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ABSTRACT 
In this work, a code has been developed that solves the Navier-Stokes equations using 
the finite volume method with unstructured triangular grids. A cell-centred, finite 
volume method is used and the pressure-velocity coupling is treated using both the 
SMTLE and the MAC algorithms. The major advantage of using triangular grids is 
their applicability to complex geometry. A special treatment is developed to ensure 
good quality triangular elements around the boundaries. The numerical simulation of 
incompressible flow at low Reynolds number is studied in this thesis. 
A code for generating triangular grids using the tri-tree algorithm has been written and 
an adaptive finite volume method developed for calculating laminar fluid flow. The 
grid is locally adapted at each time step, with grid refinement and derefinement 
dependent on the vorticity magnitude. The resulting grids have fine local resolution and 
are economical in reducing the numerical simulation time. 
The discretised equations are solved by using an iterative point by point Gauss-Seidel 
solver. For calculating the values of velocity and pressure at vertices of triangular grids, 
special interpolation schemes (averaged linear-interpolation and scattered interpolation) 
are used to increase the accuracy. To avoid the well known checkerboard error 
problems, i. e., the oscillations occurring in the pressure field, third derivative terms in 
pressure, first introduced by Rhie-chow (1983), are added to the mass flux velocity. 
Convective terms are approximated using a QUICK (Quadratic Upstream Interpolation 
for Convective Kinematics) differencing scheme which has been developed here in for 
unstructured grids. 
Three cases of two-dimensional viscous incompressible fluid flow have been 
investigated: the first is channel flow, in which the numerical results are compared with 
the analytical solution; the second case is the backward-facing step flow; and the third 
case is flow past circular cylinders at low Reynolds number (Re). The numerical results 
I 
obtained for the last two cases are compared with published data. The evolution of 
vortex shedding is presented for the case of unidirectional flow past a circular cylinder 
at Re=200. In addition, drag and lift force coefficients are calculated and compared for 
single and multiple cylinders in unidirectional flow. 
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CL dimensionless lift force coefficient 
Cj discretisation coefficient of the given cell element for QUICK scheme 
Cd drag force 
C, lift force 
D length of the face of the initial triangle 
Dg diffusion coefficient 
Di diameter of the circle of seeding point 
d difference operator, face area of triangular element; characteristic length for 
channel flow 
dc diameter of circular cylinder 
f vortex shedding frequency 
h distance associated with the optimum ratio; step size for backward-facing step 
ii neighbours of given cell element 
i momentum flux vector containing convection and diffusion 
K' sum of successive powers (i--5 is used to tri-tree decimal grids) 
K diffusion term 
k parameter depending on the maximum division level 
L length of channel flow; wake of length 
Listc cell index information 
Listf face index information 
Lk ratio between the area of the three triangles and the area of the triangular 
element 
Ld downstream channel length for backward-facing step 
L. upstream channel length for backward-facing step 
Lld, ratio of close-wake length versus the diameter of cylinder 
M tri-tree division level 
Ma mass flux value 
M! guessed mass flux value 
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Nomenclature 
M correction mass flux value 
N reference number of given cell 
NL generation level of cell 
Np parent reference number 
n maximum tri-tree division level 
n. x-components of n 
ny y-components of n 
n. x-face components of n 
n,, y-face components of n 
hi face normal vector 
PC Peclet number 
Pk pressure value corresponding the cell element 
P pressure of the fluid 
A pressure value of the given cell element 
PU neighbour pressure value of given cell element 
P pressure correction field 
P pressure guessed field 
P; pressure correction value at the given cell element 
Pý pressure correction value at the face of the element lying on the boundary 
PID non-dimensional distance between the centres of the cylinders in tandem 
arrangement 
R, Reynolds number 
R, e element Reynolds number 
r the optimum ratio for the stretching technique 
S Strouhal nember 
so total pressure gradient source in the control volume 
so non-orthogonal diffusion term nm 
YO a source per unit volume 
T, triangular element numbering 
t time 
t non-dimensional time 
Tldc non-dimensional distance between the centres of the cylinders in transverse 
arrangement 
U. free stream velocity 
UJ face normal velocity 
U'a correction face normal velocity 
u,,, g average inlet velocity for backward-facing step 
U6 face velocity in x-direction 
UM= maximum velocity in x-direction 
Uj. It velocity value at starting node of each element face in x-direction 
Uje,, d velocity value at ending node of each element face in x-direction 
U; velocity guessed field in x-direction 
V volume of the given triangular element 
.6 enclosed 
area (a -c-d) of diffusion volume V, -b 
V velocity in y-direction 
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Nomenclature 
Vist velocity value at starting node of each element face in y-direction 
Vj,,, d velocity value at ending node of each element face in y-direction 
V, velocity guessed field in y-direction 
WO face coefficient of pressure gradient correction 
Wk inverse distance weighting function for scattered data interpolation 
XR reattachment length 
Xk co-ordinate of the centre element 
Xe dimensionless reattachment length R 
(b) Greek Symbols 
a undcr-relaxation factor 
P density of the fluid 
V kinematic viscosity 
Ju dynamic viscosity 
PO dynamic viscosity of general variable 
Ai weight function for linear interpolation 
A Laplace operator 
V gradient operator 
Ax general cell element width 
AY general cell element height 
AP pressure at regular interval 
A 0i vorticity at regular interval 
VO vector operator of general variable 
A 1P streamline faction at regular spacing 
At" non-dimensional time step 
4 small distance along 4 direction 
0 general variable represents u, v and p 
Of face general variable of the element lying on the boundary 
A general variable of the given cell element 
OU general ncighbour variable of the given cell element 
Or general variable of interpolation 
partial difference operator 
partial time derivative 
the angle of distorted triangle; the angle of notation associated with Poisson 
equation 
0, separation angle 
W, vorticity value of given cell element 
Nnax maximum vorticity limit for adaptation 
M"in minimum vorticity limit for adaptation 
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Nomenclature 
(e) Aeronyms 
CFD Computational Fluid Dynamics, 
MAC Marker And Cell meiliod 
PDE Partial Differential Equation 
PEP Poisson Equation for Pressure 
QUICK Quadratic Upstream Interpolation for Convective Kinematics 
SIMPLE Semi-Implicit Method for Pressure Linked, Equations 
Subseripts 
(Applicable to all symbols used within the thesis) 
i given cell element 
ii given cell element atjth neighbour 
jSt starting point of each face triangular element 
jend ending point of each face triangular element 
ii left cell element of given cell 
ir right cell element of given cell 
.9 
face number at jth face 
Superscripts 
(Applicable to all symbols used within the thesis) 
non-dimensional value; guessed value 
coffection 
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Chal2ter I Introduction 
1.1 Scope of the Thesis 
In 1989 P. D. Lax predicted, in the special report at the centenary ceremony of the 
American Mathematical Seminar (AMS), that fluid dynamics would become one of the 
central study fields in applied mathematics. The use of computational fluid dynamics 
(CFD) to predict flows has risen dramatically in the past decade. The codes that are now 
on the market may be powerful, but their capabilities are limited to simple industrially 
relevant applications. They still require improvements in order to obtain meaningful 
results for complex modelling. Therefore, much of the effort surrounding CFD research 
is to provide effective and efficient numerical solution algorithms to enhance the 
problem solving capabilities. 
In ocean engineering and naval architecture, assessment of the response for design 
purposes is complex due to various factors including flow separation, vortex shedding, 
turbulence and body motions. In some applications, such as a ship with forward speed, 
large areas of flow separation have to be considered. Accurate numerical simulation of 
separated flow plays an important role for this purpose. Turbulent flow exists in most 
engineering situations, however the nature of turbulent flow is complex and CFD 
turbulence models tend to be problem dependent. Ile study of separated flow in this 
thesis is based on laminar flow. Although the laminar flow can be exactly expressed by 
the Navier-Stokes equations, the development of numerical algorithms for CFD 
implementation is still at the state of validation and improvement. 
Offshore structure design needs to have some knowledge of fluid flow around a bluff 
body. A circular cylinder in fluid flow has been a subject of intense interest for a long 
time, because this topic has a great practical background and important academic 
significance. Steel offshore structures typically comprise tubular cylinders connected 
together at nodal junctions and other slender elements of offshore installations include 
risers and umbilical pipes; all of these elements are treated as circular cylinders in 
hydrodynamics. A circular cylinder has geometric simplicity enabling models to be 
easily manufactured for experimental research. Its simple form also makes it attractive 
as a representative of a bluff body for CFD investigations. 
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For viscous flow past a cylinder, the Reynolds number uniquely describes the flow and is 
given by 
Uod 
Re= 
v 
(1-1) 
where d is the diameter of the cylinder, Uo is the free stream velocity and v is the 
kinematic viscosity of the fluid. 
With regarding to the Reynolds number, Roger (1980) pointed out that the flow will not 
separate if Reynolds number is less than 5. Above this value, the flow separates and two 
steady F6ppI vortices will appear behind the cylinder when it reaches about Re=46. 
Upon reaching the critical Reynolds number, an unsteady wake will start to form behind 
the cylinder. This unsteadiness moves towards the cylinder until vortex shedding begins. 
Laminar alternate vortex shedding is observed at Reynolds numbers up to approximately 
Re=100,000 as described by Saalehi (1995). The flow separation and vortex shedding is 
simulated and validated in this work. 
As mentioned above, fluid flows around a circular cylinder are characterised mainly by 
separation flows and vortex shedding. The dominant contribution to the drag force is 
due to separation, which occurs near the midplane of the body. As a result of separation, 
there is a substantiýl pressure difference on the fore-body and after-body. Vortex 
shedding behind the cylinder results in oscillatory drag and lift forces, which may cause 
the cylinder to vibrate if it is flexibly mounted. Thus, the ability to calculate the force 
exerted by fluid flow past any immersed body (such as a circular cylinder) accurately and 
efficiently by numerical computation will be invaluable in the design of offshore 
installations. 
This work involves developing an efficient triangular grid generation procedure which 
can provide fast adaptation locally and approximate a curved boundary properly without 
losing its computational quality. Grid generation is an essential part of the numerical 
simulation of engineering problems. Unstructured tri-tree grids are employed 
in this 
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study, which can use grid adaptation to provide a rational distribution according to the 
local flow solution. 
The hierarchical tri-tree grid is ideal for this application as it can be automatically 
adapted by adding and removing cell elements according to the internal flow solution. 
This technique ensures good quality elements and maintains the tree data structure. In 
this work, the numerical schemes have first been validated using grids in which 
quadrilaterals are split into triangles for cases involving simple geometry (channel flow). 
Then the hierarchical tri-tree grids with and without grid adaptation are applied to other 
cases (backward-facing step and fluid flow past circular cylinders). 
The Navier-Stokes equations are solved using the finite volume method with tri-tree 
grids. Fluid flow is governed by the Navier-Stokes momentum equations coupled with 
the continuity equation. The finite volume method is applied to calculate the velocities 
and pressure distribution in a given domain which may include a body, such as the 
circular cylinder. Then, fluid flow forces which include the drag and lift can be 
calculated by integrating the pressure and shear stresses around the surface of the body. 
The finite volume method has been chosen for use in this study. Finite volume 
formulations involve discretisation of the calculation domain by integration of the flow 
equations over each element. The principal advantage of the finite volume method is 
unconditional satisfaction of the mass conservation principle so that the discretisation of 
the flow-goveming transport equations guarantees the calculation process against false 
mass flux across the boundaries. The finite volume method has most commonly been 
used on structured quadrilateral grids. There are only a limited number of papers in the 
literature which describe the finite volume method using triangular grids such as 
Jameson et al. (1986), Davidson (1996), Thomadakis and Leschziner (1996), Nfinyard 
and Kallinderis (1998) as well as Chan et al. (1999), because the discretised 
mathematical formulations are more complicated than for quadrilateral grids. For this 
reason, much of the work presented here is focused on the derivation of the finite volume 
method on triangular grids. 
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The fluid flow variables are assigned either at cell centres or at the staggered locations of 
each triangular control volume. In principle the staggered scheme has better accuracy 
than the cell centred scheme, because in the cell centred scheme, interpolation is 
necessary to calculate the values at vertices and faces of the triangular elements. 
However, the staggered scheme has the disadvantage that the coefficients of the 
convection term in the discretised equations are not the same for all the variables. This 
results in a low efficiency computer programme. In contrast the cell centred scheme can 
have*a higher efficiency, because the coefficients of the convection term are the same for 
all the variables. 
A QUICK (Quadratic Upstream Interpolation for Convective Kinematics) differencing 
scheme for unstructured grids is derived in this work, which calculates the cell face 
values by fitting a quadratic profile through three nodes surrounding each face. The 
scheme which satisfies the transportiveness requirement is stable and possesses good 
accuracy associated with the non-linear convective term of the Navier-Stokes equations. 
Fluid dynamic interaction commonly occurs in multiple cylinders and is an important 
phenomenon in some engineering flows. For example, it occurs in flows that involve 
offshore structures, transmission cables with twin conductors, twin chimney stacks and 
heat exchanger tubes. Much research has been made into understanding the interactions 
for flow past a single cylinder in the past decades. However, results for flow past 
multiple cylinders are not so numerous. Therefore, numerical results are obtained for 
fluid flow past two and three circular cylinders in this thesis. 
1.2 Alm of the Thesis 
The aim of the work is to create a code for numerical simulation of laminar separated 
flows on adaptive unstructured gdds with the finite volume method. 
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1.3 Objectives 
The main objectives of the PhD work are: 
(i) to derive the discretised mathematical formulations for solving the Navier-Stokes 
equations using the finite volume method with triangular grids; 
(ii) to study an automatic tri-tree grid generation algorithm; 
(iii) to study an efficient adaptive grid generation algorithm, using hierarchical trees, that 
allows high local resolution; 
(iv) to simulate steady and unsteady viscous separated flow past circular cylinders using 
adaptive tri-tree grids and to calculate the drag and Hft forces which result. 
1.4 Synopsis 
The review and discussion of previous work in grid generation, numerical algorithms 
and adaptive grid generation is described in Chapter 2. Chapter 3 describes the 
development of an efficient triangular grid generation procedure which can provide fast 
adaptation locally using hierachical tri-tree grids. A special treatment is developed to 
ensure good quality triangular elements around the boundaries of the domain. In 
Chapter 4, the Navier-Stokes equations governing the two-dimensional flow of viscous 
incompressible fluids are introduced and their discretised equations using a collocated 
finite volume method are derived. SHAPLE and MAC solution algorithms for the 
Navier-Stokes equations are also described in Chapter 4. A QUICK differencing scheme 
for unstructured grids is developed in this work. 
Chapter 5 presents results from the first application of channel flow for assessment of 
SDAPLE and MAC algorithms and the differencing schemes. The results for flow over a 
backward-facing step using tri-tree grids are presented and compared with published data 
in Chapter 6. In Chapter 7, the application of adaptive tri-tree based grids to simulation 
of flow past single and multiple cylinders is described. Grid convergence tests for 
unidirectional flow past a circular cylinder at Re=2.04 are first presented. The results of 
flow past a circular cylinder at Reynolds number 10,40 and 200 are presented and 
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compared with published data, as well as the results at Re=40 past two and three circular 
cylinders. The evolution of vortex shedding is presented for the case of unidirectional 
flow past a circular cylinder at Re=200. In addition, the drag and lift force coefficients 
are calculated and compared for single and multiple cylinders in unidirectional flow. 
These results give significant insight into the understanding of the interactions of the 
laminar flows. Finally, conclusions and recommendations are given in Chapter 8. The 
project is implemented in a software package written in FORTRAN 77. 
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When solving problems in fluid mechanics, we should be aware that a good 
understanding of numerical algorithms is important. The CFD code, comprising both a 
grid generator and a numerical solver, is structured around the numerical algorithms 
used to simulate the flow. Clearly, there exist various methods for grid generation as 
well as an assortment of methods for numerical solution and some of these will be 
discussed in this Chapter. 
The present study, using the finite volume method with unstructured tri-tree grids, is 
found to be computationally effective and numerically stable for treating incompressible 
viscous fluid flow. This Chapter will review and discuss previous studies and 
techniques, which focus on general grid generation, numerical methods and adaptive 
grid generation. 
2.1 Grid Generation 
The first stage in the development of a numerical flow simulation is the creation of a 
suitable grid. For viscous flow problems involving complex boundaries and time 
dependent flow, it is generally preferred to use a grid generation algorithm that 
automatically generates a grid about boundaries and subdivides the domain into 
elements. The grid generator should also have the capability of local refinements based 
on the solution of the governing equations at each time step. Many grid generation 
methods have been proposed to satisfy some, or all, of these requirements. Structured 
grid generation, unstructured grid generation and hybrid grid generation will be 
described in the following Sections. 
2.1.1 Structured grid generation 
Structured grids have an implied co-ordinate direction, and are typically composed of 
quadrilaterals in two-dimensions and hexahedra in three-dimensions. Numerical grid 
generation, algebraic grid generation and multi-block methods are represented within 
this class of grid generation. 
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2.1.1.1 Numerical grid generation 
The numerical grid generation technique involves solution of a Partial Differential 
Equation (PDE) and has proved to be a powerful approach for creating grids around 
complex shapes. Thompson et al. (1982b) used elliptic equations to generate grids in 
both two- and three-dimensions. In order to relate the computational domain to the 
physical domain, one of three types (0-type, C-type and H-type) of grid geometry are 
usually used as distinguished by George (1991). Application of these types of grid 
generators can be found, for example, in Thompson (1987), Franke et al. (1990), Mittal 
et al. (1997) and Chen et al. (1999). 
The advantage of the method is that it can generate grids with orthogonality of elements. 
These grids have the direction normal to the surface so they simplify the numerical 
method without concerning non-orthogonal terms. Chen et al. (1999) have been 
successful in simulating of flow past circular cylinder up to Reynolds number, Re--200, 
with combination of the 0 and H-type grids as shown in Figure 2.1; here, the first grid 
spacing is 0.005 cylinder diameters, which suffices to keep the first grid within the 
region of the viscous boundary layer. The dimensions of this layer are governed by the 
Reynolds number. 
However, it is more difficult to generate a rational distribution of elements within the 
numerical grid generation technique when two or more different bodies are together in 
the domain. For example, for a domain containing two or more cylinders, it is a difficult 
challenge to produce a structured grid that is aligned with all solid surfaces. The reason 
is that the transformation function (PDF) is very difficult to compute which maps the 
real domain onto a reference domain past two bodies. Even for a domain with a simple 
body that uses an adaptive grid, a large amount of memory and CPU time are needed to 
regenerate entire grids. 
2.1.1.2 Algebraic grid generation 
Algebraic grid generation or transport-mapping methods are based on the mapping of a 
reference grid corresponding to an elementary geometry (such as a quadrilateral or a 
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triangle in two dimensions). The reference grid is mapped onto the real domain via a 
transport function. This function, say F, is constructed to a polygonal contour, and 
defines a one-to-one mapping fj from a real domain Q to the reference domain C2 as 
shown in Figure 2.2. The final computational results are converted from the reference 
grid into the real domain. Algebraic methods, based on surface fitting by Eiseman 
(1985), transfinite interpolation by Eriksson (1982) and sequential mapping by Baker 
(1987), have been used to approximate certain geometric shapes in two and three 
dimensions. 
Westermarm (1992) constructs the mapping fj using linear and bilinear interpolation for 
curved quadrilaterals. However, the scheme may experience difficulties in seeking the 
right element where the point is located in the real domain. This is demonstrated by a 
numerical example presented by Allievi and Bermej (1997). Higher order interpolation 
functions to define the mappingfj to curved elements is used by Allievi and Bermej 
(1997), in which arbitrary grids composed of both three and four sided elements are 
constructed as shown in Figure 2.3. 
2.1.13 Multi-block methods 
The abovementioned two methods encounter difficulties when being applied to complex 
geometry. Multi-block methods or super-element methods, introduced by George 
(1991), have been shown to be suitable for complex geometry; where in, the domain is 
firstly divided into a series of blocks of simple geometry. Then, using one of the 
methods described above, grids are generated in each block until the whole domain is 
discretised. In some cases, introduced by Weatherill and Forsey (1985) and Yu et aL 
(1987), the grid is required to blend smoothly together at block interfaces to provide a 
grid that can be viewed as a single block by the flow solver. In other cases, as 
introduced by Benek et aL (1985) and Flores et aL (1987), the grid is not required to 
connect smoothly at the interfaces and interpolation is used to transfer flow information 
between different blocks. 
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2.1.2 Unstructured grid generation 
Unstructured grids do not have an implied co-ordinate direction and are typically 
composed of quadrilaterals or triangles in two-dimensions and hexahedra or tetrahedra in 
three-dimensions. Two major advantages of unstructured grids compared to structured 
grids are firstly, their greater flexibility for generating grids about complex 
configurations and secondly, the ease with which grid adaptation can be incorporated. 
Several algorithms have been devised for this class of grid generation. 
2.1.2.1 Hierarchical quadtilateral or hexahedral grid generation 
Hierarchical grid generation is conceptually easy to understand with the grids being 
created by recursive subdivision about a set of seeding points forming the boundary of 
the domain. Figure 2.4 shows a typical quad-tree generated grid, as taken from work by 
Gdspdr et al. (1991). This quad-tree grid is generated about a single point and 
restrictions have been applied so that the maximum ratio of cell side length of each cell 
to any of its neighbours is 2: 1. An advantage of hierarchical grids is that the grid 
information is stored in a tree, which can be traversed according to simple rules. 
Furthermore, hierarchical grids are suitable for adaptation, where the grid can adjust 
density locally within the domain according to the flow solution. 
Samet (1990) described the use of quad-trees for the spatial decomposition of computer 
images, which leads to a substantial reduction in computer storage requirements. 
Subsequently, the quad-tree technique has been employed for grid generation in various 
applications including grid adaptation. Examples include the modelling of shock waves 
by Schmidt (1991) and Evans (1993); vortex tracking calculations by Van Dommelen 
and Rundensteiner (1989), who exploited the fast adaptive nature of quad-tree grids; 
pollutant transport by Gdspdr et al. (1991), who applied multi-grid techniques in the 
quad-tree context; and wind-induced flow patterns in shallow lakes by J6zsa and Gdspdr 
(1992). Moreover, Greaves and Borthwick (1998) applied adaptive quad-tree grids for 
flow past a circular cylinder and a square cylinder in two-dimensions. They also 
demonstrated hexahedral oc-tree grids in three-dimensions. 
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The main disadvantages associated with the use of quad-tree grids in two-dimensions are 
firstly, the occurrence of hanging nodes within the grids and, secondly, if not further 
divided into triangles, poor approximation to curved boundaries. A variety of ideas on 
how to deal with the hanging node problem have emerged. These include 
triangularisation of the grid; a scattered data-type integration, such as described by 
Kochavi and Segev (1991) and Morgan et aL (1994); or some form of averaging of the 
neighbour cells. The quad-tree grids are divided into triangles by joining the centres of 
adjacent quadrants in order to eliminate hanging nodes from the grids by Greaves (1995) 
as illustrated in Figure 2.5. Saalehi's (1995) special treatment around a circular 
boundary using 'filling' elements is shown in Figure 2.6. 
A major advantage of using triangular grids is their applicability to approximate curved 
boundaries and complex configurations. Also, when using the finite element method, a 
disadvantage of rectangular elements is that the derivation of shape functions, element 
matrices and vectors becomes more complicated than for linear triangular elements as 
noted by Saalehi (1995). Jameson and Baker (1987) explain how triangular elements 
may be used for a variety of flow problems. Several algorithms building on triangular 
grid techniques have subsequently been developed. 
2.1.2.2 Delaunay triangulation 
Dclaunay triangulation was first used for magnetic field problems by Cendcs et at. 
(1983). It is usually defined in terms of an auxiliary diagram called the Voronoi diagram 
(see Voronoi (1908)). Each point is assigned to a territory that is closer to that point 
than to any other point. Such regions for each point are called Voronoi neighbourhoods, 
and if points with common boundaries of Voronoi neighbourhoods are connected, then 
the Delaunay triangulation is obtained. An example of a Voronoi diagram for 6 points is 
shown in Figure 2.7 by Cendes et al. (1983). Details of the implementation of this 
approach have been given by Jameson and Baker (1987). 
Several algorithms have been proposed for generating the Delaunay triangulation of a set 
of points in the plane. In order to achieve an efficient algorithm, some improved 
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techniques have been adopted. There include divide-and-conquer strategies by Shamos 
(1975) and a sweep-line approach by. Forture (1986). The use of Delaunay triangulation 
to connect an arbitrary set of points to produce the grids around aerofoil (21)) and the 
surface of a nacelle (3D) were initiated by Weatherill et al. (1994), who successfully 
constructed an algorithm for arbitrary two-dimensional configurations. In three- 
dimensions the successful implementation of this approach has proved difficult, because 
of the incorporation of directional refinement, which is an essential ingredient in any 
optimal three-dimensional algorithm for incompressible flows. Preliminary results of a 
finite element solution of the Euler equations using a tetrahedral grid were reported by 
Jameson and Baker (1987). At that time, however, the triangulation algorithm was 
extremely time consuming and there were difficulties with the procedures for identifying 
and improving the triangulation of the aircraft structure. Later, Baker's (1987) 
implementation and optimisation of the Voronoi algorithm showed that fast and reliable 
grid generators for tetrahedral grids can be produced. Delaunay triangulation has been 
successfully employed by Holmes and Lamson (1986) for two- and three-dimensional 
simulations of steady inviscid flows in aeronautical applications. 
Delaunay triangulation can be an effective grid generator. However, it may fail to 
generate exact boundaries, such as non-convex boundaries. These failures are caused by 
the Delaunay triangulation itself, since the method merely subdivides the convex domain 
occupied by the nodes into triangles rather than the nodes outside the triangles. Details 
of those are described by Bowyer (1981), Watson (1981) and Sloan (1984). Sloan 
(1987) proposed an algorithm to modify the Delaunay triangulation so that it could be 
applied to arbitrary domains in two-dimensions (i. e. includes non-convex boundary 
curves). Taniguch et al. (1992) has studied ways to recognise the boundary of an 
arbitrary domain using nodes, and also how to introduce it into the Delaunay 
triangulation. However, Wille (1996) pointed out that the major difficulty associated 
with Delaunay triangulation is generating points for a non-convex boundary, which can 
introduce degenerate elements in three-dimensions. 
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2.1.2.3 Advancingfront triangulation 
The incorporation of directional refinement in the Voronoi algorithm appears to be 
difficult, unless the reconnection of points based on the purely geometrical Delaunay 
criterion (see Baker (1987)) is substituted by some other criterion that incorporates 
directionality into the triangulation. The advancing front (sometimes called moving 
front) technique can easily be used for grid regeneration with directional refinement as 
introduced by Peraire et aL (1987), because the direction is chosen to coincide with a 
defined 'normal' direction at each triangular surface. 
It starts with the boundary as a front and generates triangles or tetrahedrons by selecting 
new points inside the domain and making linear connections with them. As new 
triangles or tetrahedrons arise, the front, which is the base for generating new elements, 
moves further inside the domain, until finally the entire domain is triangulated. An 
example of such a grid is shown in Figure 2.8, which describes the wing body surface 
layer in three-dimensions by Hassan and Morgan (1996). Uhner and Parikh (1989) 
describe the detail of three-dimensional advancing front grid generation which uses 
tetrahedral elements, and its application on the pathfinder configuration in a wind tunnel 
and missile launcher. Peraire et al. (1987) used such grids successfully for two- 
dimensional and three-dimensional flow simulations. 
However, in some cases (for example, when the initial boundary is not smoothly 
discretised) the technique may not converge. This approach also faces major 
implementational difficulties when an extension to three-dimensions is contemplated. 
These difficulties arise because, in three-dimensions, grid movement is not a 
straightforward procedure and adaptive grid generation entails an unacceptable 
expansion in the number of grid points, while its application involves time consuming 
interpolation between grids. Although Hassan and Morgan (1996) avoided these 
difficulties by addressing the alternative approach of generating some distorted grids 
directly, which used some elements with an aspect ratio greater than one in the domain, a 
demonstration of the validity of the generated grid has only been shown for laminar 
viscous flow analysis. 
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2.1.2.4 Hierarchical triangular or tetrahedral grid generation 
Triangular grids generated using a hierarchical tri-tree method and tetrahedral grid 
generation using a hierarchical tetra-tree method are described by Wille (1992), and can 
be used for adaptive applications in two-and three-dimensions. In the search algorithms, 
an equilateral triangle or tetrahedron is used as the basic domain. The equilateral 
triangle in two-dimensions is divided into four equilateral triangles, while the equilateral 
tetrahedron in three-dimensions is divided into eight tetrahedra. The algorithm is 
repeated until the required resolution is achieved. The storage of tri-tree reference 
numbers allows the algorithm to perform both up- and down-searches for adaptive 
applications as required. The tri-tree algorithm has been applied on adaptive multi-grids 
for the cavity case while the tetra-tree algorithm has been used to model the North Sea- 
Skagerraka (see Figure 2.9) by Wille (1996). 
In the present study, it is intended to study and apply the hierarchical tri-tree grid 
generation in two-dimensions. Tri-tree grid generation ensures good quality elements 
and in principle, a straightforward extension to three-dimensions using tetra-tree grid 
generation. These properties are extremely desirable, especially with the increasing 
capability of CFD to tackle a wider range of engineering problems in fluid mechanics. 
2.1.3 Hybrid grid generation 
Hybrid grids usually consist of quadrilaterals and triangles in two-dimensions, and 
prisms and tetrahedrons in three-dimensions. Figure 2.10 (see Kallinderis (1998)) 
shows that quadrilaterals are employed to model boundary layers, while triangles cover 
the rest of the domain. Hybrid grids are intended to provide flexibility in combining 
essential features of the two main types of grids, namely the structured and the 
unstructured grids. Hybrid grids in two-dimensions consisting of triangles and 
quadrilaterals have been employed by Kallinderis and Nakajima (1994), Hufford and 
Mtchell (1995), and Banks et al. (1996). In three-dimensions, hybrid grid techniques 
involve generating a grid made up of tetrahedral and prismatic elements and then 
destructuring the prisms to form tetrahedra as introduced by Connell and Braaten (1995) 
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and Pirzadeh (1994). Adaptation and load balancing computation of hybrid grids have 
been considered by Parthasarathy et al. (1996) and Minyard and Kallinderis (1998). 
The accuracy and stability of a numerical method are almost always a function of the 
size and shape of the grid elements that fill the computational domain. Therefore, 
obtaining a grid that can follow complex surface geometry and flow patterns is of 
importance. Unstructured grids can provide flexibility and can cover complicated 
topologies more easily than structured grids. However, employment of triangular or 
tetrahedral elements for some regions of the fluid flow such as boundary layers is quite 
expensive. In these regions, strong solution gradients usually occur in the direction 
normal to the surface, so large-aspect-ratio elements are commonly employed to resolve 
the boundary layer. Structured grids are superior in capturing the directionality of the 
flow field in these viscous regions, since they can be aligned with the boundary layer. 
Therefore, the hybrid grid can be used to exploit the advantages of these two kinds of 
grids. 
Hybrid grid generation exploits the benefits of both structured grid elements generated in 
the direction following a body surface and unstructured grid elements generated in a 
rational distribution in the domain. It would be especially desirable to apply these grids 
for high Reynolds number viscous flows, which are of great practical interest. However, 
Mavriplis (1991) has indicated that this type of compromise limits the flexibility of the 
original unstructured approach. He explained that "Geometry with close tolerance, 
where confluent wakes and boundary layers occur, may prove difficult to discretize with 
a hybrid approach, and the task of performing adaptive remeshing throughout the viscous 
and inviscid regions of flow can be considerably more complex than otherwise". 
2.2 Numerical Methods 
The Navier-Stokes equations with appropriate boundary conditions accurately describe 
viscous Newtonian fluid motion. However, the numerical solution of these equations is 
not straightforward since many difficulties are inherent, such as treatment of the 
coupling of the velocity through the pressure field as discussed by Versteeg and 
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Malalasekera (1995). A further numerical difficulty is how to accurately treat the mass- 
conservation condition. Moreover, the ability of the methodology to produce uniformly 
accurate solutions must make it possible to obtain numerically exact solutions (i. e. grid- 
independent) to the equations of motion, so that the mathematical models of the physical 
phenomenon under scrutiny can be evaluated with confidence. 
Different numerical methods, including the finite element, finite difference, finite 
volume and spectral methods, have been employed to obtain numerical solutions of the 
Navier-stokes equations in various applications. The main differences between these 
numerical methods concern the way in which the flow variables are approximated and 
the fluid domain is discretised. The first three of the aforementioned methods will be 
described in the following Sections. 
2.2.1 Finite element method 
The finite element method was originally developed for structural mechanics. A 
characteristic feature of the finite element method is the partitioning of the domain 
considered into polygonal elements, with each element being assigned a certain number 
of nodes. In two-dimensions, the most popular element type is the triangle or 
quadrilateral, and in three-dimensions their respective counterparts are tetrahedron and 
hexahedron. The unknown flow variables are then approximated in each element by 
piecewise interpolation functions (usually linear or quadratic polygon). The 
approximated flow variables are substituted into the governing equations, which leads to 
a linear matrix system with the nodal values of the variables as unknowns. Zienkiewicz 
and Taylor (1991) discussed the standard work for application of the finite element 
method. 
Many researchers have used the finite element method for solving the Navier-Stokes 
equations. Baruzzi et al. (1995) used the finite element approach, in which the fourth- 
order dissipation is recast as the difference of two Laplacian operators, allowing the use 
of bilinear elements. Hill and Baskharone (1995) have implemented quadratic 
interpolation for both the velocity and pressure fields with streamline upwinding, and 
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solved the equations by means of a multi-block technique, which employs active and 
inactive blocks with respect to the direct equation solver. 
For large problems, the use of a direct solver is prohibitive due to both the large storage 
requirement and the computational time necessary to obtain a solution (see Gustafasson 
(1978)). Here, iterative methods can be more advantageous compared to direct solvers, 
as found by Langtangen (1986), Barragy (1988) and Carey (1989). However, the 
variation in success of most iterative solvers seems to be very much dependent on using 
a good preconditioner. For example, Sonneveld (1987) pointed out that the iterative 
preconditioned CGSTAB solver (a fast Lanczos-type solver) has previously 
demonstrated favourable convergence properties both for symmetric and asymmetric 
systems of equations. Wille (1995) used the CGSTAB iterative solver with ELU 
(presenting incomplete factorisation) preconditioner for Navier-Stokes equations on tri- 
tree grids, and applied that to modelling the North Sea-Skagerrak area and to driven 
cavity flow problems. 
It is well known that the standard Galerkin finite element approximation leads to 
instability for problems at high Reynolds numbers often characterised by 'wiggles' in the 
flow. This is caused by the fact that the scheme uses a central-difference-type 
approximation for the convection term. Thus, the question is how to effectively 
approximate the convection term to avoid this instability. Several first-order so called 
'upwind' approximations have been proposed by Tbomasset (1981), Ohmori (1984) and 
Tabata (1986). Although they are stable, their accuracy to the Reynolds number is not 
good on account of the additional viscosity included. Kondo et al. (1988) presented a 
finite element scheme with third-order upwinding based on the Petrov-Galerkin method 
by Hughes and Brooks (1982). Giraldo (1997) used the Ugrange-Galerkin method on 
unstructured spherical geodesic grids, which is accurate to a high order and highly 
efficient. Tabata and Fujima (1991) have approximated the convection term to third- 
order accuracy, and employed a numerical algorithm based on solving a pressure Poisson 
equation for flows in a cavity and past a circular cylinder., Mittal et al. (1997) used a 
stabilised finite element formulation applied to flows past a pair of cylinders with 
staggered arrangements. 
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2.2.2 Finite difference method 
The finite difference method confines the values of the unknown variables to the nodal 
points on a grid composed of orthogonal co-ordinate lines; the co-ordinate system is 
normally Cartesian or curvilinear. As explained by Versteeg and Malalasekera (1995) 
"truncated Taylor series expansions are often used to generate finite difference 
approximations of derivatives of variables in terms of point samples of variables at each 
grid point and its immediate neighbours. Those derivatives appearing in the governing 
equations are replaced by finite differences yielding an algebraic equation for the values 
of variables at each grid point. " 
Early numerical solutions for flow past a cylinder were introduced by Jaime et al. (1969) 
using quadrilateral grids. However, Taylor series truncation errors are inherent in the 
finite difference method, which also lacks the flux conserving properties of integral 
formulations. Two natural procedures to reduce the truncation error are to use 
sufficiently small spacing or higher order derivatives, both at a cost of greater CPU time 
and storage. Another problem is to avoid convective instability, and methods such as 
upwind differencing, the Lax-Wendroff scheme and the QUICK scheme (as described by 
Leonard (1980), Abbott and Basco (1989) and Wan et al. (1996)) help to do this. 
Over the past decade various finite difference methods for incompressible viscous flows 
have been developed. Extensive results can be found in the literature. Some researchers 
proposed mixed methods for improving the numerical results, e. g. Zhang and Dalton 
(1998) combined finite difference and spectral methods to calculate steady approach 
flow past a fixed circular cylinder with low Reynolds number. A finite difference 
procedure was obtained in the radial direction because of its relative simplicity to 
implement while Fourier spectral approximation was applied in the axial direction, due 
to its periodic boundary conditions. A hybrid conservative finite difference and finite 
element scheme is proposed for the solution of the unsteady incompressible Navier- 
Stokes equations by Le et al. (1997). The scheme is derived from the finite element 
discretization obtained using the Galerkin method with piecewise bilinear polynomial 
basis functions defined on quadrilateral elements. 
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2.2.3 Finite volume method 
Finite volume formulations involve discretisation of the flow domain of interest and then 
integration of the flow equations over each elemental volume. The finite volume 
technique enables correct flux transport across cell boundaries and conserves momentum 
throughout the grid. 
One method of dealing with the pressure-velocity coupling in the Navier-Stokes 
equations is to use pressure correction. The origin of most pressure correction methods 
lies in the Serni-Implicit Method for Pressure Linked Equations (SMIPLE) algorithm 
introduced by Patankar and Spalding (1970), which involves solving the pressure 
equation using pseudo velocities to obtain the pressure field. The pressure correction 
equation is then solved to correct the velocities without further correcting the pressure. 
Kelkar and Patankar (1992) used a finite volume method based on SIMPLE for 
prediction of vortex shedding behind a square cylinder. Okajima et A (1992) have 
applied SIMPLE to the solution of laminar flows, and a finite volume method 
incorporating QUICK for approximation of the convective terms for turbulent flow 
simulations past rectangular cylinders. Sivaloganthan and Shaw (1988) reported that the 
SIMPLE scheme appears to be robust over a wider range of flows than its competitors. 
The finite volume method was first used on unstructured grids during the mid-80's when 
Jameson et al. (1986) presented full Euler explicit flow simulations for flow over an 
aircraft. Triangular grids are used as computational grids for the finite volume method 
by Jiang et al. (1994). Unsteady flow over a circular cylinder is simulated with 
collocated variable grids. To avoid checkerboard oscillations in the velocity and 
pressure solution, fourth order pressure terms are added. Solutions using the finite 
volume method with grids composed of triangular and quadrilateral cell elements are 
given by Thomadakis et al. (1996). This method adopts semi-staggered grids where 
pressure is held at the cell centre and the velocities at the cell vertices. The Rhie-Chow 
(1983) interpolation scheme was modified for use in the pressure correction equation to 
avoid oscillations appearing in the result. Unsteady flow was simulated by Thomadakis 
et al. (1996) for two-dimensional configurations: cavity flow and backward-facing step 
flow. A finite volume method, for which the number of faces on the cell elements can 
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vary between three and six, is used by Davidson (1996), wherein unsteady flow is 
simulated using collocated variable grids to calculate numerical solutions to two- 
dimensional configurations: backward-facing step, diverging channel and skewed 
driven-cavity flows. 
More recently Greaves (1998) used quad-tree grids directly as computational grids for 
the adaptive finite volume solution of the Navier-Stokes equations in two-dimensions. 
Speares and Berzins (1997) presented three-dimensional adaptive tetrahedral grids for 
the solution of problems in gas dynamics using a second-order accurate finite volume 
method. Chan and Anastasion (1999) have used a cell centred finite volume method on 
unstructured triangular grids, with second-order upwinding applied to the convective 
term to obtain solutions to flow over a backward-facing step and flow past a cylinder. 
Minyard and Kallinderis (1998) used a parallel finite volume method for the Navier- 
Stokes equations with adaptive hybrid prismatic and tetrahedral grids. 
The MAC method was first described by Harlow and Welch (1965), in which the 
pressure for each cell is obtained by solving a Poisson equation describing it. The source 
term is a function of the velocity, derived by substituting the momentum equations into 
the continuity equation. The full Navier-Stokes equations are then used to find new 
velocities throughout the grid. The MAC method was used by Viecelli (1969), 
Schumann (1976) and Naruhn et al. (1976). 
In the work presented here, the finite volume method is applied on computational grids, 
composed of tri-tree elements. Both the MPLE pressure-velocity coupling scheme 
with collocated variables following Davidson (1996) and the MAC algorithm are 
adopted here for solving the Navier-Stokes equations. Steady incompressible laminar 
fluid flow is simulated for the following two-dimensional configurations: channel flow, 
backward-facing step flow and flow past a circular cylinder. Unsteady fluid motion is 
simulated for flow past one, two and three circular cylinders. The formulations and 
results are presented in Chapters 4,5,6 and 7. 
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2.3 Adaptive Grid Generation 
The initial grids used for simulation of viscous flows may not always yield the desired 
accuracy for the solution, so that improvement of the grid may be necessary. Adaptive 
grids can provide more accurate solutions with less cost by automatically clustering 
elements around flow features of interest such as vortex shedding, boundary layers, 
reattachment points and wakes. Therefore, adaptive grid generation is a technique that is 
being increasingly used in CFD applications, as the flows of interest are increasingly 
complicated. 
In the first stage, a grid of the domain is created by one of the methods proposed 
previously (see Section 2.1), after which a computational method for solving the 
problem is applied (see Section 2.2). After choice of a pertinent criterion involving the 
solution, the initial grid of the domain is regenerated by refinement, dereflnement or 
local remeshing. This is generally an iterative process with the application of adaptation 
and solvers being simultaneous until some objectives are achieved. The complete 
numerical simulation can be expressed in the following algorithm: 
Algotithm: 
Generate base grid 
Apply solver 
I 
Check time or 
convergence criteria 
Y N 
tg StOP7 Adapt gridd 
There are several ways of achieving adaptive grids. George (1991) and Weatherill and 
Marchant (1994) have concluded that grid adaptation techniques fall into the categories 
of (i) P-refinement, where an increase in the degree of the polynomial interpolation 
function leads to improved accuracy; (ii) R-refinement, where the number of nodes 
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remains fixed but the nodes are relocated to improve resolution around the features of 
interest, discussed above; (iii) H-refinement, where points are added or deleted; and (iv) 
remeshing methods where, for given information on a grid, a completely new grid is 
derived from the information. In addition, nested grids and multi-grid techniques are 
further possibilities, a comprehensive study of which has been given by Hackbusah and 
Trottenberg (1982). Some research, such as that conducted by Weatherill and Marchant 
(1994) used a combination of H-refinement and remeshing, both of which are controlled 
by given input parameters. 
Adaptive grid generation can make use of the local flow field solution itself to determine 
where high spatial grid resolution is required and then employ some strategy to increase 
the grid resolution in those regions. This enables the high spatial grid resolution to be 
concentrated around the important flow features rather than being wasted on parts of the 
computational domain where the flow activity is relatively unimportant. There are many 
indicators for adaptive grid criteria, e. g. erTor indication, pressure and Mach number, 
density gradients, element Reynolds number, seeding points and vorticity parameter. 
How these criteria are chosen has important consequences for the overall operation of 
the adaptive solver and will be discussed below. 
2.3.1 Error indication 
An error indicator may be used to find the elements within the grids which require 
refinement. Berzins (1992) studied gas dynamics using a tetra-tree grid adaptation local 
solution error indicator as a means of controlling the grid adaptation. Yahia et al. (1996) 
use a directionally adaptive methodology using an edge-based error estimate on 
quadrilateral grids. 
The error estimator used by Yahia et al. (1996) was first introduced by Zienkiewicz and 
Zhu (1987) and is based on the observation that the diffusion fluxes of the finite element 
are discontinued across element faces while the exact fluxes are continuous. The 
difference between the two is a measure of the accuracy of the numerical solution. 
Zienkiewicz and Zhu (1992) have shown that the exact derivatives can be replaced by a 
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continuous least square approximation: 11ell =Z llell, "' , where i represents an element 
1-1 
contribution, m the total element number and e evaluates the various error forms. 
Indeed for an 'optimal' grid they shall generally try to make the contributions to this 
error estimate formula equal for all elements. Pelletier et al. (1997) describes two error 
estimators: a projection error estimator and a local PDE (Partial Differential Equation) 
problem for the erTor. The former approximates the true fluxes by a least square 
projection of the finite element fluxes, while the latter derives the velocity, pressure and 
temperature errors directly from the Navier-Stokes equations. Ilinca et al. (1998) used 
the error estimator for solving incompressible turbulent flows with H-refinement 
strategy. 
Weatherill and Marchant (1994) used erTor indication to generate additional points and 
then connected the points with a local Delaunay algorithm. Weatherill and Marchant's 
(1994) adaptive procedure involves firstly setting three error indicators: the negative and 
positive components of the gradient in the direction of the velocity vector and the 
magnitude of all the gradients in all directions normal to the velocity vector. These error 
indicators are then converted into grid generation sources that, as indicated, locally 
reduce the relative element size during grid generation. The grid generation sources are 
created at grid points and minimum spacing is required where an error indicator is 
greater than the corresponding error limit; if it is less, then no sources are created and the 
grid is unaltered. 
Sampaio et al. (1993) have used an error estimator for their adaptive finite element 
solution to the Navier-Stokes equations. However, Strouboulis and Haque (1992) have 
shown this approach is not very robust, because the error estimate obtained by 
computing may not be convergent due to the error estimate formula itself. Examples are 
given in Strouboulis and Haque (1992). 
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2.3.2 Pressure and Mach number 
Mavriplis's (1991) refinement criterion is based on the local pressure gradients and Mach 
number for computing compressible turbulent viscous flows about aerofoil geometry in 
two-dimensions. 
Pressure gradients provide a good indication of inviscid flow phenomena such as shocks 
and expansions, while local Mach number variations can be used to identify viscous 
phenomena such as boundary layers and wakes. The variations of local pressure and 
Mach number are first examined by Mavriplis (1991) within each triangular element of 
the grid. If these are larger than some fraction of the average variation of pressure and 
Mach number over some cells of the grid, then new points are inserted into the grid by 
locally restructuring the grid according to Bowyer's (198 1) algorithm in stretched space. 
Subsequently, the existing structure in this region is removed and a new structure is 
created by joining the new points to all the vertices of this polygonal region, as shown in 
Figure 2.11. This is an adaptive H-refinement strategy and based on a modified 
Delaunay triangulation technique by Mavriplis (1991). 
However, the Delaunay maximum and minimum angle criterion (see Mavriplis (1989)) 
is only applied in the stretched space, where only new points along existing grid stations 
are permitted and where a new boundary point is inserted. In other words, for curved 
boundary surfaces this will not coincide with the original boundary grid edge, so that the 
removal of all grid edges in this region is required and the new structure has to adapt to 
replace the previous grids. This can be considerably more complex and inconvenient 
than, for example, tri-tree adaptive grid in which cells can be added or removed locally 
within the tree structure. 
2.3.3 Density gradients 
Speares and Berzins's (1997) tetrahedron-based, H-refinement strategy for the solution of 
problems in three-dimensional gas dynamics uses a density based adaptive indicator. 
The Euler flow solver is combined with the adaptive algorithm by flagging regions of the 
grid with low or high-density gradients for definement or refinement, with the calculation 
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of local flow gradients being performed across element faces. Where the face normal 
density gradient falls below or exceeds a chosen tolerance, the edges on the face are 
flagged to define or refine. In addition, a 'safety layer' of refinement flagging is 
employed to ensure a directional refinement, simply by defining a second type of regular 
refinement based upon a directional dissection of the parent tetrahedron. However, the 
density gradient indicator only applies to compressible flow simulation. 
2.3.4 Element Reynolds number 
Wille's (1998) adaptive multi-grid generation is determined by the element Reynolds 
number, which is calculated from the nodal values and weighted by the basis functions 
evaluated at the geometrical centre. The size of the element Reynolds number, Re,, 
indicates the degree of non-linearity in the equation system. An element will be refined 
if the element corresponding Reynolds number is above the refinement limit, the value 
of which is given based on experimental observation. Otherwise an element is made 
terminal. Wille (1997) explored the adaptive limit of the element Reynolds number 
using a finite element solver of the Navier-Stokes equations for driven cavity flow. 
2.3.5 Seeding point 
The use of seeding points, as recommended by Gdspdr et aL (1991), is another possible 
adaptation technique. In this case, the adaptation is controlled by the seeding points, 
which adjust their location according to the updated flow velocity components after each 
time step. The refined grid is determined by the new position of the seeding points. 
This method involves refining the base grid through the addition of new cells according 
to their locations. 
However, the seeding point method is likely to be computationally expensive, due to the 
cost of advection of the seeding points at each time step, which require interpolation. 
Greaves (1995) compared the seeding points and vorticity methods (see below) as 
adaptive indicators to simulate flow past a circular cylinder with the finite volume 
method. The conclusion is that the vorticity method adapted more of the grid than the 
slow-moving seeding point method. 
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2.3.6 Vorticity parameter 
Greaves (1995) has developed grid adaptation based on a vorticity parameter for solving 
the Navier-Stokes equations with quad-tree grids. An example of which is the adapted 
quad-tree grid for fluid flow past a square cylinder at Re=250 shown in Figure 2.12 (see 
also Greaves (1998)). This is achieved through the addition of new cell elements in 
regions of high absolute vorticity and removal of cell elements not included in the base 
grid in regions of low absolute vorticity. Maximum and minimum vorticity limits are 
specified in advance, and, after each time step, the vorticity associated with each cell 
element is calculated. If the absolute vorticity in a given element is greater than the 
prescribed maximum, then that element is divided, whereas if the absolute vorticity is 
less than the prescribed minimum, then that element may be removed. 
It should be noted that grids of a hierarchical nature are ideally suited to local remeshing, 
because the refinement and removal of leaf cell elements does not disrupt the tree data 
structure. This is fast adaptive technology in comparison with those methods previously 
described and hence saves CPU. 
The vorticity parameter as an adaptation indicator, in which the grid is successively 
remeshed to reach predetermined standards of accuracy, is central to the effective use of 
the finite volume technique applied in the present work. However, this approach is not a 
good indicator to grid refinement as one gets closer to the vortex centre. The grid 
refinement is based on the prescribed maximum vorticity of which the value is 
predetermined by the observation of grids. Therefore, the optimum values of the 
prescribed vorticity would require further investigation. Furthermore, as stated earlier, 
the tri-tree adaptive grid generation is implemented. A tri-tree methodology for flexible, 
automatic-and adaptive grid generation is described in Chapter 3. 
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Grid generation is an essential pre-requisite for the numerical analysis of engineering 
problems using the finite volume method. When large size or geometrically 
complicated problems are considered, grid generation can become a very difficult and 
time-consuming task. Therefore, developing tri-tree grids to approximate the 
boundary properly and using fast adaptive grids locally to save CPU time have been 
considered in this study. Details of these methods are given in the following sections. 
3.1 Tri-Tree Grid Algorithm 
In the tri-tree grid algorithm, equilateral triangles are used as the basic domain. A 
diagram of the tri-tree structure is shown in Figure 3.1. An initial equilateral triangle 
is divided into four new equilateral triangles. Each of these triangles can then be 
divided into another four equilateral triangles, and so on. 
The tri-tree grid generation algorithm has previously been developed and described by 
Wille (1995). The author stored the information for each grid element in a record 
consisting of nine integers in two dimensions. These records contain the level of 
refinement, the node numbers and pointers to the parent and children elements if they 
exist. The reference numbering system is shown in Figure 3.2. 
Numerical methods using hierarchical grid generation have been applied successfully 
by Kallindefis (1992) and Greaves (1995). These authors used the hierarchical 
technique of quad- tree grid generation, in which the numbering system can be stored 
as a single integer (such as suggested by Samet ( 199())) in an efficient and easily 
accessible manner. The Samet-type numbering system was successfully used for quad- 
tree grids by Greaves (1995) and a similar system is used for the tri-tree grid 
generation in the present work. 
In this work, special treatment is developed to achieve a smooth approximation to 
curved boundaries. Where single or multiple circular cylinders are included in the 
domain, elements close to the cylinder are stretched so that nodes lie on the boundary. 
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Any obtuse angled triangles that result from the technique of elimination of obtuse 
angles are removed. This treatment ensures good quality elements around the cylinder 
boundary. 
3.2 Samet-Type Numbering System 
Every triangle in the tri-tree grid may be identified uniquely by means of its element 
numberingj, This process is illustrated in Figure 3.1. T, is divided into four 
triangular elements T, to T, (first level), and then these are subdivided into T. to T1 2 
(second level) and so on. It should be noted that the element numbering is 
implemented concurrently for each element in turn. 
Each element also has a reference number which indicates the position of the element 
within the tri-tree hierarchical data structure. At generation level, NL, the reference 
number of parent element can be worked out from those of its children, or the other 
way round. 
The reference numbering system for this study is adopted from Samet (1990), which 
enables the reference numbers to be stored efficiently as a decimal integer. The 
reference numbering system can be surnmarised as 
M-1 
N NiK' (3-1) 
where m is the division level of the grid and N, takes the integer value 1,2,3, or 4 
depending on the position in which the element is located within its parent triangle, as 
shown in Figure 3.3(a) for a rightward facing triangle and 3.3(b) for a leftward facing 
triangle. The tri-tree grid reference numbers are stored as the sum of successive 
powers of K. In this case, K=5 is used for tri-tree decimal grids in two dimensions. 
Similarly, K=9 could be used for tetra-tree decimal grids in three dimensions where 
eight new elements are generated with each subdivision. 
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As each division occurs, a given element produces four children in two-dimensions, 
and the reference numbers of the children are stored in the tree. For example, the 
division shown in Figure 3.3 results in grid elements of division level I having 
reference numbers 1,2,3, and 4 or Ix 50,2 x 50,3 x 50 and 4x 50 using equation 3.1. 
When each division takes place, the reference numbers of the four children are 
obtained by adding to the parents reference number. In Figure 3.4, grid I is divided, 
which results in elements of division level 2 having reference number 6,11,16 and 21 
or Ix5O + lx5', Ix5O + 2x5', Ix5O + 3x5l and Ix5O + 4x5' using equation 3.1. 
Generation Level, NL: From equation (3-1) it can be shown the generation level is 
obtained by successively dividing the reference number by 5 (K=5) until the remaining 
number is less than 1. For example, in Figure 3.5, the reference number of the element 
marked * is 121. Then successive divisions by 5 yield: 
First division 24.2 
Second division 4.84 
Third division 0.968, 
which is less than I and so the operation is halted. Thus three divisions were carried 
out indicating that the generation level NL = 3. 
Parent element: To obtain the reference number of the parent element of a given 
triangle is a two-stage process. Firstly, the remainder on division of the given element 
reference number by 5 NL-I (whereNL is the generation level of the element) is 
obtained. This is then multiplied by5NL-. The procedure is summarised by, 
NP = mod( 
N )x5 NL-1 (3-2) 
5 NL-1 
where NP is the reference number of the parent of a given element, mod is the 
remainder operator, and N is the given element reference number. For example, in 
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Figure 3.5, the reference number of the element marked * is 121; the generation level 
N 121 
is 3, = 2-5 = 
4.84 and the remainder is equal to 0.84. Then the reference 
number of the parent element gives 0.84x5 2= 21 corresponding to Figure 3.4. 
3.3 Methodology 
The grid generation process consists of the following steps: 
1) Define an initial equilateral triangle, within which the desired grid will lie. 
2) Define the set of seeding points about which the grid will be generated. 
3) Subdivide about the seeding points. If the triangle contains a point, divide the 
triangle otherwise check the next triangle. 
4) Repeat for all points 3) until the maximum division level has been reached. 
5) Subdivide all grid elements to the minimum level. 
6) Apply face regulation. 
7) Eliminate hanging nodes. 
8) Apply special boundary treatment around curved boundaries. 
9) Apply comer regulation. 
10) Reorder element and node numbers and store grid information. 
3.3.1 Initial grid 
Figure 3.6 shows an equilateral triangle as the root of the tri-tree. A right hand 
Cartesian co-ordinate system is used, with axes emanating from one vertex of the 
triangle. Both the reference number and the generation level are zero. The global 
nodal numbers (PI I P21 PO and the 
local nodal numbers ("I 1 11' 1113) are 
defined in the 
anti-clockwise direction. 
3.3.2 The seeding points 
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The triangulation starts with the outer and interior boundaries shown in Figure 3.7. 
For the case of flow past a circular cylinder, the boundary is circumscribed by the 
initial triangle and defined by a set of seeding points as a unit square with two small 
circles. For the interior boundary cylinder, the diameter of the first circle of seeding 
points is defined by D, = 0.05 in this instance. Figure 3.8 visualises the arrangement 
of the seeding points around the cylinder boundary. The diameter of the second circle 
of seeding points is slightly larger than the first one to allow for the boundary 
treatment described in Section 3.3.7. The diameter of the second cylinder is defined 
D, = D, +k* 2"', where mend is the maximum level of refinement and k is a 
parameter depending on mend . 
3.3.3 Subdivision to the maximum level 
Subdivision on these boundaries is successively performed until the maximum level of 
refinement is reached. For every point on the boundaries, the tri-tree is searched to 
find whether or not each triangle contains a point. By looking at the refinement level 
of this triangle, decision is made on further refinement. This process is an iterative 
process, which continues until the triangles containing the boundary points are 
sufficiently refined. 
A general algorithm for deciding whether a point is inside or outside a given triangle is 
adopted from Wille (1995). For example, referring to Figure 3.9, consider point s with 
co-ordinate(x, y) and the triangle defined by vertices a, b and c with co- 
ordinates(Xk I Yk ); for k=1,2,3. By joining the point s with vertices a, 
b and c three 
additional triangles are created. Lk is the ratio between the areas of the three triangles 
to the area of Aabc (e. g. L, = 
Aabs ). If 0< Lk, <I(k=1,2,3) and the sum of L, is 
Aabc 
equal to 1, then point s is inside the triangle. Otherwise if the sum of Lk is larger than 
1, point s lies outside and if Lk = 01 point s lies on a node or a face of Aabc. 
Subdivision of the tri-tree grid about the seeding points takes the following steps. The 
domain is first divided into four subregions or elements as shown in Figure 3.10. Each 
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element is then considered in turn: it is subdivided to create four new elements if it 
contains a point and the element is not divided further otherwise. The second 
subdivision results in the grids shown in Figure 3.11 and the third subdivision is 
shown in Figure 3.12. The tri-tree algorithm produces selectively refined Cartesian 
grids with a recognisable hierarchical tree structure. Figure 3.13 illustrates the tree 
structure corresponding to the grids in Figure 3.12. After that the algorithm is 
repeated until the maximum division level 9 has been achieved as shown in Figure 
3.14. In the mean time, all tri-tree elements with all three nodes outside the square 
boundary or inside the cylinder are deleted. Elements with two nodes inside the 
cylinder and the other at a prescribed distance normal (see Section 3.6) to the inner 
wall, are also deleted and not considered for further processing. 
In Figure 3.14, the size of the faces of the finest tri-tree elements is 1/ 2' (e. g Maximum 
division level = 9) times the length of the face of the initial triangle. The general 
formula for this length is 
(3-3) 
where d is the size of the face of the finest element, D is the length of the face of the 
initial triangle and n is the level of the maximum refinement. 
When a triangle is divided, the co-ordinates of the midpoint on each face are calculated 
and these will be the nodal co-ordinates of the new children elements. Two nodal 
numbering systems are being formed in each triangle element. One system is the local 
node numbering which runs from I to 3 counting in the anti-clockwise direction. The 
other system is the global node numbering which accounts for all grid nodes. When a 
element needs to be divided, it is necessary to check whether the required new nodes 
already exist. If they do not, they are added to the list of points. The decimal trees of 
the two nodal numbering systems are stored. 
3.3.4 Subdivision to the minimum level 
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Additional elements are generated to achieve a minimum subdivision level throughout 
the grid. Figure 3.15 shows the subdivision of all elements to minimum level 5 and 
Figure 3.16 shows the close-up of the elements in the vicinity of the cylinder. As in 
Section 3.3.3, the process of the deleting elements outside boundaries is carried out 
simultaneously. 
3.3.5 The face regulation 
After subdivision to the minimum level is achieved, from Figure 3.16, it can be seen 
that some triangles contain more than one node along one of their faces. This node 
distribution will not lead to well-formed triangles, which will be disadvantageous 
when integrating the differential equations over the elements. It is desirable to 
generate additional grid elements such that the grid size ratio between two adjacent 
triangles does not exceed two. This constraint is applied in this process to elements 
sharing a face as shown in Figure 3.18. The face regulation is achieved by considering 
each grid element in turn. If more than one node already exists along any of the faces 
of an element, then that element is subdivided. The search is repeated in a recursive 
manner until no further elements are generated. The triangulation in Figure 3.17 
shows the outcome of this procedure. 
3.3.6 Elimination of hanging nodes 
After face regulation, a maximum of one hanging node on each element face remains. 
These nodes lie on the faces of adjacent elements, which renders the discretisation of 
the Navier-Stokes equations across these elements difficult. An advantage of tri-tree 
grids is that they provide an easy way to deal with this problem. The process is 
implemented by first searching for an element in which a hanging node exists such as 
the large triangle illustrated in Figure 3.19(a) which has hanging node P. The 
equilateral triangle is then split into two right-angled triangles as shown in Figure 
3.19(b). Figure 3.20 shows the result of this process applied to the entire grid. After 
this process, only two types of triangles are used in the domain: equilateral and right 
angled triangles. 
58 
Chapter 3 The Tri-tree Grid Generation 
3.3.7 The special boundary treatment around interior boundaries 
After the process of deleting the elements outside boundaries, illustrated in Figure 
3.21, a special boundary treatment around the intenor boundary is used. Two steps are 
taken, as follows: 
The Stretching Technique: First the boundary nodes that lie close to the cylinder are 
found. Lines are extended from each of these nodes to the centre of the cylinder. The 
intersection between the line and the cylinder circumference will be the new node 
position, which fits accurately the boundary curve shown in Figure 3.22. Of course, if 
the node already lies on the cylinder circumference then it is position is not changed. 
Elimination of Obtuse Angles: After the stretching technique, some obtuse angles are 
often generated in the distorted elements around the cylinder, which causes the 
accuracy of the numerical simulation to suffer. These large angle elements can 
increase er-rors in nodal variables, which change quickly around the cylinder (such as 
the pressure value). It is necessary to transform these angles from obtuse into acute or 
right angles. The correction procedure is implemented by firstly identifying these large 
angle elements such as in Figure 3.23 A,, P,, 
then defining lines from the nodes (e. g. 
node a) that are outside the cylinder to the centre of the cylinder. The intersection 
between the line and the cylinder circumference will be the new node p, which fits the 
accurate boundary condition and forms two well-formed triangles A,,, p and A, in 
this instance. Figure 3.24 shows the final result of this treatment applied to the entire 
grid. 
In this way, the special boundary treatment around the cylinder boundary is performed 
and the quality of these triangles will be discussed in Section 3.6. This technique may 
be adapted to arbitrary boundaries, using alternative methods to determine the normal 
direction to the boundaries. 
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3.3.8 The corner regulation 
The generation of additional elements to achieve a side length ratio of 2 throughout the 
gird is not only applied to adjacent elements but also to those sharing a single node. 
Such abrupt changes from large to small elements which share a node may cause large 
errors in interpolation calculation, which are of course unacceptable. Each node is 
considered in turn. Firstly, the maximum division level of the elements which share 
the node is determined. Then, elements with a division level two or more below the 
maximum division level are divided, as illustrated in Figure 3.26. In Figure 3.26(a) 
node P has elements A and B connected to it which are two division levels different 
in size and so element B is divided as shown in Figure 3.26(b). After this, face 
regulation and elimination of hanging nodes must be performed again in an iterative 
process which stops once no more new elements or nodes are generated. The final grid 
is illustrated in Figure 3.25 and the entire tri-tree grid is shown in Figure 3.27. 
3.3.9 Grid information storage 
Element Numbering: When a triangular element is divided to produce four new 
elements, the parent element number is deleted when the children are generated. It 
should be noted that the total number of elements varies up and down during the tri- 
tree grid generation. For example, outside elements are taken out so that the total 
element number is reduced. During each generation procedure, the number of newly 
generated elements is added to the record of existing elements. 
Nodal Numbering: The above triangularisation technique results in a maximum and 
minimum refinement level in a given tri-tree grid. Two node numbering systems have 
to be used for each triangle: local and global node numbering. The local node numbers 
of an element range from I to 3 in the anti-clockwise direction for both rightward and 
leftward facing triangles as shown in Figure 3.29. The global nodal number is 
increased when a new node is generated in the refinement process. Figure 3.28 gives a 
visualisation of global node numbering. The global nodes (pl, p,, p, ) belong to 
element I and concurrently correspond to local nodes (n, ^, nO. Similarly, node p, 
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belongs to elements 1,2, and 4 and corresponds to n, for element 1, n, for element ') 
and n3 for element 4. If some elements are deleted in the grid generation process, 
some global node numbers will have disappeared accordingly. After the final 
procedure is completed, each node is checked to verify if it is one of the nodes of an 
existing element. If not, this node number is deleted and subsequent nodes have their 
global nodal numbers reduced by 1. 
After the above the procedures have been carried out, the base tri-tree grid is complete. 
The co-ordinates of the nodes, the local and global node numbering, the boundary 
indicator information and element reference numbers are all stored. The tree structure 
so defined is sufficient to completely specify the element remeshing history for the 
purpose of adaptation. This will be discussed further in Section 3.5. 
3.4 Pointer System 
In this Section, methods for neighbour finding, grid indexing and for calculating 
element centre co-ordinates and element areas are described. Almost all quantities 
(e. g. convection, diffusion and derivatives) are computed by looping over each element 
or each face and assigned at element centres. The processes of determining these 
variables are described in this Section. The grid indexing system is based on that 
described by Davidson (1996). 
3.4.1 Centre co-ordinates 
The co-ordinates (x,, y,. ) of the centres of the tri -tree grid elements can be calculated 
from their three nodal co-ordinates. The formulation used is 
1313 
xc = -lXk and y, =-1: Yk (3-4) 3 k=l 3 k=l 
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where (Xk I Yk )I for k=1,2 and 3, are the co-ordinates of vertices a, b, c of the 
element shown in Figure 3.30. 
3.4.2 The area of an element 
The area Aabc of each element is expressed by 
I 
xi Yl 
Aab, 
2x2 
Y2 (3-5) 
x3 Y3 
3.4.3 Neighbour finding 
Three neighbours of any triangular element can be determined from the comer co- 
ordinates. This is a sweeping process through each node of each element in turn. 
Three neighbours are defined for each element. The link of elements is searched to see 
which contains the nodes on each of the three faces of the element in question. 
It should be mentioned that the calculation of element centre co-ordinates, the area of 
the elements and neighbour finding in quad-tree grids are all performed by 
manipulating the quad-tree reference number (Van Dommelen and Rundensteiner 
(1989)). However, tri-tree grids present major difficulties in implementing this 
technique. For the example, the case of neighbour finding, determining whether the 
triangle is rightward facing or leftward facing and the existence of equilateral or right 
angled triangles, all complicate the tree search. In other words, tri-tree grids do not 
lend themselves to the use of the same VDR reference number manipulations. The 
only tri-tree search for parents and children is carried out using the Samet-type 
hierarchical reference numbering system described in Section 3.2. 
3.4.4 Face indexing system 
A pointer is required for each face to give information about which grid points 
(element vertices) form the starting and ending points of the face and which two 
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elements are the adjacent elements. This information is stored in listf (see Figure 
3.3 1), which has the form (see Davidson (1996)): 
listf (ij) = il 
listf (i, 2) = ist 
listf (iß) = iend 
(3-6) 
listf (i, 4) = ir 
where i is the index of the face, ist and iend are the starting and ending grid points 
and il and ir are centres of the left and right elements respectively (see Figure 3.3 1). 
3.4.5 Element indexing system 
When solving the discretised equations, we also need a pointer for each element and its 
neighbouring elements. The number of neighbours; is three for triangular grids. For 
element i, this information is stored in listc(i, j), which has the form: 
listc(i, l) i, (neighbourl) 
listc(i, 2) i, (neighbour2) (3-7) 
listc(i, 3)= '3 (neighbour3) 
where the neighbouring elements for element i are i, i, and i3'iý1,2 or 3 are 
determined by the order in which the connecting faces f, f2 and f, are visited when 
looping over all faces in the calculation domain (see Figure 3.32). 
The triangular grid indexing systems are adopted for the present work. However, the 
systems can also be employed in general circumstances where a element may have an 
arbitrary number of faces. 
3.5 Tri-Tree Grid Adaptation 
3.5.1 General description 
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The tri-tree grid algorithm was described in Section 3.1 above. The tri-tree has a 
naturally hierarchical data structure which is suitable for adaptation. The grid data 
structure contains all flow and connectivity information sufficient to adapt the grid, 
either by a local grid refinement or by a local grid derefinement process. 
The grid adaptation strategy assumes that there exists a good quality initial triangle 
grid of the computational domain, which is taken to be the invariant base grid. The 
adaptation of the grid is based on a vorticity parameter rather than the seeding points 
used in base grid generation. The reference process involves adding nodes to this base 
grid by face and element subdivision. Each change in the computational grid is 
tracked within the hierarchical data structure. The derefinement process is the inverse 
process to refinement, where nodes, faces and elements are removed from the grid 
leaving the parent element. 
The process of grid adaptation is invoked automatically in response to flow solution 
criteria. It is desirable that refinement regions correspond to regions of significant 
flow activity requiring increased resolution. Conversely, derefinement is applied in 
regions of insignificant flow activity where reduced resolution is desired for the sake 
of CPU efficiency. These criteria have important consequences for the overall 
operation of the adaptive solver. The complete numerical simulation may be thought 
of as follows: 
Algorithm: 
Adaptation Data strucliuinc!! Solver 
Thus the adaptation and solver can be thought of as two distinct processes that are 
applied to the data structure. The former alters the grid in response to local flow 
solution features and the latter advances the flow solution parameters in time, with the 
application of adaptation alternating, interactively with the solver until the objectives 
are achieved. Below is given a full account of how the data structure and adaptive 
algorithm are constructed. The solver algorithm will be described in Chapter 4. 
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3.5.2 The tri-tree data structure 
An advantage of using tri-tree gnids is that the hierarchical data structure and 
numbering system are retained during the refineinent and derefinernent operations. We 
define a set of data structures and a pointer system in the tri-tree grid generation. 
These are the following: 
Element Objects: There are three different data objects associated with each element. 
One records the node numbers corresponding to its vertices, along with a flag 
indicating the presence and position of possible boundaries. In a second object, the 
element indices of its neighbours are stored. Finally, a third data object holds the 
element reference number plus a flag identifying whether it is an equilateral or a right 
angled triangle. 
Face Object: The face data object contains four data elements for each element: a) the 
start node number; b) the end node number; c) the element number that lies to the left 
of the face; d) the element number that lies to the right of the face. 
Node Object: This contains the x-y co-ordinates of each node, plus an additional 
flag to indicate on which boundary, if any, the node lies. 
The grid is adapted and the new information stored using the Samet-type numbering 
system. Data handing during the process of refinement is similar to that during base 
grid generation; the reference numbers of children being calculated and stored and the 
new element numbers added to the list of element numbering. Extra faces and nodes 
are created at a given element, nodal and face numbers are added to the list. The 
process of derefinement, however, has no parallel in base grid generation. The 
reference number of the parent element is calculated and replaces the reference number 
of the given element and its siblings. The generation level reduces by I and the list of 
elements is shortened. Faces and nodes are deleted if they do not belong to any 
element in the updated list. 
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3.5.3 The tri-tree grid adaptation algorithm 
Before the grid is adapted, it is necessary to calculate the vorticity value of each 
element, which is the indicator used for driving the remeshing routines. The vorticity at 
element i using collocated variables is calculated as follows, 
du dv 
oji = (-), - (-), (3-8) 
1 
dy dx 
ý' 
where Oji is the absolute vorticity value, and (A), and ( 
dv 
), are velocity gradients at dy dx 
the element i of y and x respectively, expressions for which are described in Chapter 
4. 
The maximum vorticity oj,,,,,. and the minimum vorticity oi.,,,, values are specified 
before the time dependent simulation starts. The grid is adapted regularly throughout 
the simulation at a prescribed number of time steps. 
Element Refinement: In this case, if the vorticity of a given element is greater than 
the prescribed maximum, then that element must be divided. There are two types of 
subdivision as there are two types of triangle. One is subdivision of equilateral 
triangles, which is regular division similar to the base grid subdivision shown in Figure 
3.33. The other is the subdivision of right angle triangles, which is performed by 
firstly replacing the two right angle triangles with their equilateral parent element, this 
is then divided into four elements as explained above and shown in Figure 3.34. 
Element Derefinement: In this case, if the vorticity of a given element and all its 
siblings are less than the prescribed minimum and the element is not at the minimum 
division level, then its parent element is placed on the list of elements and the children 
are deleted, as shown in Figures 3.35 and 3.36 with both types of triangle. 
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Once the remeshing process is complete, face regulation, elimination of hanging nodes 
and comer regulation are performed. The grid is then reordered, nodes are numbered 
and the pointer system updated. All these procedures are similar to the base grid 
generation. 
Interpolation within the Grid: The new elements and unchanged elements make up a 
new entire grid. In order to complete the adapted grid in preparation for the next time 
step calculation, variables (such as velocities and pressure) are assigned to new 
elements by interpolating values from their neighbouring elements. In this procedure, 
values at the unchanged elements are assigned directly, whilst interpolation is used at 
the newly created elements. For example, Figure 3.37 illustrates the interpolation of 
pressure to new element i from its parent element (i, ) and two neighbour elements il 
and '3 . The inter-polation is summarised by Franke (1982) (and often called Shepard- 
type scattered data interpolation) and written as 
1 iv, (x, v) x P, 
pl ý-1 -ll 
(3-9) 
1 lil, (x, y) 
ý-1 
where p, is the pressure at new element i and p, , 
for k=I, 2 and 3, p, is the pressure in 
the parent element i, and p, and p3 are the pressure at neighbour elements i, and '3 - 
iv, (x, v) is an inverse distance weighting function given by L- C 
lt, k 
(X, 
. 
ý, ) =[(. VI _. X, 
)2+ (Y, -Yk)21 
2, 
where (. v,,. v, ) are the co-ordinates of the centre of element i and ( t-. , Y, ) are the co- 
ordinates of the centre Corresponding the elements described above. The interpolation of 
u and v velocity components to the new element i is similar. This interpolation is used 
to calculate the values of the velocity and pressure at discrete vertices of triangular 
elements from its related cell-centre values. A complete set of' discrete equations Is 
assembled for those variables by enforcing the appropriate conservation laws on control 4-1 
volumes constructed for each face and node. The influence of flow direction for each 
node should be considered when using interpolation scheme. For simplicity, the average 
influence of flow direction for the node is used by the interpolation. For high Reynolds t__ 
numbers, higher order interpolation taking into account flow direction has to be 
employed. 
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The adaptive algorithm is a dynamic procedure and the grid is adapted to the 
instantaneous solution. The above procedure is repeated until no further change is 
generated (for steady flows) or some objectives, such as number of iterations or time- 
steps are achieved for time dependent flows. For example, Figure 3.38 shows the final 
tri-tree adapted grid in steady flow past a cylinder at Re=40. Further runs through the 
grid adaptation algorithm produced no changes to this grid. 
3.6 Tri-Tree Grid Quality Behaviour 
Only two types of triangles have been consistently generated in both base and adapted 
grids. The major advantage related to tri-tree grids is that refinements during grid 
adaptation causes no degradation in element quality. 
In grid generation, it is often considered essential for accurate solution that no angle of 
any triangle in the grid should be small. The tri-tree algorithm automatically ensures 
that no angle in a triangulation is near 180 degrees since only equilateral and right 
angle triangles are used in the initial tri-tree grid. 
Attention is drawn to a small number of distorted triangles around the cylinder wall, 
whose quality has significant influence in flow simulation. The stretching technique is 
used to avoid large angles appearing in any element and the process for elimination of 
obtuse angles guarantees that right angles are normal to the wall surface. 
The key to the stretching technique is making a decision on the critical distance non-nal 
to the actual cylinder wall. In other words, which elements close to the cylinder wall 
should be deleted or retained. Figure 3.39(a) shows a point s, lying on the cylinder 
circumference and located inside element il, which has two nodes inside the cylinder 
(a, and a3 ) and the other a, in the opposite direction at distance as, from the wall. 
An optimum ratio is used to decide whether element i, is deleted or retained. The 
formula of this ratio, r, is 
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d1 
r=-  (3-11) 
12 
where d, is the distance sd and h is the distance a, d . The cross point d is the 
intersection between the extension of line a, s, and the face a, a3 . 
If the ratio value r, based on the equations derived in this project, is large than 0.423 
(optimum value), element i, is deleted as shown in Figure 3.39 (b); a, is then stretched 
to s, so element i, is distorted. It is easily seen that this distortion produces no angles 
larger than 900. If r is less than 0.423, the element i, i's retained as shown in Figure 
3.40; a, and a3 are stretched to s, and s3 so that elements i, , i, and '3 are distorted. 
Consider Figure 3.41 which shows triangle i, before and after distortion. Since i, is 
equilateral prior to distortion, we have 
alh = 1/-ý3. (3-12) 
In order to avoid obtuse angles which impair the quality of the solution, angle ý 
should not exceed 900. This implies that 
a <tan45' =* a<h-dl. (3-13) h-dj 
Introducing (3-12) into (3-13) yields, 
h<h-d, 
=> d, < 0.423h. (3-14) 
Nf3- 
Hence, r =0.423 will be the deciding value: if dý /h>0.423 the triangle is deleted, 
otherwise, it is retained and subsequently stretched. 
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However, the combination of successive element distortions may create obtuse angles. 
As a result, once the stretching procedure is completed, the elements surrounding the 
cylinder boundary are searched for obtuse angles, which are then eliminated by 
modifying the element geometry, as shown in Figure 3.23 and described in Section 
3.3.7. 
This special treatment around the cylinder boundary is implemented to improve the 
quality of the distorted triangles. The procedure is only used during base grid 
generation, because the elements close to the cylinder are not altered during adaptation 
of the grid. 
3.7 Closure 
The tri-tree grid generation algorithm and adaptive grid generation algorithm have 
been described. The tri-tree grids have been chosen as the basis of this work because 
they are quick to generate, approximate curved boundaries well and can be readily 
adapted. It would be most desirable for the calculation grid to adapt automatically 
according to local flow vorticity given by the solution at each time step. This will be 
demonstrated in Chapter 7 for flow past circular cylinders with tri-tree adaptive grids. 
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Figure 3.1 Tri-tree structure showing subsequent divisions 
I I PI P2 
- 
1 Pý3 12 13 14 15 10 
2 -2 Pi f4 
t-ýý5 15 101 0 1 I1 
_ 
3 -2 
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41 -2 
1 P51 P61 P31 01 01 51 1 -lfý 
p 
(a) 
p2 51 -2 
1 P6 I P4 I P51 2141311 1ý 
(b) 
Figure 3.2 The tri-tree reference number by Wille (1992) 
(a) Initial equilateral triangle consists of the corners T, = (PI I P2, P3 ). which is 
divided into four new triangles (b) Infonnation in the tri-tree structure 
Wille (1992) noted that "This information is contained in a record consisting of nine 
integers. The first integer describes the level of refinement. When this integer is 
negative, it indicates a terminal triangle. The next three integers are the indices to the 
comers of the present division. If the refinement level integer is positive, the next four 
integers are pointing to the triangles into which the triangle is refined. If the triangle is 
terminal, the following three integers are pointers to the neighbour triangles. If one of 
these integers is zero the triangle has no neighbour in that direction. The last index is 
pointing to the parent triangle. " 
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(a) (b) 
Figure 3.3 (a) The local integer valuefor a right-wardfacing triangle 
(b) The local integer value. for a leftward-facing triangle 
Figure 3.4 The reference numbers 
y 
P2 
p, kn3) 
Figure 3.5 Example tri-tree grid 
x 
Figure 3.6 Initial equilateral triangle Figure 3.7 Seeding points (note that the 
interior circles are magnified in Figure 3.8) 
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b(X21 Y2 C(X3 1 
Y3 
Figure 3.8 The two circles seeding points Figure 3.9 A seed point in the triangle 
Figure 3.13 Tree structure 
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a(x,, 
Figure 3.11 Second division Figure 3.10 First division 
Figure 3.12 3rd division 
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Figure 3.15 Application of minimum level 5 
Figure 3.18 Face regulation 
(a) Abrupt change in sharing aface (b) Face regulation 
74 
Figure 3.14 9th division 
Figure 3.17 Grid afterface regulation Figure 3.16 Close-up of the cylinder 
(a) (b) 
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(a) (b) 
Figure 3.19 Eliminating the hanging node 
(a) A hanging node (b) Eliminating the hanging node 
p 
p 
b To the centre of cylinder 
Figure 3.23 Elimination of obtuse angle 
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Figure 3.21 The vicinity of the cylinder Figure 3.20 Elimination of hanging nodes 
Figure 3.22 The stretching technique 
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of obtuse angles 
(a) (b) 
Figure 3.26 (a) Abrupt change in sharing a node (b) corner regulation 
p3 
Figure 3.27 Entire grid, level 9 Figure 3.28 Nodal numbering 
P1 
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Figure 3.24 After the elimination Figure3.25 Grid after corner regulation 
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nl nl 
(a) (b) 
Figure 3.29 (a) The local nodal numberingfor a rightwardfacing triangle 
(b) The local nodal numbetingfor a leftwardfacing triangle 
a(x,, 
C(X3 I YI) 
b(X21 Y2) 
Figure 3.30 Notation associated with Figure 3.31 The face i indexing system 
equations (. 3-4) and (3-5) 
Figure 3.32 A triangular grid i with its three faces and three neighbours 
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(a) (b) 
Figure 3.33 (a) Before refining element (b) After refining element 
(a) (b) 
Figure 3.34 (a) Before refining element (b) After refining element 
(a) (b) 
Figure 3.35 (a) Before derefining element (b) After derefining element 
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(a) (b) 
Figure 3.36 (a) Before derefining element (b) After derefining element 
i3 
i i2 
Figure 3.37 Interpolation Figure 3.38 Adapted grid, R,, =40 
(a) 
wall 
(b) 
nder wall 
Figure 3.39 (a)The element i, is deleted (b) The element i, is distorted 
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all 
Figure 3.40 The element i, is retained Figure 3.41 Notation associated with the 
and il, i-, and i3 are distorted optimum ratio 
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4.1 Introduction 
In this chapter, the derivation of a finite volume method for solving the Navier-Stokes 
equations on unstructured triangular grids is presented. A cell-centred scheme is used 
and the pressure-velocity coupling is treated using both MPLE and MAC algorithms. 
The derivation of the SE"PLE algorithm is based on that described by Davidson (1996) 
and the MAC algorithm is due to Harlow and Welch (1965). Both algorithms are 
derived from the basic principles of conservation of mass, momentum and energy of 
fluid flow. Those formulations lead to the transport equations of fluid flow and can be 
solved with appropriate boundary conditions. The methods are used here for two- 
dimensional viscous and incompressible flow. The derivation can also be extended to 
three-dimensional cases in the future. 
4.2 The Finite Volume Method for Convection-Diffusion Problems 
4.2.1 Transport equations 
Fluid flow is governed by the Navier-Stokes momentum equations coupled with the 
continuity equation. In two dimensions, the equations can be expressed as follows: 
D(pu) Du au alu alu 
x7 
+ 
ýp- 
+, o(u +v juo 
(-i 
at ax ay ay2ax 
a(pv) av av a, v a, v ap + P(U T+ VT) = juo tF + yy at y 
a(pu) + a(pv) =0 ýX- ay 
where u and v are the velocity components in the x, y dimensions and p is the pressure. p 
is the density of the fluid and p. is the coefficient of dynamic viscosity of the fluid. 
Let 0 represent a general variable, such as velocity, pressure or concentration, which can 
be transported in a fluid. The general transport equation for 0 can then be written as 
(PO) 
+V- (P UO) =V- (POVO) + ;S (4-1) 6t 
_0 6 (PO) where s denotes a source per unit volume. The 6t term signifies the rate of change 
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of the total amount of fluid property 0 in the control volume; for the steady case, 
(PO) 
= 0. If a flux vector J containing convection and diffusion is defined as 6t 
J=, Ouo -povo, (4-2) 
then in steady state vector notation the transport equation reads 
-0 V. J=S. 
Integrating this equation over a volume V bounded by surface A and using the Gauss law 
of divergence gives 
fA 
J-dA=fs 0 dV (4-3) 
which, for a control volume implies that 
nf 
E(J-A)j =SO 
J-1 
where nf is the total number of faces of a element and is three in this case since a 
triangular grid is used and S' is the total source in the control volume. 
The left-hand side of the equation (4-3) has two parts: the net convective flux and the net 
diffusive flux. The right hand side represents the generation or destruction of the property 
0 within the control volume. With reference to Figure 4.1, the area denoted by broken 
lines (a -b-c-d) is used for computing the gradients at the face j (see Sections 
4.2.3,4.3.1.2 and 4.3.1.4). Lengths ad and cb must be parallel to the face j and pass 
through the element centres i and ij, whereas ab and cd must be parallel to the straight 
line from i to ij and pass through points jst and jend. 
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4.2.2 Convection terms 
In convection diffusion problems, convection spreads influence only in the flow 
direction. The convection term is the first part of the flux vector j in equation (4-2). 
The principal problem in the discretisation of the convective terms is the calculation of 
the value of the transported property 0 at control volume faces and its convective flux 
across the boundaries. The convective flux contains the mass flux m., multiplied by 
the scalar property 0. The mass flux, m., = pA., UJJ represents the mass flow out of or 
into the element by convection across the face. The face areas A., are shown in Figure 
4.2, where j=1,2,3. The face nonnal velocities U -6 are calculated by: 
U-6 = (u. n. +v. ny I., =U., *n,, +v., ny, (4-5) 
where (n,, , n., ) are the components of the unit outward-pointing normal vector of the 
face, computed as the vector cross product between the vectors (jst)(jend) and Z. 
Note that the vector z =ýT)-Qy) x (jst)(jend) . With reference to Figure 4.3, we have 
Yjend - Yist Xjend - Xjst 
n,, =. I&Y (4-6) djst, 
jend .8 
djst. 
jend 
where djst, jend Yjend - Yjst )2+ 
(Xjend - xjst 
2 
The face velocity components shown in Figure 4.4 are calculated by: 
=Ai * ul + (I - A, ). uu 
and V. 6 =Aj*vi+(l-Ai)'Vu , 
(4-7) 
where Aj is a weight function for linear interpolation and is defined as 
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Aj = 
d, 
dj, jj 
=I(XU _Xý0)2 
ýy 
with di v 
. 
0)2 (4-8) ff 
ýXU _ Xi 1)2 
+(; 
1 j yj i dl, u .j jr)2. 
Here (X. O, Y. 6) are the face co-ordinates of the intersection between 
(i)(ij) and (ist)(jend) and can be obtained from the following equations, 
bl-c2-b2-cl 
x-, 
al-b2-a2. bl 
a2-cl-al-c2 
Y-6 - al-b2-a2-bl 
where al = yj.  - yj, d, a2 = y, - yij, bl = -(xj - xjd) , b2 = -(x, - xj), 
cl = -xj * al - yj.  - bl and c2 = -x, - a2 - y, - b2. 
Then the mass flux value is given by 
m. #=pA., U-0 =pA., (u., n,, +v., ny, ) 
and the convection tennis 
PA, OU-00. (4-9) 
4.2.2.1 The problem with central differencing 
Consider the transport equation (4-1) together with appropriate boundary conditions. 
This can be interpreted as a two-dimensional convection-diffusion equation for the 
scalar propertyO with a well-defined source term So. The standard control-volume 
approach uses the central differencing scheme, in which the face values of 0 are 
defined by equation (4-7) and the convective term is evaluated using (4-9). 
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The non-dimensional grid Peclet number is a measure of the relative strengths of 
convection and diffusion in a particular element and is defined as 
max( 
uAx 
, 
VAY 
vv 
in which Ax and Ay denote the width and height for the rectangular element and the 
face length for the triangular element, u and v are the element velocity components 
and V is the kinematic viscosity of the fluid. 
There is no way of guaranteeing convergence using central differencing for the 
convection terms for values of P, greater than 2. When P, > 2, 'wiggles' may appear 
in the solution because most of the coefficients are negative and the solution contains 
large under- and overshoots. Therefore, the central differencing scheme does not apply 
at high P, because it is influenced by both upstream and downstream values equally, 
whereas in a strong convective flow upstream values should have a strong influence. 
The limitations of the central differencing scheme are given in more detail by Versteeg 
and Malalasekera. (1995). Owing to this limitation, central differencing is not a suitable 
discretisation method for numerous realistic problems. Two alternative schemes are 
discussed in the following sections. 
4.2.2.2 The upwind differencing scheme 
The problem associated with both central and upwind differencing techniques can be 
demonstrated by the methods used in estimating the face values of the dependent 
variables in a control-volume formulation in each case. One of the major inadequacies 
of the central differencing scheme is that it disregards the flow direction. The value of 
property 0 at the face i is always influenced by both 0, and 01 in central differencing. 
With reference to Figure 4.5, a strongly convective flow from west to east, the central 
differencing is unsuitable because the west element should receive much stronger 
influencing from face 1 than from face r. The upwind differencing scheme (often called 
the donor-cell technique, see Versteeg and Malalasekera (1995)) takes into account the 
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flow direction when determining the value at a element face: the convected value of 
at the face i is taken to be equal to the value at the upstream element. Figure 4.5 shows 
the upwind scheme when u, and u, are both positive relative to the downstream 
direction x, 
O=OL and 0, =Oi 
The scheme is based on the backward differencing formula and is only first-order 
accurate from the truncated Taylor series. 
4.2.2.3 Quadratic upstream interpolation for QUICK differencing 
A natural question arises as to the possibility of constructing an interpolation scheme 
which simultaneously possesses good accuracy and the directional properties associated 
with stable convective sensitivity. Here, by using a three-point upstream-weighted 
quadratic interpolation for each face value individually, a conservative formulation 
with stable convective sensitivity can be achieved. Figure 4.6 shows the basic 
interpolation scheme (see Versteeg and Malalasekera, (1995)) when 01 and 0, are both 
positive. For constant grid spacing the resulting formula is 
01 = -i (0, + 0,., ) -ý (oi-, + 0,1 - 201) . 28 
For variable grid spacing, the face value 0, is derived as follows. (see Figure 4.7) 
For example, when Oj >0 and 01+1 > 0, a quadratic fit through two bracketing nodes 
i-I and i, and upstream node i+1 is used to calculate 0, The quadratic equation of 
the form 
O(x) = aX2 +bx+c. 
is used. The coefficients of a, b and c are calculated by solving the linked equations: 
(see Figure 4.7) 
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Oi+,, = 0(hl) = a(h, 
)2 +b(k)+c 
0i = 0(-h2) = a(h2 
)2 
- b(h2) +C 
oi-I = 0(-h3) = a(h3 
)2 -b(h3)+c, 
where h, is the distance between the positions of face r and node i+l, h2'S the distance 
between the positions of face r and node i and h3 is the distance between the positions 
of face r and node i -1. The resulting formula is 
01 = 
h2h3 
_ Oi + 
hh3 
_ oi - 
hh2_ 
0. 
-1 * 
(4-11) 
(hl + lý)(hl + h3) +l (hl + h2)(h3 _h2) 4 (hl +h3)(h 3 _h2) 
4.2.2.4 Weight-function quadratic interpolation of QUICK differencing 
In order to calculate face values on the two-dimensional triangular grid, a three-point- 
upstream-weighted quadratic interpolation is used. The choice of interpolation is very 
important as it can directly affect the accuracy of the results. Figure 4.8 shows the 
notation for the interpolation, assuming that the flow direction is from left to right. 
The values Oil and Oj are calculated using the most recent element centre values. The 
third upstream location of the point s is established by extending the line connecting 
points i, and i to the element face. The value of 0, is found by interpolation of the 
adjacent node and face at OJ3, J,, and Of3 respectively using equation 
(4-7). 
4.2.3 Diffusion terms 
The second part of the flux vector j in equation (4-2) represents diffusion, and has the 
form 
-, u, A- VO 
Thus, the diffusion across a given face fj is 
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do dO LO do 
-fp,, A-Vol. g =-Iju, (A., +Ay 0, 
)). g=-(, uojAj(n., +ny ox y dx 
(4-12) 
where A, is the face-area component in the x direction, and AY is the face-area 
component in the y direction; JAI is the magnitude of the length of the face and 
equals A., in Figure 4.2. We must now evaluate the derivatives 
LO 
and 
±0- 
at the & Oly 
faces. This is achieved by applying Green's formula to the control volume a-b-c-d (see 
Figure 4.9) surrounding the midpoint of the face, i. e. 
(±O-). o = -Lf on., d. 4 (LO). v = -Lf onyd4, & VJJ A &ý VO A 
where A is the length of the surface a-b-c-d and V. is the enclosed volume area. 
Here, the gradients in the x and y- component directions of the unit outward pointing 
nonnal for face j are given by: 
190).. n 
24 (oij - nij, ýj+ Oj.. dn. V, d Aj, d+ 0, n. IAI + 0, n..., Aj. ) , 9x VB (4-13) 
(-ýO ff )., n = 
2y 
- (ounyij Aij + 
oj, 
dnyi.. dAj.. d + Oi n Y, A, + Oj.  n y, 
Aj.  dy Va 
These expressions are summed for each face of a given element. For each element, the 
face vector and areas are related, i. e. A= AU = A., and A,,, = Aj,,, d (see Figure 4.9). 
The normal vectors W, and if, are parallel to the normal vector of the face iF, and the 
normal vectors iFj,, and ; Tj,, are normal to the vector (i)(ii). Here, (n,,,, ny,, ) is equal 
to the unit normal vector of the face (n,,, nj), and is calculated using equation (4-6). 
The vector(n,,, ny, ) has the same magnitude as (n,, n.. ), but lies in the opposite 
direction, whilst (n. V,, d 9 nyj,, d 
) is the unit normal vector of the face cd centred at the 
node jend. They are taken (see Figure 4-9) as 
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Y, - Ylj X, - Xii 
d,., nyj,, d= - jj v di 
where di, ij = 
J(yu 
- yi)2 + (XIJ - xi 
)2 
The vector (n,,, t , nyjs, ) is the unit normal vector of ab centred at the node jst. It has the 
same magnitude as (njndpnyjend) , but lies in the opposite direction. 
So, equation (4-13) can be rewritten as 
do 
n,, (n,, As 04 + nu,. dAja oja - n,, A., 01 - n,,, Aj,, Oj,, 
.6 
(90 ny 
j At Ou +n yja 
Aj,,, 
doj,,, d- n. W A. # 01 - nyj,, dAj,,, d 
0j,, 
n., (ny V, 
in which the face areas A., and Aj,, d are given by: 
A. 6 = dj.,,, ja = 
V()? 
Jend _ Xjj, 
)2+ (Xjend _ Xjst )2 
Ajend = d1jj = 
and the volume a-b-c-d by 
Vg =ldj, j,. d X dl, UI=(yj, d -yj)(xu 
- X, ) -(xi,. d -xjt)(YU -Yi). 
The sum of the two terms in equation (4-15) can be wiittcn as 
(Lo ) 
.. 
n,, +(do dx 
[Au (0, j - 0, ) + Aj, d (nj - n. V, d+ny -ny -0 Va 2 ý, ýd)(OJd J., 1 
A 
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X2 
2) 
=I -hand side represents where (n .+ ny, is used. The first term on the right 
orthogonal diffusion while the second term represents non-orthogonal diffusion, which 
vanishes on orthogonal grids, i. e. when jT)_QY) - (jst)(jend) = 0. It was noted by 
Davidson (1996) that "The non-orthogonal terms are mostly negligible on smooth 
meshes based on quadrilaterals and often also on smooth meshes based on triangles. " 
However, for stretched triangles the non-orthogonal terms are not negligible. The 
diffusion flux can now be written as 
- JpOA - VO). a 
floAg 
[ A. U (ou - oj + Aj,, (no nv,,, d + n., n (0j,,, d- Oj,, )], (4-17) vo 
where the first term on the right-hand side will be treated implicitly and the second term 
on the right-hand side will be treated explicitly using values at the previous iteration. 
Thus, the non-orthogonal terms will be placed on the right-hand side of the discretised 
equation, within the source term. For the sake of conciseness we rewrite the orthogonal 
part of the diffusion as 
- (POA - Vo). U. ý, = -Dgpo 
(ou - 0i) =- Kv (ou - 0i), 
where D., is the diffusion coefficient 
D. 6 
.6 
and ' Kg = D. Upo - 
4.2.4 The discretised equations 
The diffusion process affects the distribution of a transported quantity along its 
gradients in all directions, whereas the influence of convection occurs only in the flow 
direction. This crucial difference manifests itself in an upper limit to the grid size, that 
is dependent on the relative strength of convection and diffusion combined in the Peclet 
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number, for stable convection-diffusion calculations with various differencing schemes. 
This has been discussed in Section 4.2.2.1. 
Combining the expressions for convection and diffusion flux [i. e. equations (4-9), and 
(4-18)] for a triangular element with three neighbours gives 
(, Uo A VO). o I= S' 
where Sv is the total source in the control volume which consists of the total pressure 
gradient source term SO and the non-orthogonal diffusion source term s0.. Expanding No 
equation (4-19), we have 
(Mf I Of I -Kf I 
(Oil - 00) + 
(Mf2 Of2 -Kf2 
(42 - 001 
+(Mf3 Of 3 -Kf3 
(00 - oi )I = So'* (4-20) 
The relevant notation is shown in Figure 4.10. 
The element face values of Off are evaluated using the weighting function for linear 
interpolation defined in equation (4-7) (central differencing). Substituting expressions 
for OS into equation (4-19) yields 
3 
Z [, j, m. 0, + (1 -, 1, ) m., 0 - Ka (ou - oi)1 =Sr, 
J-1 
where K., = D., ji,, as above. Then, expanding the series, we have 
A, mf 1 0, + (1 - A, ) mf I oil - KflOjl + Kf 10i + 
A2Mf20i +(l-A2)Mf2012 -Kf20i2 +Kf 201 
A3Mf30j +(l-A3)Mf30i3 -Kf30i3+Kf3oi = 
S*'O 
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which, upon rearranging, gives 
Oj [(/ý mf i+ Kf 1) + (/ý Mf 2+ 
Kf2) + (A3 Mf3 + KfOl'ý 
Oil H1 -21)Mfl+ 
Kfl I+ Oi2E-(l-A2)Mf2+ Kf2l + 013E-('-A3)Mf3+ Kf 
31 +So" 
Hence, the resulting discretised equation (central differencing) is 
a, 0, =af, O,, +af2012 +af3013 +So' 
af, =-(I-, ý)mfi+Kfj 
af2 ý-(I-A2)Mf2+Kf2 (4-21a) 
af3 --2 -(1 - 
A3) Mf3+ Kf3 
ap =(Almft+Kfl)+(A2 Mf2+ Kf2)+(A3 mf3+Kf3)' 
Alternatively, if the element face values of 04 are evaluated using the QUICK scheme 
defined in equation (4-11), substituting expressions for 04 into equation (4-19) yields 
3 
Z [(Ajmgou+Bjm. 001-Cjmoop)-K. V(ou-o, )]=S*', 
J-1 
where 
Aj =[ 
h2h3 
Ij, Bj =[ 
kh3 
-Ij and C, =[ 
h1h2 
li . (k +h2)(h, +h3) (k + h2)(h3 - h2) (h, + h3)(h3 - h2) 
where h, are defined in equation (4-11). 
After expanding the series and rearranging, the resulting discretised equation (QUICK 
differencing) is 
3 
a. Oi =afloi, +af20s2+af3Oi3 +S+Z 
CJMJOP 
J. 1 
-A, mf 1+ Kf I 
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af 2 "' -- -A2 Mf2+ 
Kf2 (4-21b) 
af3=-A3 Mf3+Kf3 
ap = (BI mf I+ Kf 1) + (B2 
Mf2 + Kf2) + (B3 Mf3 + Kf3) * 
4.2.5 The source terms 
The source terms in the momentum equation consist of the total pressure gradient and 
the non-orthogonal diffusion terin which is defined in Section 4.2.3. The total pressure 
gradient term SO is the right-hand side of equation (4-3), calculated from: 
s0 dV = -f (fd'ý--) dV =- (op 
fxV, 
vv 
fs 0 dV = -f (-ýP--) dV =- (OP)i V1, 
v 
0), 1 
v OY 
where V, is the triangular element volume, (-L! ), v 
(LP), denote the pressure gradient at 
OX 14Y 
the centre of element i in the x and y directions respectively. 
4.2.5.1 The Pressure gradient 
The pressure gradient at a element centre is calculated by applying Green's formula, i. e. 
(L! )i =-Lf pf n, dA 
ox 
Vi 
A 
), =-L f p., nyd4. (T Yl 
A 
For a triangular element with reference to Figure 4.11, we have 
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(pflnfAf, nn +Pf2 xf2Af2+Pf3 V3Af3) 
OP (Wi = V, 
(pf lnyf Af I+ Pf 2nyf2Af 2+ Pf3n,, f 3Af 3 (4-22) 
where p., is the face pressure which is interpolated using linear interpolation, i. e. 
Pj = Aj A+ (I - AdPv (4-23) 
where A, is defined in equation (4-8) and p,, p, are pressures at element centres. 
4.2.5.2 Non-orthogonal terms 
The non-orthogonal diffusion term So. is defined in Section 4.2.3 above. It can be 
written as 
SO ="OA'o Aj,. d(non4,, d 
+nygnyj,. d)(0j,,, d -01,, 
) 
non V, 
where Oja and Oj,, denote the variables at nodes jend and jst respectively. The 
values of these two parameters are found from 
=ax+ by+ c (4-24) 
at (xjst, yjst ) and (Xj,, d 9 Yjend ) respectively. 
The coefficients a, b, and c are calculated 
by solving the following equations: (see Figure 4.12) 
of, =axf, +byf I +c 
Of2=aXf2 +bYf2 +C 
Of 
3= aXf3 +bYf3 
+C' 
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4.2.5.3 Methodfor calculating the variables at vertices 
In consideration of the cell-centred scheme, interpolation is necessary to calculate the 
values at vertices from the element centre values of the triangular element. 
(a) The averaged linear-interpolation scheme 
In the non-orthogonal term, the vertex variables (e. g. u, v, p) need to be calculated. 
Equation (4-24) is a weighted linear-interpolation function for calculating the vertex 
variable 0. However, each vertex is inevitably connected to more than one adjacent 
face, each of which will possibly generate a different value for the variable (see Figure 
4.13). This can lead to large errors when using an iterative process. 
To overcome this problem, an average of all the predicted values is used. Hence, 
according to this formulation, we write 
Oj,. 
d -ý .1 
Oil. 
jend 0 (4-25) 
n j., 
in which n is the number of connected adjacent elements (n =6 for the ex=ple shown 
in Figure 4.13). 
(b) The Shepard-type scattered data interpolation 
An alternative Shepard-type scattered data interpolation has also been described in 
Chapter 3 (Section 3.5.3). The formulations are introduced at (3-9) and (3-10). 
The averaged linear-interpolation is used for the channel flow case but the Shepard-type 
scattered data interpolation is necessary for other cases. 
4.2.5.4 The discretised equation with source terms included 
Combining equations (4-3) and (4-21a), and replacing 0 with u and v, the discretised 
momentum equations for velocity u and v at location i are given by 
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apu, 
3au. 
- (019 1 Vi + S' (4-26) Ron dx 
3 
a V, =E v +so (4-27) ., a., 
v,, Ron p J-1 
where ap is the discretised diagonal coefficient, a., represents influence coefficients 
from the neighbour, and uu, vii are the neighbour velocities. The terms of (L! ), V, and 
Ox 
(ORV, are the total pressure gradient source terms given on the right-hand side of 
equation (4-3), where S,, *o is the non-orthogonal diffusion term. non 
The velocities may also be treated with under-relaxation factorct to stabilise the 
iteration process where a is chosen between 10-3 and 1. Equations (4-26) and (4-27) 
can be written in the form 
a3 1-a (n-1) p (n (n) (n-1) (4-28) 
u )=E V, +S+ au a ., 
a., u, non a Pi J-1 
a3 (n) V+ So (R-1) 1-a 
- 
(n-1). (4-29) PvZ 
agivij + a,, v 
a J-1 
I Ron a 
From a given pressure field p, the discretised momentum equations given by (4-28) and 
(4-29) can be used for each element and solved to obtain the velocity field. If the 
pressure field were correct, the resulting velocity field would satisfy the continuity 
equation. However, as the pressure field is unknown, we need a method for calculating 
pressure. 
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4.3 Solution Algorithms for Coupled Pressure-Velocity Systems 
4.3.1 The SIMPLE aIgorithm 
4.3.1.1 The correctionfor velocity 
Patankar and Spalding (1970) suggested using the SEAPLE procedure, which first 
involves solving the pressure equation using pseudo velocities to obtain the pressure 
field. The pressure correction equation (defined below) is then solved to update the 
velocities. The pressure updating is determined by adding the pressure correction to the 
guessed pressure field. To initiate the process in this case, a pressure field po is 
guessed. The discretised momentum equations (4-26) and (4-27) are then solved using 
the guessed pressure field to yield velocity components U. and V* as follows: 
3 
a, u, * 2; a., u; - V, + S,,; (4-30) 
J-1 
3 
apv, * Z a., v. * V, + s,,,; (4-31) 
J-1 
Now, we define the correction p' as the difference between the correct pressure field 
and the guessed pressure field p*, so that 
P=P +P. (4-32) 
Similarly we define velocity correction u' and v'to relate the correct velocities u and 
v to the guessed velocities u* and v* from equations (4-30) and (4-3 1): 
u U* + U, (4-33) 
v vo +v'. (4-34) 
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Subtraction of equations (4-30) and (4-31) from (4-26) and (4-27), respectively, as well 
as assumption that the source term S* is unchanged, gives non 
30 d(p - p*) ap (u, - u, *) a., (u. - u, ) - (4-35) 
J-1 d 
030 d(p - P*) ap (v, - v, 2; a. 6 (vu - v' ý',, ' ý')j V1. (4-36) 
J-1 15Y, 
Using the corTection equations ((4-32)-(4-34)), equations (4-35) and (4-36) may be 
rewritten as follows: 
31 
a, u, '= ýa., u, )iV, (4-37) 
J-1 ox 
3 
V, 
p 
apv, =Ea., , =. ), V, - (4-38) 
0 
J. 1 OY 
33 
An approximation is introduced herein: Ia u' and ZaV. are dropped to simplify 
.0U .8U J-1 J-1 
equations (4-37) and (4-38) for the velocity corrections with the assumptions of these 
being negligible compared to the other terms. Patankar (1980) states that the Omission 
of these terms is the main approximation of the SEAPLE algorithm. Hence, we write 
a, u, '= (4-39) 
ox 
a pv, 
V, - (4-40) dy 
Equations (4-39) and (4-40) describe the corrections to be applied to the velocities 
which, via (4-33) and (4-34) show that 
.-V, u, 2-- ul ap (4-41) 
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V, 
( ýL )1. (4-42) 
a. q'ý 
When the under-relaxation factor a for velocities is used, we obtain 
U, =U,: - (4-43) a,, dx 
a 
V, 
a. 0- 
(4-44) V, =V, -ly 
a 
4.3.1.2 The pressure correction equation 
Up to now we have only considered the momentum equations but as mentioned earlier, 
the velocity field is also subject to the constraint that it should satisfy the steady 
continuity equation 
(, cu) + 1- (A) = 
where p is the density of the fluid, which is constant for incompressible flow. Thus the 
continuity equation may be written here as 
ou ov 
P(dx) + P(Oay (4-45) 
U OV We must now evaluate the derivatives (2. ), and at the element centres. This is 
Ox 
done in a manner similar to that used for pressure gradients in Section 4.2.5.1. The 
result can be written as 
u., n,, V, J-1 
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Ev., ny dy vj J. 1 .0 
Aa. 
Substitution of these into equation (445) implies that 
p( 
13 
2: (un A', + v.. n, A., » = vi 
J., 
Using equation (4-5), the discrete form of the continuity equation for a element with an 
arbitrary number of faces (neighbours) can be expressed as 
pEUJA. g =O. J-1 
The left-hand side of the equation is equal to the mass flux value described in Section 
4.2.2, so that 
33 
Z m. # =Z pU-OAg =0 (4-46) 
J-1 J-1 
where U-0 is the face normal velocity which was defined in Section (4.2.2) and is 
obtained from: 
Uun+v ny, = (Aju, + (i - A, )u, )n,, + (Av, + (I - A, )v, )ny,. (4-47) 
.6 id fi . 
The velocity correction expressions (4-43) and (4-44) are substituted into equation 
(4-47) and relevant notation is defined in Figure 4.14, which gives 
al I 
VU 
uj =(Aj(ui 
p ), )+(I-Ai)( *- n,, 
a. ) 
dx UU a,, () ck 
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0 IAJ(V, ny, 
(ap a (a. ) a 
aa 
(Aju, +(I -Aj)u* In,, +(Aj *+(I -Aj)v; )ny, V, 
vij iv 
ig 
n + 
(a, x (ýLp ) 
dx 
ap 't (W)'+(1-'ZJ)( 
a dy 
) 0] 
(u; n + v; n. ) -Ww 
dp 
., 
[ -.. n + (-., n., 1 = Uß 0, (4-48) on 
in which defines the pressure correction gradient at the face and the coefficient 
on 
of the face is defined as 
vv 
WI=A, f ri 1+(I-A, )[ " ). (4-49) 
(ý-P) ( a. 
cr cr 
Expanding equation (4-46), we have 
3 
Y, mü = 2: pU-0Au. = pUf 'Af ,+ PUf 2Af 2+ pUf 3 Af3 = 0* (4-50) J-1 J-1 
Next, substituting (4-48) into (4-50) gives 
3 
pU-OAg =pUfl*Af, -pAf, Wfj(ýý) +pUf2* Af2 -Mf2Wf2(ýý)f2 
J-1 
6n f1 on 
33 
pUf 3 Af 3-P f3( f3 0, (4-51) OAf 3 
W' PA 
on J. i J-1 
where 
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3 
Ya 
M* fl +PUf2 
* 
f2+ pUf 
3* (4-52) j ýPUf 
I'A A Af3 
J-1 
in which 
(ca = (ý) n+ (4-53) 
on dx -0 'o 
We must now evaluate the defivatives and at the face. This is achieved 
ax 5ý .9 
in a manner similar to that used for diffusion terms in Section 4.2.3. The result can be 
obtained as 
(e)n =2'-0[n A (p') +n., jmAjd(p')j, d-nOAa(p')i-n.. idAj, d(p')j] dx V B 
n., = 
lyff [ny, A., (p') ij + 
nyj,. dAj.. d 
(PJ., 
d- n. 0 A., (p 
*) 
i- nyj,. d 
Ajd(p *) 
j dy Vi 
Substituting these expressions into equation (4-53) yields 
n+ ny - dx x t7 
[Aff (p'# - p', ) + Aý, m (non. V.. d + 
n. Wnyjd)(P'Jend - P'Jtt)1 9 (4-54) 
.0 
and hence that 
3311 
-jpA. jW -[Ag (p ii -p i) + .0(). g 
= -Z PAvW 
J. 1 J-1 .0 Va (4-55a) 
Aj, nd 
(njfj n,!,. d + nyonyjend 
)(P'Jend -PA- 
Expanding equation (4-51) and using equation (4-55a), we have 
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3 
M; 
2p2 + ; 
lw fl (Pi - id +P J-1 
pA Vf I 
A; 
2Wf2 Týf 
2 
(Pi - Pi2) + 
21 PA; 3 
Wf 
3- 
(Pi' - Pi'3 S. P". Vf 
3 
(4-55b) 
where SP is the pressure correction gradient for non-orthogonal terms, given by 
nf 1 
S, '. =l pAW, -Aj(nn. , d+ n, 7nyj, d)(p'j, d- p*j). (4-56) 
J. i V, 
Equation (4-55b) can then be written in the discretised form 
aipl' =a pf I pil + 
apf 2Pi2 +a pf 3Pi3 
+ Sp 9 
where 
apf I=21 fl Vf I 
apf 2=22 f2 Vf 
2 
apf 3=23 f3 Vf 
3 
a, = apf I+ apf 2+ apf 3 
nf 
sp 
= -Z M; + Sp. J-1 
(4-57) 
Having solved the pressure correction equation, the corrected pressure may then be 
simply computed from 
p=p +app, (4-58) 
where Ce. is pressure under-relaxation factor and is chosen between 10-3 and 1. 
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4.3.1.3 Rhie and Chow pressure tenn 
Collocated grid systems are often used in structured finite volume methods based on 
SUvTLE. In order to prevent oscillations in the pressure field, a third derivative term 
(three first derivative terms) in pressure, suggested by Rhie and Chow (1983), is added 
to the convection (normal) velocities. This term is added to the convection when 
calculating the continuity error in the pressure correction equation, but not to the 
convection in the u- and v- momentum equations. It is often implemented, for 
example by Davidson (1996), Jameson et al. (1986) and Rizzi (1982) as the difference 
between two first derivative terms, one evaluated at the centre of the element and the 
other at the element face. This third derivative term is an artificial dissipation term 
which can be regarded as a stabilising dissipation term. 
At the element face, the normal pressure gradient is evaluated using equation (4-54) 
with reference to Figure 4.15. 
[Aýrj (pu - p, + Aj,,, d(nonj,,, d + n,, nyj,, 
)(pj,, - pj,, )]. (4-59) 
on K 
.6 
The pressure gradient in the x and y component directions are evaluated at the element 
centres i and ij by 
nf 
Ef 
dx V, J= ,i 
V, J-1 
nf 
Z p. n., dx VU j-1 OAS 
O-p 1 "f =-FZp., nyA... (4-60) 
J-1 
Then pressure gradients at the element centre are projected on the outward-pointing 
normal vector at the face J respectively to give, with reference to Figure 4.15, 
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op (-Lp) n+ (ýP-), n (4-61) 
01 11 dx 
i jo eA 
OP Lp 00 
n +( i-), ny,. (4-62) 
0 dx 'J 'j dy 
The equations (4-59), (4-61) and (4-62) present three first derivative terms. The 
difference between the pressure gradient at the element face and the pressure gradient at 
the elements centre, which is uses to calculate the third derivative term (see Davidson 
(1996)), is given by: 
OP OP (k), +a (4-63) 
The third derivative term is then add to the term, Sp, which is the continuity error in the 
pressure correction equation (see equation (4-57). Now the mass flux m; in the S. can 
be written as 
- PAN 
±- 
) m; = (PA. OU-Ü*) 0B1(). 0 - IAJ (-g ,+ 
(1 - ii) ( 
op )u 11, (4-64) 
in al al 
where U-O* is the updated value for the normal velocity at the face. 
4.3.1.4 The corrected massflux 
Upon solving the pressure correction equation, we next correct the mass flux in the 
manner 
M. #=M, +Mj =m, +PAIU (4-65) 
where U ýO is the face norinal velocity correction, defined by: 
Uw =u'n +v,, n, - A, )u')n,, + (Av; +(I - A, )v')n.,, . (4-66) 'a = 
(Aj U; +(I 
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Substituting equations (4-39) and (4-40) into (4-66) yields 
vv U 'I =(Aj( - 71 (±d-), )+ (I -Aj)( --"j n,, 
(a, x (a, ) 
dx 
cr cr 
(Aj(- vi (±ý)i)+(l-Aj)(- 
vii 
ny, a, ) OY 
gy a P) 
a 
vf v' 
(Lp (a, ) 
dx 
aa 
Ot + ), )I ny. ] 
(a 
a 
vff ±ý nq l( )nn1= -- " (4) (4-67) a'. 
) 
dx 0 .u Ya (a. ) 09a 
in 
aa 
Inserting equation (4-67) into (4-65) leads to 
++ pA. OU = pAOU PAg Wg 
(L). 
u (4-68) on 
in which is the pressure correction gradient at the face and can be obtained as 
equation (4-54). 
4.3.1.5 The solution procedurefor SIMPLE 
The whole solution algorithm for SITAPLE is summarised in the following sequence of 
steps: 
(a) initial pressure and velocity fields are defined; 
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(b) the coefficients ap and a., are computed from equation (4-21) (looping over faces), 
and under-relaxation is introduced; 
(c) the momentum equations (4-28) and (4-29) are solved using a point by point Gauss- 
Seidel solver (looping over elements); 
(d) the coefficients for the p equation are computed from equation (4-57) (looping over 
faces); 
(e) the pressure-correction equations are computed from equation (4-57) (looping over 
elements); 
(f) the pressure is corrected using equation (4-58) and velocities are corrected using 
equations (4-43) and (4-44) (looping over elements). The mass flux is corrected 
using equation (4-68); and 
(g) steps (a)-(h) are repeated until convergence is achieved, based on the assumption 
that the mass residuals in all elements or the sum of normalised residuals have fallen 
below a prescribed value. 
4.3.2 The MAC algorithm 
One of the earliest, and most widely used, methods for solving the Navier-Stokes 
equations is the Marker and Cell (MAC) method, due to Harlow and Welch (1965). The 
MAC method was developed for the time-dependent, numerical solution of confined 
free-surface flows for a viscous incompressible fluid. The method is applicable to a 
wide variety of problems. 
The purpose of this section is to describe the MAC method for obtaining the pressure 
field as an alternative to SEIAPLE. 
4.3.2.1 The Poisson equation forpressure 
The derivation of the Poisson equation for pressure used in the MAC method starts with 
the Navier-Stokes equations. The conditions of incompressibility states that the 
divergence of the fluid velocity must vanish, i. e. 
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ou ov 
dx 9y (4-69) 
The fluid pressure, p, satisfies an equation that is derived by taking the divergence of 
the Navier-Stokes momentum equations, which, written in Cartesian form are: 
01 01 1 oý du d'u u-äj +v- --äj + ju(-jr + (4-70) 2ý p 
d'v d'v 
---äj + (4-71) 
Pressure is implicitly specified by the continuity equation. To determine the pressure 
explicitly, one must derive an auxiliary equation from a combination of momentum and 
continuity equations. In the MAC algorithm, which was initially developed for 
incompressible flow, an equation for pressure is derived as follows. 
Adding the x-derivative of equation (4-70) to they-derivative of equation (4-71), 
and using the continuity equation (4-69) for further reduction, leads to 
(. 
ou 
5ý)2 +ýEOV +qoýV)2 + _OU _OV V2P, (4-72) d O"Y ck p 
which, in vector notation, reads 
V2 P= -PV -Uv- V)Vl (4-73) 
V2 r where is the Laplacian and V= ui + vi 
Hence, we have derived a Poisson equation for the pressure, which in finite volume 
form, is most efficiently solved by an iteration process. Since an iteration process must 
be terminated after a finite number of iterations, some error is introduced. This error 
corresponds to an error in the total volume of fluid, so it must remain small, in order 
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that the numerical solution of the Navier-Stokes equations is sufficiently accurate. 
4.3.2.2 Discretisation 
Integrating equation (4-73) over a control volume (see Figure 4.2) yields 
3-3 
Z 0ý (X). o Arj = -pZ [(F - V)VliFg - A. 0 
J-1 J-1 
pE [(u, (-2u--) +v (Lu) n+ (u 
Ov)., + v.. ( 
ov 
, 9x 0Be2 -0 0( & 
jý), ) - n 1-A, 0. (4-74) 
OP On the left-hand side of equation (4-74), (=)., is calculated by 
on 
(L! ). u [Ag (pu - pi) + 
Aja (non4,,, d + n&dnyiend)(Pjend - Pjst) (4-75) on 
Substituting equation (4-75) into the left-hand side of the equation (4-74) and 
expanding the left-hand side expression for a triangular grid gives: 
3 Af, 
+±f22+ 
Af23 Af2l A22 2 1(f" PO ý&u Ag pi )+ -ýTl Pil +'i7, -Pi2 + 
J-1 
Vf 
I 
Vf 
2 
Vf 
3 f2 
Vf 
3 
+ 
Af, 
Aj,,, 
dl 
(nvlnxjendl + nyf Inyjendl)(Pjendl - Pjsil) Vf 
I 
-ýf-2AJend2(n#2nAjend2+ n)f2nyj,, d2 
)(Pj,, 
d2 - Pjst2 Vf 
2 
+ 
ýf 
3 Aiend3(n#3n. 
Vend3+nyf 3nyiend3 
)(Pjend3 
- Pjsl3 (4-76) 
Vf 
3 
On the right-hand side of equation (4-74), the velocity-gradient components at the 
OU Ov Ov faces (-ýu-).,, (- are calculated by applying Green's formula to the dx 
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volume a-b-c-d (see Figure 4-9) surrounding the midpoint of the face, and can be 
written as: 
ju 
xV 
(n., Wu 
, qA. üuu 
+n. 
VendAjend Ujend- n4 A., u, - ndAj, d 
uj 
--(nYOAUuu+njmAjmuj, d-ny aAgul -nyjdAj, duj), v 
.0 
iv 
(n A., v + n., jm Aj, dvjm - n A., v, - 
nxjendAjendVjst )9 (4-77) 
.0 iv 1 
0 A., v, - n., jnd 
Ajnd vj. 
 - (ny, A., v. + nyj, d Aj, d 
vjnd - ny V, 
Substituting equation (4-77) into the right-hand side of the equation (4-74) gives 
n 
- pl [u.. A., 
"xft (n A, u. + n4, m Aj, d uj, d - n A., u, - nj Aj uj ) 
J. i v# 
+vA., 
n.. (ny 
, UA, Ouu 
+nyj, dAjd 
uj, d-ny ýB , 
A., u, - nyjd Aj, d uj.  ) (4-78) 
u.. A., y. (n A vj + n. j, d 
Aj, d Vjend - n A., v, - n4, d Ajd vj 
B 
ny, 
+ v., A., . (ny,, A., v. + nyj,,, d Aj,,, d vja - n., 
A., v, - nyja Aj,, d vj,, V 
.6 
and furthermore, when equation (4-76) is used to replace the left-hand side of equation 
(4-74), we have the discretised equation: 
If aip, =apfjpjj+apf2Pi2+apf3Pi3+SP'"- 
222222 
Here a, = 
A; l + 
Af2+ Af3 
pf 
A;, 
I "pf2 
Af2 
"pf3 
A; 
3 
v Vf 
I 
Vf 
2 
Vf3 
fl 
Vf2 V13 
and S; = 
A" 
Aiendl(n#ln +n n p Vf 
I 
Alendl yfl yjendl)(Pjendl -Pjsil) 
(4-79) 
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" 
Af 
2 Ajend2 (n#2nAjend2 + n)f 2nyiend2)(Pje? td2 - Pjst2) Vf 
2 
" 
Af3 
Ajend3 (n#3nxiend3 + nyf 3nyjend3 
)(Pjend3 - Pjst3 Vf 
3 
+p CU n., 1 
.0Ar7 
(n., A., u, + nva Ajnd uja - n,, A, u, -nAu 
J-1 
x Ve xjend jend jst) 
" v., A, 
n. (ny -nyA., u, -n A .gA., 
u, + nyjea Ajend Ujend yjend jend Ujst V 
.0 
" u., A., 
2ýL 
(n,, A., v, + nxjnd AjendVjend - n,, A., v, - nxjend Ajeavj,, yo 
ny 
" v., A., ýj (nyuA. Cvu +nyj,,, dAjndvia -nxaAgvi -nyjndAjeavj,, )]. V 
.9 
An alternative fonn of the Poisson equation for the pressure in equation (4-73) is now 
described. On the right-hand side of equation (4-74), the continuity equation is used to 
simplify the velocity-gradient component expressions, i. e. we substitute 
(OU) = -(OV) igx 2 gy 2 
(4-80) 
into the right-hand side of the equation (4-74), so that each term in the summation there 
is rewritten as: 
ov ou ou + V, 0 e jý)., n - 
(N) ny, 1, u.. n + (äj).. ny (4-81) 
where n= sinfi ny, = -cosfi and (n4, nyu) is the unit parallel vector of the face 
(see Figure 4.16). Also, n. = cos fi , ny, = sin 
fi , thus the expression (4-8 1) can be 
written as: 
ov ov ou u 
u[-(-7-).. sinß-(-. ý)., cosßl+v., [(jý).. sinß+(-ýý--).. cosß] 
E+v fu- 
dx -u e&0 il 1 ji * 
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Thus the right-hand side of equation (4-74) can be written as: 
3 ov a4 
PE (-u - -P[-u - v,,, ) + vu (uj,. d - u,,, )]. (4-82) 
J-1 
57 + v,, 57)dl 
g (vj,,, d 
Substituting equation (4-76) into equation (4-74) and replacing its right-hand side with 
equation (4-82), we have the discretised form: 
aip, =apf, pil +apf2Pi2 +apf3Pi3 +Sp (4-83) 
I" 
where the coefficients a, 9 apf 19 
apf 2 and apf 3 are the same as in equation(4-79) and 
sm = 
Af I Aj,,, 
dl 
(nvlnxjendl + nyf Inyjendl )(PJendl - Pjstl p Vf 
I 
+ 
Af2 
Ajend2 (n#2nxjend2 + ny nyjend2 )(Pjend2 - Pjst2 
Vf 
2 
f2 
+ 
Af3 
Ajond3 (n#3njYend3 + nyf3nyjend3)(Pjend3 - Pjst3 
Vf 
3 
" of-Uf I 
(Vjend 
I Vjst i)+ Vf I 
(Ujend 
I- Ujst IA 
" D[-Uf2 (Vjend2 Vjsl2 + Vf2 (Ujend2 Ujst2 A 
" 
IPI-Uf 3 
(Vjend 
3 Vjst 3+ Vf 3 
(Ujend 
3 Ujst 3A 
4.3.2.3 The solution procedurefor the MAC method 
The whole solution algorithm for MAC is summarised in the following sequence of 
steps: 
(a) initial pressure and velocity fields are defined; 
(b) the coefficients ap and a., are computed from equation (4-21) (looping over faces), 
and under-relaxation is introduced; 
(c) the momentum equations (4-28) and (4-29) are solved using a point by point Gauss- 
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Seidel solver (looping over elements); 
(d) the coefficients for the Poisson pressure equation are computed from equation (4- 
79) or (4-83) (looping over faces); 
(e) the discretised form of Poisson equation for pressure (4-79) or (4-83) is solved 
using a point by point Gauss-Seidel solver (looping over elements); 
(f) steps (a)-(e) are repeated until convergence is achieved, based on the assumption that 
the mass residuals in all elements value or the sum of normalised residuals have 
fallen below a prescribed value. 
The procedure used for the MAC algorithm is similar in many ways to that used for the 
SEAPLE algorithm; however, the MAC procedure for calculating the pressure is 
significantly different. 
4.4 Unsteady Flow Calculation 
Having derived above the finite volume method for steady flows, the more complex 
category of time-dependent flow problems is now considered. The first term of 
equation (4-1) represents the rate of change term and is not equal to zero for unsteady 
flows. To predict time-dependent flow problems this term must be retained in the 
discretisation process. 
Attention is drawn to the integration over a finite time step At, the rest of the integral 
terms of the finite volume discretisation are the same as in steady flows (convection, 
diffusion, source terms and pressure). The fully implicit scheme is based on that 
described by Versteeg and Malalasekera (1995). As explained by Versteeg and 
Malalasekera (1995) "the implicit method is recommended for general purpose transient 
calculations because of its robustness and unconditional stability. " If the face values 
are evaluated using the QUICK scheme defined in equation (4-11), the discretised 
equations are same as those of steady problems apart from minor changes to the central 
coefficient a.: 
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3 
a, 0, = af oil+ af20i2+af3Oi3 +S "+ZCjm. 00, +a'O, 
"-" 
p J-1 
ap = (Blmf I+ Kf 1) + 
(B2mf 2+ 
Kf2)+(B3Mf3 +Kf3)+ao (4-84) p 
ao = pVj /At, p 
where the coefficient ao is included and 
0, (n-11 indicates the variable of the previous P 
time step. The rest of the coefficients are practically the same as those of equation (4- 
21b). The complete algorithm for unsteady flow is summarised as follows, 
Algorithm: [- -Start 
I Initialise u, v and pI 
Set time step At 
Let t=t +At 
SEAPLE o=C 
Iteration proc until 
convergence 
I 
-----LN 
t> tmax ? 
I Stop I 
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Figure 4.1 Notation for control volumes AEFG and AFGH -i and ij are the left and 
fight elements respectively. jst andjend are the starting and ending gridpointsfor a 
given face indexfj respectively. 
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Figure 4.6 Quadratic upstream 
interpoladonforface value 0, 
oj3j. 5 
Figure 4.7 Quadratic upstream 
interpolation forface value 
1 
Figure 4.8 Notation associated with a face 
value when using the QUICK differencing 
equation (4-20) 
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Fie re 4.9 Notation associated with 
equation (4-13) 
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5.1 General Description 
In this Chapter, the numerical results for two-dimensional incompressible laminar 
flow are presented. As will be seen, the results are used to show that the accuracy of 
the code is satisfactory and to assure the use of various schemes within the code. 
Figure 5.1 illustrates a simple method in which each rectangular element is divided 
into two triangular elements. This kind of triangular grid is used for the channel flow 
case. Section 5.2 gives the definitions of the boundary conditions for the channel 
flow and Section 5.3 describes the low-Reynolds-number flow. In the preliminary 
stages of the work, attention was focused on validating the programs of both SRvTLE 
and MAC algorithms. To do this, we have investigated this simple case. Larninar 
channel flow has an analytical solution and so it can be used to demonstrate clearly 
the accuracy of the code. This section provides a variety of results based on both 
methods, which demonstrate that the numerical results are valid. The SWPLE 
algorithm is selected for further work. 
Considerations for applying the methods to higher Reynolds number flow (though not 
turbulent flow) are given in Section 5.4. In this case, it would be desirable to use a 
better discretisation scheme than central differencing. Assessment of the differencing 
schemes: central differencing, upwind differencing and QUICK are presented for the 
channel flow case. Results are presented for Reynolds numbers up to 1000. The 
QUICK scheme is selected for further calculations. 
5.2 Boundary Conditions 
In solving the hydrodynamic equations inside a bounded region, when the flow within 
the domain is variable in time and space, the setting of boundary conditions presents 
an important problem. The reason is that the flow field is determined by the 
conditions imposed upon it at its boundaries, and usually the stability and accuracy of 
the discrete conditions affect the stability and accuracy of the difference scheme itself. 
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It means in general that a correct boundary condition for numerical computations is 
quite important. 
The physical boundary condition describes the practical fluid flow environment, but 
in numerous realistic flow problems, the properties on the boundary can not be 
described in advance. For this reason computational boundary conditions are 
employed. The computational boundary conditions have to be specified properly so 
that solutions exist and are unique for each problem and so that the numerical results 
will approach the exact solutions. In this chapter, the boundary conditions which are 
necessary for calculating fluid flow are described. 
The channel flow problem is used for validation for both the SEAPLE and the MAC 
algorithms. Two sets of boundary conditions are used. One gives velocities and 
pressure at all boundaries. These are Dirichlet boundary conditions referred to in the 
following as boundary condition set (1) and shown in Figure 5.2. The other uses 
velocity and pressure together with derivatives, which is a combination of Dirichlet 
and Neumann boundary conditions referred to in the following as boundary condition 
set (2) and shown in Figure 5.3. The equations used in these two sets of conditions 
are obtained from the analytical solution. 
5.2.1 The analytical solution for fully developed channel flow 
The analytical solution for the channel flow can be derived as follows. Consider 
liquid forced under pressure to move between two fixed parallel lines a distance 2b 
apart, (see Figure 5.2) and take one line to be the x -axis and the other to be at y= 2b. 
The Navier-Stokes momentum equations and continuity equation have been given in 
Chapter 4. Suppose, first, that the motion is in the x-direction only, so that if 
=I Fu+ vis 
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then v=0. Then the equation of continuity is 6u /&=0, which means that u is 
independent of x. When the motion is steady, u will therefore be a function of y only. 
Thus the momentum equation for u becomes 
e 
ju 
92U 
= äj e2 -9 
and for y becomes - 6p / 6y = 0. Integrating the equation and putting - 6p / jx = P, 
gives 
p2 
=A+ By-T 
ju 
Y 
Since u=0 when y=0 or y= 2b, we can work out A and B, which leads to 
I 
y(2b-y)P 2, u 
2 
When y--b, the maximum velocity u. P. Then the pressure gradient has the 
following form: 
P=-Op=u -At (5-2-2) 6x b 
and (5-2-1) becomes 
y-b 
U=U. [I-( b (5-2-3) 
Equation (5-2-3) is used to define the inlet flow boundary velocities that have a 
parabolic profile lying along the west side of the domain. 
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The inlet v-velocity component is zero, 
V=o . (5-2-4) 
The outlet lies at the east side of the domain, where the outlet velocities have 
analytical values in boundary condition set (1) and the velocity gradients are zem in 
boundary condition set (2). 
For the pressure value, integration of equation (5-2-2) gives 
2, au. , 
'V-- 
X+CI (5-2-5) 
2p 
where c is a constant, and upon assuming p=0 when x=L, we get c=u. 7 L. 
5.2.2 The definition of boundary pressure with boundary condition set (2) 
In numerous realistic flow problems, the pressure is not prescribed on the boundaries. 
In fact, the absolute values of the pressure solution do not usually bear any 
significance, and the pressure gradient is more important. To obtain boundary 
conditions for the pressure, we may use boundary condition set (2) which treats some 
boundary pressure values as unknowns. In the following an explanation of the 
computational pressure boundary condition will be given. 
To obtain pressure values at the boundary nodes, extrapolation from the interior nodes 
is used. From Figure 5.4, the Taylor expansion was employed at point 2 to obtain the 
value at point I on the inlet boundary 
+ O(h2) P2 + h(fP-) 2 4 
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where 4 is defined by the increment with x direction and using (. 
LP )2 'ý 
A -P3 
, the dý 2h 
result can be then written as 
p, = 2p2 - P31 (5-2-6) 
In this way, the truncation error at the inlet boundary is unifonnly of second order. 
Similarly, the extrapolation method can be applied on the parallel wall to satisfy the 
Neumann pressure boundary condition: 
6p 
on 
We have: (see Figure 5.5) 
P2, (5-2-7) 
where p2 is the pressure on the interior point and pi is the pressure on the wall 
boundary point. The equation is of first order accuracy. 
The outlet boundary pressure for both boundary condition sets (1) and (2) are defined 
as below: (see Figure 5.2 and Figure 5.3) 
P. a 
= (5-2-8) 
where fj is the face number j of the boundary element (volume) at the outlet. For 
calculating the incompressible flow field, the pressure differences between points in 
the flow field are more significant than the absolute pressure values themselves. The 
absolute pressure values are usually much higher than the calculated pressure 
differences in the flow field. If the calculation is based on the absolute pressure a 
large relative error would be generated in the calculation of the pressure difference. 
In order to reduce the rounding error in the calculation of pressure correction values, 
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it is usual to prescribe the absolute pressure values as zero on some points and the 
pressure on all other points are referenced to these points. For this reason the outlet 
boundary pressure values are set to zero. 
5.2.3 Calculation of the velocity gradient on the boundary 
In the momentum equations, it is necessary to calculate the velocity gradient values in 
the diffusion terms [see equation (4-12)]. Inside the fluid domain, the velocity 
gradient values are calculated by the discretised equation, but the velocity gradient at 
the boundary needs special treatment. Four alternative methods for calculating the 
velocity gradient at the boundary were considered and are surnmarised in Table 5.1, in 
which (LO)f , (LO)f of and yf are values at the 
face of an element lying at the bx 0-ý 
boundary, 01 is the value at the centre of element and 02, o% are interior point values. 
(see Figure 5.6) The four cases are defined as follows: 
Case (1). First order accurate extrapolation at all boundaries without consideration of 
the angle between the element centre and the centre of the element face lying on 
boundary. 
Case (2). Inlet/outlet boundaries use first order accurate extrapolation with 
consideration of the angle between the element centre and the centre of the element 
face lying on boundary, Parallel walls use first order accurate extrapolation as case 
M. 
Case (3). Inlet/outlet boundaries use first order accurate extrapolation as case (1) and 
the parallel wall uses second order accurate extrapolation. 
Case (4). Inlet / outlet boundaries use first order accurate extrapolation as case (2) 
and the parallel wall uses second order accurate extrapolation as case (3). 
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The velocity gradient change in the y-direction is much greater than that in the x- 
direction. For this reason, second order extrapolation is applied for the parallel wall 
and first order extrapolation is sufficient for the inlet and outlet. 
These four cases with boundary condition set (1) are calculated using the SE"PLE 
method with the 24x24 grid (a total of 24x24x2 =1152 triangular elements). The 
results are surnmarised in Table 5.2, where the accuracy describes the error (u, v and 
p) between the analytical solution and the numerical results summed over the entire 
grid and the convergence error indicates the difference in the sum of all variables 
between two iterative steps. 
The results show that case (4) requires the least CPU time and achieves greater 
accuracy. Thus case (4) will be used for all following calculations. 
5.3 Results and Discussion of Low Reynolds Number Simulations 
In this section, the objective is to validate the method and the code, and to search for 
the best scheme for calculating the flow field. Various tests are presented and the best 
method among them selected at each stage. 
The following conditions are used in every test: 
The length of domain L is defined to be 3-Ox 10-3 m and the width of domain 2b is 
also defined to be 3. Ox 10-3M. The initial values of velocities and pressure within the 
domain are set to be zero, the Reynolds number is 1.5 (defined below). The central 
difference scheme is used for the convection terms in the momentum equations and 
stability is ensured as the grids are uniform and the Peclet number is less than 2 (see 
4.2.2.1). In each case the calculation is considered to have converged when the sum 
of normalised residuals falls below I. Ox 10-6. The accuracy, CPU and grid 
convergence are used to assess the quality of the solution for all cases investigated. 
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5.3.1 The ReynoIds number Re 
The Reynolds number uniquely describes the flow and is given by 
Re= u" 
v 
(5-3-1) 
where d is the characteristic length and d=2b for channel flow. u. is the maximum 
inflow velocity; v=1 is the kinematic viscosity of the fluid. p 
For the following simulations, the Reynolds number is taken as, Re--1.5 which 
corresponds to d =3. Ox 
10-3M, 
u. =8. OxlO-2nVs, v =1.6x 
10-4 M2 /S. 
5.3.2 Results and discussion for the MAC algorithm 
The procedure in the MAC method is similar to that in the SUVIPLE method. (see 
Chapter 4) The same momentum equations are used in both the MAC and the 
SM1PLE methods. The difference between the MAC and the SDAPLE methods is the 
technique used to solve the pressure value. The former uses the Poisson Equation for 
Pressure (PEP) while the latter uses the pressure correction equation. 
5.3.2.1 Optimisation of the solution process 
In order to optimise the solution process, two alternative schemes are investigated in 
which (PEP) is solved either once or iteratively within each outer iteration using 
equation (4-83). For both cases boundary condition set (1) is used on the 24x24 grid. 
The results are surnmarised in Table 5.3. The results show that the second scheme 
requires less CPU time and achieves greater accuracy. Thus in all following cases the 
PEP is solved iteratively within each outer iteration. 
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5.3.2.2 Optimisation of the right hand side o the PEP tr 
Two cases are considered in order to compare equations (4-79) and (4-83) which have 
different right hand sides. In both cases boundary condition set (1) is used on the 
24x24 grid. The results are summarised in Table 5.4. The results show that the PEP 
of (4-83) requires less CPU time and achieves greater accuracy. Thus in all following 
cases, equation (4-83) is used for solving the Poisson equation. 
5.3.2.3 Grid convergencefor the MAC scheme 
In order to consider grid convergence, four calculations were performed on grids of 
6x6, M12,24x24 and 48x48. The boundary condition set (1) is used and the 
results are summarised in Table 5.5. The results show that the error converges from a 
6x6 grid to a 24x24 grid, but the error is larger for a 48x48 grid. The reason is that 
the gradients of the flow variables at the boundaries do not yield exact values. For 
example, 
(do) = 
ol -Of + 
oh fg 
Here 0, is the value at the centre of the element and is a guessed value when used in 
numerical calculation procedures. Of is the value at the face of the element lying on 
the boundary and can have either an analytical value or a computational boundary 
value. Therefore, Oi - Of has a finite non-zero value in general and is independent of 
grid size. With an increasingly refined grid, such that A4 is getting smaller, this 
implies that (LO)f will get increasingly large. So perhaps, for this reason, the error is 6n 
larger for the 48 x 48 grid. 
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5.3.2.4 Comparison of boundary condition set (1) and set (2) 
In comparing two boundary condition sets the 24x24 grid is used and the results are 
summarised in Table 5.6. The results show that the boundary condition set (1) 
requires less CPU time and achieves greater accuracy than boundary condition set (2). 
The reason is that the boundary condition set (1) uses the full analytical result and the 
boundary condition set (2) requires some computational results. The solution using 
boundary condition set (2) will approach the analytical solution when the grid is 
refined and will be used for calculations in general where an analytical solution is not 
available. 
5.3.3 Results and discussion for the SIMPLE algorithm 
Tests are carried out with the same objectives as above which are to select the best 
method and scheme with the SDAPLE algorithm at each stage. 
533.1 Grid eonvergeneefor the SIMPLE seheme 
In order to consider convergence with grid, the 6x6,12x 12,24x24 and 48x48 grids 
are used with boundary condition set (1). The results are summarised in Table 5.7. 
The results show that the error decreases as the grid is refined. It can be seen that the 
total accuracy (u, v and p) is dominated by the accuracy for pressure, p. This indicates 
that the error of the pressure gradient is larger than the velocity gradient at the 
boundaries. For this reason, attention should be drawn to the pressure and pressure 
correction gradient at the boundaries. In contrast with the MAC algorithm, the 
SEMPLE algorithm uses the pressure correction equation. The pressure correction is 
not fixed at the boundaries and we have, 
)f =Pi-pf 
where p, i is the value at the centre of the element and is calculated in the pressure- 
correction equation. p'f is the value at the face of the element lying on the boundary. 
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It is found by extrapolation of the interior nodes using equation (5-2-6), thus, p'j -'pf 
is dependent on grid size. For this reason, the error reduces as the grid is refined 
when using the SEMPLE algorithm. 
5.3.3.2 Comparison of boundary eondition set (1) and set (2) 
In comparing the two boundary condition sets, calculations are performed on the 
24X24 grid. The results are summarised in Table 5.8. The results show that 
boundary condition set (1) requires less CPU time and achieves greater accuracy. 
However, in numerous realistic flow fields, boundary condition set (2) has usually to 
be employed. 
5.3.4 Comparison of the MAC and the SIMPLE algorithms 
Both the SEMPLE and MAC algorithms have been applied successfully to calculating 
channel flow. It is obvious that boundary conditions play a very important part in the 
numerical solution. Comparison and discussion of the MAC and the SMLE 
algorithms with boundary condition set (2) are given in the following: 
53.4.1 CPU time 
The conclusion is that the CPU time used by the SMIPLE method is a little higher 
than that used by the MAC method for various grids. The results are summarised in 
Table 5.9. If considering only the CPU time, the MAC algorithm is recommended. 
5.3.4.2 Accuracy 
The accuracy is divided into two parts: the velocity and the pressure. 
(a) The velocity accuracy 
The u -velocity error across the centre of the domain (x--l. 5x 10-3M) in the vertical 
direction with the 24X24 grid is shown in Figure 5.7. The conclusion is that the 
130 
Chapter 5 Results and Discussion for Laminar Channel Flow 
accuracy of the u-velocity with the SIMPLE algorithm is higher than the MAC 
algorithm. 
(b) The pressure accuracy 
The pressure error across the centre of domain ()--l. 5xlO-3m) in the x-direction on 
24x24 grid is shown in the following Figure 5.8. The conclusion is that the pressure 
accuracy of the MAC algorithm is higher than the SDAPLE algorithm. 
(c) The total accuracy 
The results of the accuracy with the 24X24 grid are summarised in Table 5.10. The 
conclusion is the total accuracy (u, v and p) of the MAC algorithm is a little higher 
than the SMTLE algorithm. Thus the MAC algorithm is recommended. 
53.4.3 The grid eonvergenee 
The conclusion of the tests above (see Section 5.3.2.3 and Section 5.3.3.1) is that grid 
convergence occurs on the SIMPLE algorithm but not with MAC. This is because of 
problems in calculation of the gradients of the flow variables at boundaries as 
discussed in Section 5.3.2.3. Thus the SIMPLE algorithm is recommended. 
5.3.4.4 The conclusion 
We can see that both the SUvIpLE and MAC algorithms for calculation of the channel 
flow work well. In comparing the accuracy, CPU and grid convergence of the MAC 
and the SDAPLE algorithms, it is difficult to decide which one is best, because both 
algorithms have advantages and disadvantages. The selection should depend on the 
nature of the fluid flow, but for the channel flow case, conclusions are as follows: 
The total accuracy of the MAC algorithm is a little higher than the SEMPLE 
algorithm, but it should be noted that the calculation of the pressure using equation 
(4-82) (that is part of PEP) gives 
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-, O[-U. 6 
(Vjend - Vjst )+V. 9 
(Ujend - Ujst)] 
The v -velocity component is zero in this two-dimensional channel flow. Therefore, 
U. 9 (Viend - vj,, ) and v., (uj,, - uj,, ) will be of very small values. So perhaps, for this 
reason the accuracy of the pressure with MAC is higher than that of SMPLE with 
channel flow and may not be for other fluid flow calculations. 
Although the CPU time of the SIMPLE algorithm is a little higher than the MAC 
algorithm, grid convergence occurs only with the SIMPLE algorithm. In addition, 
SIMPLE algorithm is more flexible than the MAC algorithm, under-relaxation can be 
more easily employed. And versteeg and malalasekera (1995) took the SIMPLE scheme 
into account for the robust consideration in two-dimensional laminar flow equations. 
Thus for all following calculations, the SIMPLE algorithm has been selected. 
Comparison between numerical and analytical data for the u-velocity profile at the 
outlet is shown in Figure 5.9 with boundary condition set (2). Pressure contours are 
plotted in Figure 5.10, the difference between the maximum and minimum contour 
plotted,, 6p = 4.346 x 10-3 Pa. 
5.4 Results and Discussion of Higher Reynolds Number Simulations 
In this section, results and discussion are given for the simulation of higher Reynolds 
number channel flow (though not turbulent flow). 
5.4.1 Assessment of the differencing schemes 
The central differencing scheme will be stable and accurate when IPI< 2.7bis 
condition was satisfied for the low Reynolds number flow results in section 5.3. 
However, if P, is greater than 2 some coefficients of the discretised equations will be 
negative space. In one of the examples shown in Table 5.11, p, --4. The consequence 
is evident in the results which show divergence. 
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Owing to this limitation, central differencing is not a suitable discrefisation practice 
for general purpose flow calculations. The upwind differencing scheme is stable 
when the Peclet number IPl >2. The first order upwind differencing scheme is tested 
and results are compared with those from central differencing, as summarised in 
Table 5.11. 
Firstly, the results show that the accuracy of the central differencing scheme is higher 
than the accuracy of the first order upwind differencing scheme when IPl <2. This is 
because the Taylor series truncation error of the central differencing scheme is of 
second order and of the upwind differencing scheme is of first order. 
Secondly, the central differencing scheme fails in the case 
I P, 1 >2 and the first order 
upwind scheme produces a realistic solution that is stable, but has a large error. 
Therefore, the first order upwind diffewncing scheme is not suitable for accurate flow 
calculations and higher order discretisation should be employed. 11igher order 
schemes involve more neighbour points and reduce the discretisation error by 
bringing in a wider influence. An example is the quadratic upwind differencing 
scheme (QUICK) (see Chapter 4). For the case P, =4 (for which central differencing 
would be unstable), the upwind and QUICK schemes are compared in Table 5.12. 
The results show that the accuracy of the QUICK scheme is much better than that of 
the first order upwind scheme. Thus the QUICK scheme will be used in further 
calculations. 
5.4.2 Re=1000 flow simulation 
For this case, flow variables are defined by u. =8. Ox 10-2 m/s, v =2.4x 10*7 M2/S 
and d =3.0 x 10-3 m. Thus 
Re = 
ulxd 
=1000 
v 
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The result is summarised in Table 5.13 and the pressure contours are shown in Figure 
5.11,6p= 2.83x 10-3 Pa between the maximum and minimum values. The results 
show that the accuracy is acceptable and the pressure field is smooth. 
5.5 Closure 
A finite volume code for solving the Navier-Stokes equations on triangular grids has 
been successfully written and validated against the corresponding analytical solution 
for channel flow. Implementation of the collocated grid arTangement is successfully 
handled by using the averaged linear-interpolations for calculating the nodal values. 
Comparison between the SEYPLE and the MAC algorithms for channel flow has been 
given, as a result of which the SMTLE algorithm is recommended. 
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case I case 2 case 3 case 4 
The velocity 
gradient for the (dO)f =A- 
Of 
)f = 
0, -of (do) f=0, 
-Of (LO )f = 
0, -Of 
inlet/outlet ax 
AX bx AX 6x AX 6x AX 
boundary 
+ 
2(y, -b) 
x + 
2(yf -b) 
x b b2 
(Y, - Yf (YI -yf) 
AY AY 
The velocity 
gradient for the (LO)f 
Of - 0, 
A 
(LO 
of -4 )= 
d fA 
(do )f = (30f - dy 
do 
(ýT)f = (30f - 
Y Oy y Y 
parallel wall 44 + 0ý) / 2Ay 402 +A)/ 2Ay 
Table 5.1 The veloeity gradient at boundaries 
CPU Accuracy Convagence crror 
case( 1 13 mins. 46.39 s. 1.535E-003 9.812E-007 
case 2 14 mins. 52.21 s. 1.738E-003 9.93 1 E-007 
case 3 13 mins. 54.84 s. 6.139E-004 9.940E-007 +- 
case (4 13 mins. 53.33 s. 5.457E-004 9.974E-007 
Table 5.2 Optimisation of the velocity gradient calculation 
CPU Accuracy Convergence error 
PEP is solved once 28 mins. 55.06 s. 4.601E-004 9.981E-007 
PEP is solved iteratively 16mins. 47.92 s. 1.307E-004 9.93913-007 
Table 5.3 Optimisation of the solution process 
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CPU Accuracy Convergence error 
PEP of (4-79) 32mins. 2 s. 2.217E-004 9.951E-007 
PEP of (4-ET- 716 mins. 47.92 s. 1.307E-004 9.939E 
. 
-007 
Table 5.4 Optimisation of the right hand side of PEP 
CPU Accuracy Convergence error 
6x6 7s. 2.760E-003 9.414E-007 
12x 12 1 min. 18 s. 7.348E-004 9.924E-007 
24x24 16 mins. 47.92 s. 1.307E-004 9.939E-007 
48x48 5 hrs. 39 mins. 0.22 s. 5.178E-004 9.984E-007 
Table 5.5 Grid con vergen ce 
CPU Accuracy Convergence error 
boundary condition set (1) 16mins. 47.92 S. 
I 
1.307E-004 9.939E-007 
boundary condition set (2) 30mins. 34-71 s. I 6.149E-004 9.976E-007 
Table5.6 Comparison of boundary condition sets 
CPU 
Total 
accuracy 
Accuracy 
for pressure 
Total 
convergence error 
6x6 16s. 6.485E-003 3.346E-003 9.727E-007 
12x 12 1 min. 49 s. 1.858E-003 1.045E-003 9.887E-007 
24x24 13 mins. 53.33 S. 5.457E-004 3.391E-004 9.974E-007 
48x48 3 hrs. 6 mins-46-95 s. 1.965E-004 1.417E-004 9.983E-007 
Table S. 7 Grid convergence 
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CPU Accuracy Convergence error 
boundary condition set (1) 13mins. 53.33 s. 5.457E-004 9.974E-007 
boundary condition set (2) 35mins. 46.86s. 6.817E-004 9.948E-007 
Table 5.8 Comparison of boundary conditions 
CPU 6x6 12x 12 24x24 48x48 
SMIPLE 16s. 3 mins. 6 s. 35mins. 46.86 s. II hrs. 3 8 mins. 13.49 s. 
MAC 12s. 2 min. 25 s. 30n-jins. 34.71 s. 10 hrs-39 mins. 18.85 s. 
Table 5.9 Comparison of the MAC and the SIMPLE algorithms 
Accuracy for 
u-velocity 
Accuracy for 
v-velocity 
Accuracy for 
pressure 
The total 
accuracy 
MAC 2.237E-004 2.645E-004 1.266E-004 6.148E-004 
SRvIPLE 1.408E-004 1.899E-005 5.226E-004 6.817E4)04 
Table 5.10 Comparison of both algorithms 
Accuracy Convergence 
The central differencing 
P, <2 (Re= 1.5) 6.817E-004 9.948E-007 
The first order upwind 
P, <2 (Re= 1.5) 4.513E-003 9.980E-007 
The central differencing 
P, =4 (Re=96) divergence 
The first order upwind 
P, =4 (Re=96) 2.561 9.927E-007 
Table 5.11 Compatison of differencing schemes (24x24) 
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CPU Accuracy Convergence error 
The first order upwind I hrs. 
P, =4 (Re=96) 17 mins. 30.39s. 2.561 9.927E-007 
The QUICK 3 hrs. 
P, =4 (Re=96) I min. 43.14s. 2.300E-003 9.993E-007 
TableS. 12 Comparison of differencing schemes (24x24) 
CPU Accuracy Convergence error 
QUICK 
(Re=1000) 
6 hrs. 
12mins. 20.55s. 1.555E-002 9.99E-007 
Table 5.13 The results of Re=1000 Simulation 
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Flow separation is a fundamental phenomenon in fluid flows. The problem involving 
steady viscous incompressible flow over a two-dimensional backward-facing step is a 
standard test problem and widely used for benchmark validation of CFD methods. At 
the step a recirculation is formed and the reattachment length in this laminar flow is a 
sensitive parameter that has historically been used to assess the overall predictive 
capability of CFD codes. 
Previous related work on laminar separated flows has been carried out by several 
workers. Detailed experimental data are available from Denham and Patrick (1974). 
Also Borthwick and Kaar (1993), 'Atkins et al. (1980), Hackman et al. (1984), Barton 
(1994) and Chan and Anastasion (1999) have presented numerical calculations for 
this configuration. 
6.1 The Geometry and Boundary Conditions 
Figure 6.1 illustrates an initial equilateral triangle containing the set of seeding points, 
which define the boundary of a backward-facing step. The tri-tree grids are generated 
by recursive subdivision and for level 7 and 8 are shown in Figure 6.2 and 6.3. 
A schematic diagram of the geometry for the backward-facing step is shown in Figure 
6.4, which is characterised by separation at the step followed by a recirculation zone. 
A measure of computational accuracy is given by the prediction of the reattachment 
point, defined by a velocity sign change. The downstream channel was defined to 
have height 3h with a step height, h =0.9525 m and upstream inlet region set equal 
to 2h. The upstream channel length is set to L,, =1.15h and the downstream channel 
length is taken as Ld--16h. The co-ordinate system for describing locations in the 
channel is at the step comer with the x-co-ordinate being defined as positive in the 
downstream direction and the y -co-ordinate across the channel. 
The boundary conditions for the step geometry include the usual non-slip velocity 
specification for all solid surfaces except the outlet boundary as shown in Figure 6.5. 
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The velocity gradients and pressure of the outlet boundary are all defined to be zero. 
The inlet velocity field is specified as a parallel flow with a parabolic horizontal 
component given by 
u(y) = u. y(2h - y). (0: 5 y ---5 2h) 
The Reynolds number is defined by Re = u. v: xh/v, where u. vg 
is the average inlet 
velocity. Results are presented for inlet Reynolds numbers 73,125,191 and 229, 
corresponding to the experiments and the numerical calculations published. The 
calculation is considered to have converged when the sum of normalised residuals 
falls below I. Ox 10-4. 
6.2 Results 
The tri-tree grids used in the investigation to validate the laminar fluid flow over a 
backward facing step are listed in Table 6.1. For case A, the grid shown in Figure 6.2 
has been used in the calculation with the Reynolds numbers 73 and 125. For case B, 
the grid shown in Figure 6.3 has been used in the calculation with the Reynolds 
numbers 191 and 229. 
Calculation of the stream function and of streamlines: For calculation of the 
streamlines in laminar flow, it is convenient to represent the strcam function V/ by its 
integration from a known value at a boundary using 
Vr =f udy-f vdr (6-2) 
and the relationship 
alp 
and v=-alp (6-3) 
ay ax 
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For this work, the stream function is calculated by first defining its value at the lower 
wall of the downstream channel to be equal to zero, and then calculating IP at each 
element in the domain. At each element, the integration is based on cell-centre 
velocity components. The calculation is therefore repeated iteratively until 
convergence of the error between update iteration and previous one has fallen below 
I. OX 10-5. 
After the stream function has been calculated on each cell-centre, the nodal values of 
stream function are evaluated by interpolation using equation (3-9). The streamlines 
are then plotted as contour lines through each triangle in turn. 
Calculation of the vorticity: The flow structure can be observed in the presence of 
vorticity, and understood by studying the evolution of the vorticity field. The 
vorticity is calculated using equation (3-8) at cell-centre for each element. After that, 
all procedures for plotting vorticity contours are similar to those for streamlines. 
Velocity vectors: The visualisation of velocity, u, is achieved using components u 
and v. The process is implemented by MATLABTm software, which from velocity u 
and v at element centres and the xy co-ordinates of these automatically produces a 
graphic depiction of the velocity field. 
Numerical solution is carried out with Re=73 and the results in Figure 6.6. (a) show 
the stream function contours, where streamlines are at equal intervals of 3.83x 10-2 
m2/s, (b) gives the vorticity contours at Aw =0.39 Is intervals, and (c) and (d) give the 
velocity vectors and the detail of velocity vectors at the recirculation region.. The 
flow pattern shows good agreement with experimental data by Denham and Patrick 
(1974) and the numerical simulation by Borthwick and Kaar (1993). As would be 
expected, the main flow pattern consists of a primary recirculating flow immediately 
behind the backward-facing step which shows a slowing down of fluid in this region. 
Figure 6.7 gives similar plots for the flow at Re=229. (a) shows t he stream function 
contours, (b) gives the vorticity contours, and (c) and (d) give the velocity vectors and 
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the detail of velocity vectors at the recirculation region. These flow patterns agree 
well with the numerical simulation by Borthwick and Kaar (1993) in Figure 6.8. 
The reattachment length is used to compare the effectiveness of the numerical 
methods. Laminar flow over a backward-facing step is characterised by separation at 
the step followed by a reattachment point, defined by a velocity sign change. The 
dimensionless reattachment length X; =XRlh is shown in Table 6.2 and the 
comparison with experimental and numerical data is illustrated in Figure 6.9. The 
present results show good agreement with experimental and numerical data by 
Denham and Patrick (1974), O'Leary and Mueller (1969) and Borthwick and Kaar 
(1993). Also, the predictions for the length of separation within experimental erTor band 
compare satisfactorily with those shown by Tan et al. (1999). 
6.3 Closure 
A finite volume code for predicting recirculating flow with tri-trce grids has been 
successfully written and validated against published data. This case is used for 
comparison with published data as a basis to check the numerical solution procedure 
in a laminar flow field with recirculation. 
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Model and case Cells Nodes The size of the element 
face 
For Re=73 and 125 
and case A 3926 2092 '0.16 
For Re= 191 and 229 
and case B 15484 7999 0.10 
Table 6.1 Grid systems 
Reynolds Re=73 Re=125 Re=191 Re--229 
number 
Dimensionless 
rettachment 3.52 6.24 8.06 8.89 
length X, 
Table 6.2 The numerical dimensionless reattachment length XR* 
Figure 6.1 An initial triangle with seeding points 
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Figure 6.2 Tri-tree grids (level 7, elements = 3926 and nodes = 2092) 
Figure 6.3 Tri-tree grids (level 8, elements = 15484 and nodes = 7999) 
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7.1 Introduction 
In this Chapter, results and discussions are presented concerning the simulation of 
incompressible flow past circular cylinders with adaptive tri-tree grids. The steady 
flow past a cylinder at Reynolds numbers equal to 2.04,10 and 40 is predicted by 
ignoring time dependent terms in equation (4-21). Unsteady laminar flow past a 
cylinder at Reynolds numbers equal to 40 and 200, as well as flow past two and three 
cylinders at Reynolds number equal to 40 are simulated by equation (4-84). 
These studies are aimed at obtaining approximate solutions that represent real flow 
systems as exactly as possible. The method behind these numerical simulations may 
essentially differ from experimental tests and other numerical simulations. 
Whichever method is used, the author agrees that the results should be similar to the 
experimental data that provides verification and guidance of visualised results and 
other numerical methods. Therefore, a comparison with previous numerical and 
experimental results is presented and some remarks are made to validate the 
algorithms proposed up to the present moment. 
The great advantage of numerical simulation is the availability to show details on all 
aspects of the flow at every stage of development rather than at a few limited points 
available from experimental facilities. It is easy to obtain parameters such as the 
angle of separation and vortex centre, which are difficult with experimental studies. 
The purpose of the present study is not only to calculate some particular property of 
the flows, examples of which include Strouhal number, drag and lift coefficient 
(defined below), but also the development of periodic vortex shedding. 
7.1.1 Reynolds number 
The Reynolds number uniquely describes the flow past cylinders and is given by 
Re = 
UO xd, 
v 
(7-1) 
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where d, is the diameter of the cylinder, Uo is free stream velocity and v is the 
kinematic viscosity of the fluid. 
7.1.2 Strouhal number 
The vortex shedding frequency, f, is related to the diameter of the cylinder, d,, and the 
free stream velocity, UO, by the dimensionless parameter 
Sf xd, (7-2) 
uo 
S is known as the Strouhal number. 
7.1.3 Calculation of forces 
Fluid flow exerts forces on a cylinder immersed which are due to the integrated fluid 
pressures acting perpendicular to the cylinder surface, and skin friction resulting from 
tangential viscous shear stresses. Let p and T denote the pressure and shear stress on a 
surface element dA of the cylinder. The pdA and T dA are, respectively, the pressure 
force and shear force acting on the surface element dA. Therefore, the total force is 
obtained through integration of the pressure and shear forces around the whole contour of 
the cylinder and is resolved into two components: the drag force, Cd, is the force 
component in x direction and lift force, C1, represents y direction in a Cartesian co- 
ordinate as follows 
Cd f pn., dA +f VzA 
C, pnydA +f TnydA, 
where (n.,, ny) are the components of the unit vector of the cylinder face. The drag and lift 
forces, Cd and C1 are determined by the following formula (based on Acheson (1990)): 
{-pdx +, p[2 
Du 
dx+( 
au 
+ 
Dv 
dy]) (7-3) C' = flinder 7x 7y 7x) 
u C' = 
flinder 
f-pdy + p[(L + 
av)d, 
+2 
av 
dyl), (7-4) 
ay Fx Ty 
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where p denotes the pressure at the cylindrical surface and 
au au av 
and 
av 
ax , ay , ax ay 
define the velocity gradient at the cylindrical surface of x and y respectively. 
It is usually the total drag and lift forces that are of interest, and they can be expressed 
in terms of a dimensionless drag coefficient, CD, and a dimensionless lift coefficient, 
CL, defined by the following equations: 
CD 
ý-T 
Clf (7-5) 
2 pUO 
d, 
Cl. =T 
C, 
_pU2 20d, 
(7-6) 
where d, is the diameter of the cylinder, UO is the free stream velocity and p is the 
density of the fluid. 
7.1.4 Non-dimensional time t* 
For the time dependent flow simulations, the initial condition is zero velocity 
everywhere and the inlet velocity is constant throughout the simulation, u= U0, v=0. 
This is equivalent to the cylinder starting impulsively from rest in a stationary fluid. 
Once the flow has been started, the prediction is taken at different non-dimensional 
time values, t* , which is defined as the ratio 
between the true time t and the 
parameter d, / UO by 
UO xt (7-7) 
dý 
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7.1.5 Vortex shedding 
As mentioned before, one of the objectives of simulation of flow past a circular 
cylinder is to predict the alternate vortex shedding that occurs behind the circular 
cylinder regarding the Reynolds number. Let us consider the flow development with, 
respect to non-dimensional time, t*, and the Reynolds number, Re. 
If the value of Re remains below 4.4 or time t* is less than a certain limiting value for 
Re>4.4, the flow develops without visible distortion, as described previously by 
Coutanceau and Bouard (1977). For Re>4.4 and after a period of time which is 
shorter as the Reynolds number becomes greater, separation of the flow appears 
giving rise to a recirculating zone that grows (in width and length) with time in the 
rear of the cylinder. 
The first successful numerical solution of the complete equations of motion in two- 
dimensions was obtained by Thom (1928) for flow past a circular cylinder at Re--10. 
Later Thom (1933) improved his numerical method by a transformation of the 
physical plane and obtained a solution at Re=20 which agrees with available 
experimental results. Kawaguti and Jain (1966) reported numerical solutions of the 
time dependent equations for Re=10,20,30,40 and 50. Dennis and Chang (1970) 
simulated steady flow past a circular cylinder at Reynolds number up to 100. Their 
observations are consistent with experimental results for Re>20, whereby 'standing 
eddies' or 'twin vortices' appear very clearly and the flow develops two symmetrical 
F6ppI vortices behind the cylinder up to Re=40. Figure 7.1 shows that the 
geometrical parameters of the region can be measured: the length L and the separation 
angle 0,, as well as the position of the vortex cores by the distances a and b: a 
represents the distance between the vortex cores and rcar stagnation point, and b is the 
distance between the cores. 
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The estimated critical value of primary instability is Re=46.389 regardless of time t* 
by Ding and Kawahara (1999). The value is very close to the observation data by 
Williamson (1989), Morzynski and Thiele (1991) and Jackson (1987). Bouard and 
Coutanceau (1980) pointed out that for Re=50 and Re=60 the flow is still stable up to 
t* =3.5. But later, at a time t* which is shorter as R, is greater, the wake will become 
unstable. 
In addition some experimental results by Coutanceau and Bouard (1977) for 5<Re-<40 
and Grove et al. (1963) for Re<170 recorded the main features for flow past a circular 
cylinder, which include length of the closed wake and the separation angle against R,, 
the shape of the wake boundary, velocity and pressure distribution on the cylinder and 
the position of the vortex cores. 
When the Reynolds number, Re, or time, t*, continues to increase, the velocities in the 
recirculating zone increase rapidly and vortex shedding occurs in time. The attached 
vortices become asymmetric and are shed alternately at a well-defined frequency, the 
Strouhal frequency S, to form the KkmAn vortex street behind the cylinder. Many 
people using quite different numerical methods have studied numerical simulations of 
two-dimensional vortex shedding. For example, Jaime and Thomas (1969) used the 
finite difference method for the time dependent equation and simulated the flow past 
a circular cylinder at Re=200 and Re=500. Franke et at. (1990) applied the unsteady 
Navier-Stokes equations using a finite volume method for flows past a circular 
cylinder at Re=200 with structured grids. Chen et al. (1999) obtained flow patterns 
past a circular cylinder at Re=200 during the vortex shedding cycle using weighted 
essentially non-oscillatory (WENO) schemes with combined structured grids of O-H- 
grid system and O-grid system. Chan and Anastasion's (1999) results presented the 
evolution of vortex shedding in time past a circular cylinder at Re=200 with an 
unstructured triangular grid based on a cell-centred and second order upwind finite 
volume formulation. Min and Chang (1998) used the finite volume method on the 
fully staggered arrangement to simulate the evolution of vortex shedding in time past 
a circular cylinder at Re=1000 with structured grids. Zhang and Dalton (1998) 
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applied a fractional-step finite difference/spectral element method to predict Re=100 
and Re=200 with two- and three-dimensional structured grids. Experimental work 
has also been published by Honji and Taneda (1969) and Taneda (1977), which 
produced experimental data and visualisation for Reynolds numbers up to 1800 and 
Dimopoulos and Hanratty (1968) presented experimental results for 60<Re<360 using 
an electrochemical technique. 
With regard to the Reynolds number, as pointed out by Coutanceau and Bouard 
(1977), it is possible to distinguish three categories of flow time evolutions which 
correspond successively to small (4.4<Re<60), moderate (60<Re<500) and high 
Reynolds numbers (Re>500). Consideration of small and moderate (low Reynolds 
numbers) simulations are the area of this study. 
7.2 Initial Values and Boundary Conditions 
It should be noted that the boundary layer is the region adjacent to a streamlined body 
surface in viscous flow and that boundary layer flows are assumed to be laminar in 
this study. Due to the viscosity of the fluid, it sticks to the wall (no-slip condition), 
and the fluid velocity at the wall is equal to zero. Thus within the cylinder boundary 
layer, viscous effects dominate the flow. Attention is drawn to the initial values and 
boundary conditions, whose definition has significant influence in flow simulation. 
The inlet boundary velocities Uo are initially set as constant values based on the 
Reynolds number (Re=UOxd, 1V). v is the kinematic viscosity of the fluid and is 
defined as the viscosity of water, and d, is the diameter of the cylinder and is taken as 
0.05m (e. g. 1/20 of the domain length for Re=2.04, Re=10 and 40) in these 
simulations. To provide the required Reynolds number, the velocity of the incoming 
stream UO is adjusted in concert with the specified v and d, Initial values of the 
velocities, u, v, and the pressure, p, are set to zero everywhere apart from the 
boundaries, at which flows have an impulsive start. 
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The grid adaptation methodology, described in Chapter 3, could be controlled by the 
value of vorticity. The maximum vorticity and minimum vorticity (e. g. 0j... =3.0/s 
and Corrýu =0' '/S for Re=1 0) are specified before the adaptation. If an element vorticity 
is greater than (o.,, then the element is divided and four new elements created. 
Otherwise, if an element vorticity is less than cv,,. then the element and its siblings 
are removed and replaced by their parent element. Different values of the maximum 
vorticity and minimum vorticity were experimented with Reynolds numbers, which 
should be satisfied to give sufficient resolution in separated regions without creating 
an excessive number of elements. 
The no-slip conditions are imposed for the velocity on the cylinder boundary. 
Neumann boundary conditions are used for the pressure gradient normal to the 
cylinder boundary which is set equal to zero (aplan =0). A prescribed pressure value 
(p= 0) is utilised at the outlet for scaling the pressure values in the computational 
domain. A Neumann boundary condition do/ 6n =0 (0 = u, v, p) is utilised for upper 
and lower open boundaries and a Neumann boundary condition 
dO16n=O(O=u, v)is utilised for the outlet boundary. These boundary conditions 
are illustrated in Figure 7.2. The calculation is considered to have converged when 
the sum of normalised residuals falls below LOX 10-4. 
7.3 Low Reynolds Number Fluid Flow Past a Circular Cylinder 
The simulation of steady flow at Reynolds number equal to 2.04 without adapting the 
tri-tree grid is first used to test the grid convergence in this Section. Then the 
simulations of the steady flows at Reynolds number of 10 and 40 and unsteady flows 
at Reynolds number of 40 with adaptive tri-tree grids are presented in this Section. 
Comparisons with a variety of numerical methods and experimental tests have been 
considered for these problems, with the intent of validating the numerical algorithms 
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and the use of adaptive tri-tree grids. 
The computational configuration for flow past a circular cylinder at Re=2.04,10 and 
40 is shown in Figure 7.3. The flow is from left to right. The centre of the cylinder is 
located a distance equal to 5d, downstream from the inlet and 15d, upstream from the 
outlet open boundary of the domain. The upper and lower lateral open boundaries of 
the domain are each 10d, away from the centre of the cylinder. 
7.3.1 Re=2.04 simulations 
The lower limit for separation of the boundary layer is reported as Re=3.2 by Nisi and 
Porter (1923), Re=5.0 by Taneda (1956), Re=6-0 by Homann (1936) and Re=7 by 
Dennis and Chang (1970) for flow past a circular cylinder. Therefore, studies of the 
grid convergence of the solution have been carried out for the case of Re=2.04 where 
the boundary layer remains attached. Figures 7.4 to 7.8 show details near the cylinder 
surface of grids, each having different maximum and minimum division levels. 
The number of elements, nodes and nodes on the cylinder obtained from each grid, as 
well as the CPU time spent in obtaining a solution on each grid are listed in Table 7.1. 
The drag and lift coefficients are presented in Table 7.2. Grid convergence was 
occurred after a maximum division level of 12 and a minimum of 6 and comparison 
with the experimental data by Tritton (1959) shows good agreement. The results 
proved that, the smaller elements (or the maximum division level) are a significant 
fact or in obtaining an accurate solution. For comparison with other data, the 
Reynolds number and drag coefficient are expressed in logarithn-Lic form, 
logloRe=031 (Re=2.04) and JogjOCD=0.86 (CD=7.26) and plotted against one another. 
Experimental and numerical data collected together by Batchelor (1994) are plotted in 
Figure 7.10 together with the present result. 
Based on grid convergence and CPU time, maximum and n-dnimurn division levels of 
12 and 6 respectively, will be used for base grid generation in the following 
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simulations. Figure 7.9 shows the base grid for the whole domain and Figure 7.11 
shows the grid in the vicinity of the cylinder, which has 238 triangular elements and 
237 nodes on the cylinder surface. 
Flow patterns: Figure 7.12 illustrates the velocity vectors in the vicinity of the 
cylinder. Figure 7.13 shows the streamlines at regular spacing equal to 
A V/ = 1.99 X 10-2 M2/S, where ip is the stream function and is calculated by equation 
(6-2). There is no flow separation in this case. 
7.3.2 Re=10 simulations 
Steady flow simulation at Reynolds number equal to 10 past a circular cylinder with 
adaptive grids is presented. In this case, flow separation behind the cylinder froms 
two symmetric vortices. 
The base grid is shown in Figure 7.9, which contains 3957 grids and 2142 nodes. The 
adapted maximum division level of II and the adapted minimum level of 6 are 
specified before the adaptation. If an element vorticity is greater than w., and the 
division level of the element is less than the maximum adapted level then the element 
is divided. Otherwise, if the element vorticity is less than and the division level 
of the element is greater than the nýiinmum adapted level then the clement and its 
siblings are removed. After the base grid solver is run, the adaptive routine and the 
solver are alternately and iteratively run until no more new elements are generated. 
The total causes 5 iterations and the final adapted grid contains 4125 grids and 2226 
nodes shown in Figure 7.14, and 8640 seconds of CPU were consumed. 
The drag coefficient is calculated to be CD =2.99, the lift coefficient is 
CL = -6.66 x 10-3. The Reynolds number and the drag coefficient are expressed in 
logarithmic form, logloRe=1.0 (Re=10) and logloCD=0.47 (CD=2.99), and plotted in 
Figure 7.10. It shows that there is a close correlation between the present result and 
the published results. However, the present drag coefficient is little higher than the 
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numerical results obtained by Collins and Dennis (1973), CD =2.94. 
The calculation of the drag coefficient will be discussed here. It is well known that in 
most cases no analytical solution exists for the flow variables (velocity and pressure) 
and the force values in viscous flow. The fluid flow exerts forces on the immersed 
cylinder body which are due to the integrated fluid pressure acting perpendicular to 
the cylinder surface, and skin friction resulting from tangential viscous shear stresses 
(see formulae (7-3) and (74)). There are a number of factors influencing the drag 
coefficient calculations, namely the cylinder surface roughness and the type of 
numerical method being applied. For example, the present work approximates the 
curved cylinder surface with straight segments and the interpolation error increased by 
the distorted triangles around the cylinder. Depending on the fineness of the grid, a 
convergent trend can be found when the maximum level is increased. However, the 
increase of elements also brought about an increased in computational time and 
storage. Due to present computational storage availability, it is impossible to further 
increase the number of elements above 40,000. 
Flow paUerns: It is well known that, when a fluid flows past a bluff body such as a 
circular cylinder, separation occurs on each side of the cylinder and two symmetrical 
recirculations develop in its near wake, the length of this recirculation increases with 
time and Reynolds number. These recirculations are called Fbppl vortices. Figure 
7.15 shows the details of the separation angle, 0,, measured from the centre line of the 
cylinder to the line of the centre of cylinder to the separation point (x --0.022m, y 
=0.013m) on the cylinder (defined in Figure 7.1). The wake length, L, is the distance 
measured from the rear cylinder surface to the rear stagnation point (x--0.0405m, y 
=O. Om) where velocities are zero. Comparison of these data is shown in Table 7.3 
and 7.4, with those reported by Kawaguti and Jain (1966), Dennis and Chang (1970) 
and Saalehi (1995), shows good agreement. 
Figure 7.16 illustrates the velocity vectors in the vicinity of the cylinder. Figure 7.17 
shows the streamlines at regular spacing equal to A V/ = 2.15 x 10-1 m2/s. Figure 7.18 
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shows pressure contours at Ap = 2.73 X 10-1 Pa between the maximum and minimum 
values and Figure 7.19 gives the vorticity contours at Aw =0.25/s intervals, calculated 
from equation (3-9). These flow patterns show good agreement with numerical 
simulations provided by Greaves (1995) and Saalehi (1995). 
7.3.3 Re=40 simulations 
The flow past a circular cylinder at Re=40 has become a standard benchmark 
problem. The simulations with steady and unsteady flows are presented herein to 
validate the capability of our code. 
7.3.3.1 Steadyflow simulation 
The base grid is shown in Figure 7.9. Figure 7.20 shows the velocity vectors in the 
vicinity of the cylinder and Figure 7.21 shows the streamlines at regular intervals 
equal to AV/ = 8.62 x 10-' rn 2 Is, calculated using the base grid. The drag coefficient 
is CD=1.75 and the lift coefficient is CL= -5.89X 10-4. The recirculation length of 
F6ppI vortices and the separation angles have been list in Table 7.3 and 7.4 and show 
that the base grid simulation could not achieve very high accuracy. 
After the base grid solver is run, the adaptive routine and solver are alternately and 
iteratively run until no more new elements are generated. The total causes 17 
iterations and cost 111,420 seconds of CPU time. The adapted grid contains 10465 
elements and 5396 nodes shown in Figure 7.22. Of the total CPU time, the amount 
used for generation of the adapted grid (17 iterations of the adaptive routine) was 
5,100 seconds, which is much less than the CPU time needed to obtain the flow 
solution. The drag coefficient is CD=1.69 and the lift coefficient is CL= -3.80x 10-3. 
The Reynolds number and the drag coefficient are expressed in logarithmic form, 
logloRe=1.6 (Re=40) and 1ogj0CD=0.22 (CD=1.69) and plotted in Figure 7.10. There 
is a close correlation between the present result and the published results. 
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Flow patterns: For the adapted grid simulation, Figure 7.23 illustrates the velocity 
vectors in vicinity of the cylinder, Figure 7.24 shows the streamlines at regular 
spacing equal to AV= 9.69 x 10-2 m2/s and the symmetric recirculations that exist 
behind the cylinder can be seen clearly. Figure 7.25 shows pressure contours at 
Ap = 3.832 Pa between the maximum and minimum values and Figure 7.26 gives the 
vorticity contours at Aw =0.32/s intervals. These flow patterns show good agreement 
with numerical simulations provided by Ding and Kawahara (1999), Greaves (1995) 
and Saalehi (1995). 
Figure 7.27 shows the details of the separation angles, 0, measured from the centre 
line of cylinder to the line of the centre of cylinder to the separation point (x--0.015m, 
y--0.021m) on the cylinder, and the wake length, L, is the distance measured from the 
rear cylinder surface to the rear stagnation point (x--O. 138m, y--O. Om) where velocities 
are zero. Comparison between recirculation lengths of Fdppl vortices obtained herein 
and those in published data is shown in Table 7.3. Table 7.4 compares the separation 
angles, 0,, with published data by Kawaguti and Jain (1966), Collins and Dennis 
(1973), Dennis and Chang (1970) and Saalehi (1995). It is clear that grid adaptation 
can increase the numerical accuracy of the solution compared with the base grid 
simulation. 
7.3.3.2 Unsteadyflow simulation 
Although the flow past a circular cylinder for Re=40 is steady, simulations were 
carried using the unsteady formulation to validate the time-dependent finite volume 
method. The final results should be the same for both tests and should agree with 
published data. 
The particular refinement of the numerical simulation allows the main geometrical 
parameters of the closed wake with time to be visualised, even during the first stages 
of its evolution. For example, the simulation used the unsteady formulation with non- 
dimensional time step At*=I. O from the impulsive start of the flow. Steady state is 
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presumed to occur after the sum of normalised residuals falls below I. OxIO 4 for each 
successive time step. The simulation took 14 adaptations and stopped at non- 
dimensional time t*=14 at which point no more new elements or nodes are generated. 
Figure 7.28 depicts the time history of the drag coefficient CD in order to observe the 
time convergence of the method. The finial drag coefficient is CD=1.69 and the lift 
coefficient is CL= -3.84x 10-3, which are both same as for the steady flow 
simulation. These data have been listed in Table 7.8. 
Flow patterns: The final adapted grid contains 10539 elements and 5461 nodes as 
shown in Figure 7.29 and consumed 140,400 seconds of CPU time. As would be 
expected, symmetric of F6ppI vortices are also generated by the unsteady simulation. 
Figure 7.30 illustrates the velocity vectors in the vicinity of the cylinder. 
The comparison of some critical parameters with experimental data, is carried out by 
considering the following aspects. The evolution in time of the close-wake length L 
versus the diameter of cylinder d,, Lld,, is shown in Figure 7.31. We see that the 
closed-wake length is almost a linear function of time at the beginning of the 
establishment period. Then the curves tend towards their asymptotic values. The 
parameter has shown good agreement between the present results and those of the 
experimental data given by Coutanceau and Bouard (1977) and numerical results by 
Chen et al. (1999). The evolution in time of the position of the vortex cores (a, b) 
versus the diameter of cylinder dc are presented in Figure 7.32 and 7.33. The 
evolution in time of the separation angle, 0,, is shown in Figure 7.34. These were 
found to change rapidly at the start of the motion, with the position of the vortex cores 
and separation angle tending asymptotically toward their final period. Again, these 
parameters have shown good agreement between the present results and those of the 
experimental data given by Coutanceau and Bouard (1977). Those final parameters 
are the same as for the steady flow simulation and are shown in Table 7.3 and Table 
7.4. 
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7.4 Unsteady Flow Past Two and Three Circular Cylinders at Re=40 
Fluid flow structure interaction commonly occurs in arTays of cylinders and influences 
the force experienced by them. Investigation of such flow interaction is important in 
the area of flow induced vibration (if the cylinder is flexibly mounted). It is well 
known that these vibrations can sometimes lead to resonance of the structure. 
Oscillation of the cylinder can also cause the vortex shedding pattern to change and 
the vortex shedding frequency (Strouhal number) to shift. Arrays of cylinders which 
may be subject to flow interaction occur in various industrial applications, such as 
offshore jacket structures, radar mast vibrations and heat exchange tube vibrations. 
In this Section, unsteady flow simulations at Reynolds number equal to 40 past fixed 
multiple circular cylinders are predicted. Although this Reynolds number is very low 
compared with that occurring in practical applications, the basic flow characteristics 
will be similar to those predicted here. The influence on flow patterns and force 
coefficients is assessed by changing the distance between the cylinders. The results 
obtained here are compared with numerical data reported by Greaves and 
Borthwick(1997). 
Unlike flow past a single cylinder, the study of flow interactions past two or three 
cylinders depends on the non-dimensional distance between the centres of the 
cylinders, denoted by Tld, in the cross-flow direction and Pld, in the flow direction. 
The configuration for flow past two cylinders with respect to the free strcam flow 
direction can be broadly classified in three groups: in one group, the cylinders face the 
flow side by side at any transverse spacing as shown in Figure 7.35; in the second 
group, the cylinders are in a tandem arrangement, one behind the other at any 
longitudinal spacing as shown in Figure 7.36; and all other combinations of 
longitudinal and transverse spacing represent staggered arrangements, the third group. 
The transverse and tandem arrangements for flow past two cylinders will be discussed 
in this study. Simulation of flow past three cylinders is also covered here. 
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The computational domains for flow past two cylinders are defined herein. Ile d, is 
the diameter of the equal-size cylinders and is taken to be 0.05m (1/25 of the domain 
length) in these simulations. The upstream boundary is located at 5d, from the centre 
of the first cylinder. The downstream boundary is located at 20d, from the centre of 
the upstream cylinder. The upper and lower lateral open boundaries of the domain are 
each 7d, for transverse and 8d, for tandem arrangement away from the centre of the 
cylinder. The simulation used the unsteady formulation with non-dimensional time 
step At* =1.0 from the impulsive start of the flow. No-slip conditions are imposed for 
the velocity on the cylinder walls and the rest of the boundary conditions as well as 
simulation conditions are the same as for the simulation of flow past a single cylinder. 
7.4.1 Flow past two cylinders in transverse arrangement 
The transverse arrangement will be considered first. The flow interaction between 
two cylinders depends on their spacing. The arrangements at Tld, =2.0 and Tld, =5.0 
have been predicted here. 
Transverse arrangement Tld, =2.0: The initial grid for two circular cylinders placed 
in transverse arrangement at Tld, =2.0, contains 7034 cells and 3797 nodes as shown 
in Figure 7.37 and Figure 7.38. The simulation took 6 adaptations (the interior of the 
grid is adapted every three time steps) and stopped at non-dimensional time t*=20 at 
which point no more new elements or nodes are generated. The final adapted grid 
contains 19640 cells and 10100 nodes as shown in Figure 7.39. The calculation used 
262,800 seconds of CPU time. 
Flow patterns: Figure 7.40 illustrates the velocity vectors in the vicinity of the 
cylinder, Figure 7.41 shows pressure contours at Ap = 5.13 Pa between the maximum 
and minimum values and Figure 7.42 shows the streamlines at regular spacing equal 
to AV= 7.36x 10-2 m2/s. Two recirculations exist behind each cylinder but each has 
an individual asymmetric wake structure. These flow patterns have shown good 
agreement with numerical simulations by Greaves and Borthwick(1997). 
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Drag and lift coefficients: The force coefficients for the upper cylinder are calculated 
as CD=2.18 and CL--0.63 and for the lower cylinder as Ci)=2.18 and CL=-0.68. These 
data are final again with data given by Greaves and Borthwick (1997), 
where the force coefficients are CD--1.77 and CL=0.37 for the upstream cylinder and 
CD--1.77 and CL---0.39 for the downstream cylinder. The reason for the difference is 
most likely due to the quality of the grids at the circular cylinder boundaries. Greavcs 
and Borthwick(1997) used quadtree grids with a stepped profile at the cylinder 
boundaries, whereas smooth cylinder boundaries are achieved in this work by using 
tri-tree grids. 
Transverse arrangement Tld, =5.0: The initial grid for two circular cylinders placed 
in transverse arrangement at Tld, =5.0, contains 7466 cells and 4021 nodes as shown 
in Figure 7.43 and Figure 7.44. The simulation took 5 adaptations (the interior of the 
grid is adapted every three time steps) and stopped at non-dimensional time t*=17 at 
which point no more new elements or nodes are generated. The finial adaptive grid 
contains 20006 cells and 10283 nodes as shown in Figure 7.45. The calculation used 
295,200 seconds of CPU time. 
Flow patterns: Figure 7.46 illustrates the velocity vectors in the vicinity of the 
cylinder, Figure 7.47 shows pressure contours at Ap = 4.63 Pa between the maximum 
and minimum values and Figure 7.48 shows the streamlines at regular spacing equal 
to A V/ = 9.86 x 10-2 m2/s. The separated regions behind each cylinder can be seen to 
be slightly asymmetric. 
Drag and lift coefficients: The force coefficients for the upper cylinder are calculated 
as CD=1.87 and CL=0.12 and for the lower cylinder as CD=1.87 and CL=-0.16. 
From the comparison of results for flow past two cylinders at arrangements Tld, =2.0 
and Tld, =5.0 as well as a single cylinder, some remarks on the interaction can be 
noted, as follows: 
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Flow characteristics in the recirculating zone: The cylinder spacing affects the flow 
patterns around the two cylinders. The flow patterns can be distinguished by 
examining the closed wake length L, the position of the vortex cores (a, b) and the 
separation angles, 0, These parameters are all listed in Table 7.5. Examination of the 
separated region of each cylinder shows that the asymmetry in the wake at Tld, =2.0 is 
larger than at Tld, =5.0 because the flow interaction is greater when the cylinders are 
spaced closer together. Tld, =5.0 is more similar to the single cylinder than Tld, =2.0 
because the flow interaction is less pronounced. 
Drag and lift force coefficients on two cylinders. The remarkable fact regarding the 
interference between the two cylinders is that the drag and lift coefficients are all 
higher than those of a single cylinder. The reason is that the gap flow biased to one 
side will produce a resultant force on the cylinder which is deflected relative to the 
free stream direction. Therefore, there will be a component of the force acting 
perpendicular to the free stream direction which may increase the lift force. Table 7.8 
shows that the drag and lift coefficients at Tld, =2.0 are larger than at Tld, =5.0. 
7.4.2 Flow past two cylinders in tandem arrangement 
Flow past two cylinders in tandem arrangement Pld, =2.0 and Pld, =5.0 are presented 
in this Section. There are no references corresponding to the exact cases. However, 
some research workers have studied and reported on similar cases. Zdravkovich's 
(1977) experimental observation for higher Reynolds number predicted the flow 
interference between two cylinders in transverse, tandem and staggered arrangements 
and Tanida et. al's (1973) experimental observation in tandem at R, =80 and R, =3400 
measured the drag coefficient, lift coefficient and Strouhal number with the distance 
between their centrcs from 2.5 to 20 diameters. Numerical investigations, including 
Chambaral et al. (1991) studied the vortex shedding for Re=100 using the finite 
element method and Mittal et al. (1997) presented the vortex shedding for Re=100 
and Re=1000 in tandem arrangements with the distance between their centres varying 
between 2.5 and 5.5 diameters. 
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Tandem arrangement Pld, =2.0: The initial grid for two cylinders placed in tandem 
arrangement at Pld, =2.0, contains 7027 cells and 3793 nodes as shown in Figure 7.49 
and 7.50. The grid is adapted every time step until no more new elements are 
generated. The final adapted grid contains 13263 cells and 6911 nodes as shown in 
Figure 7.51. The simulation required 4 time steps and used 115,200 seconds of CPU 
time. 
Flow patterns: Figure 7.52 illustrates the velocity vectors close to the cylinder, Figure 
7.53 shows pressure contours at Ap = 3.42 Pa between the maximum and minimum 
values and Figure 7.54 shows the streamlines at regular spacing equal to 
AV=1.05 x 10-1 m2/s. Symmetric separated regions can be seen behind each 
cylinder. The vortices which have formed behind the upstream cylinder are attached 
to the downstream cylinder. 
Drag and lift coefficients: The force coefficients for the upstream cylinder are 
calculated as CD--1.63 and CL---6.50xlO' and for the downstream cylinder as 
CD=0.15 and CL---4.37x1O-'. The drag coefficient on the upstream cylinder is much 
higher than on the downstream cylinder. This is because the vortices behind the 
upstream cylinder do not have sufficient room to grow and to develop. Since the 
downstream cylinder is in the attached vortex region of the upstream cylinder, its 
equivalent oncoming 'free-stream' velocity is quite weak. This leads to a weaker 
wake behind it than that of flow past a single cylinder. 
Tandem arrangement Pld, =S. O: When the spacing between the two cylinders is 
increased the separated region behind the upstream cylinder is elongated. For 
example, the initial grid for two circular cylinders placed in tandem arrangement at 
Pld, =5.0, contains 7187 cells and 3877 nodes and is shown in Figure 7.55 and Figure 
7.56. The grid is adapted every time step until no more new elements are generated. 
The final adapted grid contains 12671 cells and 6619 nodes as shown in Figure 7.57. 
The simulation required 15 time steps and consumed 158,400 seconds of CPU time. 
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Flow patterns: Figure 7.58 illustrates the velocity vectors close to the cylinder, Figure 
7.59 shows pressure contours at Ap = 3.83 Pa between the maximum and minimum 
values and Figure 7.60 shows the streamlines at regular spacing equal to 
A v/ = 7.93 x 10-2 m2/s. The separated region behind the upstream cylinder has 
elongated, but is still attached to the downstream cylinder. 
Drag and lift fore coefficients: The force coefficients for the upstream cylinder are 
calculated as CD=1.66 and CL=-9.72XIO' and for the downstream cylinder as 
CD=0.44 and CL7-9.68 x 10-2. Compared with the arrangement at Pld, =2.0, the drag 
coefficients for two cylinders are higher because the flow interaction is reduced as the 
cylinder spacing is increased. 
The results obtained enable us to draw the following conclusions about flow patterns 
for two cylinders placed in the tandem arrangement: 
Flow characteristics in the recirculating zone: As discussed above, the two 
cylinders in tandem arrangement have symmetric separated flow regions. In both 
cases, the separated region behind the upstream cylinder is attached to the 
downstream cylinder. It is clear that larger spacing (Pldc=5.0) has less flow 
interference between two cylinders than smaller spacing (Pld, =2.0). The flow region 
can be distinguished by examining the closed-wake length L, the position of the 
vortex cores (a, b) and the separation angles, 0,. These parameters are all listed in 
Table 7.6. 
Drag and lift force coefficients on two cylinders. The clear fact concerning flow 
interference between the two cylinders is that the drag coefficients for the upstream 
cylinder arc lower than for a single cylinder. The reason is that the vortex flow 
between the two cylinders will produce large negative force on the upstream cylinder. 
Therefore, there will be a component of the force acting parallel to the free stream 
direction which may reduce the drag force. The drag coefficient for the downstream 
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cylinder for Pld, =5.0 has a higher value than for Pld, =2.0. This is because the 
behaviour of the upstream cylinder is similar to that of a single cylinder. There is less 
flow interaction and so it does not affect the downstream cylinder much. This data 
has been listed in Table 7.8. 
7.4.3 Flow past three cylinders 
The computational configuration for flow past three cylinders is shown in Figure 
7.61. The initial grid for three circular cylinders placed in arrangement at Tld, =2.0 
and P/d, =2.5, in which the third cylinder is shielded from the incoming flow behind 
the pair of transverse cylinders, contains 10834 cells and 5829 nodes and is shown in 
Figure 7.62 and Figure 7.63. The grid is adapted every time step until no more new 
elements are generated. The final adapted grid contains 23528 grids and 12176 nodes 
as shown in Figure 7.64. The simulation required 9 time steps and consumed 298,800 
seconds of CPU time. 
Flow patterns: Figure 7.65 illustrates the velocity vectors close to the cylinder, Figure 
7.66 shows pressure contours at Ap = 5.01 Pa between the maximum and minimum 
values and Figure 7.67 shows the streamlines at regular spacing equal to 
AV = 6.93 x 10-2 m2/s. From these Figures it can be seen that the flow interaction 
between these three cylinders is complicated, with the pair of transverse cylinders 
affecting each other as well as affecting the third cylinder. These flow patterns show 
good agreement with numerical simulations by Greaves and Borthwick(1997). 
Drag and lift coefficients: For the upper cylinder, the force coefficients are 
calculated to be CLý=2.03 CL--0.67 for the lower cylinder CD--2.04 and CL---0.69 and 
for the third cylinder CD=0.93 and CL=-1.02xlO-4. Greaves and Borthwick(1997) 
reported that the force coefficients are CD=1.63 and CL--0.36 for the upper cylinder, 
CD=1.64 and CL---0.38 for the lower cylinder and CD=0.71 and CL=4. OxIO-' for the 
third cylinder. 
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The numerical simulation of flow past multiple cylinders with Re=40 has been carried 
out. The interaction of flow has been studied on the basis of the flow patterns and 
force coefficients. The aim of these results is to help in the understanding of the 
physical phenomena involving multiple cylinders even at small Reynolds number. 
It should be noted that the final adapted grids are often slightly asymmetric in the 
present simulations. The reason for this is connected with numerical inaccuracies 
during the simulation especially related to processes such as interpolation. It follows 
from this argument that the more refined the grids (i. e. the smaller the grid elements 
are) the greater the likelihood of the final grid being asymmetric. This is 
demonstrated in Figures 7.68 and 7.69 which have final adapted grids for unsteady 
flow simulation past a single cylinder at Re=40. Figure 7.68 was obtained using 
maximum and minimum adaptive division levels of 11 and 6, and is slightly 
asymmetric. Figure 7.69 was obtained using maximum and minimum adaptive 
division levels of 10 and 6, and is symmetric. Another factor is that a fine balance 
must be struck when selecting the maximum value of vorticity to be used for grid 
adaptation. Too small a vorticity value will result in too fine, and most likely an 
asymmetric, grid, whilst a large value of vorticity value will entail loss in accuracy. 
7.5 Unsteady Flow Past a Circular Cylinder at Re=200 
The physical flows at Re=200 have an unsteady wake formed by shed vortices. The 
computational configuration for flow past a circular cylinder at Re=200 is shown in 
Figure 7.70. The diameter of the cylinder, d, is taken as 0.05m (1/28 of the domain 
length). The centre of the cylinder is located a distance equal to 5d, downstream from 
the inlet and 23d, upstream from the outlet open boundary of the domain. The upper 
and lower lateral open boundaries of the domain are each 8d, away from the centre of 
the cylinder. 
The base grid used is shown in Figure 7.71, in which the domain has 4115 cells and 
2227 nodes. The simulation is advanced in non-dimensional time step At* =0.25. The 
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interior of the grid is adapted every 4 time steps up to t*--5, after that it is adapted 
every 20 time steps to save CPU time. 
Evolution with time of the closed wake: The flow has an impulsive start and the 
simulation was run until periodic shedding of vortices occurred. The plots of the 
adapted grids and streamlines obtained from simulation of the early stages (t*=I. o 
and t*=2.0) are shown from Figure 7.72 to Figure 7.75. The shape of the closed wake 
is stable and symmetric. Steady state is presumed to occur after the sum of 
normalised residuals falls below I. OxIO-4 for each successive time step. 
At t*=2.25, the asymmetry in the wake and the shifting of the main eddy core appears 
clearly in Figure 7.76. After this time, the flow never becomes steady again since the 
wake continues to grow and the vortices become unstable and eventually are shed. 
Here, computational convergence is considered to have occurred once the iterations 
after 10,000. This restricts the amount of CPU time used which otherwise becomes 
prohibitively expensive. Figure 7.77 shows the adapted grid at t*=3.0, in which the 
asymmetric grid can be seen. The next goal is to predict the time evolution of vortex 
shedding phenomena. 
Vortex shedding: Figure 7.78 shows the adapted grid at t*=66.0, which has 
refinements in the vortex shedding area. Figure 7.80 shows the streamlines in 
sequence for one complete cycle of Kýman vortex shedding. These Figures are all 
plotted with the streamlines at regular spacing equal to Alp =0.32m2/s. Figure 
7.80(a) shows a vortex forming on the upper surface of the cylinder and a vortex from 
the lower surface that has just been shed into the wake. In Figure 7.80(b) the vortex 
from the upper surface has grown but remains attached; it is shed in Figure 7.80(c) 
and a new vortex is forming at the lower surface of the cylinder. In Figure 7.80(d) the 
lower vortex has grown but remains attached whereas the upper vortex has been 
swept away in the wake. Figure 7.80(e) is similar to 7.80(a) and shows the lower 
vortex just having detached from the rear of the cylinder and a new vortex forming at 
the upper surface. These patterns are in good agreement with numerical simulations 
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provided by Chen et al. (1999) shown in Figure 7.8 1. 
The drag and lift coefficients for the streamline patterns shown in Figure 7.80 are 
calculated as following: (a) CD=1.32, CL=5.54x1O-2(b) CD=1.50, CL---0.59 (c) 
CLý=1.42, CL---0.21 (d) CD=1.44, CL--0.48 and (e) CL)=1.32, CL=4.27x 10-2 . Figure 
7.79 shows the evolution of lift and drag coefficients on the cylinder with non- 
dimensional time. Table 7.9 shows a comparison between the present results (CD, CL 
and S) and those obtained by other experimental and numerical results. The present 
numerical data are in reasonable agreement with the other published data. The 
present period for the vortex shedding cycle calculated here is 5.0 (the corTesponding 
Strouhal number is 0.20) and Chen et al. (1999)'s period is 5.072 (the corresponding 
Strouhal number is 0.197). 
7.6 Closure 
The results for the flow past circular cylinders are successfully obtained and validated 
against published data at low Reynolds number. All of the results presented in this 
thesis have been obtained on Alpha workstations. 
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Subdivision level 
Cells Nodes 
Nodes on the 
cylinder CPU time 
Max. Min. 
10 6 1824 987 60 24mins. 
11 6 2518 1363 117 36mins. 
12 6 3957 2142 237 52mins. 
12 7 7061 3741 237 2hrs. 50mins. 
13 6 8890 4726 472 4 hrs. 49mins. 
Table 7.1 Grid convergence testfor Re=2.04flow simulation showing variation its 
grids, nodes and CPU times 
Subdivision level Drag coefficient, CD, Ijft coefficient, CL, 
Max. Min. present study published data present study published data 
10 6 7.77 1.87x 10-3 
11 6 7.33 1.96x 10-3 
12 6 7.26 7.201 -1.13x 
10-3 
12 7 7.27 -1.12x 
10-3 
13 6 7.25 -1.18 XIO-3 
Table 7.2 Grid convergence testfor Re=2.04flow simulation showing variation in 
drag and lift with increasing grid resolution and comparison with experimental 
data reported by E 13 Ditton (1959) 
Re 
Lld, 
Present study 
Lld, 
Published data 
0.30"1 
10 0.30 (with adaptation) 0.265 
121 
0.28 E31 
2.515"J 
40 2.26 (with adaptation) 2.16 
121 
1.84 (base grids) 2.18-3.02 131 
Table 7.3 Comparison between recirculation lengths of F6ppl vortices obtained 
with datareportedby IlKawaguti and Jain (1966), E21Collins and Dennis (1973) and 
f3lSaakhi (1995)for steadyflow past a cylinder at Re=10 and Re=40 simuktions 
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Re 
0.1 
Present study 
OS 
Published data 
30.80 Ell 
10 30.50 (with adaptation) 29.60 E21 
29.50 131 
53.70111 
40 53.560 (with adaptation) 53.80(21 
52.160 (base grids) 53.50 131 
Table Z4 Comparison between separation angles obtained with data reported by 
I'lKawaguti and Jain (1966), 121 Collins and Dennis (1973) and 13'Saalchi (1995) for 
steadyflow past a eylinder at Re=10 and Re=40 simulations 
Separation 
Wake-bubble Wake 
point 
boundary 
Vortex sta . 
gnation 
point cen 
0', al 
d, 
a2 
bi 
Se a t1oi Vb"r tex 
Main poin re 
flow 
6 -en 
tL 
(a) 
Lld, 0,1 0., 2 alld, a2ld, 
Re=40 b1de b1d, 
A single 2.26 53.560 - 0.75 
cylinder 0.58 
Tld, = 2.0 2.0 55.880 -43.240 0.6 0.70 
0.5 0.24 
Tld, = 5.0 2.20 52.430 -48.920 0.78 0.60 
0.62 0.55 
(0) 
Table 7.5 (a) Geometrical parameters of the closed wake (b) The present numerical 
values of the closed-wake geometricalparameterfor a single cylinder and two 
cylinders in transverse arrangement at Re=40 
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Wake-bubble 
Separation 
Separation point Vortex Wake boundarv Vortex W 
point centre centre s 
ta 
. 
gnation 
point 
6 
10 ,1 al bi - 
6s2 <-a2 --, 
I- 
- 
(I 
Main d, d, 2 
_X 
now 
L2 
Vake stagnationW 
F oint ake-bubble boundary 
(a) 
LIM, L21d, 0,1 Os2 alld, a2ld, 
Re=40 b ldc bvldc 
A single 2.26 - 53.560 - 0.75 - 
cylinder 0.58 
Pldc=2.0 - 1.74 54.320 40.360 0.5 0.7 
0.65 0.48 
Pldc=5.0 2.9 0.9 54.320 40.740 1.4 0.6 
0.56 0.2 
(h) 
Table 7.6 (a) Geometrical parameters of the closed wake (b) Tile present numerical 
values of the closed-wake geometricalparameterfor a single cylinder and two 
cylinders in tandem arrangement at Re=40 
Y 
Separation Wakc-bubble Wake 
point 
boun Vortex stagnation Separation 
6a cen 
int 
oint 
al bi Wakc-bubble d,. 
S2 
D2 boundary 
Sep 0 Vo ex centre Vortex 
Wake 
point <- n 
stagnation 
6a 
a.? b.? 
point 
IX 
Main 
___: 
4ý- 
flow 'A 
(a) 
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Lild, L21d, O'l Os2 Os3 aild, a2ld, a3ld, 
Re=40 bIldc bVdc bldc 
Tldc = 2.0 0.34 0.62 3.8 
Pldc=2.5 1.1 8.6 60.250 -43.030 72.080 0.868 0.18 0.936 
(b) 
Table 7.7 (a) Geomettical parameters of the closed wake (b) Thepresent numerical 
values of the closed-wake geometricalparameterfor three cylinders at Re=40 
Drag coefficient, CD, Lift coefficient, CL, 
Re=40 present study published data present study published data 
1 2 3 1 2 3 1 2 3 1 2 3 
a single 
cylinder 1.69 1.621" 3.84 
E-03 
two - - 
cylinders 2.18 2.18 1.77 
121 1.77 121 0.63 0.68 0.371" 0.391" 
T/dý=2.0 
two 
cylinders 1.87 
1.87 0.12 0.16 
T/d, 
-=5.0 
two - 6.50 4.37 
cylinders 1.63 0.15 E-03 E-03 
P/dc=2.0 
two 
cylinders 1.66 0.44 9.72 9.68 E-03 E-02 P/d, =5.0 
three 
cylinders 2.03 2.04 0.93 1.63 
[21 1.64121 0.71 7 0.69 1.02 0.36121 0.38121 4.0 
E-4 E-3 121 T/dc=2.0 
P/dc=2.5 I - 
Table 7.8 The drag and lift coefficients for Re=40 flow past a single cylinder and 
multi-cylinders comparison with numerical data reported by 
1"Dennis and Chang 
(1970) and [21 Greaves and Borthwick (1997) 
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CD CL S 
Present study 1.41± 0.09 +0.71 
-0.59 
0.200 
Wille (1960) (experimental) 
Roshko (1954) (experimental) 
1.3 
0.19 
Lecointe and Piquet (1984) 1.46±0.04 ±0.70 0.227 
Chen et al. (1999) 1.33±0.04 ±0.72 0.197 
Chan and Anastasion (1999) 1.48±0.05 0.183 
Table 7.9 The values of the drag and lift coefficients, as well as the Strouhal 
numberfor Re=200flow past a single eylinder 
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Figure 7.1 Geometrical parameters of the closed wake 
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Figure 7.2 Boundary conditions Figure 7.3 Computational configuration 
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Figure 7.10 Drag coefficienI exerted on a circular cYlinder 
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Figure 7.11 Base grid in the vicinity of the cylinder level,,,,,, = 12 and level,, j,, =6 
>- 
I. - IN-A 
Figure 7.12 Velocity vectors Re=2.04 Figure 7.13 Streamlines for Re=2.04 
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Figure 7.14 Detail at the cylinder of adaptive grids with cells=4125, nodes=22-16 
for Re=10 
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Figure 7.15 Details of the separation angle and the recirculation lengths for Re=10 
Figure 7.16 Velocity vectors Re=10 Figure 7.17 Streandines. 10'r Re=10 
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Figure 7.18 Pressure contoursfor Re=]O Figure 7.19 Vorticity confoursfor Re=10 
Figure 7.20 Velocity vectors for Re=40 Figure 7.21 Streamlinesfi)r Re=40 
with base grid with base grid 
Figure 7.22 Detail of adapted gridfor Re=40 of steafkv flow sim ulation 
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Figure 7.23 Velocity vectors for Re=40 Figure 7.24 Streamlines for Re=40 
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Figure 7.25 Pressure contours for Re=40 Figure 7.26 Vorticity contours for Re=40 
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Figure 7.27 Details of the separation angle and the recirculation lengths for Re=40 
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8.1 General 
The thesis has presented the study of the numerical simulations of laminar scp=tcd 
flow with tri-trce adaptive grids using the finite volume method. The work has 
developed a code which, 
1) includes a new QUICK diffcrcncing scheme for unstructured grids, which 
satisfies the transportivcness requirement, is stable and possesses good accuracy 
associated with the non-lincar convective term of the Navicr-Stokcs cquations; 
2) uses a special treatment to ensure good quality triangular elements around the 
cylinder boundaries; 
3) adapts the grid during the solution in the time domain, in order to track the 
evolution of vortex shedding for the case of unidirectional flow past a circular 
cylindcr at Re=200. 
Considerations of the numerical algorithms and model investigation have been 
explored. Methodology and derivations have been presented for the analysis and 
understanding of the underlying physical phenomena, and good agrccmcnt with 
experimental and other numerical data for simulations at low Reynolds numbers has 
bcen achievcd. 
The studies of the unstructured adaptive tri-trcc grid generation and the finitc volume 
method have shown that accuracy, flexibility and cfficiency demonstrated by some 
numcrical cxamples appcar to bc quitc favourabIc. 
The studies to date suggest that the algorithm is a potential contender for future 
offshore engineering and naval applications. Although the selected cylinder 
configuration is still far from the actual situations encountered in the real world, it 
provided a good example of laminar flow separation and interaction. This Is of great 
importance to further investigation of more complex flow configurations and the 
techniques can be extended to general unstructured three-dimensional simulations. 
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8.2 Finite Volume Method 
Detailed considerations of the method have been described in Chapter 4 and three 
cases of investigation have been covered in Chapter 5,6 and 7. To summarise, 
attention is drawn to the numerical formulation for the non-linearity of the discrcdscd 
Navier-Stokes equations spccifically in three aspects: 
1) Special Interpolation schemes: The vc1ocitY components and pressure are 
defincd at ccll-ccntrcs which simplifies the computational code and saves CPU 
time. However, implementation of the collocated gtid arrangemcnt requires 
calculation of the nodal value from its rclatcd ccll-ccntrc values. In this thesis, 
averaged linear interpolation (see equation (4-25)) is used for the channel flow 
simulations and Shepard-type scattered data interpolation (see equation (3-9)) is 
used for the simulations of flow past a backward facing-step and flow past 
cylinders. These interpolations have been successful in estimating the values of 
the velocity and pressure at vertices of triangular elements and crucial for the 
success of the collocated finite volume method. 
2) QUICK differencing: A new formulation of the QUICK scheme for non-unifonn 
grids has been derived, which is able to treat general cases. Vcrstccg and 
Malalasckcra (1995) point out that the QUICK scheme of Leonard (1979) used an 
equal distance among the three-point upstrcam-wcightcd quadratic interpolation 
for cell face values, which could not be used in non-uniform grid calculations. 
The present scheme satisfies the transportivcncss requirement, is stable and offers 
good accuracy associated with the non-lincar convective term of the Navicr. 
Stokes equations. Ile scheme has been successfully used with tri-trcc grids with 
and without grid adaptation (backward-facing step and fluid flow past circular 
cylinders). 
3) Boundary condiflons: Consideration of boundary conditions his a significant 
effect In the application of any numerical algorithm. The application of a corTect 
boundary condition is important because usually the stability and accuracy of the 
discrete condition affects the stability and accuracy of the difference scheme 
itself. Discussion about DirichIct and the Neumann boundary conditions is 
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included in Section 5.3.2.4.7he results show that using the DirichIct boundary 
condition required less CPU time and achieved greater accuracy than the 
Neumann boundary condition. However, the Dirichict boundary condition is not 
generally available. Therefore, the Neumann boundary condition is applied to the 
backward facing-step and flow past multiple cylinders. Four alternative methods 
for calculating the velocity gradient at the boundary have been considered in 
channel flow. The results show the application of the second-ordcr extrapolation 
at the parallel wall (i. e. in the direction along which the velocity gradient changes 
most) is sufficient and so this is used for the other simulations. The no-slip 
conditions are imposed for the velocity on the cylinder boundaries. A Neumann 
boundary condition is used for the pressure gradient normal to the cylinder 
boundary (aplan---O). A prcscribcdprcssure value (p=O)is utiliscdatthcoutlct 
for scaling the pressure values in the computational domain. 
In this thesis, a code has been developed that solves the Navicr-Stokcs equations 
using a cell-ccntrcd finite volume method with unstructured tri-trcc adaptive grids. 
Numerical simulations have been presented for incompressible two-dimensional 
laminar viscous flows both steady and unsteady. Grid convergence tests were carried 
out for channel flow and flow past a single cylinder. The results presented herein 
demonstrate the effectiveness of the method. 
8.3 Application of Tri-Tree Grid Adaptation 
The tri-trce grid algorithm can be used to generate either triangular grids that do not 
change with time in the domain or grids that adapt at spccific time s1cps. In this 
work, fixed tri-trce grids arc used for flow past a backward-facing stcp and Adaptive 
grids for flow past circular cylinders. For the cases of unsteady simulation (Re=40 
and Re=200) the calculation grid adapts automatically based on the solution at each 
time step. 
The hierarchical data structure can be an efficient way to store grid Information and 
related adaptation data. Hierarchical grid generation is conceptually easy, in that the 
grids arc created about a set of discrete seeding points by recursive subdivision of a 
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geometric shape, which from the root level surrounds the flow domain. Element 
density can then be locally adapted according to the flow activity requirement. This 
can be readily achieved by refinentent or derefinement of cell elements whilst 
maintaining the overall tree structure so that a base grid can be defined and adapted 
locally-without disturbing the trce data structure. 
In this work, the grids arc adapted in areas of high vorticity. in the boundary layer 
around cylinders and in the wake. These grids arc adapted to provide local resolution 
by refinement and derefinement in order to improve the accuracy and efficiency of the 
finite volume method. The CPU time used for the generation of tri-trcc adaptive 
grids (e. g. about five minutes at each time step for Re =40) was invariably found to be 
negligible in comparison with the CPU time needed to solve the finite volume 
method. The author believes that present algorithms of the tri-trcc grid generation 
and its adaptation arc more straightforward than the alternative algorithm suggested 
by Wille (1992), because the reference numbering adopted in this work requires the 
storage of a single integer, as opposed to Wilic's (1992) nine. However, Whilst the 
Wille's reference numbering can carry on more information, all the parameters have to be 
recalculated using the present method. 
Ilerc, a special treatment is developed for cylinder boundaries to achieve a smooth 
approximation to curved boundaries. I'lic stretching technique is applied to ensure the 
nodes lie on cylinders and the elimination of obtuse angles is used to avoid error in the 
numerical solution. This treatment ensures good quality elements around the cylinder 
walls and the results have validated the significance of this innovation. 
8.4 Application to the Flow Past Single and Multiple Cylinders 
Investigation Into the flow past single and multiple cylinders has demonstrated that 
the numerical results arc in reasonable agreement with published data. 11is also 
means that the algorithms in this work work well, moreover with benchmark cases 
and low Reynolds number simulations. Furthermore, these numerical results have 
shown that not only the calculation of ccrWn parameters Is covered but also 
phenomena such as separated flow and vortex shcdding are correctly predicted. 
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The grid convcrgcncc tests have bccn carricd out for Re=2.04 simulations. It was 
found that the grid size has an important impact on the convergence and accuracy of 
numerical solutions. 
The results for flow past a single cylinder at Re=10 and Rc=40 have been shown with 
adaptation. The results for flow past a single cylinder at Rc=40 were obtained for 
both steady and unsteady simulations. The evolutions in time of some parameters 
have been predicted and are in good agreement with published data. Furthermore, the 
flow past multiple cylinders at Re=40 using the unsteady simulation have been 
studied. The comparison between our numerical results and those of published 
papers showed similar characteristics and tendencies. 
The force coefficients have been calculated for cases where one, two or three 
cylinders lie in the domain. The comparisons made in these cases confirm that the 
calculated forces agree reasonably with corresponding published solutions. 71c 
interaction of multiple cylinders is found to be dcpcndcnt of their arrangement 
which affects the observed flow characteristics. For example, the obtained dog 
coefficient for one cylinder is larger than two cylinders in tandem arrangement and 
less than two cylinders in transverse arrangcmcnt or the three cylinder arrangement 
used in this thesis. This is caused by the flow interaction around the cylinders, which 
is strongly dependent on the arrangements. However. although the present numerical 
simulation can show trends, determining the optimal spacing between these multiple 
cylinders requires more investigation. 
The adaptive grid was used for visualisation of vortex shcdding for the Re=200 case. 
However, the point by point itcration scheme uscd here Is cxpcnsivc in terms of 
computational time. The reason Is due to the high number of grid elcmcnts rcquircd. 
Therefore, fast iteration schemes should be investigated for use on non-uniform tri. 
trce grids before extending to higher Reynolds number flows. 
8. S Recommendations for Future Work 
With regard to future work, the success of numerical simulation dcpcnds on two 
major factors, a good understanding of physical characteristics of flow dynamics, and 
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a good grasp of the numerical simulation procedure. It is believed that the thesis has 
made an initial contribution in these two aspects for the numerical simulation and will 
benefit the future development and extension of the numerical algorithms. The code 
that has been developed during the study provides preliminary tools for further 
development of practical and commercial packages. 7be recommendations for future 
work can be given as the following. 
The work presented in this thesis uses a special treatment which achieved high quality 
triangular elements around cylinder boundaries. For furthcr work, it is rccommcndcd 
that technology be developed for gcncrating high quality elements in rcgions 
surrounding any complex surfaces. In addition, the distortcd elements surrounding 
boundaries could be locally adaptcd with time to tackle moving boundary problems. 
The drawback of the numerical solvcr is its CPU time consumption for finer grids at 
Re=200. The multigrid method for accelerating convcrgcncc has potendal to be used 
with unstructured grids as shown by 1jjhncr and Morgan (1987), GAspAr and J6zsa 
(1991) and Franccscatto and Dcrvicux (1998). The-tri-trce grid algorithm is 
especially suited to multigrid application because of Its hicrarchical data structure. 
The tri-trce reference number of a given triangle points to the rcfcrcncc number of its 
parent triangle, which allows the algorithm to perform both up- and down-scarches 
for multigrid applications. 
Tri-trce adaptive grids have been successfully used in this thesis. Thcy can provide 
good accuracy and can be efficiently generated. Extension of the tri-tree grid 
algorithm to a three-dimensional tctra-trcc grid algorithm Is conceptually 
straightforward. Howevcr, the finite volume simulation on three-dimensional 
configurations imposcs great demands on hardware both in tcnns of memory and 
CPU time. Nevertheless, an adaptive tctra-trcc grid is likely to fonn a good basis for 
a three-dimensional finite volume flow simulation. 
It is rccommcndcd that future work be carricd out to extend the model towards higher 
Reynolds number flows including turbulence simulation. To achieve that, the 
formulations of turbulcnt flows nccd to be approximated, with the governing Navicr. 
Stokes equations replaced by the Reynolds Averaged Navicr-Stokes (RANS) 
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equations. The RANS equations contain certain Reynolds stress terms which arise 
from turbulent relations through the averaging procedure. These terms can be dealt 
with using a suitable k-e model, such as the Reynolds stress modcl (RSNI) as uscd by 
Davidson (1993), or the algebraic stress model (ASM) as used by Dcmurcn and Rodi 
(1984). A turbulence model will enable the codc to deal with wider industrial 
applications. 
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