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Abstract. This paper presents a CUDA extension to the waLBerla framework.
waLBerla is a massively parallel framework for stencil based algorithms
operating on block-structured grids, with the main application field being fluid
simulations in complex geometries using the LBM. To increase the performance
and allow the heterogeneous compute, a new CUDA module was created.
Additionally, we compared the simulations’ performance using linear memory
and pitched memory. Moreover, different sizes of domain were analysed. The
achieved results in double precision are according related works. The CUDA
module reaches up to 612 MLUPS with ECC disabled and 489 MLUPS using
ECC on GPU Tesla K40m.
Resumo. Este trabalho apresenta uma extensa˜o em CUDA para o framework
waLBerla. waLBerla e´ um framework massivamente paralelo que utiliza
algoritmos baseados em stencil operando sobre uma grid estruturada de blocos
com principal aplicac¸a˜o em simulac¸o˜es de fluido com geometria complexa
usando o LBM. Para aumentar a performance e permitir o uso de computac¸a˜o
heterogeˆnea um novo mo´dulo em CUDA foi criado. Ale´m disso, esse trabalho
tambe´m levou em conta o desempenho das simulac¸o˜es utilizando memo´ria
alocada de maneira linear e alinhada e tambe´m analisou diferentes tamanhos de
domı´nio com a finalidade de definir um crite´rio para alocac¸a˜o eficiente de grids
de blocos de threads para a GPU. Os resultados obtidos, usando operac¸o˜es de
ponto flutuante de dupla precisa˜o, esta˜o de acordo com a literatura. O mo´dulo
CUDA alcanc¸ou 612 MLUPS com ECC desabilitado e 489 MLUPS usando ECC
na GPU Tesla K40m.
1. Introduc¸a˜o
As Unidades de Processamento Gra´fico (GPU) evoluı´ram consideravelmente nos u´ltimos
anos, entre as principais melhorias podemos citar: aumento do poder de processamento,
aumento da largura de banda de memo´ria e maior quantidade de memo´ria global. Dessa
maneira, deixaram de ser apenas processadores gra´ficos e passaram a ser usadas para
resolver os mais variados problemas computacionais, tornando-se assim unidades de
processamento gra´fico de propo´sito geral (GPGPU).
Na Dinaˆmica de Fluidos Computacionais (DFC) os problemas abordados
requerem um grande poder computacional, devido a grande quantidade de operac¸o˜es
realizadas e o grande nu´mero de iterac¸o˜es, sendo assim, as atuais GPUs sa˜o adequadas
para as simulac¸o˜es da DFC, pois possuem uma grande quantidade de processadores
paralelos e sua capacidade em realizar operac¸o˜es de ponto flutuante, de precisa˜o simples
e dupla, e´ extremamente alta se comparado com uma CPU.
O uso de GPUs em simulac¸o˜es da DFC cresceu ao longo dos u´ltimos anos, como
visto nos trabalhos relacionados. Isso porque associado ao grande poder computacional
das GPUs e me´todos altamente paraleliza´veis, como o Me´todo de Lattice Boltzmann
(LBM) [Mohamad 2011], produzem excelentes resultados.
Na DFC as simulac¸o˜es sa˜o realizadas atrave´s de algoritmos ou frameworks para
simulac¸a˜o de fluidos. O framework waLBerla, utilizado nesse trabalho, foi desenvolvido
para simulac¸o˜es de fluidos complexos que utilizam o LBM. Desenvolvido em C++, o
framework possui suporte a` computac¸a˜o paralela em Open Multi-Processing (OpenMP) e
Message Passing Interface (MPI), pore´m, a atual versa˜o, na˜o possui suporte a` GPU.
Tendo em vista o poder computacional das GPUs, me´todos altamente
paraleliza´veis e a falta de suporte a` GPU do framework waLBerla, optou-se por
desenvolver um novo mo´dulo para o framework que utilize as propriedades das GPUs
em simulac¸o˜es de fluidos que utilizam o LBM.
O restante do trabalho esta´ organizado da seguinte maneira: Na sec¸a˜o 2 o me´todo
de Lattice Boltzmann e o modelo de lattice utilizado sa˜o apresentados. A tecnologia
CUDA e o framework waLBerla sa˜o introduzidos nas sec¸o˜es 3 e 4, respectivamente. Os
trabalhos relacionados esta˜o na sec¸a˜o 5. Todo o desenvolvimento do mo´dulo CUDA e´
descrito na sec¸a˜o 6. Os resultados obtidos sa˜o apresentados na sec¸a˜o 7. E, finalmente, a
conclusa˜o e´ apresentada na sec¸a˜o 8.
2. Me´todo de Lattice Boltzmann
O Me´todo de Lattice Boltzmann (LBM) surgiu como uma eficiente alternativa a`s equac¸o˜es
de Navier-Stokes (NS) para soluc¸o˜es nume´rias na DFC. O LBM simula o comportamento
de um fluido atrave´s da representac¸a˜o de suas partı´culas sobre uma malha (lattice).
Cada ponto da malha representa uma ce´lula contendo um nu´mero fixo de Func¸o˜es de
Distribuic¸a˜o de Partı´culas (PDF). Essas func¸o˜es representam uma porc¸a˜o do fluido que
se propaga em direc¸o˜es especı´ficas, em relac¸a˜o as ce´lulas vizinhas, e com velocidade
definida. Durante a propagac¸a˜o o sentido das partı´culas pode ser alterado quando
ocorrerem coliso˜es entre as partı´culas do fluido ou coliso˜es com as bordas do recipiente
no qual o fluido esta´ mantido [Succi 2001].
A colisa˜o entre as partı´culas e´ definida de acordo com o operador de colisa˜o,
enquanto que o passo de propagac¸a˜o e´ realizado atrave´s da interac¸a˜o entre ce´lulas vizinhas
do lattice, assim como no autoˆmato celular. Segundo Mohamad (2011), o LBM pode ser
considerado como um me´todo explı´cito, pois os passos de colisa˜o e propagac¸a˜o sa˜o locais,
tornando-o um me´todo altamente paraleliza´vel.
No LBM o domı´nio da soluc¸a˜o e´ dividido em lattices de uma, duas ou
treˆs dimenso˜es, sendo que cada ponto esta´ associado a um conjunto de valores que
representam as PDFs. Cada lattice possui uma dimensa˜o e o nu´mero de velocidades
microsco´picas (ei), e e´ representado por DdQb, onde d e´ a dimensa˜o do problema e b e´
a quantidade de velocidades. Nesse trabalho o modelo de lattice utilizado foi o D3Q19,
como mostra a Figura 1.
3. CUDA
Em novembro de 2006, a empresa NVIDIA apresentou a tecnologia Compute Unified
Device Architecture (CUDA) com o objetivo de atender a demanda por processamento de
Figura 1. Lattice D3Q19
propo´sito geral em placas gra´ficas. CUDA e´ uma plataforma de computac¸a˜o paralela de
propo´sito geral e um modelo de programac¸a˜o que aproveita a arquitetura das GPUs para
resolver problemas computacionais de maneira altamente paralela [NVIDIA 2015a].
O modelo de arquitetura paralela utilizado pelas GPUs e´ conhecido como
Single-Instruction, Multiple-Thread (SIMT), ou seja, uma u´nica instruc¸a˜o e´ executada
paralelamente por diversas threads independentes [NVIDIA 2015b]. Esse modelo
e´ semelhante ao modelo Single-Instruction, Multiple-Data (SIMD), entretanto as
instruc¸o˜es SIMT sa˜o especı´ficas para execuc¸a˜o e comportamento de uma u´nica thread
[NVIDIA 2015a]. O modelo de programac¸a˜o CUDA assume um sistema composto por
host (CPU), device (GPU) e um conjunto de extenso˜es das linguagens de programac¸a˜o C e
C++. CUDA tambe´m introduz o conceito de kernel, definido como uma func¸a˜o executada
N vezes em paralelo por um conjunto de N threads, ou seja, todas as threads executam o
mesmo co´digo simultaneamente.
CUDA possui uma hierarquia de grupos de threads na qual um conjunto de
threads e´ organizado em forma de blocos. Threads do mesmo bloco podem cooperar
atrave´s do compartilhamento de informac¸a˜o, por meio da memo´ria compartilhada, e
sincronizar sua execuc¸a˜o pelo acesso coordenado a` memo´ria atrave´s de syncthreads().
Essa sincronizac¸a˜o atua como uma barreira na qual as threads do mesmo bloco devem
aguardar ate´ que todas as threads tenham terminado sua execuc¸a˜o. Cada thread executa
uma instaˆncia do kernel e possui um identificador u´nico [NVIDIA 2015a].
4. waLBerla
waLBerla (widely applicable Lattice Boltzmann solver from Erlangen) e´ um framework
massivamente paralelo desenvolvido pelo Laborato´rio de Simulac¸a˜o de Sistemas (LSS)
do departamento de informa´tica da universidade de Erlangen-Nu¨rnberg na Alemanha
para simulac¸o˜es de fluidos que utilizam o LBM [Go¨tz et al. 2007]. A atual versa˜o do
framework e´ capaz de simular va´rios fenoˆmenos fı´sicos como: fluxo em um canal aberto,
fluxo em um canal aberto com objetos flutuando, fluxo atrave´s de meios porosos [Donath
et al. 2011] e permite ainda, simular o processo de coagulac¸a˜o em vasos sanguı´neos,
como apresentado no trabalho de Feichtinger et al. (2011).
Ale´m desses aspectos, outras caracterı´sticas relevantes do framework sa˜o sua
escalabilidade e alto desempenho, como visto no trabalho de Godenschwager et al.
(2013), alcanc¸ando a marca de 1,93 trilho˜es de ce´lulas de fluidos atualizadas por segundo
usando 1,8 milho˜es de threads em supercomputadores como o JUQUEEN e o SuperMUC
para uma simulac¸a˜o do fluxo sanguı´neo.
Outra caracterı´stica importante do framework e´ sua capacidade em controlar
centenas de milhares de processadores, ou seja, o framework waLBerla foi desenvolvido
para lidar com grandes problemas. Ale´m dessas caracterı´sticas, o framework faz uso
intensivo de templates em suas classes para permitir que os dados sejam definidos em
tempo de compilac¸a˜o, dessa forma mante´m a flexibilidade do framework sem perder
desempenho [Godenschwager et al. 2013].
5. Trabalhos Relacionados
O LBM foi proposto por McNamara e Zanetti [McNamara and Zanetti 1988] em 1988,
como uma evoluc¸a˜o do lattice gas automata. Embora, o LBM tambe´m possa ser derivado
diretamente de uma simplificac¸a˜o da equac¸a˜o de Boltzmann [He and Luo 1997].
To¨lke e Krafczyk [To¨lke and Krafczyk 2008] publicaram um artigo apresentando
uma nova abordagem para o LBM, primeiro, utilizaram o tipo de lattice D3Q13, e
segundo, utilizaram um lattice onde cada ce´lula e´ representada por um dodecaedro, ou
seja, cada face do dodecaedro possui uma PDF. Ale´m disso, tambe´m utilizaram memo´ria
compartilhada para armazenar os valores das PDFs.
Outra proposta em treˆs dimenso˜es utilizando memo´ria compartilhada e´
apresentada por Rinaldi et al. (2012). No esquema proposto pelos autores, os dados sa˜o
copiados da memo´ria global para a memo´ria compartilhada da GPU, isso e´ feito a cada
iterac¸a˜o do algoritmo e durante o passo de propagac¸a˜o das partı´culas, pore´m, diferente da
maioria dos trabalhos encontrados na literatura, a propagac¸a˜o e´ realizada antes da colisa˜o
das partı´culas, esse esquema e´ conhecido por streaming-pull. Em seguida todos os passos
do algoritmo de LBM sa˜o realizados usando memo´ria compartilhada e apo´s a conclusa˜o
de todas as etapas os valores das PDFs atualizadas sa˜o escritos novamente na memo´ria
global. Como a memo´ria compartilhada possui um tamanho pequeno comparado a`
memo´ria global, isso acaba se tornando uma desvantagem, pois limita a quantidade de
threads por Streaming Multiprocessor (SM).
Visto que a memo´ria global das placas gra´ficas apresenta alta lateˆncia e o LBM
possui uma grande quantidade de dados que precisam ser trocados entre a memo´ria
global e a GPU, o acesso padra˜o a` esses dados em memo´ria pode contribuir para um
baixo desempenho da simulac¸a˜o. Uma forma de resolver esse problema e´ a utilizac¸a˜o
de memo´ria compartilhada, entretanto no artigo de Obrecht et al. (2011), os autores
apresentam uma implementac¸a˜o em CUDA do LBM em treˆs dimenso˜es (D3Q19) usando
apenas memo´ria global. Nesse artigo os autores mostram uma forma eficiente de acesso
aos dados em memo´ria e, ale´m disso, ha´ uma sec¸a˜o que trata dos princı´pios de otimizac¸a˜o
para algoritmos em CUDA.
No artigo de Habich et al. (2011), os autores demonstram estrate´gias de
otimizac¸a˜o em kernels que realizac¸a˜o a simulac¸a˜o do LBM em GPUs e CPUs que
suportam CUDA e OpenCL. O principal objetivo do trabalho consiste em melhorar o
acesso a memo´ria global da GPU, visto que sua implementac¸a˜o e´ limitada pela largura
de banda da memo´ria. Uma otimizac¸a˜o feita pela autores e´ a mudanc¸a na ordem entre
os passos de colisa˜o e propagac¸a˜o, ou seja, o passo de propagac¸a˜o e´ feito antes do passo
de colisa˜o, com isso a colisa˜o e´ calculada com base nos valores dos PDFs das ce´lulas
vizinhas e armazenado na ce´lula atual, semelhante ao trabalho de Rinaldi et al. (2012).
Segundo os autores essa abordagem apresentou um desempenho melhor pois a
leitura dos dados desalinhados tem impacto menor no desempenho do algoritmo com
relac¸a˜o a escrita desalinhada. Ale´m dessa estrate´gia, os autores tambe´m utilizaram
otimizac¸o˜es aritme´ticas, reduc¸a˜o de varia´veis tempora´rias e uma te´cnica de otimizac¸a˜o
de index, que reduziu a quantidade de registradores, pore´m esta´ u´ltima otimizac¸a˜o na˜o
fica claro como foi realizada.
6. Modulo CUDA
Nesse trabalho foi desenvolvido um novo mo´dulo para o framework waLBerla, definido
como mo´dulo CUDA. O principal objetivo do mo´dulo CUDA e´ permitir que as simulac¸o˜es
que utilizam o LBM, ja´ implementadas no framework waLBerla, sejam simuladas
tambe´m em GPUs, visto que as placas gra´ficas da NVIDIA apresentam um alto poder
computacional, ale´m de serem adequadas para simulac¸o˜es de fluidos. Para isso, foi
necessa´rio desenvolver um conjunto de classes, me´todos e func¸o˜es que permitissem a
integrac¸a˜o do novo mo´dulo ao framework ja´ existente. Para que essa integrac¸a˜o fosse
possı´vel foi necessa´rio desenvolver o novo mo´dulo utilizando os conceitos e a estrutura ja´
definidos pelo waLBerla.
A principal classe do mo´dulo CUDA e´ a classe GPUField. Essa classe representa
a estrutura de dados que sera´ processada pela GPU. Possui informac¸o˜es como tamanho do
domı´nio nas dimenso˜es x, y e z e o nu´mero de ghost layers, ale´m de suportar os layouts
Structure-of-Array (SoA) e Array-of-Structure (AoS). Ale´m da classe GPUField, foram
desenvolvidas as classes GPUFieldLinearMem e GPUFieldMemPitch para alocac¸a˜o de
memo´ria linear e memo´ria alinhada, respectivamente.
Para copiar os dados entre a CPU e a GPU foram criadas as func¸o˜es de
co´pia fieldCpyLinearMem() e fieldCpyMemPitch() com base nas func¸o˜es ja´ definidas
pela API CUDA. Para percorrer os dados em memo´ria foram implementadas
duas classes, a primeira, definida como FieldIndexingLinearMem, percorre os
dados alocados atrave´s da classe GPUFieldLinearMem e a segunda classe foi
definida como FieldIndexingMemPitch para percorrer os dados alocados pela classe
GPUFieldMemPitch. Essas classes possuem me´todos similares a iteradores, que definem
qual o espac¸o do domı´nio sera´ percorrido durante a simulac¸a˜o. Os me´todos dessas classes
sa˜o os mesmos, a u´nica diferenc¸a e´ que os me´todos da classe GPUFieldMemPitch devem
considerar o alinhamento de memo´ria.
Para acessar os dados na memo´ria da GPU foram implementadas as
classes FieldAccessorLinearMem e FieldAccessorMemPitch que possuem me´todos para
manipulac¸a˜o dos dados. Para definir novos valores para as PDFs temos o me´todo get(),
que retorna o enderec¸o de memo´ria de cada PDF. Visto que o LBM depende dos valores
de seus vizinhos, foi implementado o me´todo getNeighbor() para auxiliar a atualizac¸a˜o de
cada PDF de acordo com a posic¸a˜o de cada ce´lula do lattice. E para definir a quantidade
de blocos e threads em cada kernel foi implementado o me´todo set().
Para que fosse possı´vel integrar o novo mo´dulo CUDA ao framework waLBerla
foi necessa´rio criar a classe Kernel. A classe Kernel foi implementada usando o conceito
Adapter de padro˜es de projeto [Gamma et al. 1994]. Essa classe e´ responsa´vel por
configurar o kernel da GPU, ou seja, definir a quantidade de blocos em cada grid e a
quantidade de threads em cada bloco. Ale´m disso, e´ responsa´vel tambe´m por receber os
paraˆmetros que sera˜o enviados ao kernel e lanc¸ar o kernel para a GPU.
Como o waLBerla e´ desenvolvido utilizando o padra˜o C++11 da linguagem de
programac¸a˜o C++, a classe Kernel se tornou fundamental para o mo´dulo CUDA, pois
durante o perı´odo de desenvolvimento do mo´dulo o compilador da NVIDIA (nvcc) ainda
na˜o suportava nenhuma funcionalidade do C++11, por isso todos os co´digos com a
extensa˜o “.cu” e todos os arquivos de cabec¸alho (headers), incluı´dos nesses arquivos,
na˜o podem conter nenhum elemento do C++11. Com isso, a forma tradicional de chamar
kernels na˜o pode ser utilizada nesse mo´dulo.
Para o mo´dulo CUDA foram implementados treˆs kernels na GPU, o primeiro para
tratar as condic¸o˜es de contorno esta´ticas, o segundo para as bordas com velocidade e o
terceiro para realizar os passos de colisa˜o e propagac¸a˜o. E´ importante ressaltar que cada
thread da GPU e´ responsa´vel por uma ce´lula do lattice, essa abordagem e´ semelhante
ao trabalho de To¨lke e Krafczyk [To¨lke and Krafczyk 2008] e foi adotada para todos os
kernels implementados. Outro detalhe importante, com relac¸a˜o ao primeiro kernel, e´ que
todas as PDFs de cada ce´lula do lattice sa˜o atualizadas em uma u´nica iterac¸a˜o, isso so´ e´
possı´vel grac¸as a camada ghost layer.
Com relac¸a˜o ao modo de propagac¸a˜o das partı´culas o kernel foi implementado
utilizando a abordagem feita por Rinaldi et al. (2012) e o operador de colisa˜o utilizado
foi o operador Single Relaxation Time (SRT). Essa primeira versa˜o do mo´dulo foi
desenvolvida para executar as simulac¸o˜es em apenas uma u´nica GPU.
7. Resultados Experimentais
Para validac¸a˜o do mo´dulo CUDA foi utilizado o caso de testes conhecido como lid-driven
cavity [Ghia et al. 1982]. O objetivo desse teste e´ comparar o resultado de uma
simulac¸a˜o do caso de testes realizada pelo framework waLBerla em CPU, pois este ja´ foi
devidamente validado, com o resultado do mo´dulo CUDA. Para isso, foram comparados
os valores das velocidades (Vx e Vy), obtidos pela GPU, com os resultados da CPU,
como pode ser visto nos gra´ficos da Figura 2. As velocidades obtidas pela simulac¸a˜o
na GPU (linha azul) esta˜o de acordo com os valores encontrados pelo framework. Esse
teste e´ bastante utilizando para validac¸a˜o do lid-driven cavity, como pode ser visto nos
trabalhos de Ghia et al. (1982) e Rinaldi et al. (2012). O tamanho de domı´nio e o valor
da velocidade da borda superior, usados nesse teste, foram 1283 e 0,1, respectivamente.
Para esse teste foram executadas 10.000 iterac¸o˜es usando a GPU Tesla C2075 e o tempo
total da simulac¸a˜o na˜o foi considerado.
Em nossos testes de desempenho foram usadas treˆs GPUs NVIDIA de arquiteturas
diferentes (Tesla C2075, Tesla K40m e GTX 750 Ti). O objetivo desse teste e´ medir a
quantidade de MLUPS (Million Lattices Cells Updates per Second), ou seja, a quantidade
de ce´lulas de lattice atualizadas por segundo. O tamanho de domı´nio utilizado foi NX ×
256×256 ce´lulas em cada direc¸a˜o do lattice, variando NX em 32, 64, 128, 256 e 512, pois
a quantidade de ce´lulas na direc¸a˜o x do domı´nio define a quantidade de threads em cada
bloco. Essa abordagem foi adotada para avaliar qual a quantidade de threads apresenta o
melhor desempenho.
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Figura 2. Comparac¸a˜o entre os resultados obtidos pelo framework waLBerla e o
mo´dulo CUDA. (a) Representa as velocidades na direc¸a˜o y (Vy) sobre a direc¸a˜o x
do domı´nio e (b) representa as velocidades na direc¸a˜o x (Vx) sobre a direc¸a˜o y do
domı´nio.
Ale´m de diferentes tamanhos de domı´nio tambe´m foi levado em considerac¸a˜o
o uso de ECC nas GPUs. Esses testes foram feitos com o intuito de poder comparar
as GPUs, visto que a GPU GTX 750 Ti na˜o possui suporte a` ECC, com isso os testes
descritos anteriormente foram feitos com ECC habilitado e desabilitado.
Outra comparac¸a˜o feita em nossos testes foi com relac¸a˜o ao desempenho das
simulac¸o˜es utilizando memo´ria linear e memo´ria alinhada. O alinhamento de memo´ria
utilizado em nossa classe GPUFieldMemPitch e´ feito pela pro´pria API CUDA atrave´s da
estrutura cudaPitchedPtr e usando a func¸a˜o cudaMalloc3D() para alocac¸a˜o de memo´ria.
O melhor resultado obtido foi de 612 MLUPS utilizando a GPU Tesla K40m para
um tamanho de domı´nio 2563 com ECC desabilitado e memo´ria linear, como mostra
o gra´fico da Figura 3. Como e´ observado no gra´fico (Figura 3) houve uma queda de
desempenho na simulac¸a˜o usando 512 threads, isso porque a taxa de ocupac¸a˜o com 512
threads foi inferior a taxa de ocupac¸a˜o com 256 threads.
Entretanto, o uso de ECC em simulac¸o˜es de fluidos utilizando o LBM deve
ser considerado, pois, como o LBM e´ uma automato celular, isto e´, cada ce´lula do
lattice interage com as ce´lulas vizinhas, se um valor incorreto for obtido esse valor sera´
propagado para as demais ce´lulas do lattice invalidando a simulac¸a˜o. Com ECC habilitado
o melhor resultado foi de 489 MLUPS com a GPU Tesla K40m com um tamanho de
domı´nio de 512× 256× 256 ce´lulas, como mostra o gra´fico da Figura 4.
Durante os testes de desempenho cada simulac¸a˜o executou 200 iterac¸o˜es e cada
teste foi repetido 10 vezes, e apenas o melhor resultado, isto e´, o menor tempo encontrado
foi utilizado para medir o desempenho em MLUPS.
Ale´m dos testes de desempenho, foi realizada uma comparac¸a˜o com o trabalho
de Habich et al. (2011), pois a abordagem apresentada pelos autores foi implementada
na versa˜o anterior do framework waLBerla. O gra´fico da Figura 5 mostra os resultados
obtidos no trabalho relacionado e os resultados alcanc¸ados pelo mo´dulo CUDA. Com o
ECC desabilitado o resultado obtido pelos autores foi superior ao nosso trabalho, pore´m
com o uso de ECC o resultado do mo´dulo CUDA foi um tanto superior. Esse resultado
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Figura 3. Desempenho das simulac¸o˜es usando memo´ria linear e com ECC
desabilitado para um domı´nio de tamanho Nx×256×256. O eixo secunda´rio y
mostra o consumo de memo´ria nos diferentes tamanhos de domı´nio.
superior, obtido pelos autores, pode ser explicado pelo fato deles terem alcanc¸ado uma
taxa de ocupac¸a˜o de 50%.
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Figura 4. Desempenho das simulac¸o˜es usando memo´ria linear e com ECC habilitado
para um domı´nio de tamanho Nx×256×256. O eixo secunda´rio y mostra o consumo
de memo´ria nos diferentes tamanhos de domı´nio
8. Conclusa˜o
Neste trabalho foi apresentada uma proposta de paralelizac¸a˜o do LBM em GPU para
o framework waLBerla. Essa proposta consiste de um novo mo´dulo para o waLBerla,
denominado mo´dulo CUDA. Esse mo´dulo permite que as simulac¸o˜es que ja´ eram
realizadas pelo framework em CPU sejam agora realizadas tambe´m em GPUs NVIDIA.
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Figura 5. Comparac¸a˜o com o trabalho de [Habich et al. 2011] usando memo´ria
linear para um tamanho de domı´nio de 200×200×200.
Os resultados obtidos pelo mo´dulo CUDA esta˜o de acordo com os resultados
encontrado na literatura, apesar de terem atingindo uma baixa taxa de ocupac¸a˜o das
GPUs. A GPU que apresentou o melhor desempenho foi a GPU Tesla K40m, alcanc¸ando
valores bem expressivos se comparado as demais GPUs. As simulac¸o˜es realizadas sobre
a arquitetura Fermi (Tesla C2075) tiveram seu desempenho limitado pela quantidade de
memo´ria global da GPU. Ja´ a GPU GTX 750 Ti apresentou os piores resultados, como era
esperado, pois sua finalidade na˜o e´ a computac¸a˜o cientı´fica, entretanto era a u´nica GPU,
desenvolvida sobre a arquitetura Maxwell, que possuı´amos.
Na comparac¸a˜o entre memo´ria linear e memo´ria alinhada os resultados obtidos
utilizando memo´ria linear foram superiores aos resultados com memo´ria alinhada, ou
seja, a maneira como e´ feito o alinhamento dos dados usando a API cudaMalloc3D() do
CUDA na˜o trouxe ganho no desempenho das simulac¸o˜es do LBM em treˆs dimenso˜es.
Durante o desenvolvimento desse trabalho foi possı´vel observar que o LBM e´
um me´todo altamente paraleliza´vel e associado as placas gra´ficas da NVIDIA produzem
excelentes resultados para simulac¸o˜es da DFC. Entretanto, a co´pia dos dados entre a
CPU e a GPU e´ um fator que limita o desempenho das simulac¸o˜es. E, apesar do
framework waLBerla ser uma ferramenta bastante robusta, sua curva de aprendizado e´
alta se compararmos com o LBM e CUDA.
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