Abstract-This paper presents an analysis of simulated Kalman filter (SKF) optimization algorithm. The SKF algorithm is a population-based optimization algorithm and thus, requires the use of agents to perform a search process. In optimization, usually, different number of agent produces different performance in solving optimization problems. In this paper, the performance of SKF is investigated using different number of agent, from 10 up to 1000 agents. Using the same number of fitness evaluations, experimental results indicate that a surprisingly large population size offers higher performance in solving most optimization problems.
INTRODUCTION
Estimation-based optimization term has been made popular by Abdul Aziz et al. [1] . It is a class of optimizers, which are based on estimation algorithms such as Kalman filter [2] and finite impulse response (FIR) filter [3] . At present, the estimation-based optimizers comprise of heuristic Kalman algorithm (HKA) [4] , simulated Kalman filter (SKF) [5] [6] [7] , and single-agent FIR optimizer (SAFIRO) [8] .
The SKF optimization algorithm [5] [6] [7] is a populationbased optimization algorithm, which requires several agents to perform a search process. Even though this is not always true, an optimization algorithm that uses several agents is unlikely to trap at local minima compared to an optimization algorithm that uses only one agent. At present, the SKF algorithm has been fundamentally studied [9] [10] [11] [12] [13] [14] [15] and applied in solving various engineering problems [16] [17] [18] [19] [20] [21] [22] . However, a study on different population size towards the performance of SKF algorithm has not been reported in the literature. In this work, a variant of SKF algorithm reported in [7] is studied and analyzed.
II. THE SKF ALGORITHM
The SKF algorithm starts with the initialization of the population. Then, the solutions of the initial population are evaluated, and the best-so-far solution is updated. Next, the SKF algorithm iteratively improves its estimation by using the standard Kalman filter framework, which comprises of predict, measure, and estimate. For a bounded constraint problem, if the estimated value falls outside the search space, its value will be reinitialized. This process continues until the stopping condition is met. The flowchart of the SKF algorithm is illustrated in Fig. 1 .
A. Initialization
The SKF algorithm starts with the random initialization of N agents within the search space to produce the initial solution. The initial estimated state of each agent, Xi(0), is distributed randomly in uniform distribution within the search space in every dimension, d. A normally distributed random number, randni d , defined in the range of (0,1) with a mean of 0.5, is specified in every dimension, d, for the initial error covariance, Pi(0), of each agent.
B. Fitness Evaluation
The iteration begins with fitness evaluation, fit(X i (t)), where i = 1, 2, 3, … , N. Then, the best solution in the corresponding iteration, X best (t), is updated according to the type of the optimization problem. In minimization problem, X best (t) will assume the position of the agent with the minimum fitness in the corresponding iteration, whereas, for maximization problem, X best (t) will assume the position of the agent with the maximum fitness in the corresponding iteration.
After that, the best-so-far solution called as the true value, X true , is updated. The X true is updated only if a better solution is found, where fit(X best (t)) < fit(X true ) for minimization problem, or fit(X best (t)) > fit(X true ) for maximization problem.
C. Predict, Measure, and Estimate
In the prediction phase, the predict equations are used to predict the estimated position of the optimum solution and its corresponding error covariance value. These estimates are the current estimate of the optimum solution by the agents, 
is a normally distributed random number defined in the range of (0,1) with a mean of 0.5 of each agent for every iteration. Note that the computation is done at every dimension, d.
The next phase is measurement. Measurements act as a feedback to the estimation process. In SKF, measurement for each agent is simulated based on (1):
is a random number that provides stochastic behaviour to the SKF algorithm, which takes a uniformly distributed value in the range of (0,1) for each agent in every dimension. The sine function is used to allow the simulated measurement value to be located either approaching the Xtrue or moving away from the Xtrue.
Finally, the estimation phase. During this phase, Kalman gain for each agent, Ki(t), is first computed using (2):
, defined in the range of (0,1) with a mean of 0.5, is specified in every dimension of each agent for every iteration. Then, the estimate equations, given by (3) and (4), are used to correct the estimation of the position of the optimum solution and its corresponding error covariance.
If the estimated positions fall outside the search space (bounded constraint), they will be reinitialized inside the search space. The next iteration is executed until the maximum number of iterations, tmax, is reached. 
III. EXPERIMENT
The CEC 2014's benchmark suite [23] , which consists of 30 benchmark functions is used to benchmark the performance of the proposed algorithm. There are 3 unimodal functions, 13 simple multimodal functions, 6 hybrid functions, and 8 composition functions in the benchmark suite as tabled in Table 1 . In all experiments, the number of maximum function evaluations is 1,000,000, the number of runs is 50, and the number dimensions is also 50. The search space is the same for all the benchmark functions, which is [-100, 100] for all dimensions. The number of agents is varied from 10 up to 1000. For a fair comparison, the maximum number of function evaluation is chosen as the stopping criteria.
IV. USING THE TEMPLATE
Two experiments were carried out in this study. The first experiment investigates the performance of SKF algorithm using small number of agents (10 to 100 agents). Since 100 agents were originally used in [5] [6] [7] , the performance of the SKF with 100 agents is compared with the performance of SKF with 10, 20, 30, 40, 50, 60, 70, 80, and 90 agents. The second experiment investigates the performance of SKF algorithm using large population size (100 to 1000 agents). The results are tabulated in Table 2 to Table 5 .
A. 10 to 100 agents
For analysis, 1×N Friedman test with significance level of 0.05 was used. The Friedman test analysis is presented in Table 6 . The statistical analysis shows that the performance of the SKF algorithm is improving as the number of agents used increases. The Friedman statistic was carried out considering reduction performance distributed according to chi-square value of 227.630909 with 9 degrees of freedom. The results of post hoc Holm's analysis as in Table 7 shows that the SKF algorithm performs significantly better when using 100 agents compared to using 70 agents and lesser, as the Holm's test reject those hypotheses that have a p-value ≤ 0.025.
B. 100 to 1000 agents
To analyze the result in Table 4 and Table 5 , the Friedman test statistics of 36.765455 with 9 degrees of freedom yields that SKF algorithm with 700 agents is performing the best in solving CEC 2014 benchmark problems as shown in Table 8 . The performance of the SKF algorithm increases as the number of agents is increased until it reaches 700 agents, but after that, its performance declines. This may indicate that the search space is over-populated and any further increase in the number of agents will not benefits the algorithm anymore.
To check the how significant the result of SKF algorithm with 700 agents compared to SKF results with 100, 200, 300, 400, 500, 600, 800, 900, 1000 agents, the post hoc method of Holm procedure is applied to the result of Friedman procedure. The p-values obtained are tabled in Table 9 . The Holm's procedure rejects those hypotheses that have pvalue ≤0.00625. According to Holm's procedure, it can be concluded that SKF algorithm with 700 agents performs significantly better than when SKF algorithm is using 100 agents only. This means, under the same number of function evaluations, the SKF algorithm would perform the best with 700 agents in solving the CEC 2014's benchmark problems.
V. CONCLUDING REMARKS
In population-based optimization algorithms, a large population would mean an increase in the population diversity. Hence, it is common to see an increment of agents is used as a tuning strategy in improving an algorithm's performance. In this paper, an analysis of the effects of number of agents towards the performance of simulated Kalman filter (SKF) optimization algorithm is presented.
Although a large population size may not always preferred, this analysis reveals that under the same number of function evaluations, the SKF algorithm's performance increases as the number of agents increases and performs the best at a surprisingly large population of 700 agents.
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