Abstract-Any mobile agent, whether biological or robotic, needs to avoid collisions with obstacles. Insects, such as bees and flies, use optic flow to estimate the relative nearness to obstacles. Optic flow induced by ego-motion is composed of a translational and a rotational component. The segregation of both components is computationally and thus energetically expensive. Flies and bees actively separate the rotational and translational optic flow components via behaviour, i.e. by employing a saccadic strategy of flight and gaze control. Although robotic systems are able to mimic this gaze-strategy, the calculation of optic-flow fields from standard camera images remains time and energy consuming. To overcome this problem, we use a dynamic vision sensor (DVS), which provides event-based information about changes in contrast over time at each pixel location. To extract optic flow from this information, a plane-fitting algorithm estimating the relative velocity in a small spatio-temporal cuboid is used. The depthstructure is derived from the translational optic flow by using local properties of the retina. A collision avoidance direction is then computed from the event-based depth-structure of the environment. The system has successfully been tested on a robotic platform in open loop.
I. INTRODUCTION
The role of autonomous robots in our daily lives has increased through the years. The field of robotics faces several challenges for the robot to be more flexible, smaller, and more energy efficient. Animals often show a better performance than artificial agents in this regard. Therefore robotics may take inspiration from biology for achieving a similar performance. Avoiding collisions is one of the most basic needs of any moving robot. This task has been solved until now, with either expensive and relatively large devices, such as 3D range finders [1] , or computationally and energetically challenging techniques, such as optic-flow computation from camera images [2] , [3] . In a static environment, a stationary robot will not have to avoid collisions. Thus, stationary images are not relevant for a collision avoidance system, and their processing would be a waste of computational power and energy. Therefore the sensory system, i.e. the camera, should only process changes in the environment. To measure only the changes in the environment, an event-based visual sensor has been introduced in previous studies [4] , [5] : the dynamic vision sensor (DVS). The DVS only transmits information when a change in contrast over time is observed at a specific location. The energy consumption is thus reduced compared to classical cameras [5] . Any motion of an agent induces on the vision system apparent movement of the surroundings, i.e. optic flow. During translational motion of the agent, nearby objects induce large optic flow amplitudes. Optic flow amplitudes have already been used to design a collision avoidance algorithm [2] , [6] - [8] . However collision avoidance has never been performed so far with an eventbased system, although a time-to-contact algorithm [9] and an altitude, pitch and forward speed control algorithm [10] have been developed on this basis. In the present paper, we propose a model of collision avoidance coding the nearness to objects, measured by the spatiotemporal variation of events emitted by the DVS. The collision avoidance algorithm can be subdivided into three processing steps: (1) Computation of optic flow from DVS events, (2) extraction of nearness from optic flow, and (3) determination of a collision avoidance direction from the nearness information, i.e. where to go. We validated the algorithm on a robotic platform (Pioneer 2-DX). The robot, equipped with a DVS and a standard webcam, moved in open field with eight objects. The data produced by the DVS constitutes the input for the algorithm which computes the collision avoidance direction. The movement of the robot was not yet controlled by the collision avoidance direction computed in this way. In the next step of the analysis the collision avoidance algorithm will be tested also under closed-loop conditions.
A. Optic flow
The fundamental properties of translational optic flow can easily be observed when looking out of a moving train: The nearby objects like trees along the track appear to move faster than a far away wind turbine. This phenomenon is called motion parallax and represents the image displacements on the eye during translational self-motion [11] , [12] . The optic flow experienced during translational motion in a static environment depends on the agent's speed, its nearness to objects, and its motion direction. In contrast, the rotational optic flow depends only on the self-motion of the agent and, thus, is independent of the spatial layout of the environment. Since the work of Gibson [11] , several algorithms have been developed to estimate the optic flow from image motion. One of the first algorithms was proposed by Hassenstein and Reichardt at the end of the 1950's [13] . This relatively simple algorithm (correlation-type movement detector; EMD) is based on the spatio-temporal correlation between pixels. However it does not code the optic flow unambiguously, i.e. it depends, in addition to velocity, on the textural properties of the scenery [14] . To overcome this problem, several algorithms have been introduced [15] . However these methods are based on classical camera images, and are high-power and time consuming. Benosman et al. have introduced a method to compute optic flow from the DVS [16] . This camera combines low power consumption with a high sampling rate, two requirements for fast moving robots. Due to the response to local contrast changes the DVS has a high intra-scene dynamic range. Hence, the detection of contrast changes is independent of the overall brightness of the environment [17] .
B. The flight characteristic of flying insects
Flying insects, such as bees and flies, perform complex flight manoeuvres at high speeds in a wide range of environments [18] - [22] . Collision avoidance decisions are produced by an insect's brain with very limited neural resources [23] , [24] and thus, with low energy consumption. Hence, flying insects can be assumed to have a fast and low power consumption collision avoidance system. Experiments with flies and bees have shown that they rely on optic flow to avoid collisions [18] , [25] , and to control their flight speed [18] , [19] , [21] . A moving agent normally perceives a superposition of rotational and translational optic flow, although only translational optic flow contains nearness information useful for collision avoidance. The translational optic flow has therefore to be extracted from the superimposed optic flow. This separation can either be done by computation (e.g. [26] ) or via an active gaze strategy [27] . Flies and bees show a characteristic flight style, i.e. a sequence of straight segments (intersaccades) and sharp turns (saccades). Intersaccades are accompanied by slight sideways motion (drift) due to inertia. Saccades are characterised by high angular velocities of the head of up to 4000 deg/s performed mainly around the yaw axis of the animal, whereas intersaccades are periods where body and head orientation stays relatively constant [18] , [22] , [25] , [27] , [28] . This active gaze strategy segregates the optic flow into its rotational and translational components and, therefore, reduces the computational load to extract relevant collision avoidance information. This strategy may therefore be beneficial for small and fast moving robots. Our aim is to mimic this strategy with a control approach which relies on optic flow during translational motion only, ignoring input data generated during turning manoeuvres. between the objects, blue: on right side of the objects, green: on the left side of the objects). The distance between each object along the trajectory is 100 cm. In total the robot travelled 500cm. The distance of each object to the white lines ( Fig. 1 right) , varies between 0 and 30cm.
II. MATERIAL & METHODS

A. Neuromorphic silicon retina
A Pioneer 2-DX robot was used to acquire data in open field with 8 cylindrical objects (Φ × H = 9 × 74 cm), covered with a 9 mm black and white checkerboard pattern (Fig. 2) . The robot moved along a straight line at 0.7 ms −1 . The DVS camera ( Fig. 1 ) was mounted on top of the robot, and faced in the direction of motion. The data were recorded with three different starting positions (Fig. 2) . The optic flow (subsection B), nearness, and collision avoidance direction (subsection C) were computed using Python 2.7. To interact with the camera system the jAER graphical user interface was used [29] , which forwarded the raw data via user datagram protocol (UDP) to Python. Although biological systems seem to use asynchronous processing, whereas a classical computer relies on a clock to process information, a classical computer has been used to analyse the data, to show the principle of the algorithm. The DVSs chip has 128 × 128 pixel resolution, and its power consumption is 23 mW . One pixel of the DVS produces a positive spike when a contrast increment occurs (ON-Event) and a negative spike for contrast decrements (OFF-Event) (for more details see [5] ). If a pixel of the DVS generates an event (or spike), the pixel's location on the sensor (i.e. the x and y coordinates) and its polarity (pol), i.e. "on" or "off", are transmitted. Time represents itself and, thus after generation of a spike a time stamp is attached to the event (Eq. 1). An event is, therefore, defined by a 4D vector:
B. From events to optic flow
Once several events are received by the computer, the optic flow is computed based on the method proposed by Benosman et al. [16] . This method can be best understood by considering an artificial square (5 × 5 px) moving in the x and y direction at a speed of (1pxµs −1 ) (Fig. 3a) . If an event e is detected a spatio-temporal cuboid Γ e (5 px × 5 px × 70 msec) is generated around the detected event (Fig. 3b) . A principal component analysis (PCA) was used to estimate the direction and the strength of variation of the events belonging to Γ e (Fig. 3c) . The spatio-temporal cuboid Γ e has three dimensions. Therefore, the PCA operates on three variables (x, y, t), and three eigenvectors are calculated. The first component, which is the first eigenvector times the corresponding eigenvalue, accounts for the direction and strength along x, y and the time of the greatest variation in Γ e . The first two principal components span a plane Π (Eq. 2), accounting for the strongest variations in the spatio-temporal cuboid. a, b) . The PCA has the advantage that the third principal component describes entirely the plane spanned by the first two principal components (Eq. 2). A similar approach was done in [30] , and presents advantages compared to the inverse function theorem as suggested in [16] . To make the algorithm robust against noise, outliers need to be rejected. The PCA can be calculated for two different subsets of events in the spatio-temporal cuboid. The PCA quality is defined by the difference between the third eigenvectors computed from the two subsets. Unless the PCA quality is below 1 × 10 −5 arbitrary unit(a.u.), the distance d from each event to Π is calculated (Eq. 3). Events with a distance larger than 0.7 a.u. are rejected. The PCA is then recalculated on the remaining events, and the PCA quality is calculated with the current and previous eigenvectors.
C. From optic flow to collision avoidance
The optic flow experienced during translation is linked to the nearness of the agent to objects in the environment and to its self-motion. It has been shown that the relative nearness can be locally computed with a pseudo norm of the optic flow, independently of the motion direction [8] . Therefore, an optic flow vector measured at a given viewing direction contains enough information to compute the relative nearness in that direction. By using the norm of the optic flow computed from the events emitted by the DVS, the relative nearness is estimated. Each event generated by the DVS may generate an optic flow vector and, therefore, a relative nearness measurement. The relative nearness measurements are thus eventlike. Estimating a collision avoidance direction from relative nearness information is a common problem [1] , [31] - [33] . Using a vector sum of the relative nearness measurements, i.e. the center of mass of the nearness vectors, a collision avoidance direction can be computed [8] . The relative nearness measurements are associated with given pixels (x, y) on the chip at a given time t. Each pixel on the chip is associated with an "virtual angle" φ, here φ = 2π × x/128 − pi, e.g. the pixel location on the DVS is mapped to an angle between −π and π. The relative nearness vectors calculated at t i = t j ± 35ms, with t j being the time stamp of one relative nearness vector, are then selected to compute the collision avoidance direction. The vector sum of these vectors, with arguments φ i , points toward close objects. Therefore the argument of the opposite vector determines a suitable collision avoidance direction. During the collision avoidance, e.g. turning manoeuvres, optic flow contains no spatial information about the environment, due to rotational motion (see Section I-A & B). Hence, no collision avoidance direction will be computed in this short period of time.
III. RESULTS
The collision avoidance algorithm introduced by Bertrand et al. [8] , based on optic flow measured by correlation-type motion detectors (EMD), has been shown to be successful under different environmental conditions. However, for EMDbased optic flow estimates each frame of the camera has to be processed. The EMD signal is a continuous function of time, i.e. information is always transmitted from the detector, even when the agent is stationary and relative nearness measurements are available even if they are not needed for collision avoidance. The relative nearness computed from the DVS output is only available if the contrast changes, e.g. when the agent is moving. Therefore, it's a challenge of the collision avoidance algorithm to cope also with sparse relative nearness information. The event-based data from the DVS is encoded asynchronously. However the computation of optic flow is done on a computer, i.e. synchronously. The asynchronous computation of optic flow is beyond the scope of the present paper. The real time communication between synchronous and asynchronous devices is a challenging task due to buffer problems. The collision avoidance algorithm has thus been tested in an open loop experiment, to highlight the principle of the algorithm The projection of the events within a time t i ± 35ms on the (x − y) plane, i.e. the camera coordinates. On and off events are represented by green and blue dots, respectively. Object boundaries can be seen by neighbouring on and off edges. Third column: Computed optic flow within the spatio-temporal cuboid, for each event shown in the second column. Note that certain events do not lead to an optic flow vector, due to the lack of events within the spatio-temporal cuboid. Fourth column: Relative nearness derived from optic flow shown by colour-coded dots. The 10-based-log of the norm is plotted for each optic flow vector. The norm is used to compute the collision avoidance direction, which is indicated by the black bar. Note that the collision avoidance direction points away from nearby objects for the different time points along the trajectory. The unit of the colourbar are arbitrary.
with event-based optic flow. A robot equipped with the DVS and a standard webcam (Fig. 4, first column) moved in open field with a given constellation of objects to gather events emitted from the DVS. The acquired data during the motion of the robot was used offline to compute the collision avoidance direction. As the robot moves through the environment, the projections of the objects' positions move across the sensor. On and off events are emitted at the objects' boundaries (Fig. 4, second column) . The optic flow computed from these events represents mainly the displacements of object boundaries (Fig. 4, third column) . The relative nearness is calculated for each optic flow vector (Fig.  4 , fourth column). Far objects move at lower velocities than near ones and, thus may produce smaller changes in contrast. Thus, they are unlikely to contribute much to the collision avoidance direction. The collision avoidance direction, in general, points away from nearby objects along the trajectory of the robot. The collision avoidance direction points along the trajectory always in front of the robot (Fig. 6) . Similar results were obtained with the two other starting positions, e.g. object constellations (Fig. 5) . These results are similar to the simulation results presented in [8] although the optic flow was computed from the sparse event-driven information provided by the DVS instead of a continuous correlation-type EMD model.
IV. CONCLUSION
We developed an event-based collision avoidance algorithm. The collision avoidance direction, computed from this algorithm, points away from nearby objects. Although the algorithm has been tested, so far, only under open loop conditions in a corridor (data not shown) and open field with a small number of objects, our results show that this algorithm could be used to control a robotic platform. One of the main advantages of using an event-driven vision The projection of the events within a time t i ± 35ms on the (x − y) plane, i.e. the camera coordinates. On and off events are represented by green and blue dots, respectively. Object boundaries can be seen by neighbouring on and off edges. Third column: Computed optic flow within the spatio-temporal cuboid, for each event shown in the second column. Note that certain events do not lead to an optic flow vector, due to the lack of events within the spatio-temporal cuboid. Fourth column: Relative nearness derived from optic flow shown by colour-coded dots. The 10-based-log of the norm is plotted for each optic flow vector. The norm is used to compute the collision avoidance direction, which is indicated by the black bar. Note that the collision avoidance direction points away from nearby objects for the different starting positions, e.g object constellations. First to bottom row: Starting position # 2, # 1, # 3. The unit of the colourbar are arbitrary.
sensor is the suppression of redundancy already at the sensory level. The environment is thus sparsely represented, i.e. represented by events only if the sensory image changes. Despite this sparseness an appropriate collision avoidance direction is computed.
Our method remains to be validated by controlling a robotic platform under closed-loop conditions and real-time data processing. This preliminary study showed that the collision avoidance algorithm proposed by [8] works in principal with event-driven optic flow and will be the starting point of an asynchronous real-time implementation. One beneficial step to implement real-time processing is to keep the overall system asynchronous by using a neural network implemented on a neuromorphic chip of the kind described in [34] . This neural network would carry out the computation of optic flow, the relative nearness, and the collision avoidance direction. The above mentioned computational steps have then to be translated into asynchronous hardware. The main advantage would be the decreased time between information acquisition and extracting the collision avoidance direction. This means that as soon as a contrast change is encoded by a voltage change, the voltage is processed by the neural network, i.e. neuromorphic circuit. The extraction of optic flow based on PCA and neural networks requires learning on a large amount of data. Thus we might have to test alternative approaches to estimate optic flow with a neuromorphic circuit [35] , [36] . The collision avoidance direction could then be extracted from optic flow by a winner-takes-all network based on the norm of optic flow. A winner-takes-all network was already used to extract a collision avoidance direction from sonar-based input [33] . The low power consumption as well as the small and compact design of such a circuit would open the potential of implementing it on light weight agents. More generally, the application of the present collision avoidance algorithm to an analogue neural network would offer the opportunity to investigate and understand principles of information processing with spiking neural networks. Furthermore, we might obtain a better understanding of the working operation of biological neural networks.
