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在意味解析 (LSA) を用いて，テキスト理解と言語学習の因果関係を明らかにする。 
 研究 1では，単語―文脈の意味的 (LSA) 類似度に基づいて未知語の意味が推論され，推論内容
が心内に符号化されるのかを検証した。実験 1では LSA 類似度が高い学習文 (HSS 文) と低い学
習文 (LSS 文) で未知語を処理させた場合の事象関連電位 N400を比較した。また，学習文に続け
て，目標語の意味が適切・不適切に使われているテスト文を提示し，各文の妥当性判断を行った
際の N400 を比較した。その結果，HSS 文では単語の意味が推論により予測され，推論された意
味は記憶に符号化されることが示された。実験 2では，未知語に先行・後続する文脈との LSA 類
似度に基づき，日本人英語学習者が未知語の意味を推論し符号化できるのかを検証した。実験 2A
では 1文提示条件，実験 2B ではチャンク提示条件で学習文を読解させ，未知語の意味的関連性判
断課題を行った。正反応率および反応時間は実験 1と一貫し，学習者は LSA 類似度に基づいて未
知語の意味を推論・符号化していることが分かった。さらに，未知語と意味的に関連する文脈が
後続する場合は，先行文脈から推論するよりも複雑な認知処理が必要であることが分かった。 
 研究 2 では，心内に符号化された単語の意味表象の具体性と語彙表象の頑健さを検証した。実
験 3A と実験 3Bでは意味的関連性判断課題と未知語推論課題を用いて，HSS 文・LSS 文から符号
化された未知語推論の具体性を検証した。その結果，HSS 文からは未知語の同義語が，LSS 文か
らは上位語が符号化されることが分かった。実験 4 では推論により未知語の意味表象が構築され





 研究 3 では，実験環境で得られた結果を教室環境で再現することを通して，未知語の意味と用




を下げることが分かった。実験 5B では読解を通した付随的語彙学習の成果を HSS 文・LSS 文で
比較した結果，HSS 文では一貫して単語の意味・用法の学習が促進され，意図的学習の場合より
も文脈の影響が大きくなることが分かった。 









1.1 Overview of Current Problems 




付かないことを示している (Day, Omura, & Hiramatsu, 1991; Horst, Cobb, & Meara, 1998; Pitts, White, 
& Krashen, 1989; Waring & Takaki, 2003)。同様に，文脈から未知語の意味を理解しても，その語は
知識として保持されるわけではないと主張する研究もある (Folse, 2004; Frantzen, 2003; Hulstijn, 
1992; Mondria & Wit-de Boer, 1991)。 
 このように研究成果が対立する原因として，なぜ・どのようにして読解を通した付随的語彙学
習が起こるのかを証明する認知科学的なアプローチが少ないことが挙げられる (e.g., Bordag, 
Kirschenbaum, Tschirner, & Optiz, 2015; Inohara & Kusumi, 2012; Pulido, 2007)。読解における学習者
の目的は与えられたテキストの意味を理解することだが，未知語に関する情報を推論により記憶
内に表象することで語彙学習が起こると考えられている (e.g., Bolger et al., 2008; Bordag et al., 2015; 
de Bot, Paribakht, & Wesche, 1997; Hamada, 2011; Paribakht & Wesche, 1999; Nassaji, 2003, 2006; Nation, 












は文脈の中で単語に触れることで発達するとされてきた (e.g., Bolger et al., 2008; Jiang, 2000)。 
先行研究は付随的語彙学習の成果を向上・予測する要因関係やモデルの構築を試みているが，
第二言語読解に伴い語彙が学習されるかという実証研究の結果は対立している。その原因として，
Inohara and Kusumi (2012) は，理論に沿って読解からの語彙学習を予測する試みの少なさを挙げて
いる。理論的な背景として，本研究は言語統計解析モデル (Landauer & Dumais, 1997)，読解理論 
(Kintsch, 1998)，および気づき仮説 (Schmidt, 1990) を援用する。方法論については2.5節で述べる。 
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2.2 Latent Semantic Analysis 
LSA は，単語の文脈依存的な意味を，大規模コーパスから数値化する言語統計解析モデルの 1
つである (Landauer & Dumais, 1997)。LSA はコーパスをインプットと見なした機械学習の結果と
して，単語と文脈間の意味的類似度 (以降，LSA類似度) を算出できる。この過程は，特定の文脈
で特定の単語がどれだけ頻繁に出現するかという情報をもとに言語が学ばれる認知プロセスを反
映している (e.g., Landauer et al., 1998)。特に LSA は直接共起の原理と間接共起の原理という 2つ
の理論を採用している (Inohara & Kusumi, 2011)。 
 
 直接共起の原理: 同一文脈で共起する単語は似たような意味素性を持つ (Landauer & Dumais, 
1997)。例えば，The dog jumped up and licked his faceという文脈において目標語 lickは dog, jump, 
face といった別の内容語と共起している。用法基盤モデルによると，学習者は lick と意味的に
関連する文脈に基づき，文脈化された意味を学習するとしている (Ellis, 2002)。 
 間接共起の原理: 直接共起の原理の問題点を解決するために採用されている。例えば lickは Her 
little puppy grew up to be a big dogという文脈に生起していないが，lickと puppyは意味的に関連
している。LSA は lick-dog-puppy という間接的な共起関係を計算することで，間接共起に基づ
く言語学習 (= 帰納学習) を捉えている。 
 









Figure 2.2. A simplified vector space of semantic similarity computed by LSA (Dennis, 2007). 
Each arrow represents a vector of the corresponding word’s meaning. 
 
LSA を言語学習に応用する研究は数が限られている。その中で，Crossley et al. (2008) は学習者
の会話コーパスを LSA で分析するアプローチを採っている。この研究では，長期的に L2 に触れ
ることで語彙知識の意味的ネットワークが発達した結果，会話に意味的関連性が生まれ，それが
LSA 類似度に反映されることを示している。しかし，文脈からどのような学習が起こった結果，
語彙知識が学習されたのかは明らかにされていない。Inohara and Kusumi (2012) は，普段から接触




Cosine = .86 (30°) 
Higher semantic similarity 
DOG 
WAG 
Cosine = .71 (45°) 
Lower semantic similarity 
Semantic distance 
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2.3 Memory Representation Construction in Reading 
 読解に付随する語彙学習は，未知語の意味を推論により表象することから始まる (Bordag et al., 
2015)。語彙習得は形式―意味の結合を意味するため，読解からの語彙学習では文脈から推論した
意味と言語形式を同時に記憶に表象する必要がある (Leung & Williams, 2011)。テキスト読解の結
果として構築される記憶表象は多次元的であるが (van Dijk & Kintsch, 1983)，テキストの意味理解
が行われると言語形式といった表層的な記憶は保持されにくくなることが明らかにされている 




Figure 2.6. Three levels of mental representations (adapted from Fletcher, 1994, p. 590). 
 
2.4 Noticing Hypothesis 
 テキスト処理に割ける認知資源には限りがあるため (e.g., Horiba, 2000)，テキスト特性や語彙処
理ストラテジー，タスクによって学習者の注意を目標語に適切に配分することが行われている。
例えば Horiba and Fukaya (2006, 2012, 2015) は，読解における未知語の記憶表象構築とタスクによ
る注意分配の関連を検証している。この研究では未知語の意味に焦点を当てさせる L1 記銘タス








れている (e.g., Wesche & Paribakht, 2010)。 
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2.5 Research Methods in the Inference, Encoding, and Learning of Unknown Words 
2.5.1 Think-Aloud Protocol and Alternatives 
 未知語推論の認知プロセスを検証する方法として，文脈から未知語の意味を推論している際の
思考を発話させる方法が L2研究では頻繁に用いられてきた (e.g., Wesche & Paribakht, 2010)。思考
発話法は学習者の認知プロセスを観察する手法として広く受け入れられているが，発話プロトコ
ルがプロセス全体を反映しているかどうかについては議論が続いている (e.g., Ericson & Simon, 
1980; Magliano, Trabasso, & Graesser, 1999)。発話プロトコルはワーキングメモリ内にある情報で，
意識的にアクセスでき，かつ言語化可能なもののみが反映される (Magliano et al., 1999)。したがっ
て，Magliano et al. (1999) は思考発話法と，受動的な理解プロセスを反映する反応時間測定を組み
合わせてオンラインでのテキスト理解プロセスを検証すべきと提案している。 
 
2.5.2 Reaction Time 
 意味的関連性判断課題: 心内に表象された単語の意味を検証するために，Elgort et al. (2015) や 
Jiang (2002, 2004) は意味的関連性判断課題を用いている。通常この課題は読解後に行われるため
に，反応時間データは心内に符号化された記憶表象を反映していると考えられる。テストでは，
プライム語とプローブ語が続けて提示され，協力者は 2 語が意味的に関連しているか否かを Yes-
Noで素早く判断することが求められる。 
 Elgort et al. (2015) は文脈から推論された単語の意味が長期記憶に保持されることを示している。
この実験では下に示す学習文を読解した次の日に，プライム語 (evanescence) とプローブ語 




Learning sentence: The World Trade Center memorial foundations capture the idea of permanence versus 
  evanescence. 







2.5.3 Event-Related Brain Potentials 
 語彙習得研究では，推論生成から符号化までを事象関連電位 (ERP) により検証されることもあ
る (e.g., Perfetti et al., 2005)。ERP は特定の刺激に対して惹起される脳電位 (EEG) であり，言語研
究においては，意味理解と関わる N400 成分が用いられる。N400 は目標語提示後 380-440 ミリ秒
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間で極大となる負の脳波であり，理解困難な刺激 (e.g., 未知語や疑似語) に対して，通常の語よ





 言語の意味処理中に惹起される N400は，頭の中心線に沿い，頭頂部 (Cz) から後頭部 (Pz) に
かけて見られる。また単語学習の際には N400が前頭部 (Pz) にも見られる。 
 N400 が惹起されるタイミングは，言語熟達度が低かったり L2である場合に遅くなる。 
 
 
Figure 2.10. The schematic procedure of ERP recording and averaging (adapted from Nittono, 
2005, p. 7). The example of ERP data is obtained from Experiment 1 reported in this dissertation. 
 
Elgort et al. (2015) では evanescenceなどの目標語を読解課題の中で付随的に学習させた後，目標語
が正しく使用されている plausible条件 (e.g., “The feelings of joy and sorrow eventually go away; we’ve 
all experienced their evanescence”) と，そうでない implausible条件 (e.g., “She pulled up in front of the 
house taking up all the space in the driveway without evanescence”) を提示し，目標語によって惹起さ
れる N400 の大きさを比較している。もし協力者が読解を通して evanescence の意味を学習してい
るのであれば，implausible 条件における evanescence は先行文脈と一貫しないために，plausible条
件と比べて N400は大きくなる。 
 
2.6 Solutions to Problems of Past Research 
 研究 1: 読解中に未知語の意味が推論され，推論された情報は心内に符号化さ れるのか。 
 研究 2: 読解を通して単語の形式―意味の結合が心内に構築されるのか。 




Study 1: Generation and Encoding of Lexical Inference in L2 Reading 
 
3.1 Experiment 1: ERPs in Lexical Inference and Encoding 
3.1.1 Design and Research Questions 








 協力者は日本人大学生 44名。研究 1と研究 2の協力者は中級英語学習者で (A2 to B2 in the CEFR 





「テスト文」を作成した。学習文は JACET 8000の 1,000語-3,000語レベルまでで構成され，目標
語 1 つに対し，LSA類似度が相対的に高い HSS 文 (M = .39, 95% CI [.36, .42], SD = .12) と相対的





Sample Sets of Learning and Test Sentences per Condition 
Learning sentences: 
HSS context I installed new word processor software on my computer/crench 
LSS context His seat in the small classroom was next to the computer/crench 
Test sentences: 
  Plausible P1: He moved the P2: She used the computer/crench 
  Implausible I1: She surprised the I2: He greeted the computer/crench 
Note. The target words were either a real English word (e.g., computer) or an English-like pseudoword (e.g., 
crench). Test sentences included either a plausible (P1 and P2) or an implausible (I1 and I2) verb for the 




スト文が意味的に妥当であるかを Yes-Noで判断するよう指示された。図 3.1 に示す通り，学習文
およびテスト文は 1語ずつ提示された。各試行は Ready (1,500 ms) の表示から始まり，各語を 500 
ms提示，単語間は 200 ms の空白を設けた。目標語は 1,400 ms提示された。テスト文は **1** や 





Figure 3.1. The sequence of events in each trial during the EEG recording (upper) and the RSVP 
and SOA in the learning and two test sentences (lower). 
 
3.1.2.4 ERP Recording and Data Analysis 
 EEG は国際 10-20 法で配置された 19の電極から収録された。目標語の提示-100 ms～1,000 msの
EEGを収録し，眼球運動などアーチファクトが含まれた試行は目視で削除した。その後，各条件
で EEG を総加算平均し，どの時点から N400 成分が現れたのかを目視で判断した。 
 
3.1.3 Results 
3.1.3.1 Lexical Inference 
学習文の目標語について，N400 の分析対象とする時間軸を目視により 400-700 ms とした (図
3.3参照)。Fz, Cz, および Pzにおける 400-700 msの平均電圧を従属変数とした 2 (Context: HSS vs. 
LSS) × 2 (Word: Known vs. Unknown) のMANOVAを行った結果を以下に示す。N400 の大きさは
英文読解力を予測する変数とはならなかった, F(6, 37) = 2.05, p = .083, adjusted R2 = .25。 
 
(1) 目標語が既知語の場合，N400 の大きさは HSS 文・LSS 文で変わらない。 
(2) 目標語が未知語の場合，N400 の大きさは HSS 文 < LSS 文。 
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Figure 3.3. Grand average ERP amplitudes (μV) elicited by known (upper) and unknown (lower) 
words in the learning sentences between the HSS (solid line) and LSS (dotted line) conditions. 
 
3.1.3.2 Word Encoding 
テスト文の目標語については，N400の時間軸を目視により 300-600 msとした。Fz, Cz, および
Pzにおける 300-600 ms の平均電圧を従属変数とした 2 (Context: HSS vs. LSS) × 2 (Word: Known vs. 
Unknown) × 2 (Plausibility: Plausible vs. Implausible) のMANOVAを行った結果を以下に示す。N400
の大きさは英文読解力を予測する変数とはならなかった, F(12, 31) = 0.99, p = .484, adjusted R2 = .28。 
 
(1) 既知語の場合 (図 3.6 参照): 学習文の条件に関わらず，意味的に正しい使用法で既知語が再
提示された場合は，そうでない場合と比べて N400の大きさが有意に減少した。 
(2) 未知語の場合 (図 3.7参照): (a) HSS文で処理された未知語が正しい使用法で再提示されると，
誤った使用法での再提示と比べて N400 は減少し，(b) LSS 文で処理された未知語が正しい使
用法で再提示されても N400 は減少しなかった。 
 
HSS 文における N400 の減少は，推論情報が記憶に符号化されていたことを示唆している。LSS 文
では推論が生成されにくいため未知語に関する情報は初めから符号化されていなかったと言える。 
 
   
   
Figure 3.6. Grand average ERP amplitudes (μV) elicited by known words in the plausible (solid line) 
and implausible (dotted line) test sentences between the HSS (upper) and LSS (lower) conditions. 
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Figure 3.7. Grand average ERP amplitudes (μV) elicited by unknown words in the plausible (solid 
line) and implausible (dotted line) test sentences between the HSS (upper) and LSS (lower) conditions. 
 
3.1.3.3 Plausibility Judgment Task 
 図 3.10が示す通り，妥当性判断課題の正答率は，既知語が提示された場合には学習文の条件間
で正答率に差は見られなかったのに対し，未知語が提示された場合に正答率は HSS > LSS となっ
た。また，HSS 文においてテスト文の妥当性を正しく判断できるかについては英文読解力の影響
を受けることが分かった F(1, 42) = 6.95, p = .012, adjusted R2 = .12。 
 
 
Figure 3.10. Mean judgment accuracy for known and unknown words with ±SEM bars 
modulated by the Context and Plausibility effects (N = 44). 
 
3.1.4 Discussion 
 実験 1 では，LSS 文の未知語から惹起された N400 と比べ，HSS 文ではその大きさが減少して
いたことが分かった。未知語の意味処理の困難度が低下したのは，日本人大学生が推論によっ
て未知語の意味を特定していたからだと考えられる (RQ1)。ただし，N400の減少に対する文脈
の影響は，効果量の観点から大きいとは言えず，L1 読解と比べて L2 での単語の予期プロセス




意識的な認知プロセスを反映するが (Magliano et al., 1999)，ERP は無意識的な認知処理も測定
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することができる (e.g., Borovsky et al., 2012)。 
 ERP と妥当性判断の結果は推論された未知語の意味が記憶に符号化されていたことを示してい
た (RQ2)。HSS文で遭遇した未知語が plausible sentenceで再登場すると N400が減少した一方，
LSS 文で遭遇した未知語が plausible/implausible sentence で再登場しても N400 の大きさに違い
は見られなかった。この結果は妥当性判断の正答率とも一貫しており，HSS 文で推論された意
味が記憶に符号化されていたために，妥当性判断においてテスト文―目標語の意味的妥当性を
正確に判断出来た結果が N400 や正答率に反映されたと言える。 











3.2 Experiment 2A: Forward and Backward Lexical Inference and Encoding 
3.2.1 Design, Hypothesis, and Research Question 







Sample Sets of Stimuli Used in Experiment 2A 
Contextual sentences Probes 
Forward elaboration 
HSS: Always knock before you open my door / cauge. ドア 
[door] LSS: The girl moved slowly toward the door / cauge. 
Backward elaboration 
HSS: Joe picked up the instrument / asdor and began to play a melody. がっき 




Figure 3.12. The sequence of events in each trial during the on-line semantic relatedness 
judgment test in Experiment 2A. 
 
3.2.3 Results 
意味的関連性判断の正答率に対し2 (Context: HSS vs. LSS) × 2 (Elaboration: Forward vs. Backward) 
の分散分析を行ったところ，Elaborationの向きに関わらず正答率はHSS文 > LSS文となった (図
3.13参照)。反応時間もElaborationの向きに関わらずHSS文 < LSS文となった (図3.13参照)。 
 
  












3.3 Experiment 2B: Follow-Up Study of Experiment 2A 
3.3.1 Design, Hypothesis, and Research Question 
 日本人大学生 28名が参加した。仮説および検証課題は実験 2A と同じだが，(a) HSS文・LSS 文
をチャンク提示にし，(b) 前向き・後ろ向き条件間で目標語と意味的関連性判断課題までの距離 












































Sample Set of Experimental Short Passages Used in Experiment 2B 
Forward condition 
First sentence 
HSS: She tried / to put / the pieces of the broken plate back together / with marf. / 
 LSS: She walked across the large room / to Mike’s dirty desk / and returned / his marf. / 
Second and third sentences 
 After that, she ran to school because her school started in twenty minutes. Today, she had an important 
test so she wanted to get there on time. 
Backward condition 
First sentence 
 HSS: Joe picked up / the asdor / and began to / play a melody. / 
 LSS: Joe picked up / the asdor / and began to / walk home. / 
Second and third sentences 
 Then, he noticed that he had just got an email from his boss. The news about his promotion made him 
very happy. 
Note. Slashes represent pause-chunks. The probes used were the same as in Experiment 2A. 
 
3.3.3 Results 
 意味的関連性判断課題の正答率・反応時間を実験 2A と同一の手順で分析したところ，実験 2A
とは異なり，Elaboration の向きによる影響が見られた (図 3.15 参照)。実験 1 と同じく HSS 文で
正答率・正反応時間が促進されたが，それらは Forward においてより見られることが分かった。 
 
  



















































 RQ4 に対して，後続の文脈から先行する目標語の意味を推論するためには (a) 遭遇した未知語
を一旦ワーキングメモリ内に保持し，(b) 目標語と関連する文脈を探し，(c) 両者を統合すると





とする Huckin & Bloch (1993) と一致する。 
 
3.4 Summary of Study 1 




ことを具体的な推論 (specific lexical inference)，上位語を推論することを曖昧な推論 (general lexical 
inference) と定義し，LSA類似度に応じてどのような意味表象が構築されるのかを検証する。 
語彙習得に必要なプロセスである形式―意味の結合が読解中に起こるには語彙表象 (ここでは








Study 2: Memory Representations of Words Established by Lexical Inference 
 
4.1 Experiment 3A: Semantic Representations of Words Encoded in Memory 
4.1.1 Design and Research Questions 
日本人大学生 52名が参加した。英検長文読解問題を使用して協力者を英文読解力の上位群・下








Sample Sets of Stimuli Used in Experiment 3A 
Conditions Contextual sentences Probe words 
HSS/Pspecific The surfers were attacked by a dangerous sind in the sea. サメ/same/ 
HSS/Pgeneral The surfers were attacked by a dangerous sind in the sea. さかな /sakana/ 
LSS/Pspecific The group was surprised by a large sind in the sea. サメ /same/ 
LSS/Pgeneral The group was surprised by a large sind in the sea. さかな /sakana/ 
Note. プローブ語は目標語 (e.g., sind) の同義語 = 具体的な推論 (e.g., サメ: Pspecific) および上位
語 = 抽象的な推論 (e.g., さかな: Pgeneral) の 2条件。 
 
4.1.3 Results 
意味的関連性判断課題の正答率および正反応時間に対し 2 (Context: HSS vs. LSS) × 2 (Specificity: 




Figures 4.2 and 4.3. Mean correct response rate and RTs with ±SEM bars of the semantic 
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(1) Pspecificの正答率はHSS > LSSであり，HSS文では具体的な推論が符号化されていたと言える。
一方，Pgeneralに対する正答率は HSS = LSS だったが，LSS 文どうしを比較すると Pspecific < Pgeneral
となったことから，LSS文から符号化された推論は曖昧なものだったと考えられる。 
(2) 正答率において熟達度による交互作用の影響は見られないものの，下位群の Pspecific に対する
反応時間が上位群より遅いことが分かった。 
 
4.1.4 Discussion (pp. 119-122) 
 RQ5 および RQ6 について，結果は，上位群と比べて，下位群の学習者が具体的な推論を HSS
文で行い，その内容を記憶に強く符号化しているわけではないことを示している。 





4.2 Experiment 3B: Follow-Up Study of Experiment 3A 
4.2.1 Design and Hypotheses 
日本人大学生 40名が参加した。実験 3A と同様に英検長文読解問題を使用して協力者を英文読
解力の上位群・下位群に分割した。文脈と分析対象語も実験 3A と同じであり，協力者は目標語の
意味を文脈から推論して日本語で答えるよう指示された。また推論の自信度を 5 段階で自己評価







Taxonomy of Semantic Relations Used to Classify the Meanings Generated in the Test 
Relations Criteria 
Definitional relations 
Synonym Responses are the same as target words. 
Category Responses/target words are kinds of target words/responses. 
Event-based relations 
Associate Responses are contextually appropriate. 
Non-semantic relations 










Figure 4.4. Mean production rates of each response with ±SEM bars in the lexical inference test 
between the HSS and LSS learning sentences (N = 40). 
 
4.2.4 Discussion 
 仮説 2 については実験 3A と同じく，HSS 文からは未知語の同義語が推論され符号化されやす
いことが示された。仮説 3 は棄却されたものの，文脈に依存した意味が推論されることは先行




4.3 Experiment 4A: Lexical Representations of Words Encoded in Memory 
4.3.1 Design and Research Question 
日本人大学生 20 名が参加した。協力者は実験 2B で使用した HSS 文と LSS 文を含む短いスト
ーリーを読解し，目標語の再認課題を行った。課題遂行の手順は図 4.6の通り。フィラー条件で
は英文に無かった単語がプローブ語として提示された (求められる反応は No)。推論情報の符号
































Figure 4.6. The sequence of events in each trial during the on-line probe recognition test. 
 
4.3.3 Results 
多肢選択式テストの正答率は HSS 文 (M = .63, SD = .22) > LSS 文 (M = .24, SD = .19) であり，
HSS 文では，LSS 文と比べて推論が生成されやすく，推論された情報が心内に符号化されていた
ことを確認した。再認課題の反応時間は，HSS 文で提示された単語の再認速度 (M = 1,095 msec, 





おいて salientであるとされる (e.g., Paribakht & Wesche, 1999)。したがって，より選択的な注意
が払われ (Godfroid et al., 2013)，意味処理が行われるまでは心内で未知語の形式情報が活性化し
ていたと考えられる。 
 一方，Kintsch (1998) に基づくと，未知語の形式情報は推論により意味表象へと変換されたと考
えられる。しかし，語彙学習にとって意味表象と語彙表象の非対称な活性化は望ましくない 
(e.g., Leung & Williams, 2011)。そこで実験 4Bは，学習者の注意を未知語の形式―意味の結合に
向けさせるタスクの効果を検証する。 
 
4.4 Experiment 4B: Task-Induced Lexical Processing and Representations 
4.4.1 Design, Hypothesis, and Research Question 










Her little puppy grew up to be a big XXXXX.
With a kindly smile, she remembered the time 
when she was also a young child.
In those days, everything around her was 

















多肢選択式テストの正答率は両タスクとも HSS > LSS であり，HSS 条件において未知語の意味
を推論できる確率が高かったことを確かめた。単語再認課題の反応時間を比較した結果 (図 4.7参





Figure 4.7. Mean RTs with ±SEM bars of the probe recognition test affected by the interaction 








 語彙知識の測定方法は異なるが，実験 4Bの結果は Horiba and Fukaya (2012, 2015) と一貫する。
与えるタスクの特性によって学習者の注意の焦点が変わることで，未知語の意味表象・語彙表
象がどのように符号化されるかが変わっていた。多くの先行研究が指摘している通り，意味焦
点タスクのみでは読解から習得される語彙知識は限られており (e.g., Barcroft, 2009)，特に形式
―意味の結合が起きにくい (e.g., Ellis, 1994)。一方で，意味理解の中で形式焦点タスクを行うと，
語彙習得が促進されることが明らかにされている (e.g., de la Fuente, 2006)。 
 
4.5 Summary of Study 2 

























Study 3: Incidental Learning of L2 Word Meanings and Usage 
 
5.1 Experiment 5A: Using LSA to Predict Contextualized Vocabulary Learning 
5.1.1 Design and Research Questions 
Gu and Johnson (1996) の語彙学習方略 (連想・イメージ・語構造・文脈) に関する質問紙を使っ
て，初級英語学習者の日本人大学生 105名を図 5.1 の通り 3群に分類した (Cluster 1 [n = 34; どの




RQ9: LSA 類似度は，文脈内語彙学習を通して意味の獲得を予測するか。 
RQ10: LSA 類似度は，文脈内語彙学習を通して用法の獲得を予測するか。 
RQ11: LSA 類似度による語彙学習の促進効果は語彙学習方略と関わるか。 
 
 
Figure 5.1. Cluster profiles of vocabulary learning strategies among the three strategy groups 
(Cluster 1, n = 34; Cluster 2, n = 35; Cluster 3, n = 36). 
 
覚える単語 意味 例文 
(1) mako 「アオザメ」 The surfers were attacked by a dangerous mako in the sea. 
(2) abhor 「ひどく嫌い」 We really abhor his English class. 
(3) cattle 「家畜用の牛」 The farmer milked the cattle. 
Figure 5.2. Part of a word list presented in the vocabulary memorization activity. 
 
5.1.3 Results 
図 5.3が示す通り，意味の再生率は HSS 文の方が LSS 文の場合よりも高かった。ただし HSS 文
による意味学習の促進効果は大きいとは言えない (effect size η2 = .07; medium)。また図 5.4が示す
通り，短時間での意図的学習では単語の使用法はほとんど学習されなかった。HSS 文による用法
学習の促進効果は見られるものの，その効果は小さい (effect size η2 = .01; small)。さらに，文脈を
















Cluster 1 Cluster 2 Cluster 3
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Figures 5.3 and 5.4. Mean score rates with ±SEM bars of the gains in word meaning and usage 
knowledge among three strategy groups (Cluster 1, n = 34; Cluster 2, n = 35; Cluster 3, n = 36). 
 
5.1.4 Discussion 
 LSA 類似度は文脈内語彙学習における意味の習得を予測できた (RQ9)。また，LSA 類似度によ
る学習の促進効果は学習者の用いる語彙学習方略に依存しないことが分かった。したがって，
語彙学習において文脈の影響は弱いと主張する研究  (Griffin, 1992; Laufer & Shmueli, 1997; 











5.2 Experiment 5B: Using LSA to Predict Incidental Vocabulary Learning 
5.2.1 Design and Research Questions 
実験 5Aと同程度の熟達度層にある日本人大学生 153名が参加した。協力者は実験 5A で使用し
た英文と目標語を与えられ，各語の意味を (a) 推論課題，(b) 注釈選択課題，および (c) 辞書使
用を通して付随的に学習した (課題の目的は未知語の処理方略の練習)。学習された語彙知識を測
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5.2.3 Results 





 語知識スケールテストの成績について (図 5.6 参照)，意味の再生率は HSS文の方が LSS 文の場
合よりも高く，HSS 文による学習の促進効果は実験 5A と異なり非常に大きかった (effect size η2 
= .17; large)。単語の用法についても HSS 文で学んだ方が LSS 文の場合より成績が高く，HSS文に
よる学習の促進効果は実験 5A と異なり非常に大きかった (effect size η2 = .17; large)。 
 
  
Figures 5.5 and 5.6. Mean score rates with ±SEM bars of the inference and MCG tasks’ scores and 




て，学習の促進効果は非常に大きいことが分かった (RQ12, RQ13)。 
 これは，これまでの実験と同様，LSA類似度の高い学習文において未知語推論の生成と符号化
が促進されたからだと考えられる (H5)。これらは LSA 理論と一貫しており，学習者は文脈に
依存した意味をテキストから抽出し，それを知識として保持していた。例えば目標語 lickは “the 
dog jumped up and did something to her owner’s face” という用法で用いられており，学習者はその
意味と用法を過去の(非)言語経験 (各単語の共起頻度に関わる) から読み取っていたと言える。 
 
5.3 Summary of Study 3 
 実験 5A は文脈内語彙学習の成果が LSA により予測できることを示した。しかし，文脈を語彙
学習に利用するストラテジーを持たない学習者ほど文脈から得られる情報を語彙学習に活かせら








HSS LSS HSS LSS











































6.2 Initial Stage of Incidental L2 Vocabulary Learning 
 付随的語彙学習の最初のステップは，文脈から未知語の意味を推論し，その記憶を心内に符号
化することである。研究 1 で行った 3 つの実験はこの初期段階を示している。本節では未知語推
論の生成および符号化に関わる認知プロセスについて，(a) 予期と informed guessing による未知語
推論の生成および符号化，(b) 英文読解力の影響と方法論の問題，および (c) LSA 類似度との関わ
りという観点から議論する。 
 
[(a) 予期と informed guessing による未知語推論の生成および符号化] 
 第二言語読解において，文脈を理解していくと次に現れる語の意味が予期されるという結果は
Martin et al. (2013) の ERP 実験の結果と一貫している。Martin らの実験では母語話者と比べ，
学習者の場合，予期されない冠詞  (e.g., “She has a nice voice and always wanted to be a/an 
singer/artist,” predictable and unpredictable, respectively) の時点では N400が見られないものの，本
研究の実験 1 と同様に名詞の時点では N400 が見られていた。これは，予期されにくい名詞が
意味処理の困難を引き起こしたためだと考えられる。同様に実験 1 の結果は，未知語を使った
研究である Borovsky et al. (2010) とも一貫する。 
 実験 2A と実験 2B における反応時間データは ERP の結果を妥当なものにしている。実際のと
ころ，意味的関連性判断課題で得られる反応時間データは読解後の記憶表象を反映しているた
め，読解時の未知語推論生成を直接反映する指標とはならない。しかし推論が生成されにくい
と想定される LSS 文に比べ，HSS 文において正反応率・反応時間の促進効果が見られたのは，
日本人英語学習者が推論生成の結果として未知語の意味を心内に符号化していたからだと考え
られる。 













確であるとする研究もあるが (e.g., Bensoussan & Laufer, 1984; Hulstijn, 1992, Hulstijn et al., 1996; 
Nassaji, 2006)，これらは L2 学習者の未知語推論の一側面しか捉えられていないと考えられる。 











[(c) LSA 類似度との関わり] 
 本論文では付随的語彙学習の理論的根拠として用法基盤モデルを採用し，その検証のために
LSA を利用した。学習者の語彙知識の発達を長期的なコーパス分析で検証してきた先行研究と
は異なり (e.g., Crossley et al., 2008; Kidd et al., 2010)，本研究では学習者が自身の言語経験と強く
関連する文脈 (e.g., a particular word is more likely to be used in a particular context than in other 
contexts) から単語を学ぶと仮説立てていた。 





6.3 Inference Specificity and Incidental Form-Meaning Connections 








 実験 3A は英文読解力の違いにより，推論によって心内に表象される未知語の意味の記憶は異




 研究 1 とは異なり，実験 3A で推論の符号化における文脈×英文読解力の交互作用が見られた
のは，推論の生成と符号化自体は HSS 文であれば行われるものの，表象される未知語の意味の














げると言える。研究のパラダイムやデザインは異なるが，実験 4Aと実験 4B の結果は，ワーキ
ングメモリ内で活性化される情報は注意の焦点によって異なること (e.g., Dopkins & Nordlie, 
2011; Gernsbach, 1990; Gerrig et al., 2009)，および心的表象の多次元性に関する研究 (e.g., Fletcher 












6.4 The LSA Theory and Knowledge Gains in Word Meaning and Usage 
 研究 3 では，LSA の言語学習論と単語の記憶表象構築におけるテキスト処理の関係を教室環境
で検証した。研究 1 では LSA類似度が未知語推論の生成と符号化を予測することを明らかにした
が，実験 5A では LSA により数値化される単語―文脈間の意味的類似度を利用して単語の情報を
心内辞書に統合しようとするのかを検証した。続く実験 5B では，研究 2の成果を踏まえ，タスク
を遂行する中で単語―文脈間の意味的類似度に応じて付随的語彙学習が起こるのかを調べた。 
 
 実験 5Aと実験 5B ともに，学習者は過去の言語経験に基づき未知語の意味を理解して学習する
という LSA の考えと同様の結果を示した。Tomasello (2003) の用法基盤モデルに基づくと，HSS
文において目標語の意味を再生できたのは，学習者が与えられた文脈を自身の経験と比べなが
ら理解することで (e.g., in The dog jumped up and licked his face, they try to construct the situational 
image of what the dog is doing)，目標語の意味を心内に統合していたと考えられる。この点につ
いて，Nassaji (2006) や Ushiro et al. (2013) において，学習者は未知語とその他の単語との意味
的関係を理解しようとすることが示されている。同様に思考発話法を用いた研究でも，文脈と
未知語の意味をリンクさせることが，未知語推論の第一の方略であることを示している (de Bot 






(e.g., Chen & Truscott, 2010)。それらに加えて本研究では，LSAが規定する文脈の質が重要であ
ることを示している。 
 しかし，実験 5Aは文脈の利点が語彙学習方略の個人差によって変わりうることを示している。





 実験 5B は学習者の注意を文脈と形式―意味の関係に注意を向けさせるタスクや活動が上手く
機能することを実証している。未知語推論課題では，協力者は文脈に注意を向けなければなら
なかった。また多肢選択式注釈選択課題や辞書使用活動では，推論した意味を形式情報と結び
付けることを意図していた (Hulstijn et al., 1996)。これらの活動はすべての目標語の付随的学習







7.1 Summary of This Dissertation 








7.2 Pedagogical Implications 
 言語学習のカリキュラムに語彙指導を組み込む場合，Nation (2013) は (a) 単語の様々な構成要
素を学習できるような機会を設定する “content and sequencing,” (b) 単語を様々な学習形態で学べ
るようにする “format and presenting,” および (c) 学習者が自身の学習成果をふり返り次の学習へ
と繋げられるようにする “monitoring and assessment” を考慮する必要があるとしている。そこで
7.2.1節では content and sequencingを保証するための LSA を利用した教材作成，7.2.2節では format 
and presenting の一側面であるタスクに基づく focus-on-form による読解指導と付随的語彙学習，
7.2.3節では多次元・多方法による語彙知識の評価について述べる。 
 
7.2.1 Using LSA to Develop Teaching Materials 





 具体的に，実験 5A と実験 5B では，マテリアルを LSA の数値に基づいて選定した結果，タス
クや活動を通して得られた語彙知識は文脈の質によって異なることが示された。したがって，タ
スクに付随するオリジナルの文脈が目標語の情報と関連していない場合，それを修正し，LSA に





[1] To find what kinds of words are typically used with vehicle, “the near-neighbors application” can 
be used, returning a list of the words that are most similar to a word entered into “Text to submit” 
(e.g., driver, accidents, license, safety, and bicyclists). 
  
[2] After creating a learning sentence with the words listed above (e.g., Those who drive this vehicle 
need a special driver license), the degree of its informativeness can be evaluated by “the one to 
many comparison” tool (.22 → .58). 
  
Figure 7.1. An example procedure of using LSA to create the learning sentence with  
high semantic similarity between a word and a context (see Dennis, 2007 for details). 
 
目標語が vehicleで，オリジナルの文脈が This afternoon George taught his son to drive a であった場
合，その間の LSA 類似度は.22 である。Vehicle の near neighbors を LSA で分析をし，その単語を




7.2.2 Task-Induced Focus-on-Form Approach 




 読解指導では学習者の認知プロセスに沿った指導を行うことが重要だとされる  (e.g., Grabe, 








沿って，教師は推論のヒントを多肢選択式の注釈や発問として与えることができる (e.g., Breaking 
and entering into a house is against the ____ in every country. Which of the following goes in the blank: 
rule, common sense, or law?)。未知語の意味を辞書で確認させる指導も考えられるが，Hulstijn et al. 
(1996) や Ross (2005) が指摘している通り，辞書使用は注釈選択や発問の後に行うべきである。
これらの活動は未知語の正しい意味を推論するために文脈に注意を向けさせる役割がある一方，
辞書のみを使用する場合は単語の意味だけ確認して満足するケースが起こりうるからである。 








ける基本的なプロセスであるが，実験 4A と実験 4B の結果から，意味中心のアプローチではその
ような知識が得られにくい可能性が示唆される。したがって Horiba and Fukaya (2012, 2015) など
で報告されている通り，学習者の注意を意味理解だけでなく形式にも向けさせるタスクや指示を
する必要がある。タスクの例としては理解した内容を相手に伝える information transfer taskなどが







とが可能であり (Mizumoto & Takeuchi, 2009)，語彙知識の様々な側面を学習するためにどのよう
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な語彙学習方略が求められるのかを学習者に認識させる必要がある。特に，文脈を利用して語彙
を学ぶことの有効さを学習者に気づかせることが重要である  (e.g., Fraser, 1999; Gu & Johnson, 
1996; Nation, 2013)。 
 どの熟達度レベルにある学習者も，テキストを読解する際には未知語に遭遇する可能性は十分
ある。したがって，遭遇した未知語をどのように処理するのかを学習者に教えることは重要であ
る (e.g., Fraser, 1999)。本研究では思考発話課題のような特定のタスクが与えられなくても，学習
者は未知語推論を生成することが示されたが，推論内容が正しいのかに関するフィードバックを
与えなければ学習不安が高まり (Hulstijn, 1993)，結果として語彙学習に繋がらない可能性もある 
(Laufer, 1997)。しかし，本研究は (LSA が規定する) 理解可能なインプットにより学習者の言語知




7.2.3 Multiple-Componential and Multi-Test Approach Assessments 
 教師と学習者の両方とも，学習者の語彙知識の発達過程や質などをモニタリングしなければな
らないが，読解から得られる語彙知識は多次元的であり捉えるのが難しいとされる (e.g., Nation, 
2013; Webb, 2007, 2008)。文脈化された語彙知識は単一の測定方法では捉えられないため，複数の










断したりすることができる (Fukkink et al., 2001)。 
 推論の結果として得られる語彙知識を測定する際には多側面からのテストを用いることができ
る (Bolger et al., 2008; Horiba & Fukaya, 2012, 2015; Webb, 2007, 2008; Wesche & Paribakht, 2010)。
Nation (2013) やWebb (2007) らに基づき，語彙知識の形式・意味・用法や，再認・再生といった
観点からテストを行うことができる。 
 
7.3 Limitations and Suggestions for Future Study 





 実験 1の事象関連電位では用いた学習文の数が先行研究よりも少なく，得られた ERP に測定誤
差が多く含まれた可能性がある。また，対象とした目標語が具象名詞のみであり，品詞や具象性
による未知語の推論・学習しやすさを考慮していない。 
 実験 2A と実験 2Bでは意味的関連性判断課題を用いて，日本人英語学習者は思考発話といった
課題を与えられなくても未知語の意味を推論することを示した。しかし，目標語とプローブ語の
意味的関連性を判断するために，協力者が意図的に未知語の意味を推論しようとした可能性が残
る。また分析対象となる試行では常に Yes の反応を求めたため，未知語が出てきた場合には Yes
と回答するといった方略が働いた可能性も否定できない。したがって，思考発話法や意味的関連
性判断課題に加え，視線計測といった測定法を併用した追試が望まれる。 
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