ABSTRACT. We prove the nonequilibrium fluctuations of one-dimensional, boundary driven, weakly asymmetric exclusion processes through a microscopic ColeHopf transformation.
INTRODUCTION
Nonequilibrium fluctuations of interacting particle systems around the hydrodynamic limit is one of the main open problems in the field. It has only been derived for few one-dimensional dynamics and no progress has been made in the last twenty years. We refer to the last section of [14, Chapter 11] for references and an historical account.
We examine in this article the dynamical nonequilibrium fluctuations of one-dimensional weakly asymmetric exclusion processes in contact with reservoirs. In a future work, following the strategy presented in [17] for the symmetric simple exclusion process, we use the results presented here to prove the stationary fluctuations of the density field.
The motivations are twofold. On the one hand, the investigation of the steady states of boundary driven interacting particle systems has attracted a lot of attention in these last fifteen years, mainly after [7, 1] . The density fluctuations at the steady state is an important part of the theory and it can only be seized through the dynamical nonequilibrium fluctuations [17] . On the other hand, several published results [6] still wait for rigorous proofs.
Denote by µ . Not much information is available on θ N (k), besides discrete difference equations which involve second-order covariance terms. It follows from Theorem 2.1 below and some straightforward arguments, presented in [17] in the case of boundary driven symmetric simple exclusion processes, that we may replace θ N (k) byρ(k/N ) in the definition of the density fluctuation field, whereρ is the solution of the stationary hydrodynamic equation, provided
is uniformly bounded. Note that we do not need to prove that this expression vanishes in the limit, as one would expect from the definition of the density fluctuation field, but just that it is uniformly bounded. The proof of the nonequilibrium density fluctuations we present here relies on a microscopic Cole-Hopf transformation introduced by Gärtner [12] to investigate the hydrodynamic behavior of weakly asymmetric exclusion processes on Z, and used by Dittrich and Gärtner [9] to prove the nonequilibrium fluctuations of the same models.
As in PDE, the microscopic Cole-Hopf transformation turns a nonlinear problem involving local functions into a linear one. For this reason, it permits to avoid proving a nonequilibrium Boltzmann-Gibbs principle [14, Section 11.1], introduced by H. Rost [3] , which is the main technical difficulty in the proof of density fluctuations.
The proof of the nonequilibrium fluctuations relies on sharp estimates of the moments of the microscopic Cole-Hopf variables, and on sharp estimates of the fundamental solution of initial-boundary value semi-discrete linear partial differential equations. These results are presented in the last two sections of this article. The bounds on the fundamental solutions are derived in a similar way as hypercontractivity is proven for ergodic Markov chains. Then, for each t ≥ 0, π N t converges in P µN -probability to a measure which is absolutely continuous with respect to the Lebesgue measure and whose density ρ(t, x) is the unique weak solution of the viscous Burgers equation with Dirichlet's boundary conditions:
where b(ρ) = ρ(1 − ρ). We refer to [12, 5, 14, 2, 11] and references therein. defined by
Its eigenvalues and corresponding (normalized) eigenfunctions have the form λ n = (nπ) 2 and e n (x) = √ 2 sin(nπx) respectively, for any n ≥ 1. By the SturmLiouville theory, {e n , n ≥ 1} forms an orthonormal basis of
We denote with the same symbol the closure of −∆ in L 2 [0, 1]. For any nonnegative integer k, we define the Hilbert spaces
. By the spectral theorem for self-adjoint operators,
Moreover, if H −k denotes the topological dual space of H k , 
. Recall that we denote by ρ(s, x) = ρ s (x) the solution of the viscous Burgers equation (2.2) . Let (T t,s G)(x) = G(s, x), 0 ≤ s ≤ t, be the solution of the backward linear equation with final condition 
a sequence of probability measures on Σ N for which there exists a finite constant 
are mean-zero Gaussian random variables with covariances given by
5) for all 0 ≤ s, t ≤ T . In this formula, σ(ρ) represents the mobility which is given by σ(ρ) = ρ(1 − ρ). Moreover, for all G and H in C 
Then, the sequence Q N converges to a mean-zero Gaussian measure Q whose covariances are given by
This result is an immediate consequence of Theorem 2.1. Under any limit point Q * of the sequence Q N , for any function
can be written as the sum of two uncorrelated mean-zero Gaussian variables W (t, G) and Y 0 (T t,0 G).
Since under the measure Q, W (t, G) is a Brownian motion changed in time, the process Y t may be understood as a generalized Ornstein-Uhlenbeck process described by the formal stochastic partial differential equation
where L t is the linear differential operator ∂ 2 x + (1 − 2ρ t )E∂ x . The article is organized as follows. In Section 3 we introduce the microscopic Cole-Hopf transformation and we write the density fluctuation field as the sum of a current field and a remainder. In Section 4 we prove Theorem 2.1 and Corollary 2.2, assuming that the density field Y N t is tight and that three estimates are in force. In Sections 5-7 we prove these three estimates, and in Section 8 we prove tightness of Y N t . All proofs rely on estimates on the moments of the microscopic Cole-Hopf variables, presented in Section 9, and on estimates of the solutions of certain semi-discrete equations, presented in Section 10.
A MICROSCOPIC COLE-HOPF TRANSFORMATION
To keep notation simple, from now on we drop the superscript N on the process η N t . Following [9, 12] we define in this section a microscopic Cole-Hopf transformation of the process η t . For N ≥ 1, let
Denote by Ω = Ω N the linear operator defined on functions f :
In this formula,
Let λ t = λ N t be the solution of the linear equation 
Next result asserts that the original density fluctuation field Y N t is close to the modified density fieldỸ
For 0 ≤ j, k ≤ N with |j − k| = 1, denote by J j,k t , the total number of jumps from j to k in the time interval [0, t], and let W j,j+1 t be the total current over the bond {j, j + 1}, that is
In this formula, J 0,1 t (resp. J 1,0 t ) stands for the total number of particles created (resp. removed) at the left boundary, with a similar convention at the right boundary.
For j ∈ Λ N , let
can be written as
where, in view of the definition of γ and of the convention (2.1),
and M N t (j) is a martingale with quadratic variation given by
In this formula, δ j,k is the delta of Kroenecker and
By the continuity equation, for 1 ≤ j ≤ N − 1,
As a consequence, for 0
These equations explain the term 1≤k≤j η 0 (k) in the definition of ξ t (j). In view of the previous identities, by definition of g j,j+1 , and by the choice of γ,
The advantage of the process ξ t compared to the original process η t is that it evolves according to the linear equation (3.9) . Of course, the original process η t can be recovered from ξ t , since from (3.4) and by the continuity equation appearing right below (3.7), for 1 ≤ j ≤ N − 1,
By the formula for η t (j) in terms of ξ t (j), and by (3.3), a summation by parts yields that for functions 10) where the remainder R N t (G) is given by
Notice that both the current field J 
Then, for any δ > 0,
Fix a density profile ρ 0 satisfying the assumptions of the theorem and denote by ρ(t, x) the solution of the viscous Burgers equation (2.2) with initial condition ρ 0 . Let {µ N : N ≥ 1} be a sequence of probability measures on Σ N for which (2.4) holds.
Let φ : Λ N → R be a strictly positive function. Denote by A φ = A N φ the difference operator which acts on functions g : Λ
· Denote by λ s the solution of (3.2). For s ≥ 0, let A s = A λs , and let
for some t > 0 and some
Hence, the semi-discrete equation (4.2) has to be understood as a discrete approximation of the differential equation (2.3).
Fix a function G in
s (j) be the solution of (4.2). A long computation yields that for 0 ≤ s ≤ t,
is the martingale introduced in (3.5). We present some details of this computation below equation (7.2). 
Since M s (t, G) is a continuous martingale whose quadratic variation is deterministic, M s (t, G) is a Brownian motion changed in time. In particular, M t (t, G) is a mean-zero Gaussian random variable.
Proof of Theorem 2.1. Let Q * be a limit point of the sequence Q N . Fix a func-
s (j) be the solution of (4.2) with final condition equal to G. By (3.10), Proposition 3.1 and (4.3),
where C N is a sequence of numbers uniformly bounded. By Proposition 4.1 and in view of the remark made just after that result, M N t (t, G) converges in distribution to a mean-zero Gaussian random variable, denoted by W (t, G), whose variance is given by the right hand side of (2.5), with
By Remark 7.2 and by Proposition 3.2, R N t (G) and R N 0 (g 0 ) converges to 0 in probability. Recall that we denote by T t,s G the solution of equation (2.3). By Lemma 7.4 
The covariance between Y 0 (H) and W t (t, G) vanishes because W s (t, G), 0 ≤ s ≤ t is a martingale which vanishes at s = 0.
To complete the proof, it remains to compute the covariance between W (t, G) and W (s, H). Assume that s ≤ t. Since W r (t, G), 0 ≤ r ≤ t, is a martingale,
By the polarization identity, we may express the covariance of a pair of random variables (X, Y ) in terms of the variances of the variables X +Y and X −Y . 
Since
and ∂ x K = EKρ, K satisfies the linear parabolic equation with boundary conditions
, and, by Lemma 10
Denote by f M the sup norm of a function f :
where the maximum is carried over the domain of definition of f . By abuse of notation, if G belongs to
Lemma 5.1. Let λ t and K t be the solutions of (3.2) and (5.1), respectively. Then, for every T > 0,
Proof. Fix T > 0. In this proof, C 0 represents a finite constant which may depend on the parameters E, β, α, on the initial condition ρ 0 , and on T . Let
where Ω has been introduced in (3.1) and where ϕ(t, j) is given by
In view of the boundary conditions satisfied by K t , we may replace in the pre- (1) . After these replacements, recalling that K t and ρ 0 belong to C 4 ([0, 1]), we obtain that ϕ(t, j) is absolutely bounded by C 0 N −1 for j in {1, . . . , N − 2} and by C 0 for j = 0 and for j = N − 1.
We may represent the solution w t of (5.2) as
vanishes everywhere except at two points, by Corollary 10.7, e
Putting together all the previous estimates, we conclude that w t M is bounded by C 0 N −1 , proving the first assertion of the lemma. We turn to the second assertion. Let
It is not difficult to show that for 1 ≤ j ≤ N − 1, γ t solves the equation
Clearly, (∂ x K) satisfies a similar equation where the discrete differential operators are replaced by continuous ones. Therefore, in view of (5.1),
where ϕ(t, j) accounts for the difference between the discrete and continuous derivatives, namely
, ϕ is absolutely bounded by C 0 N −1 uniformly in t and j. By the first part of the proof and by Lemma 10.4, w t (0) and w t (N ) are also absolutely bounded by C 0 N −1 .
Let w * t (j) be the solution of (5.3) with the same initial condition satisfied by w t (j), but with boundary conditions w * t (0) = C/N , w * t (N ) = C/N , where C is a finite constant such that w t (0) ∨ w t (N ) ≤ C/N for all 0 ≤ t ≤ T . By the maximum principle, w t (j) ≤ w the generator of a weakly asymmetric random walk on {0, . . . , N } absorbed at 0 and N . We may represent w * t as
and repeat the arguments presented in the first part of the proof to conclude that w * t M ≤ C 0 /N . This provides an upper bound for w t . A lower bound can be derived along the same lines.
Recall the definition ofr t given in (4.1).
Lemma 5.2. For every
Proof. By definition ofr t and by the uniform lower bound for λ t , proved in Lemma 10.5,
for some finite constant C 0 , whose value may change from line to line. Since (∂ x K t )(j/N ) = E ρ(t, j/N ) K t (j/N ) and since ρ is bounded, the right hand side of the previous expression is less than or equal to
The result follows from Lemma 5.1 and the smoothness of K.
Lemma 5.3. For every
The first and third terms on the right hand side of the last expression are bounded by the previous lemma. To complete the proof it remains to recall that ρ is of class C 1,2 .
Proof of Proposition 3.1. By Lemma 5.2, it is enough to show that
By definition of r t and γ, for 1 ≤ j ≤ N − 1 
Proof. Fix T > 0 and τ > 0. It is enough to show that for an appropriate choice of τ , for each δ > 0
A long and simple computation shows that for t ≤ s,
We show below that with this choice (6.1) holds for each term of the previous decomposition. For instance, by Lemma 9.2 and Tchebycheff inequality,
Hence, (6.1) holds for the second term on the left hand side of (6.2) provided
Repeating the arguments presented in the proof of Lemma 10.2, we can show that the expression inside the first integral on the right hand side of (6.2) is bounded by
for some finite constant C 0 . To show that (6.1) holds for this term it is therefore enough to apply Markov inequality and to recall the statement of Lemma 9.2. No condition on τ N is needed in this argument due to the time integral. The expression inside the integral in the second term on the right hand side of (6.2) is bounded by
for some finite constant C 0 . By (9.1), ξ r (0) 2 and ξ r (N − 1) 2 are bounded above
, and |ξ r (j + 1) − ξ r (j)| is less than or equal to (e −γ/N − 1)ξ r (j). The previous expression is thus less than or equal to
By Tchebycheff and Hölder inequalities,
By Lemma 9.1, this expression is bounded above by C 0 N 2 τ 4 δ −4 . The contribution of the second term on the right hand side of (6.2) to (6.1) is thus bounded
Since the third term in (6.2) is negative, it remains to consider the martingale M t . Its quadratic variation M t is such that
for some finite constant C 0 and all t ≤ s. Therefore, by Doob's inequality,
By Lemmas 9.1 and 9.2, this expectation is bounded above by C 0 τ N −1 . Hence, (6.1) holds for the martingale part in (6.2), which proves the lemma.
Corollary 6.2. For every T > 0, δ > 0 and a < 1,
Proof. By the triangular inequality, by Lemma 10.3 and by (9.1),
is bounded by
for some finite constant C 1 and all j ∈ Λ N . In view of Lemma 9.1 and Lemma 10.4, averaging over 0 ≤ j ≤ ǫN , the first assertion of the corollary follows from Lemma 6.1.
By Lemma 10.5, there exists a positive constant c 0 , depending only on ρ 0 , E, α, β and T , such that λ t (j)
Hence, the second assertion of the corollary follows from the first one.
Proof of Proposition 3.2. By Lemma 10.3 and by (9.1),
for all j ∈ Λ N . Therefore, by the second assertion of Corollary 6.2, for every a < e γ ,
Fix a < e γ and denote by Λ c a the previous set of trajectories. For each 0 < δ < 1 there exists a finite constant C(δ) such that
Therefore, on the set Λ a , by Lemma 10.5 applied to the function λ t , for every function φ : [0, T ] × Λ + N → R satisfying the assumptions of the proposition,
for some finite constant C 1 . Hence, the assertion of the proposition follows from Lemma 6.1.
PROOF OF PROPOSITION 4.1
Fix a density profile ρ 0 satisfying the assumptions of Theorem 2.1 and denote by ρ(t, x) the solution of the viscous Burgers equation (2.2) with initial condition ρ 0 . Let {µ N : N ≥ 1} be a sequence of probability measures on Σ N for which (2.4) holds.
Denote by Ω * the adjoint operator of Ω with respect to the counting measure.
An elementary computation gives that
Note that Ω * has exactly the same structure as Ω. Fix a function ψ : Λ N → R, and denote by ψ(s, j), j ∈ Λ N , s ≥ 0 the solution of 
with boundary conditions
Suppose that there exists a finite constant C 0 such that 
Identity (7.2) explains the second identity in (4.3). Indeed, for a time-independent function g : Λ
s Ωλ s , due to (3.2), (3.9) and an integration by parts, 
Remark 7.3. Similarly, let G(s, x) be the solution of (2.3) with final condition G(t, x) = G(x). A computation, based on a continuous version of equation (7.2), shows that in the time interval [0, t], the function
F s = ∂ x G t−s /K t−
s solves the equation appearing in the statement of Lemma 7.1 with initial condition
Proof. Since G(s, 0) = g s (0) = 0 for 0 ≤ s ≤ t, for every j ∈ Λ N , by Remarks 7.2 and 7.3,
We have seen just before the statement of the lemma, that under the assumptions that G belongs to C 
where T t,r G is the solution of (2.3).
Proof. With the notation introduced just before the statement of the lemma, the quadratic variation of the martingale M N s (t, G) can be written as
By (7.4), ψ is uniformly bounded in the time interval [0, t]. Since the cylinder functions h j are also bounded, by Lemma 9.2, we may replace ξ r (j) 2 by λ r (j) 2 in the previous formula paying the price of an error which converges to 0 in
For two functions f , g : Λ N → R, and
Applying this identity to ℓ = ǫN , f = λ r ψ t−r and g(j) = h j , by Lemma 10.2, we may replace in the quadratic variation of M N s (t, G) the term λ r (j) 2 ψ t−r (j) 2 by an average of these quantities over a macroscopic interval of length ǫN , paying the price of an error which vanishes in L 1 (P µN ), as N ↑ ∞ and then ǫ ↓ 0. A summation by parts yields that
where V j,ǫN (η) = (2ǫN + 1) −1 |k|≤ǫN h j+k (η). By Lemma 7.8 below, we may replace V j,ǫN (η r ) by 2ρ r (j/N )[1 − ρ r (j/N )] = 2σ(ρ r (j/N )) with an error of the same type.
Up to this point we proved that
where R N,ǫ is an error which vanishes in L 1 (P µN ), as N ↑ ∞ and then ǫ ↓ 0.
Note that the first term on the right hand side is deterministic. By Lemma 5.1, λ s converges to K s , and, by (7.5), ψ s converges to F s = ∂ x G t−s /K t−s uniformly in time and space. Since K 
Proof. We first estimate the quadratic variation M N (t, G) s , given by (7.6). By (7.4), the solution ψ s of equation (7.1) is uniformly bounded. As the cylinder function h j is also bounded, M N (t, G) s is less than or equal to
The first assertion of the lemma follows therefore from Lemma 9.1 with n = 2. We turn to the second assertion of the lemma. By the Burkholder-DavisGundy inequality and by [9, Lemma 3] , the second expectation appearing in the statement of the lemma is bounded above by
for some finite constant C 0 . In view of the first part of the proof, it remains to estimate the fourth moment of the jumps. Clearly, |M
By the definition of J N s and of ψ s , since |ξ s− (j)/ξ s (j) ≤ e −γ/N , and since ψ s is uniformly bounded, this latter quantity is less than or equal to
The second assertion of the lemma follows from Schwarz inequality and from Lemma 9.1.
Proof. The proof of the convergence in D([0, t], R) of the martingales M N s (t, G) to a mean-zero, continuous martingale, whose quadratic variation is given by the right hand side of the displayed equation appearing in the statement of the lemma with G j = G and t j = t, relies on [13, Theorem VIII.3.12] . We claim that conditions (3.14) and b-(iv) are fulfilled. Condition [γ 5 -D] (defined in 3.3 page 470 of [13] ) follows from Lemma 7.5. By Assertion VIII.3.5 in [13] , condition [δ 5 -D] and condition (3.14) are a consequence of
an assertion which has been proved in the previous lemma.
It remains to prove the formula for the covariances. Fix
. By the polarization identity, the computation of the covariance is reduced to the computation of the variance of the martingales 1 , t 2 , G 1 , G 2 ) . The proof of Lemma 7.5 shows that the quadratic variation of this martingale converges in L 1 (P µN ) to
By the first part of the proof, the martingale M
As the limit is continuous, the convergence in the Skorohod topology entails convergence in distribution at fixed times. Since, by Lemma 7.6 
which completes the proof of the lemma since the right hand side converges to (7.7).
We conclude this section stating a result which permits to replace cylinder functions by functions of the empirical measure. Denote by ν ρ , 0 ≤ ρ ≤ 1, the Bernoulli product measure on {0, 1} Z with density ρ. For a function h :
{0, 1}
Z → R which depends only on a finite number of sites, let
Denote by τ j η, j ∈ Z, η ∈ {0, 1} Z , the configuration η translated by j:
For a cylinder function h, whose support is represented by Λ ⊂ Z, and for a configuration η ∈ Σ N the meaning of h(τ j η) is clear provided j + Λ ⊂ {1, . . . , N }. .2) and where the sum over j is carried over all j's for which the support of h is contained in Σ N −j.
The proof of this result is similar to the one presented in [14] , given the estimate presented in [2, Lemma 3.1].
TIGHTNESS OF THE DENSITY FIELD
We prove in this section that the sequence {Y 
Proof. By (7.2) and (7.3),
where M N t (e n ) is the martingale appearing on the right hand side of (7.3) with g = e n . We estimate separately each term of the previous expression. By Schwarz inequality,
By assumption (2.4), the expectation is bounded by C 0 /N . Hence, since λ 0 is bounded below by a strictly positive constant, the previous sum is less than or equal to C 0 n 2 .
We turn to the time integral term in the decomposition of J N t (e n ). By Schwarz inequality, and by the definition of J N t ,
is bounded below by a strictly positive constant. By Lemma 9.2, sup 0≤s≤T max j,k |ϕ s (j, k)| ≤ C 0 /N . On the other hand, in view of Lemma 5.3, by a Taylor expansion and since (A s e n )(0) = (A s e n )(N ) = 0,
It follows from these bounds that the penultimate displayed equation is bounded by C 0 n 6 .
It remains to examine the martingale term in the decomposition of J N t (e n ). By the definition (7.3) of the martingale M N t (e n ), by Doob's inequality, and by (3.6),
Since the cylinder functions h j are bounded and since, by Lemma 10.5, λ s is uniformly bounded below, by Lemma 9.1 this expression is less than or equal to C 0 n 2 . This completes the proof of the lemma.
Corollary 8.2. For each
Proof. This result is a consequence of the previous lemma and of the observation that 
Proof. Recall the decomposition of J N t (e n ) presented at the beginning of the proof of Lemma 8.1. We first claim that for every ǫ > 0,
Denote by ω ′ δ (x) the modified modulus of continuity of a path
−γ/N this latter quantity is less than or equal to
The second condition of (8.2) follows from the previous estimate, from Markov inequality and from the fact that the expectation of ξ t (j) (which is equal to λ t (j)) is uniformly bounded. We turn to the first condition of (8.2). By Aldous criterium, it is enough to show that for every ǫ > 0
where T τ represents the set of stopping times bounded by T . By Tchebychev inequality and by the explicit expression for the quadratic variation of M N t (e n ), the previous probability is bounded by
By Lemma 9.1 and Lemma 10.5, the previous expectation is bounded above by C 0 n 2 δ/ǫ 2 , proving the first assertion of (8.2). This proves (8.1).
We claim that for every ǫ > 0
By Tchebychev inequality, the previous probability is bounded by
The computations performed in the proof of Lemma 8.1 yield that the previous expression is bounded by C 0 n 6 δ/ǫ 2 . This proves (8.3).
The assertion of the lemma is a consequence of (8.1), (8.3).
EXPONENTIAL ESTIMATES
We present in this section some bounds on the process ξ t . By (3.8) and by the definition of the variables ξ t (j), for 0 ≤ j ≤ N − 2, 
Proof. Fix n ≥ 1 and T > 0. In the proof C 1 represents a finite constant which depends only on n, β, T and E and which may change from line to line. We first claim that
A similar computation to the one performed just after (3.4) shows that for each 0 ≤ j ≤ N − 1
In this formula, M N n (·, j) is a zero-mean martingale; Ω n is the linear operator equal to Ω in the interior of Λ N and given at the boundary by
where
and
Notice that A 1 (t, j) = 0 and that
It follows from the previous computations that f n (t,
Let F n (t, ·) be the solution of equation (3.2), with Ω n instead of Ω and initial condition F n (0, j) = f n (0, j). By the maximum principle, f n (t, ·) ≤ F n (t, ·) for all t ≥ 0. Claim (9.2) follows from Lemma 10.4 and the bound F n (0, j) ≤ exp{−γn}.
It remains to bring the supremum inside the expectation. Since, by (9.1), ξ t (j) is increasing in j, it is enough to prove the lemma for j = N − 1. However, by (9.1), ξ t (N − 1) ≤ e −γ ξ t (j) so that
By (9.3),
We need therefore to estimate three terms. The first one is given by
The second one is also simple to handle. Since
we have that
By (9.2), this expression is bounded by a constant independent of N . To estimate the martingale term, apply Doob's inequality and use the fact that the martingales M N n (t, ·) are orthogonal to get that
By (9.2), this expression is bounded by C 1 N −1 , which concludes the proof of the lemma. 
Proof. For 0 ≤ k ≤ N − 1 and t ≥ 0, let q t (k, ·) be the solution of equation (3.2) with initial condition q 0 (k, j) = δ k,j . By (3.9),
To prove the lemma we need to estimate the fourth moments of the terms on the right hand side of (9.5). By Hölder's inequality,
Notice that
for some finite constant C 1 which depends only on E, β, T , A 2 , and whose value may change from line to line. Therefore, by assumption (2.4) and since, by (10.10) ,
is uniformly bounded in j and 0 ≤ s ≤ T , the fourth moment of the first term on the right hand side of (9.5) is bounded by C 1 /N 2 .
We turn to the martingale term in (9.5). For 0 ≤ r ≤ t, let M N j,t (r) be the martingale defined by
By the Burkholder-Davis-Gundy inequality and [9, Lemma 3] , there exists a finite constant C 0 such that It remains to examine the quadratic variation. By (3.6) the quadratic variation of the martingale M N j,t (r) is bounded above by
By remark (10.10) ,
is uniformly bounded in j and 0 ≤ s ≤ T , and by Corollary 10.7, max 0≤k≤N −1 q t−s (k, j) is bounded above by
for all N large enough and all j. Since, by (9.1),
the previous expression is less than or equal to
Hence, by the Cauchy-Schwarz's inequality,
which concludes the proof of the lemma in view of Lemma 9.1.
THE OPERATORS Ω n
We prove in this section some properties of the solutions of the differential equation ∂ t f t = Ω n f t , where Ω n is the linear operator defined by (3.1) and (9.4). We start with a result on classical solutions of the viscous Burgers equation Uniquenes of classical solutions of (2.2) completes the proof.
Note:
With the same notation as in the previous lemma, assume that K 0 be-
isfies the same equation as K, one obtains by the previous argument that
We turn to the operator Ω n , which should be understood as a small perturbation of Ω 0 , obtained from Ω n by setting α = β = 0, and which represents the generator of a weakly asymmetric random walk on Λ N with reflection at the boundary.
Let m N be the measure given by
Denote by ·, · mN the scalar product in L 2 (m N ). A calculation shows that for
For p ≥ 0, denote by · p , the L p norm with respect to m N and by D N the Dirichlet form associated to Ω 0 and m N :
The logarithmic Sobolev inequality for the weakly asymmetric random walk on Λ N with reflection at the boundary [8, Example 3.6] states that there exists a finite constant A 0 , depending only on E, such that
for all functions f such that f 2 = 1 and all N ≥ 2. Fix n ≥ 1, an initial condition f : Λ N → R and denote by f (n) the solution of the linear differential equation
It is not difficult to prove a maximum principle for the solution of this linear equation,
and to deduce the existence of a unique solution.
Lemma 10.2. Fix n ≥ 1 and let
be the solution of (10.2). There exists a finite constant C 0 , depending only on E, β and n, such that for any t ≥ 0
Proof. Fix n ≥ 1. Differentiating f t 2 2 yields 1 2
For every 1 ≤ m ≤ N and every s ≥ 0,
By Schwarz inequality and since m N (k) ≥ e γ for 0 ≤ k ≤ N − 1, the second term on the right hand side is less than or equal to
The first term on the right hand side can be rewritten as
Since m N (k) ≥ e γ this sum is bounded above by 
To conclude the proof it remains to apply Gronwall's inequality.
Next result shows that the solutions of (10.2) are monotone. .2) conserves the monotonicity:
Lemma 10.3. Fix n ≥ 1 and a non-negative initial condition
for all t ≥ 0 and 0 ≤ j < N − 1. Conversely, if the non-negative initial condition is such that f 0 (j + 1) ≤ e −γn/N f 0 (j), 0 ≤ j < N − 1, the same property holds at later times:
for all t ≥ 0 and 0 ≤ j < N − 1.
j∈ΛN f (j)q t (j, k). In the particular case where f (k) = 1 for all k ∈ Λ N , by Lemma 10.4,
Lemma 10.5. Fix n ≥ 1, a strictly positive initial condition f 0 : Λ N → R and let f t be the solution of (10.2). For every T > 0, there exists a positive constant c 0 , depending only on f 0 , E, α, β and T , such that
Proof. By the maximum principle, it is enough to prove the lemma for a constant initial profile. Assume, therefore, that f 0 (j) = a for all j ∈ Λ N and for some a > 0. A simple computation shows that
Therefore, by Gronwall's inequality and since R n is bounded above by a finite constant independent of N ,
A constant profile satisfies both conditions of Lemma 10.3. We may therefore apply this lemma to bound above N −1 j∈ΛN f t (j) by C 0 min k∈ΛN f t (k), which completes the proof since m N (j) ≤ 1.
Next result provides a bound for the fundamental solution of (10.2). The proof is based on the classical arguments of hypercontractivity [4, 8] . We need, however, to estimate additional terms which appear because Ω n is not a generator.
For ǫ > 0, let δ = ǫ/(1 + ǫ), and let ϕ ǫ : [0, 1] → [δ, 1 − 2ǫ] be given by
We complete the definition of ϕ ǫ in the interval 
for all T such that
(10.6) where A 0 is given in (10.1).
Proof. Here we follow [15, 16] . In this proof C 0 represents a finite constant depending only on β, E and n, which may change from line to line. 2 . An elementary computation, identical to the one presented at the beginning of the proof of Theorem 2.1 in [15] , gives that
(10.7) Set
By the second condition in (10.6), ℓ(t) ≥ 1. Divide the interval Λ N in subintervals of length ℓ(t). The last interval has length between ℓ(t) and 2ℓ(t) − 1. By the logarithmic Sobolev inequality (10.1) and by the the proof of Lemma 4.3 of [15] , since m N (k) ≥ e γ , the first term on the right hand side of (10.7) is less than or equal toṗ ǫ (t/T ), in view of (10.6), the first term on the right hand side is less than or equal to
Since log(a ∨ b) ≤ log + a + log + b, where log + a = log a ∨ 0, the previous integral can be estimated by the sum of two terms. The first one is log + (T /4A 0 ) ≤ C 0 T , while the second one is A similar analysis can be carried out in the interval [7/8, 1] . The second term on the right hand side of (10.9) is equal to
To conclude the proof of the lemma, it remains to observe that f T M ≤ e We conclude this section with a remark used several times in the previous sections. Let f t (k) = j∈ΛN q t (j, k). Thus, f is the solution of (10.2) with initial condition f (k) = 1 for all k ∈ Λ N . By Lemma 10.4, for all T > 0, there exists a finite constant C 0 , depending only on E, β and T such that 
