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Запропоновано багатоточковий метод чисельного розв’язання гідродинамічної задачі. 
Розглянуто задачу оптимізації розподілу обчислювального навантаження між вузлами 
розподіленого обчислювального середовища при реалізації цього методу. Використання 
запропонованого методу дозволяє обійти локальні мінімуми цільової функції та оптимі-
зувати використання обчислювальних ресурсів. 
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Вступ. Постановка проблеми 
При чисельному розв’язанні задач ме-
ханіки суцільних середовищ та електродина-
міки, моделювання розподілених процесів 
сітковими методами задача зводиться до сис-
тем однотипних, порівняно простих алгебраї-
чних або диференціальних рівнянь великої 
розмірності. Для пошуку розв’язків таких си-
стем звичайно використовують ітераційні ме-
тоди, що включає в себе виконання великої 
кількості однотипних математичних операцій. 
При цьому необхідно забезпечити збіжність 
ітераційного обчислювального процесу, і 
розв’язати задачу оптимального розподілу 
(або «балансування») обчислювальних за-
вдань між вузлами багатопроцесорної обчис-
лювальної системи.  
 
Аналіз досліджень і публікацій 
Відомі методи балансування наванта-
жень для багатопроцесорних обчислювальних 
систем поділяють на статичні та динамічні  
[1-4].  
Статичне балансування виконується до 
запуску розподіленої програми. При цьому 
рівномірний розподіл обчислювального нава-
нтаження між процесорами намагаються за-
безпечити за рахунок вибору підобластей, які 
мають однакову кількість вузлів, мінімальну 
кількість спільних границь (граней), мініма-
льну розмірність матриці різницевих рівнянь, 
мінімальну кількість зв’язків. Інколи, додат-
ково, висувається вимога забезпечити відпо-
відність топології і розміру підобластей мож-
ливостям сіткових генераторів [1]. 
До алгоритмів динамічного балансу-
вання відносять такі, які допускають перероз-
поділ областей в ході обчислень. Програмне 
забезпечення, що реалізує динамічне балан-
сування, визначає навантаження обчислюва-
льних вузлів, пропускну здатність ліній 
зв’язку, а також частоту обміну повідомлен-
нями між логічними процесорами системи. 
На основі цих даних визначається, де саме 
буде виконуватися нове завдання, також тут 
визначається, які дії необхідно виконати, щоб 
перенести частину області чи областей з 
більш завантажених обчислювальних вузлів 
на менш завантажені. Для динамічного бала-
нсування можуть бути використані методи 
статичного балансування, застосовані з пев-
ним кроком по часу [5], а також і спеціальні 
методи балансування, що не мають статичних 
аналогів а для підвищення ефективності – 
паралельні версії послідовних алгоритмів [6, 
7]. Огляд і порівняння динамічних методів 
балансування наведено в роботі [8]. 
До статичних методів балансування 
відносять: метод половинного ділення; ком-
бінаторні методи; комбіновані підходи. До 
динамічних методів балансування – дифузний 
алгоритм; метод потенціалу; багаторівневі 
методи [9]. 
Найбільш поширені методи балансу-
вання основані на застосуванні геометричних 
алгоритмах розбиття. Для розрахункових 
схем, що використовують регулярні сітки, 
задача декомпозиції сітки по даним вирішу-
ється, зазвичай, за допомогою розбиття обла-
сті на блоки стовпців чи рядків [10, 11]; в 
трьохвимірному просторі – розбиття на шари. 
Вертикальне та горизонтальне розбиття нази-
вають одновимірною декомпозицією, оскіль-
ки поділ відбувається в одному сітковому на-
прямку. Також застосовуються так звані «ма-
тричні» методи розбиття, або двовимірна де-
композиція, коли поділ відбувається одночас-
но за двома сітковими напрямками. Ці методи 
себе добре зарекомендували, вони досить 
прості в реалізації і дозволяють отримати до-
бре збалансовану систему. Недоліком таких 
методів є те, що вони не є інваріантними до 
викривлення сітки. При зміні координат вуз-
лів сітки доводиться проводити декомпозиції 
обчислювальної області.  
 
Ціль статті  
Ціль статті полягає в тому, щоб запро-
понувати багатоточковий метод пошуку 
розв’язку гідродинамічної задачі і дослідити 
задачу призначення обчислювальних робіт на 
вузли мережі при реалізації цього методу у 
розподіленому обчислювальному середовищі. 
 
Основна частина 
В якості модельної використано двови-
мірну гідродинамічну задачу, розглянуту у 
статті [12]. Система рівнянь Нав’є-Стокса 
зводиться на прямокутній розрахунковій сіт-
ці: до наступної різницевої схеми: 
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де jiji gf ,, ,  – шукані значення функцій 
);,(),( yxfyxU X   ),().( yxgyxUY  – ком-
понентів вектора швидкості середовища за 
координатами x та y відповідно – в точках 
розрахункової сітки з номерами (i, j) ;  
jiP , – шукані дискретні значення функції тис-
ку )P(x,yP  в точках розрахункової сітки з 
номерами (i, j)  ;  
  та  – в’язкість та щільність рідини (по-
стійні величини); 
x  та y  – кроки розрахункової сітки за ко-
ординатами x та y відповідно.  
У рівняннях системи (1) – (3) викорис-
тано порядок індексів, що відповідає алфавіт-
ному розташуванню змінних (перший індекс 
відповідає координаті x, другий – координаті 
y). 
Спроби розв’язувати систему (1) – (3) 
показали, що метод градієнтного спуску не 
дозволяє знайти глобальний мінімум цільової 
функції, оскільки вона має велику кількість 
локальних мінімумів. Для прикладу розгля-
немо розв’язання задачі про встановлене ла-
мінарне протікання рідини через трубу. Опи-
шемо цю задачу системою (1) – (3) на обчис-
лювальній області 5х5 точок в просторі двох 
параметрів: 
 
    ,4,2,1 iUiU xx   
  .5..1,3,2  iiUx            (4) 
 
Ця задача має тривіальний розв’язок 
[ 2;5.1 21   ]. Однак процес градієнтного 
спуску зупиняється в одному з численних ло-
кальних мінімумів цільової функції, що не 
дозволяє отримати бажаний результат. 
З метою подолання цієї проблеми ми 
пропонуємо модифікувати цільову функцію. 
Нехай пошук розв’язку відбувається у прос-
торі узагальнених параметрів  p  , 
Pp ..1 . До числа цих параметрів можуть 
входити фізичні величини або узагальнені, 
пов’язані з фізичними певними співвідно-
шеннями. Розмірність простору пошуку P 
може дорівнювати кількості шуканих фізич-
них змінних або відрізнятися від неї. Так, в 
багатьох задачах можна зменшити розмір-
ність простору пошуку на основі певних при-
пущень про вигляд розв’язків системи, як у 
прикладі (4) Нехай  
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нев’язка системи (1) – (3) при значеннях па-
раметрів  p ...,, 21  .  З метою обходу ло-
кальних мінімумів, введемо множину векто-
рів зсуву  у просторі узагальнених параметрів 
 
  Sss ..1,)(    ,                   (6) 
 
і замість нев’язки (5) будемо оптимізувати 
суму нев’язок  
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де )(sj  – j-й компонент s-го вектора зсуву у 
просторі параметрів. У випадку двовимірного 
простору параметрів, це означатиме, що ми 
оптимізуємо не нев’язку системи в одній по-
шуковій точці, яка зрештою в результаті по-
шуку співпаде з точкою мінімуму цільової 
функції, а суму нев’язок у групі точок, роз-
ташованих навколо цільової за певним зако-
ном. Вибором кількості цих точок та закону 
їх розташування ми зможемо позбутися впли-
ву локальних мінімумів на результати пошу-
ку.  Для обчислення такої цільової функції, 
всі обчислення у кожній точці сітки доведеть-
ся повторити S разів, щоразу вводячи відпові-
дний зсув на один з вектор )(s  з множини 
(6). З метою оптимізації кількості обчислень 
пропонується динамічна реконфігурація 
множини (6), що може включати в себе вико-
ристання змінної кількості пошукових векто-
рів в ході пошуку та варіацію їхніх компонен-
тів.  
Для створення початкової моделі роз-
поділу обчислень розглянемо вертикальний 
та горизонтальний поділи обчислювальної 
області на домени (підобласті), що є зонами 
відповідальності окремих обчислювальних 
вузлів (рис. 1, а, б). Кількість таких доменів 
дорівнює кількості обчислювальних вузлів 
системи. Вертикальний та горизонтальний 
поділи розрізняються принципово; анізотро-
пія області обумовлена тим, що розглядається 
задача про протікання рідини у «горизонта-
льному» напрямку, тому «ліва» та «права» (за 
рис.1) границі області є перерізами вхідного 
та вихідного потоків, а «верхня» та «нижня» 
відповідають твердим стінкам.  
 
 
а                                    б 
Рис. 1. «Вертикальне» (а) та «горизонтальне» 
(б) розбиття обчислювальної  
області на домени 
 
Нехай використовується розрахункова 
сітка MN  , де N – кількість точок по вер-
тикалі (кількість «рядків матриці»); M – кі-
лькість точок по горизонталі (кількість «стов-
пців матриці»). Нехай кількість обчислюва-
льних вузлів дорівнює k . Такою ж має бути 
кількість доменів, на які розбиваємо обчис-
лювальну область.  
Позначимо aO  кількість числових зна-
чень, що передаються між точками, сусідніми 
у вертикальному напрямку, але належними до 
різних доменів (рис. 1, а). Позначимо bO  кі-
лькість числових значень, що передаються 
між точками, сусідніми у горизонтальному 
напрямку і належними до різних доменів 
(рис. 1, б). 
З системи рівнянь (1) – (3) видно, що 
обчислення нев’язок у кожній з точок області 
вимагає врахування значень функцій у сусід-
ніх точках. Для розрахунку нев’язки системи 
рівнянь у даній точці з індексами  ji,  необ-
хідно отримати 5 значень величин, що відно-
сяться до точок, сусідніх з даною у вертика-
льному напрямку ( ,,1 jif   ,,1 jig   ,,1 jiP  
,,1 jif   jig ,1 ) , і 5 значень величин, що від-
носяться до точок, сусідніх з даною у горизо-
нтальному напрямку ( ,1, jif  ,1, jig  ,1, jiP  
,1, jif  1, jig ) . В обох випадках дані про три 
величини передаються у «від’ємному» (від-
носно індексації точок) напрямку, а про дві – 
у «додатному». Отже, якщо дві сусідні по ве-
ртикалі чи по горизонталі точки віднесені до 
різних обчислювальних вузлів, то для обра-
хунку нев’язок на одному кроці ітераційного 
процесу між ними необхідно передати 
5 hv OO  значень, 3 з яких буде передано 
в один бік і 2 – в другий. 
При розбитті вертикальними границями 
(випадок рис. 1, а) кількість обмінів на одно-
му кроці розрахунку дорівнює: 
 
)1()( 1  kcONQ ha  ,          (7) 
 
де множник )1( k  представляє кількість 
границь, що використовуються у розбитті  
рис. 1, а ; hON   – кількість даних, які необ-
хідно було б передавати через одну границю 
між доменами довжиною N  за відсутності 
особливостей, пов’язаних з наявністю грани-
чних умов; 1c  – поправка кількості обмінів, 
що відображає особливості формулювання 
граничних умов. Якщо за постановкою задачі 
граничні умови задані на краях обчислюваль-
ної області рівностями з постійними величи-
нами, то для них не потрібно здійснювати на 
кожній ітерації інформаційні обміни між об-
числювальними вузлами; достатньо передати 
і зафіксувати це значення однократно. Так, 
наприклад, у задачі, що розглядається, на 
верхній та нижній границях розрахункової 
області з умов нерозривності та прилипання 
витікає, що компоненти швидкості мають по-
стійні значення:  
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Тобто, між двома сусідніми по горизонталі 
точками верхньої або нижньої границь  через 
границю домену, проведену вертикально, не-
обхідно передавати тільки одне значення 
1, jiP . Тому  
8421 c  .                   (8) 
 
Підставивши (8) в вираз (7), отримаємо:  
 
)1()85(  kNQa  .           (9) 
 
З аналогічних міркувань знайдемо кіль-
кість обмінів даними між обчислювальними 
вузлами при розбитті розрахункової області 
горизонтальними границями, як на рис. 1, б:  
 
)1()( 2  kcOMQ vb  ,        (10) 
 
де 2c  – поправка – кількість обмінів, які мо-
жна не виконувати при «горизонтальному» 
розбитті внаслідок особливості формулюван-
ня граничних умов. Для задачі про «горизон-
тальне» протікання рідини через трубу буде-
мо вважати, що величини тиску на вхідному і 
вихідному перерізах постійні по всьому пере-
різу (експериментальний об’єкт підключено 
до джерела тиску – аналог джерела напруги, 
що розглядається у теорії електричних лан-
цюгів), а вертикальні (поперечні) компоненти 
швидкості на вхідному і вихідному перерізах 
відсутні. Тоді  
 
;; 1,0, constPiconstPi Mii    
;0;0 1,0,  Mii ggi  
6322 c  ,                  (11) 
 
Підставимо (11) в вираз (10), отримаємо  
 
)1()65(  kMQb  .              (12) 
 
Знайдемо кількість обмінів при змішаному 
розбитті (рис. 2). Нехай розрахункова сітка 
MN  точок розбита на 1k  вертикальних та 
k  горизонтальних смуг,  kkk 1  – загальна 
кількість доменів. За постановкою задачі 
21 k , 2k  (якщо хоч одна з цих нерівно-
стей не виконується, то змішане розбиття ви-
роджується в один з випадків, розглянутих 
вище), тому 4k .   
 
 
Рис. 2. «Змішане» розбиття обчислювальної 
області на домени 
 
Загальна кількість обмінів при зміша-
ному розбитті дорівнює:   
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(13) 
 
З порівняння виразів (9) та (13) визначимо, 
при яких значеннях 1k  змішане розбиття 
дасть меншу кількість обмінів, ніж вертика-
льне. 
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                (15) 
Позначимо  
 
185 CN  , 265 CM  .      (16) 
 
Тоді з (15) отримаємо: 
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2
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Позначимо  
 
kCkCkCkCky 2121
2
1111 )()(  .  (18) 
 
Коефіцієнт при доданку другого ступе-
ня 851  NC  позитивний при будь-якому 
2N , тобто для будь-якої сітки; тому графік 
функції )( 11 ky  – парабола, кінці якої спрямо-
вані вгору. Ця функція набуває позитивних 
значень при великих позитивних і великих (за 
модулем) негативних значеннях 1k , тобто 
нерівність (14) виконується тільки на відрізку 
21 111
kkk  , де 
21 11
, kk  – корені квадратно-
го рівняння 
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Дискримінант рівняння (19) дорівнює 
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Корені рівняння (19): 
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Перший випадок:  
0)85()65(12  kNMkCC  ; (23) 
kCCkCC  1212  . 
Розділимо обидві частини нерівності  
(23) на 851  NC . Знак нерівності при 
цьому не змінюється, оскільки, як уже було 
вказано, 085 N  при будь-якому 2N , 
тобто для будь-якої сітки. 
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(21) та (22) дають: 
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Отже, умова (17) могла б бути виконана при 
таких 1k , що 
1
2
1 C
C
kk   .                 (25) 
 Однак за постановкою задачі, що розгляда-
ється, 1kk  , тому перша нерівність з (25) не 
може бути виконана. 
Другий випадок: 
 
012  kCC  . 
 
Дискримінант (20) дорівнює нулю, рівняння 
(19) має кратний розв’язок:  
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За постановкою задачі kk 1 , тому ве-
личини 
11
k  і 
21
k , як такі, що задають діапазон 
значень величини 1k , повинні бути менші, 
ніж k . Застосовуючи цю умову до (26), 
отримаємо нерівність k
C
Ck
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1
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22
, звідки 
отримуємо, що такий випадок може мати  
місце при 
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При цьому нерівність (19) не має розв'язків, 
оскільки графік функції (18) має лише точку 
дотику до осі абсцис 01 k  , але не пересікає 
цю вісь. 
Третій випадок. (Знак нерівності не змі-
нюється, аналогічно до випадку переходу (23) 
– (24)): 
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Отримуємо, що  умову (14) може бути вико-
нано при    
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Таке 1k може існувати, якщо kC
C

1
2 , тобто за 
умови (27). Ця нерівність є умовою того, що 
змішане розбиття дасть кращі результати 
 
Тепер порівняємо (12) та (13) і з’ясуємо умо-
ви, за яких розбиття горизонтальними грани-
цями виявиться гіршим, ніж змішане: 
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Враховуючи, що 0k , і застосовуючи (16), 
отримаємо: 
 
    2)65( kkkM  
;0)()85(  kkN  
 
  ;011
2
22   kCkCkCkkC  
 
    0112
2
2   kCkCkCkC  .   (29) 
 
Нерівність (29) може бути отримана з нерів-
ності (17) шляхом заміни коефіцієнтів: 1C  на 
2C , а 2C  на 1C . Застосовуючи цю ж заміну 
до співвідношення (28), що задає умови існу-
вання розв’язку нерівності (17), отримаємо 
умову існування розв’язку нерівності (29): 
змішаний метод розбиття дасть менше обмі-
нів, ніж «горизонтальний», при умові 
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Висновки 
В статті запропоновано багатоточковий 
метод чисельного розв’язання гідродинаміч-
ної задачі та розглянуто задачу оптимізації 
розподілу обчислювального навантаження 
між вузлами розподіленого обчислювального 
середовища при реалізації цього методу. Ви-
користання запропонованого методу дозволяє 
обійти локальні мінімуми цільової функції та 
оптимізувати використання обчислювальних 
ресурсів. 
Можливим напрямком подальших до-
сліджень може бути: деталізація запропоно-
ваної математичної моделі з урахуванням 
можливих варіантів організації обміну дани-
ми між вузлами, неоднорідності обчислюва-
льних ресурсів вузлів та каналів зв’язку, а 
також властивостей каналів обміну даними; 
розробка алгоритмів реконфігурації множини 
векторів зсуву (6) з адаптацією до особливос-
тей цільової функції. 
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