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Abstract
A 1D numerical model of Nonlinear Shallow Water Equations (NSWEs) coupled to an advection equation
for suspended sediment and a bed evolution equation is developed. The moving boundary at the shore-
line is treated by a coordinate transformation method (CTM). An absorbing-generating seaward boundary
condition in the transformed variables is also developed. The purely hydrodynamic component (NSWEs)
is verified against analytical results. The NSWEs plus advection equation is verified quasi-analytical re-
sults. The fully-coupled model with bed change due to bed-load is verified against a single swash event and
long-term numerical simulation. Excellent agreement is observed in all verifications.
Keywords: Coupled hydro-morphodynamic model; Coordinate transformation method; Non-breaking
waves; Wetting-drying
1. Introduction
Hydrodynamics in a shallow water region such as the nearshore zone can be well described by the
Nonlinear Shallow Water Equations (NSWEs). These equations describe well water motion in which the
velocity can be considered mostly depth-invariant [1]. In simplifying but still adequately describing the
fundamental physical phenomena, and thereby allowing a more rapid numerical solution, the NSWEs possess5
distinct advantages over more comprehensive equation sets, such as the Euler equations, for modelling
breaking and non-breaking long waves such as waves in the swash and inner surf zones and tidal motions [2].
The domain of NSWEs is typically bounded by a free-moving boundary at the shoreline and an absorbing-
generating boundary at the offshore. The most challenging problem related to modelling NSWEs is properly
describing the free-moving boundary at the shoreline.10
In numerical models, proper definition of the shoreline boundary is crucial for implementing an efficient
and robust model. Many methodologies have been applied in order to accommodate the free moving bound-
ary. Most of these implement the moving shoreline on a fixed computational grid in which the shoreline
position is located either at a grid point [3], [4] or extrapolated to some point between the grid points [5], [6].
Typically there is a threshold value that defines the wet-dry interface and determines where the shoreline15
is located. Arguably, a more mathematically elegant approach is to use a coordinate transformation to
map the moving domain onto a fixed one, thus the governing equations must be transformed into the new
coordinates. [7] solved the 1DH NSWEs by mapping the fluid domain onto a fixed domain and applied linear
extrapolation of water surface elevation to obtain the shoreline position. A similar technique was applied
by [8] with a semi-characteristic method to reduce the need of one-sided approximation at the shore. [9]20
obtained 2DH NSWEs in a partial characteristics form and solved on a transformed domain, in which the
spatial derivatives are obtained by spectral collocation. Chebyshev polynomials and trigonometric functions
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Figure 1: Sketch definition of nearshore region.
were applied for the cross-shore and along-shore direction, respectively. In fact, they applied two transfor-
mations; the second transformation concentrates grid points in the physical domain in the vicinity of the
shoreline. This transformation also allows the implementation of Chebyshev collocation. Most recently, [10]25
employed a similar coordinate transformation with a finite difference technique. A good resolution at the
nearshore region was still achieved without applying a second transformation. However, the transformation
functions need to be carefully selected.
So far this kind of approach has not been attempted with the morphodynamical NSWEs, in which the
hydrodynamics feeds into sediment fluxes and then bed change. The morphodynamical problem leads to a30
new equation set, and potentially a qualitatively different problem because the coordinate transformation
approach consider only the wet region, but bed change in the dry region must also be accommodated. Here,
we develop such a model, solving the morphodynamic equations using a CTM.
In the next section, the governing equations are presented. The modified equations under the CTM are
presented in section 3. In the same section, we show how the application of the CTM affects the prediction35
of the bed level in the dry region. The numerical solver and verification tests are presented in section 4 and
5, respectively. The discussion and conclusion are presented in section 6.
2. Governing equations
The schematic definition of the nearshore region is shown in Fig.1. The NSWEs can be derived from
the Euler equations of water motion, which can be found in [1], [11]. The 1D NSWEs, with quadratic bed40
friction, are
hˆtˆ + (hˆuˆ)xˆ = 0 (1)
uˆtˆ + uˆuˆxˆ + ghˆxˆ + gBˆxˆ = −
cd |uˆ| uˆ
hˆ
(2)
where xˆ is cross-shore distance, tˆ is time, hˆ is water depth, uˆ is depth-averaged velocity, Bˆ is bed level, g is45
gravitational acceleration, cd is nondimensional drag coefficient.
The transport of suspended sediment is determined by the depth-averaged volumetric concentration cˆ
cˆtˆ + uˆcˆxˆ =
1
hˆ
(Eˆ − Dˆ) (3)
2
Considering both bed-load and suspended load, the bed-evolution equation in dimensional form can be
written as50
Bˆtˆ + ξ(qˆb)xˆ = ξ(Dˆ − Eˆ) (4)
where qˆb is bed-load sediment flux, Dˆ and Eˆ are deposition and erosion (entrainment) rate respectively,
ξ = 1/(1 − p) where p is the bed porosity. The bed-load sediment flux, qˆb is here determined from the
Meyer-Peter-Mu´ller equation [12]
qˆb = Aˆ
(
uˆ2 − uˆ2b,cr
uˆ20
)3/2 |uˆ|
uˆ
(5)55
where uˆ0 =
√
ghˆ0 is velocity scale, Aˆ = Auˆ
3
0 is a dimensional empirical coefficient representative of bed-load
sediment transport rate, A is the dimensional constant given in [13] and hˆ0 is vertical length scale. uˆb,cr is
bed-load sediment critical velocity at which the bed sediment is mobilised. Following [14], the bed diffusion
is included through an additional term which allows the sediment to move downslope when it is already
mobilised. The modified instantaneous bed-load transport is60
q˜b = qˆb − 1
tanφ
|qˆb| Bˆxˆ (6)
where φ is the angle of repose of the sediment. If the downslope mobilisation is not considered, the term
1/ tanφ = 0, i.e. q˜b = qˆb. Following [15], the erosion rate and deposition rate are determined by
Eˆ = mˆe(uˆ
2 − uˆ2s,cr)/uˆ20 (7)
Dˆ = wˆscˆ (8)65
where mˆe is a parameter related to rate of entrainment of sediment into the water column (i.e. as suspended
load), uˆs,cr is suspended-load sediment critical velocity at which the sediment is eroded into the water column
and wˆs is the settling velocity of suspended sediment. Physically, if the sea bed is composed of a single
grain size we can expect that us,cr ≥ ub,cr. For swash motions, the threshold for bed motion of non-cohesive70
sediment is considered not significant, and thus not to have a significant impact on morphodynamics. For
tidal motion, most transport is effected by suspended load with waves entraining the sediment [15]. Here,
following [16], we use uˆb,cr = uˆs,cr = 0 for simplicity. For non-cohesive sediment of medium size (e.g.
0.2−2mm, [12]) such as on sandy beach, this simplification will not significantly affect beach morphodynamics
[16].75
Then, (3) and (4) can be written as
cˆtˆ + uˆcˆxˆ =
1
hˆ
(mˆe
uˆ2
uˆ20
− wˆscˆ) (9)
Bˆtˆ + 3ξ
Aˆ
uˆ30
uˆ2uˆxˆ = ξ(wˆscˆ− mˆe uˆ
2
uˆ20
) (10)
Non-dimensional variables are introduced to make the results more inter-comparable. These variables80
are:
x =
xˆ
hˆ0
, t =
g1/2tˆ
hˆ
1/2
0
, h =
hˆ
hˆ0
, u =
uˆ
uˆ0
, B =
Bˆ
hˆ0
(11)
c =
cˆ
cˆ0
, σ =
ξAˆ
hˆ0uˆ0
,M =
ξmˆe
uˆ0
, E =
wˆs
uˆ0
(12)
where cˆ0 is reference concentration, E is the exchange rate parameter which is representative of the settling
velocity of the sediment, therefore related to the grain size [17]. M (σ) is dimensionless bed mobility with85
respect to suspended-load (bed-load) [16].
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Figure 2: Transformation from physical to fixed computational domain.
Using dimensionless variables, (1), (2), (10) and (9) become
ht + (hu)x = 0 (13)
ut + uux + hx +Bx = −cd |u|u
h
(14)
ct + ucx =
1
h
E(u2 − c) (15)90
Bt + 3σu
2ux =M(c− u2) (16)
If the downslope mobilisation is taken into account (i.e. the bed diffusion in (6) is considered), the bed
change is given by
Bt + 3σu
2ux − 3σ u
2
tanφ
uxBx − σ u
3
tanφ
∂2B
∂x2
=M(c− u2) (17)95
3. Mathematical framework including boundary conditions
3.1. Coordinate transformation method
The physical domain of the NSWEs is shown schematically in Fig. 2. The wet part of the physical domain
is bounded by a moving shoreline at x = L+xs and an open boundary at x = 0. The computational domain
is also shown in Fig. 2. Following [7], [9], [18], the physical domain is transformed into the computational100
domain by applying the transformation
x = g(x) + xs(t)f(x) (18)
t = t (19)
Equations (18) and (19) map (x, t) onto computational coordinates (x, t) such that the transformed domain105
is defined from x = 0 (offshore) to x = L (shoreline) for 0 < t < ∞. The conditions for f(x) and g(x) to
maintain the coincidence of both domains are
f(x = 0) = 0 and g(x = 0) = 0 (20)
f(x = L) = 1 and g(x = L) = L (21)
110
4
It is also desirable that a higher grid resolution is achieved in the nearshore than in the offshore region
as more rapid changes typically take place there. Following [18] and [10], this can be achieved by taking
f(x) =
exp[−α(L− x)]− exp(−αL)
1− exp(−αL) (22)
g(x) = 0.5x− 1
β
ln { cosh [β(L− x)] }+ 0.5L (23)
115
where α and β are coefficients.
By carefully selecting the transformation functions f(x) and g(x), a higher resolution in the vicinity of
the shoreline can be achieved. ∆x/∆x is the ratio of physical cell versus computational cell. For higher
resolution in the nearshore, a value of ∆x/∆x < 1 is desirable in that vicinity. Moreover, the condition of
grid size distribution ∆x/∆x > 0 must be maintained throughout the domain. Applying this condition to120
(20) and (21), yields
0 < α <
0.5
|xs(t)|max (24)
β =
2 ln[cosh(βL)]
L
(25)
in which, β can be solved numerically by Newton-Raphson method as a function of L.125
Under CTM, the governing equations (13), (14), (15) and (16) become
ht +A1hx +A2(hu)x = 0 (26)
ut +A1ux +A2uux +A2hx +A2Bx = −cd
|u|u
h
(27)
ct +A1cx +A2ucx =
1
h
E(u2 − c) (28)
Bt +A1Bx + 3σA2u
2ux =M(c− u2) (29)130
where A1 and A2 are defined as
A1(x, t) =
∂x
∂t
= −
[
1
g′(x) + xs(t)f ′(x)
]
us(t)f(x) (30)
A2(x, t) =
∂x
∂x
=
1
g′(x) + xs(t)f ′(x)
(31)
135
where us =
dxs
dt
is the velocity of the shoreline. In case the downslope mobilisation is included, (17) is
considered instead of (16) and becomes
Bt +A1Bx +A2σ(3u
2ux − 3u
2
tanφ
uxBx − u
3
tanφ
∂2B
∂x2
) =M(c− u2) (32)
3.2. Shoreline boundary conditions
Although we no longer have a moving shoreline we must still determine xs(t) and us(t) in (30) and (31).140
The shoreline velocity us is obtained by the fact that both volume flow rate q and water depth h approach
zero at the shoreline. So, us can be obtained from limiting calculus, L’Hospital’s rule, as [19]
us =
q
h
∣∣∣
x=L
=
qx
hx
∣∣∣
x=L
(33)
Once us is known, xs can be approximated by
dxs
dt
= us (34)145
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Figure 3: Sketch of the shock for B at the shoreline in the physical domain
This method is found to be more stable than the approach of [18] and [10]. If bed friction is included
(cd 6= 0), the shoreline may advance but never retreat in the physical domain [20]. Instead, a vanishingly
thin film of water develops in the backwash, so the term −cd |u|uh in (27) can become very large in this
vicinity [21]. This can lead to numerical problems. Therefore we instead imposed h(x = L) = hmin in the
backwash.150
3.2.1. Shoreline boundary conditions for c and B
The shoreline boundary conditions require particular attention because the bed level must now be allowed
to change, but the bed level lies outside the computational domain when that section of shore dries. For
some bed load formulae, the bed-evolution at the shoreline is related to a shock condition [21] where the
bed level on the left and on the right of the shoreline point are different. Therefore, our shoreline boundary155
conditions must include shock conditions in order to effect that change, and these must be applied differently
depending on whether the shore is being wetted or dried.
In (28), as h → 0 at the shoreline, E/h → ∞, thus, right hand side of (15) is undefined (→ ∞) unless
c → ceq(= u2) to maintain the stability of the model. So, we take the equilibrium state for suspended
concentration, c = u2s, at the shoreline [16]. Here we exclude the effect of downslope diffusion in the160
boundary conditions. We use extrapolation when we incorporate this diffusion.
For some bed load sediment transport formulae, the bed-evolution at the shoreline is related to a
shock condition [21] where the bed level on the left and on the right of the shoreline point are different.
Consequently The shock at the advancing/retreating tip (see Fig. 3) can be defined in terms of bed-levels
and velocities on the left-side (wet region) and right-side (dry region) of the shoreline: BL, uL and BR, uR.165
Since the dry region is also included in bed shock relation for B at the shoreline, the solution of B at x = L
can be related to that in the dry region. Following [13], the shock condition at the shoreline can be obtained
by integrating across a physical region [x1, x2] such that
d
dt
∫ x2
x1
Bdx+
∫ x2
x1
3σu2dx =
∫ x2
x1
M(c− u2)dx (35)
Assuming that x1 < L + xs < x2, and in the limit of x1 → L + xs and x2 → L + xs, and assuming
cs = ceq = u
2
s, and hR = 0, uR = 0, hL = 0 and uL = us. (35) becomes170
−us[B]x2x1 + [σu3]x2x1 = 0 (36)
⇒ (BR −BL) + σu2s = 0 (37)
During uprush (us ≥ 0), the dry bed level BR is interpolated from known bed level at the previous time
and the wet bed level BL can be obtained from (37). On the other hand, during backwash (us < 0), the dry175
bed level BR is unknown, and in this case, the bed level on left side BL is extrapolated linearly from the
neighbouring nodes at the same time-step. Since the spatial grid size is small, the error of extrapolation is
assumed negligible. Once BL is known, BR is then computed from (37).
3.2.2. Offshore boundary condition
Here we adopt a characteristics-based boundary condition to allow waves to pass into and out of the180
domain. [22] derived a full characteristic decomposition for fully-coupled hydro-morphodynamical equations.
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However, for simplicity, we here consider only (26)-(28). For the bed evolution (29), we use the original bed
level with an assumption that the effects from nearshore area to the offshore boundary is so small as to be
negligible, i.e. at offshore boundary x = 0, B(0, t) = 0. The characteristic decomposition of (26)-(28) is
dR1
dt
= −cd |u|u
h
−A2Bx on dx
dt
= A1 +A2(u+
√
h) = λ1 (38)185
dR2
dt
= −cd |u|u
h
−A2Bx on dx
dt
= A1 +A2(u−
√
h) = λ2 (39)
dR3
dt
=
1
h
E(u2 − c) on dx
dt
= u = λ3 (40)
where R1 = u + 2
√
h, R2 = u − 2
√
h and R3 = c. Thus, it can be seen that Riemann invariants are
unaffected by the transformation, whereas two of the characteristics are changed. The equation governing190
R1 (R2) carries information in the positive (negative) direction, as long as λ1 > 0 (λ2 < 0).
In order to impose the boundary condition at x = 0 properly, we assume that at the offshore boundary
λ1 < 0 and λ2 > 0. Then the incoming signal R1 needs to be specified while the outgoing signal R2 can be
determined from (39). Following [23], h(0, t) and u(0, t) can be computed by superimposing the incoming
and outgoing waves at the boundary: h(0, t) = h(0, 0) + ηi(0, t) + ηr(0, t) and u(0, t) = ui(0, t) + ur(0, t)195
where η is water surface elevation with respect to still water level. Subscripts i and r indicate incoming and
outgoing signals, respectively.
R2(0, tn+1) can be computed numerically from present and previous time levels tn, tn−1. If the incoming
waves is specified with known ηi, ηr can be approximated by linear wave theory
ηr(0, t) = −h(0, 0) +R2(0, t)
√
h(0, 0)
2
(41)200
ui(0, t) =
ηi(0, t)√
h(0, t)
(42)
ur(0, t) = − ηr(0, t)√
h(0, t)
(43)
Similarly, (40) is used to describe the offshore boundary condition for c(0, t). In this case, R3 carries
information along +x for λ3 > 0 and vice versa, along −x for λ3 < 0. Thus, for u(0, t) ≥ 0, information205
from outside the domain is required for specifying R3. This can be done by extrapolation from the interior
domain, but instead here the instantaneous equilibrium state (neither erosion nor deposition) is assumed,
i.e. c(0, t) = ceq = u(0, t)
2. If u(0, t) < 0, (40) is computed numerically from inside the domain to obtain
c(0, t).
4. Numerical solver210
The equations (26)-(29) are solved numerically in the transformed computational domain. Note that the
transformed equations include nonlinear terms A1(x, t) and A2(x, t). A finite difference scheme of spatial
derivatives in conjunction with an explicit time-stepping scheme are applied to solve for unknown variables.
The computational domain is discretised into N + 2 nodes with node order from j = 0 (offshore) to j =
N +1 (shoreline). The spatial derivatives are computed using fourth order central difference approximation215
∂X
∂x
∣∣∣∣
j
=
1
12∆x
[
Xj−2 − 8Xj−1 + 8Xj+1 −Xj+2
]
+O(∆x4) (44)
where ∆x is the distance between nodes, X represents any dependent variable and j is the spatial node at
which the derivative is calculated, which is only valid from j = 2 to j = N − 1. At j = 1 and j = N , a
second order central difference approximation is used. At the boundary node j = 0 and j = N + 1, the220
spatial derivative is approximated by a one-side second order approximation.
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Given initial conditions and boundary conditions, the modified NSWEs are integrated in time using an
Adams-Bashforth-Moulton predictor-corrector scheme. The equations (26)-(29) can be written in the form
Xt = F (45)
A second order Adams-Bashforth scheme is applied for prediction, while a third order Adams-Moulton225
scheme is used iteratively for correction of predicted variables X at the next time-step.
Xn+1P = X
n +
∆t
2
[
3Fn − Fn−1
]
(46)
Xn+1C = X
n +
∆t
12
[
5Fn+1P + 8F
n − Fn−1
]
(47)
It is noted that an apparently non-physical oscillation occurs in this scheme and also in other schemes [24],230
[9]. It appears to originate to the vicinity of x = L. The cause of this behaviour is unknown but it is noted
that [9] observed similar behaviour. Here we treat it in the same way as those authors by using a numerical
filter technique developed by [24]. The filter is applied after every 100 time-steps to prevent spurious growth
and avoid model instability. Moreover, the decentred Shapiro filter method developed by [25] also allows
boundary filtering as well as centred filtering of the original Shapiro filter. For a computational domain of235
N + 2 nodes, nodes i = 4 to N − 1 are filtered using the 16th-order Shapiro filter:
F 16(Xi) =
1
256
[−(Xi−4 +Xi+4) + 8(Xi−3 +Xi+3)− 28(Xi−2 +Xi+2) + 56(Xi−1 +Xi+1) + 186Xi] (48)
Near the boundaries, a non-symmetric filter is used as mentioned. Accordingly, at nodes i = 1, 2, 3, N −
2, N − 1, N , the decentred 16th-order Shapiro filter is applied following [25].
5. Verification240
5.1. Hydrodynamics only
We first consider hydrodynamics, equations (26) and (27), only. Analytical results were obtained by [26]
for NSWEs on a plane beach of slope tanα by using a hodograph transformation methodology. There are two
tests considered: transient and periodic. Both cases comprise useful verification tests for 1D hydrodynamic
motion.245
5.1.1. Carrier and Greenspan [1958] (CG58) transient solution
The transient case is the CG58 analytical solution for a body of fluid that is initially depressed (with
respect to the still water level) and held motionless (u = 0) and then released at t = 0. The generated
transient wave runs up the plane beach and allows us to see the model performance on the run-up problem.
The case is transient, allowing us to ignore the offshore boundary by taking the domain far enough away250
so that its influence can be neglected. The initial surface elevation η versus x is shown in Fig.4b and given
analytically by CG58. They introduce a parameter ε related to depression of the initial surface elevation
profile. A value of ε ≤ 0.23 needs to be selected for non-breaking cases. The initial surface elevation η
approaches asymptotically ε far offshore, and has a minimum value of 0 at the shoreline. The analytical
solutions are obtained in (σ, λ)-coordinates (see formulas (3.4) - (3.9) in CG58). Hereinafter, we use χ to255
denote the CG58 σ to avoid confusion with the present use of σ. The motion of the instantaneous shoreline
was obtained by setting χ = 0 (see formulas (3.10) - (3.13) in CG58).
The present model is tested against the transient case with L = 50, slope = 1/50, ∆x = 0.1, ∆t = 0.01,
α = 0.01, β = 0.024375, and ε = 0.1. There are 500 nodes across the domain and the model are simulated
over a time length of 100.260
The analytical results and model results show excellent agreement (Fig.4). In Fig.4a, a very small
difference in us can be seen between model and analytical results, as us approaches its maximum value.
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Figure 4: Present results (solid line) against analytical CG58 transient solutions (square dotted) of (a): the shoreline position
xs and the shoreline velocity us versus time t and (b): the water surface elevation η versus cross-shore position x at different
time steps (t = 0− 44 with ∆t = 4.4). The time t = 0 corresponds to the bottom line, and the top line corresponds to t = 44
5.1.2. CG58 periodic solution
CG58 also presented an analytical solution for periodic non-breaking standing waves on a plane-sloping
beach, in which the periodic waves have amplitude A and frequency ω. This periodic behaviour can be265
interpreted as a sinusoidal tide or non-breaking surface gravity wave in the swash. The periodicity of this
wave allows us to verify the stability of the numerical model for very long times. The solution of this type
of flow are specified by means of potential function: φ(χ, λ) = AJ0(ωχ) sin(ωλ), where J0 is a zeroth order
Bessel function of the first kind. Once the values of A and ω are defined, then the analytical solutions of
flow properties can be solved for in the (χ, λ)-coordinates and converted back into (x, t) coordinates (see270
formulas (2.16) - (2.19) in CG58) by solving a system of nonlinear equations using fsolve in MATLAB.
At the offshore boundary, the nonlinear system can also be solved numerically to obtain the analytical
solution there. However, this is time consuming. Instead, a generating-absorbing boundary condition is
used (see 3.2.2). A sinusoidal incoming signal is specified at the offshore boundary
ηi =
Hi
2
sin
2pi
T
t (49)275
where Hi is incoming wave height, T is wave period. [27] and [28] pointed out that nonlinear effects
are negligible far from the shoreline. Thus, the hydrodynamic variables far from the shoreline can be
approximated in the uncoupled system of equations and the (χ, λ)-coordinates correspond directly to (x, t)-
coordinates. To ensure that nonlinear effects are negligible, we must have L > 4 [27]. Also, L is chosen such
that the anti-node is formed at the offshore boundary. Following the simplification given in (2.10) of [28],280
A can be approximated by
A ≈ 4Aoff
J0(
√
16L)
(50)
where Aoff is the amplitude of the signal at the offshore boundary. Since an anti-node is formed at the
offshore boundary, Hi = Aoff .
Here we take slope = 0.1, Hi = 0.016, T = 10.0, L = 12.4, ∆x = 0.2, ∆t = 0.01, α = 0.01, β = 0.0983.285
For given parameters, the corresponding CG58 analytical parameters obtained from above procedure are
A = 0.4, ω = 1. We have about 25 nodes over one wavelength, and about 890 timesteps per period.
The comparison of offshore signals shows excellent agreement (Fig.5). A small phase difference between
CG58 analytical and generating-absorbing offshore signal is observed, indicating also that nonlinear effects
9
are very small at the boundary. There is a small difference in the amplitude (0.2% relative error) which is290
mainly due to the outgoing signal not perfectly exiting the domain.
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Figure 5: Present results (solid line) against analytical CG58 periodic solutions (black squared) of (a): shoreline hydrodynamics
xs and us versus time t/T (b): offshore hydrodynamics ηoff and uoff versus time t/T
The shoreline position xs and velocity us against t/T are shown in Fig.5a. The maximum relative error
between model and analytical solutions is about 0.5%. The agreement can also be observed in the evolution
of η and u over a full period (Fig. 6). There are small disagreements at the shoreline, which are similar to
those observed in other models. These seem to result from phasing errors rather than numerical difficulties295
because solutions are smooth in this vicinity. The stability of the model is also confirmed by running the
model for about 100 periods whilst maintaining similar accuracy.
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Figure 6: Present results (black dotted) against analytical CG58 periodic solutions (red solid line) of (a): the water surface
elevation η and (b): the velocity u evolution for a full period
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5.1.3. Hubbard and Dodd [2002] model for periodic NSWEs
We now bring together periodic motion and bed friction, and verify against the NSWEs model of [29].
A sloping bed of domain length L = 12.4, slope = 0.1 was used for the simulation. The water level is still300
initially, η(t = 0) = 0, u(t = 0) = 0 over the whole domain. For the present model, α = 0.01, β = 0.0983,
∆x = 0.1, ∆t = 0.01. The sinusoidal incoming signal is Hi = 0.02, T = 10, and cd = 0, 0.01, 0.025 and 0.1.
The model of [29] is a NSWEs model which include the alongshore component. The equations are solved in
a fixed coordinate system. For both model an identical bathymetry, friction coefficients and driving signal
are used. The domain length of 13.0 is used in [29] model, to allow the maximum run up to be included305
within the domain. As presented above, a minimum water depth hmin = 10
−5 is applied for both models.
It is also noted that [29] also introduce a second depth tolerance hTOL to stabilise the scheme, which defines
an ’almost dry’ cell [29]. For smooth solutions in [29] model, we use 1300 cells in the cross-shore direction.
The Courant number = 0.8 and hTOL = 10×hmin are used. The outgoing signal was not provided explicitly
in [29] model but can be obtained easily from superposition assumption as the incoming and the summation310
signals are known.
For the frictionless case, cd = 0, the total surface elevation η(x = 0) and depth-averaged velocity u(x = 0)
at the offshore boundary are shown in Fig. 7a and 7b. The offshore signals of both η and u are generally in
good agreement with obvious disagreement only in troughs of the standing wave. Note that Fig. 7a and 7b
show the initial generation of the wave and its subsequent complete reflection, with the comparison of xs315
for cd = 0 shown in Fig. 7c. The comparison between present and [29] solutions of xs for cd = 0.01, 0.025
and 0.1 are also shown in Fig. 7c. Overall agreement is not perfect, the solution obtained by the present
model is smoother. It is noted that the spatial grid of the present model is 10 times larger than [29] for
a similar degree of accuracy. This is mainly due to the transformation functions in (22) and (23) obtain a
better resolution in the vicinity of the shoreline. Moreover, the second depth threshold is not required for320
the present model, thus smoother solutions are obtained as can be seen in Fig. 7c.
5.2. Advection of suspended sediment in Shen and Meyer [1963] solution
[30] presented an analytical solution of the NSWEs corresponding to a bore impinging on a beach
and subsequently running up and back down an initially dry slope. This swash motion was subsequently
reinterpreted by [31] as an initial value problem. In general, the present model is developed for non-breaking325
waves, but this solution can be accommodated. Only the initial condition contains a discontinuity and no
shock subsequently develops. Although it could be argued that accurate modelling of h and u ensure accurate
modelling of c, because c is passively advected at speed u, it is useful nonetheless as a verification case partly
for reassurance and partly as a first step toward full morphodynamic coupling. To this end, we use the initial
condition of [31], which in the physical domain is330
u(x, 0) = 0
c(x, 0) = 0
}
for allx and
{
h(x, 0) = 1.0 forx ≤ x0
h(x, 0) = 0.0 forx > x0
(51)
The domain length extends far enough offshore so that the offshore boundary is not affected by the dam
collapse throughout the simulation. Once R2 at the boundary is known, then
R1 = R2 + 4
√
h0 (52)
We take L = 50, slope = 0.1, and α = 0.01, β = 0.024375. In this simulation, grid sizes of ∆x = 0.02 and335
∆t = 0.001 are used. The exchange rate parameter E (see [17]) is chosen to be 0.001 and 0.03, which are
consistent with the parameters used by [16]. The present results of h and u are very close to the analytical
solutions [31] (not shown).
The deviation of c from its equilibrium value for E = 0.001 and 0.03 is shown as contour plots in Fig. 8a
and 8b, respectively. The quantity of c− ceq (or c−u2) is related to the tendency to erosion or deposition of340
suspended sediment, in which positive value of c− u2 is deposition tendency and vice versa. In comparison
with [16] in Fig. 8a and 8b, the solution of c obtained by present model also agrees well.
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Figure 7: Present (solid lines) and [29] (dashed lines) solutions of (a): the offshore water surface elevation ηoff , (b): the offshore
velocity uoff for cd = 0 and (c): the shoreline position xs versus t for cd = 0 (black), 0.01 (red), 0.025 (blue), 0.1(magenta)
5.3. Bed change due to bed load only over a single event
We now consider the same initial condition as for §5.2 but now an erodible bed is included, such that
σ > 0 and M = 0. Therefore, although we allow suspended load transport to occur, bed change is only345
affected by bed-load transport. Again, the same parameters and grid sizes ∆x and ∆t as used in 5.2 are
applied. Here, σ = 0.01 is used so we can compare the results with [32].
The results of the beachface evolution are shown in Fig.9 with the final bed change shown in Fig.9b.
Overall, the coupled simulation results agree well in comparison to [32] and [21] with similar patterns of
hydrodynamics and bed-change.350
5.4. Bed change due to bed load only over multiple periods
So far, the model performance has been confirmed through hydrodynamics, advection of sediment and
bed change verification tests (see 5.1, 5.2 and 5.3). The latter two tests have been for a single event
only. It is desirable to test over long duration if this approach is able to be used for long-term prediction.
However, it is difficult to find benchmark results for long term simulations (i.e. either storm scale for wind355
waves or annual scale for tides). Cross-shore evolution of an initially plane beach under the action of a train
of sinusoidal waves (4000 periods) was presented by [14] for both an impermeable and permeable bed. Their
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Figure 8: Contour plots of present model solution (black) against [16] (red dashed) of c − u2 for exchange rate parameter of
(a): E = 0.001 and (b): E = 0.03
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Figure 9: (a): Contour plots of ∆B, (b): Final bed change ∆B for [31] swash event over a mobile bed of σ = 0.01 and M = 0
(present model: black solid line, [21]: red dashed line)
model includes bottom friction and the bed-load transport due to the Grass formula. It is noted that the
Meyer-Peter-Mu´ller transportation equation applied in our model and the Grass formula are identical for
us,cr = ubcr = 0 (see 2). In this test, the bed diffusion with downslope mobilisation, i.e. (32) is considered360
instead of (29).
It is noted that [33] reproduced the validation test for wind wave over storm-scale duration, showing
a close agreement with results of [14]. Hence, we use the cross-shore results of [33] for impermeable bed
and non-breaking incoming waves as a benchmark for verification. The physical parameter in [33] are set
as follows: cd = 0.025, A = 0.004s
2m−1, p = 0.4 and φ = 320, which are equivalent to σ = 0.0654 in the365
present model.
In [33], the domain length is 12m with 240 cells. The wet-dry boundary treatment in this model was
13
4.5 5 5.5 6 6.5 7 7.5 8
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
(a)
0 800 1600 2400 3200 4000
-1.5
-1
-0.5
0
0.5
1 10
-6
(b)
Figure 10: (a): Bed change ∆B between present model (dashed line) and [33] model (solid line) at t = 1, 000T (black),
t = 2, 000T (red), t = 3, 000T (blue) and t = 4, 000T (magenta). (b)Sediment conservation of present model
proposed in [29]; a secondary threshold hTOL is used, below which the velocity is considered to be zero (see
[29] for more details). hmin = 0.002m and hTOL = 0.0025m are used. The initial bed bathymetry is given by
[14]. In particular, the initial beach slope = tan 80, the still water depth at seaward boundary h(x = 0) = 1370
and the domain length is L = 7.115. The water is set to be still initially (t = 0). For the present model,
α = 0.01, β = 0.171, ∆x = 0.03 and ∆t = 0.002 are used. The number of spatial cells between the two
models are consistent. The incoming signal is a series of sinusoidal waves with period T = 5pi and H = 0.025
(equivalent to T = 5s and H = 0.025m in [14] model). The simulation duration is 4, 000 periods. The same
boundary condition as [33] is applied to obtain the hydrodynamics ((38) and (39) in 3.2.2). The bed level375
at offshore boundary B(x = 0) is updated setting it equal to that at the next node at each time step,
following the extrapolation approach proposed by [14]. The shoreline boundary condition are presented in
3.2 with the bed level is updated from previous time step. Fig. 10 shows the evolution of the bed profiles
in comparison with [33]. The formation of a bar can be observed at x = 5.5 after 1000 periods in Fig. 10a.
This bar develops and advances seaward, along with the erosive action in the upper part of the beach. Fig.380
10a also shows a direct comparison of the bed change ∆B between the present model and [33]. Overall,
the bed profiles between the two models are in good agreement with some discrepancy in the upper part of
the beach. It is not clear what causes this small discrepancy. The secondary threshold in the model of [33]
appears not to be responsible because a similar discrepancy is observed when it is removed.
The conservation of sediment in present model is also confirmed by checking the difference between the385
net bed change and the net sediment transport at the offshore boundary due to bed load transport over
time from t = 0−Ti (Ti = iT with i is the number of periods, which range from 0 -4000 in this simulation).
Fig. 10b shows that the difference between these two values over simulation duration is very small in the
order of 10−6, which confirm the conservation of sediment in present model.
6. Conclusions390
A morphodynamical model for NSWEs plus sediment advection and bed-evolution equations have been
developed for long, non-breaking waves. The model involves a predictor-corrector time integration in con-
junction with finite difference for approximation of spatial derivatives. The performances of the present
model are confirmed against both hydrodynamic and morphodynamic. The morphodynamical performances
of present model are also validated against known models for a single swash event and mid-term simulations.395
It is noted that under the effect of filtering and different wetting-drying approach, discrepancies are observed
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in morphodynamical results. However, the difference are small while the conservation of sediment is still
maintained.
In conclusion, good agreement in present model in storm scale tests also suggests that the model is
suitable for further study of long-term morphodynamic of long waves such as tides and non-breaking wind400
waves. The model can also be extended into 2DH to include alongshore factors. It confirm that coordinate
transformation techniques can also be used to accurately simulate short and long-term morphodynamic
changes.
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