The computational micro-to-macro transition framework couples heterogeneities on the microscopic scale to the macroscopic response of a continuum. The objective here is to apply this framework to macroscopic material layers capable of undergoing an in-plane stretch in addition to the normal opening mode. This is achieved using the continuum interface theory of Gurtin and Murdoch (1975) which endows the interface with its own energetic structure. The relation of the macroscopic kinematic descriptors of the interface deformation to the averaged underlying microscopic quantities are consistently derived using the Hill-type averaging theorem. Key features of the theory are elucidated using a series of three-dimensional numerical examples.
Introduction
Material layers within a macroscopic continuum play an important role in numerous engineering applications. Examples include adhesive bonding layers, laminated composite structures, geomaterials and masonry structures. The material layer is generally weaker than the surrounding bulk causing the deformation to localise in the layer. The ability to model the response of the material layer is therefore critical in order to determine the behaviour of the overall continuum. The response of the material layer is dependent upon its microstructure and, in particular, heterogeneities. Microscopic heterogeneities include voids, inclusions and micro-cracks. Homogenisation, as pioneered by Hill [2, 3] , provides a consistent methodology to link the macroscopic and microscopic scales and forms the basis for computational micro-to-macro transitions [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The key contribution of this work is to significantly extend the two-dimensional computational micro-to-macro transition approach for material layers proposed by Hirschberger et al. [15] to consistently account for in-plane stretch by endowing the macroscopic interface with its own energetic structure in the spirit of Gurtin and Murdoch [1] . The importance and relevance of considering materials layers using a multi-scale paradigm was commented upon in a recent overview paper by Geers et al. [16] .
The kinematic behaviour of a material layer can be approximated as that of an incoherent interface. Thereby the displacement field exhibits a discontinuity across the interface.
The vast majority of formulations for material layers do not permit the layer to undergo in-plane stretch. The constitutive response of the material layer itself can be approximated using a cohesive traction-separation law. The traction-separation law relates the discontinuity in the macroscopic displacement field across the material layer (interface) to an interface traction [see e.g. [17] [18] [19] . The traction-separation law is, therefore, a constitutive model relating kinematic and kinetic quantities. The point of departure in Hirschberger et al. [15] was to circumvent the constitutive assumptions of the traction-separation law by using micro-to-macro transitions. The in-plane stretch of the interface was not, however, accounted for. Related works include [20] [21] [22] [23] [24] .
An alternative view of an (incoherent) interface, or a surface, is obtained by endowing the interface with its own energetic structure in the form of a Helmholtz energy, as proposed in the seminal work of Gurtin and Murdoch [1] [see also [25] [26] [27] [28] [29] [30] [31] [32] . The interface is thereby elevated to the same status as 2 the bulk and obeys its own set of governing equations and constitutive relations. The governing equations for the interface are coupled to the response of the bulk. Kinematic quantities on the interface describe the deformation state. Constitutive relations for the interface, arising from consistent thermodynamic restrictions, relate kinematic and kinetic interface quantities. The objective of this work is to extend such a theory to account for micro-to-macro transitions, and thereby circumvent classical constitutive relations. Related works includes those by Geers et al. [33] and Coenen et al. [34] on the response of macroscopic thin sheets with heterogeneous microstructure using second-order computational homogenisation schemes [35] [36] [37] [38] . The macroscopic response is described by a fourth-order shell theory. A second-order computational homogenisation scheme is required to transfer the higher-order macroscopic kinematics to the microscopic problem. As in the theory presented here for material layers, measures of the surface kinematics and kinetics are required. Furthermore, the thickness of the shell governs the height of the representative volume element (rve) at the microscopic scale. The same assumption regarding the thickness of the material layer is made here. A key distinction between these approaches and the one presented here is that a first-order homogenisation theory suffices for material layers where the macroscopic response is based upon the original theory of Gurtin and Murdoch [1] .
Interface homogeneities have also been considered in the context of contact problems [see e.g. 39, 40] .
In summary, the key objectives and contributions of this work are as follows:
• to state the equations governing an energetic interface accounting for in-plane stretch at the macroscopic scale;
• to consistently transfer the macroscopic kinematic interface data to the underlying microscopic problem and to determine the corresponding restrictions on the microscopic motion;
• to determine the macroscopic kinetic quantities and the interface tangent modulus from the averages of various microscopic fields;
• to solve the three-dimensional, nonlinear microscopic problem using the finite element method;
• to elucidate the key features of the theory using a series of representative numerical examples involving heterogeneous microstructures.
This manuscript is organised as follows. The notation and certain key concepts are briefly introduced. The equations governing the response of the macroscopic bulk and the interface are then given in Section 2. This requires the introduction of various surface operators and geometric concepts. The microscopic problem is then introduced in Section 3. The Hill-type averaging condition is then employed to relate micro-and macroscopic quantities by exploiting the invariance of the variational work. The focus of this section is on the link between the two scales for a macroscopic point on the interface. Details of the numerical approximation using the finite element method are briefly given in Section 4. Thereafter, a series of representative numerical examples serve to elucidate the theory. We conclude and discuss further work in Section 6.
Notation
The purpose of this preliminary section is to summarise certain key concepts in nonlinear continuum mechanics and to introduce the notation adopted here. Detailed expositions on nonlinear continuum mechanics can be found in [41] [42] [43] [44] , among others.
Direct notation is used throughout. In addition, occasional use is made of index notation. Upper and lower case Roman indices refer to tensor components defined on the material and spatial configurations, respectively. The scalar product of two first-order tensors a and b is denoted a · b = a i b i . The scalar product of two second-order tensors A and B is denoted A : B = A ij B ij . The action of a second-order tensor A on a first-order tensor b is represented as A · b, and in index notation as A ij b j . The action of a third-order tensor Λ on a first-order tensor b is represented as Λ · b with components Λ ijk b k . The tensor product a ⊗ b of two first-order tensors a and b is a second-order tensor D defined by the relation [a ⊗ b] · c = [b · c] a ∀ vectors c and is expressed in index notation as D ij = a i b j . The non-standard tensor product of a second-order tensor A and a first-order tensor b, denoted A⊗b, is a third-order tensor with components A ij b k . The non-standard tensor product of a first-order tensor a and a second-order tensor B, denoted a ⊗ B, is a third-order tensor with components a i B jk . The non-standard tensor product of a first-order tensor a and a secondorder tensor B, denoted a ⊗ B, is a third-order tensor with components [a ⊗ B] ijk = a j B ik . Finally, the non-standard tensor product of a secondorder tensor A with another second-order tensor B, denoted A ⊗ B, is a fourth-order tensor with components [A ⊗ B] ijkl = A ik B jl .
Quantities defined on the macroscopic scale are differentiated from those on the microscopic scale by an accent placed above the symbol. That is, {•}, { •}, { •} and { − → • } refer to variables defined at the macroscopic scale.
The notation {•} does not denote closure here. Matrices and vectors are distinguished from second-and first-order tensors via upright font and are indicated in bold.
We distinguish indices unrelated to the number of space dimensions from those related to the number of space dimensions by using upright font for the former.
The macroscopic problem
The kinematics of a macroscopic continuum containing an energetic interface are presented in Section 2.1. This is followed by a discussion on superficial tensors. Various important integral relations are then given. With this preliminary material at hand, the macroscopic boundary value problem is stated in Section 2.4.
Kinematics
We denote by the open set B 0 ⊂ R 3 the material placement of a macroscopic continuum body, as depicted in Fig. 1 . The external surface of the body B 0 is denoted ∂B 0 with unit outward normal N . Material particles in the material configuration are labelled X ∈ B 0 . The body B 0 is partitioned into two distinct subdomains, B Here time simply provides a history parameter to order the sequence of events and quasi-static condi-5 tions are assumed henceforth. 1 We denote by the map ϕ : B 0 × T → R 3 , a motion of the macroscopic material placement B 0 for a time t ∈ T. The restriction of the motion ϕ to the interface I 0 is denoted ϕ. The current placement of the macroscopic body at a time t associated with the motion ϕ is denoted B t = ϕ(B 0 (X), t) with particles designated as x = ϕ(X, t) ∈ B t .
2
The interface in the spatial configuration I t is defined as the surface midway between the negative and positive faces, I − t and I + t , respectively. That this is indeed a correct definition of the interface in the spatial configuration is discussed in [19] . Particles on the interface in the spatial configuration are denoted x ∈ I t . Particles on the negative and positive sides of the interface in the spatial configuration are denoted x − ∈ I − t and x + ∈ I + t , respectively. The macroscopic, invertible, linear tangent map F : T B 0 → T B t (that is, the deformation gradient) maps a line element dX ∈ T B 0 in the material configuration to a line element dx ∈ T B t in the spatial configuration and is defined as the derivative of the macroscopic motion ϕ with respect to the material placement; that is, F (X, t) = Gradϕ(X, t) , 1 Computational temporal homogenisation is thus not considered. 2 Here and henceforth, the subscripts t and 0 shall designate spatial and material quantities, respectively, unless specified otherwise.
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where Grad {•} := ∂ {•} /∂X is the gradient operator with respect to the macroscopic material placement. The notation T {•} denotes the tangent space to {•}. The Jacobian determinant of the macroscopic deformation gradient is denoted J(X, t) := det(F (X, t)) > 0, where
and G I (I = 1, 2, 3) are the linearly independent material covariant vectors. The inverse of the deformation gradient is denoted f := F −1 with an associated inverse Jacobian determinant j := det f = 1/J > 0, where
and g i (i = 1, 2, 3) are the linearly independent spatial covariant vectors. The condition on the motion that J(X, t) > 0 implies that the motion is invertible.
The non-invertible, linear interface tangent map F : T I 0 → T I t (that is, the interface deformation gradient) maps tangential line elements on the interface in the material configuration d X ∈ I 0 to tangential line elements on the interface in the spatial configuration d x ∈ I t . Although the linear surface tangent map F is non-invertible, due to rank deficiency, it possesses an inverse, denoted f , in the following generalised sense:
where i and I are the mixed-variant interface unit tensors respectively defined by
and i is the ordinary second-order mixed-variant unit tensor of the threedimensional embedding Euclidean space in the spatial configuration B t . The second-order tensor I is the ordinary mixed-variant unit tensor of the threedimensional embedding Euclidean space in the material configuration B 0 . The vector m is the unit outward normal to I t . It is clear that i and I are simply the spatial and material projections, denoted P t and P 0 respectively, onto the interfaces with normals m and M , respectively. It is 7
obvious that as the projection tensors depend on the interface normal, so do the interface unit tensors. The interface deformation gradient F and its generalised inverse f are computed as the surface gradients of the interface deformation and its inverse, respectively. That is,
and
where
are simply the projections of the standard gradient operators onto the interface. The Jacobian determinant of the interface deformation gradient, denoted J( X, t) := det( F ( X, t)) > 0, and its inverse j( x, t) := det( f ( x, t)) > 0, are defined by [see e.g. 31, 45] :
where G α ∈ T I 0 (α = 1, 2) and g α ∈ T I t are the covariant interface basis vectors in the material and spatial configurations, respectively.
Tensors and vectors
A second-order tensor field on the interface I 0 , arbitrarily denoted S( X), is a linear transformation from the tangent space at X (the space of all vectors which are orthogonal to the interface normal vector M ) to R 3 . This definition is made compatible with the standard definition of a second-order tensor as a linear transformation from R 3 to R 3 by requiring that the transformation of the interface normal vector by S is precisely the zero vector [see e.g. 46] . Thus, the so-called superficial second-order tensor associated with S is denoted by S : R 3 → R 3 and satisfies the property that
One important example of a superficial second-order tensor is the material projection P 0 defined in Eq. (1) which maps an arbitrary vector in R
Jump and integral relations
The jump and average operators for an arbitrary macroscopic field {•} across the interface I 0 are respectively defined by
Gauss's theorem, in its extended form, relates the material gradient (resp. divergence) of a quantity over the macroscopic material volume B 0 , possibly containing an interface I 0 , to the flux of the quantity over the external boundary ∂B 0 , and the jump of the flux in the quantity over the interface I 0 . Gauss's theorem for material scalars a 0 , and first-and secondorder tensors, collectively denoted a 0 , is
The following identity relates the jump of the scalar product of two quantities, denoted a and b, to the products of their jumps and averages:
The macroscopic boundary value problem
The equations governing the response of a nonlinear solid possessing an energetic material layer at the macroscopic scale are now summarised. For further information concerning energetic interfaces and surfaces the reader is referred to [1, [27] [28] [29] [30] [31] [32] and the numerous references therein. The contributions by Xu and Needleman [17, 18] provide a detailed description of the mechanics of a cohesive interface.
The objective of a constitutive relation is to transform kinematic data concerning the deformation at a macroscopic material point into kinetic data representing the response of the continuum. In classical continuum theories the form of the constitutive relations in the bulk are represented by the Helmholtz energy ψ. Similarly, the response of an energetic interface is characterised by a Helmholtz energy, denoted ψ, independent to that of the bulk.
The objective here is to sidestep these macroscopic constitutive approximations and to determine the constitutive response of the macroscopic 9 material layer possessing an energetic interface directly from a simulation that captures the heterogeneous microstructure.
The external boundary of the macroscopic continuum ∂B 0 and the interface ∂I 0 are partitioned into Dirichlet and Neumann parts, denoted ∂B ϕ 0 and ∂B t 0 , and ∂I ϕ 0 and ∂I t 0 respectively, as follows: 
The macroscopic Piola-Kirchhoff stress tensors in the bulk and on the interace are denoted P and P , respectively. The divergence operator on the interface is defined by
The statement of equilibrium in the bulk (5) and the associated Dirichlet and Neumann boundary conditions, (6) and (7) respectively, are standard. The statement of equilibrium on the interface I 0 is given by the generalised Young-Laplace equation (8) . The divergence of the interface PiolaKirchhoff stress P is related to the jump in the macroscopic Piola-Kirchhoff stress P across the interface I 0 . Dirichlet and Neumann boundary conditions on the boundary of the interface are given in Eq. (9)- (10) . Finally, the interface traction t 0 is defined in Eq. (11) . 10 The strong form of the macroscopic governing equations considered by Hirschberger et al. [15] can be recovered by eliminating Eq. (9)- (10) from (S), and removing the term Div P from Eq. (8) .
To obtain the variational form of the macroscopic boundary value problem, denoted (V), from (S) we proceed formally. Taking the scalar product of Eq. (5) and (8) with an arbitrary motion in the bulk δϕ ∈ H 1 0 (B 0 ) and on the interface δ ϕ ∈ H 1 0 (I 0 ), respectively, summing, integrating over the domain B 0 , then integrating by parts and using Gauss's theorem (3), the relationship (4), the weak form of the Neumann boundary conditions given by Eq. (7) and (10) and the definition of the interface traction (11) yields:
and assuming, as we did previously, that the average of the macroscopic motion on the interface is the interfacial motion, that is that [{{δϕ}} −δ ϕ] = 0 ∀ X ∈ I 0 , finally yields
for all δϕ ∈ H 1 0 (B 0 ), where δ ϕ ≡ {{δϕ}}. The left-hand side of Eq. (12) represents the total variational work of the macroscopic continuum. Accordingly, the variational work (density) at the macroscopic scale δW 0 (X) is defined by
The relations given in Eq. (13) identify the work conjugate kinetic and kinematic quantities. In the theory developed by Hirschberger et al. [15] the macroscopic variational work on the interface did not contain the term P : δ F associated with the in-plane deformation of the interface. We respectively denote by Σ = { t 0 , P } and Ξ = { ϕ , F } the set of macroscopic kinetic and kinematic variables defined on the interface I 0 , henceforth termed the generalised macroscopic interface stress and deformation, respectively. The macroscopic variational work on the interface is thus given by
The rates of change of the generalised macroscopic interface stress and strain measures are related by the generalised macroscopic interface tangent modulus A as follows:˙
where a superposed dot denotes the conventional material time derivative. The macroscopic tangent modulus A together with the macroscopic kinetic variable Σ are computed from the response of the underlying microscopic problem.
The microscopic problem
The kinematics of the microscopic problem are now introduced. The microscopic boundary value problem is then described. The Hill-type averaging theorem is then exploited to link macro-and microscopic quantities, both in the bulk and on the interface.
Kinematics
In accordance with the assumption of scale separation, a microscopic rve with material configuration B 0 ⊂ R 3 is associated with each macroscopic material point X on the interface I 0 , as depicted in Fig. 2 . Material particles in B 0 are labelled X. Computational micro-to-macro transitions for material points within the bulk are also discussed briefly to introduce certain key concepts pertaining to material layers with energetic interfaces within a familiar setting.
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The motion ϕ of the microscopic continuum body, associated with a macroscopic point X on the interface I 0 , from the material configuration B 0 to the spatial configuration B t .
It is important to note that a rve is always a three-dimensional domain with volume V 0 > 0 even for macroscopic material particles on the interface I 0 . Furthermore, care needs to be taken when transferring superficial, second-order tensors from the macroscopic interface to the underlying microscopic rve. The extension of a macroscopic superficial, second-order tensor { •} to the three-dimensional rve is denoted { − → • } and will be elaborated upon further in the remark towards the end of Section 3.4.1. The spatial placement of the rve associated with the microscopic motion ϕ is denoted B t ⊂ R 3 with particles labelled x = ϕ(X, t) ∈ B t . The microscopic deformation gradient F : T B 0 → T B t is defined as the derivative of the microscopic motion with respect to the material placement; that is,
where Grad {•} := ∂ {•} /∂X is the gradient operator with respect to the microscopic material placement. Consider first a rve associated with a macroscopic material point X 13
within the bulk B 0 as depicted in Fig. 3 . For the sake of simplicity the rve is assumed to be a cuboid with face dimensions l I 0 where I = 1, 2, 3. The boundary of the rve is denoted ∂B 0 with outward unit normal N . The boundary can be further categorised into negative and positive surfaces depending on the orientation of the surface normal relative to the local coordinate system which is located at the centroid of the rve with unit basis vectors E I (I = 1, 2, 3) . Thus, ∂B 0 = ∂B bulk interface The vector between corresponding points on one of the three possible pairs of faces is defined by: Next consider the case where the rve corresponds to a macroscopic material point X on the interface I 0 , as is also depicted in Fig. 3 
The relation (4) between the jump and average of a quantity applies at both the macro-and microscopic scales. At the macroscopic scale, the jump is measured relative to the values on the positive and negative sides of the interface. At the microscopic scale, the jump is measured relative to the corresponding positive and negative faces of the rve.
Microscopic boundary value problem
The microscopic continuum is subjected to applied loading transmitted from the macroscopic structure and obtained from the solution of the problem (V). The constitutive response of the heterogenous microstructure is obtained directly from a constitutive law following standard procedure [see e.g. 47]. The microstructure is thus fully resolved at this level of observation.
The characteristic in-plane lengths of the macro-and microscopic problems, denoted l 0 and l 0 respectively, are assumed to be sufficiently separated such that l 0 l 0 . The separation of scales motivates the classical assumption that the response at the microscopic scale is not significantly influenced by volumetric forces.
The strong form of the microscopic boundary value problem (S) is that of finding ϕ :
where P is the microscopic Piola-Kirchhoff stress. The time domain at the microscopic scale T is assumed to coincide with the macroscopic time 15
domain T. The boundary conditions for the microscopic problem will be discussed in detail shortly. The variational form of the microscopic boundary value problem (V) is obtained in a similar manner to the macroscopic problem (V) as
for all admissible, arbitrary motions δϕ ∈ H 1 0 (B 0 ). The total variational work associated with the microscopic rve is thus given by the left-hand side of Eq. (18).
The Hill-type averaging condition
The celebrated Hill-type averaging condition [2, 3] stipulates (variational) work equivalence between the macro-and microscopic scales. From the relations (13) at the macroscopic scale and (18) at the microscopic scale it follows that
where the scaling parameter d 0 is defined by
and is required to account for the dimensional mismatch between the twodimensional manifold embedded within three-dimensional space that is the interface and its microscopic representation as a three-dimensional object. The volume averages of the following microscopic quantities will be required in the subsequent presentation:
The microscopic motion ϕ is linked to the macroscopic deformation by the standard first-order ansatz:
where F is a measure of the gradient of the effective macroscopic deformation field and w(X, t) is the non-homogeneous fluctuation field. 
The variations of the motion ϕ and the deformation gradient F follow straightforwardly as δϕ = δF · X + δw , δF = δF + Grad δw .
Hill-type averaging condition for the bulk
For a macroscopic point within the bulk F ≡ F . The Hill-type averaging condition (19) for the bulk is thus given by
and thus
The Hill-type averaging condition is satisfied by imposing one of the following three constraints on the fluctuation field:
If periodic fluctuations are chosen as specified in Eq. (27) 3 , then {{δw}} = δw and the Hill-type averaging condition (19) is satisfied if
The relation (25) identifies the macroscopic Piola-Kirchhoff stress P as the microscopic volume average of the microscopic Piola-Kirchhoff stress P . As is standard, we relate the microscopic and macroscopic deformation gradients as follows:
Remark. Assuming periodic fluctuations, the following expression for the macroscopic Piola-Kirchhoff P stress is convenient for the subsequent numerical implementation as only the tractions on the positive faces of the rve need be computed [48] :
where the stress resultant on the positive face α is denoted f α 0 .
The Hill-type averaging condition for the interface 3.4.1. Kinematics constraints
The upper and lower boundaries of the problem on the microscopic level ∂B int,± 0 are defined to coincide with the positive and negative sides of the macroscopic interface I in the work of Hirschberger et al. [15] , we assume a priori periodic fluctuations on the remaining in-plane faces ∂B pln 0 . It will be shown shortly that these assumptions fulfil the Hill-type averaging condition.
The macroscopically imposed Dirichlet boundary conditions on ∂B int,± 0 are thus
and hence
as indicated in Fig. 4 . The macroscopic interface deformation gradient − → F is the extension of the superficial, second-order tensor F to R 3 . The boundary conditions (31) can be interpreted as follows. The jump in the macroscopic motion ϕ is split equally between the faces ∂B 
Thus, the contribution of the macroscopic displacement jump ϕ to ϕ varies linearly with vertical position on the faces ∂B pln 0 . From the Dirichlet boundary conditions on ∂B int,± 0 given in Eq. (31)- (32), and assuming the motion on ∂B pln 0 to conform to the constraints given in Eq. (33)- (34), the measure of the effective macroscopic deformation gradient F is related to the macroscopic kinematic quantities F and ϕ as 
Figure 4: Schematic of the boundary conditions on the rve arising from the macroscopic interface's kinematics and the assumption of in-plane periodicity.
follows: on ∂B
The result (35) agrees with that used by Hirschberger et al. [15] for the simplified case where − → F = I and was motivated by problems in the field of localised plasticity.
3 Thus, the first term on the right-hand side of Eq. (35) accounts for the additional macroscopic kinematics associated with the continuum interface theory of Gurtin and Murdoch [1] . The second term is identical to that used by Hirschberger et al. [15] and is the portion of the measure of the effective macroscopic deformation gradient F associated with the opening of the interface.
Remark. Consider the case where the macroscopic and microscopic axes coincide. The extension of the superficial interface deformation gradient F to R 3 can be interpreted by considering the following matrix representation:
Note that ∂B pln,+ 0
The tensor F is a superficial, second-order tensor (see Section 2.2). The tensor − → F is the extension of the superficial tensor F to the three-dimensional space occupied by the rve. The variation of − → F , however, is a superficial tensor. Thus,
In the absence of interface stretch 
Hill-type averaging condition in the absence of interface stretch [15]
The Hill-type averaging condition and the resulting averaging relations in the absence of interface stretch (i.e. − → F ≡ I) are now derived. This was the case considered by Hirschberger et al. [15] .
Consider an rve corresponding to a macroscopic point X on the interface I 0 . The assumption of in-plane periodicity, made previously to obtain the relation between the effective macroscopic deformation gradient F and the macroscopic kinematic quantities − → F and ϕ in Eq. (35), will be shown to be in accordance with the Hill-type averaging condition.
From Eq. (35) and the ansatz on the microscopic motion (23) it follows that
The Hill-type averaging condition follows as:
The Hill-type averaging condition is thus satisfied if we choose periodic fluctuations and anti-periodic tractions on ∂B pln 0 . Furthermore the macroscopic 22 interface traction t 0 can be expressed as:
Thus, only the stress resultant f 3 0 (defined in Eq. (30)) acting on the surface ∂B int,+ 0 need be determined in order to calculate the macroscopic interface traction t 0 .
Hill-type averaging condition accounting for interface stretch
The Hill-type averaging condition and the resulting averaging relations in the presence of interface stretch are now derived.
From Eq. (35) and the ansatz on the microscopic motion (23) it follows that:
Once again, the Hill-type averaging condition is satisfied if we choose periodic fluctuations and anti-periodic tractions on ∂B pln 0 , as assumed previously. Furthermore, the macroscopic interface traction t 0 and the interface stress P are conveniently calculated as follows:
Discussion
Comparing the relations for the macroscopic Piola stress in the bulk P and on the interface P , given in Eq. (25) and (38) respectively, it is obvious that they have the same structure. The macroscopic interface Piola stress, however, is obtained by considering only the in-plane faces of the rve. The expressions for the macroscopic interface traction t 0 for an interface with and without stretch, given in Eq. (36) and (37) , are identical.
Computational homogenisation
The focus of this contribution is on determining the response of the microstructure assuming the macroscopic kinematic quantities Ξ to be known. The numerical solution of the fully-coupled micro-macro problem will be addressed in a later contribution, but it will obviously have some similarities to the scheme developed by Hirschberger et al. [15] . The objective of the simulation at the microscopic scale is thus to determine the averaged macroscopic kinetic quantities Σ and the macroscopic tangent A for given macroscopic kinematic quantities Ξ.
Consider a partition of the time domain T into n ts intervals
whereby ∆t := t n+1 − t n denotes the duration of the time increment. The complete state of the system at time t n is assumed to be known. An iterative 24 scheme is then used to solve the fully-discrete system of equations at time t n+1 . The current iteration is denoted (i) and the increment of a quantity between iterations is defined by
The nonlinear microscopic boundary value problem (V), given in Eq. (18), is approximated here using the finite element method. The material configuration B 0 is subdivided into n e non-overlapping hexahedral domains as B 0 ≈ B The interpolation of material particles X within the reference domain and the approximation of the motion ϕ follow as per conventional Galerkin finite element procedure based upon the isoparametric concept; that is,
where N I is the shape function, X I the material coordinates, and ϕ I the motion, all associated with node I. The variable n n denotes the number of nodes. Coordinates within the isoparametric space are denoted ξ ∈ [−1, 1] 3 . Identical interpolations are used for the test functions and trial solutions in accordance with the classical Bubnov-Galerkin approach.
The fully-discrete variational counterpart to the nonlinear microscopic boundary value problem (V) at time t n+1 is thus given by:
where r I ∈ R 3 is the residual vector associated with node I. The global residual vector r is obtained from the nodal contributions r I following standard procedure.
A Newton-Raphson scheme is used to solve the resulting system of equations subject to the boundary conditions specified in Eq. (31)- (34) for the global vector of nodal motions ϕ; that is
where A is the total (algorithmic) microscopic tangent matrix with nodal contributions given by
and A is the (microscopic) tangent constitutive tensor. The boundary conditions are imposed on Eq. (41) via linear constraints [49] . Alternative approaches include the penalty method [14] and the method of Lagrange multipliers [13, 48] . The triangulation of the domain is, for the sake of simplicity, periodic on the boundaries; non-periodic triangulations have been considered in [14] . It should be noted that no degrees of freedom need to be fictitiously constrained to prevent rigid-body translations as is done for the conventional homogenisation of a point within the macroscopic bulk; the Dirichlet conditions on ∂B int 0 given in Eq. (31) suffice. Conceptually it proves convenient to consider the full microscopic tangent matrix, denoted A, corresponding to A at the final (i.e. converged) Newton-Raphson iteration. The tangent matrix A is partitioned such that (independent) nodes on the positive boundaries (denoted by the set η + = {I : X I ∈ ∂B + 0 } where I = 1, 2, . . . , n n ) appear before the remaining (dependent) nodes on the negative boundaries and in the interior in the global nodal ordering. That is,
where A aa and A bb are associated with the independent and dependent nodes, respectively. Following [14] , a perturbation in the motion of the independent nodes δϕ a is related to a perturbation in the corresponding reaction forces δf a as
where A + is the Schur complement of the matrix A. Furthermore, it proves convenient to consider the set η + to be the union of the two sets η pln,+ and η int,+ corresponding to nodes on the surfaces ∂B 
Computation of the macroscopic kinetic quantities
The reaction forces for all nodes in η + is known from the solution of the finite element problem. The approximations of the macroscopic interface traction t h 0 and the interface stress P h given in Eq. (39)- (40) are thus computed as:
Computation of the macroscopic tangent
The numerical approximation to the macroscopic tangent A, defined in Eq. (14) , is computed from an incremental expression of the macroscopic interface traction t h 0 and the interface stress P h given in Eq. (43)- (44) and the boundary conditions given in Eq. (31)- (34) as follows:
Consequently one obtains the approximation to the macroscopic tangent, denoted A h , from Eq. (14) and the preceding relations as
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Numerical results
The objective of this section is to illustrate the previously derived theory using a series of representative numerical examples. The finite element implementation uses the open-source library deal.II [49] . Various permutations of the macroscopic kinematic parameters F and u are chosen and the respective conjugate kinetic quantities P and t 0 determined from the numerical solution of the problem (V) using the finite element method. 4 The material configuration of the rve is a unit cube containing a spherical void or stiff inclusion of diameter 0.5 as depicted in Fig. 5 . The constitutive response of the microscopic problem is approximated using a neoHookean model. The Poisson's ratio ν and shear modulus µ of the material surrounding the void are ν = 0.3 and µ = 80.194, respectively. The shear modulus of the stiff inclusion is ten times that of the surrounding material. 
Microstructure with a void
The deformed microscopic configurations corresponding to various macroscopic loading conditions are shown in Fig. 6 and the results summarised in Table 1 .
The results in Fig. 6(a) -(c) correspond to setting − → F ≡ I. The upper and lower surfaces of the rve, which are conceptually attached to the surrounding macroscopic bulk, are thus not allowed to stretch. In the loading case depicted in Fig. 6(a) the in-plane faces of the rve are prevented from deforming in the plane due to the periodicity constraint. This, in turn, causes the spherical void to undergo significant deformation. For the loading case depicted in Fig. 6(b) , the upper and lower surfaces of the rve translate an equal distance in opposing horizontal directions. The loading scenario in Fig. 6(c) corresponds to combining the applied displacement jumps in (a) and (b). Critically, and unlike in the theory proposed by Hirschberger et al. [15] , even in the absence of in-plane stretch one obtains a non-zero macroscopic interface stress P (see Table 1 ). Now consider the case depicted in Fig. 6(d) where only an interface deformation gradient F is applied. The ability of the rve to stretch is clear. As in loading scenario (a), the in-plane faces of the rve remain vertical. In Fig. 6(e) , both a displacement jump and a macroscopic interface deformation gradient are applied. The periodic motion of the in-plane faces is clear, as is the large amount of deformation of the void.
The rve can also undergo a shear in the X-Z plane by specifying F as in Fig. 6(f) . This allows the mid-plane of the rve to rotate relative to its position in the undeformed configuration. Crucially, however, the upper and lower surfaces remain parallel. Thus, due to the first-order ansatz (23), the rve can not reproduce bending modes. Furthermore, the jump in the microscopic displacement field ϕ between the surfaces ∂B int,± 0 and hence in the macroscopic displacement fields ϕ , is zero; the interface deformation gradient F and the macroscopic displacement jump ϕ are independent descriptors of the deformation of the interface.
Microstructure with a spherical inclusion
The void is now replaced with a stiff inclusion and the same series of numerical tests performed. The deformed configurations corresponding to the loading conditions are shown in Fig. 7 and the effective macroscopic kinetic quantities given in Table 1 .
In contrast to the previous example involving a spherical void, the majority of the deformation now occurs within the material surrounding the stiff inclusion. This leads to, in general, higher values for the calculated macroscopic interface traction t 0 and interface stress P for the same applied macroscopic kinematic quantities.
30 The macroscopic kinematic data and the subsequent microscopic response shown in Fig. 8 illustrate the three-dimensional nature of the formulation.
Discussion
The coupling between the prescribed kinematic data Ξ and the resulting kinetic response Σ is evident from the results given in Table 1 . That this should be the case is clear from the fully-coupled macroscopic tangent A h derived in Section 4.2. 
Discussion and conclusion
A computational micro-to-macro transition framework for material layers possessing an energetic structure at the macroscopic scale has been presented. The continuum interface theory of Gurtin and Murdoch [1] allows the interface to undergo in-plane stretch in addition to the standard opening mode. The macroscopic kinematic descriptors of the layer's deformation state are the jump in the motion and the interface deformation gradient. The Hill-type averaging theorem was then used to identify the relations between the averaged microscopic kinetic quantities and their macroscopic counterparts. The in-plane periodicity of the heterogeneous fluctuation field was proven to be one possible restriction required to ensure satisfaction of the Hill-type averaging theorem.
The theory was then implemented using the finite element method. Following the approach of Miehe [48] , developed for macroscopic material points within the bulk, it suffices to compute the reaction forces on the positive faces of the rve in order to calculate the macroscopic kinetic quantities and tangent modulus. A series of three-dimensional numerical examples clearly illustrate the ability of the layer to stretch, and the coupling between the macroscopic kinematic and kinetic quantities.
One logical extension of this work is to implement the micro-structural problem within a fully-coupled micro-macro scheme. This intended extension would, obviously, draw heavily on the work of Hirschberger et al. [15] .
Another interesting extension of this work would be to consider material surfaces with heterogeneous microstructures.
Although the model presented here significantly extends existing approaches such as [15] , elastic resistance to flexure is not accounted for. The extension of the (macroscopic) Gurtin and Murdoch [1] theory to account for such resistance has been developed by Steigmann and Ogden [50] for elastic solids with energetic surfaces. Gei [51] has extended the theory of Steigmann and Ogden [50] to material interfaces. The first-order ansatz linking the macro-and microscopic scales (see Eq. (23)) would need to be extended to a second-order one in order to account for bending of the rve. This would be done in accordance with the framework developed by Geers et al. [35] [36] [37] [38] .
