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Twisted Quantum Affine Algebras
Vyjayanthi Chari and Andrew Pressley
Introduction
Quantum affine algebras are one of the most important classes of quantum groups.
Their finite-dimensional representations lead to solutions of the quantum Yang–
Baxter equation which are trigonometric functions of the spectral parameter (see
[7], Sect. 12.5 B) and are thus related to various types of integrable models in
statistical mechanics and field theory. Quantum affine algebras have also been
shown to arise as ‘quantum symmetry groups’ of certain integrable quantum field
theories, such as affine Toda field theories (see [2] and [10]). More precisely, there
is an affine Toda field theory associated to any affine Lie algebra k, and this theory
admits as a quantum symmetry group the quantum affine algebra Uq(k
∗), where
k∗ is the affine Lie algebra dual to k (whose Dynkin diagram is obtained from that
of k by reversing the arrows). Since k∗ is often twisted even if k is untwisted, this
shows that the repr! ! ! esentation theory of twisted quantum affine algebras is,
in this context at least, just as important as that of untwisted ones. However,
there appear to be virtually no results in the literature on the twisted case. The
only exceptions appear to be [12] and [14], which prove the existence of finite-
dimensional irreducible representations of twisted quantum affine algebras Uq(k)
which are irreducible under certain subalgebras of the form Uq(m), where m is
a finite-dimensional Lie subalgebra of k, and [15] and [17] which construct, by
vertex operator methods, quantum analogues of the standard modules (which are,
of course, infinite-dimensional).
In [6] and [8], we gave a classification of the finite-dimensional irreducible repre-
sentations of untwisted quantum affine algebras in terms of their highest weights,
which are in one-to-one correspondence with n-tuples of polynomials in one variable
with constant coefficient one (n being the rank of the underlying finite-dimensional
Lie algebra). The purpose of this paper is to extend this result to the twisted case.
We find that the finite-dimensional irreducible representations of twisted quantum
affine algebras are again parametrized by n-tuples of polynomials. But n is now
the rank of the fixed point subalgebra of the diagram automorphism, and the way
in which such an n-tuple determines a highest weight is more complicated than in
the untwisted case.
In the analogous classical situation, we classified in [8] the finite-dimensional
irreducible representations of the twisted affine Lie algebra gˆσ, associated to a
diagram automorphism σ of a finite-dimensional complex simple Lie algebra g, by
using the canonical embedding of gˆσ in the untwisted affine Lie algebra gˆ. Namely,
we showed that every finite-dimensional irreducible representation of gˆ decomposes
under gˆσ into a finite direct sum of irreducibles, and that every finite-dimensional
irreducible representation of gˆσ arises in this way. Together with the results of [6]
and [7], this gave the desired classification. In the quantum case, Jing [16] has
shown how to embed Uq(gˆ
σ) into Uq(gˆ), but this embedding is not as simple as
1
2in the classical case and we have preferred to use a direct approach, following the
method used for untwisted quantum! ! ! affine algebras in [6] and [8]. Since the
proofs are similar to those for the untwisted case, we omit many of the details.
1 Twisted quantum affine algebras
Let g be a finite-dimensional complex simple Lie algebra with Cartan matrix A =
(aij)i,j∈I . Let σ : I → I be a bijection such that aσ(i)σ(j) = aij for all i, j ∈ I, and
let m be the order of σ; we assume that m > 1 (thus, m = 2 or 3). We also denote
by σ the corresponding Lie algebra automorphism of g.
Fix a primitivemth root of unity ω ∈ C×. For r ∈ Z/mZ, let gr be the eigenspace
of σ on g with eigenvalue ωr. Then,
g =
⊕
r∈Z/mZ
gr
is a Z/mZ-gradation of g (see [18], Chapter 8).
The fixed point set g0 of σ is a simple Lie algebra. The nodes of its Dynkin
diagram are naturally indexed by Iσ, the set of σ-orbits on I. Moreover, g1 is an
irreducible representation of g0. Let {αi}i∈Iσ be a set of simple roots of g0, and let
θ be the highest weight of g1 as a representation of g0. Let {ni}i∈Iσ be the positive
integers such that
θ =
∑
i∈Iσ
niαi.
The twisted affine Lie algebra gˆσ is the universal central extension (with one-
dimensional centre) of the twisted loop algebra
L(g)σ = {f ∈ C[t, t−1]⊗ g | f(ωt) = σ(f(t))},
where t is an indeterminate. It is well known (see [18]) that gˆσ is a symmetrizable
Kac–Moody algebra whose Dynkin diagram has nodes indexed by
Iˆσ = Iσ ∐ {0}.
(Note: the node labelled 0 here is labelled ǫ in [18].) Let Aσ = (aσij)i,j∈Iˆσ be the
(generalized) Cartan matrix of gˆσ, and let {di}i∈Iˆσ be the coprime positive integers
such that the matrix (dia
σ
ij) is symmetric. Setting n0 = 1, we have
(1)
∑
i∈Iˆσ
nidia
σ
ij = 0 for all j ∈ Iˆσ.
Since gˆσ is a symmetrizable Kac–Moody algebra there is, according to Drinfel’d
and Jimbo, a corresponding quantum group Uq(gˆ
σ). Namely, let q be a non-zero
complex number, assumed throughout this paper not to be a root of unity. Let
qi = q
di for i ∈ Iˆσ. If n ∈ Z, set
[n]q =
qn − q−n
q − q−1
,
3and for n ≥ r ≥ 0,
[n]q! = [n]q[n− 1]q . . . [2]q[1]q,[n
r
]
q
=
[n]q!
[r]q![n− r]q!
.
Proposition 1.1. There is a Hopf algebra Uq(gˆ
σ) over C which is generated as an
algebra by elements e±i , k
±1
i (i ∈ Iˆσ), with the following defining relations:
kik
−1
i = k
−1
i ki = 1; kikj = kjki;
kie
±
j k
−1
i = q
±aσij
i e
±
j ;
[e+i , e
−
j ] = δij
ki − k
−1
i
qi − q
−1
i
;
1−aσij∑
r=0
(−1)r
[
1− aσij
r
]
qi
(e±i )
re±j (e
±
i )
1−aσij−r = 0 if i 6= j.
The comultiplication ∆ of Uq(gˆ
σ) is given by
∆(e+i ) = e
+
i ⊗ki + 1⊗e
+
i , ∆(e
−
i ) = e
−
i ⊗1 + k
−1
i ⊗e
−
i , ∆(k
±1
i ) = k
±1
i ⊗k
±1
i .
It follows from (1) that
c =
∏
i∈Iˆσ
knii
lies in the centre of Uq(gˆ
σ). Let Uq(L(g)
σ) be the quotient of Uq(gˆ
σ) by the ideal
generated by c − 1. Note that, since c is group-like, Uq(L(g)
σ) inherits a natural
Hopf algebra structure from Uq(gˆ
σ).
The following theorem is an analogue of a result of Drinfel’d ([13], Theorem 4).
Let u1 and u2 be independent indeterminates and, for i, j ∈ I, define pi, dij ∈ Q,
P±ij , F
±
ij , G
±
ij ∈ C[u1, u2] as follows:
if σ(i) = i, then pi = m, dij =
1
2
, P±ij (u1, u2) = 1;
if aiσ(i) = 0 and σ(j) 6= j, then pi = 1, dij =
1
4m , P
±
ij (u1, u2) = 1;
if aiσ(i) = 0 and σ(j) = j, then pi = 1, dij =
1
2
, P±ij (u1, u2) =
um1 q
±2m−um2
u1q±2−u2
;
if aiσ(i) = −1, then pi = 1, dij =
1
8
, P±ij (u1, u2) = u1q
±1 + u2;
F±ij (u1, u2) =
∏
r∈Z/mZ(u1 − ω
rq±aiσr(j)u2);
G±ij(u1, u2) =
∏
r∈Z/mZ(u1q
±aiσr(j) − ωru2).
Definition 1.2. For i ∈ I, let i ∈ Iσ be the σ-orbit of i. Let Dq(g)
σ be the
associative algebra over C with generators X±i,k (i ∈ I, k ∈ Z), Hi,k (i ∈ I, k ∈
Z\{0}), K±1i (i ∈ I), and the following defining relations:
4X±σ(i),k = ω
kX±i,k; Hσ(i),k = ω
kHi,k; K
±1
σ(i) = K
±1
i ;
KiK
−1
i = K
−1
i Ki = 1; KiKj = KjKi;
Hi,kHj,l = Hj,lHi,k; KiHj,l = Hj,lKi;
KiX
±
j,kK
−1
i = q
± mpipj
∑
r∈Z/mZ aiσr(j)X±j,k;
[Hi,k, X
±
j,l] = ±
1
k

 ∑
r∈Z/mZ
[kaiσr(j)/di]qi ω
kr

X±j,k+l;
[X+i,k, X
−
j,l] =
∑
r∈Z/mZ
δσr(i),jω
rl
(
Ψ+i,k+l −Ψ
−
i,k+l
qi − q
−1
i
)
,
where the Ψ±i,k are defined by
∞∑
k=0
Ψ±i,±ku
k = K±1i exp
(
±(qi − q
−1
i
)
∞∑
l=1
Hi,±lu
l
)
,
u being an indeterminate, and Ψ±i,k = 0 if ∓k > 0;
F±ij (u1, u2)X
±
i (u1)X
±
j (u2) = G
±
ij(u1, u2)X
±
j (u2)X
±
i (u1),
where
X±i (u) =
∞∑
k=0
X±i,ku
−k;
Sym{P±ij (u1, u2)(X
±
j (v)X
±
i (u1)X
±
i (u2)− (q
2mdij + q−2mdij )X±i (u1)X
±
j (v)X
±
i (u2)
+X±i (u1)X
±
i (u2)X
±
j (v))} = 0
if aij = −1 and σ(i) 6= j, where u1, u2 and v are independent indeterminates and
Sym denotes symmetrization over u1, u2;
(2±) Sym{(q3/2u∓11 − (q
1/2 + q−1/2)u∓12 + q
−3/2u∓13 )X
±
i (u1)X
±
i (u2)X
±
i (u3)} = 0
and
(3±) Sym{(q−3/2u±11 − (q
1/2 + q−1/2)u±12 + q
3/2u±13 )X
±
i (u1)X
±
i (u2)X
±
i (u3)} = 0
if aiσ(i) = −1, where Sym denotes symmetrization over the independent indetermi-
nates u1, u2, u3.
Theorem 1.3. There exists an isomorphism of algebras between Uq(L(g)
σ) and
Dq(g)
σ such that
e+
i
= X+i,0, e
−
i
=
1
pi
X−i,0, ki = Ki,
5where i ∈ I belongs to the σ-orbit i.
Remarks 1. There is a similar realization of Uq(gˆ
σ). Theorem 1.3 is, however,
sufficient for our purposes since it can be shown (cf. [7], Proposition 12.2.3) that the
central element c acts as one on every finite-dimensional representation of Uq(gˆ
σ).
2. Relations (2) and (3) are present only when gˆσ is of type A
(2)
2n . Drinfel’d
([13], Theorem 4) has analogues of only two of these four relations (namely (2−)
and (3+)). The other two can be shown to be consequences of these together with
the other defining relations of Dq(g)
σ. We have included all four partly for reasons
of symmetry, and partly because they are all needed in subsequent calculations.
3. The isomorphism in 1.3 depends on the choice of the section i¯ 7→ i of the
canonical projection I → Iσ, but any two such isomorphisms differ only by a
rescaling on the generators e±
i¯
(¯i ∈ Iˆσ).
For a proof of this theorem, and an explicit description of the isomorphism, see
[16], Theorem 3.1 and [17], Proposition 2.1. However, in the A
(2)
2n case, the q in [16]
and [17] must be replaced by q2 to get the algebras denoted here by Uq(L(g)
σ) and
Dq(g)
σ. Compare also [1] and [11] for analogous results in the untwisted case.
For later use, we record here the defining relations, and the form of the isomor-
phism in 1.3, for the simplest twisted quantum affine algebra Uq(L(sl3)
τ ), where τ
is the non-trivial diagram automorphism of sl3(C). In this case, we may drop the
index i from the generators of Uq(L(sl3)
τ ) (since |Iτ | = 1). The generalized Cartan
matrix is
Aτ =
(
2 −1
−4 2
)
,
so that d0 = 4 and d1 = 1.
The defining relations are as follows:
KK−1 = K−1K = 1, KHk = HkK, HkHl = HlHk, KX
±
k K
−1 = q±2X±k ,
[X+k , X
−
l ] =
ψ+k+l − ψ
−
k+l
q − q−1
, where
∞∑
k=0
ψ±±ku
k = K±1exp
(
±(q − q−1)
∞∑
l=1
H±lu
l
)
,
[Hk, X
±
l ] = ±
[2k]q
k
(q2k + q−2k + (−1)k+1)X±k+l if k 6= 0,
X±k+2X
±
l + (q
∓2 − q±4)X±k+1X
±
l+1 − q
±2X±k X
±
l+2
= q±2X±l X
±
k+2 + (q
±4 − q∓2)X±l+1X
±
k+1 −X
±
l+2X
±
k ,
Sym(q3X±k∓1X
±
l X
±
m − (q + q
−1)X±k X
±
l∓1X
±
m + q
−3X±k X
±
l X
±
m∓1) = 0,
Sym(q−3X±k±1X
±
l X
±
m − (q + q
−1)X±k X
±
l±1X
±
m + q
3X±k X
±
l X
±
m±1) = 0,
where Sym means the sum over all permutations of k, l,m.
The isomorphism in 1.3 is given by
e+0 = K
−2(X−0 X
−
1 − q
2X−1 X
−
0 ), e
−
0 =
1
[4]2q
(X+−1X
+
0 − q
−2X+0 X
+
−1)K
2,
k0 = K
−2, e+1 = X
+
0 , e
−
1 = X
−
0 , k1 = K.
6Let Uσ+ (resp. U
σ
−, U
σ
0 ) be the subalgebras of U
σ generated by the X+i,k (resp.
by the X−i,k, by the Ψ
±
i,k) for i ∈ I, k ∈ Z.
Proposition 1.4. Uσ = Uσ−.U
σ
0 .U
σ
+.
The proof is straightforward.
2 Some subalgebras of Uq(L(g)
σ)
The study of untwisted quantum affine algebras can be reduced, to some extent at
least, to the case of quantum affine sl2, by noting that any algebra of the former
type can be generated by finitely many copies of the latter (see [1], Proposition
3.8). In the twisted case, one needs Uq(L(sl3)
τ ) in addition, where τ is the unique
non-trivial diagram automorphism of sl3(C).
We recall the definition of quantum affine sl2:
Definition 2.1. Uq(L(sl2)) is the associative algebra with generators X
±
k (k ∈ Z),
Hk (k ∈ Z\{0}), K
±1, and the following defining relations:
KK−1 = K−1K = 1; KHk = HkK; HkHl = HlHk;
KX±k K
−1 = q±2X±k ;
[Hk, X
±
l ] = ±
1
k
[2k]qX
±
k+l;
X±k+1X
±
l − q
±2X±l X
±
k+1 = q
±2X±k X
±
l+1 −X
±
l+1X
±
k ;
[X+k , X
−
l ] =
Ψ+k+l −Ψ
−
k+l
q − q−1
,
where
∞∑
k=0
Ψ±±ku
k = K±1exp
(
±(q − q−1)
∞∑
l=1
H±lu
l
)
,
and Ψ±k = 0 if ∓k > 0.
See [7], Theorem 12.2.1 – we have set the central element C1/2 equal to one.
The result we need is the following:
Proposition 2.2. Let i ∈ I.
(i) If σ(i) 6= i and aiσ(i) 6= 0, there is a homomorphism of algebras ϕi :
Uq(L(sl3)
τ )→ Uq(L(g)
σ) such that
ϕi(X
±
k ) = X
±
i,k, ϕi(Hk) = Hi,k, ϕi(Ψ
±
k ) = Ψ
±
i,k, ϕi(K) = Ki.
(ii) If σ(i) 6= i and aiσ(i) = 0, there is a homomorphism of algebras ϕi :
Uq(L(sl2))→ Uq(L(g)
σ) such that
ϕi(X
±
k ) = X
±
i,k, ϕi(Hk) = Hi,k, ϕi(Ψ
±
k ) = Ψ
±
i,k, ϕi(K) = Ki.
7(iii) If σ(i) = i, there is a homomorphism of algebras ϕi : Uqm(L(sl2)) →
Uq(L(g)
σ) such that
ϕi(X
+
k ) =
1
m
X+i,mk, ϕi(X
−
k ) =
qi − q
−1
i
qm − q−m
X−i,mk,
ϕi(Hk) =
qi − q
−1
i
qm − q−m
Hi,mk, ϕi(Ψ
±
k ) = Ψ
±
i,mk, ϕi(K) = Ki.
Proof. Straightforward verification, using 1.3 and 2.1. 
Remarks 1. We have dropped the subscript i from the generators of Uq(L(sl3)
τ ) in
(i), since |Iτ | = 1.
2. In (iii), the generators X±i,k, Hi,k, Ψ
±
i,k of Uq(L(g)
σ) vanish if k is not a
multiple of m.
3. We expect that the homomorphisms ϕi are injective, but we shall not need
this.
3 Finite-dimensional representations
A representation V of Uσ (i.e. a left Uσ-module) is said to be of type I if each ki
(i ∈ Iˆσ) acts semisimply on V with eigenvalues which are integer powers of qi. It is
not difficult to show that every finite-dimensional irreducible representation of Uσ
can be obtained from a type I representation by twisting with an automorphism
of Uσ of the form e+i 7→ ǫie
+
i , e
−
i 7→ e
−
i , ki 7→ ǫiki, where each ǫi = ±1 (cf. [7],
Proposition 12.2.3).
If V is a type I representation of Uσ, a vector v ∈ V is said to be a highest weight
vector if v is annihilated by the X+i,k for all i ∈ I, k ∈ Z, and is a simultaneous
eigenvector for the elements of Uσ0 . If, in addition, V = U
σ.v, then V is said to
be a highest weight representation. Moreover, if {ψ±i,k}i∈I,k∈Z are the scalars such
that
Ψ±i,k.v = ψ
±
i,kv,
the pair of (I × Z)-tuples ψ± = {ψ±i,k}i∈I,k∈Z is called the highest weight of V (or
the weight of v). Note that we necessarily have
(4)
ψ±i,k = 0 if ∓k > 0, ψ
+
i,0ψ
−
i,0 = 1,
ψ±σ(i),k = ω
kψ±i,k for all i ∈ I, k ∈ Z.
Conversely, by the usual Verma module construction, it is easy to show that, for
any ψ± = {ψ±i,k}i∈I,k∈Z satisfying (4), there is, up to isomorphism, exactly one
irreducible representation V (ψ±) with highest weight ψ±.
The following theorem is the main result of this paper:
Theorem 3.1. (i) Every finite-dimensional irreducible type I representation of
Uq(L(g)
σ) is highest weight.
8(ii) If ψ± = {ψ±i,k}i∈I,k∈Z, the highest weight representation V (ψ
±) of Uq(L(g)
σ)
is finite-dimensional if and only if there exist polynomials Pi ∈ C[u] (i ∈ I) with
constant coefficient one such that
∞∑
k=0
ψ+i,ku
k =
∞∑
k=0
ψ−i,−ku
−k =


qmdegPi Pi(q
−2mu)
Pi(u)
if σ(i) 6= i and aiσ(i) 6= 0,
qdegPi Pi(q
−2u)
Pi(u)
if σ(i) 6= i and aiσ(i) = 0,
qmdegPi Pi(q
−2mum)
Pi(um)
if σ(i) = i,
in the sense that the first two terms are the Laurent expansions of the third term
about u = 0 and u =∞, respectively.
The proof of (i) is straightforward (cf. [7], Proposition 12.2.3). The proof of (ii)
will occupy the next two sections.
Remark Since Ψ±σ(i),k = ω
kΨ±i,k, the polynomials Pi, if they exist, necessarily satisfy
the condition
(5) Pσ(i)(u) = Pi(ωu).
Let Π be the set of I-tuples of polynomials Pi ∈ C[u] with constant coefficient
one satisfying (5). If P = {Pi}i∈I ∈ Π, we denote by V (P) the irreducible highest
weight representation V (ψ±) of Uσ (abusing notation), the relation between P and
ψ± being as in 3.1.
Proposition 3.2. Let P = {Pi}i∈I ,Q = {Qi}i∈I ∈ Π, and let vP ∈ V (P), vQ ∈
V (Q) be highest weight vectors. Then, vP⊗vQ is a highest weight vector in V (P)⊗
V (Q) of weight φ±, where φ± is related to the I-tuple {PiQi}i∈I in the same way
as ψ± is related to {Pi}i∈I in 3.1.
This will be proved in Sections 4 and 5. The following corollary is immediate:
Corollary 3.3. Let the notation be as in 3.2, and denote the I-tuple {PiQi}i∈I
by P ⊗Q. Then, V (P ⊗Q) is isomorphic as a representation of Uq(L(g)
σ) to a
subquotient of V (P)⊗ V (Q).
4 The Uq(L(sl3)
τ ) case
In this section, we prove 3.1 and 3.2 for Uq(L(sl3)
τ ), where τ is the non-trivial
diagram automorphism of sl3(C), and we denote Uq(L(sl3)
τ ) by U τ . The explicit
form of the generators and relations of U τ was given at the end of Section 1. It will
be convenient to set
e˜0 = X
−
0 X
−
1 − q
2X−1 X
−
0 ,
so that, in the isomorphism in 1.3, e−0 is a scalar multiple of e˜0K
2, and to write
(X±k )
(r) =
(X±k )
r
[r]q!
, (e˜0)
(r) =
(e˜0)
r
[r]q4!
.
The crucial result for the proof of 3.1 in this case is the next proposition.
9Definition 4.1. Define elements {Pr}r∈N in U
τ
0 by P0 = 1 and
(6) Pr = −
1
1− q−4r
r−1∑
j=0
Ψ+j+1Pr−j−1K
−1.
If we introduce the formal power series
P(u) =
∞∑
r=0
Pru
r, Ψ±(u) =
∞∑
r=0
Ψ±±ru
±r
in an indeterminate u, then 4.1 is equivalent to saying that P(u) has constant
coefficient one and that
Ψ+(u) = K
P(q−4u)
P(u)
.
Let X+ be the linear subspace of U τ spanned by the X+k for k ∈ Z.
Proposition 4.2. For all r ∈ N, we have the following congruences (mod U τX+):
(i)r (X
+
0 )
(2r+2)(e˜0)
(r+1) ≡ (−1)r+1q−2(r+1)(2r+1)[4]r+1q Pr+1K
2r+2;
(ii)r (X
+
0 )
(2r+1)(e˜0)
(r+1) ≡ (−1)rq−4r(r+1)[4]r+1q
∑r
j=0X
−
j+1Pr−jK
2r+1;
(iii)r (X
+
0 )
(2r+1)(e˜0)
(r+1) ≡ q−6r+2[4]qKX
−
1 (X
+
0 )
(2r)(e˜0)
(r)
+q−8r+4
[4]q
[2]q[3]q
K2[H1, (X
+
0 )
(2r−1)(e˜0)
(r)].
Proof. All three congruences are easily checked when r = 0.
Assuming (iii)r, one deduces (ii)r from (i)r−1, (ii)r−1 and (6), and then (i)r
follows from (ii)r by multiplying on the left by X
+
0 and using (6) again.
10
Thus, the main point is to prove (iii)r. For this, one needs identities (7)–(16)
below:
(X+0 )
(r)X+1 = −q
−3r[r − 1]qX
+
1 (X
+
0 )
(r) + q−3r+3X+0 X
+
1 (X
+
0 )
(r−1);(7)
[H1, (X
+
0 )
(r)] = [3]q
{(
q−3r+3 + q−r+3 − q−r+1 − q−r−1
q − q−1
)
X+1 (X
+
0 )
(r−1)
+q−2r+4X+0 X
+
1 (X
+
0 )
(r−2)
}
;(8)
[(X+0 )
(r), X−1 ] = q
−r+1KH1(X
+
0 )
(r−1)
+
(
q−2r+1 + q−2r−1 − q−2r+5 − q−4r+5
q − q−1
)
KX+1 (X
+
0 )
(r−2)
− q−3r+5KX+0 X
+
1 (X
+
0 )
(r−3);(9)
[(X+0 )
(r), e˜0] = q
−r+3[4]qKX
−
1 (X
+
0 )
(r−1) + q−2r+4(q2 + q−2)K2H1(X
+
0 )
(r−2)
+ q−3r+6
(
q−5 + q−3 − q3 − q−2r+3
q − q−1
)
K2X+1 (X
+
0 )
(r−3)
− q−4r+8K2X+0 X
+
1 (X
+
0 )
(r−4);(10)
e˜0X
−
1 = q
4X−1 e˜0 ;(11)
[H1, e˜
(r)
0 ] = −q
−4r+5(q − q−1)[3]q[4]qe˜
(r−1)
0 (X
−
1 )
2 ;(12)
[X+0 , e˜
(r)
0 ] = q
−4r+4[4]q e˜
(r−1)
0 X
−
1 K ;(13)
[(X+0 )
(r+1), e˜0] = q
−r+2[4]qKX
−
1 (X
+
0 )
(r) + q−r[2]qK(X
+
0 )
(r)X−1
+
q−2r
[3]q
K2[H1, (X
+
0 )
(r−1)] + q−2r+3(q − q−1)K2H1(X
+
0 )
(r−1) ;(14)
X−1 e˜
(r)
0 K ≡
1
[4]q
X+0 e˜
(r+1)
0 (mod U
τX+) ;(15)
e˜
(r−1)
0 (X
−
1 )
2 ≡
q8r−2
[4]2q
(X+0 )
2e˜
(r+1)
0 K
−2 −
q4r−2
[4]q
e˜
(r)
0 H1 (mod U
τX+) .(16)
Identities (7)–(10) are proved successively by induction on r; (11) is a consequence
of (3−); (12) and (13) are proved by induction on r using (11); (14) follows from (8)
and (9); congruence (15) follows from (11) and (13); and (16) follows by a double
application of (13).
Finally, to prove (iii)r, we compute
[r + 1]q4(X
+
0 )
(2r+1)e˜
(r+1)
0
=
q−2r+4
[2]q
KX−1 (X
+
0 )
(4r)e˜
(r)
0 + q
−2r[2]qK(X
+
0 )
(2r)X−1 e˜
(r)
0
+
q−4r
[3]q
K2[H1, (X
+
0 )
(2r−1)]e˜
(r)
0 + q
−4r+3(q − q−1)K2H1(X
+
0 )
(2r−1)e˜
(r)
0
(by (14))
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=
q−2r+4
[2]q
KX−1 (X
+
0 )
(2r)e˜
(r)
0 + q
−2r[2]qK(X
+
0 )
(2r)X−1 e˜
(r)
0
+
q−4r
[3]q
K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ]−
q−4r
[3]q
K2(X+0 )
(2r−1)[H1, e˜
(r)
0 ]
+ q−4r+3(q − q−1)K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ] + q
−4r+3(q − q−1)K2(X+0 )
(2r−1)e˜
(r)
0 H1
=
q−2r+4
[2]q
KX−1 (X
+
0 )
(2r)e˜
(r)
0 + q
−2r[2]qK(X
+
0 )
(2r)X−1 e˜
(r)
0
+
q−4r+6
[3]q
K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ]−
q−4r
[3]q
K2(X+0 )
(2r−1)[H1, e˜
(r)
0 ]
+ q−4r+3(q − q−1)K2(X+0 )
(2r−1)e˜
(r)
0 H1
≡
q−2r+4
[2]q
KX−1 (X
+
0 )
(2r)e˜
(r)
0 + q
−2r−2 [2]q[2r + 1]q
[4]q
(X+0 )
(2r+1)e˜
(r+1)
0
+
q−4r+6
[3]q
K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ]−
q−4r
[3]q
K2(X+0 )
(2r−1)[H1, e˜
(r)
0 ]
+ q−4r+3(q − q−1)K2(X+0 )
(2r−1)e˜
(r)
0 H1 (mod U
τX+)
(by (15) applied to the second term)
≡
q−2r+4
[2]q
KX−1 (X
+
0 )
(2r)e˜
(r)
0 + q
−2r−2 [2]q[2r + 1]q
[4]q
(X+0 )
(2r+1)e˜
(r+1)
0
+
q−4r+6
[3]q
K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ] + q
−8r+5(q − q−1)[4]qK
2(X+0 )
(2r−1)e˜
(r−1)
0 (X
−
1 )
2
+ q−4r+3(q − q−1)K2(X+0 )
(2r−1)e˜
(r)
0 H1 (mod U
τX+)
(by (12) applied to the fourth term)
≡
q−2r+4
[2]q
KX−1 (X
+
0 )
(2r)e˜
(r)
0 + q
−2r−2 [2]q[2r + 1]q
[4]q
(X+0 )
(2r+1)e˜
(r+1)
0
+
q−4r+6
[3]q
K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ]
+ q−8r+5(q − q−1)[4]qK
2(X+0 )
(2r−1)
(
q8r−2
[4]2q
(X+0 )
2e˜
(r+1)
0 K
−2 −
q4r−2
[4]q
e˜
(r)
0 H1
)
+ q−4r+3(q − q−1)K2(X+0 )
(2r−1)e˜
(r)
0 H1 (mod U
τX+)
(by (16) applied to the fourth term)
≡
q−2r+4
[2]q
KX−1 (X
+
0 )
(2r)e˜
(r)
0 + q
−2r−2 [2]q[2r + 1]q
[4]q
(X+0 )
(2r+1)e˜
(r+1)
0
+
q−4r+6
[3]q
K2[H1, (X
+
0 )
(2r−1)e˜
(r)
0 ] +
1− q−2
[4]q
[2r + 1]q[2r]q(X
+
0 )
(2r+1)e˜
(r+1)
0
(mod U τX+).
Collecting the terms involving (X+0 )
(2r+1)e˜
(r+1)
0 on the left-hand side and simplify-
ing gives (iii)r. 
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Let V be the finite-dimensional irreducible type I representation of U τ with
highest weight given by the pair of Z-tuples {ψ±k }k∈Z, and let v be a highest weight
vector in V . We have
k0.v = q
4r0v, k1.v = q
r1v
for some r0, r1 ∈ Z. Note that r1 = −2r0; in particular, r1 is even. Write r0 = −r,
r1 = 2r from now on.
Regarding V as a representation of the Uq(sl2) subalgebra of U
τ generated by
e±1 and k
±1
1 , v is a highest weight vector (so that r ≥ 0), and we have a direct sum
decomposition
V ∼=
⊕
p∈N
V npp ,
where Vp is the irreducible representation of Uq(sl2) of dimension p + 1 (and on
which k1 acts with eigenvalues in q
Z), and the np ≥ 0 are certain multiplicities. By
1.4, np = 0 if p is odd or > 2r. Applying both sides of (i)s in 4.2 to v, it follows
that Ps.v = 0 if s > r. Hence,
P(u).v = P (u)v,
where P ∈ C[u] is a polynomial with constant coefficient 1 and degree ≤ r. By the
remarks following 4.1,
(17) Ψ+(u).v = q2r
P (q−4u)
P (u)
v.
Multiplying both sides of (ii)r on the left by X
+
−n−1, where n ∈ N, we see that
(18)
r∑
j=n
Ψ+j−nPr−j .v =
n∑
j=0
Ψ−j−nPr−j .v
if n ≤ r, and
(19)
r∑
j=0
Ψ−j−nPr−j .v = 0
if n > r. By 4.1, (18) is equivalent to
(20) q2rq−4(r−n)Pr−n.v =
n∑
j=0
Ψ−j−nPr−j .v.
Equations (19) and (20) are together equivalent to
(21) Ψ−(u).v = q2r
P (q−4u)
P (u)
v.
By similar arguments, one shows the existence of a polynomial Q ∈ C[u] with
constant coefficient one such that
(22) Ψ+(u).v = Ψ−(u).v = q−2r
Q(q4u−1)
Q(u−1)
v.
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Equating (21) and (22) and comparing the expansions in negative powers of u, we
see that
q2r−4degP = q−2r,
whence degP = r. Similarly, degQ = r (in fact, it is clear that Q(u) is a scalar
multiple of urP (u−1)).
This completes the proof of the ‘only if’ part of 3.1(ii) in the U τ case. Before
proving the ‘if’ part, we prove 3.2 in the U τ case. This depends on the following
proposition.
Proposition 4.3. Let k ≥ 0.
(i) ∆(X+k ) ≡
∑k
j=0X
+
k−j ⊗Ψ
+
j + 1⊗X
+
k (mod U
τ (X+)2 ⊗ U τ );
(ii) ∆(Ψ+k ) ≡
∑k
j=0Ψ
+
j ⊗Ψ
+
k−j (mod U
τX+ ⊗ U τ + U τ ⊗ U τX+).
Proof. Making use of 1.1 and the isomorphism in 1.3, one computes that
∆(H1) = H1 ⊗ 1 + 1⊗H1 − (q − q
−1)[2]qX
+
0 ⊗X
−
1 + q
−1(q − q−1)(X+0 )
2⊗K2e+0 .
The formula in (i) now follows by an easy induction on k. Then (ii) follows from
(i) by using
Ψ+k = (q − q
−1)[X+k , X
−
0 ]. 
Part (ii) of 4.3 implies that, when acting on a tensor product of two highest
weight vectors, Ψ+(u) acts as a group-like element of the formal power series Hopf
algebra U τ [[u]]. Proposition 3.2 follows.
To prove the ‘if’ part of 3.1(ii) for U τ , it suffices by 3.3 to show that V (P ) is
finite-dimensional when degP = 1. This is accomplished in the next proposition.
Proposition 4.4. The following is a representation of U τ , for any a ∈ C×:
X+k 7→ a
k[2]q

 0 1 00 0 (−1)kq2k
0 0 0

 , X−k 7→ ak

 0 0 01 0 0
0 (−1)kq2k 0

 ,
Hk 7→ a
k [2k]q
k

 q−2k 0 00 (−1)k − q2k 0
0 0 (−1)k+1q4k

 , K 7→

 q2 0 00 1 0
0 0 q−2

 ,
Ψ+k 7→ (q
2 − q−2)ak

 1 0 00 (−1)kq2k − 1 0
0 0 (−1)k+1q2k

 if k > 0,
Ψ−k 7→ −(q
2 − q−2)ak

 1 0 00 (−1)kq2k − 1 0
0 0 (−1)k+1q2k

 if k < 0.
Proof. Straightforward verification. 
The representation defined in 4.4, say Va, is clearly irreducible and of type I.
Moreover, if {ψ±k }k∈Z is its highest weight, we have
∞∑
k=0
ψ+k u
k = q2 +
∞∑
k=1
(q2 − q−2)akuk = q2
P (q−4u)
P (u)
,
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where P (u) = 1 − au. Thus, we have exhibited a finite-dimensional irreducible
type I representation of U τ with highest weight given (as in 3.1) by an arbitrary
polynomial of degree one. This completes the proof of 3.1(ii) in the U τ case.
5 The general case
In this section, we outline the proofs of 3.1 and 3.2 for an arbitrary twisted quantum
affine algebra Uq(L(g)
σ), which we denote by Uσ.
Suppose then that V is a finite-dimensional highest weight representation of Uσ
with highest weight vector v and highest weight {ψ±i,k}i∈I,k∈Z. We consider three
cases, as in Proposition 2.2:
Case (i): σ(i) 6= i and aiσ(i) 6= 0. Note that m = 2 in this case. Using the homo-
morphism ϕi described in 2.1(i), we can view V as a representation of Uq(L(sl3)
τ ),
and as such v is still a highest weight vector in V . By the Uq(L(sl3)
τ ) case of 3.1,
proved in the previous section, there exists Pi ∈ Π such that
∞∑
k=0
ψ+i,ku
k =
∞∑
k=0
ψ−i,−ku
−k = q2degPi
Pi(q
−4u)
Pi(u)
.
Case (ii): σ(i) 6= i and aiσ(i) = 0. This time, we can view V as a representation of
Uq(L(sl2)). By [6], Theorem 3.4, there exists Pi ∈ Π such that
∞∑
k=0
ψ+i,ku
k =
∞∑
k=0
ψ−i,−ku
−k = qdegPi
Pi(q
−2u)
Pi(u)
.
Case (iii): σ(i) = i. Viewing V as a representation of Uqm(L(sl2)), there exists
Pi ∈ Π such that
∞∑
k=0
ψ+i,mku
k =
∞∑
k=0
ψ−i,−mku
−k = qmdegPi
Pi(q
−2mu)
Pi(u)
.
Noting that Ψ±i,k = 0 unless k is divisible by m, we find that
∞∑
k=0
ψ+i,ku
k =
∞∑
k=0
ψ−i,−ku
−k = qmdegPi
Pi(q
−2mum)
Pi(um)
.
This proves the ‘only if’ part of 3.1(ii). The ‘if’ part is proved by an argument
similar to that used in the untwisted case in [8], Sect. 5. In that case, the crucial
point was to establish the result for Uq(L(sl2)). In the present case, we also need
the result for Uq(L(sl3)
τ ), which was proved at the end of Sect. 4. We omit further
details.
Finally, to prove 3.3 in the general case, one uses the methods of [9], Sect. 2.
Let Ui denote Uq(L(sl3)
τ ), Uq(L(sl2)) or Uqm(L(sl2)) in cases (i), (ii) or (iii) of 2.2,
respectively. If V is an irreducible highest weight representation of Uσ with highest
weight vector v, denote the representation ϕi(Ui).v of Ui by Vi.
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Lemma 5.1. With the above notation, Vi is an irreducible representation of Ui
with highest weight vector v.
The proof is similar to that of Lemma 2.3 in [9]. In particular, for any P =
{Pi}i∈I ∈ Π, V (P)i ∼= V (Pi), where V (Pi) is the finite-dimensional irreducible
representation of Ui associated to the polynomial Pi as in 3.1(ii) if Ui = Uq(L(sl3)
τ ),
and as in Theorem 3.4 in [6] if Ui = Uq(L(sl2)) or Uqm(L(sl2)).
If V andW are two irreducible highest weight representations of Uσ with highest
weight vectors v and w, then, for any i ∈ I, Vi⊗Wi is a representation of Ui via
(ϕi⊗ϕi)◦∆i. On the other hand, it is not difficult to show that the subspace Vi⊗Wi
of V⊗W is preserved by (∆ ◦ ϕi)(Ui), giving a second way of viewing Vi⊗Wi as
a representation of Ui. We denote these representations by Vi⊗iWi and Vi⊗Wi,
respectively.
Lemma 5.2. With the above notation, the identity map Vi⊗iWi → Vi⊗Wi is an
isomorphism of representations of Ui.
The proof is similar to that of Proposition 2.2 in [9]. The necessary facts about
the comultiplication of Uq(L(g)
σ) can be established by computations similar to
those used to prove Theorem 2.2 in [17].
Now let P = {Pi}i∈I , Q = {Qi}i∈I ∈ Π. Then, by the Uq(L(sl3)
τ ) case of 3.2,
proved in the previous section, and the analogous result for Uq(L(sl2)) (Proposition
4.3 in [6]), we have the following isomorphisms of representations of Ui:
V (P)i⊗iV (Q)i ∼= V (Pi)⊗iV (Qi) ∼= V (PiQi).
If vP and vQ are highest weight vectors in V (P) and V (Q), it follows from 5.2 that
Ψ±i,k.(vP⊗vQ) = ψ
±
i,k(vP⊗vQ),
the action on the left being given by ∆, where {ψ±i,k}i∈I,k∈Z corresponds to the
polynomial PiQi as in the Uq(L(sl3)
τ ) case of 3.1(ii) (proved in the previous section)
or the analogous result for Uq(L(sl2)) or Uqm(L(sl2)) (Theorem 3.4 in [6]). This
proves 3.2 for Uσ.
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