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Abstract
Magnetization measurements have been performed on nanoparticle arrays of Fe, Co,
Ni, and FePt in single-crystal substrates. Materials are formed by ion implantation into
a layer followed by thermal annealing to give electrically isolated but crystallographically
textured arrays. Studies show competition between eﬀective single-particle anisotropy
(due to magnetocrystalline, shape, surface, and stress eﬀects) and macroscopic anisotropy
due to dipolar interactions.
Results of these measurements are compared to expectations found in the well-known
Stoner-Wohlfarth model of non-interacting, uniaxial particles. While this model is extensively used in magnetic materials research, the missing eﬀects from dipolar interactions
between particles give very diﬀerent results than those measured here. To gauge the importance of interactions with respect to anisotropy, the magnetic length scales of Holz and
Scherer are used.
Finite size eﬀects associated with shrinking lengths to the nanometer scale have also
been measured. Some examples of these eﬀects are an enhanced moment in Ni nanoparticles due to a transition from ferromagnetic to paramagnetic behavior and an enhanced
critical exponent β in FePt.
Micromagnetic simulations have been used to model these arrays. They conﬁrm the
eﬀects of stabilized magnetization from dipolar interactions found in experiment. Also,
they predict a diﬀering behavior between more typical 2D arrays and the thicker arrays
formed in this project.
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Chapter 1

Introduction

The rich diversity of ferromagnetic phenomena, the perennial challenge to skill
in experiment and to physical insight in coordinating the results, the vast range
of actual and possible applications of ferromagnetic materials, and the fundamental character of the essential theoretical problems raised have all combined
to give ferromagnetism a width of interest which contrasts strongly with the apparent narrowness of its subject matter, namely, certain particular properties
of a very limited number of substances.
Edmund C. Stoner: “Ferromagnetism,”
Reports on Progress in Physics,
Vol. 11, 1948, The Physical Society, London
The topic of magnetism has progressed from superstition to a vital research direction
over the course of centuries. The story of ferromagnetism and magnetic materials begins in
antiquity. It started centuries before Christ with the discovery of magnetite, a naturally
occurring mineral (Fe3 O4 ) with the curious ability to attract iron. By the early 11th
century the compass was developed in China, and used for open sea navigation1 by the 12th
century. In 1600, Gilbert moved magnetism into the realm of science with a careful study
of lodestones, iron magnets, and the magnetic ﬁeld of the earth. With the higher magnetic
ﬁelds possible from the electromagnet, developed through Oersted in the 1820’s, the study
of a wide variety of materials was made possible by Curie, Langevin, and Weiss in the late
1

This application is where the traditional name lodestone for magnetite arises, an old English word for
“waystone,” it points the way.

1

19th and early 20th century. The roots of nanometer-scale magnetism, or nanomagnetism,
are found in the work of Frenkel and Dorfman [1] who postulated single-domain particles,
and that of Stoner and Wohlfarth [2] who predicted the magnetic properties of arrays of
these single-domain particles.
The ability to observe and alter magnetic characteristics at the nanometer scale has
caused an explosion of research activity into magnetic materials. The magnets that are in
devices that we all take for granted can now be carefully tailored to their speciﬁc task. The
low cost of electric power is due, at least in part, to careful engineering of the permanent
magnets in generators, engines, and transformers. A typical home may have as many as
150 diﬀerent magnets in such appliances as televisions, telephones, and microwave ovens.
An automobile may have in upwards of 70 magnets for applications ranging from sensors
to valves. Each of these applications has beneﬁted from the modiﬁcation of magnetic
materials at atomic scales.
No industry has been more eﬀected by the recent advances in magnetic materials
than the computer industry. For magnetic storage, the progress of areal capacity has
surpassed even the famous Moore’s Law [3] that tracks the density of transistors on a
semiconductor chip. More than that, the dollar value of magnetic devices coming out of
Silicon Valley is now even greater than that of semiconductor devices made there. With
magnetic random-access memory, or MRAM, the dynamic memory that is now used in
computers may someday be a thing of the past, giving way to a non-volatile, faster, and
longer-lasting magnetic alternative [4]. For additional drama, as bit size for information
storage is decreased, barriers to progress are arising due to the physics that is only relevant
at nanometer length scales. Issues relating to thermal stability [5, 6] and writability [7]
now push research of not only the materials themselves, but how they work together [8, 9].
Never have Stoner’s words to open this chapter been more true than right now.
It is helpful to revisit the terminology of bulk ferromagnetism in order to put recent
advances in nanomagnetism into perspective. Bulk ferromagnets consist of magnetic moments m (which may contain many aligned atoms in a domain), that are initially oriented
2
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H

Fig 1.1: A hysteresis loop of a typical bulk ferromagnet. (Figure adapted from [10].
Adapted with permission from the American Chemical Society.)

in random directions. In Fig 1.1 is a measurement of moment per volume, or magnetization
M , vs. applied magnetic ﬁeld H called a hysteresis loop for a typical bulk ferromagnet.
As the applied ﬁeld gets larger, more spins align with the magnetic ﬁeld until such a point
that all spins are aligned. The system has then reached saturation magnetization Ms . As
the ﬁeld is reduced, spins lose their alignment and M decreases. At H = 0, a ferromagnet
will have residual magnetization, called remanent magnetization or remanence Mr . To
remove the magnetization, a reverse ﬁeld called the coercive ﬁeld Hc must be applied.
Details of the energetics and underlying causes of these properties will be discussed in the
following chapter.
Diﬀerent applications require varying magnetic properties. For example, the area of
a hysteresis loop such as in Fig 1.1 is related to the energy dissipated every time the
magnetization is taken around the loop. Using a material with high coercivity and/or
high remanence in an alternating current (ac) application, such as a transformer, would
3

waste energy. However using the same material as a permanent magnet for use as a sensor
would be ideal.
Much of the current research in ferromagnetism is actually studying the properties
of arrays of ferromagnets. Controlling systems of particles that have dimensions on the
nanometer scale allows for careful tailoring of properties at the macroscopic scale. Techniques such as lithography [11, 12, 13], molecular-beam epitaxy [14], vapor deposition [15],
sputtering [16, 17], and chemical reduction [18, 19] are often used to create these nanoparticle array. Each of these methods has varying control over particle size, separation, and
shape, but have little control over the orientation of the crystal axes of the particles. Also,
each of these techniques will create a two-dimensional array that is diﬃcult to give width.
A change in any of these parameters from particle size to layer thickness can alter many
of the magnetic properties.
This project will introduce a new and novel method of creating arrays of magnetic
nanoparticles that are crystallographically oriented in a more three-dimensional layer.
Ion implantation, a technology typically associated with the semiconductor electronics
industry, is used to create a layer with a high concentration of magnetic species (i.e. Fe,
Co, Ni) below the surface of a crystalline substrate. With proper thermal treatment,
nanometer-sized crystals of ferromagnetic metal that are oriented and protected from the
atmosphere are created [20, 21, 22, 23]. Properties such as 1) type of metal, 2) type of
substrate, 3) areal dose of metal, 4) implant temperature, and 5) annealing conditions all
can have signiﬁcant eﬀects on the magnetic characteristics.
Chapter 2 will give the theoretical background of the expected properties of nanometersize ferromagnetic particles. This includes a discussion of energy scales involved in the
problem as well as methods of thermal excitation. Chapter 3 will give details of the
instrumentation. The process of ion implantation will be described as well as methods of
physical and magnetic characterization. In Chap 4, the results for arrays of Ni, Fe, Co,
and FePt nanoparticles will be discussed. Conclusions and potential future directions will
be presented in Chap 5.
4

Chapter 2

Theoretical Aspects
As expressed in Chap 1, the properties of magnetic materials can change drastically
when the length of one or more axes is reduced to the nanometer scale. In this chapter,
some background on the expected properties of nanometer-sized particle arrays will be
addressed.
To begin, Sec 2.1 will introduce the relevant energy scales of magnetism. While all
play an important role in the measurement of magnetic systems, the scale that is most
fundamentally related to the material and size is the anisotropy energy. This will be
given more thorough consideration in Sec 2.2. With a background in the energetics, a
simple magnetic model of uniaxial, non-interacting, single-domain particles is introduced
in Sec 2.3. This overly simplistic model, however, leads to deviations from this basic
theory in real systems. Section 2.4 will address these deviations that are due to the
competing energetics of particle anisotropy, interactions with the surrounding matrix,
and interactions with other particles. With this toolkit for looking at arrays of physical
particles, Sec 2.5 will discuss the temporal and thermal stability of magnetization in these
arrays. Because ferromagnets are not always homogeneous, Sec 2.6 gives expected behavior
at ferromagnet-ferromagnet interfaces as well as the results of non-uniform alloying of an
intermetallic system. Finally, a suﬃciently high thermal energy destroys ferromagnetism
altogether. Section 2.7 addresses the critical transition from the ferromagnetic state to the
5

paramagnetic state and completes this survey of the magnetic behavior of nanometer-sized
ferromagnetic nanoparticles.

2.1

Energy Scales

Many energy scales must be taken into account when analyzing real ferromagnetic
systems. Energy terms that cause the formation of a ferromagnet to those that destroy
it all play a role in the observed behavior of magnetic arrays. In this section, the basic
energy scales of magnetism are brieﬂy introduced.

2.1.1

Exchange Energy

To discuss ferromagnetism, one must ﬁrst address the deﬁning characteristic of a
ferromagnet, the spontaneous magnetization or presence of magnetic moment without
applied ﬁeld. This arises from a quantum mechanical phenomenon called the exchange
interaction that wishes to align electronic spins on the lattice. The energy of the exchange
interaction in a ferromagnet between two spins S i and S j is typically modeled using the
basic Heisenberg Hamiltonian, expressed as
H = −2



Jij S i · S j .

(2.1)

i<j

In this equation, the Jij are the exchange constants that characterize interactions between the atomic spins. It is often suﬃcient to consider only interactions between nearest
neighbor spins and replace the Jij by an eﬀective exchange J. From Eq (2.1), the exchange energy for ferromagnetism is minimized for the case of aligned spins, leading to
spontaneous magnetization. The competition of exchange energy with that of thermal
energy is discussed further in Sections 2.5.4 and 2.7. The spatial limits of this behavior
are explained in Appendix A.
6

2.1.2

Zeeman Energy

The Zeeman energy is the most basic of the energy scales of magnetic materials. It
is related to the interaction of the magnetic moment m of the material with the applied
external ﬁeld H and is of the form
EZ = −m · H.

(2.2)

In an applied ﬁeld, the moment will try to align with the external ﬁeld in order to be in
the lowest energy state.
If the applied ﬁeld is large enough, EZ will align all spins in the direction of H because
anything else would be energetically unfavorable. The system is then said to be saturated, a
condition where every magnetic dipole is aligned with H. For a ferromagnet, the collective
behavior of many atomic spins due to exchange creates a much larger response to applied
ﬁeld by increasing the eﬀective m. This gives saturation at a much lower saturating
applied ﬁeld Hs than would be required for a paramagnet.

2.1.3

Anisotropy Energy

A more system-speciﬁc energy scale is the anisotropy energy. Physically, this means
that M can have a preferred direction, apart from the applied ﬁeld direction, due to underlying crystal structure or overall shape. In general, the anisotropy should be expressed
as a power-series expansion in appropriate angular variables, but experimental evidence
shows that typically only the ﬁrst few terms of the expansion are necessary.
To give terminology to how M can have a preferred direction, hard and easy axes are
given. A hard axis is one that resists having the magnetization vector directed along it,
for whatever reason, while an easy axis is one that energetically prefers M to be oriented
along it. A uniaxial anisotropy has one easy axis, supporting two stable directions of
magnetization. More complex anisotropies, such as cubic, can provide more than two
stable alignments of M , as well as varying degrees of “hardness,” depending upon the
7

observation orientation.
For a uniaxial system, the expansion for the anisotropy is of the form
K = K0 + K1 sin2 φ + K2 sin4 φ + · · · ,

(2.3)

where φ is the angle between the magnetization and the easy axis, K is the total anisotropy
energy per volume, and Ki are the coeﬃcients of the expansion. K0 has no meaning for
anisotropic properties and higher order terms are frequently ignored in favor of a uniaxial
anisotropy coeﬃcient, Ku . The anisotropy energy can then be written as
EK = Ku V sin2 φ,

(2.4)

where V is the relevant volume of the ferromagnet.
For a system with cubic anisotropy, the expansion is given as




K = K0 + K1 α12 α22 + α22 α32 + α32 α12 + K2 α12 α22 α32 + · · · ,

(2.5)

where αi are the direction cosines of the magnetization along the coordinate axes. Once
again, K0 has no meaning for anisotropic properties and higher-order terms of the expansion are often ignored. For a sample case of magnetization in the (001), the magnetocrystalline anisotropy energy with respect to a reference cube edge is

EK =

K1 V
sin2 (2φ),
4

(2.6)

a lower energy scale than uniaxial anisotropy by a factor of 4.
If K1 is positive in a system with uniaxial anisotropy, this indicates that the reference
coordinate direction is an energy minima. However, when K1 is negative, higher order
terms of the expansion may be required to ﬁnd the minimum energy conﬁguration. For
a cubic system, K1 can once again be positive or negative, but the negative case is not
8

Fig 2.1: The eﬀect of thermal excitations on magnetization in a system of Ni. (Figure
from Kittel. Reprinted by permission of John Wiley & Sons, Inc.)
as complicated as in uniaxial anisotropy. Here, if K1 is positive, the easy directions are
along the cube edges while a negative K1 gives a body-diagonal easy axis.

2.1.4

Thermal Energy

Thermal energy eﬀects the magnetization of a particle in a number of ways. It can
excite M over energy barriers that separate stable magnetization orientations, leading to
thermally activated reversal mechanisms and time-dependent behavior. It can also activate
neighboring spins in the ferromagnet, reducing the eﬀective spontaneous magnetization
(as demonstrated in Fig 2.1). Thermal energy is given by

ET = kB T,

(2.7)

where kB is the “Boltzmann constant” (kB = 1.38×10−16 erg/K) and T is the temperature.
Each of these modes of excitations will be addressed more carefully in Sec 2.5.
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Fig 2.2: The relationships between spin, orbit, and lattice coupling. (Figure adapted from
Cullity.)

2.2

Sources of Particle Magnetic Anisotropy

The previous section introduced the inﬂuence that anisotropy can have on the magnetization vector M . This anisotropy can arise from various factors, though. In this section,
a more thorough analysis of the causes of anisotropic properties will be discussed.

2.2.1

Magnetocrystalline Anisotropy

The most intrinsic anisotropy of a magnetic crystal is the magnetocrystalline anisotropy,
due to spin-orbit coupling. In a crystal, orbitals of the atoms are tightly bound to the
lattice because of the crystal ﬁeld, or the electric ﬁeld from the surrounding sites on the
lattice. Spins, by comparison, are only loosely bound to the orbits. Therefore, when a
magnetic ﬁeld is applied, spins are relatively free to respond while the orbital moments
are pinned. Because the orbital moments are not free to respond, they are said to be
quenched and act as though they are not there (although in fact the orbital ±Lz states
are admixed to give an average orbital moment of ≈ 0). Given this, the spins are then
the primary source of the magnetization of a sample. The relationship between the spin,
orbit, and lattice contributions is shown in Fig 2.2.
While the spin-orbit coupling is much weaker than the lattice-orbital coupling, it is this
10

Fig 2.3: The crystalline structure of hcp Co and magnetic response in diﬀerent crystal
directions. (Figure from Cullity.)
interaction that leads to anisotropic properties. As an example of magnetic anisotropy,
let us look at the uniaxial case of hexagonal close packed (hcp) Co, shown in Fig 2.3. By
sweeping an applied magnetic ﬁeld H along either the basal plane or c-axis of the crystal at
room temperature, one can see that magnetization M (H) is not isotropic. When applying
H along the c-axis, M increases sharply and the system saturates at a relatively low
ﬁeld, but when H lies in the basal plane, the crystal is rather diﬃcult to magnetize and
saturate. From this, we determine that the c-axis of hcp Co is the easy axis. To be more
quantitative, K1 for hcp Co is 4.1 × 106 erg/cm3 at room temperature (the c-axis [0001]
is the reference coordinate).
Anisotropy is generally a function of temperature, though. In Co, K1 becomes negative
at temperatures above 516 K. In this case, the higher order term K2 , which is positive at
516 K, is needed to ﬁnd the minimum energy conﬁguration. The easy direction then lies

on a virtual cone with an angle of sin−1 −K1 /2K2 with respect to the c-axis.
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Fig 2.4: The crystalline structure of bcc Fe and magnetic response in diﬀerent crystal
directions. (Figure from Cullity.)
For the cubic cases of body-centered cubic (bcc) Fe and face-centered cubic (fcc) Ni,
anisotropy constants (at T = 300 K) are K1 = 4.8 × 105 erg/cm3 and −4.5 × 104 erg/cm3 ,
respectively. The sign of K1 in Fe corresponds to an easy magnetization direction along
the cube edges, as seen in Fig 2.4. In Ni, K1 is negative, giving a body-diagonal easy axis
as seen in Fig 2.5. In addition there can be local energy minima even if the direction is
not the “easy axis.” Figure 2.6 shows how the magnetization in low ﬁeld changes as a
function of crystal direction for Fe.
The mechanism by which the spin-orbit interaction leads to easy and hard axes of
magnetization is still not clear. In Fe, the greatest atomic density is along the 111,
a hard axis. However in Ni, the direction of greatest atomic density, the 110, is only
moderately hard. In addition, when Fe is added to Ni, the easy axis will change from
111 to 100 at ∼ 25% Fe, even though there has been no change in crystal structure.
12

Fig 2.5: The crystalline structure of fcc Ni and magnetic response in diﬀerent crystal
directions. (Figure from Cullity.)

Fig 2.6: The magnetization of Fe along diﬀerent crystal directions in ﬁxed ﬁeld. (Figure
from O’Handley. Reprinted by permission of John Wiley & Sons, Inc.)
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Fig 2.7: The fct structure of L10 CuAg, the crystal structure of FePt, a highly anisotropic
material.

The quenching of the orbital moments is best realized in the 3d metals (such as Fe)
where there is a strong coupling between the orbital moment and the crystal ﬁeld. In high
spin-orbit atoms such as Pt, the 4d electrons are less localized. The quenching is then
less complete and the spin-orbit coupling is considerably more important. Alloys having
high spin-orbit components are then expected to have a much stronger coupling with the
underlying lattice. This is clearly illustrated in the case of FePt. For this intermetallic,
the Fe and Pt form alternating planes in the face-centered tetragonal (fct) L10 phase
of CuAg, shown in Fig 2.7, creating a highly-anisotropic crystal. Because the spin is
more tightly bound to the lattice, the magnetic properties are also found to be highly
anisotropic. The easy axis of this phase of FePt is the c-axis (normal of the planes) with
K1 ≈ 7 × 107 erg/cm3 . This is approximately 2 orders of magnitude higher than the
anisotropy of Fe alone. The range of K1 for these diﬀerent magnetic materials is shown
in Fig 2.8.
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Fig 2.8: The range of magnetocrystalline anisotropy at room temperature studied in this
work.

2.2.2

Shape Anisotropy

The easiest anisotropy of a system to manipulate is the shape anisotropy. This arises in
magnetic materials that have an aspect ratio (length/width) that is not unity. To illustrate
why this type of anisotropy is important, the cases of the prolate and oblate spheroid will
be examined.
Applying enough ﬁeld to the long axis of a prolate spheroid of magnetic material will
magnetize the sample. In a simple picture, one can think of this as aligning small magnetic
dipoles end to end, as illustrated in Fig 2.9. From basic electricity and magnetism, dipoles
with this alignment are in a stable low-energy orientation. We can consider this an easy
axis of magnetization because it takes little ﬁeld to place the dipoles in this orientation,
and they will keep this orientation even when ﬁeld is removed. In a more formal picture,
this can be considered stable because the magnetostatic energy of the conﬁguration is very
low.
Trying to magnetize an oblate spheroid along its short axis can be considerably more
diﬃcult, as illustrated in Fig 2.10. Here, a simple picture would be of magnetic dipoles
15

Fig 2.9: The magnetization of a prolate spheroid along its long axis. The geometry of the
process is given by (a) and the simple illustration of dipoles lined up end to end is given
by (b).

lined up side-by-side and pointing in the same direction. This is a high energy conﬁguration
and is not stable. When the applied ﬁeld is removed, the system will try to demagnetize
itself, as it did with H along the basal plane of Co, to lower its magnetostatic energy.
To be more quantitative on the importance of shape anisotropy, the demagnetizing
eﬀects of the magnetostatic energy must be taken into account. The magnetostatic energy
EM S can be written as
1
EM S = − (H d · M ) V
2

(2.8)

where H d is the demagnetizing ﬁeld acting in the direction opposite the magnetization.
This ﬁeld is proportional to the magnetization that creates it, having a form
H d = −Nd M .

(2.9)

In this equation, Nd is the demagnetizing factor. It depends primarily on the shape of the
body and can only be calculated exactly for ellipsoids. In general, Nd is a symmetric 2nd rank tensor with a trace of 4π (in cgs units) [24]. By diagonalizing this tensor, principle
16

Fig 2.10: The magnetization of an oblate spheroid along its short axis. In (a) is the
geometry of the process, while (b) is the simple illustration of dipoles lined up next to
each other. The high magnetostatic energy may force domain formation (c).
demagnetization factors can be found. For the case of a general ellipsoid with axes of
length 2a, 2b, and 2c (shown in Fig 2.11), the principle demagnetization factors along
these axes are Na , Nb , and Nc , respectively. If a measurement direction is deﬁned, the
appropriate Ni is often referred to as Nd .
For simple ellipsoids that approximate common geometries, symmetry can be used to
ﬁnd the Ni . In the case of a sphere (a = b = c), there is no preferred direction. The Ni
are then equal, having the value

Na = Nb = Nc = 4π/3.

(sphere)

(2.10)

For a thin, prolate spheroid (a = b  c) that approximates a wire, we have already seen
that it is rather easy to magnetize along the c-axis. Due to symmetry, this wire should
be equally hard to magnetize along the a and b axes. For such a system, the principle
demagnetization factors are then

Na = Nb = 2π

and Nc ≈ 0.

a)

(2.11)

By approximating a ﬂat sheet in the limit of an oblate spheroid (a = b

c), once again
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(prolate, c

Fig 2.11: The general ellipsoid used to deﬁne the axes for the principle demagnetization
factors of an ellipsoid.

there is only one unique direction and the Ni are
Na = Nb ≈ 0

and Nc = 4π.

(oblate, c  a)

(2.12)

The magnetostatic energy can now be given in terms of demagnetizing factors. By
substituting Eq (2.9) into Eq (2.8), the magnetostatic energy is

EM S =

V
M † Nd M .
2

(2.13)

When the particle of interest is an ellipsoid, the energy can be more simply expressed as

EM S =

V 
Ni (M · n̂i )2 ,
2

(2.14)

i=a,b,c

where n̂i are the unit vectors in the primary axis directions.
Let the prolate spheroid of Fig 2.9, with a semi-major axis of length c and semi-minor
axis of length a, be magnetized at an angle φ to the c-axis. The magnetostatic energy of
this is
EM S =

V
[(M cos φ)2 Nc + (M sin φ)2 Na ].
2
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(2.15)

Table 2.1: Demagnetization conversion factors for prolate spheroids. The axis of
revolution is the c axis and Na + Nb + Nc = 4π, see Fig 2.11. Values from [2].
c/a
1.0
1.5
2.0
2.5
3.0
3.5
4.0

Nc /4π
0.333 333
232 981
173 564
135 146
108 709
089 651
75 407

c/a
4.5
5.0
7.5
10
15
20
25

Nc /4π
0.064 450
55 821
31 275
20 286
10 749
06 749
4 671

c/a
50
100
150
300
500
700
1000

Nc /4π
0.001 443
0 430
209
060
24
13
07

By rearranging the expression

EM S =

V 2
V
M Nc + (Na − Nc )M 2 sin2 φ,
2
2

(2.16)

the energy has the same form as Eq (2.3) which describes the case of a uniaxial crystal.
Here the uniaxial anisotropy constant would be
1
Ku = (Na − Nc )M 2 .
2

(2.17)

The aspect ratio c/a determines the value of (Na − Nc ) and conversions between the
two forms are tabulated [2] with select values given in Tables 2.1 and 2.2. A particle of
Co would have to have an aspect ratio of c/a ≈ 2.7 to have the same shape anisotropy as
its magnetocrystalline K1 at room temperature. For Fe, an aspect ratio of only c/a = 1.1
will give a shape anisotropy of the same magnitude as its K1 . From this, it is clear that
shape anisotropy can be a dominant energy contribution.
In bulk samples, the system can lower magnetostatic energy by the formation of domains. Domains are small regions of uniform magnetization along a crystallographic easy
axis. Domain walls are the boundaries between domains that allow a non-uniform magnetization. Illustrated in part (c) of Fig 2.10 is a way that domains may form in an oblate
ellipsoid to reduce magnetostatic energy.
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Table 2.2: Demagnetization conversion factors for oblate spheroids. The axis of revolution
is the c axis and Na + Nb + Nc = 4π, see Fig 2.11. Values from [2].
a/c
1.0
1.5
2.0
2.5
3.0
3.5
4.0

Nc /4π
0.333 333
445 906
527 200
588 154
635 389
673 006
703 641

a/c
4.5
5.0
7.5
10
15
20
25

Nc /4π
0.729 061
750 484
821 265
860 804
903 520
926 181
940 224

a/c
50
100
150
300
500
700
1000

Nc /4π
0.969 366
984 490
989 616
994 786
996 866
997 760
998 257

There is an energy cost due to domain wall formation since adjacent spins are no
longer parallel, as favored by the ferromagnetic exchange interaction. This energy cost
determines the domain structuring because diﬀerent shape anisotropies will have diﬀerent
competing energetics between exchange and magnetostatic energy. If systems are either
very ﬂat or very long and thin, it can force the system to favor a single domain because the
energy required to form a domain wall is too high. Appendix A gives details on domain
formation and length scales for single-domain structuring.
Decreasing the particle size to roughly the dimensions of a domain wall thickness will
force the system to be single domain. In systems where the magnetocrystalline anisotropy
is high, the critical radius RSD for a single-domain, spherical particle is

RSD

√
9 AKu
≈
.
4 Ms2

(High K)

(2.18)

If the magnetocrystalline anisotropy is lower, RSD can be found by solving

RSD =

 

2RSD
9A
ln
−1 .
πMs2
a

(Low K)

(2.19)

The details of this calculation and also of the exchange stiﬀness A are found in Appendix
A.
Related to shape anisotropy is surface anisotropy. This is due to the reduced symmetry
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at the boundary of a ferromagnetic system. In general, even if there is no signiﬁcant shape
anisotropy (a cube as opposed to a sphere), the surface anisotropy can come into eﬀect.
This is a more pronounced contribution, energetically, when the size of the system is small
and the surface to volume ratio is increased.
Single-domain structuring and vanishing shape anisotropy are very important when
studying materials-speciﬁc phenomena on the nanoscale. Without these two characteristics, measured behavior is based more heavily on processing than on the material itself.
For example, elongated particles of any ferromagnetic material will have signiﬁcantly enhanced coercivity and remanence based solely on shape anisotropy. When particles are
multi-domain, reversal mechanisms by domain nucleation and the relatively easy motion
of domain walls occurs as opposed to rotation of M through hard magnetocrystalline
directions.

2.3

Stoner-Wohlfarth Theory

The Stoner-Wohlfarth (SW) model [2] is the simplest model to use for studying
nanoparticulate systems. It assumes an array of nanoparticles separated so as to make
dipolar interactions negligible. These particles are small enough to be single domain, large
enough to be thermally stable, and possess a uniaxial anisotropy Ku . Magnetic ﬁeld H
is applied at an angle θ with the easy axis of the particle. This ﬁeld will rotate M to an
angle φ with respect to the easy axis, or ψ = θ − φ with respect to the applied ﬁeld, as
illustrated in Fig 2.12. The magnetization with respect to the ﬁeld direction is then

M = Ms cos ψ.

(2.20)

If the thermal energy is low, the energy equation for this particle will be the combination of Eqs (2.2) and (2.4), given by
E = EK + EZ = Ku V sin2 (θ − ψ) − Ms V H cos ψ.
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(2.21)

Fig 2.12: A Stoner-Wohlfarth particle with H making an angle θ with the easy axis and
M making an angle φ with the easy axis.

With a new choice of variables,
E=

E
2Ku V

and

h=

Ms H
,
2Ku

(2.22)

Eq (2.21) becomes
E=

sin2 (θ − ψ)
− h cos ψ.
2

(2.23)

The magnetization will rotate to an orientation with the ﬁeld ψ that minimizes this energy,
so we need only ﬁnd the solutions of
sin[2(θ − ψ)]
∂E
=−
+ h sin ψ = 0
∂ψ
2

(2.24)

∂2E
= cos[2(θ − ψ)] + h cos ψ > 0.
∂ψ 2

(2.25)

where

Because we are working with multi-value functions in Eq (2.24), there are always
multiple solutions for a given h and θ. The history of the particle’s magnetization state,
as well as the restriction of no jumps over the energy barrier (low thermal energy) will
collapse these multiple states.
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Figure 2.13 is a plot of E(ψ) for the case θ = 0 at various values of h. In this orientation
of applied ﬁeld, Eqs (2.24) and (2.25) yield

(h + cos ψ) sin ψ = 0

and

cos(2ψ) + h cos ψ > 0.

(2.26)

The solution cos ψ = −h corresponds to an energy maximum and is not acceptable. The
solution sin ψ = 0, however, is a minimum and has the values



0
ψ=

if h > −1



π

.

(2.27)

if h < 1

Here, the solution is unique if |h| > 1, but multi-valued if |h| < 1. Starting at a high
positive h and reducing the ﬁeld has a stable solution of ψ = 0 (M = Ms ). When h is
reduced to -1, the system becomes unstable and the magnetization will switch to ψ = π
(M = −Ms ). The same is true when starting from a large negative h, only ψ will initially
be π, and will jump to ψ = 0 at h = 1. This will give a hysteresis loop as seen in Fig
2.14(a), where the coercivity is

Hc = Hk =

2Ku
.
Ms

(2.28)

Hk is called the anisotropy ﬁeld, a ﬁeld scale of the magnetic anisotropy.
If θ = π/2, we can look at another extreme case. Here Eqs (2.24) and (2.25) give
(h − cos ψ) sin ψ = 0

and

− cos(2ψ) + h cos ψ > 0.

(2.29)

The solution cos ψ = h is valid if |h| < 1 and by Eq (2.20) will give a magnetization that is
linear in ﬁeld until h = 1, the case of a paramagnet. The solution sin ψ = 0 will saturate
the system at h > 1, giving Fig 2.14(b).
For other values of θ, numerical evaluation is necessary. Solutions for a few values of
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Fig 2.13: The double-well potential of the combination EK + EZ in the SW model.
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Fig 2.14: Hysteresis loops of SW particles with (a) θ = 0 and (b) θ = π/2.
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Fig 2.15: The switching of magnetization in SW particles where 0 < θ < π/2. (Figure
from Skomski. Reprinted by permission of IOP Publishing.)
θ are given in Fig 2.15.
By solving for characteristics of M (θ), we can statistically weight the results and
get properties of arrays with orientational distributions of uniaxial axes. In an array of
particles with a random distribution of anisotropy axes, the remanence of the array will
be Ms /2.

2.4

Dipolar Interactions

SW theory is a very powerful tool for studying nanoparticulate systems, even in situations for which it was not designed. However, deviations from SW arise, due to the
theory’s exclusion of interparticle interactions and thermal eﬀects. Here, the eﬀects of
dipole-dipole interactions on typical SW behavior are analyzed.
One of the most-used results from SW is the behavior of the remanence. As mentioned
in Sec 2.3, the saturation remanence Mr of an array of particles can be 0 < Mr < Ms ,
depending upon such things as particle alignment and the distribution of easy axes. In
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Fig 2.16: A plot of MIRM (H) and MDCD (H) for a generic system.

addition to the value of saturation remanence, the approach to this value from a demagnetized state and the fall of remanence from Mr with reverse ﬁeld can provide useful
information about the array.
To study the approach to Mr , isothermal remanent magnetization (MIRM or IRM)
curves are used. To make this measurement, one starts in a demagnetized state with
H = 0. A small ﬁeld is then applied for a ﬁxed time and removed. As the magnitude of
the applied ﬁeld is increased, the remanent magnetization is then measured and recorded
as MIRM (H).
A dc demagnetization remanence (MDCD or DCD) curve is used to analyze the fall from
saturation remanence with reverse ﬁeld. For this measurement, one would saturate and
remove the ﬁeld, leaving the system in the saturation remanent state. A small reverse ﬁeld
is then applied for a ﬁxed time and removed. As in MIRM , the remanent magnetization is
measured as MDCD (H). Plots of MIRM (H) and MDCD (H) are shown in Fig 2.16.
In the absence of interactions, as in the SW theory, the two diﬀerent remanence mea26

surements are related to each other by
MIRM (H)
MDCD (H)
=1−2
.
Mr
Mr

(2.30)

Most materials do not follow the assumption of negligible interactions and this will appear
as a diﬀerence between the two sides of Eq (2.30). A diﬀerence term δM [25] is then used
to analyze the role of interactions in the nanoparticle system


MIRM (H)
MDCD (H)
.
− 1−2
δM (H) =
Mr
Mr

(2.31)

The IRM curve is interpreted as a measure of the destabilizing inﬂuence of interactions in
a system while the DCD curve is a measure of the stabilizing eﬀects of interactions. The
δM curve then compares these two inﬂuences for every ﬁeld. If δM is positive, interactions
are a stabilizing inﬂuence for magnetization in the overall array, but if δM is negative, the
system magnetization is destabilized by the interactions.
A typical δM (H) plot is shown in Fig 2.17. A plot of this type should always have
δM (H = 0) = δM (H = ∞) = 0, but this says nothing of structure between these two
limits. It is quite possible that in one ﬁeld range, interactions stabilize the system while
in another, they destabilize it. This could, for example, be due to thermal instabilities
related to a distribution of particle sizes.
Because MIRM and MDCD are remanence measurements, Zeeman energy is not included. This then gives a way to compare a dipolar interaction energy scale to the known
scales of anisotropy and thermal energy.

2.4.1

Comparison of Dipolar and Anisotropy Energy

Activation of moments over an energy barrier is the cause of changes in magnetization.
Holz and Scherer [26] associated the physical mechanism behind these barriers to magnetic
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Fig 2.17: A δM (H) plot for the data in Fig 2.16.

length scales, given by
=

K

H

S

where

K

is the anisotropy length,

H

J/K

(2.32a)


2J/HM

(2.32b)


J/2πM 2 ,

(2.32c)

=

=



is the applied ﬁeld length,

S

is the magnetostatic

length, and J is the eﬀective exchange from Sec 2.1.1. If more than one energy barrier is present, the shortest of the length scales in Eq (2.32) will dominate the magnetic
characteristics, or
∆Ei ∝ (1/ i )2
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(2.33)

where the subscript i is associated with the relevant energy barrier. The comparison of
these length scales will then give information about their associated barriers and will allow
us to compare the energy scales.
To compare the magnetostatic energy that is related to the dipolar interactions with
the anisotropy energy, the ratio of

K/ S


K

=

S

is studied. In this case,

J 2πM 2
=
K J



2πM 2
.
K

(2.34)

For convenience, the square of this ratio is used for comparison and is called α, given by

α=(

2
K/ S)

=

2πM 2
.
K

(2.35)

If particle anisotropy is very high, α will be small, indicating that dipolar interaction
energy is negligible. As K is reduced, α can be larger and the eﬀects of interactions will
be more observable. In general,




α

1



 1

interactions dominate the system
.

(2.36)

anisotropy dominates the system

This form for α could have also been expected from the ﬁeld scales of anisotropy and
magnetostatics. If the magnetostatic ﬁeld component is given as

HMS = 4πM,

(2.37)

a maximum value of Eq (2.9), and the anisotropy ﬁeld is given as in Eq (2.28), then the
ratio is given by
M
HMS
= α.
= 4πM
Hk
2K

(2.38)

This is a convenient way to make predictions of expected magnetic behavior. In
systems where α is very small, the SW-type behavior should be fairly well approximated,
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Magnetic Easy Axis of
“Bulk-like” Sample

Magnetic Easy
Axis of Particles

Fig 2.18: The magnetic easy axis dependence on α for a hypothetical array of uniaxial
magnetic nanoparticles with easy axis normal.
aside from thermal excitation. However, as α gets higher, the array as a whole will start
to act more like a bulk system, having a strong dependence on shape for magnetostatic
energy and magnetic stability. This is easily visualized by creating an array of particles
with a magnetic easy axis along the normal of the array. In a system with low α, the easy
axis will be the array normal. As α increases, the easy axis of the array will fall in-plane.
Such a system is illustrated in Fig 2.18.

2.5

Thermal and Temporal Dependence of Magnetization

As the temperature of a magnetic system is increased, thermal activation will lead to
time dependent behavior and thermally-induced instabilities. In this section, we will take
a closer look at thermally activated magnetic properties and magnetic viscosity.

2.5.1

Sharrock Behavior

At low temperatures and ﬁelds, moments are frozen into easy axis orientations because
there is not enough energy to activate switching over the barriers. In this state, spins are
said to be blocked. As we have already seen from Sec 2.1.4, the spontaneous magnetization
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itself is reduced at high temperatures by substantial thermal excitation of spin waves. The
orientation of the ferromagnetic moment can also be strongly aﬀected by thermal eﬀects.
By going back to the example of SW particles in Eq (2.21) and taking the case where
θ = 0, we get an energy equation of
E = Ku V sin2 φ − M V H cos φ.

(2.39)

The maximum energy Em and the two stable energies E1 and E2 can be found by diﬀerentiating this total energy with respect to φ and setting it equal to zero

sin φ(2Ku V cos φ + M V H) = 0.

(2.40)

When placing the solutions of this equation back into the total energy of Eq (2.39), we
ﬁnd that the maximum energy is




Em = Ku V 1 +

H
Hk

2 
,

(2.41)

where the anisotropy ﬁeld Hk is deﬁned as in Eq (2.28), and the two stable energies are
E1 = −M V H

and

E2 = M V H.

(2.42)

The energy barrier that the magnetization sees in each of the stable states is then given
by


∆E = Em − E1 = Ku V
2

1±

H
Hk

2
.

(2.43)

If thermal energy is added, magnetization will be able to jump the barrier on some
characteristic time scale τ . If N (t) is the number of individual moments that have not yet
switched in time t, then
N (t) = N (0)e−t/τ .
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(2.44)

Arrhenius-Néel relaxation says that thermal activation will give characteristic times deﬁned by



1
∆E
= ν0 exp −
,
τ
kB T

(2.45)

where ν0 is the attempt frequency, typically taken to be 109 Hz. This thermal activation
will lower the coercive ﬁeld of Hk that we saw in Eq (2.28) by allowing magnetization
reversal in lower ﬁelds if suﬃcient time is allowed.

Let’s start with the magnetization at φ = 0 with energy E1 . As we apply reverse ﬁeld
in an attempt to switch the magnetization to φ = π, the eﬀective ∆E for reversal is


H 2
.
∆E = Ku V 1 −
Hk

(2.46)

Hc for a given time will be where N (t) = N (0)/2 because this is where the eﬀective
magnetization is zero. This gives the relation

τ = t/ ln(2).

(2.47)

Using Eqs (2.45), (2.46), and (2.47), we can write the coercivity as a function of time as

Hc (t) = Hk



kB T
ln
1−
Ku V



ν0 t
ln(2)



1/2


.

(2.48)

This is known as the Sharrock formula [27].

When performing experiments studying dynamic eﬀects of thermal activation, a magnetic parameter called the remanent coercivity Hcr (t) is often used. The remanent coercivity is deﬁned as the necessary reverse ﬁeld that must be applied for time t so that
M = 0 when applied ﬁeld is removed. The removal of applied ﬁeld at time t increases the
size of the switching barrier, eﬀectively freezing the magnetization state. Because of this
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experimentally convenient parameter, the Sharrock formula is better known as




kB T
ln
1−
Ku V

Hcr (t) = Hk



ν0 t
ln(2)



1/2


.

(2.49)

Equation (2.49) was derived for a very special case of aligned, uniaxial, non-interacting
particles. By giving these same uniaxial, non-interacting particles a random orientation,
a series expansion in powers of (1 − H/H0 ) [28] can provide a “Sharrock-type” formula,
where H0 is called the switching ﬁeld. The result is [29],

Hcr (t) = H0

where



kB T
1−
ln
CKu V



ν0 t
ln(2)



1/n


,


−3/2
H0 = Hk sin2/3 θ + cos2/3 θ

and
C=2

 3/2
2
sin(2φ).
3

(2.50)

(2.51)

(2.52)

The exponent variable n is a function of both the angle θ and applied ﬁeld. For suﬃciently
short measuring times, or high values of Ku V /kB T , its value is n = 3/2.
The magnitude of n so far has really only been presented for the case of uniaxial
particles with varying degrees of orientation. The case of particles with more complex
anisotropy, such as cubic, might also be expected to inﬂuence n, due to diminished energy
barriers. The complex anisotropy, however, makes it very diﬃcult to model the behavior
of n. Therefore, in the special case of an array of oriented SW particles with H  to
the easy axis, n = 2. As particles start to lose orientation or H becomes misaligned, the
value of n will fall to ∼ 3/2. It may well also be ≈ 3/2 for cubic anisotropy but this is
unconﬁrmed.
In the magnetic media industry, the thermal stability ratio Ku V /kB T is a very important parameter [30]. If this ratio is too low, bits can not be stored for suﬃcient time due
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to thermal instabilities. If this ratio is too high, a technologically prohibitive “write ﬁeld”
is required to magnetize the bits. Typically, a ratio of ∼ 60 [6] is desired for magnetic
storage. Using the Sharrock formula is a powerful way to determine the thermal stability
of a magnetic array. By ﬁtting Hcr (t), the parameters of switching ﬁeld H0 and thermal
stability ratio Ku V /kB T can be found.
One can use a “Sharrock-like” formula to study the thermal as well as temporal stability of coercivity. By making coercivity measurements on similar timescales at a number
of temperatures, the coercivity should have the form

Hc (T ) = Hc (0) 1 −



T
TB

1/n 
(2.53)

where TB is a blocking temperature discussed further in Sec 2.5.3. The logarithmic dependence of coercivity on t makes this measurement relatively insensitive to time on typical
laboratory timescales. Deviations from the thermal dependence of Eq (2.53) are more
likely due to interparticle dipolar interactions or an energy barrier distribution that is
poorly characterized by this model.

2.5.2

Magnetic Relaxation

By looking at the relaxation of magnetization over an energy barrier, the time dependence of the system is expected to have the form
M (t) − M (t = ∞)
dM (t)
=−
.
dt
τ

(2.54)

The solution of this equation that would pertain to a single energy barrier height would
have the form of Eq (2.44) with an exponential dependence. Real systems, however,
rarely have a single barrier height because of distributions in particle size, anisotropy,
compositional homogeneity, etc. If the distribution of energy barriers is approximated as
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nearly constant, magnetization will decay logarithmically as
M (t)
= 1 − S ln(t − t0 ),
M (t0 )

(2.55)

where S is the normalized magnetic viscosity constant [31]. For single-domain, uniaxial
particles, S has the form
S=

χirr kB T
,
M (t0 ) Ms v

(2.56)

where v is called the activation volume and the irreversible susceptibility χirr is the ﬁrst
derivative of the appropriate remanence curve, either
χIRM
irr =

dMIRM
dH

or

χDCD
=
irr

dMDCD
.
dH

(2.57)

The activation volume is an estimate of the volume where spins rotate coherently and is,
therefore, often smaller than the physical volume.
The functional dependence of S on the irreversible susceptibility tells us that it is
a function of applied ﬁeld as well as temperature. At ﬁeld values near the remanent
coercivity, where MDCD = 0, S can be exceptionally high, providing a fast relaxation [32].
If studying the relaxation of the saturation remanent magnetization Mr , for example, S
should be well behaved and have a linear dependence on T . Deviations may arise if there
is a more complex energy barrier distribution, for example, from a cubic anisotropy.
This form of Eq (2.55) is rather descriptive on the timescale of typical measurements
(∼100 s), but has weaknesses. For example, it is unphysical in the limit of very short
times and has the wrong limiting form at very long times. Such weaknesses must be kept
in mind when doing studies of relaxation in limiting regimes.

2.5.3

Superparamagnetism and Blocked Magnetization

As is hinted from the thermal stability ratio Ku V /kB T , if the particle volume gets
very small or the temperature gets suﬃciently high, the anisotropy of the particle cannot
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resist thermal ﬂuctuations. The system is then said to be in a superparamagnetic state.
When in this state, the remanence and coercivity will be very low but as a whole, the
system is still incredibly responsive to the applied ﬁeld.
Superparamagnetism is deﬁned in terms of how fast the system magnetization equilibrates. If the energy barrier of a uniaxial particle is given as Eq (2.43) with H = 0, and an
arbitrary measurement time is given as 100 s, then the Arrhenius-Néel Law of Eq (2.45)
will give
Ku V = ln(ν0 t)kB T = 25kB T.

(2.58)

A blocking temperature TB can then be expressed as

TB =

Ku V
.
25kB

(2.59)

At temperatures above TB , the spins will align with the ﬁeld on the timescale of the
experiment. Because of the lower energy barriers in particles with cubic anisotropy, the
blocking temperature for such a system is more appropriately given as

TB =

K1 V
,
100kB

(2.60)

from Eq (2.6).
Blocking of the magnetization can also be observed in measurements of magnetization
as a function of temperature. If a system is initially demagnetized at low temperature,
the anisotropy energy will dominate thermal energy (from the thermal stability ratio).
In this state, the system is said to be blocked. By applying a small ﬁeld and increasing
the temperature, the thermal energy will activate weakly stable spins to align with H
until a temperature is reached where the system reaches a maximum in magnetization.
By applying more thermal energy, instability of these spins will cause the magnetization
to decrease, as in superparamagnetism. By plotting M (T ) for an initially demagnetized
system, Fig 2.19, there will be a peak in the magnetization. As applied ﬁeld is increased
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M

TB

T
Fig 2.19: Magnetic spins become unstable in orientation at the blocking temperature,
found by plotting M (T ).
this peak shifts to lower temperature, due to less thermal energy being required to unblock
spins. The curve measured while warming the system is called the zero-ﬁeld cooled (ZFC)
curve and the one measured while cooling the system is the ﬁeld cooled (FC) curve.

2.5.4

Bloch Spin Waves

Thermal excitation will aﬀect not only the stability of the magnetization vector, but
also the spontaneous magnetization of the ferromagnet. Quantized reversal of spins in the
magnetized system will lower Mspon as thermal energy is applied.
For a line of N Heisenberg spins S i with only nearest neighbors coupled, Eq (2.1) says
that the energy U is given by
U = −2J

N


S i · S i+1 ,

(2.61)

j=1

with a ground-state exchange energy of U0 = −2N JS 2 . For the excited state that is
created by one spin being reversed, shown in Fig 2.20(b), we ﬁnd that the exchange penalty
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is 8JS 2 . Lower energy excitations may be found by sharing a reversal over many spins,
as shown in Fig 2.20(c), due to reduced exchange penalty. This type of excitation has a
wave-like form, and so are called spin waves. The dispersion relation for this excitation is
given by
ω = 4JS(1 − cos ka),

(2.62)

where ω is the energy of the excitation and k is the wavenumber. In the long-wavelength
(or low-energy) limit ka  1, the dispersion can be written as

ω ≈ 4JS

k 2 a2
2


= (2JSa2 )k 2 .

(2.63)

This is the dispersion relation of the harmonic oscillator so excitations will be quantized
by the reversal of single spins. For a mode with frequency ωk having nk spin waves, the
energy

k

can be written as
k

= ωk (nk + 1/2).

(2.64)

The number of spin waves excited in a mode k is given by the Planck distribution
nk =

1
exp(ω/kB T ) − 1

(2.65)

due to the harmonic oscillator energy levels. The number of spin waves excited at a given
temperature is then found by



nk =

D(ω) n(ω) dω,

(2.66)

k

where D(ω) is the density of modes, or number of spin waves per unit frequency range.
In three dimensions, the number of modes in a unit volume with wavevector less than |k|
is


δk =

1
2π

3 
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4 3
πk .
3

(2.67)

(a)

(b)

a

a

(c)

a

Fig 2.20: The thermal excitation of spontaneous magnetization. (a) The ground-state
alignment of spins. (b) A possible excitation consisting of one reversed spin. (c) Spins
sharing the reversal in a spin wave. (Figure adapted from Kittel. Reprinted by permission
of John Wiley & Sons, Inc.)
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The number of spin waves in a frequency range dω at ω can now be expressed as

D(ω)dω =

1
2π

3


(4πk 2 )

dk
dω


dω.

(2.68)

Using Eq (2.63), the density of modes is
1
D(ω) = 2
4π




2JSa2

3/2

√

ω,

(2.69)

and the total number of spin waves by Eq (2.66) is


nk =

1
4π 2

=

1
4π 2

k






2JSa2
kB T
2JSa2

3/2 

3/2

ω

exp( kω
)
BT

0

3/2 

√

∞

∞

0

√

−1

x
dx
ex − 1

kB T
[(0.0587)(4π 2 )]
2JSa2


kB T 3/2
= (0.0587)
.
2JSa2
=

1
4π 2

dω

(2.70)

If Q is the number of atoms per unit cell in the crystal, the number of spins N per unit

volume is Q/a3 . Because ( nk)/N S is the same as the fractional change of magnetization
with temperature [M (0) − M (T )]/M (0), the magnetization as a function of temperature
is
0.0587
M (0) − M (T )
=
M (0)
SQ



kB T
2JS

3/2

∝ T 3/2 .

(2.71)

This is Bloch’s law describing the change in the magnitude of spontaneous magnetization
with temperature.

Many sources handle this derivation in a variety of ways. A simple approach similar
to that given here is found in Kittel with “operator driven” derivations given in Skomski
and Aharoni.
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B

(BH)max

H
Fig 2.21: A hysteresis loop that demonstrates the maximum energy product of a magnet.
The shaded area is called (BH)max and is related to the energy storage capacity.

2.6

Exchange Coupled Systems

An important parameter for permanent magnets is the energy product (BH)max . It is
illustrated by the shaded area of the hysteresis curve shown in Fig 2.21 and is a measure
of the energy that can be stored in the magnet. One would then like to make this as large
as possible for permanent magnets. It is technologically diﬃcult to increase the range of
the energy product because high coercivity materials typically have lower remanence, and
vice-versa. If both coercivity and remanence can be increased, energy products can also
be signiﬁcantly increased.
In the layered intermetallic magnets such as FePt, the disordering of the crystal would
clearly diminish the magnetocrystalline anisotropy of the material, making it magnetically
softer. Disordered systems are typically also observed to have higher moment per average
atom. In the creation of intermetallic magnets, one would then expect to have volumes
of both high-moment, soft material and lower-moment, hard material. By having these
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Fig 2.22: Partial magnetization reversal of the soft phase of a spring magnet in a reverse
ﬁeld that is less than Hc for the hard phase.

two types of materials in intimate contact, the hard material will pin the magnetization
direction of the soft material at low applied ﬁelds, increasing remanence. The hard material will still also have high coercivity. The combination gives exceptionally high energy
magnets [33].
Having two types of ferromagnets (or a ferromagnet and an antiferromagnet) in intimate contact is known as exchange coupling. In a system that is well coupled, remanence,
coercivity, and energy product are all high because of the simultaneous reversal of the
hard and soft phase. The hysteresis loop is also reversible at ﬁelds |H| less than the coercive ﬁeld of the hard phase. If the reverse ﬁeld is suﬃciently high, Zeeman energy will
allow reversal of part of the soft phase due to weaker interatomic exchange and if ﬁeld is
removed, exchange in the soft phase will cause the magnetization to “spring back”. This
type of magnet is also called a spring magnet for this reason. Figure 2.22 illustrates the
partial magnetization reversal of a spring magnet in a reverse ﬁeld below the coercivity of
the hard phase.
As the hard and soft materials decouple, the total hysteresis loop has the appearance
of the superimposed loops of the constituent parts [17], as demonstrated in Fig 2.23. Here,
the hard and soft phase do not reverse coherently, giving a “two shoulder” feature to the
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Fig 2.23: The superimposed hysteresis loops of a poorly exchange coupled system. (Figure
c 1998.)
from [17]. Reprinted by permission of the American Institute of Physics 

hysteresis loop and greatly reducing the energy product. One shoulder in the hysteresis
loop is then due to the soft phase reversal and the other is due to the hard.
Hysteresis loops with double shoulders are seen in a variety of seemingly-diﬀerent
systems. The cause of the shoulders is still traced to the inﬂuence of interaction in general
and exchange coupling in particular. In arrays of magnetic nanoparticles with a bimodal
size distribution, double shoulders are often observed in hysteresis loops because of the
switching of smaller particles in a lower reverse ﬁeld than the large particles. With tighter
packing of particles, interparticle interactions stabilize the magnetization of the smaller
particles causing a more uniform reversal process. The two shoulder feature for this system
would then be a signature of suﬃciently spaced particles for approximating SW behavior.
Another prominent example of non-uniform switching is antiferromagnetically (AFM)
coupled systems. In such a system, two ferromagnets are antiferromagnetically coupled
by adjusting the space between them. In suﬃciently high positive ﬁeld, both layers are
saturated in the positive direction. As the ﬁeld is reduced, the preference of antiparallel
magnetization alignment of the layers will take eﬀect and there is a drastic reduction in
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Fig 2.24: The evolution of the hysteresis loop in an antiferromagnetically coupled system.
c 2001.)
(Figure from [34]. Reprinted by permission of the IEEE 
net magnetization. An illustration of AFM coupled systems and the evolution of a sample
hysteresis loop is given in Fig 2.24.
While each of the previous reasons (non-uniform phase, bimodal size distribution,
and AFM coupling) exhibit double-shouldered hysteresis loops, the switching behavior
for each of these systems is diﬀerent. In the example of AFM coupling, switching of the
magnetization orientation occurs without reverse ﬁeld being applied. For an array with
a bimodal size distribution, a signiﬁcant reverse ﬁeld may still be necessary to switch
the smaller particles. Non-uniformity in phase is typically somewhere between these two
extremes, switching at very low applied ﬁeld in comparison to the hard material. The
switching behavior can then be used to determine the dominant type of exchange coupling
of an array that demonstrates non-uniform switching.
The magnitude of the magnetization after the initial switch can also be used to determine information. If the magnetization changes little after the ﬁrst reversal, the moment
contribution of the switched material to the total moment must be small. However, if the
magnetization changes drastically with the initial reversal, the material that has switched
is a signiﬁcant, if not primary, contributor to the total moment. This is demonstrated
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Fig 2.25: Diﬀerent ratios of magnetically hard and soft material have signiﬁcant eﬀects
on observed hysteresis loops. (Figure from Skomski. Reprinted by permission of IOP
Publishing.)

in Fig 2.25 for the case of two diﬀerent and unequal ratios of magnetically hard and soft
material.

2.7

Critical Behavior at the Ferromagnetic Transition

As shown in Sections 2.5.3 and 2.5.4, thermal excitation not only drives a ferromagnet
into a superparamagnetic state where the direction of magnetization is not easily bounded
by the anisotropy energy barriers but also aﬀects the spontaneous magnetization that
wishes to align neighboring spins. At a temperature, called the Curie temperature Tc , the
ferromagnet can no longer support spontaneous magnetization and changes in character
to a paramagnet.
Many properties of the ferromagnet change as driven through Tc including speciﬁc
heat, magnetic susceptibility, and spontaneous magnetization. Each of these is typically
described as varying as a power law in |Tc − T | near the transition region. The value of
the exponent in the power law depends not only on the property being studied, but also
on the model being used to characterize it. In this section, the critical exponent β used
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to describe the spontaneous magnetization
Mspon ∼ (Tc − T )β

(2.72)

will be discussed, as well as an introduction to some of the most popular models used to
study this transition.
Many of the models (both classical and quantum mechanical) used to characterize
properties in the vicinity of the critical point can be generalized to a form similar to that
of Eq (2.1) with an additional term that couples a ﬁeld h to the spins on the lattice,
H = −2



Jij S i · S j −

i<j



hi · S i .

(2.73)

i

The spins S can have diﬀerent dimensionality n depending on the model being applied,
with the lattice dimensionality handled by the exchange constants Jij . This is known as
the n-vector model. The case of n = 1 and n = 3 are the most common cases employed,
being called the Ising and Heisenberg models, respectively. The case of n = ∞, called
the Spherical model is also of interest because it can be solved exactly in two or more
dimensions.
Another popular way to handle this problem is to use a mean-ﬁeld approach. In this
method, spins on the lattice are not coupled to individual spins or the external ﬁeld, but
to some mean ﬁeld heﬀ associated with all external sources. The Hamiltonian is then
reduced to
HMF = −



heﬀ,i · S i .

(2.74)

i

This treatment reduces the problem to a system of independent spins. The spontaneous
magnetization can then be found by

Mspon = tanh

h + zJMspon
,
kB T
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(2.75)

1.0

M(T) / M(0)

0.8
0.6
0.4
0.2

β=

1/8
1/2

0.0
0.0

0.2

0.4

0.6

0.8

1.0

T / Tc
Fig 2.26: The spontaneous magnetization as a function of temperature for the squarelattice Ising model. The solid curve is the exact solution with β = 1/8 and the dashed
curve is solved in the mean-ﬁeld where β = 1/2.

where z is the number of neighbors coupled to S i .
To illustrate diﬀerent behavior, let us look at the system of a square-lattice Ising
model. In the mean ﬁeld, Eq (2.75) can be expanded around Tc to yield
h = kB (T − Tc )Mspon +

4J 3
M
.
3 spon

(2.76)

In the limit of no external ﬁeld, h = 0, the spontaneous magnetization is

Mspon =

3kB
(Tc − T )β ,
4J

(2.77)

where β = 1/2. By solving the problem exactly, Mspon is given by



Mspon = 1 − sinh

4

2J
kB T



1/8

so that β = 1/8. The diﬀerence in the two is illustrated in Fig 2.26.
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(2.78)

Table 2.3: Critical exponent β for three-dimensional models. (Adapted from Skomski.)

n-vector

n=0
n=1
n=2
n=3
n=∞
Mean-ﬁeld

Meaning
polymer
Ising
XY
Heisenberg
Spherical

β
0.302
0.324
0.346
0.362
1/2
1/2

Neither of these is what is observed experimentally for a three-dimensional ferromagnet. The value of β is observed to be very near 1/3 for traditional ferromagnets like Fe, Ni,
or Co. Using an n-vector model for such a system, β is as given in Table 2.3. From this,
the three dimensional Ising and Heisenberg models are fair representations of experiment.
In the mean-ﬁeld model, β remains 1/2.
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Table 2.4: Magnetic Properties of Ni, Fe, Co, and FePt.

†

Structure
Ms (G)†
Ms (G)‡
nB (µB /fu)
Tc (K)
K1 (105 erg/cm3 )†
K1 (105 erg/cm3 )‡
α†
α‡
−7
A (10 erg/cm)
Hk (kOe)
RSD (nm)
†
RSP,
t=100 s (nm)

Ni
fcc
485
510
0.606
627
-0.45
-12
33
1.4
3.4
0.19
43.2
28

Room Temperature value
‡ Low Temperature value
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Fe
bcc
1707
1740
2.22
1043
4.8
5.2
38
34
8.3
0.56
17.6
13

Co
hcp
1440
1446
1.72
1388
41
70
3.2
1.9
10.3
5.7
24.6
3.9

FePt
fct (L10 )
1140
2.65
≈ 750
≈ 700
0.12

123
145
1.5

Chapter 3

Experimental Methods
3.1

Sample Creation and Characterization

The samples of study in this work are formed by ion implantation and annealing.
This section will describe this process of sample creation, as well as the characterizing
techniques of Rutherford backscattering (RBS), transmission electron microscopy (TEM),
and X-ray diﬀraction (XRD).

3.1.1

Ion Implantation

Ion implantation is the incorporation of a foreign element into a host material by way
of an energetic ion beam. It is a powerful tool for tailoring the properties of materials
at their surface, independent of bulk properties [35]. The technique became popular with
physicists and nuclear chemists in the 1960’s, but most inﬂuenced by the technology was
the microelectronics industry. Here ion implantation was used to dope Si in a reproducible
way for electronic devices.
This method of system creation, illustrated by Fig 3.1, uses an accelerator to form a
layer of implanted material in a host. Collisions with electrons and nuclei in the target
cause energy loss for an ion. The projected range and range spread depend on the implant
energy, mass of the ion, and atomic mass of the host [36]. Typical range is 10 nm to 1 µm
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Alloy
Nanocrystals

~150 nm

Heat
Treatment

Fe+ or
Pt+

Al2O3

~150 nm

Fig 3.1: In illustration of the process of creating magnetic nanoparticles in crystalline
substrates by ion implantation followed by thermal annealing.
and the usual range proﬁle is approximately Gaussian, although multiple implantation
steps can alter the depth proﬁle. Some advantages of ion implantation are its reproducibility and the great control over how many ions are introduced by way of integrating
the ion current.
Damage to the target is a drawback to ion implantation. Through collisions, atoms
that are initially in the lattice can be displaced to an interstitial site, leaving a vacancy
behind. Severe damage to a layer can amorphize the host. This can have undesirable eﬀects
on both the electronic and magnetic properties of host materials. Heat treatments, both
during and after the implant, can reduce initial damage and heal the lattice. Implanting
into a target that is at an elevated temperature can minimize amorphization by making
the lattice less rigid and susceptible to damage. A thermal annealing after implantation
can incorporate interstitials back into the lattice, repairing the structure of the host.
In this project, ion implantation is used to place a layer of magnetic metal in diamagnetic crystalline matrices such as Al2 O3 and yttria-stabilized ZrO2 (YSZ). Because
these ions are immiscible in the host, they are typically isolated upon implantation. Thermal treatment is used to enhance diﬀusion of these ions in the host, allowing them to
precipitate, and heal the crystallinity of the matrix. Forming particles below the surface
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of the crystal protects the nanoparticles from corrosion and damage as well as virtually
eliminating direct electron exchange between particles.

3.1.2

Sample Characterization

Once the system is created, physical characterization is required in order to compare
measured data with expectations. Such parameters as layer proﬁle, layer depth, ﬁlling
fraction, particle shape, particle size, and particle orientation can yield important contributions to magnetic behavior. To study these parameters, the techniques of Rutherford
backscattering (RBS), X-ray diﬀraction (XRD), and transmission electron microscopy
(TEM) are used.
Rutherford backscattering uses a beam of 4 He to measure the depth distribution and
ﬁlling fraction of ions in a system. If directing the beam at a thin ﬁlm of material, the
number of counts in a detector placed oﬀ axis at a given angle is proportional to the square
of the target atom charge, Z 2 . As the target ﬁlm gets thicker, the incident He ions lose
energy in multiple collisions before being scattered to the detector. By having a detector
that is sensitive to energy, one can look at the number of particles scattered to the given
angle as a function of energy. Energy is then a depth scale for each constituent element
in the sample with low energy signifying greater depth.
In Fig 3.2 are RBS data for a system of Fe and Pt implanted in Al2 O3 . The components
of the signal due to Al, Fe, and Pt are all labeled and the component due to O is visible
to the left of the Al edge. Al and O have a roughly constant signal to “inﬁnite” depth
because they comprise the host. The dip in signal of both Al and O, and peaks in signal
due to Fe and Pt, represent the region where the Fe and Pt have been implanted and
therefore lowered the Al and O densities. This dip gives the volume ﬁlling fraction of
implanted species in the lattice directly.
This ﬁgure shows two curves labeled “aligned” and “random.” When performing RBS
on a crystalline sample, it is possible to have it aligned in such a way that the He ions can
travel down a lattice direction to a considerable depth without a collision. This is called
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Fig 3.2: RBS data for an array of Fe and Pt implanted into Al2 O3 . The lower ﬁgure shows
the “as implanted” state while the upper ﬁgure demonstrates the healing of the matrix
due to annealing.
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Fig 3.3: A schematic of the Bragg condition in XRD. (Figure from Ashcroft & Mermin.)
channeling. When channeling, the He ion does not scatter to the detector and signal yield
drops. By continuously and randomly orienting the crystal during the measurement, channeling is minimized and signal increases. Because channeling does not occur in amorphous
samples, the diﬀerence between an aligned and random measurement can give an indication of implant damage. In the lower plot of Fig 3.2 are RBS data for the as-implanted
state. There is little diﬀerence in signal yield for aligned and random measurements, signifying signiﬁcant damage, particularly at the projected range depth. Upon annealing,
interstitial host ions are incorporated back into the lattice. The upper plot of this ﬁgure
demonstrates this with the increased separation between the two measurements.
X-ray diﬀraction is a powerful tool for ﬁnding the crystallographic orientation of created particles by using the Bragg condition of constructive interference, given by

nλ = 2d sin θ.

(3.1)

Here λ is the wavelength of the X-rays, θ is the angle that the X-rays make with the
reﬂecting plane, n is the order of the reﬂection, and d is the separation of the planes, as
illustrated in Fig 3.3.
Diﬀerent planes of a given crystal will have diﬀerent d-spacings. In Fig 3.4 are two
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Fig 3.4: Two diﬀerent sets of planes for a simple cubic crystal. The {100} planes are
shown in (a), while the {111} planes are given in (b). (Figure from Ashcroft & Mermin.)

diﬀerent reﬂecting planes of a simple cubic lattice, for illustration. By knowing the lattice
constant of crystals being measured, the diﬀerent d-spacing of the planes can be found.
Measuring the angle of X-rays being reﬂected through the crystal provides the d-spacing
(or spacings) of the orientation by Eq (3.1). Comparing with indexed d-spacings for
the crystal being measured gives the particle orientation. If particles have a random
orientation, no (or very small) peaks will be seen because the X-rays are scattered into a
large range of solid angle.

A transmission electron microscope is used to see particle sizes and features on length
scales unattainable with light microscopes. This microscope works on similar principles to
those of a light microscope, but uses a beam of electrons rather than photons. Resolution
can be quite high with a TEM due to the much smaller wavelength of energetic electrons.
Such a microscope is then extremely useful for studies of systems at the nanometer scale.
Sample preparation for use in the TEM can be very diﬃcult though. A considerable
amount of time and practice is necessary to produce high-quality results.
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3.2

Magnetometry

Once samples have been created and physically characterized, the magnetic properties
must be measured. In this section will be a presentation of the magnetometers used for
magnetic characterization. The two instruments used in this study, a SQUID magnetometer and an AGFM, have complementary measurement strengths. Therefore, useful types
of measurements on each instrument will also be discussed.

3.2.1

The SQUID Magnetometer

The SQUID (Superconducting QUantum Interference Device)-based magnetometer,
used for much of this research, is an instrument that is incredibly sensitive to magnetic ﬁeld
and moment. The SQUID magnetometer uses a superconducting magnet to apply ﬁelds
to samples. This magnet is not only capable of applying very high ﬁelds (H ≤ 70 kOe),
but runs in a persistent mode that removes the eﬀects of power supply ripple on ﬁeld. In
addition, the temperature range of the instrument (1.9 K ≤ T ≤ 800 K) makes it useful
for studying magnetic properties with varying thermal excitement.
The SQUID sensor is a superconducting ring with a “weak link” called a Josephson
junction. This weak link is a non-uniformity in the superconductor caused by either a
point connection or by an oxide layer separating the superconducting ends of this broken
ring. The equation for magnetic ﬂux Φ through a path deﬁned within this ring is given
by



Φ0
2π


ϕ + Φ = nΦ0 ,

(3.2)

where ϕ is the gauge-invariant phase shift of the superconducting wavefunction across the
link and Φ0 is the ﬂux quantum, Φ0 = 2 × 10−7 G cm2 . The total ﬂux through the ring
is due to both supercurrents in the ring I and externally applied ﬂux Φex . This gives a
relation
Φ = IL + Φex ,
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(3.3)

with L being the inductance of the ring.
In the simplest case of no phase shift across the link, ϕ = 0, it is easy to see that ﬂux
will only enter the ring in quantized units of Φ0 . In actuality, the phase shift is related to
current in the ring and can be assumed to be

I = Ic sin ϕ

(3.4)

with Ic being the zero-ﬂux critical current of the weak link. By eliminating the phase
shift, Eqs (3.2) and (3.3) can be written as


and



Φ − Φex
L

(3.5)


IL + Φex
I
.
= sin 2π
Ic
Φ0

(3.6)

Ic sin

2πΦ
Φ0

=

These equations describe the static response of the ring to external ﬂux, but should be
applicable for ac response up to the rf band as well.
To make use of these relations, the ring is coupled to the inductor in an LC tank
circuit that is tuned to a convenient rf frequency, Fig 3.5. By increasing Φex , there will
be a series of sharp voltage spikes induced in the coil due to the ﬂux changes in the ring.
These voltage spikes are periodic in Φex with a period Φ0 . By separating the external ﬂux
due to rf and dc sources
Φex = Φdc + Φrf cos(ωt),

(3.7)

a ﬁxed tank circuit frequency and level will give a detector output voltage eo that is

eo ∝ cos

2πΦdc
Φ0


.

(3.8)

The addition of external ﬂux can then just be monitored by counting the voltage peaks
of ﬂux quanta entering the ring. This method, however has poor resolution.
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Fig 3.5: Basic circuit diagram of an rf SQUID-based magnetometer. Below the dashed
line is the basic circuit. Above the line is a feedback circuit used for enhancing resolution.
(Figure from [37].)
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To increase resolution, a ﬂux locked mode can be employed. In this mode, the number
of ﬂux quanta in the ring is kept constant by a feedback circuit. This circuit applies
a compensating ﬂux by providing current to an inductor that cancels out applied ﬂux.
By measuring the voltage across a resister in series with the compensating inductor, an
output voltage is measured that is related to applied ﬂux. The SQUID is then used as a
null detector that converts ﬂux-to-voltage.
Using a SQUID in a ﬂux locked mode can give exceptionally high ﬁeld and ﬂux resolution. Typically, the ﬂux resolution in this mode is 10−4 Φ0 . By assuming a reasonable
area of interest to be 20 cm2 , the ﬁeld resolution would be 10−12 G, or 2 × 10−12 the
magnetic ﬁeld of the earth.
A SQUID magnetometer is used to measure magnetic moments that are induced in
materials rather than ﬁelds. By moving a magnetic moment in a calibrated way around the
SQUID would change ﬂux and give measurable eﬀects at the output. However, moments
are induced in materials by applying an external ﬁeld. This ﬁeld can be very large (tens
of kOe) and so, small changes in ﬂux due to a moving magnetic moment are “washed
out” by external ﬁeld inﬂuence. Also, measurements are often performed at temperatures
above the critical superconducting temperature of the SQUID. Because of these reasons,
it would be more convenient to work in a sample space away from the SQUID and to ﬁnd
a way to eliminate external ﬁeld inﬂuence.
A ﬂux transformer is a device that solves both problems. This is a continuous superconducting wire that is wound as an inductor at one end and as a second-derivative
coil in the sample space, illustrated in Fig 3.6. A second-derivative coil consists of three
coil sections. The bottom and top have a single winding in the clockwise direction while
the middle section has two windings in the counter-clockwise direction. A well-balanced
second-derivative coil would be insensitive to external ﬁeld because the number of clockwise
and counter-clockwise turns is balanced. However, a magnetic moment moving through
the array would induce dc current in the wire because of localized variation in ﬂux. This
current is then compensated by the feedback circuit to keep the ﬂux at the SQUID locked.
59

Fig 3.6: A ﬂux transformer with a second-derivative coil geometry in the sample space.
The output voltage as a function of position for a magnetic moment being moved through
the second-derivative coil is given in Fig 3.7. This scan pattern can then be ﬁt to what
would expected behavior from a perfect dipole moving through the array, giving a measured magnetic moment.

3.2.2

The Alternating-Gradient Magnetometer

An Alternating-Gradient Force Magnetometer (AGFM) [38] is a type of vibratingsample magnetometer with similar resolution to that of a SQUID magnetometer but with
much faster operating speed. It is most often used in applications where faster ﬁeld changes
and ﬁeld cycling are required.
Figure 3.8 shows the components of an AGFM. The sample of interest is mounted at
the end of an extension rod protruding from a piezoelectric element. If the sample has a
moment, the force on the sample in the presence of a gradient ﬁeld h is given by
F = ∇(m · h) ≈ (m · ∇)h.

(3.9)

This force will generate a voltage in the piezoelectric sensor that is proportional to the
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Fig 3.7: The output voltage of the magnetometer as a function of sample position with a
second-derivative coil.
sample moment. By oscillating this gradient ﬁeld at or near the mechanical resonant
frequency of the cantilever will amplify the output voltage (detected synchronously at the
frequency of the gradient ﬁeld) and increase the resolution. This gradient ﬁeld is in the
range of 15 Oe/mm with an operating frequency of ∼100–1000 Hz.
To magnetize the sample, an external ﬁeld H is used. If this ﬁeld is fairly uniform
(dHx /dx  dhx /dx), the sample should not feel a force due to H. In addition, ripple
eﬀects in the ﬁeld due to the power supply will also be invisible, unless this ripple is near
the resonant frequency of the cantilever. Because of this, a more traditional wire-wound
magnet can be used to produce H. This is where the major speed advantage of AGFM
lies.
While a SQUID magnetometer’s persistent mode superconducting magnet generates
high ﬁelds with little ﬂuctuation, it comes at the cost of time. To change applied ﬁeld,
a fairly complicated sequence of power supply cycling in conjunction with warming and
cooling of the persistent switch of the magnet must be employed. In addition, equipment
that protects the magnet in the event of a quench limits the rate of current change, and
ﬁeld change, in the magnet.
By using a wire-wound magnet, the ﬁeld sweep rate is limited only by the power
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Fig 3.8: The major components and layout of an alternating gradient force magnetometer.
supply. For the AGFM used in this work, a hysteresis loop in the range of ±10 kOe
consisting of ∼1000 points was performed in ∼90 s, something that would take tens of
hours to perform in a SQUID magnetometer. The limiting component of the wire wound
magnet in an AGFM is the ﬁeld range, typically below 20 kOe.
This device is most often used to study remanence behavior (IRM, DCD, and Hcr (t)
curves), where the relevant timescales of measurement, 1–100 s, are not feasible in a SQUID
magnetometer. However, temperature control and high applied ﬁelds are diﬃcult, if not
impossible, with the AGFM. This gives a complementary working relationship between
the SQUID magnetometer and the AGFM.
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Chapter 4

Experimental Results
In this chapter, characterization and magnetometry results will be presented for various arrays of oriented magnetic nanoparticles. Magnetic behavior with respect to temperature, sample orientation, applied ﬁeld, and time all give insight into important physical
properties of these systems. The results will be presented for Ni, Fe, Co, and FePt in
progression.

4.1

Ni in Al2 O3

To create arrays of oriented Ni nanoparticles, 750 keV Ni ions were implanted into
(0001) oriented Al2 O3 to areal concentrations of 1-, 2-, 5-, 10-, and 20 × 1016 ions/cm2
at room temperature. Projected range for this implant is 320 nm with a range spread of
±70 nm, giving maximum ﬁlling fractions of 0.5–10% in the matrix, respectively.
To form the nanoparticles, the systems were each annealed in forming gas (Ar + 4% H2 )
for 2 h at 1100◦ C. This annealing gives the ions energy to diﬀuse in the substrate and precipitate into particles. TEM data on the system with an areal concentration of 1017 ions/cm2
is given in Fig 4.1. This ﬁgure shows that the formed particles are approximately spheres.
There are a few particles with diameter ∼30 nm, but the vast majority of particles in this
array are much smaller, with a diameter much closer to 4 nm. All of the particles are
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Fig 4.1: A cross-section TEM image of Ni in Al2 O3 . The Ni was implanted to an areal
density of 1017 ions/cm2 .

expected to be single domain because they are well below the single domain radius for Ni,
RSD = 43 nm.
The favoring of a small particle size in these arrays could be due to a number of
factors. The implant energy used to create the arrays is rather high, providing a broad
depth proﬁle and rather low ﬁlling fractions. When the areal dose is high, Ni ions do
not have to diﬀuse far to ﬁnd other Ni ions with which to form a particle. As the areal
dose is reduced, more diﬀusion is necessary to form large particles, making it less likely.
In addition, implants with a high areal dose will inﬂict more damage on the substrate,
making diﬀusion easier. These diﬀusion inﬂuences on size indicate that particles in the
systems with low areal density have a distribution shifted to much smaller size than that
shown in Fig 4.1. Additionally, the 4 nm particles in this ﬁgure are not necessarily the
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smallest particles. This size seems to be very near the resolution limit of the microscope
so that smaller particles may exist, but they would not be imaged.
XRD measurements reveal that the 111 of Ni aligns with the c-axis of the Al2 O3
(array normal). Because the body diagonal of Ni is its magnetic easy axis, this orientation
will provide the desired property of particles with easy axis out of plane, as demonstrated
in Fig 2.18. However, the cubic magnetic symmetry of Ni will make analysis more diﬃcult
because of the lower energy landscape and magnetic easy axes that are in-plane.
Hysteresis measurements are a good starting point for analysis of the magnetic properties of these systems. Saturation magnetization, coercivity, remanence, and loop shape
are all properties, given by hysteresis loops, that provide insight into the physics of the
system. In Figs 4.2–4.6 are some hysteresis data for the systems studied. The background
signal from the substrate was removed by subtracting a linear susceptibility, corresponding to a slope of the m(H) line at high ﬁeld. The measured susceptibilities are nearly all
within 10% of the CRC Handbook value of susceptibility, χsapp = −3.63 × 10−7 cm3 /g.
The susceptibilities measured were higher than expected because of extended sample considerations discussed further in Appendix B. Additionally, the high-ﬁeld susceptibility is
temperature independent, implying that there is no signiﬁcant Curie-like signal due to
paramagnetic Ni dissolved in the sapphire.

4.1.1

Saturation Magnetization

The low temperature hysteresis loops are a way to compare the saturation magnetization of these particles to those of bulk metal. Figure 4.7 shows saturation magnetization
Ms as a function of areal concentration. It is clear, in all cases, that the measured magnetic moments are considerably higher than what would be expected from bulk Ni metal,
0.606 µB /ion.
Considering the large amount of ferromagnetic metal in these arrays and the rather
high value of α, particularly at low temperature, the enhanced magnetization of these
systems is a surprise. At some ﬁnite (but very small) particle size, there should, however,
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Fig 4.2: Hysteresis loops for Ni nanoparticles formed in Al2 O3 with an implant areal
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Fig 4.7: Saturation magnetization as a function of areal concentration for the systems
studied. The dashed line signiﬁes the saturation magnetization of bulk Ni metal.

be a cross-over to paramagnetic behavior from ferromagnetic metal. Paramagnetic ions
will have higher magnetization than their ferromagnetic counterparts. This is illustrated
in a simple picture.
In bulk, Ni metal will contribute essentially one electron to the 4s band and the 3d
electrons at the lattice sites are assumed to be completely localized. The moment of each
of the sites will be atomic in character and due to only the spin imbalance between spin-up
and spin-down electrons in the 3d orbital. For Ni, the moment per atom would then be
1 µB (2 µB /atom for Co and 3 µB /atom for Fe). Imperfect localization of the 3d orbital
is then the reason that bulk values for moment per atom are slightly reduced from these
values. As the particle size gets smaller and smaller, the Ni will act more like illustrated in
this atomic picture and exhibit an enhanced moment. In compounds where Ni contributes
even more electrons (Ni2+ ), this enhancement can be even greater. Enhanced moment is
then a way to determine a transition from ferromagnetic to paramagnetic behavior. The
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particles in these arrays created for this work may very well be at that transitional size.
Some experiments from the early 1990s [39, 40, 41] have measured this enhanced
moment at small cluster size by using a Stern-Gerlach technique with a molecular beam.
They found that this enhancement occurs for particles with ≤ 500 atoms. Given the
density of Ni is 8.9 g/cm3 and the atomic weight of Ni is 58.7 g/mol, a particle of Ni with
a diameter of ∼2.2 nm will have 500 particles. There are particles of nearly this size in
the rather dense array shown in Fig 4.1, so there are particles of this size and smaller in
the arrays with lower density and diminished diﬀusion. If a large fraction of the implanted
metal is incorporated in these ultra-small particles, the array as a whole will appear to
have an enhanced saturation moment.
To ﬁnd out if this enhancement is even more pronounced than it ﬁrst appears, a
Curie analysis was performed to look for Ni that dissolved into the matrix and was not
annealed into the particles. In Fig 4.8 is a plot of moment vs inverse temperature used
to ﬁnd paramagnetic metal in the array with an areal concentration of 5 × 1016 ions/cm2 .
The slope of this plot is the Curie constant C  of the array multiplied by the applied
ﬁeld H. Here the Curie constant is ∼ 3 × 10−9 cm3 K, even lower than the constant of
4.4×10−9 cm3 K found from the blank substrate. This lower value in the implanted system
could be from the damage issued by the implant allowing initially isolated contamination
to be annealed out. The vast majority of the Ni that was implanted is indeed incorporated
into the (small) particles.

4.1.2

Shape of Hysteresis Loop

The shape of the hysteresis loops shown in Figs 4.2–4.6 can also be used to determine
some of the physics associated with these arrays. In the systems with high areal densities (1- and 2 × 1017 ions/cm2 ), the loops are rather robust and have a reasonably high
coercivity and remanence. As expected from the α for Ni, detailed in Sec 2.4, the array
surface is the magnetic easy axis, despite the particle easy axis that is oriented out of the
plane. While the remanence is quite high in the orientation where applied ﬁeld is along
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Fig 4.8: A plot of magnetic moment vs inverse temperature used to ﬁnd paramagnetic Ni
that dissolves into the substrate upon implantation.
the surface, coercivity is slightly higher in the orientation where H  normal. This is not
unusual.
In the arrays with areal concentrations lower than 1017 ions/cm2 , the magnetization is
found to be roughly isotropic. This could be due to small particle size not having enough
anisotropy energy (KV ) to support anisotropic properties. In addition, the transitional
behavior from a ferromagnetic regime to paramagnetic one, discussed in the previous
section, may also contribute to isotropic magnetization here. The high ﬁeld required to
saturate these arrays is another hint implying that the collective behavior associated with
ferromagnetism is not as prominent here.

4.1.3

Coercivity

Some representative plots of coercivity as a function of temperature are given in Figs
4.9 and 4.10. If these particles were uniaxial with easy axis directed out of the plane, the
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Sharrock equation from Sec 2.5 tells us that a plot of Hc vs

√

T should be linear. If these

uniaxial particles lost their alignment, the power of the temperature dependence could
rise to 2/3. The same might be said for the lower energy landscape associated with cubic
anisotropy. In these ﬁgures, we ﬁnd that the temperature dependence is so strong that
not even n = 2, from Eq (2.53), describes it well. The cubic anisotropy of Ni probably
suggests that it is not proper to use the Sharrock equation to analyze coercivity unless
some reﬁnement is made to account for the additional stable magnetization directions.

4.1.4

Blocked Magnetization

Using Eq (2.60), isolated particles of Ni with a diameter of 4 nm will have a blocking
temperature of 0.1 K. Because all data on these systems were taken at T ≥ 5 K, isolated
particles would never exhibit blocked magnetization. A plot of moment vs temperature in
any ﬁeld would be completely reversible.
Figure 4.11 is a typical ZFC-FC plot of magnetization as a function of temperature.
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As is evident, the magnetization of the array is exceptionally stable with temperature.
The fact that the magnetization is not thermally reversible, even at room temperature,
implies that the system will remain blocked until far above room temperature.

This is a rather surprising result. Individually, the particles are small enough to exhibit
enhanced magnetization associated with the collapsing of ferromagnetism. As a group,
the eﬀective volume that would be related to blocking behavior is dramatically enhanced,
leading to stable magnetization at even very high temperatures. This may once again
be attributed to the rather high value of α for Ni. Even at very low densities, α would
indicate that magnetostatic interactions will dominate the system. Just as this high value
of α became apparent in the hysteresis curves seen earlier in this section, α now allows
great numbers of particles to act collectively and stabilize magnetization. This will be
discussed further in light of micromagnetic simulations in Sec 4.2.3.
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Fig 4.11: ZFC-FC plot for magnetization in the Ni array with 1017 ions/cm2 . Even though
particles are small, the system remains blocked to well above room temperature.

4.1.5

Remanence Measurements

In Figs 4.12 and 4.13 are remanence plots at room temperature for the Ni array having
1017 ions/cm2 . Fields were applied for 1 s and then removed for 1 s before the measurement
was taken. Saturation remanence is very similar to that seen in the hysteresis loops, with
Mr greater when H is along the surface.
The curves for MIRM are very typical for what is often seen with these measurements on
other nanoparticles systems. The curves for MDCD are quite diﬀerent. Usually, as shown in
Fig 2.16, the remanence is stable when small reverse ﬁelds are applied, until some critical
ﬁeld where remanence drops drastically, a maximum of the irreversible susceptibility. This
can simply be pictured as the magnetization of large particles helping small particles to
be resilient to low applied ﬁelds, similar in eﬀect to exchange coupled systems where hard
magnets stabilize soft magnets. The peak in χirr is seen when even large particles are
starting to be reversed by H.
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In the data shown here, there is no small-ﬁeld regime where remanence is stable. This
is most likely because of particles that are electronically and physically separated in space
that have a rather broad distribution of size. This separation will limit the ability of large
particles to stabilize the small ones and the broad size distribution will give a reversal of
larger and larger particles as ﬁeld is increased. The rapid fall oﬀ of remanence at very low
ﬁeld is then indicative of the large amount of the total magnetization that is coming from
the smallest particles.
The plots of δM for this system are shown in Fig 4.13. This ﬁgure indicates that
interactions are somewhat destabilizing, especially at low ﬁelds. Because the maximum
possible value of δM , Eq (2.31), is 2, this shows that the relative eﬀect is rather small.
These results seem to contradict what we have just seen from low ﬁeld temperature
sweeps. In those measurements, interactions due to a large α seem to stabilize magnetization by allowing the system to remain blocked to even very high temperatures. Here,
a diﬀerent type of measurement seems to indicate that interactions are a destabilizing
inﬂuence. Which one is right? In a way, they both are. Before, the large α for Ni gave
a larger eﬀective volume to the particles for better blocking. The large α lets even dilute
arrays of Ni act like a bulk ferromagnet and it is this that will destabilize the system.
As seen in Sec 2.2.2, domains will form in bulk ferromagnets to lower magnetostatic energy. This destabilizing inﬂuence is then a type of domain formation, in eﬀect. The large
number of particles in a three-dimensional array will also exhibit this behavior when H 
normal. This is supported in part by the very low remanence of any of the arrays or ﬁeld
orientations.

4.1.6

Remanent Coercivity

In Fig 4.14 is remanent coercivity Hcr data at room temperature for the array implanted at 1017 ions/cm2 . While we have seen earlier that the Sharrock equation needs
reﬁnement to properly handle cubic anisotropy, qualitative information may still be available.
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Fig 4.14: Hcr data at room temperature for the Ni array with an areal density of
1017 ions/cm2 . The top plot is for H  normal and the bottom is for H  surface.
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In each of the ﬁeld orientations, non-linear curve ﬁts to the Sharrock equation with
n = 2 yield surprisingly good results. If these particle were uniaxial, they would have
a thermal stability factor that is probably too high for use in media. Considering the
lower energy landscape associated with the cubic anisotropy of Ni, this is an even more
impressive result. Even though there are many more available relaxation routes than
modeled, the thermal stability is high, something also seen in the low ﬁeld temperature
sweeps. To note, the values listed for KV /kB T and H0 in Fig 4.14 should only be used
for qualitative analysis.

4.2

Fe in YSZ

Two separate arrays of Fe nanoparticles were studied by implanting into diﬀerent
crystallographic orientations of yttria-stabilized ZrO2 (YSZ). One array was formed in a
substrate with cube edge along the normal (YSZ[001]) and the other with a face diagonal along the normal (YSZ[110]). The implants were each performed at 140 keV and a
temperature of 77 K to give areal concentration of 8 × 1016 ions/cm2 . Projected range
and spread are 60 nm and 25 nm, respectively, and give a maximum ﬁlling fraction in the
layer of 15%.
During annealing in forming gas in two stages, 1 h at 1000◦ C and 2 h at 1100◦ C,
particles precipitate and align with the substrate. Figures 4.15 and 4.16 are TEM images
of the particle arrays that form. In YSZ[001], the particles are faceted and have an
arithmetic mean size of 14 nm and a standard deviation of 7 nm. By ﬁtting the particle
sizes to a log-normal distribution [42], an average size of 8 nm with a variance of 2 nm is
found.
In the system of Fe in YSZ[110], Fig 4.16 shows that particles are still faceted, but are
considerably smaller. The particles have an arithmetic mean size of 4 nm and standard
deviation of 3 nm, but by once again ﬁtting to a log-normal distribution, an average size
and variance are found to be 3.3 nm and 2 nm, respectively.
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Fig 4.15: A plan-view TEM image of Fe in (001) oriented YSZ. The Moiré fringes in
(b) conﬁrm the apparent alignment of the particles with respect to the substrate in (a).
c 2000.)
(Figure from [21]. Reprinted by permission of the American Institute of Physics 
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Fig 4.16: A TEM image of Fe in (110) oriented YSZ. Particles still have faceting, but are
smaller than in the (001)-oriented crystal. (Figure from [43]. Reprinted by permission of
c 2001.)
the IEEE 
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Fig 4.17: Primary orientations for α-Fe in YSZ. The top ﬁgure has a YSZ (001) orientation
and the bottom ﬁgure has a YSZ (110). (Lower ﬁgure from [43]. Reprinted by permission
c 2001.)
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XRD analysis shows that the alignment of Fe with the YSZ host is not cube-on-cube.
Three orientations with respect to the crystalline host are observed, found by aligning the
cube axes of Fe with those of YSZ and rotating the Fe crystal by 45◦ around a 100 [21].
These alignments are illustrated in Fig 4.17 for each of the substrate orientations.
Unlike the case of the Ni array, not all Fe nanoparticles have an easy axis along the
array normal. If an equal population of observed orientations is assumed, at best only
1/3 of the particles will have this easy axis normal orientation. For the array of Fe in
YSZ[110], XRD indicates that ∼33% of the particles have an easy axis normal while in
the system of Fe in YSZ[001], only ∼21% have this orientation.
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While this complex distribution of particle orientations makes magnetic behavior more
diﬃcult to interpret, multiple measurement alignments provide distinct properties that
depend on the importance of interactions in the system. Let’s ﬁrst look at the case of Fe
in YSZ[001] with negligible interactions. While measurements along the YSZ100 (two
surface cube edges and the normal) and YSZ[110] would be indistinguishable if the particle
orientations were equally populated, the tendency for a disproportionate amount of Fe to
have a face diagonal along the normal gives a measurement anisotropy. Symmetry in
the system shows that measurements along YSZ[100] and YSZ[010] should be equivalent
and that measurements along the YSZ[001] and YSZ[110] should be equivalent, with the
YSZ[001]/[110] being magnetically harder. The array of Fe in YSZ[110] will exhibit similar
magnetic behavior in the YSZ[110], YSZ[1̄10], and YSZ[001] if interactions are negligible.
√ √ 
A measurement along the YSZ ¯2 2 2 ≈ YSZ[5̄57] will be distinct and magnetically
harder.
Because Fe, like Ni from Sec 4.1, has a rather high value of α, more bulk-like behavior
may be expected due to dipolar interactions. If the array exhibits the magnetic behavior
of a bulk ferromagnet, each in-plane orientation would be approximately equivalent and
magnetically easy and a hard magnetic axis would be directed out-of-plane.

4.2.1

Substrate Analysis and Signal Removal

The Al2 O3 substrates used in Sec 4.1 are very magnetically “clean,” as prepared.
This means that there are few oxygen vacancies, little paramagnetic contamination, and
a regular lattice that gives a linear, temperature-independent background. The same is
not true for YSZ. Careful analysis and removal of the background signal is then necessary
for ﬁnding the magnetic properties of the implanted array.
To determine the background, temperature scans in high applied ﬁeld (5 kOe ≤ H ≤
20 kOe) were performed on a typically annealed but unimplanted YSZ crystal. The
contributions to the total moment should then be: a linear diamagnetic term from the
pure substrate, a linear and temperature-dependent term from Curie paramagnetism, and
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Fig 4.18: Moment as a function of temperature for a blank YSZ substrate in a ﬁeld of
10 kOe.
a relatively constant ferromagnetic term. This is expressed as
m = msub + mFM + mPM = χsub H + mFM +

C H
,
T

(4.1)

where χsub is the susceptibility of volume V of the substrate, in cm3 and C  is an adjusted
Curie constant in cm3 K. Although this model ignores the eﬀects of spin waves, it should
be adequate for this analysis.
Figure 4.18 shows the raw moment as a function of temperature for such a YSZ[110]
blank in an applied ﬁeld of H = 10 kOe. By performing a non-linear curve ﬁt using the
model in Eq (4.1), Curie contamination is found to be on the level of 1.64 × 10−6 cm3 K/g,
nearly a factor of 30 higher than in blank Al2 O3 .
The raw data without mPM are shown in Fig 4.19. This appears to have some temperature dependence, but this is a variation of only 3% over the entire range of T . Considering
that the temperature dependence of mFM was ignored, the model in Eq (4.1) is quite
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Fig 4.19: Moment as a function of temperature for the data in Fig 4.18 with mPM removed.

descriptive of the data.
The intercepts of plots such as those shown in Fig 4.19 at a number of ﬁelds will
give the susceptibility of the YSZ. This is given in Fig 4.20. The experimental value of
susceptibility for YSZ is then χYSZ = −1.46 × 10−7 cm3 /g, about 30% higher than the
accepted value of χYSZ = −1.12 × 10−7 cm3 /g for a pure substrate. This is typical in
substrates of poor quality having many oxygen vacancies.
Similar temperature scans can be used in implanted samples as well. As seen earlier
for Ni in Al2 O3 , the paramagnetic contamination is lower in the implanted sample. For
example, c = 1.3 × 10−6 cm3 K/g for the system with Fe implanted in YSZ[110], ∼20%
lower than in the blank. While this is still rather high, it is evidence that the implanted
metallic ions are incorporated into particles.
In Fig 4.21, the removal of various components of the background signal is demonstrated. The values determined for χsub and c appear to be representative, leaving a
ferromagnetic signal with a traditional 1/H approach to saturation.
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4.2.2

Hysteresis Measurements and Saturation Magnetization

Figure 4.22 is a set of hysteresis loops for the array of Fe in YSZ[001] at 5 K and 300 K.
A similar set of plots for Fe in YSZ[110] is shown in Fig 4.23. It is clear from this data
that the orientation with ﬁeld along the normal is signiﬁcantly harder than that of any
surface orientation, as expected from the α for Fe. Dipolar interactions are dominating
the magnetic behavior of the system.
By assuming a 1/H approach to saturation we obtain Ms at each temperature. Figures
4.24 and 4.25 show the temperature dependence of saturation by plotting Ms versus T 3/2 ,
as appropriate for spin waves. In each of these ﬁgures, the trend is rather straight if the
point at 5 K is ignored.
In Fig 4.24, the ﬁt value for saturation magnetization is ∼10% higher than the bulk
value of 2.2 µB /atom. Much of this enhancement can be attributed to extended sample
eﬀects. The spin wave coeﬃcient ξ, found from
M (0) − M (T )
= ξT 3/2 ,
M (0)

(4.2)

is ∼5× the bulk value, ξbulk Fe = 3.4 × 10−6 K−3/2 . Small particles are not allowed to
share these thermal excitations over as many spins as a bulk system. The reduced total
exchange energy will then give the stronger temperature dependence seen here.
Figure 4.25 gives more evidence that the higher-than-expected saturation moment in
Fig 4.24 was a measurement artifact. Here the particles are much smaller but don’t exhibit
an enhanced moment. The spin wave coeﬃcient for this sample is also ∼5× the bulk value,
but depending upon how the ﬁt is performed, could be even higher.

4.2.3

Blocked Magnetization and Micromagnetic Simulation

As in the Ni system studied earlier, particle size is much smaller than the estimated
size for superparamagnetic behavior. Even in the array with larger particles, the blocking
temperature for isolated Fe particles with an average cube edge of 8 nm is calculated to
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Fig 4.24: Saturation magnetization as a function of T 3/2 for Fe in YSZ[001]. The spin
wave coeﬃcient is nearly 5× that of bulk Fe.

be 18.5 K. Figure 4.26 shows ZFC-FC scans of these Fe nanoparticle arrays. Each of these
systems remains blocked to well above room temperature.
To analyze the role of dipolar interactions in these systems, a micromagnetic simulation
can be performed. The eﬀects of magnetocrystalline anisotropy, particle size distribution,
crystallographic orientation, particle separation, layer thickness, and dipolar interactions
can then be adjusted either arbitrarily or to measured characteristics (i.e. from TEM).
Fig 4.27 gives the results of such a simulation on the system of Fe particles in YSZ[110].
To create the model system, many of the parameters such as particle size distribution
and orientation alignment are found from the experimental system. If dipolar interactions
are not included, the remanence in the system completely collapses. This is not surprising
considering many of the particles, if isolated, would be superparamagnetic. What is rather
interesting is the demonstrated eﬀect on layer width and number of particles. If only 2
standard deviations of the implant proﬁle are assumed to be the layer width, the eﬀects
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of only the large particles will be modeled. Here the remanence is stabilized over the
case with no dipolar interactions, but starts to fail and collapse at high temperature. By
including 4 standard deviations of the proﬁle in the modeled layer, a greater number of
small particles are simulated. The results are seen to be very descriptive of the experiment.

4.2.4

Remanence Measurements

Plots of remanence data for both Fe in YSZ[001] and Fe in YSZ[110] are found in Figs
4.28–4.31. Measurements were performed in the same manner as the Ni arrays in Sec
4.1. Because of the inability to demagnetize the sample, data with H  normal was not
accurate.
In Figs 4.28 and 4.30, the data is much like that measured in the Ni array. For the
system with large particles, Fe in YSZ[001], there is also nearly a stable remanence at
very low ﬁeld. This would indicate a greater fraction of the total magnetization is coming
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Fig 4.29: A plot of δM as a function of applied ﬁeld for Fe in YSZ[001] with H  surface.
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Fig 4.30: MIRM and MDCD data for Fe in YSZ[110] with H  surface.
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Fig 4.31: A plot of δM as a function of applied ﬁeld for Fe in YSZ[110] with H  surface.
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Fig 4.32: Logarithmic relaxation of the magnetization for an array of Fe in YSZ[001] at
10 K.
from larger particles. The δM data in Figs 4.29 and 4.31 are also very similar to those
for Ni. Again, interactions would seem to be a destabilizing inﬂuence, realized by the
low remanence of the array. It is interesting to note that this is a considerably stronger
eﬀect in Fe/YSZ[001]. This is most likely because of the larger moment per particle in
this array, from the larger particle volume, giving strong interaction eﬀects.

4.2.5

Magnetic Relaxation

Magnetic relaxation in the system of Fe in YSZ[001] was studied using a relaxation
model of the form given by Eq (2.55). From this, the magnetic viscosity constant S was
found at a number of diﬀerent temperatures. Figure 4.32 is a plot of magnetization as a
function of time in this model. The logarithmic form of the relaxation is indicative of a
nearly constant distribution of energy barriers. This is expected from the rather broad
distribution of particles sizes in this system.
Figure 4.33 shows the magnetic viscosity as a function of temperature. This data
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Fig 4.33: Magnetic viscosity S as a function of temperature. It seems to have more
structure than the linear dependence from Eq (2.56).
seems to have more structure than the linear dependence expected from Eq (2.56). Also,
there is a ﬁnite zero-temperature viscosity. In high-temperature superconductors, this
zero-temperature viscosity is seen as evidence of quantum ﬂux creep. While macroscopic
quantum tunneling is a possibility, it is more likely associated with the shape of the energy
barrier distribution [44].
The relaxation of magnetization in these arrays of small particles is surprisingly robust.
At room temperature, the measured S corresponds to a loss of only 15% of t0 magnetization
in 10 yrs. Considering that if isolated they would demagnetize in  100 s, this is incredible
and likely due to interactions, especially in light of the modeling results.

4.3

Co in Al2 O3

Oriented arrays of Co can be created in Al2 O3 (0001) by implanting at 140 keV and
room temperature to an areal density of 8 × 1016 ions/cm2 . The implant proﬁle will have
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a range of 61 nm, a spread of 19 nm, and maximum ﬁlling fraction of ∼15%.

4.3.1

Implant and Annealing Considerations

There were two annealing sequences used to form Co nanoparticles in this project.
One sequence consisted of a 2 h anneal in forming gas at 1100◦ C, the one-stage anneal.
The other was 1 h in forming gas at 1000◦ C followed by 2 h in forming gas at 1100◦ C, the
two-stage anneal. If sapphire alone is amorphized, annealing will initially recrystallize the
Al2 O3 into its cubic γ phase. At higher temperatures, the recrystallization will continue
into the hcp α phase [45]. If the Al2 O3 is amorphized by implanting Co, annealing will not
only heal the matrix, but will also precipitate particles. The phase of the host material
while particles precipitate will determine the phase of the particles, either cubic or hcp.
When precipitating particles with the two-stage anneal, the initial anneal is found to
form particles of cubic Co that reﬂects the cubic γ host. While the second annealing stage
transforms the γ-Al2 O3 into α-Al2 O3 , the particles are not transformed and an array of
predominantly fcc Co nanoparticles is formed. By only using the one-stage anneal, the Co
and Al2 O3 are forming in their hcp phase at the same time. With this one stage anneal,
the array that is formed is then predominantly hcp Co nanoparticles.
This is conﬁrmed in XRD measurements. Figure 4.34 shows X-ray data for the system
with the one-stage anneal. The peaks associated with hcp Co are considerably more
pronounced than the peaks associated with fcc Co. Likewise, Fig 4.35 shows that the
peaks associated with hcp Co are almost non-existent in the system with a two-stage
anneal.
The particles formed also seem to have a shape that depends on the conditions of the
implant and phase of the host. Near the surface of the Al2 O3 , considerable damage is done
to the substrate because of the low implant temperature and it amorphizes. At greater
depths, the substrate remains crystalline. The implanted Co layer straddles the boundary
between these two regions and diﬀerent particle shapes are found in each of the regions,
as shown in Fig 4.36. Particles that form in the γ-Al2 O3 that initially recrystallizes in the
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Fig 4.34: XRD data for the Co in Al2 O3 system with one anneal at 1100◦ C. This shows
that predominantly hcp Co is formed.
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Fig 4.36: A cross-section TEM image of Co nanoparticles in Al2 O3 . Near the surface
where the substrate was amorphized, faceted particles form. At greater depths where the
sapphire remains crystalline, spherical particles form.
amorphous region are typically faceted, shown in Fig 4.37. At greater depths and with
more complete conversion to α-Al2 O3 , particles are found to be more spherical. This hints
at faceted particles of predominantly fcc Co.

4.3.2

Hysteresis Measurements

The eﬀects of Co crystal structure on magnetic properties is dramatically shown in
hysteresis measurements. Figures 4.38 and 4.39 show hysteresis loops for each of the
arrays. The shape of each of the loops shows the anisotropy associated with the shape
of the array. This is given by the curve being less “upright” when ﬁeld is along the
normal. However, Fig 4.38 has a very high remanence and coercivity that is a signature
of high-anisotropy hcp Co particles.
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Fig 4.37: A plan view TEM image of faceted Co particles formed in amorphized Al2 O3 .
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Fig 4.38: Hysteresis loops of Co in Al2 O3 with a 2 h anneal in forming gas at 1100◦ C.
High remanence and coercivity with ﬁeld along the normal is indicative of high anisotropy
particles, mostly hcp Co. The shape of the loops reﬂect the array shape.
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Fig 4.39: Hysteresis loops for Co in Al2 O3 with the two-stage anneal. The signatures of
high anisotropy particles are missing, due to the large fraction of lower anisotropy fcc Co.
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With the low value of α, from Eq (2.35), the particles should not be highly interacting
(if hcp). With the particles being uniaxial and having an easy axis along the normal, this
may be an ideal system for studying SW behavior. If this is the case, remanence and
coercivity should be much higher in the orientation with H  normal, the easy axis of
the particles. This will be less pronounced at elevated temperatures, because of thermally
activated reversal, which is evident in the measurements at 300 K.
For cubic Co, interactions should be considerably more important because of lower
magnetocrystalline anisotropy. In Fig 4.39, not only is the anisotropy of the array given
by the curves, but this is coupled with low remanence and coercivity. These curves look
very much like those seen in the study of Ni and Fe nanoparticles where interactions
dominate the magnetic characteristics.

4.3.3

Coercivity and Magnetization Blocking

The system with uniaxial hcp Co and low α should exhibit Sharrock behavior when analyzing coercivity with temperature because of aligned particles with uniaxial anisotropy.
Figure 4.40 shows Hc (T ) in each of the ﬁeld orientations for this system. We ﬁnd that
indeed this shows Sharrock behavior with n = 3/2. If the particles were completely
non-interacting, this would have n = 2. The anisotropic hysteresis data demonstrated
in Fig 4.38 means that there is non-negligible interaction. This reduction in n is then
expected from the lower energy landscape associated with neighboring particles favoring
anti-parallel alignment of magnetization.
Blocking temperature can also be determined from such a Sharrock analysis. In Fig
4.40, the blocking temperature seems to depend on orientation. This range of blocking
temperature is however consistent with TEM data. For a system of non-interacting hcp
Co with a blocking temperature of 450 K, the diameter of spherical particles should be
∼10 nm.
The temperature dependence of coercivity in the lower anisotropy fcc Co particles is
given in Fig 4.41. If n is chosen to be 3/2, the blocking temperature of this system is
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Fig 4.40: Coercivity as a function of temperature in the Co nanoparticle array with only
one anneal. This data is consistent with what is expected from the Sharrock equation.

found to be 440 K, almost identical to the TB for the other system with this orientation.
If the data is ﬁt with n = 2, the data is more linear and the blocking temperature rises to
500 K. For comparison with the system with uniaxial particles, the data in Fig 4.41 is ﬁt
with the same model, n = 3/2.
By performing a temperature scan on this system in a sub-saturating ﬁeld of 500 Oe,
Fig 4.42 shows that the temperature nearly gets high enough to drive the particles to
superparamagnetism. This is some assurance that the blocking temperature found in Fig
4.41 is reasonable. It is not, however, clear why this system would be expected to ﬁt
the Sharrock model or exhibit superparamagnetic behavior. The fcc Co particles have a
magnetocrystalline anisotropy constant that is much smaller than in the hcp phase, and
α will probably be similar to that of Fe. In Sec 4.2, Fe was shown to poorly ﬁt this model
and did not become unblocked, attributed to its rather high value of α. While unblocking
is expected in hcp Co because of the low α, the cause of the unblocking in this system
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Fig 4.41: Coercivity as a function of temperature in the Co nanoparticle array with a
two-stage anneal.
where interactions are a larger energy contribution is not resolved.

4.4

FePt in Al2 O3

For an intermetallic system, such as FePt, multiple implantations must be performed
to create the nanoparticle array. Overlapping proﬁles of Fe and Pt were implanted into
Al2 O3 and the areal concentration of Pt with respect to Fe was adjusted to vary the
projected alloy ratio. Fe is implanted at 350 keV to a ﬂuence of 1 × 1017 ions/cm2 and Pt
is implanted at 910 keV to areal concentrations of 3.3–10 × 1016 ions/cm2 .
Two diﬀerent types of magnetic particles were formed by changing the implant temperature. By implanting Fe and Pt at 200◦ C, considerable damage is done to the substrate,
providing rather high ion mobility during annealing. A thermal treatment in forming gas
for 2 h at 1100◦ C precipitates large islands of magnetic metal in the host. Figure 4.43
shows typical precipitates in plan view and as a cross-section.
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Fig 4.42: Magnetic moment as a function of temperature in a ﬁeld of 500 Oe. This data
suggests that we are near the superparamagnetic transition in this system.

Fig 4.43: TEM images of FePt particles formed in Al2 O3 with a 200◦ C implant temperature. On the left is a plan view while on the right is a cross-section view.
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Fig 4.44: A TEM cross-section image of FePt nanoparticles formed in Al2 O3 at an implant
temperature of 550◦ C for Fe and 500◦ C for Pt.
By implanting at higher temperature, 550◦ C for Fe and 500◦ C for Pt, the lattice is not
so heavily damaged and ion mobility stays rather low. When annealing for 2 h at 1100◦ C
in forming gas, signiﬁcantly smaller particles form, as seen in Fig 4.44.
For well-ordered FePt, the magnetocrystalline anisotropy is so high that it is energetically very costly to form a domain wall. Because of this, even large volumes of metal
do not have enough magnetostatic energy to require multiple domains to form. While
the large particles in the array implanted at 200◦ C have a volume near the high limit
of the single-domain volume, surface anisotropy will also inhibit domain formation. The
high K will also give the smallest particles enough anisotropy energy to keep from going
superparamagnetic.
XRD gives diﬀering particle orientation results depending upon the implant temperature. In the system with the higher 550/500◦ C implant series (called HTI), multiple
orientation reﬂections are observed, as seen in Fig 4.45. In this ﬁgure, reﬂections that are
normally forbidden for an fcc particle are measured. This is caused by distortion of the
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Fig 4.45: XRD data for the FePt nanoparticles formed with the implant temperature of
550/500◦ C. Reﬂections with a star (*) are superlattice reﬂections that are only allowed
because of the tetragonal structure of ordered FePt in the L10 phase of CuAu. Along the
normal of the array, particle orientation is primarily (111) and (110). The inset is a φ
scan that demonstrates in-plane orientation.
lattice to fct in the L10 phase of CuAu, a signature of ordered alloy particles. Comparing
superstructure peak intensities to those of the related fundamental provide a method of
determining the amount of order in the array. For this system, nearly all of the particles
are well ordered and the primary observed orientations are (111) and (110). In the system
with a lower implant temperature (called LTI), XRD data primarily exhibit the (111)
reﬂection. This is shown for a shorter angular range in Fig 4.46.

4.4.1

Hysteresis Measurements and Exchange Coupling

Hysteresis data for these arrays of FePt are quite dramatic. The exceptionally high
anisotropy ﬁeld Hk , from Eq (2.28), and low α, from Eq (2.35), give loop shapes that are
open and coercivities that are very high. Figures 4.47 and 4.48 give hysteresis loops for
FePt alloys created with the higher temperature implant.
Figure 4.47 is hysteresis data for an array of slightly Pt-rich nanoparticles with H 
111

Fig 4.46: XRD data for the FePt nanoparticles formed with the implant temperature of
200◦ C.
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Fig 4.47: Hysteresis loops for Fe47 Pt53 in Al2 O3 with a 550/500◦ C implant and H 
normal.
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Fig 4.48: Hysteresis loops at room temperature for FePt alloys in Al2 O3 implanted at
550/500◦ C. The top plot is with ﬁeld along the array normal and the bottom is with ﬁeld
along the array surface.
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normal at a number of temperatures. Many characteristic magnetic features are demonstrated by this ﬁgure. Most dramatically, the overall ﬁeld scale is very high. This indicates
not only a high coercivity, ∼10 kOe, but also a rather high saturating ﬁeld Hs . Coercivity
is robust to above room temperature and the saturation magnetization at low temperature
is very near the accepted value of 2.7 µB per formula unit.
At low reverse ﬁeld, Fig 4.47 also has a small second set of “shoulders.” As discussed
in Sec 2.6, this is a signature of exchange coupling in this system and would be expected if
the array consists of hard and soft magnetic material. The small size and lack of deﬁnition
in these second shoulders indicate that the magnetic “hardness” of the particles is fairly
uniform.

In Fig 4.48, hysteresis data for a number of diﬀerent alloys are given. Clearly, saturation, coercivity, and energy product depend strongly on alloy composition. Additionally,
the extra shoulder seems to be much more pronounced in the system of slightly Fe-rich
Fe55 Pt45 . The shape of these loops then indicate that the hard magnetic material in this
slightly Fe-rich array is harder than neighboring alloy compositions.

At 75% Fe, the alloy nanoparticles will cease to have the L10 structure of CuAu and
assumes the L12 fcc structure of Cu3 Au. The anisotropy of this crystal structure is much
lower than in the L10 phase, giving the considerably lower coercivity shown in Fig 4.48.
The volume and orientation of individual particles is considerably diﬀerent with changing implant temperature. Figure 4.49 compares hysteresis data at room temperature for
the Fe55 Pt45 nanoparticles having diﬀerent implant temperatures. For the two cases, coercivity and magnetization of the hard material are nearly the same. However, not only is
the second shoulder more pronounced in the LTI system, but the saturation magnetization
is much less susceptible to thermal excitement. Both features may be expected from the
larger particle size and more uniform orientation.
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Fig 4.49: Hysteresis loops for Fe55 Pt45 with diﬀerent implant temperatures.

4.4.2

Coercivity and Storage Applications

Figure 4.50 is a plot of coercivity as a function of alloy composition at 300 K. While
more data may make the trend more clear, this data suggests that the highest coercivity
will be found for a slightly Fe-rich alloy. This is often seen experimentally [18], but is not
well understood.
This would suggest that magnetic properties could be tuned to the desired application
by adjusting the alloying. Even though the maximum coercivity measured in these systems
is far below the anisotropy ﬁeld of FePt, it is still far too hard for media applications
because of a prohibitive write ﬁeld requirement [7]. Such an alloy may, however, be very
useful as a small-volume permanent magnet. Moving away from the equiatomic region
would allow a wide range of “hardness” for a variety of potential applications.
Although the anisotropy of these particles is highly uniaxial, Fig 4.51 shows that
coercivity does not exhibit Sharrock behavior. Here the value of n is shown to be much
nearer to 1 than either 3/2 or 2.
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Fig 4.50: Coercivity as a function of alloy composition for FePt implanted at 550/500◦ C.
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4.4.3

Critical Transition

In Figs 4.52 and 4.53 are temperature scans at high temperature for studying the
critical transition of FePt. In each case, the magnetization stays blocked to very near Tc
and the FC (ﬁeld cooled) scan ﬁts a power law near the transition, as demonstrated by
the plots of m1/β (T ). By performing a non-linear curve ﬁt to the FC data just below Tc ,
working values of Tc and β can be found. These are then used in the lower plots to test
the validity of β and ﬁne-tune the value of Tc .
For a bulk ferromagnet, β is typically found to be ∼1/3 by experiment. The value of
β in the HTI system in Fig 4.52 is rather higher than that, being nearer the mean-ﬁeld
value of 1/2. In the LTI system where there are larger particles, the value of β is nearer
the expected bulk value. What is the cause of the enhanced exponent in the HTI system?
The Curie temperature of FePt depends on the stoichiometry. This means that these
particles most likely have a distribution of Tc ’s because of the crude method used to choose
the composition. Calculations have shown that arrays of particles having a spread of Tc ’s
may exhibit an enhanced β. What is not clear is why this rather crude alloying and
similar Tc distribution would not enhance the β of large particles in the LTI system. This
result seems to indicate that the enhanced exponent is more likely a ﬁnite-size eﬀect of
the nanoparticles. Conﬁrmation of this is being studied currently, and promising results
have been seen in numerical models of Co.
To study the eﬀects of the measurement ﬁeld, Figs 4.54 and 4.55 give Tc and β as a
function of H. Not only is the data fairly constant with ﬁeld, but Fig 4.54 indicates that
either the alloying is slightly diﬀerent in the two implants or that there may be a ﬁnite
size eﬀect for the Curie temperature of particles as well.
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Fig 4.52: Magnetic moment as a function of temperature for Fe55 Pt45 implanted at
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Chapter 5

Conclusions and Future Directions
Nanoparticle arrays of ferromagnetic metal formed by ion implantation into crystalline
substrates have interesting, and sometimes unexpected, properties. We have provided
physical and magnetic characterization of these systems in light of the standard StonerWohlfarth model and have analyzed thermally-activated behavior. While far from complete, this survey gives important insight into the physics that will dominate magnetic
material research, and storage media research in particular, in the coming years.
Right now, there are many physical properties of the arrays that are measured but
diﬃcult to control. One example of this is the particle size distribution. On a broad scale,
choice of implant temperature can shift a rather wide proﬁle to smaller or larger size,
but it remains very diﬃcult to narrow the distribution. One potential way to get more
uniform particle sizes over a greater volume would be to use multiple stages with diﬀerent
ion energies to make a ﬂat implant proﬁle. This would give the vast majority of the layer
a uniform ﬁlling fraction and may tighten the distribution. Also, using layered substrates
with diﬀerent ion stopping power (i.e. Si/SiO2 ) can localize the implant and limit the
straggling of ions. With greater control over size, the relative importance of diﬀerently
sized particles to array properties can be studied and used for future modeling.
In the system of Ni in Al2 O3 , we found size-induced enhanced magnetization because
of a transition to paramagnetic behavior at small cluster size. Even though collective
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behavior is less prominent, interactions between these small particles dominate the total
magnetic anisotropy, increase the eﬀective volume, and stabilize magnetization. This
thermal stability from interactions is also a prominent feature of the Fe arrays in YSZ,
conﬁrmed with micromagnetic simulations. Arrays of particles with size-induced enhanced
magnetization could then be a whole new class of stable magnetic materials. Not only can
the extrinsic properties like coercivity and remanence of such materials be adjusted, but
intrinsic properties like saturation magnetization can be designed for speciﬁc applications
as well.
Critical transition studies on FePt particle arrays show that more work is required
to understand ﬁnite-size eﬀects. As necessary length scales in nanoparticle arrays shrink,
understanding of these eﬀects will become more important. Ongoing work on this problem
with micromagnetic simulations, together with experimental checks, are a good step for
moving bulk models to the nanoscale world.
Magnetocrystalline orientation is another area where more control would better prepare systems for study. Currently, orientation of crystal axes with respect to the substrate
is really only a measured parameter. By choosing diﬀerent substrate orientations (m cut
Al2 O3 as opposed to c cut Al2 O3 for example), inﬂuencing of the particle orientation with
respect to the array may be achieved. This would be a very important development in the
study of the layered intermetallics like FePt. While many techniques can order the alloy,
giving particles the desired hard magnetic properties, it is very diﬃcult to orient the easy
crystal axis.
Related to this is the enhancement of desired particle orientations in arrays with
multiple observed alignments. It is still not clear, for example, why diﬀerent orientations
of Fe in YSZ do not have equivalent ﬁlling. With more insight into this parameter space,
the orientation distribution of particles could be suited to the experimenters’ needs.
The structure of Co in Al2 O3 was found to be strongly dependent on implant temperature and annealing sequence. High anisotropy hcp Co or low anisotropy fcc Co can
be selected with the proper preparation conditions. From this may come a way to more
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carefully study exchange coupling in hard magnetic systems. By implanting diﬀerent patterns at diﬀerent temperatures, the substrate may or may not be amorphized and this
will inﬂuence the phase of the precipitated particles. Diﬀerent volumes of hard and soft
magnet can then be adjusted not only with respect to each other, but also with the matrix.
The Co array was found to ﬁt well within the framework of the Sharrock equation by
measuring coercivity as a function of temperature. Other measurements, like that of the
remanent coercivity with time, would also be useful in studying the thermal stability of
Co particles. Additionally, other “Sharrock-like” models could give better agreement with
other systems. For example, a related model for use with systems having cubic anisotropy
would also be incredibly interesting. Being able to include interactions would also give
better agreement when comparing with measurements.
Magnetic relaxation measurements on Fe in YSZ were found to ﬁt expected behavior
rather well. Even though particle size is far below the superparamagnetic radius, the
stabilizing inﬂuence of interactions give only a 15% reduction in array magnetization in
10 yrs at room temperature. The structure in the normalized viscosity as a function of
temperature still requires additional study, however.
Magnets and magnetic materials have become a pervasive part of our everyday world.
With better understanding of these materials, devices that surround us will become increasingly reliable and new applications will continually be found. While our ancestors
pondered the magic of the stone that attracted metal, we ponder the power of this same
material in our society. Only time will tell what inﬂuence these “limited number of substances” hold for future generations.
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Appendix A

Domain Formation and
Determination of Single Domain
Radius
Domain formation in a ferromagnet is important to be aware of, even in nanometer
scale systems. If a particle is large enough to support more than one domain, its measured
properties may reﬂect domain wall motion more than more materials-speciﬁc phenomena.
To illustrate this, Fig A.1 plots the coercive ﬁeld Hc as a function of particle radius.
Coercivity drops for large particles because domain wall motion is an easier reversal process
than rotation of the magnetization vector though magnetocrystalline hard axes. To get a
better grasp of the range of particle size of interest for this work, this Appendix provides
a more thorough discussion of domains, domain walls, and single-domain radii.
As discussed in Sec 2.2, forming domains is a way for a particle to lower magnetostatic
energy. This energy comes at the price of increasing exchange energy by having neighboring spins that are not aligned. The width of the domain wall separating these domains is
then a minimizing of this energy combination.
Equation (2.1) tells us that the 180◦ domain walls that are illustrated in Fig 2.10 are
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Hc

RSP

R

RSD

Fig A.1: Coercive ﬁeld as a function of particle radius. Diminished Hc at large radii is
due to easy domain wall motion. (Figure adapted from [10]. Adapted with permission
from the American Chemical Society.)

energetically unfavorable due to a high exchange energy Eij , between neighboring spins
Eij = −2S 2 J cos θij .

(A.1)

By allowing the wall to form over N lattice lengths a provides a way to reduce this
exchange penalty by making θij between sites smaller. When N is suﬃciently large, the
cos θij can be expanded and the exchange energy becomes
Eij ≈ JS 2

 π 2
N

(A.2)

to within a constant with a surface energy density of the wall being
σex ≈

2
N Eij
2 π
=
JS
.
a2
N a2

(A.3)

This demonstrates that it can be favorable for domain walls to have thickness with which
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to distribute the exchange penalty.

Having these N spins oriented along harder crystallographic directions impose an
another energy penalty though. The surface energy density of this contribution will be
σanis ≈ Ku N a.

(A.4)

To ﬁnd the equilibrium wall thickness, we minimize the total surface energy
σdw = σex + σanis = JS 2

π2
+ Ku N a
N a2

(A.5)

with respect to N . Carrying this out, we ﬁnd that the equilibrium domain wall thickness
δdw is


δdw = N0 a = π


JS 2
= π A/Ku ,
aKu

(A.6)

where A is the exchange stiﬀness
A = JS 2 /a,

(A.7)

a macroscopic measure of the stiﬀness of the spin coupling in the ferromagnetic system
that is typically in the range of 10−6 erg/cm. The energy of domain wall formation can
then be found by substituting (A.6) into (A.5), where we ﬁnd
σdw ≈ 2π



AKu .

(A.8)

As an estimate, one might assume that the single-domain critical diameter for a spherical particle would be related to the domain wall width. This approach completely ignores
the magnetostatic energy that drives domain formation. As a better approach to ﬁnding
the maximum single-domain radius RSD , we can balance the energy cost of building a domain wall with that of the magnetostatic energy saved. From Eq (2.8), the magnetostatic
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energy of a sphere with uniform magnetization Ms and radius R is found to be

EMS =

8π 2 2 3
Ms R .
9

(A.9)

The energy required to form a domain wall in this sphere is found by Eq (A.8) to be
Edw = πR2 σdw = 2π 2 R2


AKu .

(A.10)

Equating these two energies, we ﬁnd that

RSD

√
9 AKu
=
,
4 Ms2

(A.11)

if the magnetostatic energy of the two-domain particle is assumed to be negligible. Because
the magnetostatic energy of a two-domain particle is not zero, Eq (A.11) is actuality a
lower limit on RSD .

In general, this result is really only valid in cases where the material can support orientation of Ms along an easy magnetocrystalline axis despite surface poles, as in materials
with a high Ku . In materials with a lower magnetocrystalline anisotropy, the magnetization will tend to follow the surface of the particle. This type of spin reorientation is known
as curling and is illustrated in Fig A.2.

Part (b) of this ﬁgure shows that neighboring cylindrical shells have a higher exchange
energy. By converting the form of Eq (A.2) to that of an energy density, an integration over
the volume of the sphere will give the exchange energy of this magnetization orientation.
The energy density fex for the exchange interaction can be expressed as

fex

 2
JS 2  π 2
∂θ
=
=A
.
a
aN
∂x

(A.12)

By noting that the spins rotate by 2π radians around the circumference, the energy density
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(a)

2 R2 − r2

(b)

(c)

Fig A.2: Magnetization curling in a particle with low Ku . Part (a) is an illustration of the
phenomena, while (b) and (c) demonstrate a way of easily integrating the energy. (Figures
adapted from O’Handley. Reprinted by permission of John Wiley & Sons, Inc.)
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for this spherical particle is

fex (r) = A

2π
2πr

2
=

A
.
r2

(A.13)

To ﬁnd the exchange energy of the sphere, an integral in cylindrical coordinates over the
sphere


Eex =


fex (r) dV = 8πA

gives an energy of
Eex

R
a

√

R2 − r 2
dr
r

  
2R
−1 .
= 8πAR ln
a

(A.14)

(A.15)

This integration excluded an interior cylinder of radius r = a to avoid the singularity at
the center.
By equating this exchange energy cost to that of the magnetostatic energy of the
uniformly magnetized sphere in Eq (A.9), assumed to be saved by the magnetization
reorientation, the lower limit of single-domain radius will then be

RSD =

 

2RSD
9A
ln
−1 .
πMs2
a

(A.16)

This equation can be solved graphically to provide RSD for spherical particles with low
magnetocrystalline anisotropy.
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Appendix B

Calibration of the SQUID and
Sample Measurement
Considerations
To conﬁrm proper operation of the moment and applied ﬁeld scales of the SQUID
magnetometer, a calibration with standard samples can be performed. The typical moment and susceptibility standards are Ni and Pd spheres. The standards used to calibrate
the SQUID used in this study were obtained by the National Bureau of Standards (NBS),
now known as the National Institute of Standards and Technology (NIST).
A standard Ni sphere with a mass of 64.6 mg is used as a moment standard for the
magnetometer. The speciﬁc magnetization σ of this sphere at 298 K is given by NBS to
be



12.0
,
σ = 54.95 1 −
H

(B.1)

where a model with the typical 1/H approach to saturation is assumed. Figures B.1 and
B.2 are plots of σ measured as a function of H and 1/H, respectively. The data does
not seem to ﬁt the 1/H approach to saturation model very well but a non-linear curve ﬁt
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Fig B.1: Speciﬁc magnetization σ of a standard Ni sphere as a function of applied ﬁeld H
at 298 K.
using such a model yields
σexp



28.97
.
= 54.99 1 −
H

(B.2)

In the ﬁeld range calibrated by NBS, this provides an error of < 0.5%, indicating a reliable
magnetic moment scale.
To conﬁrm the applied ﬁeld scale of the magnetometer, a linear susceptibility standard
is used. The Pd sphere obtained by NBS is certiﬁed to have a mass susceptibility χ at
298 K of χ = 5.25 × 10−6 cm3 /g. Figure B.3 demonstrates the reliability of applied ﬁelds
with a measured susceptibility of 5.25 × 10−6 cm3 /g.
As discussed in Sec 3.2, the magnetic moment detection method in a SQUID magnetometer is by currents induced as a sample is moved through a set of pickup coils.
Geometry is then an important consideration in the measuring of a moment. The magnetometer assumes that the sample being measured is a point dipole being moved through
the center of the coils, as demonstrated by Fig 3.6. Uniformly magnetized spherical sam138
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Fig B.2: The magnetization of the Ni sphere data in Fig B.1 does not have the standard
1/H approach to saturation.
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Fig B.3: The magnetization of a Pd sphere as a function of applied ﬁeld at 298 K.
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ples are then an excellent way to calibrate the magnetometer due to the ideal dipole ﬁeld
outside of the sphere. However, diﬀerent geometry associated with an extended sample,
will aﬀect the measurement of a moment. As an example, an inﬁnity-long sample will not
induce any currents while being scanned through the coils in the usual way. Similarly, a
sample that is radially oﬀset from the center of the coils during a scan, or has some radial
extent, will enhance ﬂux coupling in the coils and an enhanced moment will be measured.
In general, if the scan direction is assumed to be n̂z , an elongated sample in the n̂z direction will reduce the sensitivity of the magnetometer while sample extent in the radial
direction will enhance sensitivity. Typical sample dimensions of 4 mm × 4 mm × 0.5 mm
are considered extended samples because their size is comparable to dimensions of the
pickup coils, which have a radius of 1.01 cm and separation of 1.51 cm. With ﬁeld applied
along the surface normal of a sample, the measurement of the moment can be enhanced
by as much as 10%. With ﬁeld applied parallel to the sample surface, the enhancement
is not nearly so drastic. These geometrical considerations should be taken into account
when odd or unexpected behavior is observed.
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