Under uncertain environment, it is very difficult to measure the entropy of quantum information system, because there is no effective method to model the randomness. First, different from the traditional classic uncertainty, a quantum uncertain model is proposed to simulate a quantum information system under uncertain environment, and to simplify the entropy measurement of quantum information system. Second, different from the classic random seed under uncertain environment which is often called as pseudo-random number, here the quantum random is employed to provide us a true random model for the entropy of quantum information system. Third, the complex interaction and entangling activity of uncertain factors of quantum information is modeled as quantum binary instead of classic binary, which can help us to evaluate the entropy of uncertain environment, to analyze the entropy divergence in quantum information system. This work presents a non-classic risk factor measurement for quantum information system and a helpful entropy measurement.
1. Introduction 1.1. Related Work in research. [1] used a multi-AUV autonomous task planning based on the scroll time domain quantum bee colony optimization algorithm in uncertain environment, and [2] unveiled the performance verification for robot missions in uncertain environments. Different researchers provided different models. [3] sketched the quantum information splitting of an arbitrary three-ion state in ion-trap system, and [4] sculpted a dynamics of quantum fisher information in a two-level system coupled to multiple bosonic reservoirs. After that [5] reviewed the long-distance quantum information transfer with strong coupling hybrid solid system.
The appearance of quantum mechanics brought more uncertainty in information system which is different from traditional classic uncertainty. [6] researched Classical Information Storage in an n-Level Quantum System, and [7] implied a certifying single-system steering for quantum-information processing. Then, [8] illustrated causal boxes: quantum information-processing systems closed under composition, and [9] gave the dynamics of entanglement and quantum Fisher information for N-level atomic system under intrinsic decoherence. Apparently, the entanglement activity brought more uncertainty into quantum information.
[10] framed information propagation in isolated quantum systems, and [11] featured noise management to achieve superiority in quantum information systems. [12] exhibited dynamics of quantum information in many-body localized systems, and [13] The entropy measurement method provided us a useful tool to measure the uncertain information. [15] etched a novel measurement method for transient detection based in wavelets entropy and the spectral kurtosis and provided an application to vibrations and acoustic emission signals from termite activity. [16] drew a method for the estimation of standard entropy of crystal phases at 298.15 K on the limited temperature range of heat capacity measurements, and [17] constructed a measurement method of differences in group preferences based on relative entropy. [18] developed virtual entropy generation (VEG) method in experiment reliability control with implications for heat exchanger measurement, and [19] discussed a bi-objective MIP model for facility layout problem in uncertain environment. These researches gave us a useful tool to evaluate the entropy of uncertain systems with classic mathematics.
After that the quantum entropy was put forward. [20] depicted a mean-reverting currency model in an uncertain environment, and [21] proposed an efficient systolic array grid-based structure of the robust Bayesian regularization technique for realtime enhanced imaging in uncertain remote sensing environment. [22] presented a dynamical scheduling and robust control in uncertain environments with petri nets for DESs. [23] proposed a discontinuity and protection of quantum fisher information for a two-qubit system. These researches illuminated that the entropy can be employed to measure the uncertainty of informa-International Journal of Intelligence Science tion system. However, these previous researches above focused on classic entropy measurement of information system, this paper tried to provide a method to measure the entropy of quantum information system by quantum entropy.
Organization of the Article
In Section 2, modelling a quantum information system is defined. Preliminaries, In Section 3, entropy of quantum information system will be contained. In Section 4, the entropy measurement of quantum information system will be described. In Section 5, the improvement for quantum information system will be contained.
Modelling a Quantum Information System

Operation of Quantum Information Systems
In quantum information system, there are full of quantum binary data as information flow. Once a information sequence defines, a series of quantum binary data will be used to refer specially appointed information (e.g., 1 , , y d d  ) and the context will be used to refer to the information sequence as a whole (e.g., d). 
The form f (m)n (where f is a function) is supposed to mean (f(m))n. Therefore, such as, in the form
Rather before it, after the trace function the (1/q)th power map is displays.
(logm) is used to express the logarithm with base 2, and (lnm) is used to express the logarithm with base e.d: [0, 1] → R is used to express the Shannon entropy function of quantum information system [3] :
Capital letters (e.g., Q) are used to express quantum information systems. The same letter are used to express not only the system itself but also the complicated Hilbert space to be indicated. Each limited dimensional complicated Hilbert space Q, L(Q) is expressed to be the set of linear maps very Q to itself, and let
All these above are, respectively, a group of positive semidefinite operators, a group of subnormal-sized positive semidefinite operators, and a group of density operators. 
Suppose that (α, E) is a bipartite system, and L is supposed to be a density operator about α ⊗ E to show a traditional-quantum state, thus L can be used as a diagonal-block operator [ 
In quantum information system, the subnormalized operators of E reply to the basis groups of the classical register B are denoted by 1 
Whichever B > 0, as well as each linear operator M, the Schatten norm is denoted by
Moreover, for M is positive semidefinite, that this may be written more easily
Now the quantum information system can be expressed as Equation (8) .
, and let Z, W are denoted positive semidefinite operators about C y .
Part (a) are followed by part (b) in quantum information system by the following reasoning:
The Interaction of Quantum Binary and Classic Binary
As a finite dimensional C-vector space in quantum information system, and M 0 , M 1 is supposed to be Hermitian operators about binary vector V satisfying 
with 1 k ς = , so that
Considering the condition of quantum information system, binary informa- form that is uniform diagonal:
Consider that
α is a 2 × 2 Hermitian matrix with eigenvalues +1 and −1 at the condition 2r + s = x,.
For each triple (V, M 0 , M 1 ) has a unitary embedding to a triple that satisfies the conditions of quantum binary system, as well as Condition (σ). 
Entropy of Quantum Information System
It is a challenge to evaluate the uncertainty in quantum information system. Although entropy can be used to evaluate the uncertainty of information system with a classical number, such as the possibility B. Often a possibility is between o and 1, but add or subtract each other by information interaction. For B is too close to 1, then in the inequality associated with DB to min D λ the penalty term will be big enough so that the lower bound of the smooth minimum entropy will be invalid, but this kind of operation may be not effective to evaluate the entropy of quantum information system. For B is too far from 1, such as Game Round Agreements R, the Renyientropy will not be enough sensitive so that detecting the effect of small probability events becomes harder to give us the entropy of quantum information system. Roughly speaking, the parameter B which is set such that the parameter q is proportional to B -1 which is thus appropriate according for parameters in the entropy measurement.
To solve the entropy measurement problem, a quantum entropy method and measurement are built based on an entangled qubit. If QE is a two-part system at Q = 2, then it is considered that {L0, L1} and {L+, L−} are respectively the calcu- 
When the entropy (g, o) = (1, 1) occurs corresponding to a game-loss in quantum information system R, randomness is added by the factor 2ε artificially.
According to how well the device performs, the expectation for randomness is lowered effectively.
For appropriate ε, B, the amount HB (rEG 1 O 1 ||∑) has a form upper bound less than zero implied by the uncertainty principle for quantum entropy. By the earlier reduction discussed, a lower bound on the amount of extractable bits output by quantum information entropy R used.
Entropy Measurement of Quantum Information System
Let S expresses uncertain entanglement in entropy measurement where information system exists, and let 
2) The following equality exists:
The uncertainty of system σ is defined by an inequality 
The success of a quantum information system σ is defined by an inequality ( )
is the scope of the vector go of (G, O) in Equation (20) between all of the sequence of change. 
(recalling that T = qκr). Comparing this definition with Equation (22) and applying the success standard Equation (21), it can be found that s ′ Σ ≥ Σ . Thus, the boundary in Equation (22) is also established, when s Σ is replaced by ′ Σ .
When suppose that Ψ as the operator on E G ⊗ defined by
and rewrite ′ Σ as
It can be found (applying the rule max   log 2  2 , , , ,
For Ψ is a density matrix, then that
Condition 1 of the theorem is satisfied. Condition 2 is easily obtained from the limit formula of limit of σ (22) . By optimizing the coefficient r, it can be made a final improvement on the previous results σ. There 
2) The following equalities hold, where n expresses the function from Theorem 4.2.
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Define the function T by [11] ( ) ( )
By substitution into quantum information system (28), the constraint Equation (31) will be established when F is set to equal to 2 (r). To measure the entropy of quantum information system, please note. 
By square brackets in Equation (32), the function that is enclosed is a convex function of s whose derivative at s µ ν = is zero. Thus, at s µ ν = , a minimum is achieved and the expression in Equation (32) therefore expression in the assessment simply to ( ) π µ ν .
Improvement for Quantum Information System
To improve the stability of quantum information system, the system evolution should march toward the direction of the minimization of entropy. Suppose that 
It is easily to prove by taking the natural logarithm of two sides of Equation (34), which can direct the evolution of system entropy.
Suppose that , , , , , 0,1
H has noise level β (for the game G) so that [11] ( ) (
Please note that an easy argument shows that a device with noise level a must achieve an expected score of at least wg-1. Now comes to discussing completeness.
Suppose that 1 2 , , , Y S S S  is B Martingale in entropy evolution with 
Let the quantum device in quantum information system has noise level µ µ ′ < . So, the probability of an abort is at most By definition, system R is aborted when [11] ( ) ( ) 
Conclusion
In this work, the quantum entropy is employed to evaluate the uncertainty of quantum information system. First, a quantum information system under uncertain environment is modelled as quantum entropy system. Second, entropy measurement of quantum information system is different from classical model.
Third, for improvement for quantum information system, the entropy evolution strategy of quantum information system is provided. More importantly, different form additional features in previous works, quantum entropy can provide us a true random to describe the uncertainty by quantum mechanics.
