Abstract-The concept of emergence is a powerful concept to explain very complex behaviour by simple underling rules. Existing approaches of producing emergent collective behaviour have many limitations making them unable to account for the complexity we see in the real world. In this paper we propose a new dynamic, non-local, and time independent approach that uses a network like structure to implement the laws or the rules, where the mathematical equations representing the rules are converted to a series of switching decisions carried out by the network on the particles moving in the network. The proposed approach is used to generate patterns with different types of symmetry.
I. INTRODUCTION
he concept of emergence is a powerful concept to explain complex behavior by simple underling rules. Emergence is now an active research area in field as diverse as biology, physics, and computer science.
Some birds fly in a coordinated flocks that display strong synchronization in movements. No experimental evidence of leaders in such flocks have been found. Heppner [1] proposed that the synchronization in the movements could be a result of simple rules of movement followed by each bird individually. They showed through computer simulations how organized flight developed from chaotic milling.
Ants are capable of finding the shortest path from their nest to a food source [2] , [3] , by using a chemical substance called pheromone. While walking, ants deposit pheromone on their way, at the same time they follow pheromone previously deposited by other ants. When the ants arrive at a decision point in which they have to decide which way to go, they choose randomly. Supposing that all ants walk at the same speed, and since one path is shorter than the other, more ants will visit it on average, and therefore pheromone accumulates faster on that path. After a short period of time, the difference in the amount of pheromone on the two paths is large, and it will be enough to influence the decision of new ants. Many algorithms have been inspired from this behaviour to solve many problems such as the traveling salesman problem [4] , [5] .
The emergence of consensus, where actions of individual or dense networks of neurons give rise to the large-scale behaviour of the brain, is also investigated in [6] along with many other examples. In [7] , [8] we showed how the interaction of simple rules can give rise to beautiful patterns.
Author: A. M. Khalili. E-mail: abd.iptmide@gmail.com Cellular Automata (CA) are well known computational tool for studying emergent collective behaviour. Cellular Automata have been used for the simulation of complex phenomena, such as growth, evolution, etc. CA was introduced by Von Neumann [9] to deal with the issue of reproduction of a natural processes. CA have allowed us to understand the behaviour of complex systems in a better way.
Conway [10] created the game of life, where he designed a two-dimensional Cellular Automata (CA) with such rules to avoid the formation of structures that quickly disappear or grow freely, interesting complex behavior has been observed such as the gliders, which are small groups of cells that appear to move like independent emergent entities. The simples rules he used can be summarized as follow:
-Living cells die if they have fewer than two neighbors (loneliness) -Living cells die if they have more than three neighbors (overpopulation). -Dead cells become alive if they have three neighbors (reproduction). -Otherwise there are no change. Wolfram [11] used a cellular automaton with simple rules and simple initial condition to produce behaviour that is highly complex. For example, he started from a simple black cell in a line with white cells, and then used the following rule: a cell should be black in all cases where it or either of its neighbours were black on the step before, this simple rule will lead to a simple growing pattern uniformly filled with black as shown in Fig.1 . Then by observing the behaviour of different rules in many simulations, he was able to classify the behaviour of rules to: stable structures or simple periodic patterns, chaotic nonperiodic behaviour, and complex patterns. 
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In physics, two-dimensional CA was created to study statistical properties of a gas [12] . CA has also been used for simulation of motion, fluids, or granular substances. This was a clear indication of the ability of cellular automata to model real physical problems.
Konrad Zuse suggested that the universe is the output of a deterministic computation on a giant cellular automaton [13] . A growing number of physicists are now taking the view that information is the most fundamental thing [14] , [15] , an old idea that can be traced back to John Wheeler who famously said "it from bit" [16] . In this view, all interactions between physical systems in the universe are information processing, and the entire universe is nothing but a giant computation. Marcopolo [17] , [18] , proposed a study of quantum gravity based on spin systems as toy models for emergent geometry and gravity. These models are based on quantum networks with no a priori geometric notions.
Existing approaches of producing complex behaviour from simple rules have many limitations making them unable to account for the complexity we see in the real world. Some examples of weird phenomena we see in the real world include:
-Current events depending on non-local events, such as quantum entanglement [19] , [20] . -Current event depending on event from the future, such as the delayed choice quantum eraser experiment [21] . In this paper we propose a new dynamic, non-local, and time independent approach that uses a network like structure to implement the laws or the rules, where the mathematical equations representing the rules are converted to a series of switching decisions carried out by the network on the particles moving in the network. The proposed model is used to generate patterns with different types of symmetry. The paper is organised as follows: Section II describes the proposed approach. The results are listed in Section III, and the paper is concluded in Section IV.
II. PROPOSED APPROACH
In this paper, we will propose a new approach in which the rules or the laws are applied. The rules will be applied on a set of particles moving randomly, instead of applying the rules on static cells. The proposed approach goes beyond existing approaches in the following main points: -A dynamic approach: unlike other approaches where the basic building block are static cells, the basic building block of the proposed approach are particles moving in a random way, which will allow us to represent natural phenomena in a more realistic way. The laws or the rules will be implemented by changing the movement of the particles to satisfy the rules. -A non-local approach: unlike other approaches where the cell is only affected by its adjacent cells, the proposed approach will allow the particles to be affected by particles far from their current positions. -A time-independent approach: unlike other approaches where current events are only dependent on past events, the proposed approach will allow current events to depend on events from the future. -An external entity approach: unlike other approaches where each cell applies the rules on its own when it interacts with other cells, in the proposed approach the rules are applied by the network, which is an external entity that has access to non-local and future events. -A combined Micro and Macro approach: unlike other approaches where the cells are not aware of what is going on in the Macro level, the network is fully aware of both the Micro and the Macro levels. A number of particles are assumed to be moving inside a regular network structure according to a random number generator equation, where at each node the particle should take one direction randomly out of eight possible directions as shown in Fig. 2 . When the particles reach to the boundary, they will bounce off to the interior. Unlike other approaches, events happing in the future are assumed to be known by knowing the initial positions and the equations governing the particles movement. The network will be responsible of implementing the laws by converting the mathematical equations representing the laws to a series of switching decisions. For example, if the laws dictate that the particle should move five units to the right, the network will translate that to four switching decisions to the right. This may require that each particle has a unique identifier to distinguish it from other particles. As illustrated in Fig. 3 , the moving particles are assumed to be moving in a network like structure, each particle will be switched to one out of eight directions depending on the rules. For example, if the rule dictates that two particles should repel each other when they become in adjacent nodes, the network will switch the two particles in opposite directions.
The rules could vary from local rules governing the particles interactions such as repulsion or attraction of close particles, to a global rules such as correlation between far distance particles. If no rules found to be applied on the particle, the particle will continue to move according to its own movement equation. Each node of the network has the entire code that govern the movement of all particles and their initial positions, which means that the decision won't be dependent only on local events such as particles interactions, but on the entire dynamics. This will enable the network to make global decisions based on the global picture instead of making decisions based only on local interactions. This will also enable the network to make decision based on future events instead of making decision based on past and current events. Fig. 3 . The rules will be applied by a simple switching decision to one out of eight directions.
The best analogy to the proposed approach would be a data network, where the router at each node will route the packet through specific link to achieve some global criteria; for instance, minimising the congestion or minimising the length of the total path.
The role of the network could be extended to other information processing functionality, such as: different types of particles may get different rules, or destroying a particle at its current position and recreating it at different position.
To illustrate the proposed idea further, we will take a simple example, we will assume that the goal of the network is to form symmetrical patterns from the randomly moving particles. This example requires that the network has a global knowledge of the movement of all particles. The network will fix the positions of two particles if they have symmetry at the current time instant or at any time instance in the future. For example, the network will fix the particle p1 in its position if there is any particle symmetrical to it at the current time instance or at any time instance in the future, and an identical copy of the fixed particle will continue to move using the same movement equation.
Two types of symmetry will be tested, the first one is symmetry around the y axis, i.e. xp2 = -xp1 yp2 = yp1
Where p1 is the first particle and p2 is the second particle. The second type is symmetry around the y axis, the x axis, and the diagonal, i.e. xp2 = -xp1 yp2 = yp1 xp3 = xp1 yp3 = -yp1 xp4 = -xp1 yp4 = -yp1
Where p1 is the first particle, p2 is the second particle, p3 is the third particle, and p4 is the fourth particle.
In the next section we will describe the configuration and the parameters of the simulations and will show the resulted patterns.
III. SIMULATION RESULTS
To test the proposed approach, a number of randomly moving particles inside a closed circles is considered. The particles will bounce off to the interior when they reach the boundary of the circle. Four parameters will be varied, the first one is the time of the movement of the particles T, the longer the time the more likely that symmetrical patterns will emerge. The second parameter is the size of the particles S. The third parameter is the number of the particles N, the higher the number the more likely that symmetrical patterns will emerge. And the fourth parameter is the scale of the network D, i.e. the number of network nodes per distance unit, the higher the number of nodes per distance unit, the less likely that symmetrical patterns will emerge, however, higher number of nodes will produce a more detailed symmetrical patterns.
Multiple simulations with different parameters and different initial positions of the particles are performed. Fig.4 to Fig.18 show some of the resulted patterns when the first type of symmetry is considered, and Fig.19 to Fig.25 show some of the resulted patterns when the second type of symmetry is considered. The values of the four parameters are listed below each figure. For example Fig.7 shows how much the particle is symmetrical with its future positions. 
IV. CONCLUSION
This paper has presented a novel approach to produce emergent behaviour from simple underlying rules. The proposed approach goes beyond existing approaches by using a dynamic, non-local, and time independent approach that uses a network like structure to implement the laws or the rules, where the mathematical equations representing the rules are converted to a series of switching decisions carried out by the network on the particles moving in the network. The results showed that the proposed approach was able to produce interesting symmetrical patterns.
