Abstract The water volume required for daily monitoring of Cryptosporidium (which can statistically ensure an annual risk of infection below 10 -4 ), was assessed by evaluating the applicability of the Poisson lognormal (PLN) distribution in microbial risk assessment. PLN showed as good a fit to the observed data as to the negative binomial distribution. From the estimated PLN distributions for the source and finished water, the efficacy of the oocyst removal by the conventional water treatment process was estimated to follow lognormal distribution (median = 3.16 log 10 , 95% CI = 4.27-2.05 log 10 ). The 365 consecutive negative results of daily monitoring for 180 L of finished water were found to be statistically equivalent to the annual risk of infection below 10 -4 . This research also suggested the possibility of applying a qualitative detection method, such as CC-PCR, as a routine monitoring method for the quantitative risk management.
Introduction
Since the 1990s, cryptosporidiosis has become a worldwide concern as an emerging infectious waterborne disease. In order to manage the risk due to drinking water and to assure its safety, it is necessary to analyse the risk of infection quantitatively. However, quantitative microbial risk assessment has several difficulties. For example, monitoring data for microbes may contain some (sometimes many) "undetected" results, due to very low concentrations of microbes in water. In this study, the monitoring data of Cryptosporidium observed at a water treatment plant in Japan were analysed to assess the risk of waterborne infection as well as to estimate the removal efficacy of the conventional water treatment. Poisson log-normal distribution (PLN) was adopted as one of the possible distributions of the counts in a water sample and its usefulness was evaluated from the viewpoint of waterborne risk assessment. Additionally, a volume of water sufficient for daily monitoring was also tested to investigate the possibility of ensuring that the annual risk remained at an acceptable level.
Materials and methods
Observed data for Cryptosporidium in surface and finished water
The monitoring data analysed in this study were obtained by Hashimoto et al. (2002) . Water samples (81) were collected at a water treatment plant in Japan from 1998 to 2002; 27 were collected from the influent surface water and 54 from the finished water (after coagulation, flocculation, sedimentation and rapid sand filtration). The sample volume was <100 L for surface water and 500-4,275.6 L for finished water. Figure 1 shows the log-normal probability plot of the observed data. Cryptosporidium was detected from all surface water samples, and its geometric mean was 481 oocysts/1,000 L. However, half of the finished water samples (27/54) had no oocysts detected. The geometric mean of the detected samples was 1.39 oocysts/1,000 L.
Distribution of oocyst concentration in water
The best distribution to characterise the concentration of Cryptosporidium in water was selected from among the Poisson distribution, the Poisson log-normal distribution and the negative binomial distribution, using the counted data of the source and purified water. Assuming the oocyst concentration to be constant, and the variability in counts being simply due to the randomness in sampling, the probability that a sample of volume (VCL) contains X oocysts is given by the Poisson distribution. The negative binomial distribution (NB) has also been used to describe the count data of Cryptosporidium (Teunis et al., 1997) . This distribution was derived as a γ mixture of Poisson distributions (Greenwood and Yule, 1920) . The Poisson log-normal distribution (PLN) was selected when the concentration of oocysts was supposed to follow the log-normal distribution. The probability distribution function is:
(1) where µ and σ are the parameters for the log-normal distribution and V(L) was the volume of the sample. Since this function has no analytical solution (Shaban, 1988) , it was evaluated by numerical integration using Simpson's Rule. A computer-based program was developed to calculate this probability function. The accuracy of the program was confirmed by comparing the results with the table established by Brown and Holgate (1971) . Best-fit parameters of each distribution were obtained by the most-likelihood method. Most likelihood estimates (MLEs) were obtained by minimising the following likelihood function.
( 2) where P(x i , V i ; θ) is the probability function for the ith sample (x i oocysts in V i (L) of sample) with a parameter set θ.
Comparison between PLN and LN
The discreteness of count data caused problems in fitting the observed data accurately to continuous distributions such as log-normal distributions. For example, the concentration Figure 1 The observed data of Cryptosporidium
of the sample was calculated by dividing the number of detected oocysts by the volume of sampled water. However, due to the spatial heterogeneity and the discreteness of the counted data, the "calculated" concentration was not always equal to the "real" concentration, especially when the concentration was very low and only a few oocysts were found in the samples. Additionally, the sample for which no oocysts were detected (so-called "not detected" or "ND") cannot be directly applied to the log-normal distribution, because this distribution is only defined for positive values. Accordingly, such data should be substituted by some assumptions (Haas and Scheff, 1990) . One possible assumption was to treat ND data as containing 0.5 oocysts in the tested volume. Another possibility was to use the cumulative probability up to the concentration of 1 oocyst/sample as a substitution. The effectiveness of these assumptions was evaluated by comparing the parameters with those derived from PLN. The MLEs were obtained in the same way as the discrete distributions, excluding the case where the "calculated" concentration was assumed to be the "real" concentration.
Annual risk of infection
The annual risk of infection caused by drinking the finished water was assessed using Monte Carlo simulation. The estimated distribution of Cryptosporidium concentration in the finished water was used to determine the quality of the drinking water. The amount of water consumed daily was assumed either to follow a log-normal distribution whose median value was 0.153 L/d/person (µ = -1.88, σ = 1.12) according to Teunis et al. (1997) or to be constant at 1 L/d/person. The former was developed to assess the occurrence of infection. The latter was developed to assess the safety of the finished water. It was assumed that consuming 1 L of tap water, which is approximately the 95th percentile of the distribution for the daily consumption of tap water that has not been boiled or heated (Teunis et al., 1997; Yano et al., 2000) , should be assured to be safe. All oocysts were assumed to be equally viable and infective to humans, regardless of their genotypes, because no information on the strain or the genotype was available by microscopic count. The effect of chlorination was neglected. The dose-response model was derived from Haas et al. (1996) . The Monte Carlo simulation was conducted 10,000 times to achieve the distribution of the annual risk of infection.
Required water volume for daily monitoring
The maximum annual risk, assurable by daily monitoring of the finished water, was evaluated to develop the monitoring procedure to assure the safety of tap water. This assessment was based on the results of the risk assessment derived from the constant (1 L/d/person) water consumption model. The acceptable annual risk of infection was set as 10 -4 . The monitoring was conducted on the finished water every day (365 times/year) to assess the water quality of the year. "All negative" (i.e. 365 consecutive negative results) was adopted as a water-quality criterion. For comparison, the same evaluation was carried out using the log-normal distribution to evaluate the possibility of the application of log-normal distribution instead of PLN. In this case, the cumulative probability <1 oocyst/sample was used as the probability of "no detection".
Results and discussion
Distribution of the oocyst concentration in water Table 1 shows the MLEs for each distribution, and Figure 2 compares the estimated distribution and the observed data of the source water. Comparing the LF among these three distributions, Poisson distribution showed the poorest fit when compared with the others. It, therefore, indicated that the oocyst concentration in water was not constant but variable.
However, it was difficult to judge which was better, PLN or NB. In this study, PLN was adopted for the concentration distribution of Cryptosporidium in water. The median and the 95th percentile of the concentration of the source water and the finished water were 487, 1,562, 0.33 and 5.56 oocysts/1,000 L respectively. Table 2 shows the best-fit parameters and the arithmetic mean of each distribution. For the source water there was no difference between the two methods of substitution, because all samples were positive (i.e. there was no need for substitution) and little difference was observed between the results of the LN and PLN. However, the PLN showed a lower median value (µ = -8.01 for PLN and -7.39 or -7.67 for LN) and a higher variability (σ = 1.71 for PLN and 1.14 or 1.46 for LN) for the purified water. This was due to the substitution of all ND samples with the same concentration, which reduced the variability of the concentration. The arithmetic mean of the PLN was found to be larger (1.44 oocysts/1,000 L) than those of the LN (1.18 or 1.35 oocysts/1,000 L) suggesting that the substitution of the concentration could lead to the underestimation of the annual risk of infection.
Comparison between PLN and LN

Efficacy of the treatment
The estimated value of σ (Table 1) for the concentration of source and purified water was 0.71 and 1.71 respectively; this suggested that the purified water showed a greater variabil-Y. Masago et al.
296 Table 1 Best-fit parameters and the likelihood function for each distribution ity than the source water. Therefore, it can be considered that the efficacy of Cryptosporidium removal by conventional water treatment was also variable. Based on this assumption, the distribution of the remaining ratio was estimated from the difference between the estimated distributions of the source and the finished water concentration. According to the reproducibility of the normal distribution, the remaining ratio can be assumed to follow log-normal distribution, and the parameters µ and σ can be calculated by those of the concentration of the surface and finished water. Figure 3 shows the estimated distribution of the remaining ratio for the conventional water purification. The parameters were µ = -7.29 and σ = 1.55. It was clear that the treatment efficacy was very variable (median -3.16 log 10 , 95% CI -4.27 to -2.05 log 10 ). Figure 4 shows the distribution and statistics of the natural logarithm of the annual risk of infection for each model. The median and the 95th percentile of the annual risk were found to be (a) -3.26 log 10 (1 case in 1,820 people) and -2.58 log 10 (1 case in 1,295 people) for the first case (log-normal distributed water consumption) and (b) -2.69 log 10 (1 case in 488 people) and -2.58 log 10 (1 case in 384 people) for the second case (constant water consumption) respectively. The variability seemed to be very small for both cases, partly because the distribution of the finished water was directly used as an input, i.e. no additional assumptions (such as the efficacy of the water treatment) were required. In this assessment, the result of the risk assessment derived from the second model (constant water consumption) was applied to calculate the required water volume for the daily monitoring of the finished water. First, the relationships between the parameters of the log-normal distribution (µ and σ) and the expected value of the annual risk of infection were evaluated. The point estimation was conducted because the range of the annual risk of infection was very small (95% C.I. = -2.79 to -2.58 log 10 ). The arithmetic mean of log-normal distributions was given by:
Annual risk of infection
Thus, the equation of the relationship between the parameters was found to be:
The range of the parameter σ was set between 1.0 to 2.0 (corresponding to 50 to 2,540 of the ratio of the 95th percentile to the 5th percentile of the distribution), which is supposed to cover all possible variability of the oocyst concentration in water. Under these conditions, the annual risk of infection could be calculated as a function of the sampling volume and the positive ratio. Figure 5 shows the relationships between the sampling volume and the arithmetic mean of the annual risk without any positive results. As a result, negative results for all 180 L of the finished water samples were found to be needed to assure an annual infection risk of less than 10 -4 . However, when LN was directly used to calculate the detection probability, the required sample volume increased up to 2,473 L, which was more than 13× as large as the result obtained by PLN. This result indicated that the calculation of the detection probability using a continuous distribution, such as a log-normal distribution, could lead to the overestimation of the volume required for daily monitoring to assure water safety.
Conclusions
In this study, the water volume necessary for daily monitoring was determined to assure that the annual risk of Cryptosporidium infection via tap water was at an acceptable level. The Poisson log-normal distribution showed just as good a fit to the observed data of Cryptosporidium in source and finished water as did the negative binomial distribution. PLN showed a better fit for the source water, while NB was better for the finished water. Comparing the fitted distributions, PLN was found to give higher probability for high con- centration (Figure 2) , suggesting that the PLN may have led to more conservative estimates for the annual risk assessment. The distribution of the treatment efficacy of the conventional water treatment process was found to follow a log-normal distribution with a median value of -3.16 log 10 (95% CI = -4.27 to -2.05 log 10 ). Using the PLN distribution fitted to the concentration of the finished water, the maximum annual risk, assurable by 365 successive negative results, was computed. A water volume of 180 L was found to assure an annual risk of infection of below 10 -4 . For comparison, the same analysis was conducted using the cumulative probability function of the LN. The required water volume was found to be 2,473 L/d, suggesting that the use of cumulative probability of the continuous distribution for the probability of detection could lead to the overestimation of the volume required for daily monitoring.
Microscopic observation of Cryptosporidium has sometimes been pointed out to be unfavourable, because little information can be obtained on the viability and the genotype of the detected oocysts, despite considerable investment in terms of skills, time and cost. The monitoring procedure developed in this study does not require any quantitative information, suggesting the possibility of using molecular techniques, such as cell culture PCR, as the routine monitoring method for Cryptosporidium in water.
