Given an operator ideal I, we study the multi-ideal I • L and the polynomial ideal I • P. The connection with the linearizations of these mappings on projective symmetric tensor products is investigated in detail. Applications to the ideals of strictly singular and absolutely summing linear operators are obtained. §1. Introduction Since the 1983 paper by A. Pietsch [26] , ideals of multilinear mappings (multi-ideals) and homogeneous polynomials (polynomial ideals) between Banach spaces have been studied as a natural consequence of the successful theory of operator ideals. Several ideals have been investigated and abstract methods to generate ideals of multilinear mappings and polynomials have been introduced (see [6, 20] 
§1. Introduction
Since the 1983 paper by A. Pietsch [26] , ideals of multilinear mappings (multi-ideals) and homogeneous polynomials (polynomial ideals) between Banach spaces have been studied as a natural consequence of the successful theory of operator ideals. Several ideals have been investigated and abstract methods to generate ideals of multilinear mappings and polynomials have been introduced (see [6, 20] ).
A multilinear mapping A between Banach spaces is compact (weakly compact) if and only if A can be written as A = u • B where B is a multilinear mapping and u is a compact (weakly compact) linear operator. A similar characterization holds for compact and weakly compact homogeneous polynomials (see [25, 27] ). So, given an operator ideal I, it is natural to consider the multilinear mappings A and the polynomials P which can be written as A = u • B and P = u • Q with u belonging to I. This is a particular case of the technique known as composition ideals (see [20, 7.3] ). In Section 2 we investigate the resulting multi and polynomial (normed, Banach) ideals exploring the connection with the linearizations of such mappings on the projective tensor product.
In Section 3 we consider the ideal of strictly singular linear operators, an ideal which gained much importance with the Gowers-Maurey theory of hereditarily indecomposable spaces. We provide examples, counterexamples and prove some properties of the composition polynomial ideal generated by the ideal of strictly singular operators.
In Section 4 we relate the composition multi-ideal generated by the ideal of absolutely summing linear operators with some other well studied classes. As consequences, a question raised by R. Alencar-M. C. Matos [2] is solved and an application to dominated polynomials on C(K)-spaces is obtained.
§2. Background and Notation
Throughout this paper E 1 , . . . , E n , E, F , G, G 1 , . . . , G n will stand for Banach spaces over K = R or C and n will always be a positive integer. By L(E 1 , . . . , E n ; F ) and P( n E; F ) we denote the Banach spaces of all continuous n-linear mappings from E 1 × · · · × E n to F and continuous n-homogeneous polynomials from E to F , respectively, both of them with the usual sup norm. If E 1 = · · · = E n = E we write L( n E; F ). If F = K we simply write L(E 1 , . . . , E n ), L( n E) and P( n E). Given P ∈ P( n E; F ), byP we mean the continuous symmetric n-linear mapping associated to the polynomial P . By A S we denote the symmetrization of the multilinear mapping A and byÂ we mean the polynomial generated by A, that isÂ(x) = A(x, . . . , x). The n-th polarization constant of the Banach space E is denoted by c(n, E), that is,
For the general theory of multilinear mappings and homogeneous polynomials we refer to S. Dineen [18] . By E 1 ⊗ π · · · ⊗ π E n we denote the completed projective tensor product of
For the theory of topological tensor products we refer to R. Ryan [28] . By ⊗ n,s π E and ⊗ n,s π s E we denote the n-fold completed symmetric tensor product of E endowed with the projective norm π and the projective s-tensor norm π s , respectively. The projective norm π is well-known and the projective s-tensor norm π s is defined by
For the properties of π s and the general theory of symmetric tensor products we refer to K. Floret [19] . An ideal of multilinear mappings (or multi-ideal) M is a subclass of the class of all continuous multilinear mappings between Banach spaces such that for all n ∈ N and Banach spaces E 1 , . . . , E n and F , the components
is a normed (Banach) space for all Banach spaces E 1 , . . . , E n and F and all n,
An ideal of homogeneous polynomials (or polynomial ideal ) Q is a subclass of the class of all continuous homogeneous polynomials between Banach spaces such that for all n ∈ N and Banach spaces E and F , the components
is a linear subspace of P( n E, F ) which contains the n-homogeneous polynomials of finite type.
is a normed (Banach) space for all E, F and n,
is a closed subspace of P( n E; F ).
The case n = 1 recovers the classical theory of (normed, Banach) operator ideals, for which the reader is referred to [15] . §3. Composition Ideals Actually, we consider only a particular case of the procedure called composition ideals to generate multi and polynomials ideals from a given operator ideal.
Definition 3.1.
Let I be an operator ideal.
we write P ∈ I • P( n E; F ) -if there are a Banach space G, an n-homogeneous polynomial Q ∈ P( n E; G) and an operator u ∈ I(G;
It is obvious that continuous multilinear forms belong to I • L and continuous scalar-valued homogeneous polynomials belong to I • P.
Given A ∈ L(E 1 , . . . , E n ; F ) and P ∈ P( n E; F ) consider their lineariza-
It is well known that A L = A , P L,s = P and P L = P (see [19] ).
Proposition 3.2.
The following are equivalent for P ∈ P( n E; F ):
where ∆ n is the set of all permutations of {1, . . . , n}. For every x 1 , . . . , x n ∈ E, using thatP L and P L coincide on ⊗ n,s π E and thatP is symmetric we obtain
Let K and W be the closed operator ideals formed by all compact and weakly compact linear operators, respectively. By P K and P W we mean the classes of all compact and weakly compact polynomials, respectively. The equalities P K = K • P and P W = W • P were proved by R. Ryan [27] (their multilinear analogues were proved by A. Pe lczyński [25] ). The equivalences Next we show that I • L and I • P extend typical linear behavior to the nonlinear context. The identity operator on a Banach space E is denoted by id E . Given an operator ideal I and a Banach space F , it is clear that A(a 1 , . . . , a j−1 , x, a j+1 , . . . , a n ) = (u • B(a 1 , . . . , a j−1 , ·, a j+1 , . . . , a n ))(x), hence we find that v = u • B(a 1 , . . . , a j−1 , ·, a j+1 , . . . , a n ), so v ∈ I 2 (E j ; F ) as u belongs to I 2 . (b) Given v ∈ I 1 (E; F ), fix 0 = a ∈ E and ϕ ∈ E with ϕ(a) = 1 and define
, so by assumption
It follows that v ∈ I 2 (E; F ) as u belongs to I 2 and ϕ(·)v(a) is a finite rank operator.
In Remark 4.4 we shall see that the converse of Lemma 3.4 does not hold.
Proposition 3.5.
Let I be an operator ideal and F be a Banach space. The following are equivalent:
for every n and every E.
(e) I • P( n E; F ) = P( n E; F ) for some n and every E. Let I be a normed operator ideal.
(b) For P ∈ I • P( n E; F ), define P I•P,1 := P I•L and 1 and · I•P,2 make I • P a normed (Banach) polynomial ideal. Moreover, for every P ∈ I • P( n E; F ),
Proof. It is also folklore that · I•L is a multi-ideal (complete) norm and that · I•P,1 and · I•P,2 are polynomial ideal (complete) norms. We keep the notation introduced in the proof of Proposition 3.
Taking the infimum over all such factorizations we have that [19, p. 162] we know that S n = 1, so
Now let A ∈ I • L(
n E; F ) be such thatÂ = P . For every σ ∈ ∆ n , consider the n-linear mappings
It is easy to check that (A
A σ we have
for every A ∈ I • L( n E; F ) such thatÂ = P . Therefore,
The reverse inequality is obvious asP ∈ I • L( n E; F ) and P = P . The argument used to prove that A L I = A I•L can be repeated to prove that P L,s I = P I•P,2 . The estimates P I•P,2 ≤ P I•P,1 ≤ c(n, E) P I•P,2
follow easily from the ideal property, the already proved identities P I•P,1 = P L I , P I•P,2 = P L,s I and the already mentioned inequalities π ≤ π s ≤ c(n, E)π.
Sometimes these new norms coincide with the usual sup norms:
Corollary 3.8.
If either (a) I is a closed operator ideal, A ∈ I •L(E 1 , . . . , E n ; F ) and P ∈ I •P(
then A I•L = A , P I•P,1 = P and P I•P,2 = P .
Proof. In both cases, Proposition 3.7 gives
A I•L = A L I = A L = A , P I•P,1 = P L I = P L = P , P I•P,2 = P L,s I = P L,s = P .
§4. Strictly Singular Polynomials
An operator u ∈ L(E; F ) is strictly singular, in symbols u ∈ SS(E; F ), if for every infinite-dimensional subspace G of E, the restriction of u to G, u| G : G → u(G), is not an isomorphism; or, equivalently, if for every infinitedimensional subspace G of E and every ε > 0, there is x ∈ G such that u(x) < ε x . For the closed ideals K and W we have already mentioned that a polynomial P is compact (weakly compact) if and only if P ∈ K • P (P ∈ W • P). Since the ideal of all strictly singular linear operators, denoted by SS, is closed, the following definition is quite natural: Definition 4.1.
Let P ∈ P( n E; F ). We say that P is strictly singular
Examples 4.2 (Strictly singular polynomials).
It is plain that every scalar-valued continuous homogeneous polynomial is strictly singular. More generally we have that every compact homogeneous polynomial is strictly singular: P K = K•P ⊆ SS •P because compact linear operators are strictly singular. In particular, every homogeneous polynomial from c 0 to p , 1 ≤ p < +∞, is strictly singular ([3, p. 216]); and, for nq < p, every n-homogeneous polynomial from p to q is strictly singular ([1, Theorem 4.2]). The existence of non-compact strictly singular polynomials is an easy consequence of Corollary 4.6.
Examples 4.3 (Non-strictly singular polynomials). (a) Consider the bilinear mapping
Let (e j ) be the standard unit vectors of 2 , and let D be the closed span of the diagonal vectors e j ⊗ e j in 2 ⊗ π 2 . By [28, Example 2.10], extending to 1 the linear operator
we obtain an isometric isomorphism Recall that the Banach spaces E and F are called totally incomparable if they do not have isomorphic infinite-dimensional closed subspaces. It is well known that any two different spaces of the family {c 0 , p , 1 ≤ p < +∞} are totally incomparable.
Proposition 4.5.
Let n ∈ N and E and F be Banach spaces such that ⊗ n,s π E and F are totally incomparable. Then P(
, which is strictly singular by assumption.
Corollary 4.6.
P( n 1 ; p ) = SS • P( n 1 ; p ) and P( n 1 ; c 0 ) = SS • P( n 1 ; c 0 ) for every n and every 1 < p < +∞.
Proof. By [28, Exercise 2.6] we know that, for every n, ⊗ n π 1 is isometrically isomorphic to 1 . So ⊗ n π 1 and p , 1 < p < +∞ (or c 0 ) are totally incomparable. The result follows from Proposition 4.5.
By Proposition 3.5 we know that Corollary 4.6 is no longer true for p = 1. Besides being a partial converse of Proposition 4.5, the next result provides nice consequences on the existence of non-strictly singular polynomials.
Proposition 4.7.
Let n ∈ N and E and F be Banach spaces. If P( n E; 4] , it suffices to show that no infinite-dimensional subspace of F is isomorphic to any complemented subspace of ⊗
where δ n is the canonical polynomial defined in the proof of Proposition 3.2 and An n-linear mapping A ∈ L(E 1 , . . . , E n ; F ) is said to be • semi-integral [2, 7, 13] if there are C ≥ 0 and a regular Borel probability
Proof. (a) Since
• dominated [6, 7, 8, 10, 24] 
• strongly summing [11, 17] if there is C ≥ 0 such that for every k ∈ N and every
Strongly summing multilinear mappings were introduced by V. Dimant [17] for real Banach spaces, but complex scalars work for our purposes as well. The spaces of all semi-integral, dominated and strongly summing n-linear mappings from
and L ss (E 1 , . . . , E n ; F ), respectively. These spaces become Banach spaces with the semi-integral, dominated and strongly summing norms, which definitions can be found in [2] , [24] and [17] , respectively.
As to vector-valued mappings we have: The following assertions are equivalent for a Banach space E:
(c) E is finite-dimensional. 
(c) E is isomorphic to 1 (Γ) for some Γ and F is isomorphic to a Hilbert space.
Proof. Supposing By L W (E 1 , . . . , E n ; F ) we mean the closed subspace of L(E 1 , . . . , E n ; F ) formed by the weakly compact mappings and by J the ideal of all integral multilinear mappings (see, e.g., [12, Definition 2.1]). 
where i ε n is the natural map. We know that i ε n is continuous because ε ≤ π on 
Proof. The first inclusion holds for multilinear mappings on arbitrary Banach spaces (see [7, 
