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Abstract
In this paper, we compose a new task for deep
argumentative structure analysis that goes be-
yond shallow discourse structure analysis.
The idea is that argumentative relations can
reasonably be represented with a small set of
predefined patterns. For example, using value
judgment and bipolar causality, we can ex-
plain a support relation between two argumen-
tative segments as follows: Segment 1 states
that something is good, and Segment 2 states
that it is good because it promotes something
good when it happens. We are motivated by
the following questions: (i) how do we for-
mulate the task?, (ii) can a reasonable pat-
tern set be created?, and (iii) do the patterns
work? To examine the task feasibility, we con-
duct a three-stage, detailed annotation study
using 357 argumentative relations from the
argumentative microtext corpus, a small, but
highly reliable corpus. We report the coverage
of explanations captured by our patterns on a
test set composed of 270 relations. Our cover-
age result of 74.6% indicates that argumenta-
tive relations can reasonably be explained by
our small pattern set. Our agreement result of
85.9% shows that a reasonable inter-annotator
agreement can be achieved. To assist with fu-
ture work in computational argumentation, the
annotated corpus is made publicly available.
1 Introduction
In recent years, there has been growing interest in
the automatic analysis of argumentative texts (Lippi
and Torroni, 2015), such as the identification of a
shallow discourse structure for such texts by way of
argumentative relation detection (Cabrio and Villata,
2012; Stab and Gurevych, 2014; Peldszus and Stede,
2015a, etc.) and argumentative zoning (Teufel et al.,
2009; Levy et al., 2014; Houngbo and Mercer, 2014,
etc.). Argumentative relation detection is the task of
identifying argumentative relations (typically, sup-
port and attack relations) between discourse seg-
ments. Argumentative zoning is the task of identify-
ing argumentative zones such as premise and claim.
Suppose we are analyzing the following argumen-
tative text discussing the topic “Should shopping
malls be allowed to be open on holidays?”:
(1) [I as an employee find it practical to be able to
shop on weekends.]S1 [Sure, other people have
to work on the weekend,]S2 [but they can have
days off during the week.]S3
In this text,1 segment S2 attacks segment S1 and seg-
ment S3 attacks, or undercuts, the relationship be-
tween S2 and S1 (argumentative relation detection).
In another view, S2 and S3 serve as premises and S1
as a claim (argumentative zoning).
The design of these shallow discourse anal-
ysis tasks has an advantage in their simplicity,
which makes human annotation simple and reli-
able, achieving relatively high inter-annotator agree-
ment (Prasad et al., 2008; Habernal et al., 2014; Stab
and Gurevych, 2014; Peldszus and Stede, 2015b;
Rinott et al., 2015; Reed et al., 2016). Previous stud-
ies on discourse analysis, including discourse theo-
ries such as Rhetorical Structure Theory (Mann and
Thompson, 1987), thus have mainly focused on cre-
1Slightly modified version of text b015 in (Peldszus and
Stede, 2015a)’s argumentative microtext corpus.
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ating corpora for the identification of shallow dis-
course structures.
In this work, we propose a task design for going
beyond shallow discourse structure by analyzing ar-
gumentative texts at a deeper level. We consider the
task of producing an explanation as to why it makes
sense to interpret each support/attack relation (i.e.
the author’s logical reasoning) underlying a given
argumentative text. For instance, in Example 1, a
reasonable explanation why S2 can be interpreted as
an attack to S1 is the following:
(2) (i) S1 states that be able to shop on weekends
(relevant to the topic) is a good thing. (ii) S2
presupposes that be able to shop on weekends
will make other people work on the weekends,
(iii) which is a bad consequence. (iv) So, S1
states a good aspect of one thing whereas S2
states a bad consequence of the same thing;
therefore, S2 attacks S1.
This direction of task design has several advan-
tages. First, understanding the logical reasoning be-
hind an argumentative text contributes toward de-
termining implicit argumentative relations not indi-
cated with an explicit discourse marker. Analysis of
implicit discourse relations is a long-standing open
problem in discourse analysis (Ji and Eisenstein,
2015; Chen et al., 2016, etc.). We expect that this
direction of research will provide a new approach to
it. Second, identifying the logical reasoning will be
useful for a range of argumentation mining applica-
tions. One obvious example is to aggregate multi-
ple arguments and produce a logic-based abstractive
summary. It will also be required in automatically
assessing the quality of the logic structure of a given
argumentation (cf. automatic essay scoring (Song et
al., 2014; Wachsmuth et al., 2016)). Furthermore, it
will be useful for generation of rebuttals in applica-
tion contexts where a human and machine are coop-
eratively engaged in a debate (for decision support
or education). Shallow discourse structure analysis,
as assumed in previous work, suffers a large gap be-
tween what it produces and what is required in these
useful potential applications.
In this paper, we address the following research
questions:
1. How do we formulate the task?
2. Can a reasonable set of patterns can be created?
3. Do the predefined patterns work?
Our contributions are as follows: (i) we compose
a list of predefined patterns for explaining argumen-
tative relations that cover a majority of explanations;
(ii) we conduct a detailed, three-step annotation pro-
cess which enables us to keep track of the annotation
results; and (iii) we create the first, publicly avail-
able corpus to incorporate a deep structure annota-
tion for argumentative relations that achieves good
annotator agreement.
2 Related Work
Conventionally, discourse structure analysis has
been studied in the context of discourse relation
identification. Earlier work includes discourse theo-
ries such as rhetorical structure theory which aim at
creating coherent, tree-like structures for describing
texts, where text units are typically adjacent (Mann
and Thompson, 1987). Other theories such as cross-
document structure theory focus on the identifica-
tion of discourse relations spanned across multi-
ple documents (Radev, 2000). The Penn Discourse
TreeBank, the largest manually annotated corpus for
discourse relations, targeted both implicit and ex-
plicit relation detection for either adjacent sentences
or clauses (Prasad et al., 2008). In the field of Argu-
mentation mining, previous work has proposed sev-
eral kinds of tasks such as structure identification
task (e.g., support-attack relation detection) (Cabrio
and Villata, 2012; Peldszus and Stede, 2015b). In
addition, a wide variety of corpora have been created
in several domains including scientific articles, es-
says, and online discussions (Habernal et al., 2014;
Stab and Gurevych, 2014). These studies aim to cap-
ture the shallow structures of arguments and do not
try to explain a writer’s reasoning.
One may think that stance classification is closely
related to our task in terms that identifying the stance
of a debate participant towards a discussion topic at
a document or sentence level, and several corpora
have been created for the task (Hasan and Ng, 2014;
Persing and Ng, 2016, etc.). However, since this di-
rection of research focuses only on the classification
of the stance polarity of a given paragraph or sen-
tence, generating the explanation between two argu-
mentative components has been out of scope.
Several argumentative corpora have been cre-
ated for argumentation mining fields such as argu-
ment component identification, argument compo-
nent classification, and structure identification (Reed
et al., 2008; Rinott et al., 2015; Stab and Gurevych,
2014), but none of them are like our current task set-
ting. (2008) annotated AraucariaDB corpus (Reed,
2005) with Walton’s Argumentation Scheme, and
the successive work (Feng and Hirst, 2011) creates
a machine learning-model to classify an argument
into five sets of schemes. However, they do not an-
notate instantiations of variables in Argumentation
Scheme, and do not report the inter-annotator agree-
ment. (Green, 2015) conducted preliminary work on
identifying a set of argumentation schemes used in
scientific articles based on Argumentation Scheme.
However, they do not actually create a corpus.
3 Explaining argumentative relations
The key challenge of defining a computationally
feasible explanation generation task is to establish
the machine-friendly representation of explanation
of argumentative relation (EAR). In Argumentation
Theory, a number of formal theories to describe an
argumentative structure of a debate have been stud-
ied (Hastings, 1963; Perelman, 1971; Walton et al.,
2008, etc.). However, it is not trivial how to opera-
tionalize such theories as a computational task. The
main focus of the theories is purely in organizing the
“nature” of human argumentation, where the level of
machine-friendliness is not necessary.
To address this issue, we simplify the EAR gener-
ation task as the task of identifying a pattern of ex-
planation from a predefined pattern set (henceforth,
rhetorical pattern) coupled with a slot-filling prob-
lem, where the slot is linked with a phrase in an input
text. Intuitively, to generate an explanation to the re-
buttal relation from S2 to S1 in Example 1, the first
step is to identify a rhetorical pattern “S1 states that
x is good, but S2 states that x is bad because y is
bad, and when x happens, y will be promoted.”, as
illustrated in Figure 1 (see rebuttal(S1, S2) ← ...).
The second task is to fill the slots x, y with a phrase
from the text: x =“be able to shop on weekends”
and y =“other people have to work on the week-
end”.
Our hypothesis is that such rhetorical patterns are
not arbitrary but highly skewed. We thus create an
inventory of major rhetorical patterns and annotate
only typical patterns of logical reasoning with them,
leaving uncommon patterns to be labeled simply as
“OTHER” . In fact, as we report in Section 4, the va-
riety of logical reasoning underlying argumentative
relations can be largely captured by only the small
number of predefined patterns in the corpus we use.
These design decisions make our task of identifying
deep argumentative structure simple while going be-
yond previous task settings of shallow analysis.
Argumentative relations We adopt the definitions
of support, rebuttal, and undercut relations from
(Peldszus and Stede, 2015a). The relations are de-
fined as follows:
• support: One argumentative segment sup-
ports the acceptability of another argumentative
component.
• rebuttal: One relation refutes (attacks) the ac-
ceptability of another argumentative compo-
nent.
• undercut: One argumentative component at-
tacks the link (relation) between a given argu-
mentative relation.
Rhetorical patterns We consider building our in-
ventory of rhetorical patterns based on (Walton et
al., 2008)’s Argumentation Schemes, one prominent
argumentation theory. Among their 65 schemes, we
create our first rhetorical patterns from the Argument
from Consequences (AC) scheme:
• Premise: If x is (not) brought about, good (bad)
consequences y will occur.
• Conclusion: x should (not) be brought about.
We analyze the argumentative microtext cor-
pus (Peldszus and Stede, 2015a), a small, highly re-
liable corpus consisting of important ingredients for
computational argumentation, and find that the AC
scheme and its variants are commonly used in argu-
mentation (see Section 4.1 for details). The rhetor-
ical patterns created for rebuttal and undercut are
closely related to the Critical Questions in Argumen-
tation Schemes, which assess the quality of argu-
mentation (e.g. Are there other consequences of the
opposite value that should be taken into account?).
I as an employee find it practical 
to be able to shop on weekends
Sure, other people have to 
work on the weekend,
REBUTTAL
Rhetorical	Patterns
OTHER
Arg. From Consequence
Sx:
Sy: 
PATTERN	
SELECTIONyx
promote
positive(							x)
negative(							y)
SLOT
FILLING
Input:	Argumentative	Relation Predefined	Patterns
Output:	Instantiation	of	arg.	structure
REBUTTAL
Sx:
Sy: 
Figure 1: Overview of our framework proposed for the task of deep argumentative relation analysis.
First, we create the rhetorical pattern of support
from S2 to S1 as S01 in Figure 6. S01 is interpreted
as:
• S01: S1 states that x is good, and S2 states
that x is good because y is good and when x
happens (or happened), y will be (or was) pro-
moted (or not suppressed).
We then extend this pattern, altering its value judg-
ment (i.e. good or bad) and causality direction (i.e.
promote or suppress) for the remaining relations.2
For example, the following interpretation explains
S02:
• S02: S1 states that x is good, and S2 states that
x is good because y is good and when x does
not happen (or didn’t happen)3, y will be (or
was) promoted (or not suppressed).
For the rebuttal relation, represented in patterns
R01 through R08, the value judgment and causal-
ity direction in the patterns are modified to fit each
relation. Thus, R01 can be interpreted as:
• R01: S1 states that x is good, but S2 states that
x is bad because y is good and when x happens
2The causality and value judgment may both either be ex-
plicitly stated in the text or implicitly stated.
3x not happening or did not happen is signified by ¬x.
(or happened), y will be (or was) suppressed
(or not promoted).
In Figure 1, rebuttal(S1, S2) is explained by pattern
R03, with x=“be able to shop on weekends”, some-
thing good, and y=“other people work on the week-
end”, something bad.
For the undercut relation, represented in patterns
U01 through U08, the value judgment and causality
direction in the patterns are also modified to fit each
relation. The following example shows the inter-
pretation of the undercut relations in Figure 6 (e.g.
U01):
• U01: R1 supports the goodness of x, but S1
states that x is bad because y is good and when
x happens (or happened), y will be (or was)
suppressed (or not promoted)
, where R1 is a given argumentative relation.
Additionally, we create a few rhetorical patterns
to capture minor non-AC arguments for support, re-
buttal, and undercut relations. Figure 2 shows the
patterns for analogous and propositional explana-
tions for support and rebuttal relations (S09-S10
and R09-R10, respectively). The pattern is inter-
preted as follows (e.g. R09):
• R09: S1 states that x is bad, but S2 states that
x is good because y is good and is analogous
to x.
(3) [Since however skat, chess etc. are not ac-
cepted as Olympic events,]S1 [computer games
should also not be recognized as Olympic
events.]S2
In Example 3, computer games in S2 is analo-
gously compared to skat, chess, etc., a bad thing;
thus, S09 would be selected.
For the undercut relation, our analysis revealed
that a quantifier in a relation could be attacked.
Thus, we create the relation U09 for undercut, rep-
resented as:
• U09: R1 assumes a quantifier q, but S2 dis-
agrees with it.
(4) [[Intelligent services must urgently be reg-
ulated more tightly by parliament;]S2 [this
should be clear to everyone after the disclo-
sures of Edward Snowden.]S3]R1 [Granted,
those concern primarily the British and Ameri-
can intelligence services,]S1
In Example 4, R1, a support(S2,S3) relation, as-
sumes that all intelligent services should be regu-
lated more tightly; however, S1 states that only two
services are concerned.
To capture the argument where the underlying as-
sumptions in one segment are supported or attacked
by another, we introduce the relations S11, R11,
and U10 for support, rebuttal, and undercut, respec-
tively. The pattern can be interpreted as follows (e.g.
S11):
• S11: S1 assumes a presupposition p, and S2
agrees with it.4
(5) [For dog dirt left on the pavement dog owners
should by all means pay a bit more.]S1 [Indeed,
it’s not the fault of the animals]S2
In Example 5, S1 presupposes that it is the fault
of the animals, but S2 disagrees. Thus, pattern R11
would be selected.5
We also create patterns for propositional expla-
nations, represented in patterns S12 and R12. The
patterns can be interpreted as follows (e.g. S12):
4We mark only the term presupposition; however, we will
write the content as a note of the pattern annotation.
5¬presupposition means that S2 disagrees with the presup-
position in S1 (R1 in the case of undercut). This notion is sim-
ilar for quantifier and proposition.
• S12: S1 states a proposition p, and S2 restates
it.
If an argumentative relation cannot be represented
by one of the rhetorical patterns above, the relation
is labeled as OTHER.
In total, we create 5 types of rhetorical patterns:
Argument from Consequence, Presupposition, Argu-
ment from Analogy, Proposition, and Quantifier.
4 Corpus study
To examine the feasibility of our task, we conduct
the corpus study for annotating argumentative rela-
tions using our rhetorical patterns. We report the an-
notation process and a corpus study.
4.1 Methodology
We annotated 89 texts6 from (Peldszus and Stede,
2015a)’s argumentative microtext corpus7, each
consisting of roughly five segments composed of a
topic question, a main claim and support and attack
segments (see Figure 1 for a partial example taken
from the corpus). 357 argumentative relations be-
tween segments have been manually annotated as
either support, rebuttal, or undercut, where each re-
lation makes up 62.7% (224/357), 23.5% (84/357)
and 13.8% (49/357), respectively.
To study the coverage of rhetorical patterns, we
asked annotators to mark a relation as the special
pattern OTHER when the relation cannot be ex-
plained by the rhetorical patterns. We divided the
corpus into two disjoint sets: (i) a development set
(or dev set; 20 texts, 87 relations) and (ii) test set
(69 texts, 270 relations). We used only the dev set
to induce the rhetorical patterns described in Sec-
tion 3 and conducted several trial annotations. For
an inter-annotator agreement study, we asked two
fluent-English speakers to explain each argumenta-
tive relation with the rhetorical patterns. On the dev
set, we encouraged two annotators to discuss the an-
notation disagreements with each other.
We use brat (Stenetorp et al., 2012), the general-
purpose annotation tool for NLP. Given the original,
segmented argumentative text, the annotated argu-
mentative relations, and the predefined list of rhetor-
6The original corpus has 112 texts, but we ignored 23 of the
texts which did not include a debate topic question.
7https://github.com/peldszus/arg-microtexts
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Figure 2: Rhetorical patterns for argument from analogy (S09-S10, R09-R10), quantifier (U09), presuppo-
sition (S11,R11,U10), and proposition (S12,R12).
ical patterns, the annotators select an appropriate
pattern and mark arbitrary phrases in the segmented
text when filling in the pattern slots.
4.2 Results and discussion
Although we simplified the task of EAR generation
in Section 3, human annotation may still be incon-
sistent. We thus adopted a three-step annotation pro-
cess to maintain the quality of annotation. The final
corpus includes the annotations from all these steps
and the dev set.
Stage 1. First, we had the annotators individually
annotate the test set. The distribution of annota-
tions between annotators for all relations can be seen
in Figure 3. The results appear consistent; how-
ever, one annotator was more biased towards label-
ing OTHER and the first pattern for each relation.
To analyze the inter-annotator agreement, we cate-
gorized each pair of EAR annotations as “agreed” if
(i) the rhetorical patterns selected by both are exactly
the same or semantically similar (e.g. pattern (1) and
(2) in Section 3) and (ii) the phrases associated with
the pattern slots are exactly the same or overlapped.
For judging two patterns as semantically similar, we
consider whether the value judgment of both x and
y for the patterns are equivalent. For example, from
our pattern list in Section 3, S01 and S02 would be
semantically equivalent.
In total, the observed agreement for relations cat-
egorized as “agreed” was 46.3% (125/270). Si-
multaneously, the Cohen’s Kappa score for the se-
lected rhetorical patterns, which we calculate us-
ing selected rhetorical patterns only, where we con-
sider semantically similar patterns as equivalent,
was 0.45 which indicates a moderate agreement.8
For “agreed” instances, we found that the coverage
of rhetorical patterns (i.e. the number of EARs rep-
resentable by at least one of our patterns) is 68.0%
(85/125), which supports our “majority pattern” hy-
pothesis on this corpus.
Stage 2. Due to the complexity of the EAR genera-
tion task, there is a possibility that agreeable anno-
tations among the 145 disagreements from Stage 1
exist. Therefore, for each disagreement, we individ-
ually asked annotators whether they agree with the
other’s annotation or are unsure about it. The cross-
check revealed that 54.0% (78/145) of the disagree-
ments were agreeable and mainly caused by mul-
tiple ways to interpret a relation or small mistakes
in an annotation (e.g. filling a slot with a phrase
8The Cohen’s Kappa score is calculated using relation-only
agreement for all stages of our corpus study.
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Figure 3: Distribution of agreements for support (a), rebuttal (b), and undercut (c) relations between two
annotators at Stage 1.
from an adjacent segment’s text) made by one an-
notator, which could be reasonably considered as
“semi-agreed”. Figure 4 shows an example of the
relation support(S1,S2) between the following two
segments, where two different interpretations were
agreed by each other at Stage 2.
• S1: The death penalty should be abandoned ev-
erywhere.
• S2 : Sometimes innocent people are convicted.
The figure indicates that both annotators agreed
that the Argument from Consequences pattern was
appropriate, and x is death penalty. However, one
annotator labeled y as innocent people, a good thing,
and the other annotator labeled y as innocent people
are convicted, a bad thing, which was considered
a disagreement at Stage 1. The annotators agreed
with each other’s annotation because the suppres-
sion of innocent people and the promotion of inno-
cent people are convicted are semantically compati-
ble. This kind of annotation disagreement is consid-
ered as “semi-agreed” at Stage 2.
In total, 75.2% (203/270) of the relations are cate-
gorized as “semi-agreed”, indicating a higher cover-
age of 75.9% (154/203), which further supports our
hypothesis. Our Cohen’s Kappa score at this stage
is 0.71 which indicates a good agreement. Note that
the annotators are not biased toward saying “agree
with the other’s annotation”: one annotator said 56
yes, 69 no and 21 unsure, and the other said 55 yes,
52 no and 39 unsure.
Stage 3. We further asked both annotators to dis-
cuss the remaining 67 disagreements (i.e. both said
no) or unsure instances (out of 146) from Stage 2
with each other to see if an agreement (or disagree-
ment, for unsure instances) could be reached. After
the discussion, 85.9% (232/270) of the relations are
categorized as “semi-agreed”. The Cohen’s Kappa
score at this stage is 0.80, indicating a good agree-
ment. The coverage of patterns is 74.6% (173/232),
which is slightly lower than that of Stage 2 due to
less ambiguity. Given that an argumentative relation
could have two agreeable annotations, we randomly
choose an agreement per relation. Figure 5 shows
the distribution of agreements for support, rebuttal,
S1: positive(     x)
S2: 
negative(      y)
x=death penalty
y=innocent people
yx
suppress
negative(							x)
positive(							y)
S1: positive(     x)
S2: 
negative(      y)
x=death penalty
y=innocent people are 
convicted 
yx
promote
negative(							x)
negative(							y)
Annotator A Annotator B
Figure 4: Multiple ways to interpret a support(S1,S2) relation.
and undercut relations in our final corpus.
The disagreements that turned out to be agree-
able (i.e. one of annotators changed his mind from
no to yes) were mainly caused by an underspec-
ification in the guidelines. For example, one an-
notator sometimes blindly believed that a rhetori-
cal pattern should be annotated when it is consis-
tent with a commonsense knowledge, regardless of
whether it actually represents the writer’s logic. Ex-
ample 6 shows an instance where one annotator se-
lected an argument from consequence rhetorical pat-
tern, where y=”a murderer” and is suppressed by
x=”death penalty”, because they believed that their
annotation is common knowledge.
(6) [The death penalty is a legal means that as such
is not practicable in Germany.]S1[Even if many
people think that a murderer has already de-
cided on the life or death of another person,]S2
For the remaining 38 instances (out of 67), we
found that some argumentative texts were not clear
enough to understand. We speculate that the pre-
cise meaning of the original text was lost in some
cases because the corpus is translated from German,
preserving its argumentative structure (although it is
professionally translated).
5 Further Analysis
Towards creating a computational model to iden-
tify deep argumentative structure, we conducted a
subjective, preliminary analysis consisting of manu-
ally analyzing contextual clues or world knowledge
which is required to identify rhetorical pattern and
its slot instances. For this analysis, we examined
50 random relations from our corpus agreed upon in
Stage 3 in Section 4.9
Table 1 shows the distribution of pattern types and
clues from our analysis. We observed several con-
textual keywords important for both value judgment
and bipolar causality. In Example 7, we found the
phrases should not be left to and escalation to be
important for the value judgment of S1 and S2, re-
spectively, and we found the phrase for that course
can lead to important for causality.
(7) [The developments in that conflict should
not be left to former Cold War opponents
alone,]S1[for that course can only lead to es-
calation in some form.]S2
However, we observed most patterns required world
knowledge implicitly assumed by the writers. For
the topic Should Germany introduce the death
penalty?, Example 8 shows that the causality be-
tween the segments S1 and S2 in the relation sup-
9We ignore agreements labeled as OTHER for this analysis.
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Figure 5: Distribution of final corpus statistics for support (a), rebuttal (b), and undercut (c) relations.
Table 1: Distribution of clues required for capturing deep argumentative structure.
Pattern Instances Clues
Argument from Consequence 44 Value Judgment (35/44), Causality (13/44)
Argument from Analogy 1 -
Presupposition 1 -
Proposition 2 Value Judgment (2/2)
Quantifier 2 -
port(S1,S2) is implicit, where the slots are written
in bold.
(8) [One should not re-introduce capital punish-
ment in Germany]S1[Everyone must be given
the chance to hone their conscience and pos-
sibly make amends for their deed]S2
Likewise, in Example 9, the phrase Owner-run
shops, which has no contextual clues for its value
judgment, is annotated as good by our annotators be-
cause it is commonsense knowledge that such shops
are typically a good thing.
(9) [Owner-run shops may potentially be over-
whelmed by additional work times on Sundays
and holidays]S1
6 Conclusion and Future Work
We composed a new task for deep argumentative
structure analysis. We developed a small list of pre-
defined patterns for explaining argumentative rela-
tions (rhetorical patterns) and conducted the corpus
study. Although we created our corpus on top of an
existing argumentation corpus with several texts, our
results indicate that the rhetorical patterns are highly
skewed, and even with a small set of predefined pat-
terns, we can cover a majority of explanations (up
to 74.6%). We believe that the design decision to
leave a wide variety of long-tailed minor classes of
explanations as OTHER helps keep the generation
task simple. Furthermore, our results can be con-
sidered a good achievement by discussing disagree-
ments (up to 85.9%), considering that this is a gen-
eration task, which generally indicates a bad inter-
annotator agreement. The annotated corpus is made
publicly available10, which should facilitate the re-
search of deep argumentation structure analysis. In
our future work, we plan to test our coverage in dif-
ferent domains.
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Figure 6: Rhetorical patterns representing the argument from consequences scheme.
