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Abstract
An action of a local multiplicative group scheme p r ; k on an ane scheme Spec A dened
over a eld k of characteristic p is described in terms of a locally nite higher derivation of
multiplicative type on a k-algebra A. We consider a lifting of such an action of p r ; k to a eld K
of characteristic zero, which is then an action of a cyclic group of order pr provided K contains
a primitive pr th root of unity. We develop a general theory of the lifting by considering an
action of a nite group scheme p r ;O over a pr-good discrete valuation ring O. The present
article is a sequel to the second author’s previous paper (Miyanishi and Nomura, J. Pure Appl.
Algebra 71 (1991) 249{264), where the case r = 1 is treated. c© 1999 Published by Elsevier
Science B.V. All rights reserved.
MSC: Primary 14L30; secondary 13A35
1. Introduction
Let O be a discrete valuation ring (DVR) with quotient eld K of characteristic
zero and residue eld k of positive characteristic p. Let () be the maximal ideal of
O. We say that O is pr-good if K contains a primitive prth root of unity and k is
algebraically closed. We x throughout this paper a positive integer r. Let pr;O be
the kernel of the multiplication by pr morphism of the multiplicative group scheme
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Gm;O dened over O. Namely, pr;O is a nite group scheme over O whose coordinate
ring is O[t; t−1]=(tp
r − 1) and whose group law is dened by m(t) = t ⊗ t; (t) = t−1
and (t) = 1. If O is pr-good then pr;O ⊗O K is a reduced group scheme which is
identied with Z=prZ, while pr;O ⊗O k is a local group scheme which is the kernel
of the Frobenius endomorphism iterated r times F r of Gm;k and its action is described
in terms of a locally nite higher derivation of multiplicative type. See the denition
given before Lemma 1:4.
In the previous paper [3], we considered the case r = 1 and the actions of p;O on
the ane space AnO. Our objective of the present article is to generalize the results in
[3] to the case r  1. For this purpose, we have to develop a general theory of the
actions of pr; k and pr;O as well as the automorphisms of order pr in characteristic
zero. In particular, we shall consider when an automorphism of order pr gives rise to
an action of pr;O and hence an action of pr; k after reduction modulo the maximal
ideal of O.
A particular problem which we have in mind and motivated us to develop this the-
ory is the following: Let f i j 0  i<prg be a locally nite higher k-derivation of
multiplicative type on a polynomial ring k[x1; : : : ; xn], where k is, as above, an alge-
braically closed eld of characteristic p. Then f i j 0  i<prg denes an action  of
pr; k on the ane space Ank . We say that the action  is liftable to the characteristic
zero if there exist a pr-good DVR (O; ()) and an action  of pr;O on the ane
space AnO such that the reduction of  modulo () is the given action . Then our
conjecture is that the action pr; k on Ank is liftable if and only if it is linearizable
(see Section 3 for the denition). There are some results to support this conjecture
(see [3]).
2. Actions of p r; k
Let  : pr; k  X ! X be an action of pr; k on an ane scheme X = Spec A and
let
 : A! A⊗k k[t ]=(tp
r − 1) = A[t ]=(tp r − 1)
be the associated k-algebra homomorphism. Write
=
p r−1X
i=0
i t
i:
The following result is well known [1].
Lemma 1.1. (1) The i are k-linear endomorphisms of A.
(2) 
2
i = i; 1  i  pr − 1; and i j = 0 whenever i 6= j.
(3) 0 + 1 +   + p r−1 = 1 A; where 1 A signies the identity endomorphism of A.
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Proof. Since  is an action, we have the following commutative diagram:
A
−−−−−! A⊗k k[t; t−1]?????y 
?????y 1 A⊗ m
A⊗k k[t; t−1]
⊗1k[ t; t−1]−−−−−! A⊗k k[t; t−1]⊗k k[t; t−1]
where we assume tp
r
= 1. Hence one has
p r−1X
i=0
i( a)t
i ⊗ t i =
p r−1X
i;j=0
j i( a)t
j ⊗ t i for a 2 A:
Assertions (1) and (2) are veried by comparison of the coecients of the t i⊗ t j-terms
on both sides. Assertion (3) follows from the relation (1 A ⊗ )  = 1 A.
Now set = t − 1. Write A[t; t−1]=(tp r − 1) = A[  ]=( p r ) and
=
p r−1X
i=0
i i:
As a general convention, we employ the following notation throughout this paper. Let
i = i0 + i1p+   + ir−1pr−1
be the p-adic expansion of a nonnegative integer 0  i<pr . Then is denotes the
coecient of ps. Furthermore, for integers i; j with 0  i; j <pr; i p r j signies that
is  js for every 0  s  r − 1.
The multiplicative structure of the k-algebra homomorphism  is elucidated in terms
of the i.
Lemma 1.2. (1) 0 = 0 + 1 +   + p r−1 = 1 A.
(2) We have
1 =
p r−1X
i=0
i i =
p−1X
j=1
j
 X
i0=j
i
!
; (1.1)
and 1 is a k-derivation of A such that 
p
1 = 1.
(3) j (1  j  pr − 1) is a k-linear endomorphism of A satisfying
j( a b) = a j( b) + b j( a) +
X
‘+k=j
‘( a) k( b) for a; b 2 A:
Furthermore; we have
j =
X
ip r j

i0
j0

  

ir−1
jr−1

i: (1.2)
Hence 
p
j = j.
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(4) For 1  s  r − 1; we have
ps =
p−1X
j=1
j
 X
is=j
i
!
: (1.3)
Proof. Since t = 1 + , one can write
=
p r−1X
i=0
i t
i =
p r−1X
i=0
i(1 + )i
=
p r−1X
i=0
i
X
ip r j

i0
j0

  

ir−1
jr−1

j
=
p r−1X
j=0
jj;
where
(1 + )i = (1 + )i0 (1 + )i1p    (1 + )ir−1p r−1
= (1 + )i0 (1 + p)i1    (1 + p r−1 )ir−1
=
0
@ i0X
j0=0

i0
j0

j0
1
A   
0
@ ir−1X
jr−1=0

ir−1
jr−1

jr−1
1
A
=
X
ip r j

i0
j0

  

ir−1
jr−1

j:
Comparing the coecients of j, one obtains equality (1.2) and the equality in assertion
(1). By virtue of Lemma 1.1, this equality implies that 
p
j = j. Furthermore, if one
notes that j=ps if and only if js=1 and jt =0 for t 6= s, equality (1.3) follows from
equality (1.2).
Meanwhile,  : A ! A[  ] is a k-algebra homomorphism, i.e., ( a b) = ( a) ( b) for
a; b 2 A. Expansions of the both sides into polynomials in  and comparison of the
coecients of the j terms yield the rst equality in assertion (3).
Lemma 1.3. The k-linear endomorphisms i (0  i  pr−1) are expressed in terms
of 1; p; : : : ; pr−1 as follows:
(1) Let i = i0 + i1p+   + ir−1pr−1 be the p-adic expansion of i. Then we have
i = i0 i1p    ir−1p r−1 : (1.4)
(2) For 1  s  r − 1; we have
isps =
1
is!
ps( ps − 1)    ( ps − (is − 1)): (1.5)
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(3) We have thus the following equality:
i =
1
i0!
1
i1!
   1
ir−1!
r−1Y
s=1
0
@ is−1Y
j=0
( ps − j)
1
A : (1.6)
Proof. (1) The commutative diagram given in the proof of Lemma 1.1 is written as
A
−−−−−! A⊗k k[  ]?????y 
?????y 1 A⊗ m
A⊗k k[  ]
⊗1k[  ]−−−−−! A⊗k k[  ]⊗k k[  ];
where m( ) = 1⊗ + ⊗ 1 + ⊗ .
Write i=i0+jp with 0  i0<p. Look at the coecients of i0⊗ jp in the expansion
of the operators (1A ⊗ m)  = ( ⊗ 1k[  ])   as polynomials in ⊗ 1 and 1⊗ . Since
i ⊗ m( i) = i ⊗ (1⊗ + ⊗ 1 + ⊗ )i
= i0+jp ⊗ (1⊗ + ⊗ 1 + ⊗ )i0 (1⊗ p + p ⊗ 1 + p ⊗ p)j;
we have i0+jp as the coecient of 
i0 ⊗ jp. Meanwhile, since
( ⊗ 1k[  ])( jp ⊗ jp)
=( 0 jp ⊗ 1 + 1 jp ⊗ +   + i0 jp ⊗ i0 +   )⊗ jp;
we have i0 jp as the coecient of 
i0 ⊗ jp. Hence we have i0+jp = i0 jp.
Write j = i1 + kp with 0  i1<p. A similar computation yields then
jp = (i1+kp)p = i1p kp2 ;
i = i0 jp = i0 i1p kp2 :
For the p-adic expansion i = i0 + i1p+   + ir−1pr−1, we obtain equality (1.4) by a
similar computation.
(2) In the following expansions of (1 A ⊗ m)  and ( ⊗ 1k[  ]) 
(1A ⊗ m) =   + ps ⊗ (1⊗ ps + ps ⊗ 1 + ps ⊗ ps) +   
+ jps ⊗ (1⊗ ps + ps ⊗ 1 + ps ⊗ ps)j
+ (j+1)ps ⊗ (1⊗ ps + ps ⊗ 1 + ps ⊗ ps)j+1 +   
and
( ⊗ 1k[  ]) =   + ( ps ⊗ 1 + 1 ps ⊗ +   + jps ps ⊗ jps +   )⊗ ps ;
comparison of the coecients of the jp
s ⊗ ps terms yields
(j + 1) (j+1)ps + j jps = jps ps ;
where 1  j<p − 1. This yields equality (1.5). Equality (1.6) follows immediately
from (1.4) and (1.5).
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The set f i j 0  i; prg is a higher derivation of A in the sense of Hasse{Schmidt
(cf. [2]) which is locally nite in the sense of Nakai (cf. [4]). In view of the relation

p
j = j and relation (1.6), we say that it is of multiplicative type.
Theorem 1.4. The sets f ps ; 0  s  r − 1g and f i; 0  i  pr − 1g of k-linear
endomorphisms of A determine each other.
Proof. For the sake of simplifying the notation, set ds = ps for 0  s  r − 1. Set
also
Esj =
X
is=j
i for 1  j  p− 1: (1.7)
Then E
2
sj = Esj and Esj Esk = 0 whenever j 6= k. By equality (1.3), we then have
ds = ps =
p−1X
j=1
j Esj for 0  s  r − 1: (1.8)
It is clear that the set f i; 0  i  pr − 1g determines the set f Esj; 0  s  r − 1; 1 
j  p−1g. We prove that the set fds; 0  s  r−1g determines f i; 0  i  pr−1g.
For each 0  s  r − 1, we have
ds =
p−1X
j=1
j Esj;
d2s =
p−1X
j=1
j2 Esj;
        
dp−1s =
p−1X
j=1
jp−1 Esj:
In matrix notation we have0
BBB@
ds
d2s
...
dp−1s
1
CCCA= B
0
BBB@
Es1
Es2
...
Es;p−1
1
CCCA ;
where
B=
0
BBB@
1 2    p− 1
1 22    (p− 1)2
...
...
...
1 2p−1    (p− 1)p−1
1
CCCA :
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Since det B =
Qp−1
k=1 k! 6= 0, we know that the set fds; 0  s  r − 1g determines the
set fEsj; 0  s  r − 1; 1  j  p− 1g.
We shall show that the set f Esj; 0  s  r − 1; 1  j  p − 1g determines the set
f i; 0  i  pr − 1g. For this purpose, we set
Es0 = 1 A −
p−1X
j=1
Esj =
X
i0=0
i: (1.9)
It is then straightforward to show that
i = E0;i0 E1;i1    Er−1;ir−1 ; (1.10)
where i= i0 + i1p+   + ir−1pr−1 is the p-adic expansion of p. So, our assertion is
veried.
3. Actions of p r;O
Let O be a pr-good DVR and let X = SpecA be an ane scheme dened over O.
By denition, the quotient eld K of O contains a primitive prth root of unity, say .
The coordinate ring K[t; t−1]=(tp
r − 1) is isomorphic to a direct product of pr-copies
of K . In fact, set
ei = 1 + it + 2it2 +   + (p r−1)itp r−1
for 0  i  pr − 1. Then 1= e0 + e1 +   + ep r−1 is the idempotent decomposition of
the unity in K[t; t−1]=(tp
r − 1). Namely, we have the following relations:
1 = e0 + e1 +   + ep r−1;
e2i = ei and eiej = 0 whenever i 6= j:
Hence pr;O ⊗ K is isomorphic to a reduced K-group scheme Z=prZ.
Let  : pr;O  X ! X be an action and let  : A! A⊗O O[t; t−1]=(tp r − 1) be the
associated O-algebra homomorphism. Hereafter we assume that the k-algebra A is a
torsion-free O-module. Hence the natural homomorphism A! A⊗OK is injective. We
employ the notations similar to those in the previous section. In particular, we write
= 0 + 1t +   + p r−1tp r−1: (2.1)
Then the O-linear endomorphisms i satisfy the same relations as in Lemma 1.1. Set
’= 0 + 1+   + p r−1p r−1: (2.2)
Then ’ is an O-algebra automorphism of A; ’i = 0 + 1i +   + p r−1(i)p r−1 and
’p
r
= 0 + 1 +   + p r−1 = 1A.
Lemma 2.1. The above-dened automorphism ’ has exactly order ps with s  r if
and only if i=0 whenever pr−sj=i and i 6= 0 for some i with pr−s j i and ir−s 6= 0. If
the order of ’ is ps the automorphism ’ is induced by a ps;O-action on X =SpecA.
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Proof. Suppose ’p
s
= 1A. Then we have an equality
’p
s
= 0 + 1p
s
+   + p r−1(p r−1)ps
= 0 + 1 +   + p r−1:
This induces an equality
p r−1X
i=1
i((i)p
s − 1) = 0;
where (i)p
s − 1 6= 0 unless pr−s j i. The multiplication by i to the above equality
shows that each term in the above sum is zero. Hence i =0 whenever pr−sj=i. In this
case,  : A! A⊗O O[t; t−1] is written as
= 0 + p r−s t
p r−s +   + p r−s(ps−1)(tp
r−s
)p
s−1
= 0 + p r−su+   + p r−s(ps−1)up
s−1;
where u= tp
r−s
. Hence the action  =a of pr;O on X is induced from an action of
ps;O = SpecO[u; u−1]=(up
s − 1). The automorphism ’ is recuperated from the above
expression of  with u replaced by a primitive psth root of unity p
r−s
. It is clear that
i 6= 0 for some i with pr−s j i and ir−s 6= 0 if the order of ’ is exactly ps. The \if"
part of the assertion follows from the above argument.
Lemma 2.2. (1) The automorphism ’ determines the O-linear endomorphisms i for
0  i  pr − 1 as follows:
i =
1
pr
p r−1X
j=0

’
i
j
: (2.3)
(2) Conversely; given an O-algebra automorphism ’ of A with ’p
r
= 1; dene
K-linear endomorphisms i (0  i  pr − 1) of AK :=A⊗O K by formula (2:3). Then
the i satisfy the relations:
2i = i and ij = 0 if i 6= j;
0 + 1 +   + p r−1 = 1A: (2.4)
If we set
= 0 + 1t +   + p r−1tp r−1;
 = a denes an action of Z=prZ = SpecK[t; t−1]=(tp
r − 1) on XK = X O K . If
i(A)A for 0  i  pr−1 then  is an action of pr;O on X . Furthermore; equality
(2:2) holds. Namely; we have
’= 0 + 1+   + p r−1p r−1:
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Proof. (1) We have the following relations:
1 = 0 + 1 +   + p r−1;
’= 0 + 1+   + p r−1p r−1;
        
’i = 0 + 1i +   + p r−1i(p r−1);
        
’p
r−1 = 0 + 1p
r−1 +   + p r−1(p r−1)2 :
In the matrix representation, this relations are expressed as0
BBB@
1
’
...
’p
r−1
1
CCCA= B
0
BBB@
0
1
...
p
r−1
1
CCCA ;
where B is a (pr  pr)-matrix whose (i + 1; j + 1)-component is ij for 0  i; j 
pr − 1. Since  is a primitive prth root of unity, the inverse B−1 of B is a matrix
whose (i + 1; j + 1)-component is p−r−ij for 0  i; j  pr − 1.
(2) The result follows from a straightforward computation.
Let A = A ⊗O k and let X = X O k. Then  :=  ⊗O k denes an action of pr; k
on X , and the results in Section 1 are available. In view of (1.8), we introduce the
following K-linear endomorphisms of AK .
Denition 2.3. For an O-algebra automorphism ’ of A with ’p
r
=1A and the associated
K-linear endomorphisms i, dene K-linear endomorphisms of AK as follows:
Esj =
X
is=j
i for 0  s  r − 1; 0  j  p− 1 (2.5)
and
~D
(s)
:=
p−1X
j=1
j
 X
is=j
i
!
=
p−1X
j=1
jEsj for 0  s  r − 1: (2.6)
In view of (2.4), we have
E2sj = Esj and EsjEsk = 0 whenever j 6= k:
Furthermore, equality (1.10) holds also in this context. Namely, we have
i = E0;i0E1;i1   Er−1;ir−1 ; (2.7)
where i = i0 + i1p+   + ir−1pr−1 is the p-adic expansion of i.
Theorem 2.4. Let ’ be an O-algebra automorphism of A with ’p
r
= 1. Then the
following assertions hold:
(1) The sets f ~D(s); 0  s  r − 1g and fi; 0  i  pr − 1g determine each other.
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(2) The K-linear endomorphism ~D
(s)
(0  s  r−1) satises the following relation:
~D
(s)
( ~D
(s) − 1)( ~D(s) − 2)    ( ~D(s) − (p− 1)) = 0: (2.8)
(3) The K-linear endomorphisms ~D
(s)
of AK induce O-linear endomorphisms of A
for all 0  s  r − 1 if and only if the K-linear endomorphisms i of AK induce
O-linear endomorphisms of A for all 0  i  pr − 1.
Proof. (1) As in the proof of Theorem 1.4, we have the following matrix relation:0
BBBB@
~D
(s)
( ~D
(s)
)2
...
( ~D
(s)
)p−1
1
CCCCA=
0
BBB@
1 2    p− 1
1 22    (p− 1)2
...
...
...
1 2p−1    (p− 1)p−1
1
CCCA
0
BBB@
Es1
Es2
...
Es;p−1
1
CCCA ; (2.9)
where the determinant of the matrix0
BBB@
1 2    p− 1
1 22    (p− 1)2
...
...
...
1 2p−1    (p− 1)p−1
1
CCCA (2.10)
is invertible in O. Hence the sets f ~D(s); 0  s  r − 1g and fEsj; 0  s  r − 1; 0 
j  p− 1g determine each other. Now the assertion follows from (2.5) and (2.7).
(2) Express each factor ~D
(s) − ‘ (0  ‘<p) as follows:
~D
(s) − ‘ =
p−1X
j=0
(j − ‘)Esj;
where the term Es‘ is missing. Hence the product
Qp−1
‘=0 ( ~D
(s) − ‘) must be zero when
it is developed as a sum of the products of p factors chosen from the Esj (0  j<p)
because no product has the same Esj repeated p-times.
(3) We have only to show that ~D
(s)
(A)A (0  s  r − 1) if and only if
i(A)A (0  i  pr − 1). In view of (2.5) and (2.7), it suces to show that
~D
(s)
(A)A (0  s  r − 1) if and only if Esj(A)A (0  s  r − 1; 0  j  p− 1).
Since Es0 = 1 − Es1 −    − Es;p−1 and since the matrix (2.10) is invertible in O, we
know, in view of (2.9), that ~D
(s)
(A)A for 0  s  r − 1 if and only if Esj(A)A
for 0  s  r − 1 and 0  j  p− 1.
We note that if ~D
(s)
is an O-linear endomorphism, the reduction of ~D
(s)
modulo the
maximal ideal () of O gives rise to ps . In the following, we denote ; i; Esj; ~D
(s)
by
(’); i(’); Esj(’); ~D
(s)
(’), respectively, whenever we have to mention the O-algebra
automorphism ’ that is used to dene these endomorphisms.
Lemma 2.5. Let ’ be an O-algebra automorphism of A with ’p
r
=1 and let  =’p
r−s
for 0  s  r. Then the following assertions hold true:
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(1) i( ) =
P
ki(ps)
0kp r−1
k(’) for 0  i  ps − 1.
(2) Etj( ) = Etj(’) for 0  t  s and 0  j  p− 1.
(3) ~D
(t)
( ) = ~D
(t)
(’) for 0  t < s.
(4) ( ) =
Pps−1
j=0 j( )t
0j =
Pp r−1
i=0 i(’)t
0i ; where t0p
s
= 1.
Proof. (1) Let  = p
r−s
, which is a primitive psth root of unity. For a xed i with
0  i  ps − 1, we make the following computation by using formula (2.3):
X
ki(ps)
0kp r−1
k(’) =
X
ki
1
pr
p r−1X
‘=0

’
k
‘
=
p r−s−1X
u=0
1
pr
p r−1X
‘=0

’
i(ps)u
‘
=
1
pr
ps−1X
v=0
p r−s−1X
u=0

’
i(ps)u
p r−sv
+
1
pr
X
‘ 60(p r−s)
p r−s−1X
u=0

’
i(ps)u
‘
=
1
pr
ps−1X
v=0
p r−s−1X
u=0

 
i
v
+
1
pr
X
‘ 60(p r−s)

’
i
‘ p r−s−1X
u=0
1
(ps)u‘
=
1
pr
ps−1X
v=0
pr−s

 
i
v
=
1
ps
ps−1X
v=0

 
i
v
:
Hence, we have
i( ) =
1
ps
ps−1X
‘=0

 
i
‘
=
X
ki(ps)
0kp r−1
k(’):
(2) For 0  t  s and 0  j  p− 1, we compute as follows:
Etj( ) =
X
0ips−1
it=j
i( ) =
X
0ips−1
it=j
X
0kp r−1
ki(ps)
k(’)
=
X
0kp r−1
kt=j
k(’) = Etj(’):
(3) For 0  t < s, we have
~D
(t)
( ) =
p−1X
j=1
jEtj( ) =
p−1X
j=1
jEtj(’) = ~D
(t)
(’):
(4) It is clear by (1) above and the denition of ( ) and (’).
Given an O-algebra automorphism ’ with ’p
r
=1, we would like to know when the
i(’) (0  i  pr − 1) become O-linear endomorphisms of A. The next result will
answer this question.
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Theorem 2.6. If ’  1 (modp) then i(A)A for every 0  i  pr − 1. Conversely;
if i(A)A for every 0  i  pr− 1 then ’  1 (modp) provided the maximal ideal
() of O is generated by p.
Proof. We shall prove the rst assertion. Since ’  1 (modp) one may write ’=1+p
with an O-linear endomorphism  of A. For 0  i  pr − 1, write i = psk with
0  s  r − 1 and k 6= 0 (modp). Then we have
i(’) =
1
pr
p r−1X
‘=0

’
i
‘
=
1
pr
r−1Y
j=1
0
@ p−1X
‘j=0
(p
j
)−p
sk‘j (1 + p)p
j‘j
1
A
=
1
pr
r−1Y
j=1
0
@ p−1X
‘j=0
0p
j+s‘j (1 + p)p
j‘j
1
A
=
1
pr
r−s−1Y
j=1
0
@ p−1X
‘j=0
0p
j+s‘j (1 + p)p
j‘j
1
A r−1Y
j=r−s
0
@ p−1X
‘j=0
(1 + p)p
j‘j
1
A ;
where ‘ = ‘0 + ‘1p +    + ‘r−1pr−1 is the p-adic expansion of ‘, 0 = −k and
0p
j+s‘j = 1 if j  r − s.
We can further write i(’) as follows:
i(’) =
1
pr
 p−1X
‘0=0
0p
s‘0 (1 + p)‘0
! p−1X
‘1=0
0p
1+s‘1 (1 + p)p‘1
!
  
0
@ p−1X
‘r−s−1=0
0p
r−1‘r−s−1 (1 + p)p
r−s−1‘r−s−1
1
A
0
@ p−1X
‘r−s=0
(1 + p)p
r−s‘r−s
1
A   
0
@ p−1X
‘r−1=0
(1 + p)p
r−1‘r−1
1
A :
We expand the right-hand side of the above equality in . Then the constant term is
a multiple of
Pp−1
‘r−s−1=0 
0p r−1‘r−s−1 , which is zero. The coecient of the linear term
in  is a multiple of ar−s−1p  pr−s−1‘r−s−1  ps, where ar−s−1 = 0p r−1‘r−s−1 and the
factor ps comes from0
@ p−1X
‘r−s=0
(1 + p)p
r−s‘r−s
1
A   
0
@ p−1X
‘r−1=0
(1 + p)p
r−1‘r−1
1
A :
Hence it is divisible by pr . Similarly, one can show that the coecient of the term of
higher degree in  is also divisible by pr . Hence i(’)(A)A.
K. Kinugawa, M. Miyanishi / Journal of Pure and Applied Algebra 141 (1999) 37{58 49
Conversely, suppose that i(A)A for 0  i  pr − 1. Then (’) denes an
pr;O-action on X = SpecA by Lemma 2.2 and we have
’= 0 + 1+   + p r−1p r−1:
Hence, we have
’− 1 = 1(− 1) +   + pr−1(p r−1 − 1)
= (− 1)0;
where 0 is an O-linear endomorphism of A. Note that   1 (mod ()). If the maximal
ideal () of O is generated by p then we may write ’ − 1 = p for an O-linear
endomorphism  of A.
Lemma 2.7. Let ’ be an O-algebra automorphism of A with ’p
r
= 1. Then the
following conditions for a 2 A are equivalent:
(1) ’(a) = a.
(2) 0(a) = a.
(3) 1(a) =   = p r−1(a) = 0.
(4) (a) = a.
(5) ~D
(s)
(a) = 0 for every 0  s  r − 1.
Proof. (2) ) (3) i(a) = i  0(a) = 0 for 0  i  pr − 1.
(3) ) (2) a= 0(a) + 1(a) +   + p r−1(a) = 0(a).
(3) ) (1) ’(a) = 0(a) + 1(a)+   + p r−1(a)p r−1 = 0(a) = a.
(1) ) (2) Since ’i(a) = a for 0  i<pr , we have
0(a) =
1
pr
(a+ ’(a) +   + ’pr−1(a)) = 1
pr
 pra= a:
(3) , (4) Clear.
(3) ) (5) ~D(s)(a) =Pp−1j=1 j Pis=j i(a)

= 0.
(5) ) (3) For 1  i  pr−1 and the p-adic expansion i= i0+ i1p+   + ir−1pr−1,
we have isi(a)= i ~D
(s)
(a)= 0. Note that is is invertible if is 6= 0. Hence i(a)= 0 for
i with is 6= 0 for 0  s  r− 1. This implies that i(a) = 0 for all 1  i  pr − 1.
Lemma 2.8. Let the notations and the assumptions be the same as in the previous
lemma. Let ’s = ’p
r−s
for 0  s  r − 1. Let
As := fa 2 A j’s(a) = ag:
Then the following assertions hold true:
(1) The following conditions for a 2 A are equivalent:
(i) a 2 As.
(ii) i(a) = 0 for every 0<i<pr with i 6 0 (modps).
(iii) ~D
(t)
(a) = 0 for every 0  t < s.
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(2) As is an O-subalgebra of A and A is integral over As. We have the following
inclusion relations:
Ar Ar−1   A1A0 = A:
Furthermore; if A is normal and ’ has order pr; i.e.; ’p
r
=1 and ’p
r−1 6= 1 then A
is a Galois extension of As with Galois group Z=psZ.
(3) Suppose i(As)A for all i  0 (modps). Then the restriction of  : AK !
AK ⊗K K[t]=(tp r − 1) onto As denes a pr−s ;O-action induced by 0 = jAs ; where
0 = 00 + 
0
1u+   + 0p r−s−1up
r−s−1
with
0i = ips for 0  i<pr−s and u= tp
s
:
Furthermore; ~D
(q)
(0) = ~D
(s+q)
()jAs for 0  q<r − s.
Proof. (1) In view of Lemma 2.7, it suces to note that conditions (ii) and (iii) are
equivalent to the following conditions (ii0) and (iii0), respectively:
(ii0) i(’s)(a) = 0 for 1  i  ps − 1.
(iii0) ~D
(t)
(’s)(a) = 0 for every 0  t  s− 1.
In fact, the equivalence follows immediately from Lemma 2.5.
(2) Since ’s is an O-automorphism As is clearly an O-subalgebra of A. For any
element a 2 A, set
F(T ) =
ps−1Y
i=0
(T − ’is(a)):
Then F(T ) belongs to As[T ] and F(a)=0. Hence a is integral over As. So A is integral
over As. In order to show that A is a Galois extension of As it suces to show that
1. Q(A) is a Galois extension of Q(As).
2. A is the integral closure of As in Q(A).
Note that ’s extends naturally to a Q(As)-invariant automorphism of Q(A). For the
rst assertion, we have only to note that the ’s-invariant subeld of Q(A) is Q(As).
This is the case because ’s is an automorphism of nite order. The second assertion is
clear because A is integral over As and A is integrally closed in Q(A). We shall show
that the Galois group of the eld extension Q(A)=Q(As) is Z=psZ. Since Q(A)=Q(Ar)
is a separable extension and ’ has order pr , we know that the Galois group of the
eld extension Q(A)=Q(Ar) is Z=prZ. Meanwhile, we have a sequence of subelds
Q(Ar)Q(Ar−1)   Q(A1)Q(A):
Since Q(As) is the ’s-invariant subeld of Q(A) the Galois group of the eld extension
Q(A)=Q(As) is a cyclic group of order less than or equal to ps. Hence it has exactly
order ps.
(3) Finally, note that ips(a) 2 As for every a 2 As and 0  i<pr−s because
’sips=ips’s. The last assertion is clear from the denitions of ~D
(q)
(0) and ~D
(s+q)
()jAs.
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Now return to the case where a pr;O-action on X =SpecA is given. Set G= pr;O
and let Gs be the subgroup scheme of G dened by the equation tp
s
= 1, where
0  s  r − 1. Hence there are the following inclusion relations:
(0) = G0G1   Gr−1Gr = G:
When  :G  X ! X is an action on X = SpecA over O, we denote by s :Gs 
X ! X the action induced by restricting G to Gs. The O-algebra homomorphism
A! A⊗O O[t]=(tps − 1) associated with s is denoted by (s), which is written as
(s) = (s)0 + 1(s)t +   + (s)ps−1tps−1:
For a primitive prth root  of unity, we set s = p
r−s
which is a primitive psth root
of unity. As in (2.2), we set
’s = (s)0 + (s)1s +   + (s)ps−1ps−1s :
Hence = (r); i = (r)i ; = r and ’= ’(r).
Lemma 2.9. The following assertions hold:
(1) i(s) =
P
ki(ps)
0kp r−1
k for 0  i  ps − 1 (cf: Lemma 2:5(1)).
(2) ’s = ’p
r−s
and ~D
(t)
(’s) = ~D
(t)
(’) for 0  t < s (cf: Lemma 2:5(3)).
Proof. (1) By the denition of s, the associated O-algebra homomorphism (s) is
obtained from the formula
= 0 + 1t +   + p r−1tp r−1
considered with the relation tp
s
= 1 instead of the relation tp
r
= 1. This entails the
formula in (1).
(2) Straightforward.
Denition 2.10. With the above circumstances, we call the O-subalgebra As := fa 2
A j (s)(a)=ag of A the invariant subalgebra with respect to the Gs-action s. Suppose
that A is an integral domain. The G-action  on X = SpecA is called eective if the
following equivalent conditions are satised:
(1) As+1 is a proper subalgebra of As for every 0  s< r.
(2) Q(As)=Q(As+1) is a eld extension of degree p.
(3) Q(A)=Q(Ar) is a eld extension of degree ps.
Lemma 2.11. Suppose that G acts eectively on X = SpecA and A is an integral
domain. Then the relation in Lemma 2:4
~D
(s)
( ~D
(s) − 1)( ~D(s) − 2)    ( ~D(s) − (p− 1)) = 0 (2.11)
is a minimal equation for ~D
(s)
where 0  s< r.
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Proof. Consider rst the action 1 of G1 on X . By Lemma 2.9, ~D
(0)
= ~D
(0)
(’1). Since
G1 =p;O and A 6= A1, 1 is a nontrivial action of p;O. By [3, Lemma 2:4], we know
that Eq. (2:11) with s= 0 is a minimal equation.
For 0  s< r, note that ~D(s) satises Eq. (2:11) by Theorem 2.4. We shall show
that this is a minimal equation. By Lemma 2.8, the restriction of  onto As denes a
pr−s ;O-action, say 0, and ~D
(0)
(0) = ~D
(s)
. Since the action  on X is eective, the
action 0 : pr−s ;O  Xs ! Xs induced by 0 is also eective, where Xs := SpecAs.
Indeed, the invarinat subalgebra of As by this action of pr−s ;O is Ar and Q(As)=Q(Ar)
is a eld extension of degree pr−s. Hence, by the previous argument, the equation
~D
(0)
(0)( ~D
(0)
(0)− 1)    ( ~D(0)(0)− (p− 1)) = 0
is a minimal equation of ~D
(0)
(0). Since this equation is obtained by restricting ~D
(s)
onto As, Eq. (2:11) is a minimal equation for ~D
(s)
.
Now, we consider the reduction modulo the maximal ideal m of O of an action  :
pr;O  X ! X , where X = SpecA and A is an integral domain. We write X = X ⊗ k;
A= A⊗ k and = ⊗ k. Then, together with the notations of the previous section, we
have ds = ~D
(s) ⊗ k for 0  s< r. Dene a k-subalgebra As (0<s  r) of A by
As := f a 2 A jdt( a) = 0 for 0  t < sg:
We set A0 = A.
Lemma 2.12. The following assertions hold true:
(1) As = As ⊗ k for 0  s  r.
(2) Suppose that A is normal. Then As is normal as well.
Proof. (1) Let  be a uniformisant of O. Note that As (resp. As) is the invariant subring
of A (resp. A) with respect to the Gs-action on X (resp. Gs ⊗ k = ps; k -action on X )
induced by the action  (resp. ). Hence it suces to show the assertion in the case
s= r. Then Ar = fa 2 A j 0(a) = ag and Ar = f a 2 A j 0( a) = ag, where the k-algebra
homomorphism  : A! A⊗k k[t]=(tp r − 1) associated with  is given as
= 0 + 1t +   + p r−1tp r−1; where i = ⊗ k:
We claim rst that A=Ar is a torsion-free O-module. In fact, if a 2 Ar for a 2 A
then ~D
(t)
(a) =  ~D
(t)
(a) = 0 for 0  t < r. Since A is an integral domain, we have
~D
(t)
(a) = 0 for 0  t < r. Hence a 2 Ar . This implies that Ar ⊗ k is a k-subalgebra
of A = A ⊗ k. Furthermore, dt( a)  ~D(t)(a) (modmA) = 0 for a 2 As and 0  t < r,
where a=a (modmA). Namely, the natural homomorphism Ar⊗ k ! ( Ar) is injective.
Conversely, suppose that a 2 ( A)r . Write 0(a) − a = a1. Since 20 = 0, we have
20(a)−0(a)=0(a1)=0. Hence 0(a1)=0. Then 0(a+a1)=a+a1. This implies
that a+ a1 2 Ar and a  a+ a1 (mod A) 2 Ar ⊗ k. So, the natural homomorphism
Ar ⊗ k ! ( Ar) is an isomorphism.
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(2) Note that As is the invariant subring of A with respect to the induced Gs⊗k-action
on X . The assertion follows from the next auxiliary result.
Sublemma. Let  :pr; k  SpecB ! SpecB be an action of pr; k on an integral
k-scheme SpecB and let = 0 + 1t +   + p r−1tp r−1 be the associated k-algebra
homomorphism. Let Br be the invariant subalgebra of B. Then we have:
(1) Set Bp
r
:= fbp r j b 2 Bg. Then Bpr is a k-subalgebra of B contained in Br .
(2) The pr; k -action  extends naturally onto a pr; k -action on SpecQ(B), and
Q(B)r = Q(Br).
(3) Br = B \ Q(B)r .
(4) If B is integrally closed then so is Br .
Proof. (1) It is clear that Bp
r
is a k-subalgebra of B. Meanwhile, for b 2 B, we have
(bp
r
) = ((b))p
r
= (0(b) + 1(b)t +   + p r−1(b)tp r−1)p r
= 0(b)p
r
+ 1(b)p
r
tp
r
+   + p r−1(b)p r (tp r−1)p r
= 0(b)p
r
+ 1(b)p
r
+   + p r−1(b)p r
= (0(b) + 1(b) +   + p r−1(b))p r
= bp
r
:
Hence bp
r 2 Br . We have therefore Bpr Br .
(2) For an element = b1=b2 of Q(B) with b1; b2 2 B, dene
(b1=b2) = (b1b
p r−1
2 =b
p r
2 ) = (b1b
p r−1
2 )=b
p r
2 :
It is then easy to show that the denition is well dened. Namely, it is independent of
the way of writing  as a fraction b1=b2. So the pr; k -action  on SpecB extends to
a pr; k -action on SpecQ(B). Clearly Q(Br)Q(B)r . Conversely, suppose = b1=b2 2
Q(B)r . Then we have (b1=b2)=(b1b
p r−1
2 )=b
p r−1
2 =b1=b2. Hence (b1b
p r−1
2 )=b1b
p r−1
2 .
Then b1b
p r−1
2 ; b
p r
2 2 Br and = b1bp
r−1
2 =b
p r
2 2 Q(Br). So, Q(Br) = Q(B)r .
Conditions (3) and (4) are clear.
Now dene a commutative O-algebra U by
U= O[T1; : : : ; Tr]=I;
where I is an ideal generated by the elements
Ts(Ts − 1)(Ts − 2)    (Ts − (p− 1)); 1  s  r :
Suppose that pr;O acts on X = SpecA. Then there is an O-algebra homomorphism
 :U ! EndO(A) dened by (Ts) = ~D(s), where EndO(A) is the O-algebra consisting
of the O-linear endomorphisms of A. Let E be the image of U by . For elements a; b
of A, we dene an O-subalgebra Aa;b of A by
Aa;b = O[(a); (b) j 2 E]:
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We set
~i =
1
i0!
   1
ir−1!
r−1Y
s=1
0
@ is−1Y
j=0
( ~D
(s) − j)
1
A ;
where i = i0 + i1p +    + ir−1pr−1 is the p-adic expansion of i. It is an element of
E (cf. (1.6)). Then we have the following result.
Lemma 2.13. With the above notations and assumptions; we have
~D
(s)
(ab)− a ~D(s)(b)− b ~D(s)(a)−
ps−1X
i=1
~i(a) ~ps−1(b) 2 mAa;b;
where a; b 2 A and m is the maximal ideal of O.
Proof. Let  :A ! A[t; t−1] be the O-algebra homomorphism associated with the
pr;O-action  on X . In the expression of  in (2.1), replace t by  + 1 to obtain
the expression
=
p r−1X
i=0
ii;
where ( + 1)p
r
= 1 and the i are the O-linear endomorphisms of A. In particular,
0 = 1. The set fi j 0  i<prg is a locally nite higher derivation of A (cf. the
remark after the proof of Lemma 1.3.) It is clear that the endomorphisms i determine
the endomorphisms i and vice versa. We know that the endomorphisms i determine
the O-linear endomorphisms ~D
(s)
and vice versa (cf. the proof of Lemma 2:4(2)). Fur-
thermore, the reductions of ~D
(s)
and ps modulo the maximal ideal m are, respectively,
the k-linear endomorphisms ds and i of A⊗ k. Hence we have the following relation
for 0  s< r:
~D
(s)
(a)− ps(a) 2 mAa;b; ~D(s)(b)− ps(b) 2 mAa;b (2.12)
Meanwhile, the relation (ab) = (a)(b) is written as
0(ab) + 1(ab)+   + ps(ab)ps +   + pr−1(ab)p r−1
=(0(a) + 1(a)+   + ps(a)ps +   + pr−1(a)p r−1)
(0(b) + 1(b)+   + ps(b)ps +   + pr−1(b)p r−1):
Since ( + 1)p
r
= 1, it follows that j with j  pr is a linear combination of
1; ; 2; : : : ; p
r−1 with coecients in pZ. Comparison of the coecients of p
s
-terms
in the above equality yields
ps(ab)− aps(b)− bps(a)−
ps−1X
i=1
i(a)ps−i(b)
2 pZ[k(a)‘(b) j k + ‘  pr]: (2.13)
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Since i ⊗ k = i and ~D(s) ⊗ k = ps , relation (1.6) and the denition of ~i yield the
following relations for 0  i<pr:
i(a)− ~i(a) 2 mAa;b; i(b)− ~i(b) 2 mAa;b: (2.14)
The stated relation then follows from (2.12), (2.13) and (2.14).
Let  :G  X ! X be an action of G=pr;O on X =SpecA. In view of Lemma 2.7,
the xed point locus F of the G-action is a closed O-subscheme of X dened by the
ideal I of A that is generated by the elements i(a) for all a 2 A and 0<i<pr (cf.
[3, 2:11]). Hence the ideal I is also generated by the elements ~D
(s)
(a) for 0  s< r
and a 2 A. With respect to the induced action  : G X ! X of G=pr; k on X=X⊗k,
the xed point locus F in X = SpecA ⊗ k is dened by the ideal I that is generated
by the elements ( a) for all a 2 A and 0<i<pr . Hence the ideal I , which is also
generated by the elements ps( a) for all a 2 A and 0  s< r, is equal to I ⊗ k. Hence
we have the following:
Lemma 2.14. With the above notations; we have F = F ⊗ k. Furthermore; the xed
point locus of the induced Z=prZ-action on XK=SpecA⊗OK is given as FK :=F⊗OK .
Proof. The induced Z=prZ-action on XK is given via the O-algebra automorphism ’
of A and the xed point locus FK is dened by the ideal ~I generated by ’(b)− b for
all b 2 AK . In view of Lemma 2.2, one can readily show that ~I = I ⊗ K . In fact, for
a 2 A, we have
’(a)− a= 1(a)(− 1) +   + p r−1(a)(p r−1 − 1) 2 I:
Hence ~I  I ⊗ K . Conversely, for a 2 A and 0<i<pr , we have by (2.3)
i(a) =
1
pr
p r−1X
j=0
−ij’j(a)− 1
pr
p r−1X
j=0
−ija
=
1
pr
p r−1X
j=0
−ij
( j−1X
‘=0
(’(’‘(a))− ’‘(a))
)
2 ~I :
Hence I ⊗ K  ~I .
4. p r; k -action on the ane space
Let k be an algebraically closed eld of positive characteristic p and let A =
k[x1; : : : ; xn] be a polynomial ring in n variables. We say that a pr; k -action  on
X = An = Spec A is linear if it acts on An via the general linear group GL(n; k).
It is linearizable if there exists a k-automorphism  of An such that the conjugate
−1    (1p r ; k  ) of  is linear. If  is the k-automorphism of A associated with
, the k-linear operators   i  −1 are associated with −1    (1p r ; k  ), where
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the i are associated with  (see Section 1). We call a collection f ps j 0  s< rg a
high rank derivation associated with . We call r its rank.
Lemma 3.1. Let  be a pr; k -action on An and let f ps j 0  s< rg be the associated
high rank derivation. Then the following assertions hold:
(1) The action  is linear if and only if ps(xj) 2 k x1+  +k xn for every 1  j  n
and every 0  s< r.
(2) The action  is linearizable if and only if there exists a change of variables
(x1; : : : ; xn) 7! (y1; : : : ; yn) such that
ps(yj) = njsyj; 0  s< r; 1  j  n: (3.1)
Condition (3:1) is equivalent to the condition
(yj) = yjtnj ; 1  j  n;
where nj = nj0 + nj1p+   + nj;r−1pr−1 is the p-adic expansion of nj.
Proof. (1) It is clear by denition that  is linear if and only if j(xj) 2 k x1+  +k xn
for 0  j  pr − 1 and 1  j  n. This condition is equivalent to a condition that
ps(xj) 2 k x1 +   + k xn for 1  j  n and 0  s< r (cf. Eq. (1.3) and Lemma 1:4).
(2) To prove the \if" part, let  be a k-automorphism of A such that (yj) = xj.
Since ps(yj) = njsyj for 1  j  n, it follows, in view of (1.6), that
i(yj) =
1
i0!
1
i1!
   1
ir−1!
r−1Y
s=0
 
is−1Y
‘=0
(njs − ‘)
!
yj =

nj0
i0

  

nj;r−1
ir−1

yj:
Hence,
(yj) =
p r−1X
i=0
i(yj) i =
p r−1X
i=0

nj0
i0

  

nj;r−1
ir−1

yj i = yj(1 + )nj = yj t
nj ;
where i= i0+ i1p+   + ir−1pr−1 is the p-adic expansion. Since   ps −1(xj)=njsxj,
a similar computation yields    −1(xj)=xj tnj for 1  j  n. Hence  is linearizable.
We shall prove the \only if" part. Replacing  by     −1, we may assume that  is
linear. Then the i are k-linear endomorphisms of the k-vector space k x1 +   + k xn.
Since 
2
i = i and the i are mutually commutative, they correspond to simultaneously
diagonalizable matrices. By replacing  further by its conjugate      −1, we may
assume that the i are already diagonalized. If one makes use of the relations 1 A= 0+
1+  + p r−1; i j= j i=0 for i 6= j and 2i = i, one obtains readily that (xj)=xj tnj
for 0  nj <pr . By replacing t by 1+ , one can easily show that ps(xj) = njsxj for
0  s< r, where nj = nj0 + nj1p+   + nj;r−1pr−1 is the p-adic expansion.
A pr; k -action  :pr; k  Ank ! Ank is called liftable if there exist a pr-good DVR
(O;m) with O=m = k and a pr;O-action  :pr;O  AnO ! AnO such that  =  ⊗O k.
We call  the reduction of .
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Theorem 3.2. Let  :pr; k  Ank ! Ank be an action. Then the following assertions
hold true:
(1) If  is liftable then the action ()    ()−1 is also liftable for every  2
AutO(AnO); where  : AutO(A
n
O)! Autk(Ank) is the canonical reduction homomorphism.
(2) If  is linear then  is liftable. If n= 2; a linearizable action  is liftable.
Proof. (1) Let ’ be an automorphism of A=O[x1; : : : ; xn] such that ’p
r
=1A and that
’ induces a pr;O-action  on AnO which lifts the given pr; k -action  on A
n
k . Then
 ’  −1 denes a pr;O-action on AnO lifting the pr; k -action on Ank which is dened
by ()    ()−1.
(2) After a linear transformation of the coordinates x1; : : : ; xn on Ank=Spec k[x1; : : : ; xn],
we may assume that (xj) = xj t
nj for 1  j  n. Dene a pr;O-action  on
AnO = SpecO[x1; : : : ; xn] by (xj) = xjt
nj for 1  j  n. Then the reduction of  is
the given pr; k -action . The assertion on the liftability of a linearizable pr; k -action
on A2k follows from assertion (1) because  : AutO(A
2
O)! Autk(A2k) is surjective (cf.
[3, Lemma 3:2]).
Let  :pr; k  Ank ! Ank be an action and let f ps ; 0  s< rg be the associated
high rank derivation. Then the xed point locus F is dened by the ideal I which is
generated by the elements ps( a) for all 0  s< r and a 2 A= k[x1; : : : ; xn]. In view
of Lemma 1.2(3), (1.4) and (1.5), the ideal I is generated by the elements ps(xi)
for all 0  s< r and 1  i  n. If the rank r is 1, the action  is determined by a
k-derivation 1 on A which is written as
1 = f1
@
@x1
+ f2
@
@x2
+   + fn @@xn ;
where f1; : : : ; fn 2 A. Hence the xed point locus F is a closed set of Ank dened by
f1 = f2 =    = fn = 0. In the case of higher rank, the locus F is much involved. In
this case, we consider a sequence of subgroup schemes
(0) = G0 G1    Gr−1 Gr = G;
where Gi = pi; k and the actions i : Gi  Ank ! Ank which is the restriction of  on
Gi  Ank . Then the actions i are liftable if the action  is liftable. Let Fi be the xed
point locus of the action i. Then we have the following inclusion relations:
F = Fr  Fr−1    F1 F0 = Ank :
As in [3, Theorem 3.6], we have a liftability criterion of the action  in terms of the
connectedness of the xed point locus F . Namely we have the following result.
Theorem 3.3. Let the notations and assumptions be the same as above. Let p=n=2.
Assume that F1 has dimension 0 and that F is not connected. Then the action
 :pr; k  Ank ! Ank is not liftable.
Proof. By [3, Theorem 3.6], the xed point locus F1 would consist of a single point if
the action 1 were liftable. But the hypothesis implies that F1 is not connected. Hence
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1 is not liftable. (The proof of [3, Theorem 3.6] is eective only in the case p = 2
and the result is not completely veried in the case p> 2.) So, the action  is not
liftable.
Finally, we state the following two conjectures.
Conjecture 3.4. Let  :pr; k  Ank ! Ank be an action. Then  is linearlizable if and
only if it is liftable.
Conjecture 3.5. Let  :pr;O  AnO ! AnO be an action dened over a pr-good DVR
O. Then the xed point locus F is smooth over O.
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