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Résumé
Les algorithmes de type fouille d’arbre Monte-Carlo et
UCT (upper confidence tree) ont révolutionné le jeu
de Go par ordinateur depuis 2006/2007. Quelques ap-
plications, encore rares, ont montré la généralité de ces
approches, en particulier quand l’espace d’actions est
trop grand pour les autres techniques, et quand l’état
est complètement observable. Dans ce papier, nous tes-
tons cette généralité, en expérimentant UCT dans un
autre jeu, le Havannah. Ce jeu est connu spécialement
difficile pour les ordinateurs. Nous montrons que cette
approche donne de bons résultats tout comme pour le
jeu de Go, même si on peut noter quelques différences
et en particulier la notion de coup décisif, inexistante
en Go.
Remarque : Une version préliminaire de ce travail a
été publiée en anglais dans la conférence ACG12.
Mots clef
UCT, Fouille d’Arbre Monte-Carlo, Havannah, coups
décisifs.
Abstract
Monte-Carlo Tree Search and Upper Confidence
Bounds provided huge improvements in computer-Go.
In this paper, we test the generality of the approach
by experimenting on another game, Havannah, which
is known for being especially difficult for computers.
We show that the same results hold, with slight diffe-
rences related to the absence of clearly known patterns
for the game of Havannah, in spite of the fact that Ha-
vannah is more related to connection games like Hex
than to territory games like Go. However, for optimal
performance in Havannah we must take care of deci-
sive moves, a notion which does not make sense in the
case of Go.
Keywords
UCT, Monte-Carlo Tree Search, Havannah, decisive
moves.
1 Introduction
Le jeu de Havannah, est un jeu de plateau à deux
joueurs inventé par Christian Freeling [20]. Ce jeu est
joué sur un plateau hexagonal, avec des cases hexago-
nales. La taille d’un plateau peut varier, mais elle est
en générale pour deux bons joueurs de 8 ou 10. Chaque
joueur joue à tour de rôle, le joueur blanc commence
(le second joueur possède donc des pierres noires). Les
règles sont simples :
– Chaque joueur joue en posant une pierre dans un
emplacement libre. S’il n’y a plus de case libre et
qu’aucun joueur n’a gagné alors il y a égalité. Ces
cas sont très rares.
– Pour gagner, un joueur doit réaliser l’une de ces trois
formes :
– Un anneau, c’est à dire une boucle autour d’une
où de plusieurs cases (les cases peuvent être oc-
cupées par des pierres blanche, noires, ou des em-
placements vides).
– Un pont, c’est à dire, une châıne continue de
pierres reliant un des six coins à un autre.
– Une fourche, c’est à dire une châıne continue,
connectée à trois côtés. Les coins sont considérés
comme n’appartenant à aucun côté.
Ces trois formes de victoire sont présentées en Figure
1.
Sur une grande taille de plateau, les meilleurs pro-
grammes de Havannah ont un niveau très faible par
rapport aux joueurs humains. En 2002, Christian Free-
ling a offert un prix de 1000 euros, valable jusqu’en
2012, pour le premier programme qui serait capable
de le battre au moins une partie sur une série de dix
matchs.
Le jeu de Havannah peut être vu comme étant à la
frontière entre le Go et le Hex. C’est un jeu entièrement
observable, impliquant des connexions ; le concept de
boucle se rapproche plus du jeu de Go, cela pouvant
être vu comme le concept des yeux ou de capture
dans ce jeu. Le jeu de Go a longtemps été le princi-
pal défi pour les intelligences artificielles dans les jeux,
car c’est un jeu très populaire, notamment dans l’en-
semble des pays asiatiques. Toutefois, on ne peut plus
dire que les programmes aient un niveau débutant.
Depuis les premiers programmes implémentant les
approches MCTS/UCT [6, 9, 14], de nombreuses
améliorations sont apparues, comme “First-Play Ur-
gency” [19], “RAVE” [4, 12], motifs et “progressive wi-
dening” [10, 7], qui sont meilleurs que le terme d’explo-
ration de la formule UCB (Upper confidence Bounds),
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Fig. 1 – Trois parties finies : en haut à gauche, un
anneau (une boucle faite par noir), en haut à droite,
un pont, qui relie deux côtés, réalisé par blanc, et enfin,
en bas, une fourche, qui relie trois côtés pour le joueur
noir.
parallélisation à grande échelle [11, 8, 5, 13], construc-
tion automatique de bibliothèques d’ouvertures [2].
Grâce à l’ensemble de ces améliorations, le programme
MoGo a déjà gagné des parties de Go en taille 9x9
contre un joueur professionnel (Amsterdam, 2007 ; Pa-
ris, 2008 ; Taiwan 2009), mais a également récemment
gagné contre un joueur professionnel, Li-Chen Chien
(Tainan, 2009), en taille 19x19, avec un handicap de
6 pierres, ainsi que contre Zhou Junxun, un joueur
9P “top pro” (ayant gagné un des tournois majeurs
de Go), gagnant de la coupe LG 2007 (Tainan, 2009),
avec un handicap de 7 pierres.
Les caractéristiques suivantes font que le jeu de Ha-
vannah est un jeu très difficile pour les ordinateurs,
au même titre que le jeu de Go :
– peu de patterns sont connus pour le jeu de Havan-
nah ;
– aucune fonction d’évaluation naturelle ;
– aucune règle permettant un élagage de l’ensemble
des coups possibles ;
– un grand espace d’actions (271 pour le premier
coups d’un plateau de taille 10).
L’avantage du jeu de Havannah, tout comme le jeu de
Go (à l’exception de quelques cas pathologiques) est
que les simulations ont une taille limitée par la taille
du plateau.
Le but de ce papier est de s’intéresser à la généralité de
cette approche en la testant pour le jeu de Havannah.
Pour l’ensemble du papier, nous définisssons la nota-
tion x ± y comme étant un résultat de moyenne x, et
un intervalle de confiance de 95% [x− y, x + y] (i.e. y
est deux écarts types).
2 UCT
“Upper confidence Trees” est un cas particulier d’algo-
rithme MCTS, et est le choix le plus naturel avant op-
timisations spécifiques du problème ; c’est donc UCT
que l’on présentera ici comme version de base. Le prin-
cipe de base est comme suit. Tant qu’il reste du temps
pour jouer, l’algorithme effectue une simulation dans
l’arbre UCT, jusqu’à une feuille de cet arbre ; puis
poursuit la simulation depuis une feuille de l’arbre
UCT jusqu’à une fin de partie. Ces simulations sont
des parties complètes, de la racine de l’arbre jusqu’à ce
que la partie soit terminée, et il convient de spécifier
quatre choses :
– Quel coup sera finalement joué, quand le temps dis-
ponible est écoulé (il ne s’agit plus de simuler des
coups, mais de choisir le coup réellement joué).
Une heuristique fiable consiste à jouer le coup ayant
conduit au plus grand nombre (et non au plus grand
taux) de victoires ; c’est la solution ici retenue.
– Comment sont jouées les simulations dans l’arbre.
Lorsque l’on est dans une situation s qui est
déjà dans l’arbre UCT, alors les différents choix
dépendent des statistiques suivantes : nombre de
victoires et nombre de défaites pour les parties
précédentes, pour chaque coups légaux de la situa-
tion s. Une formule choisissant un coup dépendant
des statistiques est appelée “une formule de ban-
dit” ; la formule de bandit classique UCT sera
détaillée dans la section suivante.
– Comment sont jouées les simulations en dehors de
l’arbre. Dans la version la plus basique, pour ce qui
est des simulations en dehors de l’arbre, un joueur
aléatoire, lorsqu’une situation s qui n’est pas dans
l’arbre apparait, joue simplement des coups au ha-
sard et uniformément parmi les coups légaux de
la situation s ; nous n’avons pas implémenté autre
chose de plus sophistiqué (à part les coups décisifs
évoqués plus bas).
– Enfin, comment l’arbre UCT grandit. Après chaque
simulation, la première situation d’une partie si-
mulée qui n’était pas encore en mémoire est ar-
chivée, et toutes les statistiques concernant le
nombre de victoires et de défaites sont mis à jour
dans chaque situation en mémoire qui a été traversée
par la simulation.
Formule de bandit
La formule de bandit la plus classique est UCB (Up-
per Confidence Bounds [15, 3]). Les méthodes de type
fouille d’arbre Monte-Carlo basées sur UCB sont ap-
pelées UCT. L’idée est de calculer un score d’explo-
ration/exploitation pour chaque coup légal dans une
situation s pour choisir quel coup doit être simulé ; le
coup avec le score le plus grand sera choisi.
Le score d’exploration/exploitation d’un coup d est
typiquement la somme du taux de succès empirique
score(d) du coup d, et d’un terme d’exploration qui
est plus élevé pour les coups les moins explorés. UCB





avec n le nombre de simulations pour le coup d, δ
étant en général choisi linéairement en fonction du
nombre m de simulations pour la situation s. Pour
notre implémentation, avec un joueur aléatoire uni-
forme, la formule a empiriquement été fixée à :
explorationHoeffding =
√
0.25 log(2 + m)/n. (1)
[1, 17] a montré que l’utilisation de la borne de Bern-
stein à la place de la borne de Hoeffding pouvait être




score(d)(1 − score(d))2 log(3/δ)/n + 3 log(3/δ)/n (2)
Ce terme est plus petit pour les coups avec une va-
riance faible, et ceci quel que soit score(d).
Après le paramètrage empirique de l’équation de
Hoeffding (Eq. 1), nous avons testé la formule de Bern-
stein suivante (avec p = score(d)) :
explorationBernstein =
√
4Kp(1 − p) log(2 + m)/n + 3
√
2K log(2 + m)/n. (3)
A l’exception du “2+”, qui est ajouté pour éviter les
cas spéciaux pour 0, il s’agit de la formule de Bernstein
pour δ linéaire en fonction de m.
Nous avons testé différentes valeurs de K. La première
valeur 0.25 correspond à la borne de Hoeffding excepté
que le second terme est ajouté.
K Score contre la formule de Hoeffding Eq. 1
0.250 0.503 ± 0.011
0.100 0.578 ± 0.010
0.030 0.646 ± 0.005
0.010 0.652 ± 0.006
0.001 0.582 ± 0.012
0.000 0.439 ± 0.015
Ces expériences ont été faites avec 1000 simulations
par coup, sur un plateau de taille 5. Nous avons essayé
des valeurs pour la constante K inférieures à 0.01 mais
nous n’avons obtenu aucun bon résultat.
Passage à l’échelle d’UCT
En général pour l’algorithme UCT, plus le nombre de
simulations est grand, meilleurs sont les résultats. Ty-
piquement, le taux de victoires avec 2z simulations
contre UCT avec z simulations est de 63% dans le cas
du jeu de Go [11].
Dans le cas du Havannah, avec un joueur aléatoire
uniforme (c’est à dire que le joueur joue uniformément
parmi les coups légaux) et la formule de bandit définie
à l’équation 1, nous obtenons les résultats suivant pour
UCT paramétré comme précédemment (K = 0.25) :
Nombre de simulations Taux de
des deux joueurs succès
250 vs 125 0.75 ± 0.02
500 vs 250 0.84 ± 0.02
1000 vs 500 0.72 ± 0.03
2000 vs 1000 0.75 ± 0.02
4000 vs 2000 0.74 ± 0.05
Ces expériences ont été faites sur un plateau de taille
8.
3 Guider l’exploration
Les algorithmes de type UCT sont bons dans le com-
promis entre exploration et exploitation. Toutefois,
ils ne fournissent aucune information sur les coups
non explorés, et sur comment choisir parmi ces coups
(le terme d’exploration est le même pour tous les
coups non explorés, et le terme d’exploitation n’est pas
défini) ; et que peu d’information pour les coups fai-
blement explorés. Différentes astuces ont été proposées
autour de cette idée : First Play Urgency, Progressive
widening, et Rapid Action Value Estimates (RAVE,
estimateur rapide de valeurs d’actions).
3.1 Progressive widening/unpruning
Avec le progressive widening [10, 7, 18], nous débutons
par classer les coups légaux d’une situation s selon une
heuristique : les coups sont renommés 1, 2, . . ., n, avec
i < j si le coup i est préféré au coup j pour cette
heuristique. Donc, à la m-ième simulation d’un noeud,
tous les coups avec un index plus grand que f(m) ont
un score −∞ (c’est à dire qu’ils sont écartés), avec
f(m) une application croissante de N dans N.
Il a été montré dans [18] que cette amélioration fonc-
tionne également avec un classement aléatoire, avec
e.g. f(m) = ⌊Km1/4⌋ pour une certaine constante
K. Dans [10] il a été montré que f(m) = ⌊Km1/3.4⌋
pour un certain K fonctionne bien dans le cadre du
Go, avec une heuristique basée sur les patterns. L’al-
gorithme proposé dans [7] et qui est maintenant uti-
lisé dans MoGo, est légèrement différent : un terme
d’exploration dépendant d’une heuristique basée sur
les patterns et qui décroit logarithmiquement avec le
nombre de simulations de ce coup est ajouté au score ;
pour le coup d dans la situation s,
nouveauScore(d, s) = score(d, s)+H(d, s)/ log(2+m),
avec comme précédemment n le nombre de simulations
incluant le coup d à la situation s. Dans le cas du
Havannah, nous n’avons aucune heuristique de cette
sorte. Nous avons décidé d’utiliser le progessive wide-
ning sans heuristique (avec un classement aléatoire),
comme il a été montré dans [18] qu’une amélioration
est possible même sans heuristique. L’idée d’utiliser
le progressive widening sans heuristique est un peu
contre intuitive. Toutefois considérons le cas suivant.
Considérons un noeud d’un arbre qui est exploré 50
fois seulement (ceci arrive certainement pour certains
noeuds de l’arbre). S’il y a 50 coups légaux à par-
tir de ce noeud, alors les 50 simulations vont être
réparties pour l’ensemble des 50 coups légaux (une
simulation par coup légal) dans le cas où le progres-
sive widening n’est pas utilisé. Dans le cas contraire,
le progressive widening va essayer quelques coups, par
exemple 4 coups, et beaucoup plus essayer le meilleur
de ces 4 coups - ceci est certainement meilleur que de
prendre la moyenne de tous les coups comme fonction
d’évaluation. Nous avons expérimenté ceci avec 500
simulations par coup pour un plateau de taille 5, et
différentes valeurs pour les constantes P et Q pour le
progressive widening f(m) = Q⌊mP ⌋ :
Q, P Taux de succès contre
UCT sans progressive widening
1, 0.7 0,496986 ± 0,014942
1, 0.8 0.51 ± 0,0235833
1, 0.9 0.50 ± 0,0145172
4, 0.4 0,500454 ± 0,0134803
4, 0.7 0.49 ± 0,0181818
4, 0.9 0,485101 ± 0,0172619
Ces expériences ont été faites avec le terme d’explora-
tion donné par l’équation 1. Nous avons testé d’autres
paramètres pour P et Q sans obtenir d’amélioration
significative. Peut-être que des améliorations sont pos-
sibles en paramétrant la formule de Hoeffding et la
formule de progressive widening.
3.2 Estimateur rapide de valeur d’ac-
tion
Pour le cas du Go, [4, 12] proposent de moyenner le
score avec un estimateur à base de permutation. Cet
estimateur à base de permutation est appelé “RA-
VE” pour “rapid action-value estimate”. Précisément,
le score pour un coup d dans une situation s simulée
n fois devient :
nouveauScore(d, s) =
(1 − α(n))score(d, s) + α(n)rave(d, s) + exploration
avec
– score(d, s) le ratio des simulations gagnées avec la
situation s et le coup d dans s, rave(d, s) est la pro-
portion de parties gagnées parmi les parties conte-
nant le coup d après la situation s.
– α(n) → 0 quand n → ∞, alors que α(n) est proche
1 pour n petit, donc les valeurs de l’heuristique rave
sont utilisés initialement, s sont eventuellement rem-
placées par les valeurs “réelles”.
La différence entre score(d, s) et rave(d, s) est que
la proportion de parties gagnées dans rave() est cal-
culée parmi toutes les situations contenant d comme
coup après la situation s et pas seulement dans toutes
les simulations avec d comme coup à la situation
s. Dans le jeu de Go, les valeurs RAVE apportent
une grande amélioration. Toutefois, cela implique une
implémentation compliquée à cause du phénomène des
captures et re-captures. Dans le cas du jeu de Havan-
nah, ce problème n’existe pas, et nous allons voir que
les résultats sont très bons. Nous avons utilisé cette
formule :




K log(2 + m)/n.
R a été empiriquement fixé à 50 (sur les parties avec
une taille de plateau de 5 avec 1000 simulations par
coup) ; intuitivement R est le nombre de simulations
à effectuer avant que le poids des valeurs “RAVE”
(rave(d, s)) soit égal au poids des valeurs “réelles”
(score(d, s)). Tous les résultats suivants sont effectués
avec le terme d’exploration donné par l’Eq. 1.
Taille 5 R=50, K=0.25, taille 5, 47.26%
1000 simulations/coup ± 4.0 %
R=50, K=0.05, taille 5, 60.46% %
1000 simulations/coup ± 2.9 %
R=50, K=0, taille 5, 95.33%
1000 simulations/coup ± 0.01 %
Taille 8 R=50, K=0, taille 8, 100%
1000 simulations/coup on 1347 runs
K = 0 est la meilleure constante. Ceci a également été
constaté dans [16] pour le jeu de Go. Nous avons en-
suite testé avec un nombre de simulations plus impor-
tant, 30 000 simulations par coup. Malheureusement
mais en accord avec [16], nous devons modifier les co-
efficients pour avoir des résultats positifs, alors que le
paramètrage d’UCT semble être plus indépendant du
nombre de simulations par coup.
R=50, K=0 0.53 ± 0.02
R=50, K=0.25 0.47 ± 0.04
R=50, K=0.05 0.60 ± 0.02
R=50, K=0.02 0.60 ± 0.03
R=5, K=0.02 0.61 ± 0.06
R=20, K=0.02 0.66 ± 0.03
Tous ces résultats correspondent à une taille de pla-
teau de 5, et 30 000 simulations par coup. La première
ligne correspond à la configuration empirique choi-
sie pour 1000 simulations par coup ; ces résultats
sont décevants, nous ne sommes qu’à peine meilleur
qu’UCT avec 30 000 simulations par coup. La se-
conde ligne utilise la même constante d’exploration
que UCT, mais il semble que cela soit trop. Puis, pour
les lignes suivantes, en utilisant un terme d’explora-
tion plus faible ainsi que des valeurs de R également
plus faibles, nous avons de bons résultats. [16] re-
marque que, avec un grand nombre de simulations,
K = 0 est le meilleur choix, mais un bonus d’explo-
ration dépendant de motifs locaux était utilisé à la
place.
Essayons de synthétiser nos résultats pour de grands
nombres de simulations. Dans ce contexte, RAVE n’est
pas aussi efficace que pour de petits nombres de si-
mulations (en comparaison avec UCT - il reste tou-
tefois significativement meilleur, mais de peu). Peut-
être qu’un meilleur paramétrage pourrait donner de
meilleurs résultats. Les principales faiblesses de RAVE
sont ainsi selon nous :
– un paramètrage spécifique est nécessaire pour
différents nombres de simulations
– les résultats pour de grands nombres de simulations
sont moins impressionnants (mais significatifs).
D’un autre côté, l’efficacité de RAVE augmente avec la
taille de l’espace d’actions - ceci est prometteur pour
l’application de RAVE pour les grands espaces d’ac-
tions (par exemple, une taille de plateau de 10).
4 Parties contre Havannah-
Applet
Nous avons testé notre programme contre “Havannah-
Applet” http://dfa.imn.htwk-leipzig.de/
havannah/, recommandé par l’association Mind-
Sports. L’applet joue en 30 secondes pour chacun de
ses coups, mais nous avons choisi de restreindre notre
programme à 8 secondes par coup pour la première
partie et 2.5 secondes par coup pour la seconde. Dans
les deux cas, notre programme, basé sur RAVE, sans
terme d’exploration, pas de progressive widening, était
noir (les blancs commencent et ont par conséquent un
avantage). La première partie (jouée avec 8 secondes
par coup pour notre programme, contre 30 secondes
pour l’adversaire) est présentée en Fig. 2. Le taux de
succès est en dessous de 50% au début du jeu (car
l’adversaire jouant en premier a un avantage initial).
Il augmente ensuite régulièrement jusqu’à la fin de
partie. La seconde partie est présentée en Fig. 3, avec
seulement 7000 simulations par coup. Encore une fois,
et pour la même raison, le taux de succès est inférieur
de 50% au début du jeu. Là encore, le taux de succès
augmente régulièrement jusqu’à la fin de partie.
5 Coups décisifs : différences
avec le jeu de Go
Au jeu de Go, il n’existe pas de coup décisif termi-
nant la partie, puisque la victoire est évaluée sur une
question de territoire. Au Havannah par contre, la par-
tie s’arrête lorsque l’on pose la pierre qui termine un
anneau, un pont ou une fourche. On peut donc très
facilement modifier UCT pour que :
– Lorsqu’un coup décisif est possible pour le joueur au
trait, à n’importe quel moment de la simulation (que
ce soit dans l’arbre ou dans la partie Monte-Carlo),
ce coup est joué immédiatement.
– Lorsqu’un coup décisif sera accessible au joueur ad-
verse au prochain tour, on joue nécessairement de
manière à l’empêcher d’avoir ce coup décisif.
Cette modification est possible à implémenter
sans surcoût en temps de calcul (sous réserve
d’implémentation soignée) ; on obtient alors d’excel-
lents résultats, présentés en Table 1.
Conditions Score contre la version
Expérimentales sans coups décisifs
1000 simulations par coup 81.3 % ± 1.0%
20 secondes par coup 84.7 % ± 2.7%
30 secondes par coup 79.0 % ± 3.0%
Tab. 1 – Performance de la version avec coups décisifs
contre la version sans coups décisifs.
6 Discussion
Nous pouvons clairement valider pour le jeu de Ha-
vannah, quelques techniques venant des programmes
de jeu de Go, montrant la généralité de l’approche
MCTS. Essentiellement :
– L’efficacité de la formule de Bernstein face à la for-
mule de Hoeffding.
– Le taux de succès d’UCT avec 2k simulations par
coup contre UCT avec k simulations par coup
(presque 75% pour le jeu de Havannah, alors que
c’est environ 63% pour le jeu de Go [11]). Ce taux
semble indépendant de k.
– L’efficacité de l’heuristique RAVE est clairement va-
lidée. La principale force de RAVE est que l’avan-
tage augmente avec la taille de l’espace d’actions, at-
teignant 100% de victoire, estimé sur 1347 parties en
taille 8. D’un autre côté, RAVE devient moins effi-
cace, et demande un paramétrage spécifique, lorsque
le nombre de simulations par coup augmente - en
Taux de succès Taux de succès










Fig. 2 – A gauche : résultat de la première partie jouée contre Havannah-Applet en taille 5. Notre programme
gagne très rapidement, par une attaque multiple : l’adversaire blanc doit jouer W1 (sans quoi noir gagne par pont).
Alors noir peut connecter au côté en bas droit avec B1. Alors, noir a deux façons de se connecter au côté droit B2a
et B2b ; blanc ne peut bloquer que l’une des deux et noir réalise alors une fourche. Á droite : taux de succès estimé
pour chacun des joueurs ; on voit qu’Havannah-Applet ne suspectait pas cette attaque avant le dernier coup.
gardant toutefois un taux de succès de 66% dans les
cas testés.
– Progressive widening, en dépit du fait qu’il a été
montré dans [18] qu’il fait du sens même sans heu-
ristique de classement des coups, n’est pas efficace
dans notre cas. Dans le cadre du Go, il a été montré
que c’était très efficace lorsque l’implémentation
est basée sur des motifs locaux [10, 7], mais est
néanmoins semble-t-il dépassé par des combinai-
sons linéaires entre score heuristique et score façon
UCT[16].
– Notre programme peut battre Havannah-Applet fa-
cilement, alors que nous avons joué en tant que noir,
et avec un temps par coup beaucoup plus faible.
Faire d’autres expériences est difficile compte tenu
du manque d’interface permettant de faire jouer au-
tomatiquement des programmes les uns contre les
autres.
– La notion de coup décisif améliore grandement l’ef-
ficacité d’UCT (cette notion ne fait pas de sens au
jeu de Go).
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