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Abstract 
The fire dynamics of residential fires has been drastically changing in the past 50 years. Modern 
fires burn faster and produce more toxic gases due to the increased presence of synthetic 
materials and plastics in the fire environment. In order to gain a better understanding of the risks 
present in modern residential fires and the effect of modern firefighting tactics on the fire 
environment, several large scale experimental studies were undertaken. These studies aimed to 
analyze the threat of heat (radiative and convective) and toxic gases (carbon monoxide, carbon 
dioxide, and hydrogen cyanide) on occupants in the fire environments. The large-scale 
experiments also studied the influence of different firefighting ventilation and water application 
techniques. 
 The first large-scale study aimed to study vertical ventilation and transitional water 
application tactics. This study also allowed for quantification of the heat and toxic gases threat 
based on the ISO 13571 methodology. Seventeen experiments were performed at Underwriters 
Laboratories in Northbrook, IL, with nine experiments in a one-story structure and eight 
experiments in a two-story structure. Different types of fires were studied in both structure types, 
including living room fires, bedroom fires, and kitchen fires. Some of the major findings of the 
study were that toxic gases pose a much more significant threat in the one-story structure than 
does heat exposure. However, the threat from heat and toxic gases is similar in the two-story 
structure fires. Additionally, it was observed that ventilation actually resulted in rapidly 
deteriorating conditions and, if possible, firefighting crews should aim to get access to the fire 
environment with as little ventilation as possible. 
 The second large-scale study looked to study the impact of exterior and interior water 
applications on the fire environment. This study implemented an experimental setup involving 
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pig skin as a surrogate for human skin. The pig skin specimens were used to analyze the impact 
of water application on possible steam burns for trapped occupants. Additionally, a tunable diode 
laser absorption spectroscopic technique was employed to measure water vapor in the fire 
environment. Twenty-four experiments were performed in identical one-story structures with 
ignition occurring in the bedroom(s) at Underwriters Laboratories in Northbrook, IL. It was 
observed that water application resulted in spikes in skin surface temperatures. However, there 
was no significant difference observed in temperature spikes between interior and exterior 
applications. And the impact of delayed intervention resulted in much larger skin temperatures 
than the spikes observed from water application, suggesting it is best to get water on the fire as 
soon as possible. The laser diagnostic technique was successfully implemented, although the 
amount of obscuration was so large that at times signal was lost. Therefore, a three-tier 
sensitivity scheme was developed and tested at the Illinois Fire Service Institute that could 
measure water vapor over transmission ranges from 0.01-100% transmission. 
 Finally, a laser diagnostic technique was developed and tested at the Illinois Fire Service 
Institute that could measure Hydrogen Cyanide in the fire environment. The measurement 
scheme extracted gas samples from the fire environment and passed the sample through two 
filters to filter out the soot. Hydrogen cyanide absorption was measured using a tunable laser 
near 3001.5 nm, and the scheme could measure HCN at a rate of 10 Hz with a detection limit of 
3.6 ppm-m. The measurements showed that the threat from hydrogen cyanide can be equal to or 
greater than the threat of carbon monoxide poisoning, especially at greater heights in the fire 
environment where more than 1000 ppm HCN was measured during one experiment at 1.2 m 
above the floor. 
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Chapter 1: Introduction 
 
1.1. Residential Fire Environments 
 
The National Fire Protection Association estimates that there have been averages of 2,470 
civilian deaths and 12,890 civilian injuries in 357,000 fires, annually from 2009-2013 [1]. 
Additionally, homes in the United States have continued to get larger as the average area of 
homes has increased from 144 m
2
 in 1973 to 247 m
2
 in 2014 [2]. The danger of modern fires has 
also increased as newer, synthetic fuels burn much faster and lead to rapid fire spread [3]. The 
combination of larger homes and modern fuels results in a different fire environment than 
observed more than thirty years ago, and further research is needed to better understand the 
dangers posed by these environments and the effects of different tactics on influencing these 
environments.  
 
Due to the large number of residential fires, there is a large amount of data on the common 
causes of residential fires. The most common cause of residential fires is cooking, accounting for 
37% of residential fires. However, these fires were limited to minimal damage 85% of the time 
[4]. Some of the other major causes of residential fires are heating (16%), electrical malfunction 
(8%), carelessness (7%), and open flame (6%) [4]. The most common areas of origin for non-
confined fires (more serious fires) are kitchen (18%), bedrooms (12%), and living/family rooms 
(7%). 
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The dangers of residential fires is significant, as observed by the more than 2,400 civilian death 
annually. There are several different causes of civilian deaths. These causes of civilian fatalities 
include the combination of burns and smoke inhalation (i.e. indeterminate which caused death, 
47%), smoke inhalation only (37%), burns only (6%), cardiac arrest (4%), and other causes (6%) 
[5]. The locations of fire fatalities for civilians primarily occurs in bedrooms (50%), but also 
occurs in common rooms (12%), egress areas (11%), bathrooms (8%), and kitchens (7%). The 
primary activities of civilians prior to death is escaping (37%), sleeping (31%), and unable to act 
(due to incapacitation or disability, 12%). The high percentage of sleeping victims prior to death 
helps to explain the large proportion of civilian deaths occurring in bedrooms. As observed from 
the residential fire statistics, toxic gases tend to pose more of a threat than does the risk of burns. 
However, burns do still contribute and the presence of heat in combination with toxic gases can 
also affect behavior of escaping occupants.   
 
It is also important to understand that residential fires are complex environments and due to the 
large amount of variation in fire growth and the large number of variables controlling the fire, 
the fires are difficult to understand and model. However, residential fires do tend to follow a 
typical fire growth. A residential fire begins with an abundance of oxygen and fuel in the 
environment. As the fire develops, it transitions from fuel lean to fuel rich. This development and 
the dangers the fire poses to occupants can depend significantly on the types of fuels burning, the 
size of the structure and room where the fire is located, and the ventilation conditions for the fire. 
Eventually, if the fire becomes severe enough, the fire can reach a state where all the fuel in a 
fire room becomes involved in the fire. This transition is called flashover. Flashover results in a 
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uniform high temperature environment throughout the fire room and is fatal for both occupants 
and firefighters. 
 
In studying these types of fires, it is important to know how they develop, the timelines 
occupants have to escape, the effects of different firefighting tactics on occupant tenability, and 
the effect of different tactics on creating conditions that can lead to flashover. It is the goal of 
this research to add a better understanding of all of these factors. 
 
1.2. Common Firefighting Tactics 
 
Firefighters have many tactics at their disposal and ventilation is an essential tactic that 
firefighters employ to release heat and smoke from the fire environment and to gain access to the 
interior of the structure [6-8]. Ventilation can be employed to improve life safety, to control the 
fire spread, and to allow for fire suppression [6]. However, ventilation also presents risks to the 
fire environment. Although there are times when ventilation can result in reduced temperatures 
in the fire room, the introduction of cool air from the environment can supply the necessary 
oxygen to burn the pyrolyzed fuel. This can then result in quickly deteriorating conditions and 
even flashover [9]. In fact, tactical anti-ventilation is a tactic used to prevent oxygen from 
reaching the source of the fire [9]. Figure 1 shows the basic ideas behind both tactical ventilation 
and tactical anti-ventilation. 
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Figure 1: Examples of Tactical Ventilation and Tactical Anti-Ventilation [9] 
 
One example of tactical anti-ventilation is the vent-enter-search method. This method involves 
opening a hole for entry of a search crew and then closing the door behind the search crew to 
limit the supply of oxygen to the fire while the hose line gets prepared [10]. This strategy allows 
for search upon arrival of the fire crew and does not require waiting for there to be water 
available. The faster the crew is able to enter the structure, the quicker they can reach trapped 
occupants. However, the tactic does involve sending the fire crew into the fire environment 
without the support of the hoseline crew to apply water to the fire. The vent-enter-search method 
is often useful for residential fires [11]. 
 
As for tactical ventilation, the tactics fall into one of three categories: horizontal ventilation, such 
as a window or door, vertical ventilation, such as a window on a higher floor or more commonly 
an opening in the roof, and positive pressure ventilation, which involves forcing air into the 
ventilation opening with a fan. Each tactic has its own advantages. Horizontal ventilation 
requires little time, can be performed by a single member of the firefighting crew and allows 
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quick and easy access to the fire room [12]; vertical ventilation takes advantage of the natural 
convective nature of the gases to exhaust heat and smoke from the fire environments [13]; and 
positive pressure ventilation allows heat and smoke to be vented away from an area in the 
structure with a fan. 
 
One of the most important reasons for ventilation is to provide access for another essential 
firefighting tactic: water application. In the fire service, water application can take many 
different forms. The application of water can be performed with a smooth bore or combination 
nozzle, and the combination nozzle can apply water in a straight stream or a fog stream. 
Additionally, the nozzles can vary in size and water pressure. The smooth bore and straight 
stream nozzles apply water in a single, direct stream to the source of the fire. The fog stream 
applies water in a cone-like manner, with the water being more dispersed and with smaller 
droplets. 
 
Typically, straight stream and smooth bore water applications serve the role of penetrating 
through the fire and reducing the temperatures in the fire environment by suppressing the source 
of the fire. The fog stream, on the other hand, has smaller droplets and cools the gases in the fire 
environment in a quick, efficient manner [14]. However, the fog stream nozzle does not 
penetrate as well to the source of the fire as the straight stream or smooth bore nozzles. 
 
In addition to the differing stream types, the fire service also utilizes three different types of 
attacks. These include interior attack, transitional attack, and exterior attack [15-17]. Interior 
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attack involves advancing a hose line in through the structure to the source of the fire prior to any 
other water application. This strategy is thought to limit the possibility of fire spread as the fire is 
attacked from within the structure [15]. An exterior attack involves applying the water to the 
source of the fire from outside the structure through a ventilation opening with the intent of 
suppressing the fire [16]. A transitional attack is a combination of an exterior attack and an 
interior attack. The transitional attack first applies water to the source of the fire from the 
exterior for a short duration typically ranging from 15-30 seconds. The purpose is to improve 
conditions within the fire environment to allow for easier transition to interior attack and 
suppression. After the external application, the hoseline crew then enters the structure and 
suppresses the fire with an interior attack. Although the transitional attack reduces the risk to 
firefighters to perform an interior attack, there is concern in the firefighting community that the 
exterior application of water could harm occupants trapped within the structure [17]. 
 
1.3. Large Scale Fire Research 
 
Early large-scale fire research aimed to better understand the fire growth and the conditions that 
could lead to flashover. Quintiere found that the key parameters to determine the risk of 
flashover in a building fire were the fuel properties, fire location, room and ventilation 
dimensions, and the thermal properties of the walls [18]. Quintiere also developed correlations to 
predict the temperatures in compartment fires as a function of the controlling variables. These 
correlations require knowledge of the heat release rate, however, which is not always a known 
value [19]. Some other limitations of the correlations include that the experiments used to 
develop the correlations focused on fires in the center of rooms and past literature has shown that 
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smaller heat release rates can create flashover when the fire is against a wall or in a corner [20]. 
Other large-scale fire research has found that the greatest hazard posed by the fuel loads is the 
heat release rate of the fuels rather than the toxicity of the produced gases or the delay in ignition 
times [21]. 
 
More recently, there have been many large-scale fire experiments that have aimed to better 
understand the influence of firefighter tactics on the fire environment. One study analyzed the 
impact of positive pressure ventilation on fire growth [22]. The experiments found that upon 
ventilation, conditions actually worsened and the fire reached its largest heat release rate 40 s 
after window ventilation. Additionally, the temperatures in the fire room increased from 800
o
C 
prior to ventilation to over 1000
o
C after ventilation. 
 
Another study analyzed the influence of flow paths with different ventilation configurations [23]. 
Ventilation openings were created in the structure that either vented from the fire room to 
directly outside (“correct” configurations) or vented through adjacent rooms from the fire room 
to exhaust the gases out of the structure (“incorrect” configurations). The temperatures remained 
below 300
o
C in the adjacent rooms for “correct” ventilation experiments but in two of the nine 
experiments with “incorrect” configurations, the temperatures reach above 300oC. Expanding 
upon this work, Kerber performed another experimental study examining the impact of 
horizontal ventilation and the differences between modern and legacy fuel loads [3]. One of the 
major findings of the study was that modern fuel loads can induce flashover in a room in less 
than 5 minutes, whereas legacy fuel loads do not transition to flashover for more than 20 
minutes. Additionally, the study showed that even with every window and door opened during an 
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experiment, the modern fuel loads still became ventilation-limited (fuel rich) and will still 
transition to flashover in the fire room.  
 
In addition to research examining the influence of ventilation tactics on the residential fire 
environment, there have also been a number of studies analyzing the effectiveness of water 
application on fires. There have been a large amount of experimental studies performed on the 
effectiveness of different water suppression systems on different types of fires.  A large number 
of these studies examined the impact of water mist systems and analyzed the extinguishment 
mechanism for these water mist sprays [24-26].  However, these experiments are focused on 
interior applications and built-in water mist systems which is different from the manual exterior 
(or interior) application methods employed by firefighting departments. Therefore, further 
research is necessary to understand the impact of larger droplet sprays on the fire environment.   
 
There has been some experimental work done though.  For example, one study examined the 
effectiveness of water sprays to extinguish crib fires [27], and another attempted to determine the 
minimum water requirement for suppression of room fires [28].  However, these experiments did 
not employ modern residential structures and fuel loads and therefore, work is still needed to 
understand how the new fuel loads impact the effectiveness of water applications in full-scale 
residential fires.  In fact, a review of the state-of-the-art water application methods showed that 
plastic fires have received little attention in the literature and that those fires typically require a 
larger flow rate of water to suppress than crib fires [29].  The same review also showed that 
droplet size is more important for cooling of the gases, but suppression of class-A fires requires 
removing heat from the fuel source [29].  There have been relatively few experiments with water 
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application in full-scale residential experiments.  However, in [30], the experiments showed that 
a fog stream application cooled the fire room by 20% and reduced the heat flux by 30%, while a 
straight stream pattern cooled the room and reduced the heat flux by 40%. 
 
1.4. Tenability in the Fire Environment 
 
Tenability in the fire environment can be quantified in a number of ways. Some tenability 
measures utilize threshold values to determine tenability. For example, typical tenability criteria 
of 150
o
C and 260
o
C are used for occupants and firefighters, respectively [31, 32]. Another 
example of a threshold criteria is IDLH (immediately dangerous to life or health) for toxic gases. 
As an example, carbon monoxide has an IDLH value of 1200 ppm and hydrogen cyanide has an 
IDLH of 50 ppm [33].  
 
However, an even more granular method of determining tenability is outlined in ISO 13571 [34]. 
ISO 13571 analyzes tenability based upon cumulative exposure over a certain amount of time. 
Occupants are considered to reach untenability at the point in which they are no longer able to 
exit the structure by themselves. The methodology uses correlation equations developed from 
animal experiments and returns a value, called the fractional effective dose (FED), which 
corresponds with the percentage of the population that can be considered untenable (based on a 
lognormal distribution with mean = 0 and standard deviation = 1). Therefore, an FED value of 1 
represents 50% of the population reaching untenability and an FED value of 0.3 represents 11% 
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of the population reaching untenability. Fractional effective doses can be calculated for both heat 
and toxic gas exposure. Equation 1 shows the FED correlation from convective and radiant heat. 
𝐹𝐸𝐷 =  ∑ [(
𝑇3.61
4.1∗108
+
𝑞𝑟𝑎𝑑
1.56
6.9
) ∗ Δ𝑡]                                                 (1) 
T is the temperature near the occupant (
o
C), qrad is the radiative heat flux (kW/m
2
), and Δ𝑡 is the 
time step (min). To only measure the convective aspect of heat exposure, only use the first term 
in Eqn. 1, and similarly use the second term to analyze radiant heat exposure individually.  
 
The FED correlation equations for exposure to carbon monoxide and carbon dioxide are shown 
in Eqns. 2-3. Equation 2 calculates the vitiation effect from increased carbon dioxide, which 
increases the breathing rate. Equation 3 shows the actual FED exposure due to the carbon 
monoxide concentration and the vitiation factor. 
         𝜐𝐶𝑂2 = 𝑒𝑥𝑝 (
𝜙(𝑡)𝐶𝑂2
5
)                                                               (2) 
                                              𝐹𝐸𝐷 = ∑ [
𝜙(𝑡)𝐶𝑂
3.5
∗ 𝜐𝐶𝑂2 ∗ Δ𝑡]                                                                     (3) 
𝜐𝐶𝑂2 is a frequency factor to account for the increased rate of breathing due to carbon dioxide, 
𝜙(𝑡)𝐶𝑂2 and 𝜙(𝑡)𝐶𝑂 are the mole fractions (%) of carbon dioxide and carbon monoxide, and Δ𝑡 
is the time step (min). 
 
This methodology has been used to quantify tenability in fire scenarios in many other studies. 
Dating as far back as 1978, animal models were used to study tenability in room corner tests and 
found that the greatest threat to tenants was furniture rather than the wall insulation materials 
[35].  Additionally, other studies have focused on the threat of toxic gases in compartment fires, 
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such as CO and HCN, and found both to have significant impacts on occupant tenability [36-38]. 
In 2000, Purser used the fractional effective dose methodology to analyze tenability in 
constructed rigs designed to simulate compartment fires.  This study additionally analyzed the 
effects of ventilation on tenability [39].  One of the most important findings of the study was that 
toxic gases posed a greater threat than heat exposure.  Additional studies have looked at the 
tenability risk to occupants for different types of fires using the FED methodology, including 
numerical simulations of compartment fires [40], one-bedroom apartment fires [41], 1950s 
legacy residential housing [42], and basement fires [43]. 
 
1.5. Laser Absorption Spectroscopy 
 
In order to assess the risk of water vapor and different toxic gases in the fire environment, a 
technique is required to measure the pertinent gases. One such technique is absorption 
spectroscopy. Using Beer-Lambert’s law, shown in Eqn. 4, the concentration of different species 
can be determined based on the transmitted light at certain wavelengths [44].  
 
                                            ln (
𝐼𝑜
𝐼𝑇
) = 𝛼 =
𝑞𝑃𝐿
𝑘𝑇
𝑆(𝑇)𝑔𝜈(𝑣)                                                            (4) 
 
α is the absorbance, IT is the transmitted signal irradiance (W/m
2
), I0 is the incident signal 
irradiance (W/m
2
), S is linestrength (cm
-2
atm
-1
) and is dependent on the temperature, T (K), 𝑔𝜈 is 
the lineshape function dependent on the wavenumber, v (cm
-1
), q, is the volume mixing ratio of 
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the absorbing gas, and L (cm) is the overall absorption pathlength. The linestrength, S, and 
lineshape, 𝑔𝜈, can be determined from the Hitran spectroscopic database [45] using Eqns. 5-8. 
 
𝑆(𝑇) =  𝑆0
𝑄𝑣(𝑇0)𝑄𝑅(𝑇0)
𝑄𝑣(𝑇)𝑄𝑅(𝑇)
exp (
ℎ𝑐𝐸𝐿
𝑘𝑇
)(1−exp(−
ℎ𝑐𝑣
𝑘𝑇
))
exp (
ℎ𝑐𝐸𝐿
𝑘𝑇0
)(1−exp(−
ℎ𝑐𝑣
𝑘𝑇0
))
                                      (5)                       
𝑔𝑣 =  
1
𝜋
𝛼𝐿
(𝑣−𝑣𝑐)2+𝛼𝐿
2                                                          (6) 
𝛼𝐿 = [(1 − q)𝑎𝐿𝑎
0 + 𝑞𝑎𝐿𝑠
0 ]
𝑃
𝑃0
(
𝑇0
𝑇
)
𝛾
                                            (7) 
𝑣𝑐 = 𝑣𝑐
0 + 𝛿
𝑃
𝑃0
                                                            (8) 
 
Table 1: Hitran Line Parameters (adopted from [46]) 
Name Symbol Units 
Line Center 𝑣𝑐
0 cm
-1 
Air-Broadened Lorentz Half-Width 𝑎𝐿𝑎
0  cm
-1
atm
-1 
Self-Broadened Lorentz Half-Width 𝑎𝐿𝑠
0  cm
-1
atm
-1 
Lower State Energy 𝐸𝐿 cm
-1 
Intensity at STP 𝑆0 cm
-1
/(molecule*cm
-2
) 
Pressure Shift Coefficient 𝛿 cm-1*atm 
Temperature Dependence of Half-Width 𝛾 No Units 
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Table 2: Constants used in Eqns. 4-8 (adopted from [46]) 
Name Symbol Units 
Reference Temperature 𝑇0 296 K 
Reference Pressure 𝑃0 1 atm 
Boltzmann’s Constant 𝑘 1.381*10
-23
 J/K 
Planck’s Constant ℎ 6.626*10-34 J*s 
Speed of Light 𝑐 2.999*108 m/s 
 
Tables 1-2 show the proper Hitran line parameters and the constants used in the equations. Since 
the measurements made in this study will be at atmospheric pressure, Lorentzian profiles will be 
used to simulate the absorption spectra. Once a simulated absorption spectra is created, it can be 
compared to the measured absorption spectra and the concentration can be determined (if the 
pressure, temperature and path length are known). If multiple absorption features are measured, 
then it is possible to measure both the concentration and temperature simultaneously if two of the 
absorption bands in the scanned region have different temperature dependencies. 
 
There are a large number of absorption techniques that can be utilized to measure temperatures 
and concentrations of gaseous species. Broadband techniques, such as fourier transform infrared 
spectroscopy (FTIR) and non-dispersive infrared spectroscopy (NDIR), scan larger portions of 
the electromagnetic spectra to discern absorption features. These techniques have been used 
extensively to measure carbon monoxide, carbon dioxide, and oxygen in fire environments using 
NDIR [47-50]. One possible issue with NDIR techniques is the possibility of cross-interference 
of species, especially due to the presence of water vapor. However, this interference can be 
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mitigated with the use of a condenser when extracting gas samples [47]. Measuring gases such as 
CO and CO2 is essential to understand the timeframes for tenability in the fire environment and 
thus NDIR is an essential measurement technique for full-scale fire research. 
 
In addition to broadband techniques, absorption spectroscopy can also utilize narrow-band 
techniques such as tunable diode laser absorption spectroscopy (TDLAS), which can scan 
smaller widths of the electromagnetic spectrum with greater resolution. Tunable diode laser 
absorption techniques in the near-infrared are often used to measure water vapor in combusting 
environments [51-58]. These techniques have measured water vapor concentrations and 
temperatures in scramjet combustors, coal power plants, shock tubes, and other high-temperature 
and high-pressure environments. Tunable diode laser techniques have also been utilized in the 
fire environment to measure water vapor and oxygen [59, 60]. However, obscuration proved to 
be large, especially in the presence of water mist suppression systems and presents a clear 
challenge for in situ measurements of gases using TDLAS [60]. The successful measurement of 
water vapor in the fire environment would allow for a better understanding of the thermal risk to 
occupants and also the possibility of steam expansion with water suppression in residential fires. 
Therefore, TDLAS is a useful measurement technique for large-scale fire scenarios as long as the 
laser can overcome the obscuration issues present in these environments. 
 
Due to modern advances in laser technology that allow for tunable lasers in the mid infrared, 
narrow-band techniques can also be used to measure different toxic gases [61]. These lasers 
present the opportunity to give precise measurements of other toxic gases, such as HCN, which 
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have strong absorption bands in the mid-infrared [45]. Although measurements of HCN have 
been made in the fire environment [49, 62], uncertainty and obscuration was seen to present a 
major problem for the measurements due to interference from the soot. Therefore, developing a 
technique that provides a sensitive and real-time measurement of HCN in the fire environment 
could further improve tenability timeline calculations in residential fires and add to the 
assessment of the risk from toxic gases that currently stems from CO concentration 
measurements. 
 
1.6. Objectives for Large-Scale Fire Research 
 
In order to better understand the risks of residential fires, large-scale experimental studies were 
undertaken with the goal of analyzing the effectiveness of different firefighting tactics and to 
better understand the dynamics of modern residential fires. The major objectives of the 
experimental studies are: 
 Determine the typical tenability timeframes for trapped occupants for different types of 
residential fires 
 Quantify the effect of vertical ventilation’s influence on heat and toxic gases in the 
residential structures 
 Determine the effect and risks of different water application methods on tenability for 
trapped occupants. In particular, study the possibility of water application “steaming” 
potentially trapped occupants. 
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 Design a method to measure the water vapor in the fire environment that can deal with 
large amounts of obscuration. 
 Design and test the validity of a real-time measurement of hydrogen cyanide in the fire 
environment using laser-based diagnostics.  
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Chapter 2: Experimental Setup and Procedure 
 
 
2.1. Introduction 
 
Two separate large-scale experimental studies were conducted at Underwriters Laboratories in 
Northbrook, IL. The first experimental study constructed a one-story and two-story residential 
structure and was designed to analyze the effectiveness of fire-service vertical ventilation. A total 
of seventeen large-scale burns were performed, along with some baseline testing of the fuel loads 
in a cone calorimeter. Nine of the seventeen experiments were performed in the one-story 
structure and the other eight were performed in the two-story structure. 
 
The second experimental study constructed two identical one-story structures with long, 
extended hallways. The experiments were designed to analyze the effectiveness of fire-service 
water application. A total of 24 experiments were performed, which varied between three types 
of fires. The first test type was a single bedroom fire with all windows and doors of the structure 
closed. The second test type was a single bedroom fire with the fire room bedroom window 
open, and the third test type was a two-bedroom fire with both fire room bedroom windows 
open. The experiments studied both exterior and interior water applications. 
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2.2. Vertical Ventilation Experimental Structure and Instrumentation 
 
The vertical ventilation study involved experiments in a full-scale one-story and two-story 
structure. The one-story structure was a 112 m
2
, 3 bedroom, l bathroom house with 7 total rooms. 
The two-story structure was a 297 m
2
, 4 bedroom, 2.5 bathroom house with 12 total rooms. Both 
houses were wood-framed and lined with two layers of gypsum board to protect the structure 
during the experiments. The windows of the structure were filled with removable inserts. The 
leakage area of both structures was quantified using a blower door test. This test measured the 
leakage flow in the structure and then calculates the area needed to allow that flow. The leakage 
areas were 0.11 m
2
 and 0.22 m
2
 for the one-story and two-story structures, respectively. 
Additionally, roof vents were added to the structures that could be opened during the course of 
the experiment. The roof vents could create 1.2 m by 1.2 m or 1.2 m by 2.4 m vertical ventilation 
openings. The roof vents were located over the living room in the one-story structure and the 
family room in the two-story structure. Each structure was instrumented to measure 
temperatures, gas concentrations, and gas velocities at several different locations. 
 
Temperatures were measured using type K thermocouples with a 0.5 mm nominal diameter. 
Thermocouple arrays were placed in every room in both structures. In the rooms where fires 
were ignited (living room, kitchen, and bedroom1 in one-story; family room, kitchen, and 
bedroom 3 in two-story), the temperatures were measured at intervals of 0.3 m starting at 0.3 m 
above the floor and extending to the ceiling (except in the family room, where temperatures were 
measured at intervals of 0.6 m starting at 0.6 m above the floor and extending to 4.8 m above the 
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floor). In the rooms where fires were not ignited, temperatures were measured at intervals of 0.6 
m starting at 0.3 m above the floor and extending to 2.1 m above the floor. The uncertainty of the 
type K thermocouple measurements is approximately 1-2% of the measured value for 
temperatures below 1250 K [63]. 
 
Gas concentrations of oxygen, carbon dioxide, and carbon monoxide were measured using the 
Ultramat 23 NDIR from Siemens. Gas samples were extracted at a height of 0.9 m above the 
floor in the living room and bedrooms 1, 2, and 3 in the one-story structure, and at 0.9 m above 
the floor by the front door and bedrooms 1, 2, and 3 in the two-story structure. The extracted gas 
sample passed through a condenser and two filters (coarse: Solberg CSL-843-125HC , fine: 
Perma Pure FF-250-SG-2.5G) to remove soot and water vapor from the extracted gas sample. 
This was done to minimize the possible interference from large soot particles and water vapor on 
the concentration measurements. The uncertainty of the concentration measurements is 1% of the 
maximum concentration measurement for that gaseous species. Therefore, the uncertainty was 
0.01% by volume for carbon monoxide, 0.1% by volume for carbon dioxide, and 0.25% by 
volume for oxygen. 
 
Gas velocity measurements were made using bidirectional probes, which combine temperature 
and pressure measurements and the use of Bernoulli’s equation to calculate the flow velocity. 
The velocity measurements were made in the center of the roof ventilation area and along the 
centerline of the doorway at intervals of 0.3 m starting at a height of 0.3 m above the floor. The 
uncertainty in the velocity measurements is within ±10% of the measured velocity [64]. The 
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temperature, gas concentration, and velocity measurements were all made at a rate of 1 Hz. The 
floor plans of the structures showing the locations of the instrumentation and the locations of 
ignition along with the 3D renderings of the structures can be found in Figure 2 through Figure 4. 
 
Figure 2: Floor Plan, 3D Rendering, and Instrumentation of the One-Story Structure 
 
Figure 3: Floor Plan, 3D Rendering, and Instrumentation of the First Floor of the Two-
Story Structure 
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Figure 4: Floor Plan, 3D Rendering, and Instrumentation of the Second Floor of the Two-
Story Structure 
 
Each structure was furnished identically for every experiment. The one exception was the final 
experiment (Experiment 17) where a legacy fuel load was utilized. Pictures of the furnishings 
can be found in Figure 5 and Figure 6. Prior to the experiments being conducted, the fuel loads 
were characterized through the use of a cone calorimeter. The living room, family room, and the 
bedroom fuel loads were burned in an enclosure with dimensions matching the room sizes. A 
large opening was present (6.5 m
2
) that allowed the gases to exhaust to the calorimeter. The tests 
showed that the living room fuel load had a peak heat release rate of 8.8 MW and a total heat 
release of 4060 MJ. The family room fuel load had a peak heat release rate of 9.8 MW and a total 
heat release of 4330 MJ. The bedroom fuel load had a peak heat release rate of 9.4 MW and a 
total heat release of 3580 MJ. The peak heat release rate was reached less than 7 minutes after 
ignition for each of the calorimeter tests. 
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Figure 5: Picture of Fuel load for Living Room of One-Story (left) and Family Room of 
Two-Story (right) 
 
Figure 6: Picture of the Bedroom Fuel Load for One-Story and Two-Story Structure 
 
2.3. Vertical Ventilation Experimental Procedure and Tactics 
 
Seventeen full-scale experiments were performed, with nine occurring in the one-story structure 
and eight occurring in the two-story structure. The experiments were designed to study the 
impact of several different firefighting ventilation and water suppression tactics. In particular, the 
experiments were looking to analyze the effect of vertical ventilation location, vertical 
ventilation area, door control ventilation, and exterior water suppression. The experiments were 
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also designed to study the differences between living room fires, bedroom fires, kitchen fires, 
and legacy fires.  
 
Table 3 shows the ventilation parameters and ignition locations for the one-story experiments. 
Experiment 1 was designed to compare this experimental study to experiments performed under 
similar conditions in past studies. Experiment 3 was designed to examine the impact of door 
control (smaller door ventilation area) on the fire environment. Experiments 5 and 7 were 
designed to examine the influence of vertical ventilation located directly over the fire room and 
also to compare the impact of different vertical ventilation areas. Experiments 9 and 11 were 
designed to examine the impact of vertical ventilation when it is not directly over the fire room. 
Experiment 13 was designed to examine the relative fire growth of kitchen fires compared to 
bedroom and living room fires. Experiment 15 was designed to examine the possibility of 
ventilation openings pushing the fires to other rooms. Finally, Experiment 17 was designed to 
compare legacy fuel loads with modern fuel loads, as the furniture was older (>30 years) than the 
modern furnishings used in the other experiments. 
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Table 3: One-Story Experimental Details with Ignition Locations and Ventilation 
Parameters 
Experiment 
# 
Location of 
Ignition 
Ventilation Parameters 
1 Living Room Front Door (0.8 m by 2.0 m) + Living Room Window 
3 Living Room Front Door Partially Open (0.1 m by 2.0 m) + Roof (1.2 m by 
1.2 m) 
5 Living Room Front Door (0.8 m by 2.0 m)  + Roof (1.2 m by 1.2 m) 
7 Living Room Front Door (0.8 m by 2.0 m)  + Roof (1.2 m by 2.4 m) 
9 Bedroom 1 Front Door (0.8 m by 2.0 m)  + Roof (1.2 m by 1.2 m) +  
Bedroom 1 Window 
11 Bedroom 1 Bedroom 1 Window + Front Door (0.8 m by 2.0 m)  +  
Roof (1.2 m by 1.2 m) 
13 Kitchen Front Door (0.8 m by 2.0 m)  + Dining Room Window 
15 Living Room Living Room + Bedroom 1 Window 
17 Living Room Front Door (0.8 m by 2.0 m)  + Living Room Window 
 
Table 4 shows the ventilation parameters and ignition locations for the two-story experiments. 
The experiments were designed with similar goals as those of the one-story structure. In fact, 
Experiments 2, 4, 6, 8, and 10 are the two-story analogue to Experiment 1, 3, 5, 7, and 9, 
respectively. Experiment 12 was designed to examine the combined influence of horizontal and 
vertical ventilation. Experiment 14 was designed to examine the impact of vertical ventilation 
through a window opening on the second story of the structure. Finally, Experiment 16 was 
designed to examine the fire growth of a kitchen fire in a two-story structure. 
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Table 4: Two-Story Experimental Details with Ignition Locations and Ventilation 
Parameters 
Experiment 
# 
Location of 
Ignition 
Ventilation Parameters 
2 Family 
Room 
Front Door (0.8 m by 2.0 m)  + Family Room Window 
4 Family 
Room 
Front Door Partially Open (0.1 m by 2.0 m)  + Roof (1.2 m by 
1.2 m) 
6 Family 
Room 
Front Door (0.8 m by 2.0 m)  + Roof (1.2 m by 1.2 m) 
8 Family 
Room 
Front Door (0.8 m by 2.0 m)  + Roof (1.2 m by 2.4 m) 
10 Bedroom 3 Front Door (0.8 m by 2.0 m)  + Roof (1.2 m by 2.4 m) + 
Bedroom 3 Window 
12 Family 
Room 
Family Room Window + Front Door (0.8 m by 2.0 m) + Roof 
(1.2 m by 1.2 m) 
14 Bedroom 3 Bedroom 3 Window + Front Door (0.8 m by 2.0 m) + Roof (1.2 
m by 1.2 m) 
16 Kitchen Family Room Window (nearer Kitchen) +  
Bedroom 3 Window 
 
The primary firefighting tactics employed in the study included: vertical ventilation, horizontal 
ventilation, door control ventilation, straight stream exterior water applications, and fog stream 
exterior water applications. Not all tactics were used in every experiment, but every experiment 
did have some form of horizontal ventilation, and some form of exterior water application.  
 
The experimental procedures varied slightly from experiment to experiment, but for the most 
part followed similar timelines and trends. Figure 7 shows the typical time-temperature plot for 
the temperatures 0.9 m above the floor for each room (Experiment 5 in one-story structure). The 
experiments began with ignition in the fire room while the structure has all door and windows 
closed. The fire grows and then reaches ventilation-limited conditions, meaning the fire does not 
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have enough oxygen to burn all the fuel. At this point, the temperatures in the fire room begin to 
decrease as the heat source is reduced due to the lower concentration of oxygen. Then, at 8 
minutes for the one-story, and 10 minutes for the two-story, the front door is ventilated. The fire 
is allowed to regrow, at which point additional ventilation (in the case of Figure 7: 1.2 m by 1.2 
m vertical ventilation) is created. The fire then transitions to flashover and the temperatures in 
the fire room reach a uniform high temperature at all heights. After flashover is sustained for a 
short period of time, water is applied from the exterior of the structure into the fire room for 
approximately 15 seconds. The fire is then allowed to grow again for another minute and then 
the experiment is concluded and the fire is suppressed. 
 
Figure 7: Plot of Temperatures at 0.9 m above the Floor for Experiment 5 
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2.4. Water Application Experimental Structure and Instrumentation 
 
Two identical one-story structures were built at Underwriters Laboratories facility in 
Northbrook, IL. The structures consisted of four bedrooms branching off of an extended hallway. 
The house also had a living room and kitchen/dining room. The windows of the structure were 
filled with removable inserts that allowed for ventilation during the experiments. The structure 
was wood-framed with two layers of gypsum board to protect the structural integrity during the 
experiments. Measurements of temperature, gas concentrations, gas velocities, heat flux, and pig 
skin temperatures were made during the experiments. 
 
Temperatures were measured using type K thermocouples with a 0.5 mm nominal diameter. 
Thermocouple arrays were placed in every room in both structures. In the rooms where fires 
were ignited (bedroom 1 and bedroom 2), the temperatures were measured at intervals of 0.3 m 
starting at 0.3 m above the floor and extending to the ceiling. In the rooms where fires were not 
ignited, temperatures were measured at intervals of 0.6 m starting at 0.3 m above the floor and 
extending to 2.1 m above the floor. The uncertainty of the type K thermocouple measurements is 
approximately 1-2% of the measured value for temperatures below 1250 K [63]. 
 
Gas concentration of oxygen, carbon dioxide, and carbon monoxide were measured using the 
Ultramat 23 NDIR from Siemens. Gas samples were extracted at a height of 0.1 m above the 
floor in the hallway outside the fire rooms, at the opening of the hallway to the living room, and 
at the back corner of the dining room. Gas samples were also extracted at bed height (1.0 m) in 
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bedroom 3 and bedroom 4. The extracted gas sample passed through a condenser and two filters 
(coarse: Solberg CSL-843-125HC , fine: Perma Pure FF-250-SG-2.5G) to remove soot and water 
vapor from the extracted gas sample. The uncertainty of the concentration measurements is 1% 
of the maximum concentration measurement for that gaseous species. Therefore, the uncertainty 
was 0.05% by volume for carbon monoxide, 0.25% by volume for carbon dioxide, and 0.25% by 
volume for oxygen. 
 
Gas velocity measurements were made using bidirectional probes. The velocity measurements 
along the centerline of the doorway and interior entrance of each bedroom at intervals of 0.3 m 
starting at a height of 0.3 m above the floor.  Additional velocity measurements were also made 
at the window openings for both of the fire rooms. The uncertainty in the velocity measurements 
is within ±10% of the measured velocity [64].  
 
Victim packages were implemented at five locations in the structure to measure the thermal risk 
to potentially trapped occupants. The victim packages were located at a height of 0.1 m above 
the floor in the hallway outside the fire rooms, at the opening of the hallway to the living room, 
at the back corner of the dining room, and at a height of 1.0 m on the bed in Bedroom 3 and 
Bedroom 4. At each victim location, five pig skin samples were used and temperatures at the 
surface of the skin and between the skin and subcutaneous fat surrogate sample were measured 
using type K thermocouples with 0.5 mm nominal diameter. The temperature of the water bath 
and the air temperature was also measured at each victim location. Additional information on the 
victim packages and pig skin preparation is available in Chapter 4. 
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Heat flux measurements were made using a Schmidt-Boelter heat flux gauge (Medtherm 64-
10SB-20). The heat flux gauge is capable of measuring radiative and convective heat fluxes. The 
heat flux gauges have been used before in the field of large-scale fire research and have been 
tested and verified to work adequately [65]. Some examples of uses of these types of gauges in 
large-scale fire research include measuring heat fluxes in furnace fires [66], measuring heat 
fluxes to exterior walls [67-69], and measuring heat flux to firefighters during water suppression 
[70]. The uncertainty of the heat flux measurements is ±3% of the measured value. Additionally, 
the sensor has an average radiative absorptance of 0.95 from 0.6 to 15 µm. The heat flux 
measurements were made at each victim package, on the floor in the middle and start of the 
hallway, and on the side wall of the hallway at 0.3, 0.9, and 1.5 m above the floor. 
 
The temperature, gas concentration, velocity, and heat flux measurements were all made at a rate 
of 1 Hz. The floor plan of the structures showing the locations of the instrumentation, the 
locations of ignition, the location of the victim packages (and numbering of those locations), and 
the locations of the furniture can be found in Figure 8. 
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Figure 8: Instrumentation, Ignition, Furniture, and Victim Package Locations for the 
Water Application Experimental Study 
 
The furniture was identical for every experiment in the study. In the fire room, the fires were 
ignited on the sofa next to the bed. Bedroom 3 (the bedroom with victim location 2 in Figure 8) 
had its door closed during each experiment to simulate a room where an occupant isolates 
themselves from the fire.  The door did sometimes incur damage over the course of the 
experiment and therefore was replaced after every experiment. The furniture in Bedroom 3, 
Bedroom 4, the living room, and the dining room were kept for each experiment, and the only 
furniture that was replaced was the furniture in the fire rooms. Additionally, the walls were 
repainted after every experiment and the drywall in the fire room(s) was replaced. 
 
2.5. Water Application Experimental Procedure and Tactics 
 
A total of 24 experiments were performed to analyze the impact of water application on large 
scale fires. The experiments were designed to study the impact of exterior and interior water 
applications on the fire environment for different fire sizes and different ventilation conditions. 
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There were a total of three different test types. Test type 1 was a one-bedroom fire with the entire 
structure (all windows and doors) closed upon ignition. The only ventilation for test type 1 was 
front door ventilation and all water applications were interior. Test type 2 was a one-bedroom 
fire with window ventilation of the fire room upon ignition. This test type studied exterior and 
interior water applications. For the interior water applications, front door ventilation was, of 
course, added, while for exterior application there was no front door ventilation initially, but 
after initial external suppression, the fire was suppressed further with an interior attack. Test type 
3 was a two-bedroom fire with window ventilation of both fire rooms. The study of water 
applications was similar in strategy to the water applications implemented for test type 2. Table 5 
shows the number of experiments for each test type and the typical water intervention times 
along with the number of experiments with exterior-to-interior water applications. 
 
Table 5: Details of Experiments for Water Application Experimental Study 
 
One thing to note in Table 5 is the range of initial water application times.  For each test type, 
there was one experiment with delayed ignition. Those experiments were designed to look at the 
relative impact of intervention time on the conditions in the fire environment. In addition, the 
delayed experiment for test type 1 was also designed to test what would happen if the fire was 
allowed to grow completely uninhibited, and thus this is the reason for such a long time to first 
water application. 
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The typical experiment started with ignition in the fire room(s). If there were multiple fire rooms, 
the ignition was simultaneous. The fire was allowed to grow until the conditions in the fire 
environment reached ventilation-limited conditions. In test type 2 and 3, around 5 min 45 s after 
ignition, if the water application was an interior attack, the front door was ventilated and the 
firefighting crew entered and applied water to the fire room. In the case of exterior water 
application, water was applied through the window, and then the firefighting crew transitioned to 
an interior attack and the front door was opened. In test type 1, around 8 min after ignition, the 
front door was ventilated and the firefighting crew entered the structure and applied water to the 
fire room. In all cases, after the fire was suppressed from the interior, all windows and doors 
were opened and the structure was fully vented. 
 
The type of water application also varied from experiment to experiment. These water 
applications included using different nozzles, different stream patterns, and different attack 
methods while pushing down the hallway.  The different nozzles used were smooth-bore and 
combination nozzles. Smooth-bore  nozzles apply a straight, direct stream in the aimed direction, 
whereas combination nozzles can apply straight, direct streams or wider angle fog streams.  In 
fact, both narrow angle fog streams and straight streams were used with the combination nozzle 
in both interior attacks and exterior attacks.  Finally, different techniques were used to move 
down the hallway while performing an interior attack. The two interior techniques were 
shutdown and move, where the crew applies water from a stationary position, closes the nozzle, 
advances down the hallway, and repeats, and flow and move, where the firefighting crew applied 
water as they moved down the hallway. The two exterior techniques were steep angle, where the 
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stream was directed to the ceiling of the fire room, and occlude opening, where the fog stream 
filled the exterior opening through which the water was flowing. Table 6 shows every 
experiment, along with test type, attack method, advancement method, and stream pattern. 
Table 6: Details of Main Water Application Technique for Each Experiment 
Experiment # Test Type Attack Method Advancement Stream Pattern 
1 1 Interior Shutdown Solid 
2 1 Interior Flow Solid 
3 1 Interior Shutdown Solid 
4 1 Interior Flow Solid 
5 1 Interior Shutdown Narrow Fog 
6 1 Interior Shutdown Solid 
7 2 Interior Flow Solid 
8 2 Interior Shutdown Solid 
9 2 Interior Flow Solid 
10 2 Interior Shutdown Solid 
11 2 Interior Flow Narrow Fog 
12 2 Interior Flow Solid 
13 3 Interior Flow Solid 
14 3 Interior Shutdown Solid 
15 3 Interior Shutdown Solid 
16 3 Interior Flow Narrow Fog 
17 3 Interior Flow Solid 
18 2 Exterior Steep Angle Solid 
19 2 Exterior Occlude Narrow Fog 
20 2 Exterior Steep Angle Solid 
21 2 Exterior Steep Angle Solid 
22 3 Exterior Steep Solid 
23 3 Exterior Occlude Narrow Fog 
24 3 Exterior Steep Solid->Fog 
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Chapter 3: Tenability in Residential Fires 
 
3.1. Introduction 
 
In the vertical ventilation study, tenability was measured at four locations in each structure at 0.9 
m above the floor. In the one-story structure, tenability was measured in the living room, 
bedroom 1, bedroom 2, and bedroom 3 (closed door). In the two-story structure, tenability was 
measured in the family room, bedroom 1, bedroom 2 (closed door), and bedroom 3. Equations 1-
3 were used to quantify the tenability at these locations, although Eqn. 1 only implemented the 
convective measure of tenability due to no heat flux measurements being made during the 
experiment. 
 
In the water application study, tenability was measured at five locations in the structure (each 
victim package). Those locations are shown in Figure 8 as the victim package locations. The 
height of the measurements were 0.3 m above the floor for victim packages 1, 4, and 5, and at 
1.0 m above the floor for victim packages 2 and 3 (victim package 2 was behind a closed door). 
Equations 1-3 are used to quantify tenability, and since heat flux gauges were used at each victim 
location, the effect of radiative heat on tenability could be measured. However, the heat flux 
gauges combined radiative and convective heat flux, and therefore two thermal tenability 
measures will be reported for this experimental study: convective only, which only uses the first 
term of Eqn. 1 and temperature measurements at the victim locations, and total thermal load, 
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which only uses the second term in Eqn. 1 and heat flux values measured at the victim locations 
(since the heat flux values used in that term already include convective heat exposure). 
 
The tenability will be examined prior to fire department intervention, after fire department 
vertical ventilation, and after fire department water application. Additionally, the impact of 
structure type, fire type, and occupant height will also be examined. These analyses will allow 
for a better understanding of the timelines available to fire departments to rescue trapped 
occupants (based on fire type, structure type, and victim location) and also to understand the 
tactics at their disposal that can best improve conditions within the fire environment. 
 
3.2. Tenability Before Fire Department Arrival – Vertical Ventilation Study 
 
One important threshold for the accumulated fractional effective dose is an FED value of 0.3. 
This value corresponds to 11% of the population reaching an untenable exposure and is typically 
used as the threshold for which the most susceptible portion (elderly, children, etc.) of the public 
population can have been assumed to reach untenability. Table 7 shows the times to reach an 
FED value of 0.3 in the one-story structure for the vertical ventilation study. The data shows that 
in every room except the room with the closed door, an FED value of 0.3 was reached prior to 
fire department arrival for all experiments except the legacy and kitchen fuel load experiments. 
This further reinforces the drastic increase in fire growth and fire risk of modern bedroom and 
living room fuel loads compared with legacy and kitchen fuel loads. Another thing that stands 
out is that for the living room and bedroom fires, the average time to reach an FED value of 0.3 
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is 5 min and 32 s after ignition. This implies that upon firefighter arrival, susceptible populations 
are already experiencing untenable conditions. 
Table 7: Time to untenability in one-story experiments for FED = 0.3 at 0.9 m above the 
floor.  Red highlights indicate fire room, while the grey column highlights the bedroom 
behind closed doors.  For reference, times when FED=0.3 after fire department 
intervention are included in parentheses. 
Location of the fire,  
experiment # 
 
Living 
Room 
(mm:ss) 
Bedroom 1 
(mm:ss) 
Bedroom 2 
(mm:ss) 
Bedroom 3 
(closed 
door) 
(mm:ss) 
Living 
Room 
(FD 
intervention 
at 8:00, 
except #15 @ 
6:00 and #17 
@ 24:00) 
1 
CO 
Temp 
05:29* 
05:08 
06:14* 
(11:29) 
05:32* 
07:00 
--- 
--- 
3 
CO 
Temp 
05:30* 
05:06 
06:44* 
(14:27) 
05:29* 
07:17 
--- 
--- 
5 
CO 
Temp 
04:40* 
04:18 
06:02* 
(11:12) 
EM 
05:57 
--- 
--- 
7 
CO 
Temp 
05:06* 
04:46 
06:24* 
(10:55) 
05:57* 
06:18 
--- 
--- 
15 
CO 
Temp 
05:39* 
04:29 
05:32* 
--- 
05:24* 
05:19 
(13:41) 
--- 
17
†
 
CO 
Temp 
(27:10) 
(27:43) 
(23:14) 
(33:17) 
(23:06) 
(29:13) 
--- 
--- 
Bedroom 1 
(FD 
intervention 
at 6:00) 
9 
CO 
Temp 
05:37* 
--- 
04:01* 
03:10 
04:40* 
(16:16) 
(11:16) 
--- 
11 
CO 
Temp 
06:06* 
--- 
EM 
03:13 
05:09* 
07:29 
--- 
--- 
Kitchen 
(FD 
intervention 
at 10:00) 
13 
CO 
Temp 
(12:38)* 
(13:08) 
(10:37)* 
--- 
(09:48)* 
--- 
(19:06) 
--- 
---, not achieved; EM, equipment malfunction 
† - Denotes Legacy (> 50 years ago) furnishings. 
* - Note:  The calculated time to attain untenable conditions in the one-story structure are longer than the actual times 
(conservative) because the CO and CO2 gas concentration exceeded the measurement limits (1% and 10% respectively) 
of the instruments used.  
 
Another way to examine the tenability prior to firefighter intervention is to look at the 
accumulated dose upon ventilation. Table 8 shows the FED values for thermal and CO exposure 
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at the initial times of ventilation for each experiment in the one-story structure. In the living 
room fires (except for the legacy fire) the fire room has reached untenable conditions for most of 
the population, with FED values corresponding to more than 90% of the population reaching 
untenability. Furthermore, even in the non-fire rooms (Bedroom 1 and Bedroom 2) the CO 
exposure is significantly large with more than 50% of the population reaching untenability in 8 
of the 9 possible locations and in some cases reaching untenability levels resulting in more than 
90% of the population reaching untenability. The temperature exposure in the non-fire rooms is 
not as significant, although it is also not negligible as in every case bedroom 2 reached an FED 
greater than 0.3 upon initial ventilation. The bedroom fires show similar trends as the living 
room fires, except that the conditions in the fire room itself are much more severe, resulting in 
practically any trapped occupants receiving a lethal dose. The Bedroom 3 data shows the 
importance of closing oneself off from the fire room, as the worst-case scenario for exposure 
upon initial ventilation was FED = 0.05, which corresponds to 0.1% of the population reaching 
untenability. This is a significant improvement upon the circumstances for those trapped behind 
open doors like in Bedroom 1 and Bedroom 2. Finally, the data shows just how much better the 
conditions are in the kitchen and legacy fires, as even though the times to ventilation are longer 
in those experiments, the FED values are significantly lower. In fact, the highest observed FED 
value upon ventilation for those two experiments was 0.51 in Bedroom 2 of Experiment 13, 
which only corresponds to 25% of the population reaching untenability. Also, note the reason for 
the higher CO exposure values in bedroom 3 in those fire types is due to leakage through the 
doorway and scales with time to initial ventilation (which those experiments had the largest). 
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Table 8: FED Values at Initial Firefighter Intervention in One-Story Structure. Red 
highlights indicate fire room, while the grey column highlights the bedroom behind closed 
doors. Percent of the population that would experience untenable conditions is included in 
parentheses. 
Location of the fire,  
experiment # 
 
Living Room  Bedroom 1  Bedroom 2  
Bedroom 3 
(closed door)  
Living Room 
(FD intervention 
at 8:00, except 
#15 @ 6:00 and 
#17 @ 24:00) 
1 
CO 
Temp 
3.27 (88%) 
4.21 (92%) 
2.21 (79%) 
0.18 (4%) 
4.41 (93%) 
0.33 (13%) 
0.01 (<0.1%) 
<0.01 (<0.1%) 
3 
CO 
Temp 
3.17 (88%) 
4.01 (92%) 
0.80 (41%) 
0.14 (2%) 
4.51 (93%) 
0.31 (12%) 
0.11 (1%) 
<0.01 (<0.1%) 
5 
CO 
Temp 
3.72 (91%) 
4.45 (93%) 
1.85 (73%) 
0.21 (6%) 
EM 
0.41 (19%) 
0.05 (0.1%) 
<0.01 (<0.1%) 
7 
CO 
Temp 
4.53 (93%) 
6.82 (97%) 
1.84 (73%) 
0.22 (6%) 
1.79 (72%) 
0.44 (21%) 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
15 
CO 
Temp 
1.02 (50%) 
16.3 (>99%) 
1.17 (56%) 
0.16 (3%) 
1.17 (56%) 
0.50 (24%) 
0.01 (<0.1%) 
<0.01 (<0.1%) 
17† 
CO 
Temp 
0.23 (7%) 
<0.01 (<0.1%) 
0.36 (15%) 
<0.01 (<0.1%) 
0.37 (16%) 
<0.01 (<0.1%) 
0.01 (<0.1%) 
<0.01 (<0.1%) 
Bedroom 1 
(FD intervention 
at 6:00) 
9 
CO 
Temp 
3.57 (90%) 
<0.01 (<0.1%) 
9.81 (99%) 
37.1 (>99%) 
6.06 (96%) 
0.21 (6%) 
0.08 (0.5%) 
<0.01 (<0.1%) 
11 
CO 
Temp 
0.18 (4%) 
<0.01 (<0.1%) 
0.24 (8%) 
31.1 (>99%) 
0.46 (22%) 
0.11 (1%) 
0.01 (<0.1%) 
<0.01 (<0.1%) 
Kitchen 
(FD intervention 
at 10:00) 
13 
 
CO 
Temp 
 
0.16 (3%) 
<0.01 (<0.1%) 
 
 
0.18 (4%) 
<0.01 (<0.1%) 
 
 
0.51 (25%) 
<0.01 (<0.1%) 
 
 
0.07 (0.4%) 
<0.01 (<0.1%) 
 
 
 
Table 9 shows the time to reach FED = 0.3 in the Family Room and Bedrooms 1-3 in the two-
story structure. The fires with ignition in the family room of the two-story structure have much 
longer times to reach FED = 0.3 than the living rooms fires in the one-story structure. 
Additionally, the temperature exposure is a larger threat compared with CO exposure in the two-
story structure and the reverse was the case in the one-story structure. The reason for the lower 
relative threat of CO exposure in the two-story structure is due to the larger volume of the 
structure. This provides the fire with more oxygen to consume and thus the fire environment 
takes longer to reach ventilation-limited (fuel-rich) conditions and less CO is produced. 
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However, the data from the Bedroom 3 fire in the two-story structure shows that a fire on an 
upper level of a two-story structure acts similarly to a one-story fire and large amounts of CO are 
produced, creating FED values greater than 0.3 in the fire room and adjacent bedroom (Bedroom 
1) in less than 5 min 15 s. Therefore, when assessing the risk upon arrival firefighters must 
consider the fire location and realize a fire on the lower level provides more time to trapped 
occupants than would a fire on the upper level. Also, it is important to note that a fire on the 
upper level has almost no influence on the lower level, as FED values greater than 0.3 were not 
reached in the family room during the course of either bedroom ignition experiment. 
Table 9: Time to Untenability in Two-Story Experiments for FED = 0.3 at 0.9 m above the 
floor. Red highlights indicate fire room, while the grey column highlights the bedroom 
behind closed doors.  For reference, times when FED=0.3 after fire department 
intervention are included in parentheses. 
Experiment # 
 
Family Room
 
(mm:ss) 
Bedroom 1 
(mm:ss) 
Bedroom 2 
(mm:ss) 
Bedroom 3 
(mm:ss) 
Family 
Room 
(FD 
intervention 
at 10:00) 
2 
CO 
Temp 
07:55 
05:36 
09:43 
(13:52) 
--- 
--- 
09:06 
07:34 
4 
CO 
Temp 
09:28 
07:12 
(10:43) 
(17:21) 
--- 
--- 
(10:25) 
09:04 
6 
CO 
Temp 
08:49 
06:18 
(10:08) 
(13:29) 
--- 
--- 
10:00 
08:23 
8 
CO 
Temp 
09:51 
07:10 
(10:48) 
(11:55) 
--- 
--- 
(10:36) 
08:34 
12 
CO 
Temp 
09:29 
05:57 
08:42 
(10:54) 
--- 
--- 
08:21 
07:31 
Bedroom 3 
(FD 
intervention 
at 6:00) 
10 
CO 
Temp 
--- 
--- 
05:07* 
--- 
(17:31) 
--- 
03:56* 
03:03 
14 
CO 
Temp 
--- 
--- 
05:14* 
--- 
(12:37) 
--- 
04:00* 
03:19 
Kitchen 
(FD 
intervention 
at 17:00) 
16 
CO 
Temp 
(17:08) 
(26:05) 
(15:39) 
(28:33) 
(22:19) 
--- 
(16:02) 
(27:05) 
---, not achieved; 
Family Room CO measurements were made at the front door of the structure 
* - Note:  The calculated time to attain untenable conditions in the bedroom 3 fire scenarios in the two-story structure 
are longer than the actual times (conservative) because the CO and CO2 gas concentration exceeded the measurement 
limits (1% and 10% respectively) of the instruments used.  
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Table 10 shows the FED values at initial firefighter ventilation in the two-story structure. The 
values are much lower across the board compared with the one-story structure, as the values in 
the non-fire rooms are less than FED = 1.0 in all cases for family room fires. Additionally, the 
threat of heat exposure is higher than the threat of CO exposure in Bedroom 3 but in Bedroom 1 
CO exposure is a larger threat than heat exposure. This can be explained by proximity to the 
family room fires, since the Bedroom 3 thermocouple tree is much closer to the center of the 
family room than is the Bedroom 1 thermocouple tree. Again, it is observed that the closed door 
drastically reduces the threat to trapped occupants as the highest observed FED value was 0.05 
for family room fires in Bedroom 2. The fires in Bedroom 3 show that the threat of heat and 
toxic gases is severe and in fact, indicate that Bedroom 3 actually flashed over before ventilation. 
The availability of the extra oxygen on the lower level is likely the reason that Bedroom 3 could 
flashover in the two-story structure, well Bedroom 1 in the one-story structure was not able to 
flashover. 
 
Although the FED value at the time of initial fire firefighter intervention helps to give an idea of 
the relative threat to trapped occupants, it is heavily dependent on the selection of intervention 
time. Therefore, it is also important to understand the instantaneous exposure at the time of 
firefighter intervention, so that the effect of delayed intervention can be better understood. In 
particular, to what extent does further delayed intervention impact trapped occupants, and is heat 
or CO exposure the greater threat if intervention is delayed further?  
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Table 10: FED Values at Initial Firefighter Intervention in Two-Story Structure. Red 
highlights indicate fire room, while the grey column highlights the bedroom behind closed 
doors. Percent untenable is in parentheses. 
Experiment # 
 
Family Room
* 
 Bedroom 1  
Bedroom 2 
(closed door)   
Bedroom 3  
Family Room 
(FD 
intervention at 
10:00) 
2 
CO 
Temp 
0.68 (35%) 
2.39 (81%) 
0.29 (11%) 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
0.44 (21%) 
0.64 (33%) 
4 
CO 
Temp 
0.34 (14%) 
3.77 (91%) 
0.16 (3%) 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
0.19 (5%) 
0.46 (22%) 
6 
CO 
Temp 
0.47 (23%) 
5.84 (96%) 
0.23 (7%) 
<0.01 (<0.1%) 
0.05 (0.1%) 
<0.01 (<0.1%) 
0.26 (9%) 
0.55 (28%) 
8 
CO 
Temp 
0.49 (24%) 
9.77 (99%) 
0.21 (6%) 
0.14 (2%) 
0.04 (0.1%) 
<0.01 (<0.1%) 
0.27 (10%) 
0.70 (36%) 
12 
CO 
Temp 
0.09 (1%) 
3.74 (91%) 
0.13 (2%) 
0.03 (0.1%) 
0.03 (0.1%) 
<0.01 (<0.1%) 
0.17 (4%) 
0.42 (19%) 
Bedroom 3 
(FD 
intervention at 
10:00 for #10 & 
8:35 for #14) 
10 
CO 
Temp 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
8.5 (98%) 
<0.01 (<0.1%) 
0.05 (0.1%) 
<0.01 (<0.1%) 
10.5 (99%) 
137 (>99%) 
14 
CO 
Temp 
<0.01 (<0.1%) 
<0.01 (<0.1%) 
5.5 (96%) 
<0.01 (<0.1%) 
0.03 (0.1%) 
<0.01 (<0.1%) 
9.2 (99%) 
100 (>99%) 
Kitchen 
(FD 
intervention at 
17:00) 
16 
CO 
Temp 
0.27 (10%) 
<0.01 (<0.1%) 
0.54 (27%) 
<0.01 (<0.1%) 
0.13 (2%) 
<0.01 (<0.1%) 
0.47 (23%) 
<0.01 (0.1%) 
 
Table 11 shows the instantaneous exposure (in FED/s) at the time of intervention for the one-
story structure. From the table it is clear that at the time of ventilation, CO poses a much more 
significant threat than heat exposure, even in the fire room. In the non-fire rooms the threat from 
CO exposure is 1-2 orders of magnitude greater that the threat from heat exposure. In living 
room fires (legacy excluded), the average instantaneous exposure in the non-fire rooms 
(Bedroom 1 and Bedroom 2) upon ventilation is 0.0265 FED/s and 0.0011 FED/s for CO and 
heat exposure, respectively. This clearly shows that the major threat to further delayed 
intervention in one-story living room fires is toxic gases, and that for every minute of delayed 
intervention, occupants are exposed to an additional 1.6 FED, on average. 
 
42 
 
Table 11: FED Instantaneous Exposure at the time of Ventilation in the One-Story 
Experiments 
Location of the fire,  
experiment # 
 
Living Room 
(FED/s)  
Bedroom 1 
(FED/s) 
Bedroom 2 
(FED/s) 
Bedroom 3 
(closed door) 
(FED/s)  
Living Room 
(FD 
intervention at 
8:00, except 
#15 @ 6:00 and 
#17 @ 24:00) 
1 
CO 
Temp 
0.0145 
0.0018 
0.0236 
0.0006 
0.0288 
0.0009 
0.0001 
0 
3 
CO 
Temp 
0.0094 
0.0018 
0.0179 
0.0007 
0.0290 
0.0009 
0.0001 
0 
5 
CO 
Temp 
0.0092 
0.0014 
0.0253 
0.0005 
EM 
0.0007 
0.0003 
0 
7 
CO 
Temp 
0.0210 
0.0018 
0.0254 
0.0006 
0.0264 
0.0009 
0 
0 
15 
CO 
Temp 
0.0348 
0.0102 
0.0273 
0.0017 
0.0352 
0.0031 
0.0001 
0 
17† 
CO 
Temp 
0.0010 
0.0002 
0.0014 
0.0001 
0.0014 
0.0001 
0 
0 
Bedroom 1 
(FD 
intervention at 
6:00) 
9 
CO 
Temp 
0.0319 
0.0007 
0.0308 
0.0260 
0.0352 
0.0012 
0.0007 
0 
11 
CO 
Temp 
0.0048 
0.0007 
0.0032 
0.1623 
0.0144 
0.0020 
0.0001 
0 
Kitchen 
(FD 
intervention at 
10:00) 
13 
 
CO 
Temp 
 
0.0010 
0.0001 
 
 
0.0029 
0 
 
 
0.0031 
0.0001 
 
 
0.0001 
0 
 
 
 
Table 12 shows the instantaneous exposure at the time of ventilation in the two-story 
experiments. Similar to the observed FED exposure up to the point of ventilation, the 
instantaneous exposure is much lower in the two-story structure than in the one-story structure. 
Additionally, in the fire room, the temperature is the bigger threat in the two-story structure, but 
CO exposure is the greater threat in the non-fire rooms. The difference between CO and heat 
exposure, however, is much less significant in the non-fire rooms compared with the one-story 
structure. Although the CO exposure is larger, for the most part the exposures are on the same 
order of magnitude, as for the family room fires, the average instantaneous exposure is 0.0051 
FED/s and 0.0018 FED/s for CO and heat exposure, respectively. Therefore, for two-story family 
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room fires, although quick intervention is of the utmost importance, the effect of every minute of 
delayed intervention only accumulates 0.3 FED/min, which is significantly less than for the one-
story structure. 
Table 12: FED Instantaneous Exposure at the time of Ventilation in the Two-Story 
Experiments 
Experiment # 
 
Family Room* 
(FED/s) 
Bedroom 1 
(FED/s) 
Bedroom 2 
(closed door) 
(FED/s)  
Bedroom 3 
(FED/s) 
Family Room 
(FD intervention 
at 10:00) 
2 
CO 
Temp 
0.0035 
0.0009 
0.0034 
0.0008 
0 
0 
0.0044 
0.0018 
4 
CO 
Temp 
0.0034 
0.0093 
0.0020 
0.0010 
0 
0 
0.0026 
0.0026 
6 
CO 
Temp 
0.0038 
0.0070 
0.0028 
0.0010 
0.0001 
0 
0.0031 
0.0024 
8 
CO 
Temp 
0.0053 
0.0096 
0.0041 
0.0016 
0.0002 
0 
0.0052 
0.0034 
12 
CO 
Temp 
0.0014 
0.0136 
0.0023 
0.0014 
0.0001 
0 
0.0188 
0.0036 
Bedroom 3 
(FD intervention 
at 10:00 for #10 
& 8:35 for #14) 
10 
CO 
Temp 
0 
0 
0.0310 
0.0003 
0.0003 
0 
0.0032 
0.0027 
14 
CO 
Temp 
0 
0 
0.0352 
0.0006 
0.0004 
0 
0.0313 
0.0275 
Kitchen 
(FD intervention 
at 17:00) 
16 
CO 
Temp 
0.0027 
0.0007 
0.0049 
0.0004 
0.0003 
0 
0.0040 
0.0010 
 
The tenability prior to firefighter intervention shows that the one-story structure poses a greater 
threat than the two-story structure for similar fires due to its smaller volume and lower 
availability of oxygen. Furthermore, in the one-story structure, CO exposure was the more 
significant threat by an order of magnitude in the non-fire rooms, while in the two-story 
structure, heat and CO exposure presented a similar threat. The data also showed that the best 
option an occupant has when trapped in a structure is to close themselves of from the fire 
(typically with a door). This was observed to drastically reduce the risk to occupants as upon 
ventilation, in open door bedrooms, the percent of the population untenable is often greater than 
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90%, whereas behind a closed door it is less than 0.1% in most cases. Additionally, it was 
observed that the exposure levels at the time of ventilation are larger for CO exposure than for 
heat exposure, and if the intervention is delayed further, then CO exposure will become an even 
more significant problem for trapped occupants in both structure types (compared with heat 
exposure). 
 
3.3. Tenability Before Fire Department Arrival – Water Application Study 
 
The water application study examined tenability for three different test types at several different 
locations, including at different victim heights. The time of intervention also varied for the 
experiments, however no intervention occurred earlier than 5 min and 20 s after ignition. Table 
13 shows the fractional effective dose 5 min and 20 s after ignition from toxic gases, convective 
heat, and heat flux gauge measurements for the three different fire types at victim locations 1-4. 
One thing that is evident from the data is that only for test type 3 is there any kind of threat from 
heat at any victim location. However, for test type 3, the threat of both convective heat alone and 
convective and radiative heat (heat flux measurements) is significant at both victim location 1 
and victim location 3. At victim location 1, for even the lowest heat exposure experienced for the 
test type 3 experiments, the FED value was still 4.38 based on the heat flux measurements. At 
victim location 3, the threat from heat was large in one experiment but negligible in all the 
others. 
 
The threat from toxic gases was small for test types 1 and 2, but did pose a threat for test type 3 
at victim location 1 and victim location 3. Even though victim location 1 was closer to the fire 
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room, the threat was much larger at victim location 3 due to the height of that victim location. 
Additionally, at victim location 1, the threat from heat is larger than the threat from toxic gases 5 
min and 20 s after ignition. At victim location 3, the threat from toxic gases is significantly larger 
than the threat of heat.  The last thing to note about the fractional effective dose data is the 
variability in identical experiments. For example, the FED 5 min and 20 s after ignition for 
victim location 3, test type 3, toxic gases varies from 0-4.81 for identical experiments, and this 
translates to a difference of 100% tenable to 5% tenable. Therefore, the variation in fire growth 
can be a significant factor in the results of large-scale fire experiments, and speaks to the need 
for repeatable experiments and large sample sizes to fully understand the range of the possible 
threat from heat and toxic gases. 
 
Table 13: Fractional Effective Dose 320 s after Ignition for toxic gases, convective heat, and 
heat flux measurements 
5:20 
320 s 
Victim 
Number 
Toxic Gases Temperature Heat flux 
Min Median Max Min Median Max Min Median Max 
Test 
Type 1 
Gray 
1 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 0.022 
2* <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
3 <0.01 <0.01 0.12 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
4 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
Test 
Type 2 
Blue 
1 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 0.193 0.974 
2 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
3 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
4 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
Test 
Type 3 
Yellow 
1 <0.01 0.014 0.99 0.22 43.47 126.53 4.38 14.12 32.24 
2 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
3* <0.01 0.024 4.81 <0.01 <0.01 0.024 <0.01 <0.01 1.40 
4 <0.01 <0.01 0.067 <0.01 <0.01 <0.01 <0.01 <0.01 0.066 
*Experiment 1 data set removed, n=5.  **Experiment 22 data set removed, n=7.   
 
Table 14 shows the fractional effective dose 8 minutes after ignition from toxic gases, convective 
heat, and heat flux gauge measurements for the three different fire types at victim locations 1-4. 
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One thing to note is that the FED values, especially for toxic gases, are much smaller at victim 
locations 1 and 4 compared with the values from the vertical ventilation study (even for a two 
bedroom fire). This shows that the threat from toxic gases is significantly less 0.3 m above the 
floor than 0.9 m above the floor and that differences in height can be quite significant for 
occupant tenability. Table 14 also shows that outside of victim location 1, toxic gases is the 
largest threat to trapped occupants even at the 0.3 m height for these types of fires in one-story 
structures. Finally, it is fairly consistent that the threat of toxic gases at victim location 3 is 
around 4-6X greater than the threat at victim location 1 (8 minutes after ignition). And so, getting 
as low as possible in the fire environment is of the utmost importance and can drastically 
increase your time available to escape. 
Table 14: Fractional Effective Dose 480 s after Ignition for toxic gases, convective heat, and 
heat flux measurements 
8:00 
480 s 
Victim 
Number 
Toxic Gases Temperature Heat Flux 
Min Median Max Min Median Max Min Median Max 
Test 
Type 1 
Gray 
1 <0.01 0.051 0.89 0.019 0.022 0.025 <0.01 0.017 4.26 
2* <0.01 <0.01 0.024 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
3 <0.01 0.63 6.42 <0.01 0.023 0.047 <0.01 <0.01 2.54 
4 <0.01 0.091 1.30 <0.01 <0.01 0.020 <0.01 <0.01 0.112 
Test 
Type 2 
Blue 
1 <0.01 0.194 0.62 <0.01 <0.01 0.014 <0.01 2.19 3.75 
2 <0.01 <0.01 0.017 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
3 <0.01 0.56 3.84 <0.01 <0.01 <0.01 <0.01 0.018 0.188 
4 <0.01 0.021 0.085 <0.01 <0.01 <0.01 <0.01 <0.01 0.05 
Test 
Type 3 
Yellow 
1 0.032 0.650 2.12 0.26 48.26 172.26 9.20 18.63 40.24 
2 <0.01 0.011 0.045 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 
3* <0.01 5.58 72.97 <0.01 0.025 0.050 <0.01 <0.01 3.29 
4 <0.01 0.21 0.34 <0.01 <0.01 <0.01 <0.01 0.02 0.105 
*Experiment 1 data set removed, n=5.  **Experiment 22 data set removed, n=7.   
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3.4. Effect of Different Ventilation Tactics 
 
The data prior to ventilation shows that the conditions are fairly drastic for potentially trapped 
occupants. The goal of the firefighting crew is then to do what they can to put out the fire and 
rescue any trapped victims. To that end, a better understanding of the impact of different 
ventilation techniques on tenability is needed to understand the techniques that will most 
effectively improve conditions for trapped occupants. Typically, exposure risk is measured over 
the entire timeframe of the experiment. However, since we want to quantify the effect of 
firefighting tactics, we need a method to measure the instantaneous exposure to occupants, which 
can be done by making a modification to Eqns. 1-3 as shown in Equations 1b and 3b. 
𝐹𝐸𝑅𝐻𝑒𝑎𝑡 = (
𝑇3.61
4.1∗108
) ∗
1
60
                                                   (1b) 
𝐹𝐸𝑅𝐶𝑂 = 
𝜙(𝑡)𝐶𝑂
3.5
∗ 𝜐𝐶𝑂2 ∗
1
60
                                                        (3b) 
FERHeat and FERCO stand for the fractional effective rate from heat exposure and CO exposure, 
respectively. The fractional effective rate is the instantaneous exposure as measured in FED/s. So 
an FER of 0.01 FED/s would accumulate an FED = 1 for an exposure of 100 s.  Figure 9 shows 
an example of the evolution of the fractional effective rate as a function of time in the fire room 
for an experiment. The figure shows that heat and CO exposure both rise around the same time, 
however, as the fire becomes ventilation-limited, the temperatures decrease while the CO risk 
remains rather steady. This trend remains until ventilation happens and the temperatures increase 
until the room flashes over and the CO and heat exposure both spike. 
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Figure 9: Fractional Effective Rate for Heat and CO Exposure in the Fire Room for 
Experiment 3 from the Vertical Ventilation Study 
 
In order to examine the influence of different ventilation tactics, Experiments 3, 5, and 7 and 
Experiments 4, 6, and 8 in the vertical ventilation study will be analyzed. This will allow us to 
determine the influence of door control ventilation and vertical ventilation area on heat and CO 
exposure risks in the fire and non-fire rooms.  
 
Figure 10 and Figure 11 show the heat exposure FER after front door ventilation for the one-
story and two-story structure, respectively. In both structures, the experiments with full front 
door ventilation show a larger and quicker increase in FER. This is due to the larger ventilation 
area supplying oxygen to the fire and actually increasing the heat release rate of the fire. The data 
also shows that the increase in FER begins around 50 seconds after the front door is ventilated 
and results in more than an order of magnitude increase in the FER. This data supports the idea 
that firefighters want to limit the availability of oxygen to the fire in order to limit the risk of heat 
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exposure.  It should be noted though, that after front door ventilation but prior to vertical 
ventilation, there was no significant change observed in the heat exposure FER in the non-fire 
rooms. 
 
  
 
 
Figure 10: Changes in Heat Exposure FER after Front 
Door Ventilation in One-Story Fire Rooms for 3 separate 
experiments with differing ventilation conditions. (FD – 
Front Door opening, VV – Vertical Vent size) 
 
 
 
Figure 11: Changes in Heat Exposure FER after Front 
Door Ventilation in Two-Story Fire Rooms for 3 separate 
experiments with differing ventilation conditions (FD – 
Front Door opening, VV – Vertical Vent size)  
 
 
  
Figure 12 and Figure 13 show the changes in CO FER values after front door ventilation in 
Bedroom 1 of the one-story structure and Bedroom 3 of the two-story structure, respectively. 
Although, theoretically, the idea that introducing oxygen may vent the toxic carbon monoxide 
out of the structure while also providing more lean combustion (and thus less CO production), it 
is observed that these effects have little influence on the exposure to CO in the non-fire rooms, as 
the changes are rather minor in both the one-story and two-story structures. Therefore, 
ventilation of the front door only really worsens the conditions and, if possible, the ventilated 
area of the front door should be minimized as much as possible to reduce the growth of the fire 
with ventilation. 
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Figure 12: Changes in Toxic Gases FER after Front Door 
Ventilation in Bedroom 1 of One-Story Structure for 3 
separate experiments with differing ventilation conditions   
 
 
 
Figure 13: Changes in Toxic Gases FER after Front Door 
Ventilation in Bedroom 3 of Two-Story Structure for 3 
separate experiments with differing ventilation conditions  
 
While front door ventilation is a form of horizontal ventilation, firefighters also use vertical 
ventilation to vent the structure. In our experiments, vertical ventilation was employed after front 
door ventilation. Figure 14 and Figure 15 show the heat exposure FER in the fire room after 
vertical ventilation for the one-story and two-story experiments, respectively. The data clearly 
shows that vertical ventilation leads to rapidly deteriorating conditions that eventually result in 
flashover of the fire room.  It is true, though, that the experiments with front door control do 
show delays in the increase of FER. However, in the one-story structure the room still eventually 
reaches flashover and in the two-story structure, the FER still increases from <0.01 FED/s to 
>0.02 FED/s. The velocities at the front door can actually help to explain the rapidly 
deteriorating conditions in the fire room of the one-story structure. Figure 16 shows the velocity 
at 1.05 m above the floor in the doorway for Experiment 5. Upon front door ventilation, the 
velocity is actually out of the front door, showing that the neutral plane is below the height of 
1.05 m in the one-story structure. However, as soon as the roof ventilation is opened, the 
velocities drop from +2 m/s to less than -2 m/s (negative indicates incoming air). Therefore, 
vertical ventilation drastically increases the amount of incoming air being supplied to the fire, 
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which increases the heat release rate and eventually results in flashover. Therefore, similar to the 
findings with front door ventilation, the data suggests that vertical ventilation actually can result 
in worsening heat exposure conditions for trapped occupants. 
 
 
 
Figure 14: Changes in Heat Exposure FER (log-scale) 
after Vertical Ventilation in One-Story Fire Rooms for 3 
separate experiments with differing ventilation conditions 
 
 
 
Figure 15: Changes in Heat Exposure FER (log-scale) 
after Vertical Ventilation in Two-Story Fire Rooms for 3 
separate experiments with differing ventilation conditions 
 
 
Figure 16:  Velocity at the centerline of the doorway at the 1.05 m height for Experiment 5. 
Negative velocities indicate gases flowing into the structure. Positive velocities indicate 
gases flowing out of the structure. 
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After vertical ventilation, it was observed that changes in heat exposure tenability conditions also 
occurred in the non-fire rooms. Figure 17 through Figure 19 show the average heat exposure 
FER in the one-story, two-story first floor, and two-story second floor non-fire rooms, 
respectively. As can be seen, in all cases, the heat exposure FER increases after vertical 
ventilation. In the one-story structure, the time delay in the increase in FER is similar for all 
three experiments. However, in the two-story structure, the small vertical ventilation area with 
full open door experiment has the shortest delay time in increasing FER. In fact, the larger 
vertical ventilation area experiment does show lower temperatures in all non-fire rooms, 
suggesting that the larger vertical ventilation area may help to exhaust more of the gases during 
flashover and thus fewer hot gases travel to the non-fire rooms. With that being said, door 
control was still observed to be the most effective method to limit the increase in heat exposure 
FER, and given the rapidly deteriorating conditions in the fire room and worsening conditions in 
the non-fire rooms, there seems to be no justification for vertical ventilation from a heat exposure 
perspective. One more thing to note is the overall higher heat exposure on the second floor for 
family room fires. From a heat exposure perspective, the second floor non-fire rooms, on 
average, have approximately double the heat exposure for trapped occupants. 
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Figure 17: Changes in Heat Exposure FER after Vertical Ventilation in One-Story Non-Fire Rooms for 3 separate 
experiments with differing ventilation conditions  
 
 
 
Figure 18: Changes in Heat Exposure FER after Vertical 
Ventilation in Two-Story First Floor Non-Fire Rooms for 
3 separate experiments with differing ventilation 
conditions  
 
 
 
Figure 19: Changes in Heat Exposure FER after Vertical 
Ventilation in Two-Story Second Floor Non-Fire Rooms 
for 3 separate experiments with differing ventilation 
conditions  
 
The impact of vertical ventilation on CO exposure can also be quantified. Figure 20 and Figure 
21 show the CO FER in Bedroom 1 of the one-story structure and Bedroom 3 of the two-story 
structure, respectively. In the one-story structure, small decreases were observed in the CO FER 
for the fully open door cases. The door control experiment actually shows a spike in CO FER 
about 100 s after vertical ventilation. It is possible that this would have occurred in the other 
experiments but water was applied less than 100 s after vertical ventilation in those experiments 
because the room had already reached flashover for a sustained period of time.  In fact, the data 
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from the two-story structure suggests this would have been the case as in Experiment 6, the CO 
FER is fairly constant until about 60 s after vertical ventilation when the CO spikes in Bedroom 
3. Similar to front door ventilation, it seems vertical ventilation can only slightly influence the 
CO exposure. However, the observed changes are small and the threat of the fire room reaching 
flashover is significant and likely not worth the possible small improvement observed in the CO 
exposure in the one-story structure (it is also reasonable that similar changes would have 
occurred without ventilation, since the CO FER was already decreasing slightly after front door 
ventilation). 
 
 
Figure 20: Changes in Toxic Gases FER after Vertical 
Ventilation in Bedroom 1 of One-Story Structure for 3 
separate experiments with differing ventilation conditions  
 
 
 
Figure 21: Changes in Toxic Gases FER after Vertical 
Ventilation in Bedroom 3 of Two-Story Structure for 3 
separate experiments with differing ventilation conditions 
The major takeaway from an analysis of ventilation’s effect on tenability is that creating 
openings in the structure does more to increase the heat release rate than it does to exhaust hot 
gases. This results in larger temperatures and an increase in fire growth that increases the 
chances for flashover in the fire room. Additionally, ventilation (both front door and vertical) 
showed little impact in improving the CO exposure in the fire environment. Therefore, 
ventilation should be viewed as a means to gain access to the fire environment rather than as a 
way to improve conditions in the fire environment. 
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3.5. Effect of Water Application 
 
After firefighters gain access to the fireground through the use of ventilation, water application is 
then used to suppress the fire. In the vertical ventilation study, water was applied for short 
durations (~15 s) from the exterior of the structure into the fire room. This water application 
technique was used to model the impact of the first stage of a transitional attack, where the fire 
crew first applies water from the outside before transitioning to interior operations and final 
suppression. In order to compare similar water applications for similar fires, the same 
experiments (Experiments 3-8) will be used to measure the change in heat exposure FER after 
water application. Figure 22 and Figure 23 show the changes in heat exposure FER for the fire 
room and non-fire rooms in the one-story and two-story structures, respectively. Additionally, 
Figure 22 shows the spread among effectiveness of the water applications in cooling the fire and 
non-fire rooms. As opposed to ventilation, it is observed, unsurprisingly, that short burst water 
application is effective at improving the conditions in the fire and non-fire rooms significantly. 
However, this improvement in conditions in not always consistent, especially in the fire room. 
As Figure 22 shows, there were some experiments where water application lowered the heat 
exposure FER to <0.01 FED/s, allowing possible egress for trapped occupants through the fire 
room. However, in other experiments, the FER remained >0.1 FED/s, which would be very 
difficult to egress through safely. In the non-fire rooms, the improvements are significant as, on 
average, the FER drops to 30% of its initial value 60 s after water application. However, the drop 
in FER is not immediate and it does take time for the conditions to improve. Additionally, it is 
observed that although the non-fire rooms in the two-story structure have worse initial conditions 
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on the second floor than the first floor, the reductions in FER are similar and compare well to the 
reductions observed in the one-story structure. 
 
 
 
Figure 22:  Average FER Values at 0.9 m high in the fire 
room and the non-fire rooms after Water Application in 
the One-Story Structure. Solid lines with markers 
represent the average FER of the data set. Dashed lines 
represent the max and min of the fire room data set. 
Dotted lines represent the max and min of the adjacent 
room data set. 
 
 
Figure 23: Average FER Values at 0.9 m high in the fire 
room, first floor rooms, and second floor rooms after 
Water Application in the Two-Story Structure (Exp 4, 6, 
8). 
 
 
It was also observed that the amount of temperature reduction achieved in the non-fire rooms 
upon water application was largely dependent upon the temperature in the non-fire room prior to 
water application. Figure 24 shows the relationship between the temperature in the non-fire room 
prior to water application and the temperature reduction in the non-fire room 60 s after water 
application. It should be noted that the data set comes from 0.9 m above the floor in all non-fire 
rooms from the straight stream water applications in all experiments from the vertical ventilation 
study. From the data, it is clear that the temperature reduction follows a fairly linear relationship 
with the temperature prior to water application (R
2
 = 0.76). Additionally, the dotted lines on 
Figure 24 show the firefighter tenability threshold criteria of 260
o
C before (dotted vertical line) 
and after (dotted slanted line) water application. Data points to the right of the tenability lines 
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can be considered untenable before and after water (n = 0), data points between the tenability 
lines can be considered untenable before water and tenable after water (n = 25), and data points 
to the left of the tenability lines represent tenable before and after water (n = 67). Importantly, it 
was observed that in all cases, 60 s after straight stream water application to the fire room, no 
non-fire rooms were untenable for firefighters, even though 25 of the non-fire rooms were 
untenable prior to water application. So applying water to the structure prior to entry can 
significantly improve conditions for firefighters to perform search and rescue and final 
suppression. 
 
 
Figure 24:  Relationship between temperature prior to water application and temperature 
reduction 60 s after water application in non-fire rooms. The vertical dotted line shows the 
fire fighter tenability criteria prior to water application, and the slanted dotted line shows 
the firefighter tenability criteria 60 s after water application. The solid line is the best fit 
line for the data set. 
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The water application in the vertical ventilation study also allows for a comparison of the cooling 
effects of fog stream and straight stream water applications. Figure 25 and Figure 26 show the 
temperature reduction regressions (as a function of temperature prior to water applications) at 0 
s, 10 s, 30 s , and 60 s after water application for straight stream and fog stream applications, 
respectively. The data shows that the temperatures reduce further as time after water application 
increases for the straight stream water applications. However, the temperatures actually begin to 
recover and increase for fog stream applications between 30 s and 60 s after water application, 
although for the fog stream water applications, the reductions are larger 0 s and 10 s after water 
application. This can be explained by the cooling mechanism of the water applications, as the 
straight stream attacks the seat of the fire and cools the structure by reducing the heat source. 
However, the fog stream more effectively cools the hot gases in the structure initially. But, since 
the heat release rate is not diminished as significantly as in the case of straight stream 
applications, the source of heat starts to create more hot gases which spread to the fire room and 
eventually begin to heat up the non-fire rooms. This observed cooling behavior of the stream 
types is consistent with the literature [14, 29]. 
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Figure 25: Temperature reductions in non-fire rooms for 
straight stream applications at 0 s (blue, solid), 10 s (red, 
long dash), 30 s (green, dotted), and 60 s (black, short 
dash) after water application 
 
Figure 26: Temperature reductions in non-fire rooms for 
fog stream applications at 0 s (blue, solid), 10 s (red, long 
dash), 30 s (green, dotted), and 60 s (black, short dash) 
after water application 
 
 
The impact of water application on tenability will also be examined for the water application 
study. However, the tenability will be examined through an analysis of the pig skin data, and that 
analysis can be found in Chapter 4. 
 
3.6. Repeatability of Tenability  
 
Since several of the experiments in the one-story (Experiments 1, 3, 5, and 7) and the two-story 
(Experiments 2, 4, 6, 8) structures in the vertical ventilation study were identical prior to 
firefighter intervention, the repeatability of exposure can be assessed. Table 15 shows the 
average FED and standard deviation of the FED at the different locations for the identical 
experiments in the one-story and two-story structures. For the most part, the variation from 
experiment to experiment is within ±30% of the average FED value, showing that in terms of 
tenability risk, the experiments are fairly repeatable. One thing that is evident from this data is 
that the CO exposure in the two open bedrooms in the one-story, and the variation in heat 
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exposure in the two open bedrooms in the two-story, are significantly different. This shows that 
different axial distances from the fire can make a big impact on the amount of heat and CO 
exposure an occupant receives. 
Table 15: Repeatability of FED accumulation for Identical Experiments (Values in table 
written in mean ± standard deviation, except for closed bedroom, which gives a range of 
values) 
Structure Exposure 
Type 
Living 
Room/Family 
Room 
Master 
Bedroom 
Target 
Bedroom 
with Open 
Door 
Target 
Bedroom with 
Closed Door 
One-Story CO 3.67 ± 0.62 1.68 ± 0.61 3.57 ± 1.54 Range: 0-0.05 
Temp 4.87 ± 1.31 0.19 ± 0.04 0.37 ± 0.06 Range: 0-0 
Two-Story CO 0.50 ± 0.14 0.22 ± 0.05 0.29 ± 0.11 Range: 0-0.05 
Temp 5.44 ± 3.21 0.035 ± 0.07 0.59 ± 0.11 Range: 0-0 
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Chapter 4: Victim Packages 
 
4.1. Introduction 
 
In the water application study, victim packages were utilized to better understand the thermal 
risk to trapped occupants in residential fires. It was also an objective of the study to better 
understand the influence of water application on victim conditions and the possibility of steam 
burns. To simulate the interaction between the fire environment and human skin, pig skin 
samples were used as a surrogate for the dermal skin layer. Pig skin has been used in many other 
studies as a surrogate for human skin [71-74]. The similarities between pig skin and human skin 
include: similar proteins, similar dermal thicknesses, similar subcutaneous fat thicknesses, a 
dermis with a papillary body, and large amounts of elastic tissue [75]. In fact, pig skin is often a 
better surrogate for human skin than nonhuman primate skin [76]. There are limitations to the 
use of pig skin, however. Since live pig skin specimens cannot be used, the effect of blood 
perfusion is not quantified in the raw data. Additionally, the rate of water loss is lower in dead 
pig skin than in live human skin, which can affect the heat absorbed by the skin [71]. Finally, 
blister formation between the dermis and epidermis occurs in human skin, but does not occur in 
pig skin [72]. 
 
In addition, to using pig skin as a surrogate for human skin, neoprene was also used as a 
surrogate for subcutaneous fat.  A surrogate was needed for the subcutaneous fat because the 
actual pig skin samples were extracted from pig skin carcasses and there was large variation in 
the thickness of the subcutaneous fat at different locations along the pig carcass. This variation 
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could result in large variation in the thermal response for individual specimens subjected to the 
same thermal conditions. Therefore, neoprene was selected as the surrogate due to its 
availability, similar thermal properties (same thermal conductivity (0.2 W/(m*K)) and heat 
capacity (2000 J/(kg*K)) of subcutaneous fat and only slightly more dense (1100 kg/m
3
 
compared to 850 kg/m
3
), and ability to provide a constant thickness for each specimen.  
 
Preparation of the pig skin samples was performed by excising the skin from euthanized pig skin 
carcasses. The dermal layer was removed from the carcass and subcutaneous fat and the hair was 
shaved from the top layer of the skin using a razor. The sample was then placed in a plastic bag 
and stored in a freezer. Before being deployed into an experiment, the skin was thawed in a 
water bath held at 37
o
C one hour before the experiment began. After the sample was properly 
thawed, the skin was removed from the bag and its thickness was measured. The samples were 
then deployed to their locations and attached to the neoprene blocks and thermocouples. Damp 
towels were placed over the specimens to ensure they did not dry out prior to testing and heater 
and pumps were used to control the water bath temperature and maintain it at 37
o
C. Five minutes 
before the experiment began, the damp towels were removed and the structure was properly 
closed off. The temperature of the skin prior to the start of the experiment was typically between 
28-32
o
C. 
 
Figure 27 shows the design and instrumentation of the pig skin experimental setup. Each pig skin 
sample was cut in a 10 cm by 10 cm square and placed on top of a 10 mm thick block of 
neoprene. The thickness of the neoprene was used to simulate the thickest layers of subcutaneous 
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fat. The neoprene sample was in direct contact with the water bath and slotted into holes in the 
top aluminum plate. Ceramic strips of insulation were used to cover the exposed aluminum on 
the top of the plate and insulation was wrapped around the basin to help maintain the water bath 
temperature at 37
o
C (human core body temperature). Cyanoacrylate glue was used to attach the 
thermocouples to the surface of the skin, the top surface of the neoprene, and to attach the skin 
sample to the neoprene block. Additionally, thermocouples were also used to measure the 
temperature of the air surrounding the victim packages and to measure the temperature of the 
water bath during the test to ensure core body temperature was closely maintained. 
 
Figure 27: Exploded CAD View of Pig Skin Experimental Design showing a List of Parts 
 
When analyzing the measured skin temperatures, it is also necessary to properly understand the 
thresholds for different burn severities. Skin begins to take damage when temperatures rise above 
44
o
C, and at 60
o
C the epidermis can be peeled off of the exposed area [77, 78]. The burn 
classification depends upon the penetration of necrosis (the skin dying) into the exposed area 
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[79]. First-degree or “superficial” burns only involve damage to the skin in the epidermal layer. 
Second-degree or “partial-thickness” have significant damage that extends into the dermal layer 
of the skin. Third-degree or “full-thickness” burns have damage that extends into the 
subcutaneous layer of the skin and complete destruction of the dermal layer. Finally, fourth-
degree burns are burns that extend into the tissue underneath the skin layer and involves necrosis 
of the subcutaneous layer. Third- and fourth-degree burns can be life-threatening depending on 
the size of the affected area. 
 
4.2. Environmental Chamber Testing 
 
In order to validate the experimental setup and to compare the measured temperatures with the 
measured heat flux values, tests were ran in an environmental chamber at the Illinois Fire Service 
Institute in Champaign, IL. The environmental chamber had an operating temperature range of 0-
200
o
C and an operating relative humidity range of 0-85 %RH. In order to create a radiant heat 
flux in the chamber, a radiant panel with an adjustable radiant output (10 settings) was attached 
to the ceiling of the environmental chamber. Three tests were conducted to compare the 
temperature and heat flux response under a humid radiant load (60
o
C, <10% RH), a dry radiant 
load (60
o
C, 50% RH), and a convective load (60
o
C, <10% RH). In addition to the skin 
temperatures and heat flux values, the skin temperatures were also predicted based upon the 
measured heat flux values and a 1-D transient heat conduction model. The governing equations 
for the model are shown in Eqns. 9-12: 
                                                   𝛼
𝑑2𝑇(𝑥,𝑡)
𝑑𝑥2
=
𝑑𝑇(𝑥,𝑡)
𝑑𝑡
                                                                  (9) 
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                   −𝑘
𝑑𝑇(0,𝑡)
𝑑𝑥
= ?̇?′′(𝑡)                                                                (10)                                                        
𝑇(𝐿, 𝑡) = 310 𝐾                                                                 (11) 
𝑇(𝑥, 0) = 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙                                                                (12) 
𝛼 = thermal diffusivity, 𝑇 = temperature, 𝑥 = spatial coordinate, 𝑡 = time coordinate, 
𝑘 = thermal conductivity of the siding, ?̇?′′(𝑡) = heat flux data from experiments,  
𝐿 = thickness of pig skin and neoprene,  𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = initial surface temperature  
 
The thermal properties used for skin were: density = 1000 kg/m
3
, heat capacity = 3200 J/(kg*K), 
and thermal conductivity = 0.21 W/(m*K). Eqn. 9 assumes the water bath maintains the core 
temperature of 37
o
C, and Eqn. 10 shows the top surface boundary condition with ?̇?′′(𝑡) coming 
from the measured heat flux values. 
 
The system of equations in Eqns. 9-12 can be discretized and solved using backward time, 
centered space with ∆𝑥 = 0.1 𝑚𝑚 and ∆𝑡 = 0.1 𝑠.  
𝑇((𝑛 − 1)Δ𝑥, (𝑗 − 1)Δ𝑡) =  𝑇𝑛
𝑗
                                                   (13)  
𝛼
𝑇𝑛+1
𝑗+1
−2∗𝑇𝑛
𝑗+1
+𝑇𝑛−1
𝑗+1
Δ𝑥2
=
𝑇𝑛
𝑗+1
−𝑇𝑛
𝑗
Δ𝑡
                                                      (14) 
−𝑘 (
𝑇2
𝑗+1
−𝑇1
𝑗+1
Δ𝑥
) = ?̇?′′
1
𝑗+1
                                                        (15) 
𝑇𝑁
𝑗+1 = 310                                                                 (16) 
𝑇𝑛
1 = 𝑇∞,   𝑇𝑁
1 = 310                                                          (17) 
 
Equations 14-17 can be reduced using a tridiagonal matrix, 𝐴, which transforms Eqns. 14-17 into 
the matrix equation given by Eqn. 18. 
𝐴 ∗ 𝑇𝑗+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = 𝑇𝑗⃗⃗⃗⃗ + ?⃗?                                                            (18) 
 
The vector ?⃗?  contains the terms from boundary conditions not dependant on 𝑇𝑗+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  . If the matrix 𝐴 
is then inverted, a solution can be found for 𝑇𝑗+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , which is given in Eqn. 19. 
𝑇𝑗+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  =  𝐴−1 ∗ (𝑇𝑗⃗⃗⃗⃗ + ?⃗? )                                                     (19) 
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Equation 20 gives a useful definition of an important property for each material layer, and Eqn. 
21 and Eqn. 22 show the values of the matrix 𝐴 and vector ?⃗? , respectively. 
𝛿1 =
𝛼∆𝑡
∆𝑥2
                                                                    (20) 
𝐴 =
[
 
 
 
 
 
1 + 2𝛿1 −2𝛿1 0 …
−𝛿1 1 + 2𝛿1 −𝛿1 ⋱
0 ⋱ ⋱ ⋱ ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ 0
⋱ ⋱ ⋱ ⋱ −𝛿1
… 0 1 ]
 
 
 
 
 
                                  (21) 
 
?⃗? =  [
2𝛿1∆𝑥
𝑘
] (?̇?′′
1
𝑗+1)𝑒1⃗⃗  ⃗, 𝑤ℎ𝑒𝑟𝑒 𝑒1⃗⃗  ⃗ = (1,0, … ,0)                                   (22) 
 
Figure 28 through Figure 30 show the skin surface temperatures, measured heat flux, and 
predicted skin surface temperatures for the humid radiant load, dry radiant load, and convective 
load, respectively. The data shows that under humid conditions, the heat flux significantly 
overpredicts the surface temperatures. However, the agreement between measured and predicted 
temperatures is very good for both convective and radiant heat under dry conditions. The reason 
for the increased sensitivity of the heat flux gauge under humid conditions is due to condensation 
on the sensor (as shown in Figure 31). It is established by the manufacturer that condensation can 
change the sensitivity of the sensor, however, no explanation is provided for this behavior. One 
possible cause is that the water film that forms on the surface of the sensor absorbs a large 
amount of heat, and since the sensor area is the only part of the sensor that is water-cooled, the 
smaller sensor area acts as a heat sink for the larger area film of water on the surface of the 
sensor. This does help to explain the behavior of the over prediction of the temperatures, as if the 
heat flux values are corrected by a scaling factor, the temperatures match very well (in the case 
of Figure 28, the scaling factor was 2.3, however, this varied from experiment to experiment). 
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Therefore, the environmental chamber tests verified that the pig skin surface temperatures are 
consistent with the heat flux values under dry convective or radiant loads, but under humid 
conditions those values can be greatly over predicted, sometimes by even more than a factor of 2. 
So, when using heat flux gauges one must be cautious about the values reported in environments 
that can produce humid conditions (which the fire environment does). 
 
Figure 28: Comparison of Measured vs. Heat Flux Predicted Pig skin Temperatures for a 
Radiative Heat Load with Moisture and Condensation on the Sensor 
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Figure 29: Comparison of Measured vs. Heat Flux Predicted Pig Skin Temperatures for a 
Radiative Heat Load without Moisture 
 
Figure 30: Comparison of Measured vs. Heat Flux Predicted Pig Skin Temperatures for a 
Convective Heat Load 
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Figure 31: Image of Condensation Forming on Top Surface of Heat Flux Gauge 
 
4.3. Raw Victim Package Data 
 
In the water application study, there were a total of three test types: one-bedroom fire without 
initial ventilation (test type 1), one-bedroom fire with initial ventilation (test type 2), and two-
bedroom fire with initial ventilation (test type 3). The two key victim locations, where large 
temperature increases in the skin were observed, were victim location 1 (outside the fire room(s) 
in the hallway) and victim location 3 (on the bed in the adjacent open bedroom, Bedroom 4).  
 
Figure 32 and Figure 33 show the average surface temperature, average subdermal temperature, 
air temperature, and heat flux at victim location 1 and victim location 3 for test type 1, 
respectively. At both victim locations, temperatures reach above the threshold for first degree 
burns (44
o
C). However, from the air temperatures it is clear that victim location 1 receives a 
mostly radiant heat flux, whereas, victim location 3 receives a mostly convective heat flux. 
When water is applied around 9 min after ignition, the temperature of the skin surface and air 
temperature spikes at victim location 1. At victim location 3, the air temperature and skin surface 
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temperatures actually decrease upon water application. This phenomenon of temperature spikes 
after water application will be discussed in further detail in Section 4.6. After water is applied, 
both victim locations shows decreases in the skin surface temperatures, and actually the 
temperatures drop below the subdermal temperatures. Additionally, although victim location 1 
did reach a higher peak skin surface temperature in this experiment, due to the length of the 
exposure at victim location 3, the peak subdermal temperatures were actually higher at victim 
location 3. One interesting thing to note is that from the heat flux values, it would seem that the 
heat flux was always larger at victim location 1 than at victim location 3, however, based on the 
surface temperature responses this clearly is not the case, suggesting the heat flux gauges were 
not that accurate for this experiment. Discussion of heat flux values predicting skin temperature 
response will be expanded upon in Section 4.7. 
 
Figure 32: Average Surface Temperature, Average Subdermal Temperature, Air 
Temperature, and Heat Flux for Victim Location 1, Test Type 1  
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Figure 33: Average Surface Temperature, Average Subdermal Temperature, Air 
Temperature, and Heat Flux for Victim Location 3, Test Type 1  
 
Figure 34 and Figure 35 show the average surface temperature, average subdermal temperature, 
air temperature, and heat flux values at victim location 1 and victim location 3 for test type 2, 
respectively. Victim location 1 shows similar temperatures profile as in test type 1, although the 
temperature spikes around 48
o
C, about 5
o
C higher than in test type 1 (before water application). 
The higher temperature at victim location 1 in test type 2 can be explained by the initial 
ventilation condition. With the fire room window initially ventilated, there is enough oxygen 
supplied to the fire room to allow the transition to flashover. Of course, when this occurs, there is 
a large radiant flux provided to the victim 1 location just outside of the fire room, as we see the 
heat flux spike above 5 kW/m
2
 about 4 min after ignition. However, at victim location 3, the skin 
surface temperatures 6 min after ignition are much lower (34
o
C compared to 40
o
C) than in test 
type 1. With the window initially ventilated, a large amount of the hot gases get exhausted out of 
the structure, and the descent of the smoke layer in the rest of the structure is slower than if there 
were no ventilation. Interestingly, in this experiment, when water is applied (6 min after 
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ignition), the skin surface temperature at victim location 1 (after a very short-lived peak) begins 
to drop. However, a 4
o
C spike in surface temperature is witnessed at victim location 3. This 
shows that the temperature spikes can occur at both locations. Additionally, it is important to 
note the sporadic nature of the heat flux values at victim location 1 after water application. This 
behavior was observed in many experiments, and it seems that water application can drastically 
throw off the readings of the heat flux gauges. Further discussion of this behavior can be found 
in Section 4.7. 
 
Figure 34: Average Surface Temperature, Average Subdermal Temperature, Air 
Temperature, and Heat Flux for Victim Location 1, Test Type 2  
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Figure 35: Average Surface Temperature, Average Subdermal Temperature, Air 
Temperature, and Heat Flux for Victim Location 3, Test Type 2  
 
Figure 36 and Figure 37 shows the average surface temperature, average subdermal temperature, 
air temperature, and heat flux values at victim location 1 and victim location 3 for test type 3, 
respectively. As both figures show, the two-room fire results in much worse conditions at both 
victim locations. At victim location 1, the skin surface temperature reaches above 100
o
C in less 
than 4 minutes after ignition. This large amount of heat exposure would be lethal for any trapped 
occupants. In fact, based on the heat flux values, the heat exposure is about 5 times larger in test 
type 3 than in test type 2 (and about 30 times larger than in test type 1).  Additionally, victim 
location 3 reaches 50
o
C in less than 6 minutes after ignition. This would result in, at best, first 
degree burns for a trapped occupant. At both locations, the air temperature peaks around 110
o
C, 
showing that at victim location 1, most of the heat is still radiant heat in this scenario, as the heat 
flux is five times as large at victim location 1 compared with victim location 3. Interestingly, 
because of the large temperature prior to water application, there were no temperature spikes 
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observed at either victim location in this experiment, suggesting that the temperature spikes may 
be more likely when the skin surface temperatures are lower prior to water application. 
 
Figure 36: Average Surface Temperature, Average Subdermal Temperature, Air 
Temperature, and Heat Flux for Victim Location 1, Test Type 3  
 
 
Figure 37: Average Surface Temperature, Average Subdermal Temperature, Air 
Temperature, and Heat Flux for Victim Location 3, Test Type 3  
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4.4. Pig Skin Temperatures Prior to Firefighter Intervention 
 
The heat exposure risk of the different experiment types can be compared by analyzing the 
surface and subdermal temperatures for each of the victim locations to determine the differences 
observed in heat exposure at the different victim locations. Table 16 shows the mean and 
standard deviation of the temperatures at each victim location for each test type at 5 min and 20 s 
after ignition. The time of 5 min and 20 s was selected as it was the lowest first intervention time 
across the experimental study, and we only want to analyze the impact of the fire growth on the 
skin temperatures (and not any impact of firefighter intervention). 
 
From Table 16, it is clear that at victim locations 2, 4, and 5, the temperatures remain near their 
initial temperature prior to ignition and there is no significant threat from heat exposure to any 
trapped occupants at those victim locations. Additionally, for test type 1 and test type 2, the 
threat of heat exposure at victim location 3 is also relatively small as the mean surface 
temperatures are below 34
o
C for those test types. However, for test type 3, the surface 
temperature reaches, on average, above 41
o
C at the surface, more than a 10
o
C increase from the 
initial temperature, and thus the heat exposure for test type 3 at victim location 3 does present a 
risk of first degree burns to trapped occupants 5 min and 20 s after ignition. 
 
In the case of victim location 1, the threat of heat exposure is much more prominent. In all test 
types, the threshold for first degree burns (44
o
C) is within the standard deviation of the mean 
surface temperature 5 min and 20 s after ignition. On average, it was observed that the conditions 
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were worse for test type 2 than for test type 1 at victim location 1, however the observed 
differences were within the standard deviation for the skin temperatures for those test types. On 
the other hand, test type 3 had surface temperatures well above the temperatures observed for the 
other test types, and the average surface temperature was actually above the threshold for third 
degree burns (60
o
C). This shows that the exposure risk for a two-room fire is significantly larger 
than a one-room fire when it comes to heat exposure near the fire room (though for the other 
victim locations farther from the fire, the risk is still relatively low). It should also be noted that 
the standard deviation is significantly larger for the surface temperature near test type 3, showing 
a good deal of variation for the heat exposure for those experiments. 
Table 16: Pig Skin Temperatures for Different Victim Locations and Test Types 5 min and 
20 s after Ignition 
  Victim 1 
(mean ± sd) 
Victim 2 
(mean ± sd) 
Victim 3 
(mean ± sd) 
Victim 4 
(mean ± sd) 
Victim 5 
(mean ± sd) 
Test 
Type 1 
Surface 42.4 ± 4.6 32.6 ± 4.9 33.1 ± 2.0 32.0 ± 2.0 31.7 ± 3.2 
Subdermal 35.5 ± 2.5 32.8 ± 2.4 32.2 ± 1.8 31.8 ± 2.9 30.0 ± 1.4 
Test 
Type 2 
Surface 45.7 ± 4.1 28.9 ± 2.7 31.4 ± 2.1 29.5 ± 1.6 34.7 ± 2.9 
Subdermal 34.9 ± 2.1 31.2 ± 1.3 31.3 ± 2.3 28.8 ± 1.7 30.9 ± 3.2 
Test 
Type 3 
Surface 69.0 ± 20.2 30.5 ± 2.8 41.5 ± 4.6 32.1 ± 2.8 30.4 ± 1.7 
Subdermal 48.9 ± 5.5 31.7 ± 2.8 33.7 ± 1.9 32.0 ± 1.5 30.2 ± 2.0 
 
 
4.5. Variability in Pig Skin Sample Temperatures  
 
In addition to quantifying the variation in heat exposure at the different victim location for the 
different test types, the variation among the pig skin specimens for the same experiment and 
same victim location can also be analyzed. Specifically, it is of interest to compare the variation 
at victim location 1 and victim location 3 among the different pig skin samples. Figure 38 and 
Figure 39 show the variability of the pig skin samples at victim location 1 for a low temperature 
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and high temperature experiment, respectively. In the low temperature experiment, the variation 
from sample to sample is rather small and mostly due to the differences in the initial temperature, 
as the initial standard deviation is 1
o
C and at around 5-10 min after ignition, the standard 
deviation is around 2
o
C. In the high temperature experiment, the variation is much larger, as the 
standard deviation reaches more than 20
o
C during the experiment. However, prior to the 
temperature reaching above 60
o
C, the standard deviation is similar to the low temperature 
experiment (around 1-2
o
C), and it is not until large temperatures are observed that there are large 
deviations in sample to sample surface temperature. One likely reason for the observed variation 
is that very near the fire, during large radiant fluxes, there could actually be large variation in the 
heat flux across the small spatial differences that separate the pig skin samples. Additionally, for 
large fires, there is often a lot of falling debris and some of this falling debris could land on some 
of the samples and influence the surface temperatures. More importantly, though, the large 
deviations are only witnessed above 60
o
C, the point at which occupants have already received 
third degree burns and can likely be considered untenable. Thus, the observed differences have 
little actual influence on the conclusions regarding tenability from the skin surface temperature 
data. 
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Figure 38: Variability of Measured Temperature of Different Pig Skin Samples for 
Experiment 3 (lower temperature experiment) for Victim Location 1 
 
 
Figure 39: Variability of Measured Temperature of Different Pig Skin Samples for 
Experiment 1 (higher temperature experiment) for Victim Location 1 
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Figure 40 and Figure 41 show the variability of the pig skin samples at victim location 3 for a 
low temperature and high temperature experiment, respectively. As opposed to victim location 1, 
at victim location 3, the variability from specimen to specimen is similar for the high temperature 
and low temperature experiments (around 1-2
o
C). This further supports the idea that the 
variability observed for the high temperature experiments at victim location 1 has to do with the 
location itself (i.e. spatial differences in heat flux and effect of falling debris) and is not due to 
the effect of large temperatures. One important result of the variability being so low for most 
experiments is that it suggests that in future experiments, fewer samples could be used at a single 
location and, possibly then, more locations can be studied. 
 
Figure 40: Variability of Measured Temperature of Different Pig Skin Samples for 
Experiment 3 (lower temperature experiment) at Victim Location 3 
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Figure 41: Variability of Measured Temperature of Different Pig Skin Samples for 
Experiment 1 (higher temperature experiment) for Victim Location 3 
 
4.6. Effect of Water Application on Pig Skin Temperatures 
 
As Figure 32 and Figure 35 show, there were observed temperature spikes after water application 
at both victim locations 1 and 3. Table 17 shows the temperature spikes for the first water 
application from every experiment in the water application study. The table also shows the 
temperature reduction on the surface of the skin (if any) 30 s after the water was applied. Clearly, 
in most cases, the application of water from the interior or exterior results in spikes in surface 
temperatures, even in adjacent rooms to the fire room. 
 
At victim location 1 the median temperature spike was 4.2
o
C (range: 0-23.7
o
C) and 0.34
o
C 
(range: 0-15.0
o
C) for interior and exterior water applications, respectively. At victim location 3, 
the median temperature spike was 1.9
o
C (range: 0-10.4
o
C) and 2.0
o
C (range: 1.3-7.6
o
C) for 
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interior and exterior water application, respectively. The observed differences in the median 
temperature spikes for the different water application types are well within the variation in 
temperature spikes from experiment to experiment. The observed temperature spikes could be 
due to two possible mechanisms. One mechanism is that the application of water could result in 
hot water and/or steam hitting the surface of the skin and creating a spike in temperature. 
Another mechanism is that, with water application, the hot gases in the upper layer are cooled 
significantly, thus the buoyant stratification of the gas layer is removed and the hot gases actually 
drop down to the level of the victim packages. This mechanism is supported by the data as spikes 
in air temperature are also observed at the victim locations for several of the experiments where 
temperature spikes occur. Of course, if this hot layer was also containing a large amount of water 
vapor, then it would be reasonable that the moisture would condense on to the colder skin 
surface and create a temperature spike for the skin surface. 
 
Although, temperature spikes were observed at both victim locations, the water still effectively 
reduced the skin surface temperature 30 s after water was applied in almost all cases. The 
temperature reductions ranged from 0-76
o
C at victim location 1 and 0-8.5
o
C at victim location 3. 
The larger drops in temperature at victim location 1 can partially be explained by the larger 
temperature at the skin surface prior to water being applied. However, temperature reductions as 
large as 15
o
C occurred even when the surface temperature prior to water being applied was lower 
than 50
o
C. Thus, the reductions in temperature were larger at victim location 1 than at victim 
location 3. This is not all that surprising, since reducing the heat release rate of the fire is going 
to have a larger impact on the conditions right outside the fire room than on the conditions in an 
adjacent room. 
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Table 17: Temperature Spikes and Trends after suppression for each Experiment 
 Victim Location 1 Victim Location 3 
Test 
Type 
Application 
Type 
Start 
Temp 
Temp 
Increase 
Temp 
Decrease 
Start 
Temp 
Temp 
Increase 
Temp 
Decrease 
1 Interior 137 0 -76 68.08 0.34 -1.08 
1 Interior 43.18 14.14 -5.18 38.02 5.8 0 
1 Interior 38.34 1.24 -0.4 41.12 1.5 -0.62 
1 Interior 45.92 7.54 -14.96 50.54 1.92 -1.26 
1 Interior 42.74 4.7 -0.06 42.6 0.74 -0.32 
1 Interior 41.96 1.6 -0.2 EM EM EM 
2 Interior 50.18 3.72 -6.1 34.58 4.26 -0.1 
2 Interior 45.4 4.22 -2.42 31.5 4.78 -0.1 
2 Interior 42.08 7.4 -8.22 EM EM EM 
2 Interior 47.24 7.14 -5.1 32.796 1.636 -0.404 
2 Interior 44.8 3.64 -7.82 31.02 10.42 -0.06 
2 Interior 104.34 1 -2.28 53.54 2.1 -0.1 
3 Interior 66.58 2.1 -25.54 50.82 3 -3.48 
3 Interior 53.36 8.22 -9.26 51.58 3.84 -2.14 
3 Interior 56.64 8.94 -8.02 40.24 7.56 0 
3 Interior 44.46 0.6 -2.06 37.24 0.04 -1.46 
3 Interior 209.76 23.68 -19.5 49.6 1.86 0 
2 Exterior 47.18 15 -4.3 39.7 2.02 -8.46 
2 Exterior 41.9 3.18 -4.04 31.24 1.44 -0.52 
2 Exterior 45.76 0.34 -3.56 33.56 1.86 -0.06 
2 Exterior 43.9 0.12 -5.16 30.82 1.26 -0.02 
3 Exterior 93.16 0 -13.12 51.22 2.08 0 
3 Exterior 64.16 0 -5.66 37.42 7.6 -0.66 
3 Exterior 95.66 3.96 -29.58 41.66 2.9 -0.04 
 
Although it was observed that temperature spikes occurred at both victim location 1 and 3, the 
alternative to applying water would be to delay intervention. For each test type, there was a 
single experiment which delayed the time of firefighter water application to compare the results 
with the other experiments. Table 18 shows the average maximum surface and subdermal 
temperatures for each test type, along with the maximum surface and subdermal temperature 
from the delayed intervention experiment at victim location 1.  The data shows that delaying 
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intervention produces significantly worse conditions for a potentially trapped occupant at victim 
location 1. For test type 1 and 2, delaying intervention results in conditions that would be 
untenable for all occupants. In contrast, while conditions with quick intervention could still result 
in significant burns, the surface temperatures are only around 50
o
C and would be survivable for 
potentially trapped occupants. The impact of quick intervention also results in better conditions 
for test type 3, however the conditions in both cases are untenable and result in skin temperatures 
that would be very dangerous for occupants. Table 18 also shows the average total convective 
FED accumulated over the course of the experiments for each test type at victim location 1. As 
can be seen, from the convective FED it does not seem there is a significant threat to occupants 
in test type 1 or test type 2 (quick intervention). However, the skin temperatures suggest that this 
is not the case, as the temperatures are well above the threshold for first degree burns. This is due 
to most of the heat at victim location 1 resulting from radiative heat. Similarly, the radiative FED 
could also be calculated, but Section 4.7 will discuss the issues with heat flux gauges and using 
the radiative FED. Even though, the convective FED seems to indicate better conditions at victim 
location 1 than the skin temperatures suggest, there is still a strong correlation observed between 
the accumulated convective FED and maximum surface temperature (n = 24, r = 0.55, p<0.001). 
Table 18: Average maximum surface and subdermal temperatures for different test types 
with quick and delayed interventions along with calculated accumulated FED values from 
an ISO 13571 convective heat analysis for Victim Location 1 
Test 
Type 
Intervention 
Time 
Avg. Max 
Surface 
Temperature 
(
o
C) 
Standard 
Deviation 
(
o
C) 
Avg. Max 
Subdermal 
Temperature 
(
o
C) 
Standard 
Deviation 
(
o
C) 
Average 
FED 
FED 
Standard 
Deviation 
1 Quick 50.9 6.0 43.5 2.0 0.0326 0.0089 
Delayed 140.0  72.3  3.1399  
2 Quick 51.2 5.4 39.7 2.3 0.0098 0.0037 
Delayed 107.2  66.5  0.4270  
3 Quick 97.3 25.5 55.9 4.7 61.43 56.38 
Delayed 248.0  78.6  52.12  
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Table 19 shows the average maximum surface and subdermal temperatures for each test type, 
along with the maximum surface and subdermal temperature from the delayed intervention 
experiment at victim location 3. Again the delayed intervention results in significantly worse 
conditions for any potentially trapped occupants for test type 1 and test type 2. Test type 3 
actually has similar maximum temperatures for the delayed and quick intervention experiments. 
However, the average maximum subdermal temperature shows that the risk of significant, 
possibly third-degree burns, is much greater for the delayed experiment, as the length of 
exposure is significant enough to raise the subdermal temperature to 9
o
C higher than in the quick 
intervention experiments. Table 19 also shows the average total convective FED accumulated 
over the course of the experiments for each test type at victim location 3. One thing to note is 
even though the surface temperatures are lower at victim location 3 than victim location 1, for 
the quick intervention experiments, the FED values are actually higher for test type 1, and about 
the same for test type 2. In fact, at victim location 3, the correlation between accumulated FED 
and maximum surface temperature is much better than at victim location 1 (n = 24, r = 0.71, 
p<0.001).  
Table 19: Average maximum surface and subdermal temperatures for different test types 
with quick and delayed interventions along with calculated accumulated FED values from 
an ISO 13571 convective heat analysis for Victim Location 3 
Test 
Type 
Intervention 
Time 
Avg. Max 
Surface 
Temperature 
(
o
C) 
Standard 
Deviation 
(
o
C) 
Avg. Max 
Subdermal 
Temperature 
(
o
C) 
Standard 
Deviation 
(
o
C) 
Average 
FED 
FED 
Standard 
Deviation 
1 Quick 47.5 4.3 42.0 4.1 0.0441 0.0177 
Delayed 68.8  62.4  0.1286  
2 Quick 38.7 3.8 34.7 2.7 0.0060 0.0049 
Delayed 56.9  49.6  0.0381  
3 Quick 52.1 4.3 40.4 3.0 0.0225 0.0167 
Delayed 52.8  49.2  0.1072  
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Overall, the delayed intervention experiments show the importance of quick intervention from 
the fire department. Moreover, even though water application does create spikes in surface 
temperature at the victim locations, the alternative of waiting to apply water to the fire creates 
much worse conditions. Additionally, the fact that exterior and interior applications showed no 
real difference in severity of temperature spikes (if anything exterior exposure showed lower 
temperature spikes) suggests that whichever method can get water on the fire faster is preferable 
(from a heat exposure perspective, at least). 
 
4.7. Heat Flux Gauge Performance in Fire Environment 
 
Heat flux gauges were used at each victim location to measure the heat flux incident at the pig 
skin surface. However, as the environmental chamber tests showed, the heat flux gauges can 
change sensitivity in the presence of moisture. Therefore, it is of interest to what degree this 
causes problems in the heat flux gauges in the fire environment at different locations. Figure 42 
shows the measured surface temperatures, measured heat fluxes, and modeled surface 
temperatures for Experiment 1 at victim location 1. In this experiment, the heat flux is clearly 
overpredicted by the heat flux gauge. However, if we correct this by a constant scaling factor (in 
this case 2.3, this value was chosen for fitting purposes) the modeled temperatures match 
throughout most of the experiment. This shows that, similar to the environmental chamber 
experiments, the heat flux gauge can have its sensitivity altered. This is not always the case 
though. Figure 43 shows the measured surface temperatures, measured heat fluxes, and modeled 
surface temperatures for Experiment 5 at victim location 1. This experiment is the same test type 
as Experiment 1, yet the agreement between the measured and modeled temperatures is much 
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better. Clearly, this shows that the measurement of the heat flux gauges can be unreliable even 
for an identical experiment and identical measurement location.  Another thing to note in both 
figures is the predictions of the heat flux after water is applied (27 min in Experiment 1, 7 min 30 
s in Experiment 5). In both cases, the temperature response to water application is not properly 
predicted. However, the measurements in Experiment 1 are way off. The heat flux values predict 
a temperature increase even though the surface temperatures drop by more than 50
o
C. In 
Experiment 5, the predictions are much closer, though the heat flux predicts a 10
o
C spike in the 
surface temperatures, when the actual surface temperatures only spiked by about 5
o
C. So, not 
only does the heat flux gauge struggle to reliably predict the surface temperatures prior to water 
application, but during water application, the error in the readings increases even further. 
 
Figure 42: Measured Temperatures and Heat Flux modeled temperatures at Victim 
Location 1 during Experiment 1 (Test Type 1, delayed intervention) 
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Figure 43: Measured Temperatures and Heat Flux modeled temperatures at Victim 
Location 1 during Experiment 5 (Test Type 1, delayed intervention) 
 
Figure 44 shows the measured surface temperatures, measured heat fluxes, and modeled surface 
temperatures for Experiment 1 at victim location 3. As opposed to victim location 1, the 
measured and modeled temperatures match well throughout the experiment. Although the 
measured temperatures are slightly higher than the heat flux modeled temperatures, the error is 
only on the order of 3-4
o
C, and can be explained by the uncertainty of the heat flux 
measurements and the uncertainty in the pig skin thermal properties. Interestingly, at victim 
location 3, the temperature response during and after water application is also predicted well by 
the heat flux gauge, as both the measured and modeled temperatures show reductions after water 
application. Proper measurement of heat flux did not always occur at victim location 3, however. 
Figure 45 shows the measured surface temperatures, measured heat fluxes, and modeled surface 
temperatures for Experiment 5 at victim location 3. The heat flux predicts the initial increase in 
temperature that is observed from 4 min to 4 min 30 s after ignition. However, around 4 min and 
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30 s after ignition, the heat flux rapidly increases and heat flux modeled temperatures drastically 
overpredict the measured surface temperatures. It is believed that, in this case, the soot layer 
dropped and likely contained enough water vapor to condense on the sensor and throw off its 
sensitivity. Again, this further shows the lack of reliability of the heat flux gauges to measure the 
heat flux accurately over the course of the experiment even when the gauges are placed farther 
from the source of the fire. 
 
 
Figure 44: Measured Temperatures and Heat Flux modeled temperatures at Victim 
Location 3 during Experiment 1 (Test Type 1, delayed intervention) 
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Figure 45: Measured Temperatures and Heat Flux modeled temperatures at Victim 
Location 3 during Experiment 1 (Test Type 1, delayed intervention) 
 
4.8. Measuring Heat Flux with Pig Skin Samples 
 
Due to the unreliability of the heat flux measurements, a better method is needed to accurately 
determine the heat flux in the fire environment. Using the measured pig skin surface 
temperatures and the model outlined in Eqns. 9-22, the heat flux can be predicted using an 
iterative method. An initial guess of the heat flux is made at each time step based on the 
determined value of the heat flux at the previous time step. The temperature distribution is then 
solved for and the calculated surface temperature is compared to the measured surface 
temperature. If the difference between the calculated and measured surface temperatures is 
within a certain tolerance, then the estimated heat flux becomes the heat flux at that time step and 
the solution continues on to the next time step using the temperature distribution determined at 
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the previous time step from the estimated heat flux. However, if the difference between the 
calculated surface temperature and measured surface temperature is greater than the specified 
tolerance, then the heat flux estimate is adjusted (increased if the calculated temperature is too 
low and decreased if the calculated temperature is too high) by the desired resolution of the heat 
flux calculations. This process is repeated until the temperature difference is within the tolerance 
limit. The solution method is further outlined in Eqns. 23-25. 
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑔𝑢𝑒𝑠𝑠: 𝑞0
′′(𝑡) =  𝑞′′(𝑡 − ∆𝑡), 𝑞0
′′(0) = 0                              (23) 
𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛: |𝑇𝑚(𝑡) − 𝑇𝑐(𝑡)| < 𝑡𝑜𝑙                                (24)  
𝑈𝑝𝑑𝑎𝑡𝑒𝑑 𝐺𝑢𝑒𝑠𝑠: {
𝑞𝑛
′′(𝑡) =  𝑞𝑛−1
′′ (𝑡) + ∆𝑞′′          𝑇𝑚(𝑡) − 𝑇𝑐(𝑡) > 0  
𝑞𝑛
′′(𝑡) =  𝑞𝑛−1
′′ (𝑡) − ∆𝑞′′         𝑇𝑚(𝑡) − 𝑇𝑐(𝑡) < 0
          (25)  
𝑞𝑛
′′(𝑡) is the boundary heat flux estimate for the nth estimate at time t, 𝑇𝑚(𝑡) is the measured 
surface temperature, 𝑇𝑐(𝑡) is the calculated surface temperature, ∆𝑞
′′ is the desired resolution of 
the calculated heat flux data, and 𝑡𝑜𝑙 is the specified tolerance allowed for differences in 
measured and calculated temperature. The specified tolerance was selected as 0.2
o
C and 
specified heat flux resolution was 20 W/m
2
. Note that the selection of the tolerance and heat flux 
resolution can result in situations where the solution will not converge (if the heat flux resolution 
is too large and/or the temperature tolerance is too small). 
 
We can test the accuracy of such a solution method by comparing the measured and calculated 
heat flux values for experiments where the measured and modeled temperatures showed good 
agreement. To compare, the measured and predicted heat flux from the dry radiant heat load in 
the environmental chamber (Figure 29) is shown in Figure 46 and the measured and predicted 
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heat flux at victim location 3 in Experiment 1 is shown in Figure 47. As the figures show, the 
method is capable of extracting heat flux values from the surface temperature data and those 
values match closely with the measured heat flux values (within the error based on the fact that 
the predicted and measured temperature profiles were not exactly the same). 
 
 
Figure 46: Comparison of Measured and Predicted Heat Flux Values from Environmental 
Chamber Tests 
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Figure 47: Comparison of Measured and Predicted Heat Flux Values from Experiment 1, 
Victim Location 3 (Test Type 1) 
 
With this solution method, the surface temperature data can now be used to extract heat flux data 
even for experiments where the heat flux data produced unreliable values. Figure 48 shows the 
measured and predicted heat flux values for Experiment 2 at victim location 1. It is clear that 
throughout most of the experiment the heat flux is drastically overpredicted by the heat flux 
gauge. When water is applied the error in the heat flux gauges increases even further and 
produces completely erroneous results. However, now through the use of the solution method, 
the actual heat flux experienced upon water application can be quantified and better understood.  
 
93 
 
 
Figure 48: Comparison of Measured and Predicted Heat Flux Values from Experiment 2, 
Victim Location 1 (Test Type 1) 
 
Table 20 shows the heat flux spikes after water suppression for all of the experiments at victim 
locations 1 and 3. It is evident that at both victim locations water application has the effect of 
eventually resulting in a lower heat flux to the skin surface than the heat flux prior to water 
application. However, the data now shows the extent to which the heat flux to the surface can 
spike when water is applied. The average spike in heat flux at victim location 1 was 4.7 kW/m
2
 
(range: 0-10.9 kW/m
2
) and 1.5 kW/m
2
 (range: 0.2-5.9 kW/m
2
) at victim location 1 for interior 
and exterior applications, respectively.  The average decrease in heat flux was 7.1 kW/m
2
 (range: 
0.1-36.4 kW/m
2
) and 2.3 kW/m
2
 (range: 0.3-8.8 kW/m
2
) for the interior and exterior water 
applications, respectively. So, the spikes in heat flux were higher for the interior applications, but 
the long-term reductions in heat flux at the skin surface were also larger for the interior 
operations at victim location 1. 
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At victim location 3, the average spike in heat flux was 1.8 kW/m
2
 (range: 0.1-5.6 kW/m
2
) and 
0.4 kW/m
2
 (range: 0.0-0.9 kW/m
2
) for interior and exterior applications, respectively.  The 
average decrease in heat flux was 0.6 kW/m
2
 (range: 0.1-2.0 kW/m
2
) and 1.4 kW/m
2
 (range: 0.1-
6.3 kW/m
2
) for the interior and exterior water applications, respectively. The differences in heat 
flux spikes for the interior and exterior applications is actually fairly significant, as the average 
spike for the interior applications is actually larger than the maximum spike observed for exterior 
applications. Additionally, the amount of reduction in the heat flux is pretty similar for both 
interior and exterior applications (most of the difference stems from the experiment with a 6.3 
kW/m
2
 reduction in heat flux).  
 
In total, the pig skin data has allowed for a representation of the magnitude of heat flux spike 
observed when water is applied and can aid in better understanding the mechanisms behind the 
observed spikes in skin surface temperatures when water is applied. However, extracting the heat 
flux data from the skin surface temperatures allows for more than just a quantification of the heat 
flux spikes when water is applied. The extracted heat flux values from the surface temperatures 
can be utilized and implemented into a skin heat transfer model that can account for other effects 
not present in the raw skin temperature data, such as blood perfusion.   
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Table 20: Heat Flux Spikes and Trends after suppression for each Experiment 
 Victim Location 1 Victim Location 3 
Test 
Type 
Application 
Type 
Start 
Heat 
Flux 
Heat 
Flux 
Increase 
Heat 
Flux 
Decrease 
Start 
Heat 
Flux 
Heat 
Flux 
Increase 
Heat 
Flux 
Decrease 
1 Interior 2.5 0.7 -36.4 0.9 0.3 -0.4 
1 Interior 0.2 7.3 -1.9 0.8 2.2 -0.3 
1 Interior 0.1 0.7 -0.1 1.1 0.2 -0.8 
1 Interior 0.6 5.2 -4.2 1.0 1.0 -1.0 
1 Interior 0.5 4.8 -0.5 0.9 0.4 -0.7 
1 Interior 0.5 0.2 -0.1 1.1 0.1 -0.5 
2 Interior 0.5 6.0 -5.8 0.6 2.5 -0.6 
2 Interior 0.7 3.2 -3.1 0.1 3.5 -0.1 
2 Interior 0.9 10.6 -13.8 0.1 4.5 -0.1 
2 Interior 1.1 10.9 -3.8 0.9 0.8 -0.9 
2 Interior 0.6 7.9 -7.7 0.5 5.6 -0.5 
2 Interior 4.2 0.4 -2.0 0.9 0.4 -0.1 
3 Interior 0.8 3.6 -14.0 1.4 3.8 -2.0 
3 Interior 1.4 3.4 -5.0 1.5 1.5 -1.5 
3 Interior 0.9 6.3 -4.2 1.1 2.5 -1.0 
3 Interior 0.0 0.0 -1.9 0.1 0.6 -0.1 
3 Interior 16.2 9.2 -16.3 0.4 0.9 -0.2 
2 Exterior 0.7 5.9 -1.9 4.2 0.2 -6.3 
2 Exterior 1.5 1.8 -1.5 1.2 0.0 -1.2 
2 Exterior 0.5 1.1 -0.5 0.6 0.3 -0.5 
2 Exterior 1.1 0.2 -1.1 0.4 0.7 -0.4 
3 Exterior 0.8 1.4 -2.4 1.8 0.2 -0.8 
3 Exterior 0.6 0.2 -0.3 0.7 0.8 -0.1 
3 Exterior 4.1 0.3 -8.8 1.0 0.9 -0.8 
 
4.9. Effect of Blood Perfusion 
 
The current, raw pig skin temperature data shows the temperature response for dead skin. 
However, this fails to account for one of the key cooling mechanisms of live skin, which is blood 
perfusion, i.e. the impact of blood flowing through the skin and removing (or providing) heat. In 
order to account for blood perfusion, the 1-D heat diffusion must be modified as shown in Eqn. 
26. 
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𝛼
𝑑2𝑇(𝑥,𝑡)
𝑑𝑥2
+ 
𝐶𝐵𝐺𝐵(𝑇𝐵−𝑇(𝑥,𝑡))
𝐶
=
𝑑𝑇(𝑥,𝑡)
𝑑𝑡
                                                    (26) 
𝐶𝐵 is the volumetric specific heat of blood, 𝐺𝐵 is the blood perfusion rate, 𝐶 is the volumetric 
specific heat of skin, and 𝑇𝐵 is the blood temperature. Additionally, the model can also be 
modified to account for the impact of tissue damage. This tissue damage is quantified using an 
Arrhenius integral formulation, 𝜃(𝑥) (Eqn. 27), which is then used to adjust the blood perfusion 
rate (Eqn. 28). The value 𝜃(𝑥) desctibes the level of necrosis for the skin tissue and 𝜃(𝑥) = 1 is 
typically the value at which the skin can be assumed to reach complete necrosis [80, 81]. 
𝜃(𝑥) =  ∫ 𝐴 ∙ exp (−
∆𝐸
𝑅𝑇(𝑥,𝑡)
)𝑑𝑡
𝑡
0
                                             (27) 
𝐺𝐵(𝜃) =  {
(1 + 25𝜃 − 260𝜃2)𝐺𝐵0,          0 < 𝜃 ≤ 0.1
(1 − 𝜃)𝐺𝐵0                                 0.1 < 𝜃 ≤ 1
0                                                                𝜃 > 1
                              (28) 
The values of the constants in Eqns. 9-11 are 𝐴 = 3.1*1098 1/s, ∆𝐸 = 6.27*105 J/mole, R = 8.314 
J/(mole*K), 𝐺𝐵0 = 1.25*10
-3
 (m
3
 of blood/s)/(m
3
 skin),  𝐶𝐵 = 4.0*10
6
 J/(m
3
*K), TB = 38
o
C, C = 
3.8*10
6
 J/(m
3
*K). 
 
Figure 49 and Figure 50 show the temperatures under conditions with and without perfusion for 
Experiment 1, victim locations 1 and 3, respectively.  The first thing to note is the initial increase 
in temperature at the start of the experiment. This is due to the initial temperatures being lower 
than 38
o
C and therefore the effect of blood perfusion actually raises the temperature. However, 
once the temperature in the skin reaches above 38
o
C, perfusion begins to have a cooling effect. 
From the figures, it is clear this cooling effect can have a significant impact. At victim location 1, 
the surface temperatures are about 15
o
C cooler at the end of the experiment with perfusion as 
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opposed to the temperatures without perfusion modeled.  At victim location 3, the surface 
temperatures are 8
o
C cooler at the end of the experiment with perfusion. These differences are 
important and can have a significant impact on the severity of the burns. However, the overall 
trends in surface temperature change are still fairly similar and the effect of perfusion does not 
radically alter the results such that the measured heat flux to the surface would be too 
significantly different. 
 
 
Figure 49: Comparison of Measured Temperatures with Modeled Temperature Response 
with Perfusion for Experiment 1, Victim Location 1 (Test Type 1) 
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Figure 50: Comparison of Measured Temperatures with Modeled Temperature Response 
with Perfusion for Experiment 1, Victim Location 3 (Test Type 1) 
 
With the improved heat transfer model, the actual risk of thermal burns can be more thoroughly 
examined to determine the relative threat at victim locations 1 and 3 for the three fire types. 
Using the Arrhenius integral formulation, the depth of necrosis can be calculated for each 
experiment. Figure 51 and Figure 52 show the measured skin surface temperatures and the 
necrosis (based on the model with perfusion) over the course of the experiment at three 
locations: the surface, the dermis (2 mm under the surface), and the subcutaneous fat (10 mm 
under the surface) for victim location 1 and 3, respectively. Necrosis at these skin depths 
correspond to first/second degree (surface), second/third degree (dermis), and fourth degree (fat 
and muscle tissue) burns. In experiment 1, complete necrosis is reached through all three skin 
layers at victim location 1. Necrosis began to develop as soon as 5 minutes into the experiment at 
the surface. However, complete necrosis was not reached until 15 min after ignition for the 
surface at victim location 1. Clearly, in the experiment with delayed intervention, the burns at 
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victim location 1 would very likely result in death, as the burns would penetrate past even the 
subcutaneous layer. At victim location 3, complete necrosis was reached at the surface around 20 
minutes after ignition and throughout the dermal layer around 25 min after ignition. However, 
complete necrosis did not extend throughout the entire subcutaneous layer. The burns at victim 
location 3 could still be life-threatening though, and would be classified as third-degree burns. 
 
Figure 51: Development of Necrosis at different thicknesses for Experiment 1 at Victim 
Location 1 
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Figure 52: Development of Necrosis at different thicknesses for Experiment 1 at Victim 
Location 3 
 
Continuing the analysis of necrosis with skin perfusion, the depth of complete necrosis can be 
calculated at victim location 1 and victim location 3 for each experiment. Table 21 shows the 
necrosis depth for all of the experiments at both victim locations and, if complete necrosis was 
not reached at the surface, the necrosis value at the surface is given for that experiment. From the 
data it is clear that the burn threat at victim location 3 is largely limited to first degree burns. 
There are a few exceptions (Experiments 1, 4, 12, and 22) where the burns could extend to 
second and third degree burns, but overall the threat is much lower. At victim location 1, the 
threat is much greater, especially for test type 3 and delayed intervention experiments. For one-
bedroom fires, the burn threat, with quick intervention, is limited to first and second degree 
burns. But for larger fires, i.e. two-bedroom fires, or delayed intervention, the burn threat 
increases significantly and poses the threat of third and fourth degree burns that can be life-
threatening. This data represents a clearer picture of the threat than the maximum temperature 
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data, since it accounts for length of exposure and blood perfusion, and shows that the threat of 
burns is largely non-life threatening unless the application of water is significantly delayed or the 
trapped occupant is very near a large fire source. 
Table 21: Depth of Complete Necrosis for Each Experiment at Victim Location 1 and 
Victim Location 3 
Experiment Test Type Victim Location 1 
Necrosis Depth  
Victim Location 3 
Necrosis Depth  
1 1, delayed >10 mm 3.8 mm 
2 1 0.0 mm (0.14) 0.0 mm (0.07) 
3 1 0.0 mm (0.01) 0.0 mm (0.05) 
4 1 0.0 mm (0.90) 0.5 mm 
5 1 0.0 mm (0.07) 0.0 mm (0.07) 
6 1 0.2 mm 0.0 mm (0.88) 
7 2 0.7 mm 0.0 mm (<0.01) 
8 2 0.0 mm (0.17) 0.0 mm (<0.01) 
9 2 0.0 mm (0.20) 0.0 mm (<0.01) 
10 2 0.2 mm 0.0 mm (<0.01) 
11 2 0.3 mm 0.0 mm (<0.01) 
12 2, delayed 8.7 mm 0.8 mm 
13 3 4.7 mm 0.1 mm 
14 3 2.2 mm 0.2 mm 
15 3 2.2 mm 0.0 mm (0.21) 
16 3 4.6 mm 0.1 mm 
17 3, delayed >10 mm 0.0 mm (0.55) 
18 2 1.0 mm 0.0 mm (0.54) 
19 2 0.0 mm (0.88) 0.0 mm (<0.01) 
20 2 0.0 mm (0.12) 0.0 mm (<0.01) 
21 2 0.0 mm (0.04) 0.0 mm (<0.01) 
22 3 7.0 mm 0.7 mm 
23 3 3.5 mm 0.0 mm (0.03) 
24 3 6.2 mm 0.0 mm (0.09) 
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Chapter 5: Laser Diagnostic Techniques 
 
5.1. Introduction 
 
In order to further understand risks inherent in the fire environment, it is desirable to measure the 
water vapor and hydrogen cyanide concentration. There are already some usable techniques to 
perform such measurements in these environments [82]. Measuring water vapor can be done 
with infrared spectroscopic techniques or commercial instruments based on principles such as 
semiconductor surface effects, dew point, etc. However, there are issues with both of these 
possible measuring techniques. The commercial instruments are designed to measure water 
vapor in non-corrosive environments, but the fire environment is highly corrosive and makes 
those measurement techniques practically useless. Infrared techniques, such as NDIR and FTIR, 
show more promise, since water is such a strong absorber in the infrared. However, those 
techniques require clean air samples, and thus the gases must be filtered and extracted. The 
filtration and extraction process can result in condensation of the water vapor and result in errors 
in the measurements. Additionally, even if the filtration and extraction system is heated, 
condensation within the instrument can also occur [82]. Therefore, it is the goal of this research 
to measure water vapor directly in the fire environment using tunable diode laser absorption 
spectroscopy, which will forego the disadvantage of having to extract a gas sample, while 
overcoming the obscuration issues presented by the soot present in the fire structures. 
 
Measurement of hydrogen cyanide can be performed in the fire environment using FTIR 
spectroscopy [83, 84], flow injection analysis with amperometric detection [85, 86], ion 
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chromatography [87-89], or flame ionization detection [90, 91]. One of the major disadvantages 
of all the methods, except for FTIR spectroscopy, is that the sampling rate is taken over a long 
exposure and then averaged. Therefore, those measurement techniques do not give time-resolved 
data. Fourier transform infrared spectroscopy does allow for time-resolved measurements, with 
acquisition rates on the order of 0.1-1 Hz. The FTIR spectroscopic method does have issues with 
possible interference from acetylene, water vapor and propane for detection of hydrogen cyanide, 
and these interferences must either be eliminated or properly accounted for when making 
measurements in the fire environment [82]. It is the goal of this research to develop a 
narrowband measurement technique for hydrogen cyanide using a mid-infrared tunable laser 
system. 
 
5.2. Water Vapor Experimental Design 
 
In order to analyze water vapor in the fire environment, a tunable diode laser system was 
implemented to measure the water absorption near 1392 nm. The 14-pin butterfly diode laser 
was supplied by Eblana, and details of the laser are provided in Figure 53 and Figure 54. The 
laser was controlled using the Arroyo 6305 laser controller connected to the Arroyo 203 diode 
laser mount. The light from the laser was routed into and out the structure through the use of 10 
m long SMF-28 fiber from Thorlabs. The pitch and catch of the light occurred in the structure 
using PAF-X-11-PC-C FiberPort collimators from Thorlabs, and calcium fluoride wedged 
windows were used to protect the optics of the collimators from the corrosive environment. 
When the light returned to the data acquisition system (NI PCIe-6341), it was split using fiber 
optic couplers (TW1300R1F1) and several photodiodes were used to measure the transmitted 
104 
 
light signal for different attenuation levels. Initially, a two-tier system was used but this was 
found to be insufficient and the current system now uses three-tiers of sensitivity that allows 
measurement of water vapor through light transmission from 0.01-100%. The photodiodes used 
were PDF10C InGaAs Amplified Photodetectors, which have a noise equivalent power of 7.5 
fW/Hz
1/2
, a rise time of 19 ms. and a wavelength range of 800-1700 nm. A schematic of the 
experimental setup is shown in Figure 55. 
 
Figure 53: Laser Power Characteristics as supplied by the Manufacturer 
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Figure 54: Laser Spectral Characteristics as supplied by the Manufacturer 
 
 
Figure 55: Schematic of Tunable Diode Laser System for Water Vapor Measurements 
 
The fiber optic couplers attached to the photodiode are 99:1 coupled, meaning 99% of the light is 
split into one output of the coupler and the other 1% is split into the other output. To ensure 
continuous coverage over an entire attenuation range, additional attenuators were used for 
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different photodiodes so that measurements of water vapor at the lowest end of transmission for 
each photodiode tier still provided enough signal to noise ratio. The fiber optic coupler before 
routing into the structure are 50:50 coupled, meaning 50% of the light is split into both outputs of 
the coupler. This allows for measurement at two locations. Further splitting can be performed to 
measure additional locations. 
 
Due to the rise time of the femtowatt sensitivity photodiodes, the data was acquired at a rate of 1 
Hz. Additionally, to minimize the effect of obscuration from the sooty environment, while also 
allowing for enough sensitivity to measure water vapor, a pathlength of 4.25 cm was utilized. 
Another concern that was discovered during testing, was the need to fully protect all of the 
equipment from the soot produced during testing. Although the equipment was stored outside of 
the environment, the equipment was still placed near the structure due to wanting to minimize 
the amount of fiber length needed. Therefore, an airtight case was modified to store all the 
necessary components and supply cooling so the case would not overheat. The only testing 
components that were outside of the case were the components inside the structure and the fiber 
running to the collimators in the structure. One more thing to note is that the design scales well. 
Additional location measurements can be made by splitting the light prior to routing into the 
structure. Each additional location measurement would require 3 photodiodes, 2 collimators, 3 
fiber optic couplers, and 2 fiber patch cables. However, the laser, laser controller, laser mount, 
and data acquisition system would not require duplication for additional location measurements.  
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5.3.Water Vapor Measurements in Water Application Study 
 
Water vapor measurements were made during the water application study using a two-tier 
sensitivity setup. The measurements were made in a bedroom (same bedroom as victim location 
3) adjacent to the fire room at a height of 0.3 m. The measurements were made next to a 
thermocouple, which allowed for proper temperature correction of the water absorption data. By 
analyzing the data prior to the start of the experiment (i.e. under steady conditions), the signal-to 
–noise ratio (SNR) and the detection (LOD) and quantification (LOQ) limits can be determined. 
The definitions of the SNR, LOD, and LOQ are given in Eqns. 29-31 [92]. 
𝑆𝑁𝑅 = 
𝜇𝑠𝑖𝑔𝑛𝑎𝑙
𝜎𝑛𝑜𝑖𝑠𝑒
                                                              (29) 
𝐿𝑂𝐷 = 3𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑                                                       (30) 
𝐿𝑂𝑄 = 10𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑                                                      (31) 
𝜇𝑠𝑖𝑔𝑛𝑎𝑙 is the mean of the signal, 𝜎𝑛𝑜𝑖𝑠𝑒 is the standard deviation of the noise, 𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is the 
standard deviation of the measured water vapor concentration during steady state. The values 
were calculated by analyzing the first 200 collected absorption signals. The plot of SNR to signal 
intensity is displayed in Figure 56 for Experiments 6 and 10. In Experiment 6 (left), the SNR is 
large for large signals and decreases gradually as the signal approaches zero.  However, even 
with less than 0.1 V of light transmitted, the SNR is still greater than 100. In Experiment 10 
though, for signals greater than 0.2 V, the SNR is practically a constant value of 70, suggesting 
the noise scales directly with the signal power for that experiment. Some of the sources of noise 
can include fluctuations in laser signal, fluctuations in transmitting the light in the fiber, and the 
noise created by the photodiode. Based on the finding that the noise was constant above a certain 
signal power, it suggests the source of the noise in Experiment 10 has to do with the transmission 
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of light. In fact, over the course of the experiments, the fiber took thermal damage to its outside 
cladding and, naturally, experienced wear and tear in moving it around from structure to 
structure. This explains why the noise behaved in this manner in Experiment 10 but not in 
Experiment 6, since Experiment 10 was conducted near the end of the experimental study, while 
Experiment 6 was conducted near the beginning. 
 
 
Figure 56: Signal-to-Noise Ratio for Experiment 6 (left) and Experiment 10 (right) Water 
Vapor Measurements 
 
The impact of the increased noise resulted in a significant change in the detection and 
quantification limit (in %vol.) under ideal conditions for Experiment 10 (𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,10 =
0.095, 𝐿𝑂𝐷10 = 0.285, 𝐿𝑂𝑄10 = 0.95) compared with Experiment 6 (𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,6 =
0.012, 𝐿𝑂𝐷6 = 0.036, 𝐿𝑂𝑄6 = 0.12). Fortunately, due to the noise characteristics of the 
Experiment 10 signal, as signal is lost, the detection limit remains practically constant as Figure 
57 shows. Based on the detection limit increase with decreasing signal power, the two-tier 
sensitivity scheme was implemented such that as the signal dropped below 5% transmission on 
the low sensitivity photodiode, the high sensitivity photodiode was no longer saturated and was 
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able to start making absorption measurements. This allowed detection from approximately 0.25-
100% transmission. 
 
 
 
Figure 57: Detection Limits as a Function of Signal Power for Water Vapor Measurements 
 
Two-tier sensitivity was not always necessary, however. In some experiments, water vapor 
measurements were able to be made at the low sensitivity photodiode throughout the entire 
experiment. Figure 58 and Figure 59 show two experiments in which this was the case. As the 
figures show, although signal was strong enough to measure at the low sensitivity throughout 
both experiments, there was still a large amount of obscuration. In Experiment 6, the transmitted 
power dropped to 40% of the initial transmitted power and, in Experiment 18, the transmitted 
power only dropped to 80% of the initial transmitted power. Interestingly, the water vapor 
concentration was significantly stronger in Experiment 6 than in Experiment 18, and the 
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transmitted power decreases as the water vapor concentration increases. The most interesting 
aspect of transmitted power in Experiment 6, is that when water is applied (8 min and 20 s after 
ignition) the transmitted power drops rapidly, and then recovers rapidly a little more than a 
minute later. This suggests that when water was applied either: (1) the optical thickness of the 
smoke at the sensor was now larger and provided more obscuration and then as the fire died 
down the smoke layer lifted and provided less obscuration or (2) the amount of water vapor in 
the air was significant enough to condense onto the windows (which would be at a lower 
temperature than the air temperature) and increase obscuration but as the windows heated up, the 
condensation evaporated and the obscuration was reduced. The fact that the recovery of the 
transmitted power is so rapid suggests that condensation is the likely cause of the obscuration 
increase since the smoke layer lifting would seem to be a more gradual process. Additionally, 
there was no rapid decrease in obscuration in Experiment 18, but the water vapor only reached a 
concentration of 2.0% by volume, which corresponds to a saturation temperature of less than 
20
o
C (lower than the ambient temperature prior to the start of the experiment). Therefore, 
Experiment 18 still likely experienced a smoke layer drop after water application (about 5 min 
and 45 s after water application) but there was not enough water vapor to condense on the 
windows and the obscuration did not plummet like in Experiment 6. 
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Figure 58: Water Vapor Concentration and Transmitted Signal for Experiment 6 
 
Figure 59: Water Vapor Concentration and Transmitted Signal for Experiment 18 
 
Although a single photodiode system would have worked in some of the experiments, there were 
many experiments that required multiple sensitivity levels to detect water vapor throughout the 
experiment. Figure 60 and Figure 61 show the water vapor concentration as measured by the 
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two-tier sensitivity scheme during Experiments 16 and 13, respectively. In Experiment 16, the 
two sensitivity scheme does an effective job at measuring the water vapor content throughout the 
entire experiment, and there are only a few seconds where no measurements are made. However, 
in Experiment 13, the obscuration is so severe that even the high level sensitivity photodiode 
does not receive enough signal to measure the water vapor content. This shows the amount of 
variation possible in the obscuration experienced in the fire environment, since Experiment 13 
and Experiment 16 were identical fire types. Also, not surprisingly, these tests were two 
bedroom fires, where it would be expected that more soot and higher temperatures would be 
produced. 
 
 
Figure 60: Water Vapor Concentration measured by Two-Tier Sensitivity Scheme during 
Experiment 16 
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Figure 61: Water Vapor Concentration measured by Two-Tier Sensitivity Scheme during 
Experiment 13 
 
The one thing these experiments show is that the water vapor in the fire environment at 0.3 m 
above the floor in a room adjacent to the fire room begins to increase anywhere from 4 to 6 
minutes after ignition. Additionally, the water vapor reaches a peak concentration of anywhere 2-
5% by volume at these heights. Furthermore, it does appear that water application can result in 
an increase in the water vapor concentration at 0.3 m above the floor, as both Experiment 6 and 
Experiment 18 observe increases after water application. Whether this is due to the smoke layer 
dropping, and bringing with it more water vapor, or water converted to steam from the hose 
application is not clear. 
 
There was one experiment performed at a height of 1.0 m above the floor, to check if there were 
significant differences in obscuration and/or water vapor concentration. Figure 62 shows the 
water concentration measurements during Experiment 10 at 1.0 m above the floor in an adjacent 
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bedroom to the fire room. There is enough obscuration during this experiment that measurement 
detection is lost for a significant portion of the experiment. However, the measurement system 
was able to measure the water vapor concentration during water application (around 5 min and 
45 s after ignition) and at the increased height, it is observed that the water concentration 
momentarily spikes from 6% to 10% by volume. Therefore, it does seem that the water 
application can result in spikes in water vapor concentration at larger heights above the floor. 
Additionally, even 10 min after ignition, the water vapor concentration is above 5% by volume, 
much higher than at 10 minutes after ignition in Experiments 16 or 18 (experiments with water 
application around 6 min after ignition). This does suggest that the water vapor concentration 
increases with height, which is unsurprising since the temperature (and thus saturation 
temperature) also increases with height and the upper layer can hold much more water vapor 
without the water condensing out of the gaseous phase. 
 
 
Figure 62: Water Vapor Concentration measured by Two-Tier Sensitivity Scheme during 
Experiment 13 at 1.0 m above the floor 
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The water vapor measurements during the water application study showed the feasibility of 
making in situ diode laser measurements in the fire environment. It was observed that typical 
water vapor concentrations could reach up to 5% by volume at a height of 0.3 m above the floor, 
and water vapor concentration as high as 10% by volume was observed at 1.0 m above the floor. 
However, obscuration in the fire environment was a major issue for measuring the water vapor 
concentration. In fact, the two-tier sensitivity system was insufficient for measuring water vapor 
over the course of many of the experiments. Therefore, additional experiments were needed to 
test a three-tier system and determine its ability to measure water vapor concentrations across the 
possible ranges of obscuration observed in typical fire environments. 
 
5.4. Water Vapor Measurements with 3-tier Sensitivity 
 
In order to test the three-tier sensitivity system, two full-scale burns were performed at the 
Illinois Fire Service Institute in Champaign, IL. A schematic of the test rig is shown in Figure 63. 
The test rig consisted of three rooms, with exhaust ducks at the ceiling connecting the middle 
room to the two side rooms. A couch was ignited in the middle room and the middle room was 
closed during testing so that the hot gases would exhaust to the two side rooms. The water vapor 
sensor was placed in the left side room (facing the front door of the middle room) at a height of 
0.5 m above the floor. The couch was allowed to burn with the front door closed until 6 minutes 
after ignition. At that time, the front door of the fire room was opened and 15 seconds of water 
was directed into the fire room. The front door of the middle room was then shut closed again 
and data was collected for another 4 minutes. 
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Figure 63: Schematic of Test Rig for 3-Tier Water Vapor Sensitivity Measurements and 
HCN Concentration Measurements 
 
Figure 64 and Figure 65 show the water vapor concentration and sensitivity level the 
measurement was made at for Test 1 and Test 2 of the IFSI full-scale burns, respectively. The 
results show similar trends to the results observed in the water application study. The water 
vapor concentration begins to increase around 4 minutes after ignition and peaks around 5% by 
volume. It is observed that the peak occurs after water application, and, especially in Test 2, the 
peak appears to be likely due to the application of water, since the water vapor concentration 
decreases slightly before again increasing from 2% to 5% by volume. In Test 1, the rise from 
ambient conditions to peak water vapor concentration is fairly steady, regardless of water 
application, and therefore it is not clear if the water application had any impact on the amount of 
water vapor measured at the sensor location. In both tests, the water vapor concentration does 
begin to decrease around 8 minutes after ignition as the fire intensity decreases and the smoke 
layer begins to lift. 
 
The sensitivity measurements show the necessity of a three-tier system as the most sensitive 
level (3-low sensitivity, 2-mid sensitivity, 1-high sensitivity) is required for measurements for 
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large portions of both tests. However, only for 2 seconds in Test 2 was three-tier sensitivity not 
sufficient for making water vapor measurements. Therefore, these tests show that a three-tier 
sensitivity scheme would be adequate for most situations in the non-fire rooms of modern fire 
environments. It is of interest though, that even for identical experiments, the obscuration in Test 
1 increased much more rapidly than in Test 2, as sensitivity level 2 was not required until 6 
minutes in Test 2 but was required 4 min and 15 s after ignition in Test 1. This further shows the 
variation in obscuration from experiment to experiment that was witnessed in the water 
application study. 
 
Figure 64: Water Vapor Concentration and Sensitivity Level for IFSI Test 1 
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Figure 65: Water Vapor Concentration and Sensitivity Level for IFSI Test 2 
 
Although the three-tier system was tested in a non-fire room with a modern fuel load, we also 
wanted to test the system nearer the source of the fire. To accomplish this task, two polyurethane 
sofa chairs were placed at the back of a long metal can on the IFSI campus. The water sensor 
was placed in the middle of the metal can (about 5 m from the fuel source) at a height of 1.0 m 
above the floor. The sofa chairs were ignited and all windows and doors to the metal can were 
closed. The fire was allowed to grow for 6 minutes before a side window was opened and water 
was applied to the fire for 30 seconds. The window was then left open and the structure was 
allowed to ventilate and the fire allowed to regrow. Then the structure was closed again around 
10 minutes after ignition. The fire grew again and, around 15 minutes after ignition, a short 15 
second burst of water was applied to the fire. Then, 19 minutes after ignition, the windows and 
doors of the metal can were opened and the fire was completely suppressed. 
 
119 
 
Figure 66 shows the temperature and water vapor concentration as a function of time over the 
course of the experiment. The data clearly shows that as the soot layer drops, the temperature 
rises and the water vapor concentration increases. In fact, it peaks around 25% by volume when 
water is applied at 6 minutes after ignition. Then as the temperature drops, the water vapor 
concentration decreases as the water vapor begins to condense out of the gaseous phase. The 
water vapor concentration decreases from 10% to 2% by volume as the fire intensity decreases. 
However, around 13 minutes after ignition, the fire begins to grow rapidly in intensity and the 
water vapor concentration again peaks around 10% by volume. When water is applied around 19 
minutes after ignition, the water vapor again condenses out of the gaseous phase and drops to 
less than 2% by volume. This experiment shows that the water vapor in the air can spike with 
water application, but only if the air temperature remains high enough to allow for large amounts 
of water vapor. In the later water applications, the amount of water vapor actually decreased 
upon water application because of the temperature drops observed at the sensor. Additionally, 
the water vapor concentration near the fire and at 1.0 m above the floor is about twice the size of 
of the water vapor concentration observed at 0.5 m in the non-fire room of the IFSI tests and the 
water application study. This is consistent with the increased water vapor concentration observed 
at the height of 1.0 m in the water application study, and it does seem that the water vapor 
concentration will increase with height in the fire environment. 
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Figure 66: Water Vapor Concentration and Temperature in the Metal Can Test at IFSI 
 
Figure 67 shows the water vapor concentration and the sensitivity level of the measurements 
over the course of the Metal Can Test. At around 5 minutes, when the water vapor concentration 
starts to spike, the sensitivity level plummets from the lowest sensitivity (3) to the highest 
sensitivity (1). In fact, the obscuration becomes so severe that for large portions between 7 and 8 
minutes after ignition, signal is completely lost. This is the most extreme conditions that the 
sensor would be subjected to (being so near to the fire) and thus the fact that it can make 
measurements for most of the experiment is a useful finding. 
  
The signal does eventually recover and the measurements are then made at the lowest sensitivity 
level at all times after 10 minutes after ignition.  Interestingly, even though the fire regrows and 
water concentration raises to 10% by volume around 15 minutes after ignition, there is still 
minimal obscuration. The likely reason for minimal obscuration is that during the second phase 
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of fire growth, the sensor surface components would be much warmer (from the earlier large 
temperatures observed at the sensor) and thus, condensation would not form on the windows (if 
the window temperatures were above 50
o
C). This finding supports the idea that most of the 
obscuration observed around 5 minutes after ignition is due to condensation on the windows. 
 
Figure 67: Water Vapor Concentration and Sensitivity in the Metal Can Test at IFSI 
 
5.5. Hydrogen Cyanide Experimental Design 
 
Hydrogen Cyanide has strong absorption bands in the mid-infrared region. In particular, there are 
several HCN absorption peaks in the range from 2.95-3.1 µm, and one of the strongest 
absorption peaks is centered at 3001.5 nm. Therefore, a custom tunable diode laser was ordered 
from Nanoplus, Inc. that was centered at 3001.5 nm. The details of this laser can be found in 
Figure 68. The laser can scan at 0.1 nm/mA and has an operating range of 60-80 mA. 
Additionally, the laser can also be tuned by adjusting the temperature (at a rate of 0.3 nm/
o
C) 
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over the operating range of 18-22
o
C. This means the laser can effectively scan peaks anywhere in 
the range from 2999.5 nm to 3003.5 nm.  
 
Figure 68: HCN Laser spectral Characteristics as supplied by the Manufacturer 
 
Ideally, the laser system is designed to detect HCN in the concentration range from 5-500 ppm. 
This is the range in which HCN transitions from being survivable for greater than an hour to 
lethal within seconds and is therefore the region of interest to examine HCN’s effect on 
tenability. To achieve this level of sensitivity, an experimental setup was designed with a path 
length of 1 m (for absorption ranging from 0.01-1.0 a.u. for concentrations of 5-500 ppm at 300 
K) and is shown in Figure 69. The system extracts gas from the structure using a vacuum pump 
and passes it through a coarse filter (Solberg FS-10-050, 99% efficiency for >5 µm particles) and 
then through a fine filter (Perma Pure FF-250-SG-2.5G, 99% efficiency for >0.1 µm particles). 
After the extracted gas passes through the filter, it then passes through the pump and enters the 1 
m long test cell. The gas exhausts to the atmosphere outside. The laser is mounted on a TO-66 
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mount and the laser is controlled with an Arroyo 6305 laser controller. The light is pitched into 
the test cell through Calcium fluoride windows with Thorlabds D anti-reflective coating. The 
light is caught with a PbSe amplified photodetector with a spectral detection range from 1.5-4.8 
µm and a noise equivalent power of 1.5*10^-10 W/Hz
1/2
. The data acquisition system is the same 
as the system used for the water vapor measurements (NI PCIe-6341). 
 
Figure 69: Schematic of Narrow-Band Laser System for Hydrogen Cyanide Measurements 
 
The hydrogen cyanide concentration measurements were made at the Illinois Fire Service 
Institute facility in Champaign, IL during the IFSI training fires study. The burns were performed 
in a three room setup displayed in Figure 63. A polyurethane couch was burned in the middle 
room, and exhaust ducks at the top of the middle room exhausted the hot gases to the two side 
rooms. The hydrogen cyanide was extracted from a height of 0.3 m or 0.9 m in the right adjacent 
room. The travel time of the extracted sample through the system was approximately 10 s. Each 
experiment followed an identical experimental procedure. The experiment started with both 
doors on the side rooms closed and the door on the front of the middle room open. The couch 
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was ignited using a flare and the fire room door was then closed. The fire was allowed to grow 
for 6 min and then the middle room door was opened temporarily so 15 s of water could be 
applied to the fire. After the water was applied, the front door was closed again. At 8 min after 
ignition, both side doors were open and the rooms were allowed to fully vent. The HCN 
measurements continued for an additional 2 min and then the experiment concluded at 10 min 
after ignition. 
 
5.6. Hydrogen Cyanide Experimental Results 
 
Before making measurements in the full-scale experimental burns, the hydrogen cyanide system 
was tested in the laboratory under controlled conditions to characterize the accuracy and noise of 
the measurement technique. The test cell was filled with 50 ppm HCN, and 100 samples were 
taken at 300 K and 1 bar. The average concentration value was determined to be 51 ppm and the 
standard deviation of the measured concentration was 1.2 ppm. Therefore, the detection limit 
was determined to be 3.6 ppm-m and the quantification limit is 12 ppm-m. Figure 70 shows a 
comparison of a measured absorption spectra with a simulated Hitran spectra for 50 ppm HCN. 
As the figure shows, the measured and simulated spectra agree very well. 
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Figure 70: Comparison of Measured Spectra and Hitran Spectra near 3001.5 nm for a 
concentration of 50 ppm Hydrogen Cyanide 
 
After proving the viability of the laser diagnostic system under controlled laboratory conditions, 
the experimental setup was deployed in the full-scale burns described in Section 5.5. In the first 
two experiments, the gas was extracted from a height of 0.3 m in the right non-fire room (facing 
the front door of the fire room). In the last four experiments, the gas was extracted at a height of 
1.0 m in the same room. 
 
Before discussing the results of the experiments, it is important to understand the lethality of 
hydrogen cyanide. The fractional effective dose correlation is shown in Equation 32. As opposed 
to carbon monoxide poisoning, the incapacitating dose for hydrogen cyanide poisoning is not a 
constant, and depends upon the rate at which hydrogen cyanide is inhaled [93-95]. This is the 
reason for the exponential relation with HCN concentration observed for FED in Equation 32, 
whereas the FED equation for carbon monoxide poisoning is linear with CO concentration. 
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𝐹𝐸𝐷 = ∑ [
exp (𝜙(𝑡)𝐻𝐶𝑁/43)
220
∗ 𝜐𝐶𝑂2 ∗ Δ𝑡]                                                                     (32) 
𝜐𝐶𝑂2 is a frequency factor to account for the increased rate of breathing due to carbon dioxide, 
𝜙(𝑡)𝐻𝐶𝑁 is the mole fraction (ppm) of hydrogen cyanide, and Δ𝑡 is the time step (min). 
 
One of the most important things to consider when measuring hydrogen cyanide in the fire 
environment is its relative risk compared to the threat from carbon monoxide. In order to 
quantitatively compare these risks, the FED over the exposure time can be calculated from the 
HCN concentrations and then converted to an “effective” CO concentration based on Eqns. 3 and 
32. Equation 33 shows how this calculation can be performed and will give the “effective” CO 
concentration in % volume. 
"Effective" 𝐶𝑂 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 =  
3.5∗𝐹𝐸𝐷𝐻𝐶𝑁
Δ𝑡
                                            (33) 
Figure 71 and Figure 72 show the hydrogen cyanide and the cumulative FED over the course of 
the experiment for Test 1 and Test 2 of the hydrogen cyanide tests, respectively. The hydrogen 
cyanide concentration peaks at 100 ppm and 140 ppm for Test 1 and Test 2, respectively. The 
first sign of HCN increase happened around 3 min after ignition in both experiments and the 
HCN concentration reached a fairly constant rate from 4 to 8 minutes after ignition. However, 
there were observed oscillations in the measured HCN concentration. The likely cause of this is 
an oscillation in the fire intensity due to the intake of oxygen. The process would involve: 1) an 
intake of oxygen through the leakage area in the fire room, 2) the fire intensity grows and 
increases the production of hot gases, 3) the increase in production of gases in the fire room 
starts to choke the fire, reducing the fire intensity 4) the pressure in the fire room decreases as 
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hot gases leave to the non-fire rooms, pulling in more oxygen through the leakage area, 5) the 
process repeats. 
 
The figures also show the evolution of the fractional effective dose during the experiments. From 
an exposure length of 4 minutes to 8 minutes after ignition, the FED accumulation is 0.15 and 
0.30 for Test 1 and Test 2, respectively.  The CO concentration that would accumulate the same 
FED values over a 4 minute exposure are calculated from Equation  33, and are determined to be 
0.13% vol. and 0.26% vol. The “effective” CO concentrations are lower than what is typically 
measured around the 0.3 m height in the non-fire rooms of residential fires (typically >1% vol. as 
witnessed in the water application study). This suggests that at the 0.3 m height carbon monoxide 
may pose a more significant threat. However, the threat of HCN would still be significant and 
have an impact on the relative times to untenability. 
 
The last important thing to note is how the HCN concentration changes with water application 
and ventilation. From the HCN profiles, the impact of water application (6 min) and fire room 
ventilation (7 min) has little impact on the concentration at 0.3 m in the non-fire room. However, 
ventilation of the non-fire room where measurements were made (8 min) results in HCN 
concentrations dropping to less than one-third of their pre-ventilation values within seconds. The 
concentrations then continue to decay, slowly, to zero over the next 1 min and 45 s.  
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Figure 71: HCN Concentration and Cumulative FED at 0.3 m above the floor for Test 1 of 
Hydrogen Cyanide Tests 
  
 
Figure 72: HCN Concentration and Cumulative FED at 0.3 m above the floor for Test 2 of 
Hydrogen Cyanide Tests 
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Even though the conditions were identical for Test 1 and Test 2, it was observed that the HCN 
exposure threat in Test 2 was twice as severe as the HCN exposure threat in Test 1. This can be 
explained by the temperatures observed at the ceiling in the non-fire room for the two 
experiments, shown in Figure 73. The fire grows quicker and produces larger temperatures in the 
experiment with a peak concentration of 140 ppm compared with the experiment that had a peak 
concentration of 100 ppm. Therefore, the more intense, faster burning fire produced more HCN. 
It is also interesting to take note of the oscillations observed in the temperatures for Test 2 (140 
ppm HCN). This supports that the fire intensity was oscillating as even the non-fire room ceiling 
temperatures were oscillating over the course of the experiment.  
 
Figure 73: Temperatures at 2.1 m above the floor in Tests 1 and 2 of the Hydrogen Cyanide 
Tests 
 
Figure 74 through Figure 77 shows the measured HCN concentration and the cumulative FED 
exposure over the course of the experiment at 1.2 m in the non-fire room for Tests 3-6 in the 
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Hydrogen Cyanide Tests, respectively. In Test 3 and Test 4, the HCN concentration peaks at 300 
ppm and 230 ppm, respectively. In both of these tests, hydrogen cyanide is first measured at 
approximately 3 min after ignition, which is similar to the timeframe observed at 0.3 m above the 
floor. The peak HCN measurement is observed around 4 min after ignition in all tests at 1.2 m 
above the floor, and then begins to decrease around 5 min after ignition. This suggests that the 
fire stops producing significant amounts of HCN around 5 min after ignition. It also suggests that 
either HCN continues to dissociate in the non-fire room environment, or there is a significant 
amount of leakage in the non-fire room that substantial quantities of HCN are replaced by 
ambient air. One of the more surprising results of the HCN measurements is the severity of HCN 
production in Test 5 and Test 6. Even though the tests are identical to Test 3 and Test 4, the HCN 
concentration peaks at 800 ppm and 1100 ppm in Tests 5 and 6, respectively. These large 
concentrations result in FED values reaching 1000 in less than one minute of exposure. In fact, 
the “effective” CO concentration is 4.9% vol., 0.7% vol., >100% vol., >100% vol. for Tests 3-6, 
respectively. Thus, at the higher levels in the non-fire rooms, it appears that HCN may actually 
be the larger threat in comparison to carbon monoxide poisoning. 
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Figure 74: HCN Concentration and Cumulative FED at 1.2 m above the floor for Test 3 of 
Hydrogen Cyanide Tests 
 
 
Figure 75: HCN Concentration and Cumulative FED at 1.2 m above the floor for Test 4 of 
Hydrogen Cyanide Tests 
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Figure 76: HCN Concentration and Cumulative FED at 1.2 m above the floor for Test 5 of 
Hydrogen Cyanide Tests 
 
 
Figure 77: HCN Concentration and Cumulative FED at 1.2 m above the floor for Test 6 of 
Hydrogen Cyanide Tests 
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Similarly to the results at 0.3 m floor height, the observed differences in HCN concentrations 
among the experiments can be explained, in part, by the temperatures observed at the ceiling in 
the non-fire room, shown in Figure 78. The increased HCN concentrations are observed in the 
experiments with larger ceiling temperatures in the non-fire room. This trend again suggests that 
a more intense, hotter fire will produce more HCN. The observation that a hotter fire will 
produce more HCN is consistent with the literature, which has shown that the HCN yield at 
850
o
C can produce 50-200% additional HCN compared with the yield at 650
o
C, depending on 
the material and the equivalence ratio [96]. 
 
Figure 78: Temperatures at 2.1 m above the floor in Tests 1 and 2 of the Hydrogen Cyanide 
Tests 
 
The HCN concentration profiles at 1.2 m in the non-fire room also showed some other 
interesting trends. For example, in Test 6, after the fire room is ventilated (7 min after ignition), 
the concentration of HCN drastically increases. It is presumed that the fire intensity increased 
and provided enough of a supply of hot gases to the non-fire room to increase the HCN 
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concentration at a height of 1.2 m. In fact, although Test 6 was the only experiment that saw a 
large spike in the HCN concentration at 7 min, Tests 3-5 also observe a stagnation in the decline 
or a small increase in HCN concentration at 7 min, providing further evidence that a hotter fire 
will increase HCN production. Additionally, at 8 min after ignition, it was observed (similar to 
0.3 m above the floor) that the HCN concentration drastically decreases with non-fire room 
ventilation and decays to zero rather quickly after the non-fire room door is opened. There were 
two experiments though where the HCN concentration was still above 20 ppm 9 min after 
ignition, which was not the case in either of the experiments where measurements were made at 
0.3 m above the floor. 
 
Although the goal of the experiments was to measure HCN, due to the wavelength over which 
we were scanning, we were also able to measure acetylene (C2H2). Figure 79 shows an example 
of a measured spectra of HCN and C2H2 from Test 1 along with the simulated Hitran spectra. 
There is some overlap in the features of the peaks from the two species, but the peaks are still 
distinguishable. Additionally, the measured and simulated spectra agree very well, although the 
simulated spectra does slightly under predict the absorption between 3001.6 and 3001.9 nm. The 
interference from C2H2 should not be an issue in measuring the HCN concentration due to the 
high spectral resolution of the measurement system. However, if the concentration of C2H2 was 
orders of magnitude larger than the HCN concentration, then another peak may be needed to 
measure HCN. Fortunately, HCN has many absorption peaks near 3000 nm, and these absorption 
peaks are scanned when scanning near 3001.5 nm. The absorption peaks are smaller than the 
absorption peak near 3001.5 nm (about half the max absorption), and thus the detection and 
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quantification limits for measuring HCN with those peaks would increase by approximately a 
factor of two. 
 
 
 
Figure 79: Spectra of 86 ppm HCN and 120 ppm C2H2 from Test 1 of Hydrogen Cyanide 
Tests at 40
o
C 
 
Table 22 shows the maximum concentration of HCN and C2H2 measured during each experiment 
of the Hydrogen Cyanide Tests. The fires consistently produced more C2H2 than HCN, but the 
ratio of the species’ concentrations was not consistent from experiment to experiment. The fire 
either typically produced 0.3-0.4 HCN per C2H2 or 0.65-0.75 HCN per C2H2. There was no clear 
indication as to why the fire produced different ratios for different experiments, and it speaks to 
the inherent variability in the fire growth and production of different gases. 
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The ratio of HCN to C2H2 is consistent over the course of an experiment, however. Figure 80 
shows the ratio of the concentrations for Test 2 and Test 6 of the Hydrogen Cyanide Tests. As 
the figure shows, from 4 to 8 minutes after ignition, the ratio hovers within 10% of the average 
ratio over the course of that time period. It is interesting that the HCN to C2H2 ratio increases to 
near 0.6 in Test 2 and then falls to less than 0.4 shortly thereafter, suggesting that acetylene 
continues to be produced while the HCN production drastically reduces along that timeframe. In 
Test 6, though, the HCN production continues at the same pace as the acetylene production as 
the ratio nears 0.6 and then stabilizes around 0.7 shortly thereafter. Therefore, the difference in 
the observed ratio of the concentrations between experiments seems to be due to the fire growth 
during 3 to 4 minutes after ignition. 
Table 22: Maximum HCN and C2H2 Concentrations and HCN to C2H2 Ratio for the 
Hydrogen Cyanide Tests 
Test Number 
(Height) 
HCN Concentration C2H2 Concentration Ratio of HCN to 
C2H2 
1 (0.3 m) 100 ppm 147 ppm 0.68 
2 (0.3 m) 139 ppm 454 ppm 0.31 
3 (1.2 m) 315 ppm 808 ppm 0.39 
4 (1.2 m) 225 ppm 629 ppm 0.36 
5 (1.2 m) 852 ppm 1202 ppm 0.71 
6 (1.2 m) 1092 ppm 1524 ppm 0.72 
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Figure 80: Ratio of HCN to C2H2 Concentration over the course of the Experiment for Test 
2 and Test 6 of the Hydrogen Cyanide Tests 
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Chapter 6: Conclusions and Future Work 
 
Several large-scale experimental studies were undertaken to examine the threat of heat and toxic 
gases on occupant tenability and the effectiveness of different firefighting tactics. Tenability was 
measured through the use of the ISO 13571 methodology. It was observed that fire-service 
ventilation results in deteriorating conditions in the fire environment. This was especially true for 
vertical ventilation, where the heat exposure FED rose from less than 0.05 FED/s to greater than 
1 FED/s in less than 30 seconds for some experiments in both one- and two-story structures. The 
vertical ventilation study also showed that at 0.9 m in the one-story residential fire environment, 
the threat of toxic gases is significantly larger than the threat of heat exposure in non-fire rooms. 
However, it was observed that in the two-story structure, the threat of heat and toxic gases were 
similar in the non-fire rooms. The larger volume of the two-story structure postpones the onset of 
heavily oxygen limited combustion conditions, and thus less carbon monoxide is produced in the 
fire environment. Additionally, the impact of a non-fire room being separated from the fire 
environment by a door had massive improvements in occupant tenability. The worst case 
scenario observed for tenability in living room fires 8 min after ignition was 0.05 FED (<0.1% 
untenable). Conversely, in rooms with the bedroom door open, the FED could reach above 4.0 
FED (>95% untenable). The final major findings of the vertical ventilation study were that 
kitchen and legacy fires burned much slower and had much longer times to untenability than 
modern living room and bedroom fires. Some future work includes a better understanding of the 
tenability conditions at multiple heights in the structure (for one- and two-story structures) and 
not just at a height of 0.3 m. 
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In addition to the vertical ventilation study, another full-scale experimental study was conducted 
to analyze the impact of fire-service water application on the fire environment. In particular, the 
experiments were designed to assess the risk of steaming victims upon application of water. Pig 
skin specimens were deployed in the structure at five different victim locations. The two most 
important victim locations were outside of the fires rooms at 0.3 m above the floor in the hallway 
and at 1.0 m (bed height) above the floor in a room adjacent to the fire room. Each victim 
location measured the temperatures at the surface and subdermal level of the pig skin specimens 
and also measured the temperature of the water bath and air temperature. In addition, Schmidt-
Boelter heat flux gauges were used to measure the heat flux at each victim location. However, it 
was observed that the heat flux gauges were unreliable in the presence of large amounts of water 
vapor that can create condensation on the sensor. 
 
The temperature at the surface of the pig skin specimens was observed to spike frequently upon 
application of water. The median temperature spikes at victim location 1 were 4.2
o
C and 1.9
o
C 
for interior and exterior applications, respectively. The median temperature spikes at victim 
location 3 were 0.34
o
C and 2.0
o
C for interior and exterior water applications, respectively. 
Although the water applications did show modest temperature spikes at the surface of the pig 
skin specimens, the alternative option of delaying water application could result in temperatures 
greater than 40
o
C at the surface of the specimen. Therefore, the data suggests that water should 
be applied as quickly as possible even if that requires application from the exterior of the 
structure. 
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In the water application study, a tunable diode laser sensor system was implemented to measure 
the water vapor in the fire environment using absorption spectroscopy near 1392 nm. The system 
was initially designed to measure water vapor through the optically thick environments by 
implementing a two-tier detection system that could measure water vapor from 0.25-100% 
transmission. This system was able to successfully measure water vapor throughout many of the 
experiments, and in some experiments only one-tier sensitivity was needed. Typical peak water 
vapor concentrations at 0.3 m were around 2-5% by volume, and it was observed that at 1.0 m 
above the floor, the water vapor concentration peaked around 10% by volume. However, there 
were some experiments where signal was completely lost for large portions of the experiment. 
Therefore, a third tier of sensitivity was added and tested in experiments at the Illinois Fire 
Service Institute. It was determined that the three-tier system was able to measure water vapor 
even at a height of 1.0 m near the fuel load and it was also shown to be able to measure water 
vapor throughout two experiments in the non-fire rooms at 0.5 m above the floor. Future work 
can involve using the system to measure water vapor at different heights and different locations 
for different fire types to gain a better understanding of the water content in the air in the fire 
environment. 
 
Finally, a tunable laser system was implemented that could measure the hydrogen cyanide 
present in the fire environment by using absorption spectroscopy near 3001.5 nm. The gas was 
extracted from a non-fire room adjacent to the fire room, where a polyurethane sofa was being 
burned. Six experiments were performed and gas was extracted at 0.3 m for two experiments and 
1.2 m for the other four experiments. At 0.3 m above the floor, HCN concentrations up to 140 
ppm were observed during the course of the experiments, and the accumulated FED reached up 
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to 0.3 over an effective exposure of five minutes. At 1.2 m above the floor, the HCN 
concentration varied significantly for different experiments. The peak concentrations during the 
experiments ranged from 225-1100 ppm. The lethality at this height in the structure is significant 
and was actually more severe than 100% CO concentrations for portions of some of the 
experiments. Further work is needed to better understand the production mechanisms of HCN 
from the fires and to compare the measured concentrations with carbon monoxide concentrations 
to compare the relative lethality at different locations and heights. 
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