Abstract This paper presents the Facet Generation Procedure (FGP) for solving 0/1 integer programs. The FGP seeks to identify a hyperplane that represents a facet of an underlying polytope to cut off the fractional solution to the linear programming relaxation of the integer programming problem. A set of standard problems is used to provide insight into the computational characteristics of the procedure.
Polyhedral cutting plane methods have generated considerable interest due to their success in solving a variety of difficult integer programming problems (e.g., Crowder, Johnson and Padberg (1983) ; Balas, Ceria and Cornujelos (1993) ; Balas, Ceria, Cornuejols and Natraj (1995) ; Boyd (1991 Boyd ( ), (1993b Boyd ( ) (1994 ; Savelsbergh, Gu and Nemhauser (1994) ). Most of these studies dealt with the following separation problem:
Given a full dimensional polytope R in R m and an m-dimensional vector f*, f*?R, find a hyperplane H separating f* from R.
The purpose of this paper is to present the Facet Generation Procedure (FGP) (Parija (1994) , Gadidov (1998) ) an algorithm that identifies a hyperplane that represents a facet of an underlying polytope and cuts off the fractional solution to the linear programming relaxation of the integer programming problem.
As a general reference for the definition of various terms used in this paper see Nemhauser and Wolsey (1998) .
The FGP relies upon the following four assumptions:
(A1) the underlying polytope R is full-dimensional and 0 ? R (A2) the point f* to be separated is not in R (A3) there exists a set E 1 of m linearly independent extreme points of R such that f* belongs to the convex cone generated by E 1 (A4) an oracle exists to maximize a linear function over the underlying polytope.
For the convenience of the reader we recall (e.g. Nemhauser and Wolsey (1988) pp. 86) that if X = {x 1 ,. . . ,x k } is a set of vectors in R m , then the convex cone C generated by X is the set of all nonnegative linear combinations of vectors in
A hyperplane H separating f* from R can be obtained by solving the following linear programming problem using column generation:
in which ext R denotes the set of extreme points of the poytope R.
Reason From A3, problem (P) is feasible. Let z* be the optimal value to problem (P) and B * = {x * 1 , . . .,x * m } be the associated optimal basis. If n ∈ R m is such that n T x i = 1, i = 1,…,m, then the hyperplane H generated by B * can be written as
Since B * is a feasible basis for (P) and f* is in the cone generated by B If z* = 1, then f* belongs to R since it can be expressed as a convex combination of points in R.
This contradicts A2, so z* > 1. Moreover, putting together (1) and (2) we get
On the other hand, it is easy to see that the reduced cost c x of any extreme point x of R can be expressed as c x = 1-n T x . Since z* is the optimal value to problem (P), it follows that for all the extreme points x of R, n T x = 1, so all the points of R lie on the same side of hyperplane H.
From (3) it follows that f* lies on the other side of hyperplane H, so H separates f* from R.
We now describe the FGP.
Step 0 Set k = 1.
Step 1 Find n k ? R m such that n T k x = 1 for all x in E k .
Use the oracle to solve
If w k = 1, STOP. The inequality n T k x = 1 represents a facet of R.
Else, GO TO Step 2.
Step 2 Set k = k+1
The oracle in Step 1 generated a new column, which will enter the basis E k .
Update E k and GO TO Step 1.
Computational evaluation A typical application of the Facet Generation Procedure is to
individual 0/1 knapsack constraints. We used a subset of sparse binary problems from MIPLIB to benchmark the FGP. The reason for selecting them is that they are already "classic", having been studied by several researchers. They are available electronically as described by Bixby, Boyd, and Indovina (1992) and Boyd (1993a) . Table I describes the test problems, giving the number of constraints and number of variables for each, along with the optimal values for the initial LP relaxation, Z LP , and the optimal binary solution, Z BP , respectively. We ran all tests on an IBM RISC 6000 model 550. To clarify our computational procedure we note that we applied our algorithm to generate facets of individual knapsack constraints and the cuts generated were added during the supernode branch and bound routine of OSL release 3. In all these tests the initial set E 1 in A3 was chosen to be the set of unit vectors in the underlying vector space. As a further means of reducing computational requirements the classical variable fixing procedure (e.g. Balas and Martin 1980) was invoked efficiently, so that in the problems tested we needed to solve the knapsack in Step 1 only 42% of the time. As oracle in Step 1 we used software from Martello and Toth (1989) . Table II gives the results of these tests. Column 5 "Cuts" lists the number of cuts generated by FGP, column "Nodes" gives the number of nodes required by OSL supernode branch and bound subroutine to find and verify an optimal solution, and column "CPU" gives the run time in seconds for solving the problem. The last two columns demonstrate the results of using only OSL to solve each problem and report the number of nodes to find and verify the optimal solution and the CPU run time, respectively.
These CPU run times do not include I/O.
In all test problems, the FGP improved on the run time of OSL, or the number of nodes explored, or both. In particular, considering sets of problems for which OSL required 0-100, 100-1,000 or 1,000-17,000 CPU seconds, the FGP required 30%, 35%, and 48% less run time,
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