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Abstract. Generic bifurcation theory was classically well developed for smooth
differential systems, establishing results for k-parameter families of planar vec-
tor fields. In the present study we focus on a qualitative analysis of 2-parameter
families, Zα,β , of planar Filippov systems assuming that Z0,0 presents a co-
dimension-two minimal set. Such object, named elementary simple two-fold
cycle, is characterized by a regular trajectory connecting a visible two-fold sin-
gularity to itself, for which the second derivative of the first return map is
nonvanishing. We analyzed the codimension-two scenario through the exhibi-
tion of its bifurcation diagram.
1. Introduction
Ongoing research in dynamical systems includes naturally nonsmooth systems,
which commonly appear in realistic nonlinear engineering and control models. As
far as we know, the pioneering studies of piecewise smooth systems in a rigorous
way is due to Andronov and coworkers [2].
In the 1970’s, Qualitative and Geometric theoretical analyses of two-fold sin-
gularities of planar piecewise smooth systems have been taken into account in
many studies, see for instance [7, 24]. In addition, in [8] Filippov provided a
mathematical formalization of the theory of nonsmooth vector fields. Since then,
from various sides, attention has been paid to the generic classification of such
singularities in the two dimensional case, see for instance [10–12]. More recently,
other aspects of the two-fold singularity have been considered. For instance,
in [3] the problem of birthing of limit cycles from two-fold singularities (pseudo-
Hopf bifurcation) was revisited, and in [23] a probabilistic notion for the forward
evolution from a two-fold singularity has been given under small perturbations.
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The main goal of this paper is to describe the bifurcation diagram of a closed
trajectory connecting a two-fold singularity to itself. We call this trajectory by
simple two-fold cycle (see Figure 1). We emphasize that this cycle has a certain
resemblance with the classical saddle homoclinic connection of smooth planar
vector fields.
Figure 1. Simple two-fold cycle Γ.
The study of bifurcations as well as the dynamics around invariant sets for
smooth systems has classically been well developed and extensively discussed
over the years, mainly establishing conditions for the existence and persistence
of minimal sets (see [19–21]). On the other hand, the theory of piecewise smooth
differential systems has attracted considerable interest over the last decade (see,
for instance, [4, 6, 15], and references therein). In this direction many efforts are
actually dedicated to understand the dynamic behavior around some minimal
sets when one finds no counterpart in the smooth world (see, for instance, [1,14,
17,18]).
Regarding a simple two-fold cycle, there are several theoretical mathematical
aspects related to it which are worthy of discussion. For instance, we mention
branching of homoclinic cycles, periodic orbits, and heteroclinic trajectories, their
stability properties, and the exhibition of its bifurcation diagram. Furthermore,
the needed tools to analyze the simple two-fold cycle go beyond the use of the
Poincare´ Map. We emphasize that this present study has been mainly moti-
vated by these theoretical aspects. For more on bifurcations in piecewise smooth
systems we may refer to the book [22].
As far as we are concerned, there are no works on nonsmooth physical phe-
nomena for which the corresponding nonsmooth mathematical models exhibit
simple two-fold cycles. However, we were able to find an example of a piecewise
mechanical system having this kind of cycle (see Section 7). Hence, we hope that
the results we have obtained in the present paper may be useful in the future to
better understand some real phenomena.
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This paper is organized as follows. Section 2 contains some basic concepts
on nonsmooth theory as well as the formal definition of a simple two-fold cycle
(see Figure 1). Our main results are stated in Section 3: Theorem A provides a
non-degeneracy condition under which a simple two-fold cycle has codimension-
two; and Theorem B describes the bifurcation diagram of a simple two-fold cycle
provided the previous non-degeneracy condition. Section 4 contains some prelim-
inary results needed to prove our main theorems. Sections 5 and 6 are devoted
to prove Theorems A and B, respectively. In Section 7 we study a 2-parameter
family of piecewise Hamiltonian differential systems realizing the bifurcation dia-
gram given by Theorem B. Finally, in Section 8 some closing remarks and further
directions are provided.
2. Basic notions on Filippov systems
In this section we briefly introduce the basic notions on piecewise smooth planar
differential systems. For more details see [8, 10].
Let U ⊂ R2 be an open bounded set containing the origin (0, 0). Given r ≥ 1,
let χr be the set of all Cr vector fields X : U → R2 endowed with the Cr−topology.
Consider a C1 function h : U → R, for which 0 ∈ R is a regular value, and let Ωr
be the space of the following piecewise vector fields
(1) Z(x, y) =
{
X(x, y) if h(x, y) > 0,
Y (x, y) if h(x, y) < 0,
where X, Y ∈ χr, (x, y) ∈ U and Σ = h−1(0) is the switching manifold. So
Ωr = χr×χr can be endowed with the product topology. Accordingly, we denote
Z = (X, Y ). When the context is clear we write χr = χ and Ω = Ωr.
For each X ∈ χ we define the smooth function Xh : U → R given by Xh =
X ·∇h, where · is the canonical scalar product in R2. As usual, for Z = (X, Y ) ∈
Ω, we distinguish three different open regions in Σ: the sliding region Σs (resp.
escaping region Σe) satisfying Xh(x, y) < 0 and Y h(x, y) > 0 (resp. Xh(x, y) > 0
and Y h(x, y) < 0 ), and the crossing region Σc satisfying Xh(x, y)Y h(x, y) > 0.
The boundaries of the regions Σc, Σs, and Σe (i.e. Xh(x, y)Y h(x, y) = 0) are
constituted by tangency points of X or Y with the switching manifold Σ.
Here we assume that the solutions of the piecewise smooth differential system
(x′, y′) = Z(x, y), for Z ∈ Ω, obeys Filippov’s convention (see [8]). In this case,
the piecewise vector field (1) is called Filippov vector field. We recall that when
p ∈ Σs ∪ Σe the local trajectory of Z ∈ Ω through p follows the trajectory of the
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so-called sliding vector field
(2) Zs(p) =
Y h(p)X(p)−Xh(p)Y (p)
Y h(p)−Xh(p) .
Notice that, for p ∈ Σ, Zs(p) is tangent to Σ at p. We say that a point p ∈ Σs∪Σu
is a pseudo equilibrium of Z if it is an equilibrium of Zs, that is, Zs(p) = 0. When
Zs is defined in an open region V ⊂ Σs ∪ Σe with boundary ∂V , it can be Cr-
extended to a full neighborhood of p for all p ∈ ∂V in Σ.
A point p ∈ U is said to be a singularity of the Filippov vector field (1) if either
(i) p is a singularity of X or Y (i.e. X(p) = 0 or Y (p) = 0), or (ii) p ∈ Σs ∪ Σe
is a pseudo equilibrium (i.e. Zs(p) = 0), or (iii) p is a tangency point (i.e.
p ∈ ∂Σc ∪ ∂Σs ∪ ∂Σe). Otherwise p is called a regular point. Particularly, in the
case (iii), we say that a point p ∈ Σ is a visible fold for X (resp. Y ), if Xh(p) = 0
and X(Xh)(p) > 0 (resp. Y h(p) = 0 and Y (Y h)(p) < 0). Analogously, reversing
the inequalities, we define an invisible fold. A point p ∈ Σ is called visible two-fold
singularity (resp. invisible two-fold singularity) of Z = (X, Y ) if it is a visible
(resp. invisible) fold for X and Y, simultaneously. In addition, a point p ∈ Σ is
called regular-fold singularity of Z if it is a fold point for X and a regular point
for Y , or vice versa.
2.1. Simple Two-Fold Cycle. Let Z = (X, Y ) ∈ Ω be a piecewise smooth vec-
tor field as defined in (1). A simple two-fold cycle is characterized by a trajectory
γ(t) of Z for which there exists T > 0 such that γ(0) = γ(T ) = p is a visible
two-fold singularity of Z, and, for each 0 < t < T , γ(t) is a regular point of Z
(see Figure 2).
(a) (b) (c)
Figure 2. Examples of simple two-fold cycles.
Notice that for the examples illustrated by Figures 2(a) and 2(b) a first return
map may be defined in a half-closed interval [p, p+a) contained in Σ∩ int(γ) and
Σ∩ext(γ), respectively. Nevertheless, the example illustrated by Figure 2(c) does
not admit a non degenerate first return map. Indeed, in this last case, if a first
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return map is well defined, then it is constant. Accordingly, a simple two-fold
cycle, for which a first return map is well defined, is called elementary whenever
the second derivative of its first return map is nonvanishing. This property implies
that the orbits lying in a small annulus of Γ are not closed.
In this paper our attention will be focused on the cycle illustrated by Figure
2(a). The analysis of any other elementary two-fold cycle can be performed in
an analogous way. Throughout this paper, without loss of generality, we shall
take h(x, y) = y. Denote by X1, X2 and Y 1, Y 2 the coordinates of X and Y ,
respectively. In order to characterize this simple two-fold cycle we need to assume
the following condition:
(C) The vector field Z = (X, Y ) has a visible two-fold point at (0, 0) ∈ Σ such
that X1(0, 0) > 0 and Y 1(0, 0) < 0. The trajectory of X (resp. Y ) passing
through (0, 0) meets Σ transversally at (qX , 0) (resp. (qY , 0)) forward in
time (resp. backward in time), where qX = qY > 0.
Note that the orientation of the trajectories of X and Y are fixed by (C). More
precisely, the trajectory of X goes to the right and the trajectory of Y goes to
the left, so that system (1) admits a cycle Γ, which is characterized by the union
Γ = ΓX ∪ ΓY ∪ {(0, 0)}, where
ΓX = {ϕX(t, 0, 0), 0 < t ≤ T+} and ΓY = {ϕY (t, 0, 0), T− ≤ t < 0}.
Here ϕX(t, x, y) and ϕY (t, x, y) are the trajectories of X and Y , respectively,
satisfying ϕX(T
+, 0, 0) = (qX , 0) and ϕY (T
−, 0, 0) = (qY , 0) (see Figure 1).
For δ > 0 sufficiently small and σ = {(x, 0) : 0 < x < δ} ⊂ Σ, it is well defined
a displacement function fZ : σ → Σ associated with Z, defined by fZ(x) =
ϕX(T1(x), x, 0) − ϕY (T2(x), x, 0) where T1(x) > 0 is the smallest positive time
such that ϕX(T1, x, 0) ∈ Σ, and T2(x) < 0 is the biggest negative time such that
ϕY (T2(x), x, 0) ∈ Σ (see Figure 3). In Section 4.1 (see Proposition 3), we shall
prove that
(3) fZ(x) = Mx
2 +O(x3), M ∈ R.
We recall that the notation u(x) = O(v(x)) means that there exist constants
d > 0 and K > 0 such that |u(x)| < K|v(x)| whenever |x| < d. Notice that the
cycle Γ is elementary provided that M 6= 0. Moreover, if M > 0 the cycle Γ is
stable, and if M < 0 the cycle Γ is unstable.
3. Main results
Our main goal in this paper is to understand what typically happens when an
elementary simple two-fold cycle is perturbed on Ω. More precisely, let Γ0 be a
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Σ
0
Γ
qX
qY
Figure 3. Elementary simple two-fold cycle Γ connecting the
visible two-fold (0, 0) to itself and reaching Σ transversally at
(qX , 0) = (qY , 0). The elementary property implies that the or-
bits lying in a small annulus of Γ are not closed.
simple two-fold cycle of a Filippov vector field Z0 = (X0, Y0) ∈ Ω characterized
by condition (C), and let A0 ⊂ R2 be a sufficiently small annulus around Γ0.
Considering Filippov systems lying in a small neighborhood V0 ⊂ Ω of Z0 we
may ask how their phase spaces look like on A0 (see Figure 4). A complete
characterization of these systems will be given by Theorems A and B, assuming
that Γ0 is elementary.
Σ
A0
0
qX0
qY0
Figure 4. Small annulus A0 ⊂ R2 around the simple two-fold
cycle Γ0.
3.1. Perturbation of a simple two-fold cycle. Assume that Γ0 is a simple
two-fold cycle of Z0 ∈ Ω characterized by condition (C). Given an annulus
A0 ⊂ R2 around Γ0, there exists a neighborhood V0 ⊂ Ω of Z0 such that each
Z = (X, Y ) ∈ V0 admits a fold point (pX , 0) ∈ A0 of X, and a fold point
(pY , 0) ∈ A0 of Y . Indeed, X0 and Y0 are Cr vector fields, with r ≥ 1, and the
neighborhood V0 can be taken in χr×χr as a Cartesian product of neighborhoods
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in χr of X0 and Y0, respectively. So, that the above statement follows from the
continuous dependence of solutions on initial conditions and parameters.
In this case, denoting by X1, X2 and Y 1, Y 2 the coordinates of X and Y ,
respectively, we have
(4)
X2(pX , 0) = 0,
∂X2
∂x
(pX , 0) > 0, X
1(pX , 0) > 0,
Y 2(pY , 0) = 0,
∂Y 2
∂x
(pY , 0) > 0, Y
1(pY , 0) < 0.
Furthermore, condition (C) implies that the neighborhood V0 can be chosen such
that:
(i) the trajectory of X, forward in time, starting at (pX , 0) meets Σ transver-
sally at (qX , 0), that is, X
2(qX , 0) 6= 0;
(ii) the trajectory of Y , backward in time, starting at (pY , 0) meets Σ transver-
sally at (qY , 0), that is, Y
2(qY , 0) 6= 0;
(iii) the trajectory of X connecting (pX , 0) to (qX , 0) and the trajectory of Y
connecting (pY , 0) to (qY , 0) are both contained in A0.
Without loss of generality we assume that pX = 0 for all Z ∈ V0 (see Figure
5).
Σ
pY
0 qY
qX
Figure 5. Trajectories of X and Y through (0, 0) and (pY , 0), respectively.
The above comments allow us to define a Cr function η : V0 → R2 by
(5) η(Z) = (pY , qX − qY ).
Note that η(Z0) = (0, 0). Our first main result states that the function η is a
submersion, that is, the derivative dη(Z) : Ωr → R2 is a surjective linear map for
every Z ∈ V0. It implies that η−1(0, 0) is a codimension-two submanifold of V0
(see [13]).
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Theorem A. Let Γ0 be an elementary simple two-fold cycle of a vector field
Z0 ∈ Ω characterized by condition (C). Then there exist an annulus A0 ⊂ R2
around Γ0 and a neighborhood V0 ⊂ Ω of Z0 for which the following statements
hold: (i) for Z ∈ V0, η(Z) = (0, 0) if and only if Z has an elementary simple
two-fold cycle in A0, and (ii) dη(Z) is surjective for each Z ∈ V0.
Theorem A is proved in Section 5.
3.2. Bifurcation Diagram. Theorem A implies that an elementary simple two-
fold cycle Γ0 persists in a codimension-two submanifold of V0. Furthermore, since
η is a submersion, the cycle Γ0 can be unfolded using the function η so that all
the bifurcations occurring in a small annulus of Γ0 can be detected.
Accordingly, let U = η(V0) ⊂ R2 and (α, β) = η(Z) for Z ∈ V0. As the
parameter α varies both folds move apart (see Figure 5) creating a sliding region
between them, which contains a pseudo equilibrium. Meanwhile, as the parameter
β varies several bifurcations may occur depending on the sign of α. For the sake
of simplicity, let us assume that Γ0 is stable.
For α > 0, in addition to the curve β = 0, we may find other curves of
codimension-one bifurcations:
(6) β1(α) > β2(α) > β4(α) > 0 with β4(0) = β2(0) = β1(0) = 0.
We shall see that for β = 0 the vector field Z has a connection between visible
regular-fold singularities. The curves β = β1(α) and β = β2(α) represent a
saddle-node bifurcation curve and a unstable critical crossing bifurcation curve
(see [9]), respectively. Finally, for β = β4(α) the vector field Z has a connection
between a stable pseudo equilibrium and a regular-fold singularity.
On the other hand, for α < 0, in addition to the curve β = 0, we may also find
other curves of codimension-one bifurcations:
(7) 0 < β3(α) < β5(α) with β3(0) = β5(0) = 0.
We shall see that for β = 0 the vector field Z still has a connection between
visible regular-fold singularities. The curve β = β3(α) is a stable critical crossing
bifurcation curve, and for β = β5(α) the vector field Z has a connection between
a unstable pseudo equilibrium and a regular-fold singularity.
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From Theorem A, the set U is an open neighborhood of (0, 0). In what follows
we define some regions (see Figure 6):
(8)
R1 = {(α, β) ∈ U : α < 0 and β < β3(α)};
R2 = {(α, β) ∈ U : α > 0 and β < 0};
R3 = {(α, β) ∈ U : α > 0 and 0 < β < β4(α)};
R4 = {(α, β) ∈ U : α > 0 and β4(α) < β < β2(α)};
R5 = {(α, β) ∈ U : α > 0 and β2(α) < β < β1(α)};
R6 = {(α, β) ∈ U : α > 0 and β > β1(α)};
R7 = {(α, β) ∈ U : α < 0 and β > 0};
R8 = {(α, β) ∈ U : α < 0 and β5(α) < β < 0};
R9 = {(α, β) ∈ U : α < 0 and β3(α) < β < β5(α)}.
For the sake of convenience we denote by Bij = (∂Ri∩∂Rj)\{(0, 0)} the boundary
between Ri and Rj, for i, j ∈ {1, 2, . . . , 9}. In this case, the curves β = βi(α),
for i ∈ {1, 2, . . . , 5}, correspond to B56, B45, B91, B34, and B89, respectively (see
Figure 6).
α
β
B56 B45
B34
B91
B67
B23B78
B89
B12
R1 R2
R3
R4R5R6R7
R8
R9
β1 β2
β4
β3
β5
Figure 6. Space of parameters (α, β) and codimension-one bifur-
cation curves. Here βi represents the curves β = βi(α) for i ∈
{1, 2 . . . , 5}.
Our second main result describes completely the behavior of vector fields Z ∈ Ω
nearby Z0, restricted to a small annulus of Γ0. It is a descriptive version of the
bifurcation digram illustrated in Figure 7.
Theorem B. Assume that Γ0 is a stable elementary simple two-fold cycle of a
vector field Z0 ∈ Ω. Let A0 ⊂ R2 and V0 ⊂ Ω be the neighborhoods of Γ0 and Z0,
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respectively, given by Theorem A. Then there exist an annulus A1 ⊂ A0 of Γ0,
a neighborhood V1 ⊂ V0 of Z0, and curves βi(α), i ∈ {1, 2, . . . , 5} satisfying (6)
and (7) such that, for Z ∈ V1 and (α, β) = η(Z), the following possibilities for
Z|A1 hold:
(a) for (α, β) ∈ R1, there exist two regular-fold points, (0, 0) and (α, 0), a
unstable pseudo equilibrium (pu, 0), and a stable crossing cycle γ1;
(b) for (α, β) ∈ B12, there exist a two-fold point at (0, 0) and a stable crossing
cycle γ1, with (0, 0) ∈ ext(γ1);
(c) for (α, β) ∈ R2, there exist two regular-fold points, (0, 0) and (α, 0), a
stable pseudo equilibrium (ps, 0), and a stable crossing cycle γ1;
(d) for (α, β) ∈ B23, there exist two regular-fold points, (0, 0) and (α, 0), a sta-
ble pseudo equilibrium (ps, 0), a stable crossing cycle γ1, and a connection
between (0, 0) and (α, 0);
(e) for (α, β) ∈ R3, there exist two regular-fold points (0, 0) and (α, 0), a
stable pseudo equilibrium (ps, 0), a stable crossing cycle γ1, and a sliding
connection between (0, 0) and (α, 0) contained in ext(γ1);
(f) for (α, β) ∈ B34, there exist two regular-fold points, (0, 0) and (α, 0), a sta-
ble pseudo equilibrium (ps, 0), a stable crossing cycle γ1, and a connection
between (ps, 0) and (α, 0) contained in ext(γ1);
(g) for (α, β) ∈ R4, there exist two regular-fold points, (0, 0) and (α, 0), a
stable pseudo equilibrium (ps, 0), a stable crossing cycle γ1, and a unstable
sliding cycle contained in ext(γ1) and passing through (α, 0).
(h) for (α, β) ∈ B45, there exist two regular-fold points, (0, 0) and (α, 0), a
stable pseudo equilibrium (ps, 0), a stable crossing cycle γ1, and a unstable
critical crossing cycle contained in ext(γ1) and passing through (α, 0);
(i) for (α, β) ∈ R5, there exist two regular-fold points, (0, 0) and (α, 0), a
stable pseudo equilibrium (ps, 0), a stable crossing cycle γ1, and a unstable
crossing cycle γ2 contained in ext(γ1);
(j) for (α, β) ∈ B56, there exist two regular-fold points, (0, 0) and (α, 0),
a stable pseudo equilibrium (ps, 0), and a semi-stable crossing cycle γ3,
which attracts the orbits contained in int(γ3) ∩ A1 and repels the orbits
contained in ext(γ3) ∩ A1;
(k) for (α, β) ∈ R6, there exist two regular-fold points, (0, 0) and (α, 0), a
stable pseudo equilibrium (ps, 0), and there is no cycle;
(l) for (α, β) ∈ B67, there exists a two-fold point at (0, 0).
(m) for (α, β) ∈ R7, there exist two regular-fold points, (0, 0) and (α, 0), and
a unstable pseudo equilibrium (pu, 0).
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(n) for (α, β) ∈ B78, there exist two regular-fold points, (0, 0) and (α, 0), a
unstable pseudo equilibrium (pu, 0), and a connection between (0, 0) and
(α, 0);
(o) for (α, β) ∈ R8, there exist two regular-fold points (0, 0) and (α, 0), a
unstable pseudo equilibrium (pu, 0), and a sliding connection between (0, 0)
and (α, 0);
(p) for (α, β) ∈ B89, there exist two regular-fold points, (0, 0) and (α, 0), a
unstable pseudo equilibrium (pu, 0), and a connection between (0, 0) and
(pu, 0);
(q) for (α, β) ∈ R9, there exist two regular-fold points, (0, 0) and (α, 0), a un-
stable pseudo equilibrium (pu, 0), and a stable sliding cycle passing through
(0, 0).
(r) for (α, β) ∈ B91, there exist two regular-fold points, (0, 0) and (α, 0), a
unstable pseudo equilibrium (pu, 0), and a stable critical crossing cycle
passing through (0, 0);
Moreover,
β1(α) =
k`
L
α2 +O(α3), β2(α) = −`α2 +O(α3), and β3(α) = kα2 +O(α3).
The diagram bifurcation for the case when Γ0 is a unstable elementary simple
two-fold cycle of a vector field Z0 is obtained by rotating the previous one (see
Figure 7) by pi radius (see Figure 8).
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4. Preliminary results
This section is devoted to provide some preliminary results needed for proving
Theorems A and B. In Subsection 4.1 we construct the displacement function fZ
of Z. We shall see that the crossing and critical crossing cycles of Z correspond to
the zeros of fZ , so in Subsection 4.2 we study these zeros. Finally, in Subsection
4.3 we analzse the sliding dynamics.
4.1. Displacement function. In what follows the neighborhoods A0 and V0
will be reduced if necessary. Moreover, for Z ∈ V0 we denote η(Z) = (α, β),
where η is defined in (5).
For ξ > 0 sufficiently small, the section Σ+ = {(x, ξ) : (x, 0) ∈ Σ} is transversal
to the trajectory of X0 passing through (0, 0) forward in time. By transversality,
for each Z = (X, Y ) ∈ V0, Σ+ is also transversal to the trajectory of X starting at
(0, 0) forward in time. Denote by (p+, ξ) the first intersection of this trajectory
with Σ+. From the Tubular Flow Theorem, there exists δ > 0 such that the
trajectory starting at (x, 0), for x ∈ [0, δ), intersects Σ+ transversally at (ρ1(x), ξ)
nearby p+. Accordingly, we have well defined a transition map ρ1 : [0, δ) 7−→ Σ+
(see Figure 9).
Lemma 1. The transition map ρ1 : [0, δ) 7−→ Σ+ around x = 0 is given by
(9) ρ1(x) = p
+ + `1(Z)x
2 +O(x3),
with `1(Z) > 0.
Proof. Consider a normal form X˜ of X nearby (0, 0), for instance X˜(x, y) = (1, x)
(see [28]). Denote the trajectory of X˜ passing thought (x, 0) ∈ Σ by ϕ(t, x, 0) =
(ϕ1(t, x, 0), ϕ2(t, x, 0)). It is easy to see that T (x) = −x +
√
x2 + 2ξ is the first
positive time spent by ϕ(t, x, 0) to intercept Σ+. Then the first component of the
intersection between the trajectory ϕ(t, x, 0) and the section Σ+ can be expanded
in Taylor series around x = 0 as
ϕ1(T, x, 0) = a+ bx
2 +O(x3), where a =
√
2ξ and b = 1/(2
√
2ξ) > 0.
Since X is locally conjugated to X˜, the trajectory of X passing thought (x, 0) is
given by ψ(t, x, 0) = (ψ1(t, x, 0), ψ2(t, x, 0)) = h
−1 ◦ ϕ(t, h(x, 0)), being h : R2 →
R2 a diffeomorphism such that h(0) = 0. Therefore, ρ1Z(x) = ψ1(T ∗(x), x, 0) can
be expanded in Taylor series around x = 0 as (9), where T ∗(x) is the positive
time spent by ψ(t, x, 0) to intercept Σ+. 
Analogously, the section Σ− = {(x,−ξ) : (x, 0) ∈ Σ} is transversal to the
trajectory of Y0 passing through (α, 0) backward in time. Then Σ
− is transversal
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to the trajectory of Y starting at (α, 0) backward in time. Denote by (p−,−ξ)
the first intersection of this trajectory with Σ−. Then there exists δ˜ > 0 such that
the trajectory starting at (x, 0) backward in time, for x ∈ [α, α + δ˜), intersects
Σ− transversally at (µ1(x),−ξ) nearby p−. Therefore, we have well defined a
transition map µ1 : [α, α+δ˜) 7−→ Σ− (see Figure 9), and this map is characterized
in the following lemma.
Lemma 2. The transition map µ1 : [α, α + δ˜)→ Σ− around x = α is given by
µ1Z(x) = p
− + k1(Z)(x− α)2 +O((x− α)3)
with k1(Z) > 0.
Proof. This proof follows analogously to the proof of Lemma 1, but now consid-
ering the normal form Y˜ (x, y) = (−1, x− α). 
0 α
µ1
ρ1
Σ
Σ+
(p+, ξ)
Σ−
(p−,−ξ)
Figure 9. Transitions maps for the vector field Z.
Since the trajectory of X reaches Σ transversally forward in time, it also defines
a diffeomorphism ρ2 : ρ1([0, δ))→ Σ, which can be expanded around p+ as
(10) ρ2(x) = qX + `2(Z)(x− p+) +O((x− p+)2),
with `2(Z) < 0. Similarly, the trajectory of Y backward in time defines a diffeo-
morphism µ2 : µ1([α, α + α˜))→ Σ, which can be expanded around p− as
(11) µ2(x) = qY + k2(Z)(x− p−) +O((x− p−)2),
with k2(Z) < 0 (see Figure 10).
Now define σ(α) = [0, δ
) ∩ [α, α + δ˜). Note that
(12) σ(α) = [Aα, λ), for a fixed λ > 0, where Aα = max{0, α}.
Hence the displacement function fZ : σ(α)→ R associated with Z is given by
fZ(x) = ρ2 ◦ ρ1(x)− µ2 ◦ µ1(x).
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Σ 0
α
qX
qY
ρ1
ρ2
µ2
µ1
Figure 10. Displacement function fZ associated with Z ∈ V0.
Note that A0 ∩ Σ = A01∪˙A02, where A01 and A02 are open connected compo-
nents in Σ with (0, 0) ∈ A01. Without loss of generality the annulus A0 can be
taken in order that σ(α) = {(x, 0) ∈ A01 : x ≥ Aα}. The next proposition is
obtained directly from Lemmas 1 and 2, and expressions (10) and (11).
Proposition 3. Assume that Γ0 is a simple two-fold cycle of Z0 ∈ Ω. Then there
exist an annulus A0 of Γ0 and a neighborhood V0 ⊂ Ω of Z0 such that, for each
Z ∈ V0, the displacement function fZ : σ(α)→ Σ reads
fZ(x) = β + `(Z)x
2 − k(Z)(x− α)2 +O(x3) +O((x− α)3),
with `(Z) = `1(Z)`2(Z) < 0 and k(Z) = k1(Z)k2(Z) < 0. In particular, for
Z = Z0, we have fZ0(x) = Mx
2 +O(x3), with M = `(Z0)− k(Z0) ∈ R.
Note that the zeros of fZ correspond to the crossing and critical crossing cycles
of Z nearby Γ.
Remark 4. If x = Aα and fZ(x) = 0, then there exists a critical crossing cycle
(see [9]) passing through (Aα, 0). If x ∈ intσ(α) and fZ(x) = 0, then there exists
a crossing cycle passing through (x, 0). Furthermore, if f ′Z(x) > 0 the cycle is
stable, and if f ′Z(x) < 0 the cycle unstable. If f
′
Z(x) = 0 and f
′′
Z(x) > 0, the cycle
is semi-stable.
4.2. Zeros of the displacement function. Assume that M 6= 0. If M > 0
(resp. M < 0), then fZ0(x) < 0 (resp. fZ0(x) > 0) for x ∈ σ(0), consequently Γ
is a stable (resp. unstable) simple two-fold cycle. For the sake of simplicity we
denote ` = `(Z), k = k(Z), and L = ` − k. Note that L 6= 0 for every Z ∈ V0
and L→M when (α, β)→ (0, 0).
In order to study the existence of cycles of Z nearby Γ we shall study the zeros
of fZ contained in σ(α) when (α, β) is taken in a small neighborhood of the origin.
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Lemma 5. Let U = η(V0). Then there is a unique Cr curve β = β1(α) defined
in a small neighborhood of 0 ∈ R for which fZ has a zero x(α) of multiplicity two
for (α, β1(α)) ∈ U1. Moreover,
x(α) = − k
L
α +O(α2) and β1(α) = k`
L
α2 +O(α3).
Proof. Taking y = x−α we verify that the zeros of fZ are in one-to-one correspon-
dence with the solutions of the system:
(13)
{
0 = Fβ(x, y) = β + `x
2 − ky2 +O(x3) +O(y3),
0 = Gα(x, y) = α + y − x.
If (xˆ, yˆ) is a solution of (13) for some (α, β) ∈ R2, then the level curves Fβ = 0
and Gα = 0 intersect each other at (xˆ, yˆ). In this context, a zero xˆ of fZ of
multiplicity two corresponds to a quadratic contact at (xˆ, xˆ − α) between the
curves Fβ = 0 and Gα = 0.
The contact points between the level curves of Fβ and Gα are given by the
zeros of C(x, y), where
C(x, y) = ∇Fβ(x, y) · ∇Gα(x, y)⊥ = 2`x− 2ky +O(x2) +O(y2).
Since C(0, 0) = 0 and
∂C
∂y
(0, 0) = −2k 6= 0, it follows from the Implicit Function
Theorem that there exists a unique Cr function y(x), defined in a neighborhood
of 0 ∈ R, with y(0) = 0 and y′(0) = `
k
6= 1, such that C(x, y(x)) = 0. In this
case,
y(x) =
`
k
x+O(x2).
Moreover,
∇C(x, y(x)) · ∇Gα(x, y(x))⊥ = 2L+O(x) 6= 0.
Therefore, (x, y(x)) is a quadratic contact between the level curves of Fβ and Gα.
Now we have to find parameters (α, β) in order that this contact happen at
Fβ = 0 and Gα = 0. So denote
G˜(x, α) = Gα(x, y(x)) = α +
(
`
k
− 1
)
x+O(x2),
Since G˜(0, 0) = 0 and
∂G˜
∂x
(0, 0) = γ 6= 0, it follows from the Implicit Function
Theorem that there exists a unique Cr function x(α), defined in a small neigh-
borhood of 0 ∈ R, with x(0) = 0 and x′(0) = − k
L
6= 0, such that G˜(x(α), α)) = 0.
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In this case,
x(α) = − k
L
α +O(α2).
Finally, we may find a Cr curve β = β1(α) such that Fβ1(α)(x(α), y(x(α))) = 0.
Indeed,
Fβ(x(α), y(x(α))) = β − k`
L
α2 +O(α3),
so we conclude that
β1(α) =
k`
L
α2 +O(α3).
The uniqueness of β1(α) is assured again by the Implicit Function Theorem.
Hence if β = β1(α), then x(α) is a zero of multiplicity two of fZ for (α, β1(α))
in a neighborhood of (0, 0) contained in U = η(V0). 
From Lemma 5, the level curves Fβ = 0 and Gα = 0 intersect each other
transversally when β 6= β1(α). In the next proposition, in order to obtain all
the zeros of fZ , we study what happens for β > β1(α) and for β < β1(α). This
behavior changes with the sign of M . From now on we shall assume that M > 0.
The analysis for M < 0 will be similar.
Lemma 6. Let V be the neighborhood given in Lemma 5. There exists a neigh-
borhood U1 ⊂ V of (0, 0) such that the following statements hold for (α, β) ∈ U1:
(a) If β > β1(α), then fZ has no zeros in U1.
(b) If β = β1(α), then fZ has a zero x
∗ of multiplicity two with f ′Z(x
∗) = 0
and f ′′Z(x
∗) > 0.
(c) If β < β1(α), then fZ has two distinct zeros, x
− and x+, with f ′Z(x
+) > 0
and f ′Z(x
−) < 0.
Proof. Consider the functions Fβ and Gα defined in (13). Given ε0 > 0, there
exists a neighborhood I ⊂ R of 0 such that
K = {(α, β) ∈ R2 : α ∈ I, β = β1(α) + ε, ε ∈ [−ε0, ε0]} ⊂ V.
Note that for each (α, β) ∈ K we have
fZ(x) = fε(x) = ε+ Fβ1(α)(x, x− α).
From Lemma 5, x(α) is a non-degenerate singularity of the map x 7→ fε(x)−ε.
Indeed,
fε(x(α)) = ε,
∂fε
∂x
(x(α)) = 0, and
∂2fε
∂x2
(x(α)) = 2L+O(α) > 0,
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From Morse Theory (see [16]) one may find a local diffeomorphism ϕ around x(α)
such that ϕ(x(α)) = 0, ϕ′(x(α)) = 1, and fε ◦ ϕ−1(v) = ε + Av2. In this case,
ϕ−1(v) = x(α) + v +O(v2) and
A =
1
2
∂2fε
∂x2
(x(α)) = L+O(α) > 0.
Hence we have the following possibilities:
(a) If ε > 0, then fε ◦ ϕ−1 has no zeros.
(b) If ε < 0, then fε ◦ ϕ−1 has two distinct zeros, namely
v± = ±
√
− ε
A
= ±
√
− ε
L
+O(α√−ε).
(c) If ε = 0, then v∗ = 0 is a zero of multiplicity two of fε ◦ ϕ−1.
These zeros are in one-to-one correspondence with the zeros of fε by the diffeo-
morphism ϕ. Indeed,
(14)
x∗ = ϕ−1(v∗) = x(α) = − k
L
α +O(α2) for ε = 0, and
x± = ϕ−1(v±) = − k
L
α±
√
− ε
L
+O2
(
α,
√−ε) for ε < 0.
The term O2
(
α,
√−ε) is an abbreviation for O(α√−ε) +O(α2) +O(ε).
In addition (fε◦ϕ−1)′(v+) > 0, (fε◦ϕ−1)′(v−) < 0, and (f0◦ϕ−1)′(v∗) = 0 with
(f0 ◦ ϕ−1)′′(v∗) > 0. Since (ϕ−1)′(v) > 0 we also have f ′ε(x+) > 0, f ′ε(x−) < 0,
and f ′0(x
∗) = 0 with f ′′0 (x
∗) > 0. We conclude the proof by taking U1 = intK
(see Figure 11).
α
β
V
U1
β1(α) + ε
Figure 11. Neighborhood U1 ⊂ R2 of (0, 0).

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In the next lemma we shall determine for what values of (α, β) ∈ U1 the
prescribed zeros (14) of fZ are contained in σ(α) (see (12)). The neighborhood
U1 will be reduced if necessary.
Lemma 7. Consider the zeros of fZ given in (14), namely x
∗ for β = β1(α),
and x± for β < β1(α). Then there exist two curves β = β2(α) and β = β3(α),
defined in a small neighborhood of 0 ∈ R, such that the following statements hold
for (α, β) ∈ U1:
(a) Let β = β1(α). If α < 0, then x
∗ /∈ σ(α); if α = 0, then x∗ = Aα; if
α > 0, then x∗ ∈ intσ(α).
(b) Let β < β1(α). If α ≤ 0, then x− /∈ σ(α). If α > 0, then x− /∈ σ(α) for
β < β2(α); x
− = Aα for β = β2(α); and x− ∈ intσ(α) for β > β2(α).
(c) Let β < β1(α). If α ≥ 0, then x+ ∈ intσ(α). If α < 0, then x+ ∈ intσ(α)
for β < β3(α); x
+ = Aα for β = β3(α); and x
+ /∈ σ(α) for β > β3(α).
Moreover,
β2(α) = −`α2 +O(α3) and β3(α) = kα2 +O(α3),
Proof. Statement (a) follows directly from Lemma 5. Indeed,
x∗ = x(α) = − k
L
α +O(α2), with − k
L
> 1.
To see statement (b), first note that α ≤ 0 implies that x− < 0, that is,
x− /∈ σ(α). Now, assuming α > 0, we shall determine the values of α and β for
which the equality x− = α holds. In (14) we have that ε < 0. So take u =
√−ε
and define h : R2 → R as
h(α, u) := x− − α =
(
− k
L
− 1
)
α− u√
L
+O2(α, u).
The right-hand side of the above equality is due to (14). Since h(0, 0) = 0 and
∂h
∂u
(0, 0) = − 1√
L
, there exists a unique Cr function u(α), defined in a neigh-
borhood of the origin, with u(0) = 0 and u′(0) = − k√
L
− √L > 0, such that
h(α, u(α)) = 0. In this case,
u(α) =
(
− k√
L
−
√
L
)
α +O(α2) > 0.
Hence ε = −u(α)2 = −
(
k2
L
+ L+ 2k
)
α2 + O(α3). Since β = β1(α) + ε we
conclude that x− = α provided that β = β2(α) = β1(α)−u(α)2 = −`α2 +O(α3).
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For each fixed α > 0, let hα(u) = h(α, u). Notice that hα(u(α)) = 0 and
h′α(u(α)) =
∂h
∂u
(α, u(α)) < 0. Therefore, for each α > 0, the function hα(u) is
decreasing in a neighborhood of u(α). Since u < u(α) if and only if β > β2(α),
and u > u(α) if and only if β < β2(α) we conclude that x
− ∈ intσ(α) when
β > β2(α), and x
− /∈ σ(α) when β < β2(α). This proves statement (b).
To prove statement (c) we observe that x+ > α, and consequently x+ ∈ σ(α),
provided that α ≥ 0. When α < 0 the proof follows analogously to the proof
of Statement (a). In this case, for u =
√−ε, defining g(α, u) = x+ we get
the existence of a function β3(α), defined in a neighborhood of the origin, with
β3(α) = kα
2 +O(α3), for which x+ = 0 when β = β3(α), x+ > 0 when β < β3(α),
and x+ < 0 when β > β3(α). This proves statement (c). 
4.3. Sliding dynamics. When α < 0 (resp. α > 0), then Σs = {(x, 0) : α <
x < 0} (resp. Σe = {(x, 0) : 0 < x < α}) is a sliding region (resp. escaping
region). In this case, we observe the existence of a unique pseudo equilibrium of
Z nearby Z0 as stated in Lemma 8 (for instance see Figure 12).
(a) α < 0 (b) α > 0
Figure 12. Sliding and escaping regions, respectively, with their
pseudo-equilibria.
In the sequence, the neighborhood V0 will be reduced if necessary.
Lemma 8. Take Z = (X, Y ) ∈ V0. If α < 0 (resp. α > 0), then the sliding
vector field defined on Σs (resp. the escaping vector field defined on Σe) has a
unique unstable equilibrium point (pu, 0) (resp. stable equilibrium point (ps, 0)).
Proof. We prove this lemma for the case α < 0. Denote by X1, X2 and Y 1, Y 2
the coordinates of X and Y , respectively, and consider the sliding vector field Zs
given in (2). In order to study their orbits it is convenient to define the normalized
sliding vector field
N(x, 0) = (Y h(x, 0)−Xh(x, 0))Zs(x, 0) = X1(x, 0)Y 2(x, 0)− Y 1(x, 0)X2(x, 0),
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which has the same phase portrait of Zs reversing the direction of the trajectory
in the escaping region. Indeed, Y h(x, 0) − Xh(x, 0) is positive (resp. negative)
for (x, 0) ∈ Σs (resp. (x, 0) ∈ Σe).
In addition, it is possible to reduce the neighborhood V0 once more, so that if
Z ∈ V0, then the following inequalities hold for (x, 0) in a small neighborhood of
(0, 0) ∈ R2:
(15)
X2(x, 0) < 0 for x < 0, X2(x, 0) > 0 for x > 0,
Y 2(x, 0) < 0 for x < α, Y 2(x, 0) > 0 for x > α.
Since α < 0, it follows from (4) and (15) that
N(α, 0) = X1(α, 0)Y 2(α, 0)− Y 1(α, 0)X2(α, 0) < 0, and
N(0, 0) = X1(0, 0)Y 2(0, 0)− Y 1(0, 0)X2(0, 0) > 0.
Hence N has at least one critical point (p, 0) satisfying α < p < 0. The unicity
of p will follow by showing that
∂N
∂x
(x, 0) > 0 for (x, 0) ∈ Σs. So we compute
∂N
∂x
(x, 0) =
∂X1
∂x
(x, 0)Y 2(x, 0) +X1(x, 0)
∂Y 2
∂x
(x, 0)
−∂Y
1
∂x
(x, 0)X2(x, 0)− Y 1(x, 0)∂X
2
∂x
(x, 0).
Since X2(0, 0) = Y 2(α, 0) = 0, the conditions (4) imply that
sign
(
∂N
∂x
(x, 0)
)
= sign
(
X1(x, 0)
∂Y 2
∂x
(x, 0)− Y 1(x, 0)∂X
2
∂x
(x, 0)
)
> 0,
for (x, 0) ∈ Σs. Moreover, ∂N
∂x
(p, 0) > 0 implies that (p, 0) is stable.
We conclude this proof by noticing that Σs ∪Σe ⊂ A0 ∩Σ provided that V0 is
sufficiently small. The proof for α > 0 is analogous. 
5. Proof of Theorem A
Let A0 and V0 be, respectively, the annulus of Γ0 and the neighborhood of
Z0 given by Proposition 3. Assume that Γ is an elementary simple two-fold
cycle of some Z∗ ∈ V0. Consequently, condition (C) holds for Z∗. Therefore,
η(Z∗) = (0, 0). Reciprocally, assume that η(Z∗) = (0, 0). Therefore, condition
(C) holds for Z∗, which implies that Z∗ admits a simple two-fold cycle Γ ⊂ A0.
Moreover, from Proposition 3
(16) fZ∗(x) = (`(Z
∗)− k(Z∗))x2 +O(x3).
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It remains to prove that this cycle is elementary. Note that `(Z0)−k(Z0) = M 6=
0. So from the continuity of the functions ` and k the neighborhood V0 of Z0
can be reduced in order to guarantee that `(Z)− k(Z) 6= 0 for every Z ∈ V0. In
particular `(Z∗) − k(Z∗) 6= 0. Hence, from (16), Γ is elementary. This proves
item (i).
Now we shall prove that, for every Z ∈ V0, dη(Z) is onto. It is equivalent to
prove that, for each (u, v) ∈ R2, there exists a smooth curve Z : (−λ0, λ0) → Ω
such that Z(0) = Z and
dη(Z) · Z ′(0) = d
dλ
η(Z(λ))∣∣
λ=0
= (u, v).
Accordingly, let Z(λ), λ ∈ R, be a curve in Ω such that Z(0) = Z, α(Z(λ)) =
α(Z) + λu, and β(Z(λ)) = β(Z) + λv. Therefore,
d
dλ
η(Z(λ))∣∣
λ=0
= lim
λ→0
η(Z(λ))− η(Z)
λ
= lim
λ→0
(λu, λv)
λ
= (u, v).
This concludes the proof of Theorem A.
6. Proof of Theorem B
Let V0 be the neighborhood of Z0 given by Lemma 8, and take V1 = η−1(U1),
where U1 is the neighborhood given by Lemma 6. Note that V1 ⊂ V0, because
U1 ⊂ U = η(V0). In parallel let A0 be the annulus of Γ0 given by Theorem A,
and take a annulus A1 ⊂ A0 such that (A1 ∩ Σ) \ Σs ⊂ Σc. This choice for A1
assures that the dynamics in A1 of a vector field Z ∈ V1 is completely determined
by the function η. Now we are able to prove the Theorem B.
For Z ∈ V1, consider the pseudo equilibrium points given by Lemma 8: (pu, 0)
for α < 0, and (ps, 0), for α > 0. From the continuous dependence of the solutions
on the parameters α and β, there exist two curves β4(α), defined for α > 0, and
β5(α), defined for α < 0, for which the following statements hold:
• when β = β4(α) there exists an orbit connecting the fold point (α, 0) and
the stable pseudo equilibrium (ps, 0);
• when β = β5(α) there exists an orbit connecting the fold point (0, 0) and
the unstable pseudo equilibrium (pu, 0).
In additional, 0 < β4(α) < β2(α) for α > 0, and β3(α) < β5(α) < 0 for α < 0.
Now consider the regions Ri, defined in (8), and the boundaries Bij = ∂Ri ∪
∂Rj \ {(0, 0)} for i, j ∈ {1, 2, . . . , 9}. In order to prove Theorem B, we shall use
the above results to describe every element of the bifurcation diagram.
Let Z ∈ V1 and η(Z) = (α, β). From the definition of the function η we have:
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(1) two distinct regular fold points, (0, 0) and (α, 0), respectively, when α 6= 0,
that is, (α, β) ∈ (R1 ∪R2 ∪R3 ∪R4∪R5 ∪R6 ∪R7 ∪R8∪R9) \ {(0, 0)};
(2) a two-fold point at (0, 0) if α = 0, that is, (α, β) ∈ B12 ∪B67 \ {(0, 0)};
(3) and a connection between (0, 0) and (α, 0) if β = 0, that is, (α, β) ∈
B23 ∪B78.
Moreover, from Lemma 8 we also conclude that there exist:
(4) a stable pseudo equilibrium (ps, 0) ∈ Σe and two regular fold points, (0, 0)
and (α, 0), with 0 < ps < α, when α > 0, that is, (α, β) ∈ (R2∪R3∪R4∪
R5 ∪R6) \ {(0, 0)};
(5) a unstable pseudo equilibrium (pu, 0) ∈ Σs and two regular fold points,
(0, 0) and (α, 0), with α < pu < 0, when α < 0, that is, (α, β) ∈ (R7 ∪
R8 ∪R9) \ {(0, 0)};
(6) a sliding connection between (0, 0) and (α, 0), when α > 0 and 0 < β <
β4(α) or α < 0 and β5(α) < β < 0, that is, (α, β) ∈ (R3 ∪R8);
(7) a connection between (ps, 0) and (α, 0) when β = β4(α), that is, (α, β) ∈
B34;
(8) a connection between (0, 0) and (pu, 0) when β = β5(α), that is, (α, β) ∈
B89;
(9) a unstable sliding cycle connection passing through (α, 0) when α > 0 and
β4(α) < β2(α), that is, (α, β) ∈ R4;
(10) and a stable sliding cycle connection passing through (0, 0) when α < 0
and β3(α) < β5(α), that is, (α, β) ∈ R9.
Furthermore, from Remark 4, and Lemmas 6 and 7 we conclude that there exist:
(11) a stable crossing cycle γ1 passing through (x
+, 0), with x+ > max{0, α},
when α > 0 and β < β1(α) or α ≤ 0 and β < β3(α), that is, (α, β) ∈
(R1 ∪R2 ∪ · · · ∪R4 ∪R5) \ {(0, 0)};
(12) a unstable critical crossing cycle passing through (x−, 0), with x− = α,
when β = β2(α), that is, (α, β) ∈ B45 ;
(13) a unstable crossing cycle γ2 passing through (x
−, 0) when α > 0 and
β2(α) < β < β1(α), that is, (α, β) ∈ R5. In this case, x− < x+ such that
γ2 ⊂ ext(γ1);
(14) a semi-stable crossing cycle γ3 passing through (x
∗, 0) when α > 0 and
β = β1(α), that is, (α, β) ∈ B56. This cycle γ3 comes from the collapse
between the cycles γ1 and γ2, since for β = β1(α) we have x
± = x∗;
(15) and a stable critical crossing cycle passing through (x+, 0), with x+ = 0,
when β = β3(α), that is, (α, β) ∈ B91.
This concludes the proof of Theorem B.
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7. Piecewise Hamiltonian Example
In this section we present a 2-parameter family of piecewise Hamiltonian vector
fields Za,b realizing the bifurcation diagram described by Figure 7. Let U ⊂ R2
be a small neighborhood of the origin (0, 0), and, for (a, b) ∈ U , consider the
following piecewise polynomial vector field:
Za,b(x, y) =

Xa,b(x, y) =
(
1− y
x− 8x3
)
if y > 0,
Ya,b(x, y) =
( −1− y
(x− a)(1 + a− 2b− 3x)
)
if y < 0.
Notice that Xa,b and Ya,b are Hamiltonian vector fields. Indeed, for
H+a,b(x, y) = 2x
4 − x
2
2
+ y − y
2
2
and
H−a,b(x, y) = x
3 − (1 + 4a− 2b)x
2
2
+ a(1 + a− 2b)x− y
2
2
− y,
we have
Xa,b =
(
∂H+a,b
∂y
,−∂H
+
a,b
∂x
)
and Ya,b =
(
∂H−a,b
∂y
,−∂H
−
a,b
∂x
)
.
It is easy to see that Xa,b has a visible fold point at (0, 0) and Ya,b has a visible
fold point at (a, 0), so that the piecewise Hamiltonian vector field Za,b has a visible
two-fold singularity at (0, 0), when a = 0. Notice that α(Za,b) = a.
Given x0 > 0 small, denote by (ξ
+
a,b(x0), 0) the first intersection of the forward
trajectory of Xa,b passing through (x0, 0) with Σ, and by (ξ
−
a,b(x0), 0) the first
intersection of the backward trajectory of Ya,b passing through (x0, 0) with Σ.
Using that ξ+a,b(x0) and ξ
−
a,b(x0) satisfy
H+a,b(ξ
+
a,b(x0), 0) = H
+
a,b(x0, 0) and H
−
a,b(ξ
−
a,b(x0), 0) = H
−
a,b(x0, 0),
we compute
ξ+a,b(x0) =
√
1− 4x20
2
and
ξ−a,b(x0) =
1 + 4a− 2b− 2x0 +
√
(1− 8a− 2b+ 6x0)(1− 2b− 2x0)
4
.
Observe that β(Za,b) = ξ
+
a,b(0) − ξ−a,b(a) = b. Therefore, η(Z0,0) = (0, 0) which
implies that Z0,0 has a simple two-fold cycle Γ0. Moreover, the displacement
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function fZ0,0 defined in (3) is given by
fZ0,0(x0) = ξ
+
a,b(x0)− ξ−a,b(x0)
=
−1 + 2x0 −
√
1 + 4(1− 3x0)x0 + 2
√
1− 4x20
4
= x20 +O(x30).
Hence Γ0 is a stable elementary simple two-fold cycle. Finally, since η(Za,b) =
(a, b), the unfolding of Γ0 is given by Theorem B, which means that the 2-
parameter family of piecewise Hamiltonian systems Za,b realizes, for (a, b) ∈ U ,
the bifurcation diagram described by Figure 7.
8. Conclusion and Further Directions
The primary goal of this work has been to present a qualitative and geomet-
ric analysis of the generic unfolding of a codimension-two cycle. Such object,
named elementary simple two-fold cycle, is characterized by a regular trajectory
connecting a two-fold singularity to itself for which it is well defined a first re-
turn map with nonvanishing second derivative at the two-fold. We analyzed the
codimension-two scenario through the exhibition of its bifurcation diagram, that
is, loci of codimension-one phenomena, in the parameter space, emanating from
the origin which corresponds to the elementary simple two-fold cycle. Each locus
of codimension-one phenomenon corresponds to either a saddle node bifurcation
of limit cycles, a critical crossing bifurcation, a connection between fold-regular
singularities, or a connection between pseudo equilibrium and regular-fold singu-
larity. Finally, we provided a 2-parameter family of piecewise mechanical systems
realizing the bifurcation diagram.
Regarding future works, a first possible direction is to consider polycycles of
planar Filippov systems. A polycycle is a simple closed curve composed by finitely
many singularities connected by regular trajectories for which a first return map
is well defined. The same qualitative aspects that have been investigated in this
paper for simple two-fold cycles can also be considered for polycycles in planar
Filippov systems. There are also many open questions concerning the dynamics
of piecewise differential systems in higher dimensions. The two-fold singularity
has already been considered in higher dimensional nonsmooth differential systems
(see, for instance, [5,25–27]), so it is natural to inquire about two-fold cycles in this
context. Since a two-fold singularity is generically not an isolated singularity in
higher dimension, some extra difficulties may naturally appear in such approach.
Moreover, in the n-dimensional case, generic conditions may be assumed in order
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to guarantee that a simple two-fold cycle has codimension one when n = 3, and
codimension zero when n > 3.
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