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RESUMO
O fenômeno de Hurst foi primeiramente detectado por E. Hurst em 1951 em análises reali-
zadas com dados hidrológicos e geofísicos, e sugere que as séries possuem memória de longo
prazo. Estudos encontrados na literatura mostram que o fenômeno de Hurst também já foi
detectado em turbulência. O objetivo deste trabalho é analisar o fenômeno de Hurst em séries
turbulentas de velocidade do vento e temperatura medidas em quatro campanhas microme-
teorológicas, e avaliar quais os impactos deste fenômeno na estimativa de erros aleatórios.
Após testes com séries sintéticas e com as séries micrometeorológicas foi definido que seriam
utilizados somente dois métodos para estimar o expoente de Hurst (H), parâmetro que de-
termina a intensidade do fenômeno: (i) uma adaptação do Método de Filtragem, a qual foi
proposta neste trabalho (Hp) e (ii) o método clássico proposto por Hurst (HR). Utilizando
dados das campanhas de Tijucas do Sul, Missal e AHATS foi verificado que as flutuações
turbulentas de primeira, segunda e terceira ordem apresentam H > 1/2. Estes valores de H
sugerem que as séries exibem o fenômeno de Hurst e implicam na não-existência da escala
integral. Também verificou-se que estes dois estimadores são diferentes e que, para a maioria
dos casos, HR é maior que Hp. Análises realizadas mostram que a remoção da tendência
linear afeta em muito pouco o expoente de Hurst. Para os erros relativos, foi verificado que a
abordagem proposta neste trabalho, a qual leva em consideração o fenômeno de Hurst, gera
erros maiores que o Método de Filtragem e o método clássico proposto por Lumley-Panofsky.
Este resultado chama a atenção para estes métodos que, por não considerarem o fenômeno
de Hurst e considerarem que a escala integral é finita, estão subestimando os erros. Análises
mostram que o expoente de Hurst não possui nenhuma relação com a variável de estabilidade
ζ. Para as estimativas de erros foi verificado dependência somente para: o fluxo de momento
cinemático em condições instáveis e para o fluxo de calor sensível em condições estáveis.
Por fim, analisamos séries de u, v, w contendo 7 horas e 30 minutos de dados provenientes
da quarta campanha. Estas séries foram medidas em Mahomet, Illinois, Estados Unidos, e
apresentam um comportamento praticamente estacionário. Foi verificado que, mesmo essas
séries sendo longas o bastante, a variáveis u e v exibem o fenômeno de Hurst. No entanto,
w possui Hp ≈ 1/2, ou seja, a série de w não apresenta memória de longo prazo.
Palavras-chave: Fenômeno de Hurst. Memória de longo prazo. Erros aleatórios.
ABSTRACT
The Hurst phenomenon was first observed by E. Hurst in 1951 in analyses performed with
hydrological and geophysical data, and suggests that the data series have long-term memory.
Works found in the literature show that the Hurst phenomenon has also been detected in
turbulence. The goal of this work is to analyze the Hurst phenomenon in turbulent series
of wind velocity and temperature measured in four micrometeorological campaigns, and to
evaluate the impacts of this phenomenon in the estimation of random errors. After tests
with synthetic series and micrometeorological series it was defined that only two methods
were used to estimate the Hurst exponent (H), parameter that determines the intensity
of the Hurst phenomenon: (i) an adaptation of the Filtering Method, which was proposed
in this work (Hp) and (ii) the classic method proposed by Hurst (HR). Using data from
Tijucas do Sul, Missal and AHATS campaigns it was found that turbulent fluctuations of
first, second and third orders have H > 1/2. These values of H suggest that the data series
exhibits the Hurst phenomenon and imply the non-existence of the integral scale. It has also
been found that these two estimators are different and that, for most cases, HR is larger
than Hp. Analyses carried out show that the linear detrending changes minimally the Hurst
exponent. For the relative errors, it was verified that the approach proposed in this work,
which takes into account the Hurst phenomenon, estimates larger errors than the Filtering
Method and the classic method proposed by Lumley-Panofsky. This result draws attention
to these methods, which don’t consider the Hurst phenomenon and consider that the integral
scale is finite, are underestimating the errors. Analyses show that the Hurst exponent has
no relation to the stability variable ζ. For the estimates of errors, dependence with ζ was
verified only for: kinematic momentum flux under unstable conditions and for sensible heat
flux under stable conditions. Finally, we analyzed series of u, v, w containing 7 hours and 30
minutes of data from the fourth campaign. These series were measured in Mahomet, Illinois,
United States, and present a practically stationary behavior. It was found that even these
series being long enough, the variables u and v exhibit the Hurst phenomenon. However, w
has Hp ≈ 1/2, that is, the w series has no long-term memory.
Key-words: Hurst phenomenon. Long-term memory. Random errors.
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1 Introdução
A estimativa de erros aleatórios é um problema clássico em estatística. O erro aleatório
é definido como o erro devido a um período médio insuficiente para que a média no tempo
convirja para a média probabilística (Lumley e Panofsky, 1964; Lenschow et al., 1994). Em
turbulência, como em outras áreas de estudo, o problema de estimar o erro aleatório acontece
devido à dependência temporal do processo, ou seja, em turbulência as medições sucessivas
não são independentes entre si.
Segundo Moncrieff et al. (1996) o erro aleatório diminui à medida que se aumenta o
período médio de análise T . No entanto, em turbulência, o aumento do período médio de
análise pode levar a uma série tão longa que surjem evidências de um comportamento não-
estacionário. Salesky et al. (2012) comentam que o período máximo possível de análise, para
evitar os efeitos de não-estacionariedade, é limitado pela evolução diurna da camada limite
atmosférica, e não deve exceder uma hora. Mesmo assim, antes de serem feitos os cálculos
estatísticos é comum recorrer a procedimentos como remoção da tendência linear e/ou outros
tipos de filtragem.
Os erros aleatórios são de extrema importância em turbulência, na literatura encontra-se
vários trabalhos que utilizam estimativas de erros, como por exemplo: Wyngaard (1973) que
utiliza as estimativas de erros para estimar o tempo de média; Lenschow et al. (1994) os quais
analisam qual o tamanho das séries de dados para a estimativa de covariâncias e momentos
de até quarta ordem com um certo grau de significância; e Salesky e Chamecki (2012) os
quais utilizam as estimativas de erros para analisar a validade da Teoria de Similaridade de
Monin-Obukhov.
Desde o trabalho de Taylor (1935), é comum supor que a integral de zero até infinito
da função de autocorrelação euleriana, definida como a escala integral T , existe. Tomando
como base a existência da escala integral, Lumley e Panofsky (1964, p. 36–37) mostram que
o erro médio quadrático pode ser relacionado com a variância, o período de análise T e a
escala integral T .
Em turbulência atmosférica a estimativa estatística da escala integral não é trivial. A
limitação no período de análise T implica que, mesmo em casos que teoricamente a escala
integral exista, a função de autocorrelação amostral nunca converge para zero e apresenta
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oscilações em torno de zero (Yaglom, 1987, p. 237–244), o que torna na prática impossível a
integração numérica. Este problema pode ser evitado aumentando o período de análise; no
entanto, isto não é possível em análises atmosféricas devido à limitação em T imposta pela
não-estacionariedade. Na prática, a maioria dos pesquisadores estimam a escala integral
através da integração numérica da função de autocorrelação até o primeiro cruzamento no
eixo das abscissas (Sreenivasan et al., 1978; Lenschow e Stankov, 1986; Katul e Parlange,
1995; Salesky et al., 2012) ou multiplicam a função de autocorrelação por funções chamadas
de lag-window fazendo com que o comportamento desta combinação convirja para zero (Dias
et al., 2004; Bernardes e Dias, 2010).
Segundo Salesky et al. (2012) a estimativa da escala integral pode ser altamente sensível
ao método utilizado e produzir incertezas na estimativa do erro. A necessidade da esti-
mativa da escala integral pode ser evitada no método de bootstrapping (Gluhovsky e Agee,
1994; Garcia et al., 2006) e vários trabalhos encontrados na literatura para estimar erros em
turbulência utilizam este método, como por exemplo Wyngaard (1973); Dias et al. (2004);
Bernardes e Dias (2010) e Salesky et al. (2012).
Outra alternativa que, a priori, não precisa de uma estimativa da escala integral é o
Método de Filtragem (MF) proposto por Salesky et al. (2012). O objetivo desse método é
estimar o erro aleatório de momentos turbulentos de qualquer ordem através da decomposição
espacial local baseada em propriedades de filtros espaciais. Salesky et al. (2012) estimam o
comportamento do erro para várias escalas Δ de tempo (entendidas como a largura do filtro)
e a partir do ajuste de uma lei de potência com decaimento Δ−p, onde p = 1, extrapolam
esse comportamento para um período médio T , período para o qual está sendo realizada
a análise dos dados. Note que em turbulência o período de análise não deve ultrapassar 1
hora.
Tomando como base a importância da estimativa de erros aleatórios em turbulência e
as limitações na estimativa da escala integral, um dos objetivos deste trabalho é mostrar
que a equação do erro médio quadrático proposta por Lumley e Panofsky (1964) pode ser
adaptada de modo que a escala integral não precisa ser finita e que o Método de Filtragem
pode ser ajustado e continuar fornecendo estimativas de erro confiáveis, mesmo quando,
teoricamente, a escala integral não existe. Esta abordagem foi proposta neste trabalho
motivada pela questão de que estudos anteriores (Crivellaro et al., 2013; Crivellaro, 2014)
verificaram com dados turbulentos que o expoente p no Método de Filtragem é diferente
de 1 e que isso acontece devido ao fenômeno de Hurst em turbulência. No decorrer deste
trabalho este novo método será referenciado como MFA (Método de Filtragem Adaptado)
e, além de possibilitar a estimativa de erros, também possibilita quantificar o fenômeno de
Hurst.
O fenômeno de Hurst foi descoberto por Hurst (1951) enquanto estudava o dimensiona-
18
mento de reservatórios e sugere que a série de dados apresenta memória de longo prazo. Este
fenômeno é caracterizado pelo expoente de Hurst H, e o método clássico para a estimativa
do mesmo é chamado de intervalo ajustado, abreviadamente R/S. O expoente de Hurst pode
variar de 0 até 1 e a ausência do fenômeno de Hurst acontece quando H = 1/2.
Mandelbrot e Wallis (1968) sugerem que o fenômeno de Hurst pode ser característico
de uma ampla variedade de dados, desde séries temporais consistindo principalmente de
componentes de alta frequência como a turbulência, até séries com componentes de baixa
frequência, tais como registros climáticos de longo prazo, temperatura, precipitação e vazão.
Mandelbrot e van Ness (1968) comentam que as implicações do fenômeno de Hurst em
turbulência são: a escala integral não existe, e as flutuações turbulentas de velocidade têm
propriedades de um ruído Gaussiano fracionário (fGn), no entanto no decorrer deste trabalho
será mostrado que o fGn não modela corretamente a turbulência.
Mesa e Poveda (1993) e Bras e Rodríguez-Iturbe (1993) comentam que existem três
linhas de pensamento que explicam o fenômeno de Hurst: (i) o fenômeno de Hurst é um
comportamento transiente, ou seja, o tamanho das séries de dados não é suficientemente
grande para que se possa observar o comportamento de longo prazo; (ii) o fenômeno de
Hurst ocorre devido à não-estacionariedade; e (iii) o fenômeno de Hurst é devido a processos
estacionários cujas funções de autocorrelação decaem muito lentamente, de tal forma que suas
integrais não convergem. Bras e Rodríguez-Iturbe (1993) comentam que, estatisticamente,
não é possível determinar a real causa do fenômeno de Hurst.
Em turbulência, o fenômeno de Hurst já foi detectado em flutuações de velocidade lon-
gitudinal e transversal da água por Laushey (1951), em séries de flutuações turbulentas de
velocidade medidas em laboratório e nos rios Missouri e Mississipi por Nordin et al. (1972)
e em dados de turbulência em túnel de vento por Helland e Van Atta (1978). Na litera-
tura também é possível encontrar trabalhos que detectaram o fenômeno de Hurst em séries
hidrológicas, hidroclimatológicas e geofísicas, por exemplo Mandelbrot e Wallis (1969c,d);
Burlando et al. (1996); Montanari et al. (1997); Vogel et al. (1998) e Koutsoyiannis (2002),
conforme já tinha sido verificado nos trabalhos do Hurst, e no campo de financeiro, por
exemplo Carbone et al. (2004); Granero et al. (2008) e Kristoufek (2010).
Levando em consideração o fenômeno de Hurst em turbulência, o segundo objetivo desse
trabalho é analisar o expoente de Hurst em flutuações turbulentas atmosféricas utilizando a
abordagem proposta neste trabalho (o método MFA) e o método clássico R/S. Na literatura
revista, foi verificado que nos campos de hidrologia, hidroclimatologia e finanças, como tam-
bém em sequências de ruído Gaussiano fracionário e ARIMA fracionário, as estimativas de
H utilizando o estimador proposto neste trabalho, o qual é formalmente idêntico ao método
utilizado nos trabalhos citados, são significativamente diferentes das estimativas utilizando
o método clássico de Hurst R/S (Taqqu et al., 1995; Burlando et al., 1996; Montanari et al.,
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1997; Bisaglia e Guégan, 1998).
Embora já se saiba há muito tempo que os dados de turbulência exibem o fenômeno de
Hurst, as implicações no cálculo das estimativas de erros das estatísticas de turbulência ainda
não foram exploradas: em nossa pesquisa, não foram encontrados trabalhos que relacionem
estes dois temas explicitamente, exceto em Dias et al. (2018), o qual foi publicado a partir
dos estudos deste trabalho. Desta forma, o terceiro objetivo deste trabalho é analisar estas
implicações. Para isto será realizado a comparação dos erros estimados pela abordagem
proposta neste trabalho, a qual leva em consideração o fenômeno de Hurst, com outros
dois métodos encontrados na literatura: o método clássico proposto por Lumley e Panofsky
(1964) e o Método de Filtragem proposto por Salesky et al. (2012).
Os dados utilizados neste trabalho são provenientes de quatro campanhas micrometeo-
rológicas: a primeira realizada em uma grameira localizada em Tijucas do Sul, Paraná; a
segunda realizada em uma ilha localizada no lago do reservatório de Itaipu nas proximidades
da cidade de Missal, Paraná; a terceira realizada na cidade de Kettleman, California, Estados
Unidos, e por fim a quarta realizada em uma plantação de milho perto de Mahomet, Illinois,
Estados Unidos. É importante notar que literalmente todas as conclusões deste trabalho
independem do conjunto de dados analisado.
O conteúdo desta tese está organizado da seguinte forma: no Capítulo 2 serão apre-
sentados fundamentos teóricos necessários para um melhor entendimento deste trabalho.
No Capítulo 3 será apresentada uma revisão bibliográfica sobre estudos que detectaram o
fenômeno de Hurst em séries hidrológicas, geofísicas e em turbulência. No Capítulo 4 será
apresentado o desenvolvimento do método proposto neste trabalho para estimativa do expo-
ente de Hurst e estimativa do erro aleatório. As campanhas micrometeorológicas, o controle
de qualidade dos dados e o processamento inicial dos dados serão descritos no Capítulo 5. No
Capítulo 6 serão apresentados os resultados experimentais referentes às análises do fenômeno
de Hurst e estimativas de erros. E por fim, no Capítulo 7 serão apresentadas as conclusões
e recomendações deste trabalho.
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2 Fundamentação Teórica
Neste capítulo serão apresentados conceitos importantes que foram utilizados para o
desenvolvimento deste trabalho. Primeiramente apresentaremos os conceitos de processos
estocásticos e auto-similares, escala integral e as funções de autocorrelação e de estrutura.
Esses conceitos estão relacionados ao fenômeno de Hurst e à estimativa dos erros aleatórios,
os quais serão descritos na sequência. Por fim, será descrita a formulação do movimento
Browniano fracionário e do ruído Gaussiano fracionário suavizado e discutiremos o porque
essas séries sintéticas não são adequadas para modelagem da turbulência atmosférica.
2.1 Processos estocásticos e auto-similares
Um processo estocástico é uma função X(ω, t) de dois argumentos, com ω ∈ Ω e t ∈ R,
sendo Ω o espaço amostral. Tem-se que para cada ω, X(ω, t) é uma função de t e para
cada t, X(ω, t) é uma variável aleatória (Chorin e Hald, 2009; Todorovic, 2012). Em outras
palavras, tem-se que a cada realização ω ao invés do resultado ser um número real ele é uma
função, como pode ser visto na Figura 2.1.
Figura 2.1: Esquema gráfico de um processo estocástico.
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Já os processos auto-similares são processos estocásticos que são invariantes em distribui-
ção sob uma mudança na escala de tempo. Estes processos geralmente podem ser utilizados
para modelar fenômenos aleatórios com memória de longo prazo (Embrechts e Maejima,
2000). Embrechts e Maejima (2002) definem que um processo estocástico {X(t), t ≥ 0} é
chamado de auto-similar se, para qualquer a > 0, existe um b > 0 de tal forma que
{X(at)} d= {bX(t)}.
onde d= é a igualdade em distribuição.
Dizemos que um processo {X(t), t ≥ 0} é estocasticamente contínuo em t se para qualquer
ε > 0, limh→0 P{|X(t + h) − X(t)| > ε} = 0, onde P é uma medida de probabilidade.
Também podemos dizer que {X(t), t ≥ 0} é trivial se X(t) é quase sempre constante para
cada t (Embrechts e Maejima, 2002).
Se {X(t), t ≥ 0} é não-trivial, estocasticamente contínuo em t = 0 e auto-similar, então
existe um H ≥ 0 tal que b pode ser substituído por aH . Assim a formulação de um processo
auto-similar fica da seguinte forma (Mandelbrot, 1965; Rezakhah et al., 2010):
{X(at)} d= {aHX(t)}.
Os processos auto-similares são caracterizados pelo expoente de Hurst H, também cha-
mado de “expoente” ou “índice” de auto-similaridade (Taqqu, 2004). Um exemplo de pro-
cesso auto-similar com H = 1/2 (processo que não apresenta memória de longo prazo) é o
movimento Browniano (Mandelbrot, 1965) (ver descrição do movimento Browniano na Seção
2.5).
Veja na Subseção 2.4.1 que a definição de processos auto-similares é utilizada no desen-
volvimento do método para estimativa do expoente de Hurst utilizando a transformada de
wavelet, e no Capítulo 4 que a relação entre o expoente de Hurst e a lei de potência para o
erro médio quadrático (equação (4.1)) só vale para processos auto-similares.
2.2 Escala integral, função de autocorrelação e função
de estrutura
A escala integral pode ser definida como a escala, de tempo ou comprimento, na qual a
energia da turbulência é introduzida no escoamento. Desde o trabalho de Taylor (1935), é
comum supor que a integral de zero até infinito da função de autocorrelação ρ(η) euleriana






Para estimarmos a escala integral de acordo com a definição de Taylor (1935) (equação
(2.1)) é necessário realizar a integração da função de autocorrelação até infinito. No entanto
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quando trabalhamos com dados provenientes de campanhas micrometeorológicas geralmente
a função de autocorrelação não converge e oscila em torno de zero (ver este comportamento
na Figura 5.2). Devido a estas oscilações a integração de ρ(η) só pode ser realizada até
um ηmax arbitrário, sendo que a escolha de ηmax pode afetar na estimativa de T . Alguns
trabalhos encontrados na literatura calculam a integral até o primeiro ponto em que a função
de autocorrelação cruza o eixo das abscissas (Sreenivasan et al., 1978; Lenschow e Stankov,
1986; Katul e Parlange, 1995; Salesky et al., 2012), enquanto que outros realizam a integração
até que um valor positivo pequeno da função de autocorrelação seja atingido (Finkelstein e
Sims, 2001). Outro comportamento também encontrado em análises com dados de campo é
que a função de autocorrelação não converge, e consequentemente, a escala integral é infinita.
Este caso ocorre quando os dados analisados exibem o fenômeno de Hurst (Crivellaro, 2014;
Dias et al., 2018), o qual será descrito na Seção 2.4.
Outro método para estimar a escala integral é supor que a função de autocorrelação tem
a forma do seguinte decaimento exponencial: ρ(η) = exp(−η/T ) e realizar um ajuste de
mínimos quadrados não-linear (Moore et al., 1985; Kaimal e Finnigan, 1994; Lenschow et al.,
1994; Sullivan et al., 2003).









onde Cxx é a função de autocovariância, a qual será definida na sequência.
A ordem de grandeza da escala integral também pode ser estimada em termos da velo-




A função de autocorrelação ρ(η), função utilizada para a estimativa da escala integral




onde Cxx é a função de autocovariância dada por
Cxx(η) = 〈(x(t) − 〈x〉)(x(t + η) − 〈x〉)〉 . (2.6)
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Segundo Wei (2006) e Chatfield (2009) a função de autocorrelação para séries de dados





t=0 (xt − x)(xt+η − x)
σ2x
. (2.7)
onde x e σ2x são respectivamente a média e a variância amostral de x.
Conforme já comentado, a função de autocorrelação não converge em análises de dados
de turbulência atmosférica, assim uma alternativa é utilizar a função de estrutura de segunda
ordem definida por (Lumley e Panofsky, 1964)
Dxx(η) =
〈
[x(t + η) − x(t)]2
〉
. (2.8)
Para um processo estacionário, Cxx, Dxx e ρ(η) são relacionados por
δ(η) ≡ Dxx(η)2Cxx(0) = 1 − ρ(η). (2.9)
Para um processo não-estacionário, Cxx não existe, porém Dxx existe se o processo possuir
incrementos estacionários (Dias et al., 2004).
Essas definições são importantes, visto que para a estimativa da escala integral é ne-
cessária a existência (processos estacionários) e a convergência da função de autocorrelação
(processos que não exibem o fenômeno de Hurst). A estimativa da escala integral é de
extrema importância para a estimativa do erro aleatório quando são utilizados os métodos
clássicos, como por exemplo o método proposto por Lumley e Panofsky (1964) (ver Seção
2.3). A função de autocorrelação e a função de estrutura também serão utilizadas para
estimativa do expoente de Hurst (ver resultados na Seção 6.1).
2.3 Erros aleatórios
Dado um processo estocástico x(ω, t), onde ω é o índice de um conjunto de realizações,
um problema clássico em estatística é a estimativa do erro da média amostral de x̃ em um
intervalo de tempo Δ. Em turbulência a estimativa de erros aleatórios é um problema, visto
que as séries de dados possuem dependência temporal.
Por definição, se x(t) é a realização de um processo estocástico estacionário, a média







Em hidrologia, onde o fenômeno de Hurst foi primeiramente identificado, x(t) representa a
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vazão de entrada de um reservatório, e a entrada total de água neste reservátório entre t e
t + Δ é dada por Δx̃Δ(t).
Se x(ω, t) é um processo estocástico estacionário, então x̃(ω, t) também é um processo
estocástico estacionário. Em particular, as médias probabilísticas são as mesmas: 〈x̃Δ〉 =
〈x〉. Na mesma linha de pensamento, as estatísticas de população de x̃(ω, t), tais como o
erro médio quadrático (MSE), também devem ser invariantes sob uma variação no tempo e,






















〈[x(t) − 〈x〉][x(η) − 〈x〉]〉 dηdt. (2.11)
Para um processo estacionário, o integrando da equação (2.11) é a função de autocovariância.
Considerando as propriedades simétricas da função de autocovariância para um processo
estocástico estacionário, tem-se que Cxx(t, η) = Cxx(0, η − t) = Cxx(η − t). Desta forma,
podemos reescrever a função de autocovariância da seguinte forma:
Cxx(η − t) = Var{x}
(η − t), (2.12)
onde Var{x} é a variância probabilística de x e 
(η − t) é a função de autocorrelação. A









(η − t) dηdt. (2.13)
A fim de simplificar a equação (2.13), faremos a seguinte mudança de variáveis (Crivellaro,
2014):
ξ = t, (2.14)
η = τ − t. (2.15)
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Considerando que a função de autocorrelação é absolutamente integrável, e consequente-
mente que a escala integral existe (equação (2.1)), se T  Δ, Liepmann (1952) e Lumley e
Panofsky (1964) mostram que o MSE pode ser aproximado por
MSE(x̃Δ) ≈ 2TΔ Var{x}. (2.18)
Neste trabalho chamaremos a equação (2.18) de Equação de Lumley-Panofsky.
Conforme comentado no Capítulo 1, a estimativa da escala integral não é trivial em
turbulência. Tomando como base a Equação de Lumley-Panosfky, Salesky et al. (2012)
desenvolveram o Método de Filtragem (MF), o qual a priori não necessita de uma estimativa
da escala integral, com o objetivo de estimar o erro aleatório de momentos turbulentos de
qualquer ordem através da decomposição espacial local baseada em propriedades de filtros
espaciais. O método consiste em filtrar o processo estocástico x com um filtro de largura
Δ (x̃Δ – equação (2.10)). Na sequência, é necessário calcular o erro médio quadrático de
x̃Δ para várias escalas Δ e o comportamento de MSE(x̃Δ) decresce com Δ segundo a lei de
potência dada por:
MSE(x̃Δ) = cΔ−p. (2.19)
Já a raiz do erro médio quadrático (RMSE) é dada por
RMSE(x̃Δ) = c1/2Δ−p/2. (2.20)
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O erro aleatório para o período T (tamanho da amostra, o qual em turbulência atmosférica
não deve ser maior que uma hora) é estimado através da extrapolação da lei de potência até
T . Salesky et al. (2012) fixam o expoente da lei de potência em p = 1, e implicitamente o
método admite a existência da escala integral, a qual pode ser determinada posteriormente.
Salesky et al. (2012) sugerem os seguintes limites para fazer o ajuste dos dados: momentos
de primeira ordem – Δmin = 2T e Δmax = T/4 e momentos de segunda ordem – Δmin =
2T e Δmax = T/10. A escala integral T é estimada calculando a integral da função de
autocorrelação até o primeiro ponto de cruzamento no eixo das abscissas e o intervalo entre
Δmin e Δmax deve ser espaçado uniformemente em escala logarítmica.
Salesky e Chamecki (2012) comentam que os erros aleatórios estimados pelo Método de
Filtragem desenvolvido por Salesky et al. (2012) são semelhantes às estimativas encontradas
por outros métodos, como, por exemplo, os métodos apresentados em Lumley e Panofsky
(1964); Lenschow et al. (1994); Garcia et al. (2006).
No Capítulo 4 mostraremos que a Equação de Lumley-Panofsky pode ser adaptada de
forma que a escala integral não precisa ser finita. Deixando o expoente p do Método de Fil-
tragem variar livremente, desenvolveremos uma nova metodologia para estimativas de erros,
a qual leva em consideração o fenômeno de Hurst. O método desenvolvido será referenciado
como Método de Filtragem Adaptado (MFA) e também possibilita a estimativa do expoente
de Hurst H (ver relação entre p e H na equação (4.1)). No Capítulo 6 apresentaremos uma
comparação entre as estimativas de erros: equação Lumley-Panofski, Método de Filtragem
e método MFA, a fim de analisar os efeitos do fenômeno de Hurst na estimativa de erros.
2.4 O fenômeno de Hurst
O fenômeno de Hurst foi descoberto enquanto Hurst (1951) estudava o dimensionamento
de reservatórios e sugere que as séries de dados apresentam memória de longo prazo. O
expoente de Hurst H pode variar de 0 a 1 e os seguintes casos são possíveis: (i) 0 < H < 1/2:
este caso é chamado de anti-persistência (Mansukhani, 2012); (ii) H = 1/2: este valor de H
significa ausência do fenômeno de Hurst, ou seja, não há memória de longo prazo (Mandelbrot
e Wallis, 1969c); e (iii) 1/2 < H < 1: este é o intervalo que determina o fenômeno de Hurst,
sendo que quanto maior o valor de H mais intenso é o fenômeno. Ao contrário de uma série
de dados com memória de longo prazo, em uma série anti-persistente um comportamento
crescente é logo acompanhado de um comportamento decrescente e vice-versa (Mansukhani,
2012).
A ocorrência do “fenômeno de Hurst” em turbulência não é uma novidade. Sutton (1932)
propôs que a função de autocorrelação das componentes da velocidade do vento decaem com
η−q, sendo que 0 < q < 1. A relação entre o expoente de Hurst H e da lei de potência q é
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dada por:
H = 1 − q2 . (2.21)
Sutton (1932) obteve valores de q equivalentes a H = 0,875 e H = 1 (violando o intervalo
definido para q) em modelos de difusão atmosférica. Como notado por Taylor (1935), esses
valores implicam na não-existência da escala integral.
Historicamente o fenômeno de Hurst foi primeiramente investigado por Hurst usando
estatísticas relacionadas com Hidrologia (Hurst, 1951; Mandelbrot e Wallis, 1968). O método
desenvolvido por Hurst para estimativa do expoente de Hurst se chama intervalo ajustado,
abreviadamente conhecido como R/S.
Outro método muito utilizado para a estimativa do expoente de Hurst é chamado de
variância agregada (Beran, 1989; Taqqu et al., 1995; Burlando et al., 1996; Montanari et al.,
1997; Bisaglia e Guégan, 1998). Esse método é formalmente idêntico ao método MFA, o
qual será proposto neste trabalho (ver Capítulo 4).
Além do R/S (HR) e do MFA (Hp), utilizaremos neste trabalho as seguintes metodologias
para estimativa do expoente de Hurst: a partir da lei de potência da função de autocorrelação
(HA) e da função de estrutura (HD) (Gilmore et al., 2002; Yu et al., 2003), a partir da
transformada de wavelet (HW ) (Simonsen et al., 1998; Torrence e Compo, 1998; Katul et al.,
2001; Simonsen, 2003; Oswiecimka et al., 2006; Chamoli et al., 2007), e o método zero-
crossing (HZ) (Coeurjolly, 2000; Shi et al., 2005).
Além de todos os métodos utilizados neste trabalho, uma grande quantidade de outros
métodos para estimar do expoente de Hurst ainda podem ser encontrados em Beran (1994),
Peng et al. (1994), Taqqu et al. (1995), Caccia et al. (1997), Bisaglia e Guégan (1998) e Hu
et al. (2001).
2.4.1 Métodos para a estimativa do expoente de Hurst
Nesta subseção detalharemos a formulação do método do intervalo ajustado, do método
do coeficiente de wavelet promediado (o qual é baseado na transformada de wavelet) e do
método zero-crossing. O desenvolvimento e a formulação do método MFA são apresentados
no Capítulo 4. A estimativa do expoente de Hurst a partir da lei de potência das funções de
autocorrelação e de estrutura é realizada ajustando aos dados, respectivamente, as seguintes
leis de potências: aη−q e 2Var x − aη−q. A relação entre q e H é dada pela equação (2.21).
Intervalo ajustado
Hurst (1951, 1956) e Hurst et al. (1965) estudaram o comportamento do intervalo ajus-
tado em vários fênomenos geofísicos da natureza, tais como anéis de árvore, séries de chuva,
e séries de vazão, com destaque para a série de vazões anuais mínimas do Rio Nilo. O R/S
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é uma razão entre o intervalo R∗(t) e a variância amostral s2(t), os quais são definidos para
uma escala de tempo Δ como:






[x(t′) − x̃Δ(t)]2 dt′, (2.23)











= cΔH . (2.25)
Mandelbrot e Wallis (1969d) comentam que para estimar o expoente de Hurst H deve-se
plotar log(〈R∗∗Δ (t)〉) versus log(Δ). O expoente H é obtido através do ajuste dos dados os
quais são fortemente alinhados.
Estimativa do expoente de Hurst utilizando a transformada de wavelet
Existem diferentes metodologias para a estimativa do expoente de Hurst utilizando a
transformada de wavelet (Arneodo et al., 1995; Jones et al., 1996; Simonsen et al., 1998).
Neste trabalho utilizaremos o método do coeficiente de wavelet promediado (CWP). Se-
gundo Simonsen et al. (1998), esta metodologia é a mais simples e é capaz de fornecer bons
resultados.
As wavelets são definidas por um parâmetro de dilatação a > 0 e um parâmetro de







onde ψ(t) é chamada de wavelet mãe (Chamoli et al., 2007). Existem vários tipos de wavelet
mãe, dentre elas: Daubechies, Haar, Marr ou Mexicana, Morlet, Paul, etc. (Daubechies,
1990, 1992; Farge, 1992; Torrence e Compo, 1998; Kaiser, 2010). A wavelet mãe utilizada
neste trabalho foi da família Daubechie. Os cálculos da transformada de wavelet foram
realizados com o auxílio da biblioteca de Python chamada PyYAWT (https://pyyawt.
readthedocs.io/).
Dada uma função h(t), a transformada contínua de wavelet é definida como (Simonsen
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et al., 1998)





onde ψ∗a;b(t) denota o complexo conjugado de ψ(t)a;b.
Para um processo auto-similar temos que h(t)  λ−Hh(λt), onde  significa estatistica-
mente equivalente, assim












Fazendo t′ = λt










= λ−H−1/2W [h(t)](λa, λb).
Finalmente temos que
W [h](λa, λb) = λ1/2+HW [h](a, b). (2.31)
Promediando a equação (2.31) em função de b, W [h](a) = 〈|W [h](a, b)|〉b, temos
W [h](λa)  λCW [h](a). (2.32)
Para se definir o expoente de Hurst, deve-se plotar o logarítmo de W [h](λa) versus o loga-
rítmo da escala de dilatação a e ajustar uma reta aos dados. O coeficiente angular da reta
(C) é relacionado com H por:
H = C − 1/2. (2.33)
Método zero-crossing para estimativa do expoente de Hurst
O método zero-crossing é o único método utilizado neste trabalho em que o expoente
de Hurst não é estimado graficamente. Este método é baseado em realizar uma contagem
do número de vezes (ZN) em que a série de dados cruza o eixo x. O expoente de Hurst é
definido por (Shi et al., 2005)
H = 12 {1 + log2(1 ± |cos(πSN)|)} (2.34)
onde SN = ZN/(N − 1) é a média da contagem do número de cruzamentos no eixo x, sendo
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N o tamanho da série de dados. O sinal ± é escolhido de acordo com o valor real de H:
escolhe-se o sinal + para H > 1/2 e o sinal − para H < 1/2.
2.5 Movimento Browniano fracionário e ruído Gaussi-
ano fracionário suavizado
Nesta seção será descrito o movimento Browniano fracionário e o ruído Gaussiano fracio-
nário suavizado, séries sintéticas que exibem o fenômeno de Hurst. No entanto, no decorrer
deste trabalho mostraremos que estas séries não são bons modelos para a turbulência at-
mosférica (ver resultados no Capítulo 6). Primeiramente temos que o movimento Browniano
(Bm) refere-se a um modelo matemático utilizado para descrever movimentos aleatórios. O
Bm é um processo estocástico X(ω, t) com ω ∈ Ω, 0 < t < 1, que satisfaz os seguintes
axiomas (Mandelbrot e van Ness, 1968; Chorin e Hald, 2009):
1. B(ω, 0) = 0 para todos os ω’s;
2. Para cada ω, B(ω, t) é uma função contínua em t;
3. Para cada 0 ≤ t1 ≤ t2, B(ω, t2) − B(ω, t1) é uma variável Gaussiana com média zero e
variância t2 − t1;
4. B(ω, t) tem incrementos independentes; por exemplo: se 0 ≤ t1 < t2 < ... < tn, então
B(ω, ti) − B(ω, ti−1) para i = 1, 2, ..., n são independentes.
O movimento Browniano fracionário (fBm) é uma generalização do movimento Browni-
ano. Diferentemente do movimento Browniano, os incrementos do fBm não precisam ser
independentes. Seja H o expoente de Hurst, tal que 0 < H < 1, e seja b0 um número
real arbitrário; o movimento Browniano fracionário BH(ω, t) para t > 0 é definido como
(Mandelbrot e van Ness, 1968)
BH(ω, 0) = b0, (2.35)
BH(ω, t) − BH(ω, 0) = 1Γ(H + 1/2)
{ ∫ 0
−∞




(t − s)H−1/2dB(ω, s)
}
,
onde Γ é a função gama.
A integração da equação (2.33) deve ser realizada pontualmente utilizando os métodos
usuais para integração por partes. Note que se b0 = 0, B1/2(ω, t) = B(ω, t). Tem-se que o
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movimento Browniano não possui memória de longo prazo, ou seja, não exibe o fenômeno
de Hurst, pois H = 1/2.
Sabe-se há muito tempo que as leis de potência da função de estrutura são relaciona-
das com o fenômeno de Hurst. Para H = 1/3, a função de estrutura do fBM de ordem
n exibe uma lei de potência com um expoente nH/3, o mesmo valor previsto pela teoria
de Kolmogorov (Kolmogorov, 1941) para a faixa inercial. No entanto, neste trabalho es-
tamos preocupados com os efeitos de mais larga escala associados à cauda da função de
autocorrelação e de estrutura. Desta forma é necessário enfatizar que estudos que utili-
zam o fBm em turbulência, como por exemplo em Vergassola et al. (1993) e Katul et al.
(2001), possuem enfoques diferentes do presente trabalho. Note também que H = 1/3 repre-
senta anti-persistência, e neste trabalho será mostrado que os dados de turbulência possuem
H > 1/2.
O fBm é não estacionário, e desta forma não possui nem função de autocorrelação e nem
espectro. O fBm só possui função de estrutura pois é um processo com incrementos estacio-
nários. Para a derivação da equação de Lumley–Panofsky (2.18) e para o desenvolvimento do
método MFA, o qual será proposto neste trabalho no Capítulo 4 (equação 4.9), é necessária
a existência da função de autocorrelação, o que não é verdade para o fBm. Desta forma,
vemos que para o propósito deste trabalho o modelo fBm não é adequado.
Suavizando o movimento Browniano fracionário e o derivando obtemos o ruído Gaussiano
fracionário suavizado (smfGn) (Mandelbrot e van Ness, 1968; Mandelbrot e Wallis, 1969a,b;
Mandelbrot, 1971). O smfGn é um processo auto-similar que exibe o fenômeno de Hurst e
possui as funções de autocorrelação e de estrutura (Mandelbrot e van Ness, 1968), no entanto
ele também não é um bom modelo para a turbulência atmosférica. Para 1/2 < H < 1, o
smfGn possui memória de longo prazo e a escala integral T do processo é infinita, e para
0 < H < 1/2, o smfGn é anti-persistente com T = 0 (Mandelbrot e van Ness, 1968). Por
outro lado, o comportamento do espectro do smfGn é f 1−2H , sendo f a frequência. Para
1/2 < H < 1, o espectro decai com f , mas nunca com um expoente menor que −1, enquanto
que para 0 < H < 1/2, o espectro cresce com f . Consequentemente, a lei de potência
proposta por Kolmogorov (Kolmogorov, 1941) para a faixa inercial f−5/3 não corresponde a
nenhum H entre 0 e 1 no smfGn. Isto faz com que o smfGn também não seja um bom modelo
para a turbulência atmosférica estacionária. No Capítulo 6, na Seção 6.1, será mostrado os
resultados referentes à estimativa do expoente de Hurst utilizando séries de smfGn.
32
3 Revisão Bibliográfica
Hurst (1951) detectou a presença de memória de longo prazo em séries hidrológicas e
geofísicas, com destaque para a série de vazões do Rio Nilo. Este comportamento ficou
conhecido como fenômeno de Hurst, e é quantificado pelo expoente de Hurst H. Conforme
já comentado no Capítulo 2, a descoberta de Sutton (1932) antecede em quase 20 anos o
trabalho de Hurst (1951). Sutton (1932) detectou o “fenômeno de Hurst” em modelos de
difusão atmosférica. Os resultados obtidos por ele mostram que seus dados possuem memória
de longo prazo, pois foram encontrados os seguintes valores para H: H = 0,875 e H = 1.
Neste capítulo iremos apresentar uma breve revisão de trabalhos que identificaram o
fenômeno de Hurst em séries hidrológicas e geofísicas. Posteriormente, será apresentada
uma revisão dos trabalhos que verificaram o fenômeno de Hurst em turbulência.
3.1 Estimativas do expoente de Hurst em séries hidro-
lógicas e geofísicas
Mandelbrot e Wallis (1969d) analisaram o fenômeno de Hurst utilizando o intervalo
ajustado em três categorias de dados: (i) registros hidrológicos de vazão, precipitação e
temperatura, sendo que para esta categoria os registros mais longos são as séries mínimas
e máximas anuais do Rio Nilo, (ii) registros de fósseis, como anéis de árvores, e (iii) outros
registros diversos, como frequência de terremotos e direções de meandros do rio.
Os resultados encontrados por Mandelbrot e Wallis (1969d) para vários registros hidro-
lógicos e geofísicos estão apresentados em uma tabela (ver Tabela 1, Mandelbrot e Wallis,
1969d). Neste trabalho apresentaremos somente alguns dos resultados encontrados por eles,
e estes podem ser vistos na Tabela 3.1. Estes resultados mostram que registros hidrológicos
e geofísicos apresentam o fenômeno de Hurst.
Burlando et al. (1996) analisaram o expoente de Hurst utilizando o intervalo ajustado e
o método da variância agregada em séries hidrológicas. As séries estudadas foram: (i) série
mensal de chuva contendo 1104 observações, medições realizadas entre 1888 e 1979, (ii) série
mínima diária de temperatura com 12783 observações, medições realizadas entre 1988 até
1979, e (iii) série diária de vazão contendo 18748 observações, medições realizadas entre 1943
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Tabela 3.1: Valores de H encontrados por Mandelbrot e Wallis (1969d) para registros hidro-
lógicos e geofísicos.
Série de dados Valores de H
Vazão máxima anual do Rio Nilo (622-1669) 0,84
Vazão mínima anual do Rio Nilo (622-1669) 0,91
Precipitação anual de Baltimore (1817-1962) 0,75
Precipitação anual de São Francisco (1850-1963) 0,64
Frequências semanais de terremotos em Derby (1962-1967) 0,93
Azimute dos meandros do Rio Moorabool 0,73
Anéis de árvores - Bacia do Rio Missouri (978-1950) 0,63
Tabela 3.2: Valores de H encontrados por Burlando et al. (1996) para séries hidrológicas e
geofísicas.
Método Série mensal Série mínima diária Série diáriade chuva de temperatura de vazão
R/S 0,59 0,77 0,88
Variância agregada 0,53 0,70 0,75
e 1994. As séries (i) e (ii) foram medidas no observatório Ximeniano localizado na cidade de
Florença, Itália e a série (iii) foi medida no Lago Maggiore localizado na Itália. Os resultados
encontrados por Burlando et al. (1996) estão apresentados na Tabela 3.2.
Burlando et al. (1996) comentam que as estimativas de H para a série mensal de chuva
são muito próximas de 1/2, e que, portanto, esta série de dados não apresenta memória de
longo prazo. Para as outras duas séries os valores de H são maiores que 1/2, desta forma,
temos a série mínima diária de temperatura e a série diária de vazão apresentam o fenômeno
de Hurst.
Montanari et al. (1997) analisaram o fenômeno de Hurst nas seguintes séries de dados: (i)
série diária de vazão afluente ao Lago Maggiore, Itália contendo 18748 observações, medições
realizadas entre 1943 e 1994 e (ii) série mensal de chuva contendo 1776 observações, medições
realizadas entre 1833 e 1980 na estação da Universidade de Genova na Itália. O expoente
de Hurst foi estimado com o intervalo ajustado, o método da variância agregada e o método
da variância diferenciada.
Primeiramente, Montanari et al. (1997) estimaram o valor do expoente de Hurst para a
série diária de vazão dessasonalizada. Posteriormente, com o objetivo de verificar se a não-
gaussianiedade interfere nas análises do expoente H, extraiu-se o logaritmo da série original
e o expoente de Hurst foi calculado com base na série ajustada. Por fim, eles estimaram o
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Tabela 3.3: Valores de H encontrados por Montanari et al. (1997) para séries de vazão do
Lago Maggiore.
Método Série diária Série ajustada Série mensal
R/S 0,81 0,81 0,69
Variância agregada 0,71 0,67 0,54
Variância diferenciada 0,74 0,78 0,60
expoente de Hurst para a série mensal de vazão. Os resultados para estas análises podem
ser vistos na Tabela 3.3.
Os resultados encontrados por Montanari et al. (1997) sugerem que a série de vazão diária
e a série ajustada possuem memória de longo prazo, pois apresentam valores de H > 1/2.
Para a série mensal, os valores de H também são maiores que 1/2, no entanto eles comentam
que a série contém somente 614 observaçoes, e que este pequeno tamanho da amostra gera
grande incerteza na estimativa de H, e que devido a isto, não é possível concluir se os dados
exibem ou não o fenômeno de Hurst. Montanari et al. (1997) comentam que incluiram esta
análise a fim de ressaltar alguns problemas encontrados na estimativa do expoente de Hurst.
Analisando os resultados das Tabelas 3.2 e 3.3 é possível verificar que, para ambos os
trabalhos, as estimativas de H são diferentes para o intervalo ajustado e para a variância
agregada, e que os expoentes de Hurst do intervalo ajustado são maiores que os do método da
variância agregada, resultado que também acontece para os dados de turbulência analisados
neste trabalho.
3.2 Estimativas do expoente de Hurst em turbulência
Laushey (1951) analisou registros de 1 minuto de flutuações de velocidade longitudinal e
transversal da água, sendo que não foram especificados os equipamentos utilizados e nem a
configuração do canal. Os dados foram digitalizados a uma taxa de 5 pontos por segundo,
totalizando 300 pontos de dados. Laushey (1951) estimou o expoente de Hurst utilizando
o intervalo ajustado para: (1) 10 grupos contendo 30 pontos, (2) 5 grupos contendo 60
pontos, (3) 2 grupos contendo 150 pontos e (4) 1 grupo contendo 300 pontos. O resultado
encontrado para o expoente de Hurst para estas quatro combinações está apresentado na
Tabela 3.4. Temos que Hlong e Htrans representam o expoente de Hurst, respectivamente,
para a velocidade longitudinal e transversal. Estes valores para H mostram que as séries
analisadas apresentam o fenômeno de Hurst.
Nordin et al. (1972) detectaram o fenômeno de Hurst em séries turbulentas de velocidade
medidas nos Rios Missouri e Missisipi e em experimentos realizados em canais de laboratório,
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Tabela 3.4: Valores de H encontrados por Laushey (1951) para séries de flutuações de







Tabela 3.5: Valores de H encontrados por Nordin et al. (1972) para séries de flutuações
turbulentas de velocidade medidos em experimentos de laboratório e em rios.
Dados Profundidade (m) Velocidade média (ms−1) H
Canal (i) 0,014 0,454 0,60
Canal (ii) 0,284 0,259 0,84
Rio Missouri 3,444 1,353 0,93
Rio Mississipi 10,67 1,301 0,95
sendo que uma ampla variedade de canais e condições de escoamento foram analisadas. O
expoente de Hurst foi estimado utilizando o intervalo ajustado R/S.
Nordin et al. (1972) encontraram que a maioria dos experimentos realizados no laborató-
rio exibem o fenômeno de Hurst, porém somente dois resultados foram reportados no artigo:
(i) para um canal com largura de 20,23 cm e comprimento de 9,14 m foi encontrado um
valor de H = 0,60 e (ii) para um canal com largura de 1,21 m e comprimento de 36,58 m
foi encontrado um valor de H = 0,84. Segundo eles, estes resultados são representativos de
todos os experimentos realizados. Para os dados de velocidade medidos nos Rios Missouri
e Missisipi, os valores encontrados para H são, respectivamente, H = 0,93 e H = 0,95.
Estes resultados, juntamente com algumas características dos ambientes de estudo, podem
ser vistos na Tabela 3.5
Os resultados encontrados por Nordin et al. (1972), utilizando o intervalo ajustado, mos-
tram que todas as séries analisadas nesse trabalho, independentemente se foram medidas em
laboratórios ou na natureza, exibem o fenômeno de Hurst, ou seja, apresentam memória de
longo prazo e consequentemente suas escalas integrais não existem. Segundo Nordin et al.
(1972), até o trabalho deles, com exceção de um breve comentário de Laushey (1951) em
sua discussão sobre o trabalho de Hurst (1951), todas as evidências empíricas consistiram
em séries temporais dominadas por componentes de baixa frequência, e ninguém havia con-
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siderado memória de longo prazo em dados de turbulência do ponto de vista do intervalo
ajustado.
Nordin et al. (1972) também apontam, além do trabalho de Laushey (1951), outras
três evidências da existência do fenômeno de Hurst em turbulência. A primeira evidência
são os comentários de Taylor (1935) sobre o trabalho de Sutton (1932) em turbulência
atmosférica, no qual foi verificado que a função de correlação 
(η) varia com η−q, onde q é
uma constante, sendo que esta forma para a função de correlação é característica do ruído
Gaussiano fracionário. Taylor (1935) também comentou que a teoria de difusão de Sutton, a
qual deveria ser aplicada somente quando a escala integral é finita, estava sendo aplicada em
problemas de turbulência atmosférica, para os quais não havia razão, a priori, para supor a
existência da escala integral da turbulência.
A segunda, uma evidência indireta do fenômeno de Hurst em turbulência atmosférica,
é verificada em observações de distribuições de concentração de um ponto estacionário ou
de fontes em linha em uma atmosfera neutra. Monin e Yaglom (1971), discutindo dados de
campo referentes a difusão atmosférica, notaram que a concentração decresce com a distância
a uma taxa mais rápida do que a prevista pela teoria, o que também ocorre para um processo
de ruído Gaussiano fracionário quando 1/2 < H < 1.
Por fim, algumas estatísticas Lagrangeanas foram obtidas para um experimento com
pequenas partículas de plástico flutuando em uma superfície de água com fluxo uniforme
em um canal de 2,13 m de largura. Este experimento está descrito em Hansen (1971), o
qual forneceu alguns de seus dados não publicados sobre a variância do deslocamento das
partículas. Nordin et al. (1972) mostram em uma figura que a variância cresce com Δ1,4,
sugerindo um expoente de Hurst de 0,7.
Os próximos a identificarem o fenômeno de Hurst em turbulência foram Helland e Van
Atta (1978). Eles detectaram o fenômeno em dados de turbulência de grade utilizando o
intervalo ajustado R/S. As séries analisadas foram geradas em um túnel de vento de circuito
fechado com seção de teste de 76 cm × 76 cm × 10 m e as variáveis medidas foram: flutuações
turbulentas de u e v e a velocidade média U . Foram utilizadas barras cilíndricas (0,477 cm
de diâmetro) e uma grade biplanar de malha quadrada (tamanho da malha M = 2,54 cm).
O túnel foi operado com uma velocidade média de 15,7 ms−1, o que gerou um número de
Reynolds de 27.000.
Helland e Van Atta (1978) verificaram que existem variações no comportamento do in-
tervalo ajustado R/S para as flutuações turbulentas u e v. Para ambos os casos foi verificado
que para Δ pequeno o expoente de Hurst vale aproximadamente 1. Para Δ’s intermediários
o expoente de Hurst vale H = 0,5 para u e H = 0,57 para v. Após aproximadamente uma
década em Δ o expoente de u muda para H = 0,78 e após cerca de meia década o expoente
de v muda para H = 0,68.
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Tabela 3.6: Valores de H encontrados por Helland e Van Atta (1978) para séries geradas em
um túnel de vento.
Dados Intervalos (s) Valores de H
u (com grade)
10−5 < Δ < 10−2 0,99
7 x 10−2 < Δ < 3 0,50
3 < Δ < 102 0,78
v (com grade)
10−5 < Δ < 3 x 10−3 0,99
10−2 < Δ < 1 0,57
1 < Δ < 102 0,68
u (sem grade) 10−3 < Δ < 102 0,95
v (sem grade) 10−3 < Δ < 102 0,93
A fim de verificar estas “quebras” no comportamento do intervalo ajustado, Helland e
Van Atta (1978) também realizaram medições das séries de flutuações de u e v com a mesma
configuração que anteriormente, porém removendo a grade. Para estes casos a inclinação do
R/S é quase constante e vale: H = 0,95 para u e H = 0,93 para v. Os resultados obtidos




Neste capítulo iremos apresentar os resultados teóricos desenvolvidos neste trabalho.
Estudos anteriores (Crivellaro et al., 2013; Crivellaro, 2014) mostraram que o expoente da lei
de potência de flutuações turbulentas para o erro médio quadrático no Método de Filtragem
é diferente de −1, e que isto acontece devido ao fenômeno de Hurst em turbulência. Levando
em consideração essas questões, nesta seção iremos mostrar que a equação para o erro médio
quadrático de x̃Δ, proposta por Lumley e Panofsky (1964), pode ser adaptada de modo
que a escala integral não precisa ser finita, e que, permitindo que o expoente p da equação
(2.19) varie livremente, o Método de Filtragem pode ser ajustado e continuar fornecendo
estimativas de erro confiáveis, mesmo para os casos que exibem o fenômeno de Hurst e
consequentemente para os quais a escala integral não existe. Esta nova abordagem para
estimativas de erros também possibilida a estimativa do expoente de Hurst H.
Usualmente, constuma-se supor que a relação entre o expoente de Hurst H e o expoente
da lei de potência p do MSE = Δ−p (equação (2.19)) é:
p = 2 − 2H, (4.1)
embora, estritamente, essa relação só seja válida para processos auto-similares (Mandelbrot,
1965). É importante observar esta equação não é a mesma que (2.21), pois p é a lei de
potência do MSE e não o expoente de decaimento da função de autocorrelação.
É interessante observar que, embora a equação para o erro médio quadrático (2.19)
tenha sido introduzida pela primeira vez em micrometeorologia por Salesky et al. (2012),
o método já era conhecido em conexão com o fenômeno de Hurst (ver em Beran, 1989).
Taqqu et al. (1995), Burlando et al. (1996), Montanari et al. (1997) e Bisaglia e Guégan
(1998) utilizam esta formulação para a estimativa do expoente de Hurst nos campos de
hidrologia, hidroclimatologia, finanças e para sequências de ruído Gaussiano fracionário e
ARIMA fracionário e a chamam de método da variância agregada, o qual é formalmente
idêntico à abordagem que será desenvolvida neste capítulo.
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Para Lumley e Panofsky (1964) chegarem à aproximação (2.18)
MSE(x̃Δ) ≈ 2TΔ Var{x}
foi necessário supor que a escala integral T existe; no entanto esta suposição não é necessária











a qual é exata. Desta forma, é interessante analisar o comportamento dessa equação de
acordo com a forma com que a função de autocorrelação 
(η) decresce. Neste trabalho
consideraremos que o decaimento de 
(η) é dado por uma lei de potência.
Para analisarmos o comportamento da equação (2.17), primeiramente definiremos uma
escala temporal dada por TH , tal que
η > TH ⇒ |
(η)| < ε (4.2)
para algum ε arbitrariamente pequeno. Note que na prática, a escala TH não é tão diferente
do primeiro cruzamento no eixo das abscissas, se ε for interpretado como a incerteza da
função de autocorrelacão amostral 
(η) em torno de zero.

















(η) dη︸ ︷︷ ︸
I2
. (4.3)





(η) dη ≡ α1TH . (4.4)
Para analisarmos a segunda integral, adotaremos o comportamento para a cauda da função




















Resolvendo esta integração, obtemos:
I2 = TH









Substituindo (4.4) e (4.7) em (4.3), obtemos o seguinte resultado para I









com α = α1 − k/(1 − q), β = k/((1 − q)(2 − q)), γ = 2/(2 − q). Por fim, substituindo (4.8)

























A equação (4.9) pode ser considerada uma generalização da equação de Lumley-Panofsky.
O comportamento desta equação varia de acordo com os valores de q. Temos os seguintes
casos (relembrando que H = 1 − q/2 (equação (2.21)):
0 < q < 1: Este é o caso mais encontrado com relação ao fenômeno de Hurst. Para este
intervalo de q, os termos da equação (4.9) em α e em γ decaem mais rapidamente que
o termo em β, e a lei de potência resultante é MSE ∼ Δ−q. Desta forma temos que
p = q, e o intervalo do expoente de Hurst é 1/2 < H < 1.
q = 1: Para este valor de q a equação (4.7) não pode ser aplicada. Alternativamente, pode-












Este caso tende a ser interpretado graficamente como q < 1, uma vez que o compor-
tamento de Δ−1 ln(Δ) aparece como um decaimento extremamente lento para Δ−1,
como mostra a Figura 4.1. Neste caso nenhuma relação parece existir entre q e p (ou
H).
q > 1: Para estes valores de q os termos em γ e β serão assintoticamente negligenciáveis em
comparação com o termo em α para Δ  TH . Este é um caso em que ρ(η) tem um
decaimento muito rápido: desta forma a escala integral existe e a equação de Lumley-












Figura 4.1: Identificação da lei de potência de MSE(x̃Δ) ∼ (TH/Δ) ln (Δ/TH), resultado
para o caso em que q = 1.
teremos p = 1 e consequentemente H = 1/2, o que significa ausência do fenômeno de
Hurst.
Conforme verificado nos casos descritos nos itens acima, temos que 0 < H < 1/2 não
pode ser previsto supondo η−q como o comportamento para a lei de potência da função de au-
tocorrelação. Estes casos são conhecidos na literatura como anti-persistência (Mansukhani,
2012).
Finalmente, para Δ’s grandes e o expoente de Hurst variando entre 1/2 < H < 1, o MSE
pode ser aproximado por:






Este método será referenciado no decorrer do trabalho como MFA e a estimativa do
expoente de Hurst será chamado de Hp.
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5 Campanhas micrometeorológicas,
controle de qualidade e
processamento inicial dos dados
Esta seção será dividida em três subseções: descrição das campanhas micrometeoroló-
gicas que forneceram os dados utilizados neste trabalho, controle de qualidade dos dados e
processamento inicial dos dados.
5.1 Campanhas Micrometeorológicas
Os dados utilizados neste trabalho são provenientes de quatro campanhas micrometeoro-
lógicas. A primeira campanha micrometeorológica foi realizada em uma grameira localizada
em Tijucas do Sul, Paraná, Brasil (latitude 25◦50’07,12” S, longitude 49◦07’47,77” O e alti-
tude 940 m) no período de 16/02/2011 a 27/02/2011. Os dados foram medidos a 1,85 m do
solo e a aquisição dos mesmos foi realizada a 20 Hz.
A segunda campanha micrometeorológica foi realizada em uma pequena ilha localizada no
lago do reservatório de Itaipu nas proximidades da cidade de Missal, Paraná. As coordenadas
geográficas da ilha são latitude − 25◦03’25,72” e longitude − 54◦24’33,67”, e a altitude em
relação ao mar é de 220 m (Dias et al., 2013). Esta campanha foi realizada no período de
Dezembro de 2012 até Janeiro de 2014, porém neste trabalho só foram utilizados os dados
entre 24/08/2013 e 04/09/2013. Durante este período a base da torre meteorológica estava
muito próxima do nível da água (nunca superior a 1 m) e a porção de terra, em qualquer
direção na ilha era desprezível (nunca maior que 10 m). Desta forma, as medições foram
realizadas em uma superfície homogênea. A aquisição dos dados foi realizada a 20 Hz e a
altura de medição foi 3,76 m acima da base da torre.
Uma descrição mais detalhada destas duas campanhas micrometeorológicas (as quais
foram realizadas pelo Lemma (Laboratório de Estudos em Monitoramento e Modelagem
Ambiental)) pode ser encontrada em Crivellaro (2014) e em Crivellaro (2011).
A terceira campanha micrometeorológica foi realizada na cidade de Kettleman, Califor-
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nia, Estados Unidos, como parte do projeto AHATS (Advection Horizontal Array Turbulence
Study) (UCAR/NCAR–Earth Observing Laboratory, 1990). Os dados foram coletados em
diferentes alturas em relação ao solo no período de 09/06/2008 a 16/08/2008, a uma frequên-
cia de aquisição de 60 Hz. Neste trabalho analisamos os dados referentes à maior altura de
medição (8 m) dos seguintes períodos: 02/07/2008 a 17/07/2008 e 05/08/2008 a 15/08/2008.
Para as análises deste trabalho os dados foram reamostrados para uma frequência de 20 Hz.
Por fim a quarta campanha micrometeorológica foi realizada em uma grande e plana
plantação de milho perto da cidade de Mahomet, Illinois, Estados Unidos. As medições
foram em diferentes alturas em relação ao solo, no entanto neste trabalho somente serão
utilizados os dados referentes à altura de 3,5m (maior altura de medição desta campanha).
A campanha foi realizada no verão do hemisfério norte, e em 10/07/2011, entre 09:30 e 17:00,
hora local, a velocidade do vento apresentou comportamento aproximadamente estacionário
(Chamecki, 2013). Devido a este comportamento da série de velocidade do vento, neste
trabalho analisaremos tanto a série de dados completa contendo 7 horas e 30 minutos, como
blocos da série completa.
Os dados provenientes destas campanhas que serão analisados neste trabalho são: velo-
cidade do vento nas três direções medida por um anemômetro sônico CSAT3 da Campbell
Scientific (u, v, w) e (a) temperatura sônica medida pelo CSAT3 (θv) (campanha de Maho-
met e AHATS) e (b) temperatura do ar medida por um termopar de fio fino FWTC-3 (θ)
da Campbell Scientific, o qual estava acoplado ao centro do CSAT3 (campanha de Tijucas
do Sul e Missal).
5.2 Controle de qualidade
Nesta seção será descrito o controle de qualidade aplicado aos dados de velocidade do
vento e temperatura. O controle de qualidade utilizado neste trabalho foi proposto a fim
de eliminar falhas nos sensores, valores fora dos padrões, não-estacionariedade nos dados,
etc.. Para isto usamos a abordagem proposta por Zahn et al. (2016) com o auxílio da
biblioteca de Python chamada Pymicra1. Os procedimentos de controle de qualidade dos
dados descritos em Zahn et al. (2016) e utilizados neste trabalho incluem: análise de spikes,
teste da diferença máxima, análise do desvio-padrão e o reverse arragement test (RAT)
(Bendat e Piersol, 2010). Os parâmetros de controle de qualidade utilizados estão descritos
na Tabela 5.1.
O teste da diferença máxima, o RAT e a remoção da tendência linear eliminam blocos
quando a média muda significativamente. Um teste adicional, o qual não está descrito em
Zahn et al. (2016), foi aplicado a fim de analisar a mudança da variância dada uma certa
1https://github.com/tomchor/pymicra.
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Tabela 5.1: Parâmetros utilizados para o controle de qualidade dos dados
Variável Limite sup. Limite inf. Limite desvio-padrão Limite da diferença máxima
u — — 0,03 m s−1 2,0 m s−1
v — — 0,03 m s−1 4,0 m s−1
w — — 0,01 m s−1 1,0 m s−1
θ 50 ◦C 0 ◦C 0.1 ◦C† 2.0 ◦C
† 0.01 ◦C para os dados de Itaipu e Mahomet.
janela de dados. Considere um bloco de dados contendo 30 minutos medidos a 20 Hz, assim
temos N = 36000 e os dados x0, x1, ..., xN−1. A média e a variância para uma janela de












(xi − x̃D(k))2. (5.2)
Calculou-se a razão entre o maior e o menor valor de ṼarD(k) para todos os k’s, e os blocos
foram rejeitados quando esta razão foi maior que r. Os parâmetros r e D utilizados neste
procedimento estão descritos na Tabela 5.2.
Tabela 5.2: Parâmetros D e r utilizados para o controle de qualidade dos dados.
Variável D (s) r
u e v 240 5
w 120 3
θ 120 4
Estes procedimentos eliminam efetivamente todos os blocos com forte evidência de não-
estacionariedade para os momentos de primeira, segunda e terceira ordem. A Tabela 5.3
apresenta o número de blocos restantes após os procedimentos de controle de qualidade
dos dados para as campanhas de Tijucas do Sul, Missal e AHATS. Para a campanha de
Mahomet, o controle de qualidade foi realizado na série completa de 7 horas e 30 minutos.
As séries de velocidade do vento passaram por todos os controles de qualidade, enquanto que
a série de temperatura foi rejeitada na análise da variância. Desta forma, para Mahomet
analisaremos somente as séries de velocidade do vento u, v e w.
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Tabela 5.3: Número de blocos de 30 minutos após o controle de qualidade.
Campanha micrometeorológica n◦ de blocos após o controle de qualidade
Tijucas do Sul 68
Missal 98
AHATS 130
5.3 Processamento inicial dos dados
Nesta seção descreveremos o procedimento inicial realizado com os dados que passaram
pelo controle de qualidade descrito na seção anterior. Esta seção será dividida em duas sub-
seções: processamento inicial dos dados de Tijucas do Sul, Missal e AHATS e processamento
inicial dos dados de Mahomet.
5.3.1 Processamento inicial dos dados de Tijucas do Sul, Missal e
AHATS
O processamento inicial padrão para todos os dados das campanhas de Tijucas do Sul,
Missal e AHATS inclui: rotação de coordenadas 2D e remoção da tendência linear para
obtenção das flutuações turbulentas de primeira ordem.
O processo de remoção da tendência linear (linear detrending) (Lee et al., 2005; Aubinet
et al., 2012) consiste em realizar uma regressão linear com a série de dados (método dos
mínimos quadrados) e a partir da reta obtida extrair as flutuações turbulentas.
A Figura 5.1 mostra a reta obtida para a remoção da tendência linear para duas séries
de dados de 30 minutos: u medido na campanha de Missal em 24/08/2013 entre 1720h e
1750h, e θ medido na campanha de Tijucas do Sul em 22/02/2011 entre 1050h e 1120h.
Analisando os gráficos é possível verificar que a série de dados de θ apresenta uma tendência
linear muito maior que a série de dados de u.
Os dados brutos utilizados neste trabalho são referentes aos dados em que se aplicou
somente o procedimento de rotação de coordenadas. As flutuações turbulentas de primeira
ordem (u′, v′, w′ e θ′) são provenientes diretamente das medições realizadas por instrumentos
de turbulência após a rotação de coordenadas e a remoção da tendência linear. As flutuações
de segunda e terceira ordem são obtidas a partir do produto das flutuações de primeira ordem.
As flutuações turbulentas que foram analisadas neste trabalho estão apresentadas na Tabela
5.4.
Os principais estimadores utilizados neste trabalho para o cálculo de H foram o MFA
(Hp) – equações (2.19) e (4.1), e o R/S (HR) – equação (2.25). A lei de potência do MSE,
equação (2.19), não vale para todos os valores de Δ. Analisando o comportamento do MSE,
































Figura 5.1: Reta obtida para remoção da tendência linear em duas séries de dados (a) u
medido em Missal em 24/08/2013 entre 1720h e 1750h e (b) θ medido em Tijucas do Sul em
22/02/2011 entre 1050h e 1120h.
para diferentes intervalos de Δ, e que para todos os casos analisados neste trabalho, para
Δ próximo de T , há uma queda no comportamento do MSE devido ao T limitado a 30
minutos. Devido a estas questões, para realizar o ajuste aos dados do MSE(x̃Δ) e encontrar
a lei de potência prevista pela equação (2.19) é necessário delimitar um intervalo em Δ.
É importante relembrar que nas análises realizadas por Salesky et al. (2012) o expoente foi
fixado em p = 1 e que em nossas análises o expoente p pode variar livremente e será ajustado
para cada bloco analisado. Esta flexibilidade no ajuste de p também permite que o expoente
de Hurst (Hp) seja estimado (ver equação 4.1).
Para realizar os ajustes no MSE, Salesky et al. (2012) usaram os seguintes intervalos
[Δmin, Δmax]: (i) [2T , T/4] para os dados de primeira ordem, e (ii) [2T , T/10] para os dados
de segunda ordem. Em Salesky et al. (2012), T é o período de análise e a escala integral T é
calculada integrando numericamente a função de autocorrelação até o primeiro cruzamento
no eixo das abscissas. Este procedimento para o cálculo da escala integral pode adicionar
incertezas a estes intervalos, pois às vezes o primeiro cruzamento no eixo das abscissas pode
estar defasado devido à variabilidade amostral da função de autocorrelação. A fim de reduzir
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Tabela 5.4: Flutuações turbulentas de primeira, segunda e terceira ordem analisadas neste
trabalho.
Flutuações turbulentas
Primeira ordem u′, v′, w′ e θ′
Segunda ordem w′u′, w′θ′, u′u′, v′v′, w′w′ e θ′θ′
Terceira ordem w′u′u′, w′v′v′, w′θθ, w′w′u′, w′w′θ′
u′u′u′, v′v′v′, w′w′w′, θ′θ′θ′ e w′(u′u′ + v′v′ + w′w′)/2
estas incertezas, iremos utilizar a escala temporal TH , previamente definida em (4.2), para
delimitar os intervalos de ajuste para todas as variáveis que serão analisadas neste trabalho.
Para ε, adotaremos um desvio-padrão do estimador da função de autocorrelação amostral,
sendo que a variância da função de autocorrelação amostral foi calculada a partir da equação











, k > q. (5.3)
Por tentativa e erro, o valor de q na equação (5.3) foi fixado em 6000 pontos, o que representa
um tempo de 5 minutos, com a observação de que a variância do lado esquerdo não cresce
significativamente, para nenhuma variável estudada neste trabalho, depois deste período.
A Figura 5.2 mostra exemplos da função de autocorrelação original (linha preta) e da
função de autocorrelação subtraindo ε (linha cinza) para as flutuações turbulentas de pri-
meira ordem de Tijucas do Sul medidas em 17/02/2011 entre 14:20h e 14:50h. O primeiro
cruzamento da linha preta no eixo das abcissas é o conhecido first-zero crossing, utilizado
como limite superior para calcular a escala integral T . Já o primeiro cruzamento da linha
cinza é a escala temporal TH (sinalizada nos gráficos) definida previamente neste trabalho.
Para encontrarmos o intervalo de ajuste da lei de potência do MSE, plotamos para cada
variável todas as análises de MSE normalizadas pelas respectivas variâncias das séries de da-
dos versus o Δ normalizado por TH . Este procedimento foi realizado com todas as variávies
de todas as campanhas para a definição do intervalo de ajuste. Exemplos deste procedimento
são apresentados na Figura 5.3: (a), (b) e (c) u′, (d), (e) e (f) w′u′, e (g), (h) e (i) w′w′θ′,
respectivamente para Tijucas do Sul, Missal e AHATS. A partir da análise destes gráficos
definiram-se os intervalos de ajuste.
Os intervalos definidos para realizar o ajuste e encontrar a lei de potência prevista pela
equação (2.19) estão apresentados nas Tabelas 5.5, 5.6 e 5.7, respectivamente, para as flu-






































































Figura 5.2: Exemplos da função de autocorrelação original (linha preta) e com a subtração
de ε (linha cinza) para as flutuações turbulentas de primeira ordem medidas em Tijucas do
Sul em 17/02/2011 entre 14:20h e 14:50h.
definidos para cada variável e que nem sempre são iguais para uma mesma variável em sítios
experimentais distintos. Deste modo é sempre importante avaliar para cada ambiente de
estudo o intervalo adequado. Deixamos como recomendação para trabalhos futuros analisar
estas variações no comportamento das variáveis relacionado com o local de medição.
Da mesma forma que para o MSE, é necessário definir um intervalo de ajuste para estimar
o expoente de Hurst utilizando o intervalo ajustado R/S, equação (2.25). Para definirmos
este intervalo foi realizado o mesmo procedimento descrito anteriormente: plotamos todas
as estimativas de R/S versus Δ normalizado por TH . O resultado deste procedimento pode
ser visto na Figura 5.4. Analisando os resultados, notou-se que as séries de dados não
convergiram como aconteceu para o MSE.
Devido a esta questão, plotamos R/S versus Δ e o resultado encontrado pode ser visto na
Figura 5.5: (a), (b) e (c) u′, (d), (e) e (f) w′u′, e (g), (h) e (i) w′w′θ′, respectivamente, para
Tijucas do Sul, Missal e AHATS. Analisando os gráficos percebemos que o comportamento
das análises de R/S colapsaram e que agora é possível definir um intervalo para o ajuste dos
dados. Todas as outras variáveis que não estão sendo apresentadas exibem um comporta-
mento semelhante aos da Figura 5.5. O intervalo para o ajuste da lei de potência para as
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Tabela 5.5: Melhores intervalos de Δ/TH para a lei de potência prevista pela equação (2.19)
para os momentos de primeira ordem.
Tijucas/AHATS Missal
x Δ/THmin Δ/THmax Δ/THmin Δ/THmax
u′, v′, θ′ 0,2 3 0,2 3
w′ 0,5 15 2 15
Tabela 5.6: Melhores intervalos de Δ/TH para a lei de potência prevista pela equação (2.19)
para os momentos de segunda ordem.
Tijucas/AHATS Missal
x Δ/THmin Δ/THmax Δ/THmin Δ/THmax
w′u′, w′θ′ 1,5 16 3 16
u′u′, v′v′, w′w′, θ′θ′ 0,5 7 0,5 7
Tabela 5.7: Melhores intervalos de Δ/TH para a lei de potência prevista pela equação (2.19)
para os momentos de terceira ordem.
Tijucas Missal AHATS
x Δ/THmin Δ/THmax Δ/THmin Δ/THmax Δ/THmin Δ/THmax
w′u′u′ e w′e′ 1 10 1 10 1 10
w′v′v′ e w′θ′θ′ 1 10 2 15 1 10
w′w′u′ e w′w′θ′ 1 10 0,8 6 1 10
u′u′u′, v′v′v′ e θ′θ′θ′ 0,3 4 0,3 4 0,3 4



































































































































































Variável: w ′w ′θ ′
Figura 5.3: Gráficos adimensionais de MSE(x)/Var x versus Δ/TH para todos os blocos,
respectivamente, de Tijucas do Sul, Missal e AHATS: (a), (b) e (c) u′, (d), (e) e (f) w′u′, e
(g), (h) e (i) w′w′θ′.
análises de R/S foi escolhido igualmente para todas as variáveis: 10Δ − 100Δ. Uma melhor
análise do comportamento de R/S pode ser visto no Capítulo 6 (Subseção 6.6.2), a partir de
análises realizadas com séries de diferentes tamanhos geradas a partir da série completa de
7h 30min de Mahomet.
5.3.2 Processamento inicial dos dados de Mahomet
Os dados utilizados da campanha de Mahomet são a velocidade do vento nas três direções
u, v e w medidas na altura de 3,5 m. Como comentado na seção de descrição das campanhas,
em virtude do fato de que as medições apresentavam um grande período de estacionariedade,
as análises do expoente de Hurst e a estimativa do erro aleatório para esta campanha serão
realizadas tanto com o conjunto de dados completo contendo 7 horas e 30 minutos, como









































































































versus Δ/TH para todos os blocos, respectivamente, de
















































































































Variável: w ′w ′θ ′




versus Δ para todos os blocos, respectivamente, de Tijucas


















































Figura 5.6: Gráficos adimensionais de MSE(x)/Var x versus Δ/TH para as 15 séries de 30
minutos de u, v e w medidas em Mahomet.
de R/S a série completa foi dividida em diferentes tamanhos de blocos. O único processa-
mento realizado com a série completa foi a rotação de coordendas 2D. Somente após este
procedimento a série foi fracionada em blocos.
Para esta camapanha estimaremos o expoente de Hurst utilizando o MFA e o R/S somente
para as séries de 30 minutos. Para a série completa só aplicaremos o método MFA. O
mesmo procedimento realizado para as campanhas de Tijucas do Sul, Missal e AHATS é
necessário para a campanha de Mahomet: é necessário delimitar um intervalo para realizar
o ajuste dos dados. Para as séries de 30 minutos, realizou-se o mesmo procedimento descrito
anteriormente plotamos as 15 análises de: (i) MSE normalizadas pelas respectivas variâncias
versus Δ normalizado por TH ; e (ii) R/S versus Δ. O resultado encontrado pode ser visto
nas Figuras 5.6 e 5.7. Os intervalos utilizados para o ajuste de MSE estão apresentados na
Tabela 5.8. Para o ajuste de R/S, novamente o intervalo é 10Δ – 100Δ.
Para a série completa não é possível realizar este procedimento para a escolha do intervalo
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Tabela 5.8: Melhores intervalos de Δ/TH para a lei de potência prevista pela equação 2.19




























































































































Figura 5.8: Comportamento do MSE para a escolha do intervalo de ajuste para a série
completa de u, v e w medidos em Mahomet.
de ajuste, pois só temos uma série para u, v e w. Para definir o intervalo de ajuste para
estes casos plotamos o MSE versus Δ e analisamos o comportamento do MSE. Temos que
u e v apresentam duas leis de potência distintas e w somente uma, sendo que não estamos
considerando a lei de potência referente ao decaimento para Δ próximo de T . Estes resultados
podem ser vistos na Figura 5.8 e os intervalos utilizados para o ajuste dos dados na Tabela
5.9. No Capítulo dos resultados, na Seção 6.6, analisaremos qual é intervalo mais adequado
para as variáveis u e v.
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Tabela 5.9: Melhores intervalos de Δ para a lei de potência prevista pela equação (2.19)
para a série completa de u, v e w medidos em Mahomet.
x Δmin Δmax
u - Ajuste 1 2 50
u - Ajuste 2 50 1000
v - Ajuste 1 2 150




Neste capítulo apresentaremos os resultados referentes às análises realizadas para avaliar
o fenômeno de Hurst e a estimativa de erros aleatórios. Primeiramente iremos comparar as
estimativas do expoente de Hurst obtidas a partir de séries sintéticas (smfGn) e de séries de
dados micrometeorológicas. Nas próximas quatro seções serão descritos os resultados refe-
rentes aos dados das campanhas de Tijucas do Sul, Missal e AHATS. Essas seções incluem: a
relação entre o fenômeno de Hurst e a remoção da tendência linear, a diferença entre MFA e
R/S na estimativa do expoente de Hurst, as implicações do fenômeno de Hurst na estimativa
de erros, e relações do fenômeno de Hurst e da estimativa de erros com a Teoria de Simila-
ridade de Monin-Obukhov. Somente na última seção deste capítulo serão apresentados os
resultados referentes aos dados da campanha de Mahomet: análise do expoente de Hurst e
a estimativa de erros, e a análise do estimador R/S.
6.1 Comparação das estimativas do expoente de Hurst
de séries de smfGn e de dados de turbulência at-
mosférica
Nesta seção iremos comparar as estimativas do expoente de Hurst utilizando séries de
smfGn e séries provenientes de campanhas micrometeorológicas. Temos que smfGn é esta-
cionário e exibe o fenômeno de Hurst para 1/2 < H < 1. Note no entanto, como já foi
comentado no Capítulo 2, que o smfGn não modela corretamente a turbulência atmosférica.
Desta forma, os resultados para as séries sintéticas de smfGn podem não ser diretamente
aplicados à turbulência.
Para as análises com os dados sintéticos, nb = 100 blocos de smfGn foram gerados
a partir de uma população com média zero e variância unitária, com o auxílio de uma
biblioteca de Python chamada fbm1. Dois parâmetros precisam ser especificados para a
obtenção das séries: o expoente de Hurst H e o tamanho T de cada bloco. Para o expoente
de Hurst escolhemos H = 0,75, valor dentro do intervalo encontrado para as séries de
1https://github.com/crflynn/fbm.
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flutuações turbulentas de primeira ordem. Por tentativa e erro geramos blocos com tamanho









onde o símbolo ̂ indica que as estimativas de RMSE foram obtidas para cada bloco ω
usando (2.20) e que a variância foi calculada para cada bloco.
Para as séries turbulentas analisadas nesse trabalho, εσ varia consideravelmente, depen-
dendo do local de medição, período de análise e variável. O valor definido para a série
sintética foi escolhido tomando como base valores de εσ encontrados para u′: para Tijucas
do Sul εσ = 0,152, para Itaipu εσ = 0,071 e para AHATS εσ = 0,119.
Nesta seção, estimaremos o expoente de Hurst para todos os blocos de smfGn utilizando
seis diferentes métodos:
1. HA – a partir do ajuste da lei de potência da função de autocorrelação;
2. HD – a partir do ajuste da lei de potência da função de estrutura;
3. HW – com o método do coeficiente de wavelet promediado;
4. HZ – com o método zero-crossing;
5. Hp – com o método MFA;
6. HR – com o método R/S.
A Figura 6.1 exemplos dos métodos utilizados para as estimativas de H a partir dos blocos
de smfGn. Analisando os gráficos desta figura é possível notar claramente a alta variabilidade
da cauda das funções de autocorrelação e de estrutura, o que afeta as estimativas HA e HD
em relação às estimativas restantes.
A Tabela 6.1 mostra as estatísticas para a estimativa de H referentes aos 100 blocos do
smfGn. Temos que HA, HD e HR são mais variáveis (como podemos ver nos valores do
desvio-padrão) se comparados com HW , HZ e Hp. Os resultados da Tabela 6.1 sugerem que
os estimadores HD e HR, por apresentarem valores médios com mais de um desvio-padrão do
valor real 0,75, podem ser enviesados. Resultados similares para HR já foram encontrados
em Taqqu et al. (1995); Burlando et al. (1996); Montanari et al. (1997); Bisaglia e Guégan
(1998).
Em termos de variabilidade e da distância do valor real (H = 0,75), HW , HZ e Hp têm os
melhores desempenhos. HW tem um desempenho muito bom para dados de ruído Gaussiano
fracionado suavizado e, embora ligeiramente mais variável, Hp também é uma boa estimativa









































































Figura 6.1: Métodos para a estimativa do expoente de Hurst: (a) função de autocorrelação;
(b) função de estrutura; (c) espectro de wavelet; (d) MFA; e (e) R/S, para séries sintéticas
de smfGn (figura adaptada de Dias et al. (2018)).
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Tabela 6.1: Estatísticas das estimativas de H para 100 blocos de smfGn.
HA HD HW HZ Hp HR
Mínimo 0,564 0,559 0,719 0,714 0,727 0,714
Máximo 0,914 0,861 0,794 0,782 0,842 1,018
Média 0,732 0,682 0,762 0,750 0,752 0,862
desvio-padrão 0,073 0,061 0,016 0,010 0,024 0,065
Tabela 6.2: Estatísticas das estimativas de H para 130 blocos de 30 minutos de u′ da
campanha AHATS.
HZ Hp HR
Mínimo 0,966 0,714 0,700
Máximo 0,999 0,903 1,074
Média 0,991 0,815 0,956
desvio-padrão 0,006 0,031 0,081
A Figura 6.2 mostra as mesmas funções utilizadas para a estimativa do expoente de Hurst
para uma série de velocidade do vento u′ medida no dia 17/07/2008 entre 08:30h e 09:00h na
campanha AHATS. Tem-se que dados de turbulência atmosférica apresentam mais de uma
lei de potência nas funções de autocorrelação, de estrutura e no espectro de wavelet. As
leis de potência identificadas nos gráficos da Figura 6.2 (a), (b) e (c) são referentes à faixa
inercial, e não correspondem às grandes escalas, foco do interesse nesse trabalho. Desta
forma, somente as estimativas Hp, HR e HZ podem ser obtidas nesse caso.
A Tabela 6.2 mostra as estatísticas referentes a estimativa de H para os 130 blocos
de 30 minutos de u′ da campanha AHATS. Note, conforme já comentado, que somente
foram obtidas as estimativas Hp, HR e HZ . Esses dados apresentam diferentes condições de
estabilidade e intensidade de turbulência. Assim, é normal que exista mais variabilidade nas
estimativas em comparação com as séries sintéticas.
Diferentemente das estimativas de HZ para as séries sintéticas, para as séries turbulentas
de u′ HZ não se comportou adequadamente. Os valores encontrados por HZ são próximos
de 0,991, valor muito alto se comparado com as outras estimativas. Esse resultado também
é diferente do encontrado por Shi et al. (2005), que encontraram valores de HZ ligeiramente
inferiores a 1/2 para os seus dados. Note que nossos dados foram obtidos a 20 Hz, em
contraste com os dados obtidos com uma frequência de 56 Hz em Shi et al. (2005). Desta
forma os dois resultados não são comparáveis, visto que a taxa de medição está obviamente
relacionada com a contagem de vezes que a série de dados cruza o eixo x.
A estimativa HR apresenta valores maiores que a estimativa Hp. Taqqu et al. (1995)
mostraram, usando sequências de ruídos Gaussianos e ARIMA fracionário, que as estimativas











































































Figura 6.2: Métodos para a estimativa do expoente de Hurst: (a) função de autocorrelação;
(b) função de estrutura; (c) espectro de wavelet; (d) MFA; e (e) R/S, para uma série de
velocidade do vento u′ medida em AHATS em 17/07/2008 entre 08:30h e 09:00h (figura
adaptada de Dias et al. (2018)).
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comparadas com as estimativas de HR. Taqqu et al. (1995) avaliam outros sete estimadores,
e nem o MFA ou o R/S são os melhores estimadores em relação ao viés (mínimo) para o
maior H analisado. Considerando-se os resultados de Taqqu et al. (1995) e os resultados
encontrados neste trabalho, nós conjecturamos que R/S pode estar superestimando os valores
de HR para turbulência. No entanto, mais estudos são necessários para verificar o viés dos
estimadores para dados de turbulência.
A partir dos resultados encontrados nesta seção, na sequência deste trabalho analisaremos
somente as estimativas de Hp e HR, provenientes do MFA e do R/S para as flutuações de
primeira, segunda e terceira ordem. Iremos utilizar estes estimadores devido ao fato de R/S
ser o método clássico para estimativa de H e o MFA além de detectar o fenômeno de Hurst,
tem relação com a estimativa de erros aleatórios.
6.2 A relação entre o fenômeno de Hurst e a remoção
da tendência linear
Frequentemente se argumenta que a não-estacionariedade pode ser a causa do fenô-
meno de Hurst (Klemes, 1974; Potter, 1976; Boes e Salas, 1978; Mesa e Poveda, 1993;
Bras e Rodríguez-Iturbe, 1993). Em análises de turbulência na camada superficial a não-
estacionariedade é um problema real, e devido a isto é comum realizar um pré-processamento
nas séries de dados com o objetivo de reduzir os efeitos da não-estacionariedade. Ultima-
mente, um procedimento que está sendo bastante utilizado é a remoção da tendência linear
(Lee et al., 2005; Aubinet et al., 2012).
Note que neste trabalho as séries de dados já passaram por um controle de qualidade,
com o objetivo de eliminar as séries que apresentavam sinais de não-estacionariedade. O
processo de remoção da tendência linear remove somente alguma tendência restante em
torno da média, desta forma não esperamos que hajam grandes efeitos no expoente de Hurst
devido a efeitos de não-estacionariedade. No entanto, quando são realizados procedimentos
para a remoção da tendência, é inevitável que as correlações de longo prazo, as quais são
relacionadas com o fenômeno de Hurst, sejam suavizadas ou até mesmo removidas.
Levando em consideração essas questões, nesta seção analisaremos se a remoção da ten-
dência linear aplicada nas séries de dados afeta a estimativa do expoente de Hurst. Para
realizarmos esta verificação estimamos o expoente de Hurst utilizando o MFA e o R/S para as
variáveis de primeira ordem: dados brutos (u, v, w e θ) e dados após a remoção da tendência
linear (uld, vld, wld e θld).
As Figuras 6.3 e 6.4 mostram a estimativa do expoente de Hurst antes ((a) – MFA e (b)
– R/S) e depois da remoção da tendência linear ((c) – MFA e (d) – R/S), respectivamente




































































































Figura 6.3: Estimativa do expoente de Hurst para u ((a) – MFA e (b) – R/S) e uld ((c) –
MFA e (d) – R/S) – série da dados de Missal medida em 24/08/2013 entre 17:20h e 17:50h.
notar que para estes casos a diferença entre as estimativas do expoente de Hurst, antes e
depois da remoção da tendência linear, é muito pequena, e que após a remoção da tendência
linear o expoente H continua maior que 1/2.
Com o objetivo de entender melhor como a remoção da tendência linear afeta o expoente
de Hurst, realizamos as seguintes análises estatísticas: (i) teste t de Welch, a fim de verificar
se as médias de H, antes e depois da remoção da tendência linear, são iguais; e (ii) teste
t, com o objetivo de verificar se após a remoção da tendência linear o valor de H é igual a
1/2 (Montgomery e Runger, 2011). Ambos os testes têm como variáveis de saída: o valor
referente ao teste estatístico e o valor-p. O valor-p é o menor nível de significância com que
o hipótese nula é rejeitada. Assim, se valor-p ≤ 0,05, nós rejeitamos as hipóteses nulas: (i)
de que as médias são iguais antes e depois da remoção da tendência linear; e (ii) de que o
valor de H após a remoção da tendência linear é igual a 1/2, com um nível de significância
de 5%. Os resultados destas estatísticas para os dados de Tijucas do Sul estão apresentados
nas Tabelas 6.3 e 6.4, respectivamente, para o teste t de Welch e para o teste t.
A Tabela 6.3 mostra que a hipótese de que as médias de H, antes e depois da remoção




























































































Figura 6.4: Estimativa do expoente de Hurst para θ ((a) – MFA e (b) – R/S) e θld ((c) –
MFA e (d) – R/S) – série da dados de Tijucas do Sul medida em 22/02/2011 entre 10:50h e
11:20h.
Tabela 6.3: Teste t de Welch para avaliar a igualdade das médias de H antes e depois da
remoção da tendência linear para os dados de primeira ordem de Tijucas do Sul.
Variáveis MFA(x̃Δ) 〈R/S〉 (x̃Δ)Teste de Welch valor-p Teste de Welch valor-p
u −0, 0907 0,9278 0, 0093 0,9926
v 0, 9288 0,3548 0, 0101 0,9920
w 0, 7173 0,4745 0, 0000 0,9999
θ 3, 7120 0,0003 0, 0152 0,9879
65
Tabela 6.4: Teste t para avaliar se H após a remoção da tendência linear é igual a 1/2 para
os dados de primeira ordem de Tijucas do Sul.
Variáveis MFA(x̃Δ) 〈R/S〉 (x̃Δ)Teste t valor-p Teste t valor-p
u 87,517 < 0,0001 73,594 < 0,0001
v 108,50 < 0,0001 99,051 < 0,0001
w 48,881 < 0,0001 45,688 < 0,0001
θ 67,078 < 0,0001 85,815 < 0,0001
para o estimador MFA. Para o estimador R/S a hipótese nula é aceita para todas as variáveis,
ou seja, estatisticamente as médias antes e depois da remoção da tendência linear são iguais.
Para AHATS o resultado é o mesmo; já para Missal a hipótese é rejeitada para as variáveis
v e θ para o estimador MFA.
A Tabela 6.4 mostra que a hipótese de que H = 1/2 após a remoção da tendência linear
é rejeitada para todas as variáveis independentemente do estimador, ou seja, mesmo após
a remoção da tendência linear os dados continuam apresentando o fenômeno de Hurst, pois
H continua maior que 1/2. Para Missal e AHATS o resultado é o mesmo, e a hipótese nula
também é rejeitada para todos os casos.
A série de θ apresenta uma tendência linear maior, por exemplo, que a série de u (veja
Figura 5.1). Analisando os gráficos da Figura 6.4 e o resultado da Tabela 6.3, notamos que
a diferença entre as estimativas de H para θ, antes e após a remoção da tendência linear,
é maior para o estimador MFA, ou seja, este estimador é mais sensível aos efeitos da não-
estacionariedade. Este resultado também acontece em Missal e AHATS, sendo que para a
campanha de Missal v também apresentou este comportamento.
Por fim, podemos concluir que a remoção da tendência linear pode, em alguns casos,
reduzir o valor de H, principalmente como é o caso da variável θ, porém nunca — nos dados
analisados — fazer com que o expoente de Hurst seja igual a 1/2. Em outras palavras, o
fenômeno de Hurst, caracterizado por H > 1/2, permanece claramente visível em todas as
séries de dados analisadas neste trabalho mesmo após a remoção da tendência linear. Esta
conclusão vale para os dados de primeira ordem. Para as demais ordens são necessários
estudos adicionais para realizar esta verificação.
6.3 Diferenças entre MFA e R/S nas estimativas de H
A partir desta seção analisaremos as flutuações turbulentas de primeira, segunda e ter-
ceira ordem as quais foram previamente definidas na Tabela 5.4. Laushey (1951), Nordin
et al. (1972) e Helland e Van Atta (1978) já observaram que séries turbulentas deste tipo,
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medidas tanto em túnel de vento quanto na natureza, apresentam o fenômeno de Hurst.
Nesta seção estimaremos o expoente de Hurst utilizando o método MFA de acordo com
a função MSE definida em (2.11), e o método clássico apresentado por Hurst (1951), o inter-
valo ajustado definido em (2.24). Conforme já comentado anteriormente, estudos anteriores
mostram que as estimativas Hp (equações 2.19 e 4.1) e HR (equação 2.25) são diferentes e que
o estimador R/S pode ser enviesado (Taqqu et al., 1995; Burlando et al., 1996; Montanari
et al., 1997; Bisaglia e Guégan, 1998; Caccia et al., 1997; Hamed, 2007). No decorrer desta
seção mostraremos que para os dados de turbulência as estimativas Hp e HR também são
diferentes, e que para a maioria dos casos HR é maior que Hp.
Primeiramente, apresentaremos exemplos da estimativa do expoente de Hurst utilizando
o MFA e o R/S para um caso de Tijucas do Sul medido em 18/02/2017 entre 15:50h e 16:20h.
Os resultados podem ser observados nas Figuras: 6.5 – flutuações de primeira ordem, 6.6 –
flutuações de segunda ordem: covariâncias, 6.7 – flutuações de segunda ordem: variâncias
e 6.8 – flutuações de terceira ordem. Para as flutuações de terceira ordem serão mostrados
exemplos de somente algumas das variáveis analisadas neste trabalho. Analisando estas
figuras vemos que, especificamente para este caso, as estimativas Hp e HR são diferentes,
sendo que HR é maior que Hp. Também é possível verificar que todos os casos apresentam
valores de H maiores que 1/2, ou seja, todas as variáveis analisadas deste caso apresentam
o fenômeno de Hurst.
Para analisarmos melhor a diferença entre os dois estimadores plotamos Hp versus HR
para todas as flutuações turbulentas definidas na Tabela 5.4. Os resultados obtidos estão
apresentados nas Figuras: 6.9 – flutuações de primeira ordem; 6.10 – flutuações de segunda
ordem; e 6.11 – flutuações de terceira ordem. Analisando estas figuras é possível notar que
para os dados de turbulência estudados neste trabalho as estimativas de H são claramente
diferentes para os dois estimadores MFA e R/S, sendo que para a grande maioria dos casos
os valores de HR são maiores que os de Hp. Nota-se também que, independentemente do
estimador, praticamente todos os casos possuem H maior que 1/2, ou seja, apresentam o
fenômeno de Hurst.
Outra questão que podemos observar é que em alguns casos as estimativas de R/S apre-
sentam valores de H maior que 1. Koutsoyiannis (2002) comenta que a incerteza do intervalo
ajustado é grande e que estimativas utilizando este método podem gerar de valores H maio-
res que 1, o que não é permitido teoricamente. Casos em que H > 1 também são encontrados
em Helland e Van Atta (1978) e Vogel et al. (1998). Também verificamos alguns casos em
que H < 1/2, principalmente nas flutuações relacionadas com w′ e, conforme já descrito
anteriormente, estes casos são conhecidos na literatura como anti-persistência (Mansukhani,
2012).














































































































































































































Figura 6.5: Exemplos da estimativa de H utilizando o MFA e o R/S para os dados de













































































































Figura 6.6: Exemplos da estimativa de utilizando o MFA (Hp) e por R/S (HR) para os dados
de segunda ordem – covariâncias (w′u′ e w′θ′) de Tijucas do Sul medidos em 18/02/2011


























































































































































































































Figura 6.7: Exemplos da estimativa de H utilizando o MFA e o R/S para os dados de
segunda ordem – variâncias (u′u′, v′v′, w′w′ e θ′θ′) de Tijucas do Sul medidos em 18/02/2011











































































































































































































































Figura 6.8: Exemplos da estimativa de H utilizando o MFA e o R/S para os dados de terceira














































Figura 6.9: Comparação do expoente de Hurst estimado por MFA (Hp) e por R/S (HR)
para as flutuações de primeira ordem (u′, v′, w′ e θ′): (a) Tijucas do Sul, (b) Missal e (c)
AHATS.
apresentam valores mais próximos de 1/2 se comparados com as outras variáveis, e que Missal
apresenta um maior espalhamento nos valores de H. Analisando a Figura 6.10 notamos que
os valores de H para as covariâncias são mais próximos de 1/2 que para as variâncias.
Analisando os gráficos (a), (b) e (c) da Figura 6.11 verificamos um espalhamento mais ou
menos uniforme para todas as variáveis, e por fim analisando os gráficos (d) e (e) e (f)
é possível verificar que a variável w′w′w′ apresenta valores mais próximos de 1/2, e que,
principalmente para Missal, algumas estimativas de Hp apresentam valores menores que
1/2.
Outra questão também foi avaliar o comportamento do expoente de Hurst para primeira,
segunda e terceira ordem de uma mesma flutuação (por exemplo u′, u′u′ e u′u′u′). O resultado
encontrado pode ser visto na Figura 6.12. Nota-se que, com exceção da variável w, as
flutuações de primeira ordem apresentam valores de Hp maiores se comparados com as
outras ordens. Para a variável v, também é possível notar que Hp é menor para v′v′ do
que para v′v′v′. Para as estimativas de HR temos que, independente da ordem da flutuação
turbulenta, os valores são semelhantes.
Em resumo, as análises apresentadas nesta seção mostram que praticamente todos os
casos analisados apresentam o fenômeno de Hurst (H > 1/2). E como já verificado em
outros campos de estudo, os estimadores MFA e R/S são diferentes, com a tendência (em






















































































Figura 6.10: Comparação do expoente de Hurst estimado por MFA (Hp) e por R/S (HR)
para as flutuações de segunda ordem de Tijucas do Sul, Missal, e AHATS respectivamente,


























































































































Figura 6.11: Comparação do expoente de Hurst H estimado por MFA (Hp) e por R/S (HR)
para as flutuações de terceira ordem de Tijucas do Sul, Missal e AHATS, respectivamente,
(a), (b), (c) momentos de terceira ordem diferentes – w′w′θ′ e w′θ′θ′, e (d), (e), e (f) momentos














































































































































































Figura 6.12: Análise do expoente de Hurst para diferentes ordens de uma mesma flutuação:
(a), (d), (g), (j) Tijucas do Sul, (b), (e), (h), (k) Missal e (c), (f), (i), (l) AHATS.
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6.4 Implicação do fenômeno de Hurst na estimativa de
erros aléatórios
Nesta seção analisaremos qual a implicação do fenômeno de Hurst na estimativa de erros









Como as flutuações de terceira ordem possuem médias muito pequenas, gerando erros
relativos grandes, além de estimarmos εx̃ utilizando (6.2), também estimamos o εx̃d , o qual
ao invés de ser normalizado pela média é normalizado pelo desvio-padrão referente a cada
flutuação de primeira ordem que gerou a flutuação de terceira ordem. Por exemplo, o RMSE
da variável w′w′u′ é normalizado por σw′σw′σu′ .
Para verificarmos quais os efeitos do fenômeno de Hurst na estimativa dos erros aleatórios,
compararemos as seguintes estimativas de RMSE(x̃Δ):
1. A estimativa clássica prosta por Lumley e Panofsky (1964) – equação (2.18). Neste caso
existe o problema da estimativa da escala integral, e por simplicidade a calcularemos
considerando a área da função de autocorrelação até o primeiro cruzamento no eixo
das abcissas (Sreenivasan et al., 1978; Lenschow e Stankov, 1986; Katul e Parlange,
1995; Salesky et al., 2012). Na sequência deste trabalho iremos referenciar este método
pela sigla LP.
2. A estimativa proposta por Salesky et al. (2012) chamada de Método de Filtragem.
Para a obtenção do RMSE é necessário: forçar p = 1 na equação (2.19), extrapolar
a reta ajustada até Δ = T , e extrair a raiz quadrada do MSE. Por simplicidade, no
decorrer deste trabalho iremos nos referir a este método como MF.
3. A estimativa proposta neste trabalho, na qual o erro aleatório é estimado levando em
consideração o fenômeno de Hurst. Neste caso utiliza-se a equação (2.19), sendo que
p deve ser ajustado para cada caso. As próximas etapas para a estimativa do RMSE
são as mesmas descritas para o caso anterior: extrapolar a reta ajustada até Δ = T , e
extrair a raiz quadrada do MSE. Este método será referenciado como MFA.
As três estimativas descritas acima foram comparadas, duas a duas, e o resultado en-





























































Figura 6.13: Comparação dos três métodos para estimativa do erro relativo referente ao
RMSE(x̃Δ) para primeira ordem (u′ e θ′) de Tijucas do Sul.
ordem; 6.14 e 6.15 – flutuações de segunda ordem, respectivamente, para as covariâncias e
as variâncias. Para as flutuações de terceira ordem os resultados referentes aos erros relati-
vos podem ser encontrados nas Figuras 6.16, 6.17 e 6.18, e para os erros normalizados pelo
desvio-padrão nas Figuras 6.19, 6.20 e 6.21. Os resultados para Missal e AHATS são muito
semelhantes aos de Tijucas do Sul e não serão apresentados neste trabalho.
Os casos em que a função de autocorrelação não cruza o eixo x foram removidos (Figuras
6.13, 6.14, 6.15, 6.16, 6.17, 6.18, 6.19, 6.20, 6.21), sugerindo a não existência da escala
integral. Claramente, este é um problema da estimativa LP, e não influencia os outros
métodos, pois eles não dependem, a priori, da estimativa da escala integral. No entanto,
quando a escala integral existe numericamente, temos os seguintes casos na comparação das
estimativas de LP com as de MF: (i) para as flutuações de primeira ordem, os erros da
estimativa de LP são maiores que os da estimativa de MF; (ii) para as flutuações de segunda
ordem os erros da estimativa LP são maiores que os da estimativa MF para as variâncias,
enquanto que para as covariâncias as estimativas dos dois métodos são mais próximas; e
(iii) para as flutuações de terceira ordem os erros da estimativa LP são maiores que os
da estimativa de MF para os casos: u′u′u′, v′v′v′ e θ′θ′θ′; já para o restante dos casos as












































































Figura 6.14: Comparação dos três métodos para estimativa do erro relativo referente ao
















































































































































Figura 6.15: Comparação dos três métodos para estimativa do erro relativo referente ao

























































































Figura 6.16: Comparação dos três métodos para estimativa do erro relativo referente ao


























































































Figura 6.17: Comparação dos três métodos para estimativa do erro relativo referente ao

























































































































Figura 6.18: Comparação dos três métodos para estimativa do erro relativo referente ao
































































































Figura 6.19: Comparação dos três métodos para estimativa do erro normalizado pelo desvio-
padrão referente ao RMSE(x̃Δ) para momentos de terceira ordem diferentes (w′u′u′, w′v′v′































































































Figura 6.20: Comparação dos três métodos para estimativa do erro normalizado pelo desvio-
padrão referente ao RMSE(x̃Δ) para momentos de terceira ordem diferentes (w′w′u′, w′w′θ′





















































































































Figura 6.21: Comparação dos três métodos para estimativa do erro normalizado pelo desvio-
padrão referente ao RMSE(x̃Δ) para momentos de terceira ordem iguais (u′u′u′, v′v′v′, w′w′w′
e θ′θ′θ′) de Tijucas do Sul.
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tanto para o erro relativo, quanto para o erro normalizado pelo desvio-padrão.
Agora se analisarmos a comparação entre a estimativa de MFA, abordagem proposta
neste trabalho a qual leva em consideração o fenômeno de Hurst e permite que o expoente
p varie livremente para cada bloco, com a estimativa de LP, baseda no cálculo da escala
integral, e com a estimativa MF, a qual fixa p = 1, vemos que, para todas as variáveis e
independentemente da campanha, os erros da estimativa MFA são sistematicamente maiores
que das estimativas LP e MF. Este resultado não é uma surpresa, pois para os casos que
apresentam o fenômeno de Hurst a função MSE cai com um expoente mais lento que −1 (valor
do expoente para os casos que não apresentam o fenômeno de Hurst). Este comportamento,
originado pela presença de memória de longo prazo nas séries de dados, faz com que sejam
produzidas estimativas de erros maiores. Isto nos mostra que quando o fenômeno de Hurst
está presente nas séries de dados, as estimativas tradicionais, as quais consideram a existência
da escala integral, podem estar subestimando os erros.
Para verificarmos a relação entre as estimativas de LP e de MF com a estimativa de
MFA calculamos a razão mínima, máxima e média entre as estimativas de erro (MFA/MF e
MFA/LP) e a porcentagem média de subestimação. O resultado para a campanha de Tijucas
do Sul está apresentado nas Tabelas 6.5 e 6.6. Analisando as tabelas é possível verificar que
a razão MFA/MF é maior que a razão MFA/LP, e consequentemente, que a procentagem
de subestimação de MF é maior que o de LP. Isto não é um resultado novo, visto que já
foi apresentado que os erros da estimativa de LP tendem a ser maiores que os erros da
estimativa de MF e mais próximos da estimativa de MFA. Também é possível verificar que
as razões entre as estimativas de erro e as porcentagens de subestimação são maiores para
as flutuações de primeira ordem se comparadas com as outras flutuações analisadas. Isto
acontece devido ao fato de que as flutuações de primeira ordem apresentam o fenômeno de
Hurst de forma mais intensa, no sentido de maiores valores para H, se comparadas com as
outras variáveis. O mesmo acontece para os dados da campanha de Missal e AHATS.
Por fim, para entendermos melhor a relação entre as estimativas de erro MFA e MF e o
expoente de Hurst (Hp), plotamos a razão MFA/MF versus Hp e os resultados encontrados
para Tijucas do Sul, Missal e AHATS estão apresentados estão nas Figuras 6.22 – flutuações
de primeira ordem, 6.23 – flutuações segunda ordem, 6.24 – flutuações terceira ordem. Ana-
lisando os gráficos é possível notar que quanto maior o expoente de Hurst maior é a razão
entre as duas estimativas de erro, e como esperado, para Hp = 1/2 a razão vale 1.
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Tabela 6.5: Estatística das razões entre as estimativas de erros MFA/MF e MFA/LP para a
campanha de Tijucas do Sul.
Variáveis Razão MFA/MF Razão MFA/LPMín Máx Média Mín Máx Média
u′ 2,72 5,27 4,06 1,48 3,06 2,17
θ′ 2,44 5,91 3,76 1,21 3,18 2,06
w′u′ 0,66 2,18 1,50 0,59 2,05 1,38
w′θ′ 0,93 2,44 1,52 0,85 2,06 1,41
u′u′ 1,08 3,13 2,23 0,74 2,01 1,65
v′v′ 0,89 3,11 2,13 0,53 1,84 1,51
w′w′ 1,93 3,38 2,51 1,57 2,30 1,90
θ′θ′ 1,78 3,90 2,56 0,95 2,32 1,75
w′u′u′ 0,84 3,08 1,98 0,64 2,36 1,63
w′v′v′ 0,51 3,56 1,81 0,32 2,50 1,59
w′θ′θ′ 1,04 4,00 2,10 0,76 2,53 1,67
w′w′u′ 0,84 3,62 1,79 0,56 2,10 1,43
w′w′θ′ 1,11 3,80 1,96 0,75 2,46 1,55
u′u′u′ 1,86 4,09 3,07 1,15 2,65 1,91
v′v′v′ 1,59 3,88 2,89 0,74 2,40 1,74
w′w′w′ 0,63 2,16 1,41 0,58 2,05 1,35
θ′θ′θ′ 1,97 4,14 3,18 1,14 2,72 1,91












































Figura 6.22: Razão entre as estimativas de erro MFA/MF versus o expoente de Hurst Hp
para as flutuações de primeira ordem: (a) Tijucas do Sul; (b) Missal; e (c) AHATS.
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Tabela 6.6: Porcentagem média de subestimação das estimativas de LP e MF em relação a
estimativa MFA para a campanha de Tijucas do Sul.
















































































































Figura 6.23: Razão entre as estimativas de erro MFA/MF versus o expoente de Hurst Hp








































































































Figura 6.24: Razão entre as estimativas de erro MFA/MF versus o expoente de Hurst Hp
para as flutuações de terceira ordem: (a) e (d) Tijucas do Sul; (b) e (e) Missal; e (c) e (f)
AHATS.
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6.5 Relações com a Teoria de Similaridade de Monin-
Obukhov
A variável de estabilidade de Monin-Obukhov é dada por ζ = z/L e indica a magnitude
relativa da produção de energia cinética turbulenta por empuxo e por atrito. O comprimento
de Obukhov ou escala de comprimento (L) é definido por





onde κ = 0, 4 é a constante de von Kárman, g é a aceleração da gravidade, θv é a temperatura
potencial, u∗ = (w′u′)1/2 é a velocidade de atrito e θv∗ = w′θ′v/u∗ é a escala turbulenta da
temperatura potencial. Se ζ = 0 a estabilidade na camada superficial é neutra, já para ζ > 0
a camada superficial é estável e o empuxo ajuda a destruir a turbulência, e para ζ < 0 a
camada superficial é instável e o empuxo produz turbulência.
Nesta seção analisaremos se existe alguma relação entre a Teoria de Similaridade de
Monin-Obukhov (TSMO) e (i) o expoente de Hurst obtido pelos estimadores MFA e R/S
(Hp e HR) e (ii) o erro relativo ε obtido pelas estimativas MFA e MF.
Primeiramente analisaremos se existe alguma tendência do expoente de Hurst com relação
a variável de estabilidade de Monin-Obukhov. Para esta análise plotamos Hp e HR versus
o logaritmo de ζ para os dados de Tijucas do Sul, Missal e AHATS. O resultado para
Missal está apresentado nas Figuras 6.25, 6.26 e 6.27, respectivamente para as flutuações de
primeira, segunda, e terceira ordem.
Analisando os gráficos das Figuras 6.25, 6.26 e 6.27 vemos que visualmente não existe
nenhuma relação entre o expoente de Hurst e a variável de estabilidade ζ. Nota-se que há um
espalhamento de H aproximadamente constante para toda faixa de estabilidade apresentada
nos gráficos. Sabendo que a TSMO não leva em consideração as largas escalas associadas
com a altura da camada-limite, o entranhamento dos fluxos, etc. (Salesky e Chamecki, 2012;
Cancelli et al., 2014), questões que podem contribuir para o aparecimento do fenômeno
de Hurst, este resultado já era esperado para as condições instáveis. E mesmo os casos que
apresentam condições estáveis, quando a altura da camada limite atmosférica é muito menor,
H continua não mostrando nenhuma dependência com ζ.
Por outro lado, neste trabalho verificou-se que a estabilidade atmosférica tem efeito sobre
as estatísticas de segunda ordem. Este comportamento pode ser observado na Figura 6.28.
Já para as estatísticas de terceira ordem não se notou nenhuma relação com variável de
estabilidade de Monin-Obukhov, como pode ser visto nas Figuras 6.29 (erro relativo) e 6.30
(erro normalizado pelo desvio-padrão). Nestas figuras foram plotados os erros relativos ou


































































Figura 6.25: Comparação entre ζ e o expoente de Hurst obtido pela estimativa MFA (Hp)






































































Figura 6.26: Comparação entre ζ e o expoente de Hurst obtido pela estimativa MFA (Hp)







































































































































Figura 6.27: Comparação entre ζ e o expoente de Hurst obtido pela estimativa MFA (Hp)
e pelo intervalo ajustado R/S (HR) para as flutuações turbulentas de terceira ordem da
campanha de Missal.
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versus ζ para as estimativas referentes aos dados de primeira, segunda e terceira ordem. Os
gráficos das Figuras 6.28, 6.29 e 6.30 são respectivamente: (a) e (b) Tijucas do Sul, (c) e (d)
Missal e (e) e (f) AHATS.
Analisando os gráficos da Figura 6.28 nota-se que o erro relativo de w′u′ depende de
ζ principalmente em condições instáveis. Este mesmo comportamento já foi verificado por
Salesky et al. (2012). Nota-se que para a campanha AHATS, a qual possui valores de
ζ relacionados com maior instabilidade, a dependência é mais acentuada. Além disso, o
erro relativo do fluxo de calor w′θ′ cresce relativamente com ζ em condições estáveis quando
utilizamos tanto a estimativa MFA quanto a estimativa MF para a campanha de Missal, como
mostrado nos gráficos (c) e (d) da Figura 6.28. Este comportamendo difere do apresentado
por Salesky et al. (2012), onde apenas foi observada uma tendência positiva pequena para
ζ estável. Para condições neutras os erros de w′θ′ são indefinidos; devido a isso os pontos
perto de ζ = 0 foram excluídos dos gráficos da Figura 6.28.
Analisando o restante dos erros, verificamos que estes permenecem constantes ou crescem
suavemente em condições estáveis, ou seja, não apresentam nenhuma tendência significativa
com ζ. Note que Tijucas do Sul possui somente dados instáveis, enquanto que os dados de
Missal e AHATS incluem condições neutras e estáveis, e neste sentido eles se completam,
apresentando casos para toda a faixa de estabilidade. Conforme já se sabe, e pode-se no-
vamente verificar nestes gráficos, o erro relativo obtido pela estimativa MFA é maior que o
obtido pela estimativa MF.
Por outro lado, para as estatísticas de terceira ordem não é possível identificar nenhuma
relação com ζ. Analisando os gráficos das Figuras 6.29 e 6.30 é possível notar que as es-
timativas de erro do MFA de uuu, vvv e θθθ, principalmente para as estimativas de erros
normalizados pelo desvio-padrão, são maiores se comparadas com as estimativas de erros
das outras variáveis.
6.6 Resultados referentes a campanha Mahomet
Nesta seção serão apresentados os resultados referentes a campanha de Mahomet. Na
primera subseção serão apresentados os resultados referentes à estimativa do expoente de
Hurst e à estimativa dos erros aleatórios e na segunda subseção será apresentada uma análise
do comportamento do estimador R/S.
6.6.1 Análise do expoente de Hurst e da estimativa de erros
Nesta seção apresentaremos os resultados da estimativa do expoente de Hurst (MFA e
R/S) e da estimativa de erros (MFA) para as séries de dados de u, v e w da campanha de






















































































































































































Figura 6.28: Erros relativos obtidos pelas estimativas MFA e MF promediados em blocos da
variável de estabilidade de Monin-Obukhov para (a) e (b) Tijucas do Sul, (c) e (d) Missal e


































































































































































































Figura 6.29: Erros relativos obtidos pelas estimativas MFA e MF promediados em blocos da
variável de estabilidade de Monin-Obukhov para (a) e (b) Tijucas do Sul, (c) e (d) Missal e


































































































































































































Figura 6.30: Erros normalizados pelo desvio-padrão obtidos pelas estimativas MFA e MF
promediados em blocos da variável de estabilidade de Monin-Obukhov para (a) e (b) Tijucas
do Sul, (c) e (d) Missal e (e) e (f) AHATS.
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Tabela 6.7: Valores médios de Hp e HR para os blocos de 30 minutos.
u v w
Valor médio Hp 0,7667 0,8936 0,5296

















Figura 6.31: Comparação do expoente de Hurst estimado por MFA (Hp) e por R/S (HR)
para u, v e w de Mahomet.
os 15 blocos de 30 minutos. O valor médio encontrado para o expoente de Hurst para cada
variável está apresentado na Tabela 6.7 e a comparação entre os valores de Hp e HR pode
ser visto na Figura 6.31. Os limites utilizados para o ajuste dos dados foram previamente
definido na Subseção 5.3.2.
Analisando estes resultados, vemos que o expoente de Hurst é maior que 1/2 para u e
v e muito próximo de 1/2 para w. Para u e w, a estimativa média de HR é maior que a
de Hp, e para v acontece o contrário. Analisando o gráfico da Figura 6.31 é possível ver
que a maioria dos Hp’s são maiores que os HR’s para a variável v. Esse resultado difere do
encontrado para as campanhas de Tijucas do Sul, Missal e AHATS.
Posteriormente analisamos o expoente de Hurst das séries completas (7h 30min) somente
utilizando o MFA. Conforme mostrado no Capítulo 5, na Subseção 5.3.2, as séries de u e de
v possuem dois decaimentos para diferentes Δ’s, o que não acontece para a série de w, que
apresenta somente um decaimento. Para estimar o expoente de Hurst destas duas séries,
utilizaremos os intervalos de ajuste previamente descritos na Subseção 5.3.2. A Figura 6.32
mostra os valores encontrados para Hp para u (a), v (b) e w (c).
Analisando os gráficos da Figura 6.32 vemos que independentemente do intervalo esco-





























































































Figura 6.32: Estimativa do expoente de Hurst Hp e do erro aleatório para as séries completas
de u, v e w medidas em Mahomet.
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Hp1 = 0,9000 e Hp2 = 0,6892). Já para a série de w, o valor de Hp é muito próximo de
1/2 (w – Hp = 0,5162) e sugere que a série não possui memória de longo prazo. Também
é possível verificar que a estimativa do erro de u e de v depende da escolha do intervalo de
ajuste.
Para tentarmos verificar qual é o intervalo de ajuste correto para as variáveis u e v, e
também analisar o comportamento de w, plotamos em um único gráfico as seguintes análises:
1. O comportamento do MSE para a série completa (linha vermelha), juntamente com os
ajustes;
2. O comportamento do MSE para as 15 séries de 30 minutos (linhas pretas);
3. Os erros referentes a cada série de 30 minutos (pontos azuis). Utilizou-se a estimativa
MFA e o ajuste a lei de potência foi realizado com os intervalos previamente definidos
na Subseção 5.3.2;
4. O erro da série completa calculada a partir dos 15 blocos de 30 minutos (ponto verde)






(uB(i) − u)2 (6.5)
onde B é o tamanho do bloco (30 minutos), NB é o número de blocos (15 blocos), uB
é a média de cada bloco de 30 minutos e u é a média da série completa.
Os resultados podem ser vistos na Figura 6.33 para: u (a), v (b) e w (c). Analisando os
gráficos da Figura 6.33 verificamos que o erro da série completa de u, calculada a partir dos
15 blocos de 30 minutos, fica entre os erros referentes a cada bloco de 30 minutos e muito
próximo da reta referente ao Ajuste 2. Vemos que o mesmo comportamento acontece para
v. Esse resultado sugere que o segundo decaimento deve ser utilizado para a estimativa do
expoente de Hurst e do erro aleatório para u e v. Já para a série de w, temos que os erros
referentes a cada bloco de 30 minutos ficam em torno da reta ajustada aos dados da série
completa, no entanto o erro calculado a partir dos 15 blocos de 30 minutos fica um pouco
abaixo desta reta, porém fica próximo da estimativa de RMSE da série completa.
Analisando a direção do vento da série completa e as direções do vento das séries de 30
minutos, como pode ser visto na Figura 6.34, tem-se que os resultados mostrados nesta seção,
referentes à comparação do comportamento do MSE e das estimativas de erros, são válidos
visto que a direção do vento das 15 séries de 30 minutos varia muito pouco se comparado









































































Figura 6.33: Análise dos decaimentos do MSE e dos erros estimados pelo MSE para as séries
u, v e w medidas em Mahomet. A linha vermelha corresponde ao comportamento do MSE da
série completa, juntamente com os ajustes – linhas tracejadas. As linhas pretas representam
o comportamento do MSE para as 15 séries de 30 minutos. Os pontos azuis são os erros
referentes a cada uma das 15 séries de 30 minutos. E o ponto verde refere-se ao erro da série
completa com base nas 15 séries de 30 minutos calculado a partir da equação (6.5).
Figura 6.34: Direção da velocidade do vento da série completa (vermelho) e direções da
velocidade do vento das séries de 30 minutos (preto).
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6.6.2 Análise do estimador R/S
Nesta seção apresentaremos uma breve análise do comportamento do estimador R/S
utilizando diferentes tamanhos de séries geradas a partir da série de 7h 30min de Mahomet.
Dividimos a série completa em: 90 séries de 5 minutos, 45 séries de 10 minutos, 30 séries
de 15 minutos, 15 séries de 30 minutos, 10 séries de 45 minutos e 7 séries de 60 minutos.
Primeiramente plotamos para todas as séries o comportamento de R/S versus Δ e R/S versus
Δ/T para u, v e w, onde T é o tamanho de cada série. O resultado encontrado pode ser visto
na Figura 6.35. Nota-se que o comportamento de R/S converge para todas as séries quando
é plotado contra Δ e não colapsa quando é plotado contra Δ/T , uma escala adimensional.
A fim de tentar adimensionalizar R/S, dividimos R/S por (δmin + δmax)/2, onde δmin e
δmax são os δ’s referentes às análises de máximo e mímino do intervalo R∗(t), equação (2.22).
Plotamos o R/S normalizado pelos δ’s contra Δ e Δ/T . O resultado encontrado pode ser
visto na Figura 6.36. Novamente o comportamento de R/S colapsa quando é plotado contra
Δ e não colapsa quando é plotado contra Δ/T . Assim verificamos que esta metodologia não
foi correta para normalizar o R/S.
Os resultados encontrados durante essa breve análise mostram que são necessários estudos
adicionais para entender melhor o comportamento do R/S e determinar qual é a variável
correta que o adimensionaliza. Recomenda-se que seja analisado o trabalho de Feller (1951),
pois ele analisa o comportamento assintótico do R/S para variáveis aleatórias independentes,
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Neste trabalho foi apresentada uma nova abordagem para estimativa de erros aleatórios
que leva em consideração o fenômeno de Hurst. A estimativa MFA é uma adaptação da
equação para o MSE proposta por Lumley e Panofsky (1964) e do Método de Filtragem
proposto por Salesky et al. (2012). Essa abordagem para a estimativa de erros, a qual deixa
a lei de potência p do MSE variar livremente para cada ajuste, também permite estimar
o expoente de Hurst (Hp). Outras metodologias utilizadas para a estimativa do expoente
de Hurst são: a partir da lei de potência da função de autocorrelação (HA) e da função de
estrutura (HD), a partir da transformada de wavelet (HW ), o método zero-crossing (HZ), e
o método clássico R/S (HR).
Primeiramente foram comparadas as estimativas do expoente de Hurst, utilizando os
seis métodos citados acima, de séries sintéticas (smfGn) e de séries de dados de turbulência
atmosférica. Para as séries sintéficas, as estatísticas das estimativas dos expoentes de Hurst
mostraram que HA, HD e HR são mais variáveis se comparado com as outras estimativas.
Também foi verificado que os estimadores HD e HR podem ser enviesados, pois apresentam
valores médios com mais de um desvio-padrão do valor real. Por fim, analisando as estima-
tivas em termos de variabilidade e da distância do valor real, HW , HZ e Hp têm os melhores
desempenhos.
Analisando estes mesmos estimadores para 130 blocos contendo 30 minutos de dados de
velocidade do vento u′ da campanha AHATS, foi verificado que somente as estimativas Hp,
HR e HZ puderam ser analisadas. Isto acontece porque as séries turbulentas apresentam
mais de uma lei de potência nas funções de autocorrelação, de estrutura e no espectro de
wavelet. Graficamente as leis de potência identificadas são referentes à faixa inercial, e não
correspondem as largas escalas, foco de estudo neste trabalho. As estatísticas das estimativas
do expoente de Hurst mostram que existe uma maior variabilidade nos resultados. Isto já era
esperado visto que esses dados apresentam diferentes condições de estabilidade e intensidade
de turbulência. Também foi verificado que as estimativas de HZ para as séries turbulentas
não foram adequadas, pois o valor médio foi de 0,991, valor bem distante das outras duas
estimativas. A estimativa HR apresenta valores maiores que a estimativa Hp.
Na literatura encontra-se que uma das possíveis causas do fenômeno de Hurst é a não-
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estacionariedade das séries. A fim de verificar qual a relação entre a não-estacionariedade e
o expoente de Hurst, foi aplicado o método da remoção da tendência linear com o objetivo
de reduzir os efeitos de não-estacionariedade das séries. O expoente de Hurst foi estimado
para os dados de primeira ordem antes (dados brutos) e após este procedimento (flutuações
turbulentas), a fim de verificar o efeito da remoção da tendência linear nas estimativas de
H. Os resultados mostram que a mudança nos valores do expoente de Hurst é mínima e
nunca faz com que H chegue no valor 1/2. Verificamos também que o MSE é mais sensível
a remoção das tendências do que o R/S. Desta forma, podemos concluir que a remoção da
tendência linear afeta muito pouco os valores de H, não sendo capaz de eliminar o fenômeno
de Hurst. Para outras ordens ainda são necessários estudos.
Os resultados referentes às estimativas do expoente de Hurst mostram que, independente
do estimador utilizado (MFA ou R/S), a maioria dos casos das variáveis analisadas neste
trabalho (flutuações de primeira, segunda e terceira ordem) apresentam H > 1/2. Este valor
para H mostra que as séries exibem o fenômeno de Hurst. Este fenômeno é mais intenso, no
sentido de maiores valores de H, para as flutuações de primeira ordem, com exceção de w′.
É importante notar que para estes valores de H a função de autocorrelação não converge e
consequentemente a escala integral é infinita, ou seja, não existe.
Nas análises realizadas neste trabalho com dados de turbulência e com séries sintéticas
de smfGn foi verificado que as estimativas de H são diferentes usando os dois estimadores:
MFA e R/S. Este mesmo comportamento já tinha sido verificado nos campos de hidrolo-
gia, hidroclimatologia, finança, e em sequências de ruído Gaussiano fracionário e ARIMA
fracionário. Os resultados encontrados neste trabalho também mostram que para dados de
turbulência atmosférica, com exceção de v das séries de Mahomet, as estimativas de R/S
são, na maioria dos casos, maiores que as estimativas de MFA. Nós conjecturamos que o
estimador R/S é enviesado. No entanto, deixa-se como recomendação para futuros trabalhos
maiores estudos para verificar se esse estimador é realmente enviesado.
Para o erro aleatório, os resultados mostram que na maioria dos casos as estimativas
de erro do método LP são maiores que as estimativas de MF. Já as estimativas de erro
do método MFA são maiores que as estimativas de erros utilizando os métodos MF e LP.
Matematicamente isto faz sentido, uma vez que, para os casos que exibem o fenômeno de
Hurst, a função MSE cai com um expoente mais lento que -1, expoente previsto quando
o processo estocástico tem escala integral finita. Estes resultados mostram que os métodos
para estimar erros aleatórios que levam em consideração a existência da escala integral podem
estar subestimando os erros.
Em relação à estimativa de erros de terceira ordem, tem-se que os erros relativos à média
são muito maiores se comparados com os erros relativos dos momentos de primeira e segunda
ordem. Este resultado mostra o quão difícil é a estimativa de erros de momentos de terceira
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ordem relativos à média.
Também foi analisado se as estimativas do expoente de Hurst (Hp e HR) e os erros
aleatórios provenientes das estimativas MFA e MF possuem alguma dependência com a
variável de estabilidade ζ. Graficamente não é possível identificar nenhuma relação entre ζ e
os H’s. Em relação aos erros aleatórios, verificamos que, independente do método utilizado,
o erro relativo de w′u′ depende de ζ em condições instáveis e o erro relativo de w′θ′ crescre
com ζ em condições estáveis. Para os outros casos, estimativas de erros dos momentos de
primeira e terceira ordem e do restante dos momentos de segunda ordem, não foi possível
identificar nenhuma tendência com relação a ζ.
Para os dados de Mohamet, têm-se que o MSE da série completa de u e de v apresentam
dois decaimentos distintos. Os expoentes de Hurst referentes a estes decaimentos apresentam
valores maiores que 1/2, sugerindo que as séries exibem o fenômeno de Hurst. Já o MSE
da série completa de w apresenta H ≈ 1/2. Para este valor temos que a série não exibe o
fenômeno de Hurst. Conforme já mostrado anteriormente, Mesa e Poveda (1993) e Bras e
Rodríguez-Iturbe (1993) comentam que uma das causas do fenômeno de Hurst é que ele é um
comportamento transiente, e desta forma o tamanho das séries de dados não é suficientemente
grande para que se possa observar o comportamento de longo prazo. Neste exemplo é possível
ver que mesmo analisando uma série relativamente longa ainda encontramos valores de H >
1/2. Por fim, as análises com blocos de 30 minutos mostram que o segundo decaimento de
u e de v são os mais adequado para a estimativa do expoente de Hurst e do erro aleatório.
Por fim, utilizando diferentes tamanhos de séries geradas a partir da série completa
de Mahomet foi analisado o comportamento do estimador R/S. No entanto mais estudos
são necessários para se definir a variável correta para tornar o estimador adimensional.
Conforme já comentado, recomenda-se análise do trabalho de Feller (1951), o qual analisa o
comportamento assintótico do intervalo ajustado.
Os resultados encontrados neste trabalho são de grande importância visto que as estimati-
vas de erros são utilizadas para determinar o tempo de média (Wyngaard, 1973), determinar
qual o tamanho das séries para a estimativa de momentos de até quarta ordem com um
grau de siginificância (Lenschow et al., 1994) e para analisar a validade da TSMO (Salesky
e Chamecki, 2012). Tem-se também que os momentos de segunda ordem são utilizados, por
exemplo, no Método das Covariâncias Turbulentas para a estimativa de fluxos turbulentos
(Rannik et al., 2004; Hammerle et al., 2007; Carneiro, 2008; Armani et al., 2013). Além disso,
muitas vezes as estimativas dos erros dos momentos de segunda ordem são calculados com
métodos clássicos, os quais, segundo este trabalho, subestimam os erros. Já os momentos
de terceira ordem comparecem nas equações promediadas de Reynolds para a evolução dos
momentos de segunda ordem, e os erros envolvidos em seu cálculo raramente são avaliados.
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