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Introduction 
By definition, cooperation is the act of working in compliance with others to 
obtain a mutual benefit. 
Consider an engineering system composed by several subunits, which can 
be either dynamically coupled or decoupled. Suppose we want to control such 
system: if all the subunits are able to internet and cooperate in order to pur-
sue and attain the control objective of the overall system, we may gain great 
advantages. Let's look at some typical examples. 
A large data network may be composed by several routing units that are 
responsible for the data traffic organization: depending on the terminals re-
quests and the channels communication capacity, an optimal data exchange 
rate should be chosen for the different links. The overall objective of the 
routers is to allow a maximal overall fiow of information, avoiding bottleneck 
links, data bouncing and overexploited (or unused) paths. 
Similarly we can considera fiow control system, composed by an intercon-
nection of pipes serving different users ( e.g. different tanks of a large plant, 
hydraulic basins ... ) and having different capacities. The distribution system 
could be composed by different units responsible for the fiow to be assigned to 
each pipe: this should respect the users requests, the pipes capacities and the 
sources availability. 
A final and very popular example is a group of robots that have to ex-
plore an environment of interest and reach a certain formation, which is their 
ultimate goal: each of them needs information on important features of the 
environment, such as obstacles, and on the other robots positions. 
For the three cases we shortly presented, we can immediately draw some 
important structural analogies. The set of routers, the fiow assignment units 
and the robots are Decision Makers (DMs) or agents (we will utilize these 
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words as synonyms), nodes where the information regarding the overall system 
is utilized and the control strategy is actuated. The data rates at the differ-
ent nodes, the flow rates and the environmental features are the information 
based on which the control action has to be chosen. It is reasonably intuitive, 
that the more the DMs are, the faster and better they may know the system 
configuration and fulfi.11 their goal. But this is true only if they implement the 
right cooperation strategy. 
A centralized supervisor constantly gathering the information collected by 
every DM and accordingly distributing instructions would perfectly do the job, 
finding the optimal solution to the overall problem. But often, such as in the 
network routing case, a model for the DMs does not exist, or it's too expensive 
to obtain. Moreover a centralized controller would generate an unsustainable 
fragility in the system, which would critically fail if this unique supervisor was 
put down. At the other extreme, we could allow each DM to communicate 
with all the others (all-to-all connection), and provide it with the knowledge 
of all the models of the other DMs and the data they gathered. In this other 
case, it could be practically diffi.cult or impossible to gather all the models; 
the computational power needed by each unit could become enormous; there 
would be further issues regarding the problem solution numerically attained at 
each node. Furthermore, if N is the number of agents, this would introduce a 
number of links of the order of N 2 . 
In between those two critical solutions, there's the vast land of possible 
engineering architectures helping the agents to effi.ciently exchange data and 
strategie information and reach the desired system state. 
To distribute means to divide a certain quantity in different parts, that can 
be assigned each to a certain individual. A distributed system is therefore a 
set of coherently autonomous units, that can achieve the overall solution of an 
engineering problem by individually solving its parts (49]. Going back to our 
example: can we divide the DMs tasks in many autonomous subtasks to be 
assigned to different members the agents set? Doing so, can we maintain the 
overall cooperation? This way we would not need a central calculator, nor an 
all-to-all communication connectivity. 
The design and synthesis of a distributed cooperative system needs two 
crucial technological aspects to coexist: the first is the availability of suitable 
hardware, in the form of embedded distributed computational units or DMs, 
sensor and actuator networks; the second is the existence of effi.cient software, 
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allowing to break down the computational burden among the DMs or route 
the control instructions to the suitable actuation unit. In the recent years 
great attention has been given to both hardware and software dedicated to this 
category of systems, which are becoming more and more common. It is enough 
to think of more examples such as site control and surveillance, that require 
distributed monitoring of large areas and coordinated actions; environmental 
applications, where several sensors can be displaced to collect and fuse different 
types of information over a large territory, to make weather predictions, or 
screen pollution levels; automated military missions, where small exploration 
or foraging units need to cooperate to perform their task with precision and 
efficacy. 
Our interest is devoted to the theoretical side of cooperative systems design: 
we will study a class of control algorithms that can be distributed, guarantee 
cooperation and stability properties to a general multi agent system. 
A special case of cooperation is the dynamic coupling arising in large-scale 
systems: classical references are among others the work by D. D. Siljak [68), the 
seminal paper [76), the adaptive techniques for decentralized systems developed 
in [28). The structural properties of decentralized controlled large-scale systems 
are considered in the work of R. D'Andrea and co-workers (see, for instance, 
[11, 40)), which can be used in several applications, such as fiight formations 
and distributed sensors. Studies on topology independent control have also 
been explored [9). 
This work is though dedicated to the study of cooperation as coupling 
arising among independent systems through their control actions, where the 
classica! (but not exclusive) case study is represented by Uninhabited Au-
tonomous/ Air Vehicles (see, among others, [6, 66, 77)). We are moreover in-
terested in a certain category of distributed cooperative control algorithms: 
a new version of distributed Receding Horizon (RH) control will be proposed 
and analyzed, in particular from the point of view of its stabilizing properties. 
RH contro! is a framework that arises from Model Predictive Control (MPC): 
[4, 56, 25, 23, 24); [2). Its basic principle relies on the knowledge of a model for 
the system, the computation of an optimal control sequence minimizing a user 
defined cast function over a finite future time window and the application of 
the first element of such regulation sequence; this procedure has to be repeated 
at each time. When referring to U AV types of applications, such MPC cost 
function can take into account several issues, such as collision avoidance and 
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formation constraints, and may reward the tracking of a certain path. The RH 
control techniques are nowadays mature, allow to handle linear and nonlinear 
systems, constraints on the state and the control actions; the theory applies to 
both continuous and discrete time cases. The choice of exploring its applica-
bility to cooperative systems is therefore well justified [47, 15, 45, 52, 51]. 
In [43], [44] and [45], the authors consider a two-degrees of freedom team 
of UAVs assigned to visit a certain number of points. The team of UAVs is 
controlled in a centralized RH framework and by exploiting global potential 
functions, the authors prove certain stationarity properties of the generated 
trajectories in the case of two agents searching for multiple targets. The main 
drawback is here the centralized approach, that limits the scalability of the 
analysis; the recent publication [46] the authors develop a distributed coopera-
tive controller which does not require a vehicle to maintain perfect information 
on the entire team and whose computational cost is scalable and lower than 
the centralized case; its effectiveness is illustrated through simulation-based 
comparisons with the centralized case. 
One of the first works proposing a distributed MPC framework for large-
scale linear systems was proposed in [29, 5], where a one-step delayed communi-
cation was assumed. Another early study on the subject is [16]. The PhD work 
by W. Dunbar focuses instead specifically on the coordination of a large group 
of cooperating nonlinear vehicles ([15] and related works), where a centralized 
RH problem is decomposed and solved locally. Each vehicle knows the model 
of its neighbors ( other vehicles with which the communication is allowed) and 
receives their predicted control action (in practice, their strategy), together 
with their current state: based on such information, it can find its optimal 
strategy and broadcast it. Convergence to the formation equilibrium point is 
assured by guaranteeing frequent updates and a bounded error between the 
assumed and the predicted trajectories, which every agent computes for itself 
and it's neighbors in the model predictive control process. Such assumption 
can be seen as a constraint on the strategy, and can be beneficial in terms of 
final performance, though detrimental as far as computational burden and ve-
locity. This approach is very dose to the one we will propose in the present 
work, and we will often draw comparisons between the two. 
A RH control scheme has also been proposed in [32], [33), where the central-
ized problem is decomposed into local computations and the feasibility issues 
are thoroughly examined; stability is obtained in [32] by exploiting a hierarchi-
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cal decomposition of the team in suitable subgraphs with assigned priorities. 
Recently, a distributed RH control architecture for spatially invariant systems 
was proposed in [57], while [58] is dedicated to spatially distributed systems 
with arbitrary connection topology. 
The case of autonomous aerial vehicles was considered by J. P. How and 
co-authors, in works such as [1, 38], where Mixed-Integer Linear Programming 
(MILP) is exploited to solve a RH control problem for trajectory planning. 
A theoretical framework for distributed MPC with guaranteed nominal 
stability and performance properties is offered in [75]: distributed regulators 
work iteratively and cooperatively towards achieving a team control objective, 
guaranteeing feasibility and stabilization at each iteration step. 
It is worth noting that RH control is not the only choice we have in cooper-
ation problems. Some important theoretical results on the stability of swarms 
are [48, 22]; string stability is a concept proposed and studied in [71] and [72], 
where adaptive control algorithms are applied. Coordination of a large group of 
cooperating nonlinear vehicles is considered in [67]: a centralized cost function 
is decomposed and locally minimized; stability is assured by exploiting graph 
theory assumptions and potential functions. Robotic networks are considered 
in [54, 55], coverage control algorithms for mobile sensor networks are pre-
sented in [10]. Decentralized algorithms for motion coordination of a group of 
autonomous vehicles, aimed at minimizing the expected waiting time to service 
stochastically-generated targets are offered in [21]. 
We need at this point to mention that towards a broad analysis of the 
structural properties of cooperative systems, an Input-to-State Stability (ISS) 
analysis has recently been proposed by several authors. In [73), [7 4) the concept 
of Leader to Formation Stability is developed. A discussion of some of the 
issues arising in the study of non-holonomic vehicles using ISS can be found in 
[8]. ISS tools have been successfully applied to the specific case of networked 
systems with serial communication, where Nesic and Teel propose a new unified 
framework for modelling and analyzing networked control systems [60), [61); 
previous work on parameterized interconnected system is given by [39]. Finally, 
in [47, 51] connections are made between ISS and MPC. 
In this work, we consider a team of discrete time, dynamically uncoupled 
DMs: each has a twofold local contro[ objective: (i) a control objective that 
depends only on the agent's own state variables and (ii) a control objective that 
depends on the information exchanged with neighboring/cooperating agents, 
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which aims to achieve a desired global cooperation behavior for the team of 
agents. Such objectives are embedded into a finite horizon, local, user-defined 
cost function, which is to be minimized; such cost function clearly depends on 
the state of the minimizing agent and on the states of the neighbors, gathered 
with a certain delay. The obtained control sequence is applied in a RH fashion, 
and allows the presence of constraints. Given this general structure, and with 
respect to the presented state of the literature, the main contributions of this 
work can be summarized as follows: 
• We propose a stabilizing and totally distributed RH framework for decou-
pled cooperative systems, with no constraints on the strategy, considering 
both cases of a team of linear and nonlinear agents. In the linear uncon-
strained case, the control law becomes particularly simple, being explicit 
and linear. 
• This distributed cooperative control problem explicitly and thoroughly 
handles state and control constraints, where the formal proofs are carried 
out utilizing ISS concepts. 
• Each agent does not need to know the models of its neighbors nor the 
overall team structure. 
• The presence of delays is taken into account, that can be different among 
the different agents, even though they are assumed to be known and 
deterministic. 
The fundamental features of this control architecture will be described in 
Chapter 1 with particular attention to the general formulation of a RH control 
problem and the expression of the cost function to be minimized. 
In the subsequent chapters, two case studies will be presented: the first 
dealing with a team of linear agents, in Chapter 2; the second regarding the 
study of a team of agents with nonlinear dynamics, in Chapters 4 and 5. In 
all these subcases, the same series of analysis steps will be made: 
• The specific RH control problem is formulated; a certain cost function is 
introduced, which embeds individua! agent and team goals. Assumptions 
on the dynamics, control requirements and constraints are introduced, 
where necessary. 
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• Each agent is first viewed as an entity separateci from the team: the 
delayed information gathered from the neighbors is treated as an exter-
nal reference to be tracked in the prediction fame of the MPC problem. 
Sufficient conditions are stated to guarantee stability of the single agent. 
Where constraints are present, local stability is achieved. 
• The agents are gathered together and analyzed as a single dynamical 
system in a closed loop, where the delayed information is viewed as a 
delay block into the loop. Asymptotic stability is proved utilizing small 
gain results. 
When the agents dynamics are linear, the RH control problem without 
state or input constraints can be easily solved in analytical form, by utilizing 
the so-called Fake Algebraic Riccati Equation [3]. The information from the 
neighboring agents can be seen as an external input to be tracked: therefore 
the control law is in this case linear with respect to both the state of the 
agent which is the subject of the optimization, and the states of the neighbors. 
The total dynamics of the team can be thus modeled through an overall linear 
dynamical system, whose stability can be guaranteed by a suitable choice of the 
local cost function. In particular, as will be shown in Section 2.4.2, the matrices 
weighting the information incoming from the neighbors have to respect certain 
bounds in order to ensure asymptotic stability of the group. This property will 
be proved to hold utilizing the discrete time small gain theorem. 
A more complicateci case is that of a team made up of nonlinear dynamical 
agents. Despite the general control framework remains practically unvaried, 
we chose to carry on the stability analysis through the concept of Input-to-
State Stability (ISS): Chapter 3 is dedicateci to an introduction to the main 
definitions regarding this field. Some basic results on regional ISS will be 
also presented in Section 3.2, which are useful for the analysis on constrained 
cooperative control in Chapter 5. In fact, the case of nonlinear agents will 
be split in two sub-cases, namely one where the RH control problem is solved 
without constraints ( Chapter 4) and another were we introduce constraints 
both on the state and on the input (Chapter 5). The latter problem is by far 
the most interesting and complete, and represents a very powerful result also 
from an implementation point of view. While the stability proofs for both the 
unconstrained and the constrained case are solved by utilizing the small gain 
theorem, the necessary preliminary tools to show stability at the level of the 
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single agent differ in several points. In particular, the constrained case needs 
a slightly different problem formulation (that follows [51]), and the utilization 
of regional ISS stability concepts. 
Application examples will be offered in Chapters 2, 4 and 5: the algorithms 
will be tested using simulated teams of UAV's in Matlab. 
Finally, an overall summary with remarks and hints for future work will be 
discussed in the thesis conclusions. 
Notation 
This section provides the main notations, definitions and abbreviations that 
will be extensively utilized throughout this work. Further definitions regard-
ing Input to State Stability, that require more formal effort, are provided in 
Chapter 3. 
p >o, p ~o 
<!>k 
I · I, I · 12 
I· loo 
Il</> 11 
Set of real numbers and non-negative reals 
respectively. 
Set of integer numbers and non-negative integers 
respectively. 
Positive definite and positive semidefinite matrix 
respectively, P E :rn:.nxn. 
kth value of the discrete time sequence 
</>: Z2:o---+ :rn:.m. 
Time window from time k to time k + N of the 
discrete time sequence </>. 
kth value of the discrete time sequence </>, subject to 
a time delay L).. 
Euclidean norm and squared Euclidean norm 
respectively. 
Weighted Euclidean norm, where P is a positive 
definite matrix. 
Infinity norm. 
supk2:o{l</>kl}, for the discrete time sequence </>. 
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id 
/11 o /12 
BA 
A\B 
d((,A) 
A 
b,.ji 
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supO:Sk:S7 {J<Pkl}, for the discrete time sequence q). 
Set of discrete-time sequences q) taking values in 
some subset ~ e Rm. 
Identity function from R to R 
Composition of two functions 111 and 112 from R to R. 
Boundary of a closed set A e Rn. 
Difference between two given sets A ç Rn and 
B ç Rn, with B ç A, i.e. A\B = {x: x E A,x <t B}. 
Point-to-set distance from ( E Rn to A, A ç Rn, i.e. 
d( (, A) = inf {I 'T/ - (I , 'TJ E A}. 
Set of cooperative agents operating in the same 
environment. 
Agent belonging to the set A, characterized by the 
index i E {l, ... , M}, where M is the total number 
of agents. 
Set of agents ( neighbors) exchanging information 
with agent Ai. 
Set of indexes characterizing the agents belonging to 
gi. 
Discrete time state vector of the ith agent Ai, at 
time t. 
Discrete time control vector of the ith agent Ai, at 
time t. 
Discrete time information vector received at time t 
by the ith agent Ai, coming from the neighboring 
agents. 
Communication delay between agent AJ and agent 
Ai. 
Delayed discrete time state vector communicated 
from agent Aj to agent Ai at time t (the time index 
is dropped for simplicity). Alternative notation: 
xij 
t-D..ji 
Contents 
ÌRH, ÌRH0 
ISS 
AS, 0-AS 
GAS, O-GAS 
LISS 
AG 
Lt 
Receding Horizon control law, and optimal RH 
control law respectively. 
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Finite Horizon control law and optimal FH control 
law respectively. 
Input to State Stable (also Input to State Stability). 
Asymptotically Stable and zero-Asymptotically 
Stable. 
Globally Asymptotically Stable and zero-Globally 
Asymptotically Stable. 
Locally Input to State Stable. 
Asymptotic Gain property. 
Lipschitz constant (global or local as specified in the 
text) for function f from IRn to IRm. 

Chapter 1 
Formulation of the RH 
contro I pro blem 
This chapter will introduce the general problem of cooperative and distributed 
RH control, giving more details on the structure of the system type that will 
be considered. As anticipateci in the Introduction, we are interested in sys-
tems that can overall be seen as a set of separateci subunits that cooperate 
through their control action in order to fulfill an a priori determined control 
objective. Therefore the generic system we will look at is composed by a set of 
dynamically decoupled subsystems, each computing a local control law trying 
to accomplish both global-level and agent-level requirements. Such architec-
ture can be referred to as team. Throughout this work we will consider only 
discrete time settings, where the agents are discrete time linear or nonlinear 
systems. 
The control laws are obtained in a RH fashion: at each DM, the basic 
algorithm proceeds by minimizing a suitably defined FH cost function with 
respect to a finite sequence of controllers, the first element of such sequence is 
actuated and the algorithm is then repeated at each successive discrete time. 
Section 1.2 offers an overview of the RH strategy: in the subsequent chapters 
such basic control structure will be added several specifications that depend on 
the linearity /nonlinearity of the DMs, on the control objective, requirements 
and constraints. 
22 1. Formulation of the RH control problem 
1.1 Structure of the team of agents 
A distributed dynamic system will be considered, made of a set of M agents 
denoted as A:@: {Ai : i= 1, ... , M}. Each DM Ai is described by the generic 
time-invariant state equation: 
(1.1) 
where, for each i = 1, ... , ]\/[, x~ E Rni denotes the local state vector and 
u~ E Rmi denotes the local control vector of agent Ai at time t. We assume 
that g(·, ·) for now is just a generic function describing the system dynamics, 
either linear or nonlinear, and that gi(O, O) = O, i = 1, ... , M. We also suppose 
that the dynamics of all M agents evolve on the same discrete-time space ( that 
is, the DMs are synchronized). 
In open-loop mode, each agent is dynamically decoupled from the remain-
ing DMs and the dynamics of the other agents are not assumed to be known. 
The coupling between agents arises due to the fact that they operate in the 
same environment and due to the "cooperative" objective imposed on each DM 
by a cost function that will be defined later on. 
To achieve some degree of cooperation, each agent Ai exchanges an infor-
mation vector w~ with a given set of neighboring agents gi ~ {Ai : j E Gi}, 
where Gi denotes the set of indexes identifying the DMs belonging to the set 
gi. More precisely, the information exchange pattern is defined as follows. Let 
us consider a generic time-instant t; then for each i = 1, ... , M, the agent Ai 
receives from each neighboring cooperating DM Ai E gi the value of its local 
state vector with a delay of D:.ij time steps, that is, agent Ai receives the vector 
:i4-t:i.ij from agent Aj E gi. To gain some more insight into the information ex-
change pattern, referto Fig. 1.1, where a simple three-agent example is shown 
pictorially. In this specific example, each DM receives information from all 
remaining DMs. At each time-instant t, we group all inputs to agent Ai into a 
vector w~ defined as w~ :@:col (:i4-t:i.ij, j E Gi). The size of vector é is equal 
to n~ = L nj and clear ly 
(1.2) 
where Wi denotes the cartesian product of all sets Xj, j E Gi, that is, 
1.1 Structure of the team of agents 
wi ~ rr xj. 
jEGi 
x2 
t-b.23 
Figure 1.1: Three agents exchanging delayed state information. 
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It is worth noting that the above setting allows the investigation of quite 
a large class of distributed cooperating dynamic systems like teams of mobile 
vehicles, cooperating robotic arms, routing nodes in communications and/or 
transportation networks where agents cooperate to minimize the total tra:ffic 
delay, networks of reservoirs in water-distribution networks. 
For instance, let us introduce an example that will be then utilized in Chap-
ter 5 to illustrate the effectiveness of our framework. Such example is drawn 
from [31] and is given by a set of M hovercrafts that we want to coordinate to 
autonomously achieve a certain spatial configuration. Each toy vehicle can be 
described by the following continuous time equations: 
mxi= -µ1±i + (uk + ui) cos(Bi), 
mf/ = -µ1'i/ + (uk + ui) sin( Bi), 
JiJi = -µ2fi + (uk - ui)rv, 
(1.3) 
which can be trivially discretized; the corresponding discrete time variables 
will be indicated as x~, y~ and u~. A graphical sketch of the vehicle is given in 
Figure 1.2 
Suppose that we are able to embed a controller in each of the hovercrafts, 
and we can endow them with wireless sensors that allow them to sense or 
directly communicate their state, according to a certain topology of the com-
munication links. So the ith vehicle has access to the state of a subset of 
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y 
X 
Figure 1.2: Scheme of the hovercraft example 
other vehicles, which are to be considered its neighbors. Now, this ith DM 
must seek to reach a certain position in its environment, that corresponds to 
an overall configuration that was assigned to the group by apriori design: this 
is exemplified in Figure 1.3. This has to be accomplished without an overall 
optimization, and with the partial information about the state of the neigh-
bors only. This can be don e by minimizing a local cost function ( that will be 
introduced formally with (1.4)) that is able to account for the cooperative final 
task including the information - previously denoted as w~ - incoming from the 
neighbors: depending on such information, a controller that minimizes such 
cost will be found at each time instant, as we will detail in the next section. 
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y ~-·····~ 
...... ·····;:./""'''" .... 
. ·· : ~--·-····(···········L ........................ ...  
~:~·····./ ~ 
X 
Figure 1.3: Example of configuration of a group of hovercrafts: collision avoid-
ance is clearly required. 
1.2 The RH framework 
Throughout this work we assume that each agent locally computes a Receding 
Horizon control law, to achieve both cooperative and local objectives. As antic-
ipated in the previous section, such controller is the one that minimizes a cost 
function whose parameters are chosen depending on the designer objectives: 
such objectives are indeed cooperative, but must also be aimed at guaranteeing 
stability. 
For each member of the team, for given values of the state vector x~ and 
of the information vector w~ at time-instant t, we introduce the following 
26 1. Formulation of the RH control problem 
finite-:horizon (FH) cost function (in general, nonquadratic): 
t+Ni-1 
J}H= L (1.4) 
k=t 
Such function depends therefore on the specific initial state x~ and on the 
information vector, but also on other factors. lndeed the prediction window 
length Ni, the cost-to-go elements h i, qi, the final cost h} and the parame-
ters df, dt are all deliberately chosen according to the cooperation and the 
own agent's objectives. Some of them also play a crucial role in guaranteeing 
stability, as will be thoroughly detailed in the following chapters. The control 
variables ul, k = t, ... , t + Ni - 1 are the argument of a suitable optimization 
problem; where one seeks to minimize (1.4). 
Recalling the hovercraft example, the states are positions and velocities of 
the vehicles, while the inputs are the lateral fans' thrust to be applied to attain 
the desired trajectory. 
We want to immediately point out that (1.4) is composed of two terms: 
t+Ni-1 
a partial cost term given by L hi(xl,ul,df) + h}(x~+Ni,d~~Ni), and 
k=t 
t+Ni-1 
a "cooperation" cost term given by L qi (xl, wi, cl{) . The quantities 
k=t 
df, df, i = 1, ... , M denote some given vectors of appropriate dimensions 
and in general df are useful to specify a desired reference value for sol!le or all 
components of the local state variables, whereas the vectors dt can be used to 
parametrize the cooperation between the DMs. For example, if the agents are 
our hovercrafts, then vectors d~i, df could be defined so as to specify given 
trajectories to be followed by each agent or also set the desired "formation 
structures" for the DMs. 
At every time-instant t, vector w~ can be considered as known external 
input in the cost function: its value can remain constant within the prediction 
horizon (information is exchanged prior to the evaluation and minimization 
of (1.4)) or be paired with a forward-forgetting factor that will decrease the 
"importance" of the information vector in the FH cost function along the time 
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window. This latter possibility will be exploited in Chapter 4, where its math-
ematical implementation and advantages will be described and discussed. 
Going back to our toy example, the information vector w~ is nothing but 
a vector where the states of the neighbors ( that can be known with a cer-
tain delay) are stacked and utilized within (1.4) to determine the best control 
sequence. 
The local control law is designed according to a RH strategy: in the lit-
erature several different problem formulations can be found depending on the 
particular setting (see also the well-known survey paper [56]). At this level, 
our aim is to introduce the reader to the general formulation of a RH control 
problem in a cooperative context: such formulation will be furtherly detailed 
in Chapters 2 and 4 according to the characteristics of the considered team of 
agents and to the design objectives. 
Problem 1.2.1 (FH Optimal Control Problem) At every time instant t ~ 
O, far every agent Ai, i = 1, ... , M described by (1.1}, and far given values 
x~ and w~ of the state and the information vectors, find the optimal FH control 
{ 
iF Ho iF Ho } h . . . h h t (1 4) sequence ut , ... , ut+Ni-I t at mznzmzzes t e e osen cos . . 
o 
The above control problem can be extended to include constraints: we 
could require for instance that the states and the control sequences belong to 
specific predefined sets, or impose constraints on the terminal state. This case 
is, in general, more realistic but represents a harder minimization problem to 
solve. This type of formulation will be discussed in Chapter 4. 
Now, the RH procedure can be described in the usual way as follows. When 
the controlled agent Ai is in the state x~ at stage t, the FH optimal control 
Problem 1.2.1 is solved, thus obtaining the sequence of optimal control vectors, 
·FH0 ·FH0 
{ u~ , ... , u~+NLI}. The first control action of this sequence becomes the 
contro! action u~RH0 generated by the RH local controller at time-instant t 
(
. iRHO il iFHO ) Th' d . d f d i.e., ut = ut . is proce ure is repeate stage a ter stage an a 
feedback-feedforward control law 'YkHo ( xL wn is obtained, as the control vector 
·FH0 • u~ depends on the local current state x~ and on the vector of delayed 
states w~ communicated to the agent Ai by the cooperating agents gi = 
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{ Aj, j E Qi}. The system ( 1.1) under the action of the RH optimal control 
law can thus be rewritten as 
It is worth noting that, from well-known results on RH control (see, for in-
stance, [56] and the references cited therein), we have 1J:mo (O, O) = O and 
hence fi(O, O) = O, that is, the origin is an equilibrium state for agent Ai 
when w; = o, t 2: o. 
Chapter 2 
The case of a team of discrete 
time linear agents 
If we consider a set of agents where each member is described by linear dy-
namics, the application of the general RH framework introduced in Chapter 1 
allows for a straightforward stability analysis. In particular, at the level of each 
agent we will derive a linear RH control law that allows to solve Problem 1.2.1 
when the considered cost function is quadratic and no constraint is imposed. 
Such RH regulator has a feedback and a feedforward component: the latter is 
linear in the delayed states of the neighboring agents. At Section 2.3.1 we will 
show how each DM under the action of the derived RH regulator is stable. 
The introduction of cooperation and of the feedforward control terms is 
equivalent to generating interconnections subject to delays within the team. 
Therefore the overall system can be modeled as a linear system, where the 
delays are taken into account, and under suitable restrictions on the inter-
connections size we can prove the team stability utilizing small gain theorem 
reasonings in Section 2.3. The bounds on the size of the interconnections will 
be discussed in detail in Section 2.4, reaching specifications on the overall con-
tro! design. In fact these bounds will be specifically linked with the cooperation 
terms in the local cost functions to be minimized by each DM. 
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2.1 Problem formulation 
The distributed dynarnic systern rnade of a set of M agents denoted as A ~ 
{Ai, i= 1, ... , M}, is now cornposed by DMs described by a LTI state equation: 
i Ai i+ Bi i Xt+l = Xt Ut, i= l, ... ,M (2.1) 
. i . i 
where, for each i= 1, ... , M, x~ E Rn denotes the state vector and u~ E Rm 
denotes the control vector. The characteristics of the tearn in terrns of dynarnic 
coupling and inforrnation exchange rernain the sarne as in Section 1.1. The 
following assumption is added: 
- The pair [Ai, Bi] is stabilizable, for each i= 1, ... , M . 
We will now specify the forrn of the cost function 1.4, which is to be rninirnized 
at the level of the single DM. In this chapter, we will drop the notation wi(t) 
denoting a colurnn vector cornposed by all the incorning state inforrnation frorn 
the DMs that cooperate with agent Ai. For each i = 1, ... , M and for a given 
value of the state vector x~ at tirne-instant t, we introduce the following finite-
horizon (FH) cost function, where the norrn considered is the euclidean norrn: 
(2.2) 
where Ni, i = 1, ... , M denote the lengths of the control horizons for each 
DM and d~ E Rni, k =O, ... , Ni - 1, i= 1, ... , M,j E Gi are given constant 
vectors representing the desired "distance" between the state variables of co-
operating agents. Matrices Z~ E Rnixni "select" the cornponents of vector 
x{_b.ii that should be considered in the cooperation part of the cost function. 
Clearly, if the dirnension of the state variables are the sarne for all DMs, the 
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cost (2.2) can be rewritten in the simpler form 
where we set n i = n . The symmetric state-weighting matrices satisfy pi 2: 
O, P)vi 2: ?'Sii 2: O, sxi 2: O and the symmetric control weighting matrices 
satisfy Ri > O , and the corresponding quadratic forms replace the functions 
hi, qi and h~ introduced at Section 1.2. 
It is worth noting that: 
1. The use of the quadratic cost function (2.2) is quite common in the recent 
literature (see, for instance [26, 14]) even though it is rather restrictive. 
On the other hand, as will be seen later on, this choice allows the for-
mulation of the "linear-quadratic" framework thus making possible the 
off-line analytical determination of local control laws (see the next se-
tion). The use of the past values x-1-.6.ji instead of some prediction x{+k 
of x1+k as is done, for instance, in [13), can be motivated in the same 
way: since x-1-.6. .. does not depend on the index k, it will be possible 
Ji 
again to determine analytically off line the local control laws, without 
assuming that each agent knows the dynamics of the neigboring ones. 
This significant computational simplification may clearly result in some 
performance degradation. 
2. Several interesting control objectives in the framework of cooperative 
DMs can be embedded into a cost function of the form (2.2). For exam-
ple, in the context of cooperating U AV s, it is well known that collision 
avoidance constraints can be handled through the so-called "potential 
fields" [35), [37), [7]. It is possible to show that this approach can be 
reformulated in terms of the optimization of quadratic cost functions like 
(2.2), for a suitable choice of the terms dij and of the matrix weights. 
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The local control strategy is based on the RH frarnework which has been 
described at Section 1.2. The RH procedure is repeated stage after stage and 
a feedback-feedf orward control law is obtained, as the control vector uf Hio 
depends on the local current state x~ and on the delayed states xi-ò.ji, j E Gi 
cornrnunicated to the agent Ai by the cooperating agents belonging to ç;i. We 
can state the following problern, which details Problern 1.2.1 for the considered 
case. 
Problem 2.1.1 A t every time instant t 2: O and far every agent Ai, i 
1, ... , M, find the RH optimal control law ufHio = "'f~H(x~; xi-ò.ji, j E Gi) 
h RHio . FHio FHio w ere ut is the first vector of the control sequence ut , ... , ut+Ni-l 
that minimizes the cast (2.2) far the local state x~ and the delayed states 
xi-ò.ji' j E Gi . 
As previously rnentioned in Section 1.2, the structure of the control objec-
tive is made of two parts: a "local" control objective airning at the rninirnization 
of the partial cost given by the terrns L::f~0 1 (lx~+kl~i + lu~+kl~i) + lx~+Nil~i. 
Nt 
and a "cooperation" control objective airning at the rninirnization of the par-
tial cost given by the rernaining terrns L::f~0 1 Lj E Gi lx~+k -xi-tlji + d~ l~ij + 
LjEGi lx~+Ni-xi-ò. .+d%il2 ij . Then, asthecontrollawforeachDM Ai, i= 
Jt SNi . 
1, ... , M takes on the forrn 11~H(xL ~-ò.ji' j E Gi), then the dynarnic behav-
iors of the agents are coupled and depend on the values of pi, Pti, 3ij, S~i, Ri 
and i~. 
The cooperation sternrning frorn the use of local control laws solving Prob-
lern 2.1.1 clearly introduces a dynarnic coupling between the cooperating DMs, 
as already pointed out. This cost-function-induced coupling is well known in 
the literature and is particularly well suited for distributed frarneworks where 
cooperation between decision rnakers is pursued. A classica! exarnple is the 
case where a group of decision rnakers have access to different inforrnation and 
cooperate on the accornplishrnent of a cornrnon goal, the organization becornes 
a team and the related optirnization problerns are narned team optimal control 
problems (see, for instance the classica! works [27, 53] and the very recent works 
[45], [32], [15], [26]). 
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2.2 The locai RH control law 
Problem 2.1.1 is an unconstrained minimization problem in the unknowns 
uL ... , u~+NLI. The analytical solution can be obtained by resorting to results 
available in the literature (see, for instance, [42]). 
For simplicity, this change of notation is now introduced for the remaining 
t f th h t . -ij à j . Gi D k - Ni 1 Ni 2 o par o e e ap er. x - xt-b.ji, J E . ror - - , - , ... , , we 
obtain the backwards difference equations: 
qt =pi+ L 5ij +AiT [qt+i -qt+lBi X (BiT qt+lBi+Ri)-l BiT qt+l]Ai (2.3) 
j E Qi 
jEGi 
(2.4) 
with boundary conditions 
q}vi = Pjyi + L s~i 
jEQi 
From now on, without loss of generality and again for the sake of notational 
simplicity we let S~i = Sij and d~i = d~ = dij, k =O, ... , Ni - 1. It is useful 
to rewrite (2.4) defining the following matrix depending only on the i-th DM 
local parameters (and thus computable off line): 
(2.5) 
Inside the FH time window {t, ... , t + Ni}, the quantities (xii - ~i) are 
constant. Hence, (2.4) becomes: 
v:+k = [I+ <I>t+i + <I>i+2<I>t+i + · · · + <I>~i · · · <I>t+2<I>t+i] L 5ij (xij - ~J) 
jEGi 
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and letting 
we have 
(2.6) 
j EGi 
Therefore, for k =O, ... , Ni-1, matrix gains are obtained: K'ki = (Bi T q%+1 Bi+ 
Ri)-1 (BiT q%+1Ai) and K'Jt = (BiT q~+lBi + Ri)-1 BiT. For each k, the FH 
control action is then given by 
(2.7) 
where v:+k+l is given by (2.6). 
Finally, the RH control law solving Problem 2.1.1 is obtained from (2.7) by 
setting k = O , that is 
(2.8) 
jEGi 
It is worth noting the particular structure of the RH control law (2.8). Specif-
ically, the control law is made of two parts: a feedback part and a f eedf orward 
part where the latter depends on the information exchange pattern and is 
therefore related to the cooperation between DMs. 
2.3 Stability of the team of cooperating agents 
The stability analysis will be carried out in two main steps. First, we shall 
address the stability properties of a single agent Ai when controlled by the 
local RH control law (2.8) and without considering the coupling effects due 
to the information exchange with the other DMs. Subsequently, the coupling 
effects will be taken into account. References for this chapter are [18],[19] 
and [20]. 
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2.3.1 Stability of the locai system 
Stability conditions for agent Ai can be proved in two steps (see [3]). First 
we have to recast the FH optimal control problem considered in Problem 2.1.1 
into a linear quadratic regulation problem and consider its extension to an 
infinite-horizon (IH) regulation problem with an associated Algebraic Riccati 
Equation (ARE). Then, we will interpret the RH problem as an approximation 
of the IH problem and we'll be able to state stability conditions using known 
results involving the Fake Riccati Equation (FARE). 
Let us assume that all the DMs have the same input dimension, and also 
the same finite optimization horizon, without loss of generality. More precisely, 
we assume that, for each i = 1, ... , M, we have mi = m, and Ni = N. 
Moreover, we'll suppose that all the DMs in the set A cooperate to minimize 
their local costs, that is Gi = {1, ... , M} \ {i}, i= 1, ... , M. 
To carry out the first step, at time t and for each i= 1, ... , M we introduce 
an auxiliary dynamic system described by the state equation 
i,h Ai,h i.h 
Xt+k+l = XÙ-k' k =0, ... ,N-1 (2.9) 
where x!~k E ~n(M-l) and the initial condition is given by 
i,h à [(-il dil)T (-i i-1 .Ji i-l)T Xt - X - · · · X ' -u ' 
Matrix Ai,h in system (2.9) is an identity matrix of appropriate dimensions. 
Hence, the following augmented systems is obtained 1 : 
i,r _ Ai,r i,r + Bi,r i,r 
xt+k+l - xt+k ut+k' k=O, ... ,N-l (2.10) 
h i,r à 1 [ i i,h ] i,r A i w ere xt+k - co xt+k, xt+k , ut+k - ut+k , 
Clearly, Ai,r E ~nMxnM, Bi,r E ~nMxm and 0 will denote from now on 
zero-matrices of appropriate dimensions. 
1 The original dynamics of agent Ai are not affected by the augmentation with the auxiliary 
system. 
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Now, to obtain the equivalent optimal regulator problem, we also need to 
suitably modify the weighting matrices in the origina! FH cost function (2.2). 
We first consider matrices Sij: as we assumed for simplicity that all DMs have 
the same state dimension, the transformation can be done by defining matrix 
ci,j E ]Rnxn(M-l) as Ci,j ~ [ 0 . . . 0 I 0 . . . 0 ] ' where the n X n 
identity matrix I is placed inside matrix Ci,j according to the definition of 
.h 
vector x~' Then, we let 
[ 
I l .. [ .. ] .. T 3i1 I -C'l,J -(ci,;) 
where I again denotes an n x n identity matrix. Matrices Sij,r are thus be-
longing to Rrxr and have the following structure: 
3ij 0 0 -Sij 0 0 
0 0 0 0 0 0 
3ij,r = 
-Sij 0 0 3iJ 0 0 
0 0 0 0 0 0 
The block elements Sij are suitably positioned according to the j-th element 
of vector x~,h, right or down shifted of n positions. Analogously, we introduce 
the new matrix pi,r E Rrxr as 
pi 
pi,r ~ 0 
0 
0 
0 
0 
0 
0 + L sij,r 
0 jEGi 
and a similar definition stands for P]f. Finally, we let Ri,r ~ Ri. The FH cost 
function (2.2) can be rewritten as 
N-1 
Ji,r _ ~ (1 i,r 12 + I i,r 12 ) + I i,r 12 - L Xt+k pi,r Ut+k w.r xt+N p'Jt 
k=O 
(2.11) 
Therefore, Problem 2.1.1 can be stated in the following equivalent form. 
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Problem 2.3.1 At every time instant t 2:: O and for every agent Ai, i 
h . RHi,ro i,ro ( i,r) h RHi,ro 1, ... , M, find t e RH optzmal control law ut = '°YRH xt w ere ut 
is the first vector of the contro[ sequence u[ Hi,ro, ... , u[$~~ that minimizes 
the cost (2.11) for the local augmented state x~,r. 
Let us now consider the FARE associated to Problem 2.3.1: 
i,r _ pi,r 
qN - N 
for k = N - 1, N - 2, ... , O , where 
pi,r à pi,r _ ( i,r _ i,r ) 
k - qk qk+l (2.13) 
The asymptotic stability of the local closed loop system, when the RH control 
law solving Pr?blem 2.3.1 is applied, is related to the eigenvalues of the closed 
loop matrix A~:o of system (2.10), where 
_Ai,r ~ Ai,r _ Bi,r(Bi,r Tqi,r Bi,r + Ri,r)-l X Bi,r Tqi,r Ai,r 
k k+l k+l 
(2.14) 
The conditions for which the eigenvalues of matrix A~r are all strictly inside 
the unit circle can be found in the following result [3). 
Theorem 2.3.1 Consider the FARE (2.12) and definition (2.13); if the fol-
lowing assumptions hold: 
a) Ri,r is positive definite; 
b) [Ai,r, Bi,r] is stabilizable; 
· -i r 1 
c) [N,r,(P0' )2) is detectable; 
d) P~,r is positive semidefinite. 
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Then matrix qf'r is stabilizable, that is, the eigenvalues of matrix A~r are all 
strictly within the unit circle. 
It is worth noting that assumptions made in Section 2.1 imply that hypothe-
ses a) and b) of Theorem 2.3.1 are fulfilled by construction. As to Assumption 
e), the following alternative result holds true ( the proof of this Corollary follows 
immediately from Lemma 4.1 in [3]). 
Corollary 2.3.1 Let us take into consideration definition (2.13); if the fol-
lowing assumptions hold: 
a) [Ai,r, Bi,r] is stabilizable and Ri,r is positive definite; 
. . 1 
b) [Ai,r, (pt,r) 2] is detectable; 
c} P,i,r > pi,r. 
o - ' 
then the eigenvalues of matrix A~( are all strictly within the unit circle. 
To sum up, the above results state that a suitable choice of the weighting 
matrices in the cost function (2.11) (and then the original cost function (2.2)) 
allows usto guarantee the local stability of the controlled DM Ai. In particular, 
choosing a suitably large final weighting matrix P~r always allows to satisfy 
Assumption d) in Theorem 2.3.l. It is also worth noting that to guarantee 
PJ,r 2: pi,r for any choice of pi,r, then a suitably large value of N has to be 
chosen. The reader is referred to [3] and the references cited therein for more 
details. 
2.3.2 Stability of the team of cooperating agents 
Under the application of the RH optimal control law (2.8), the closed loop 
dynamics of the i-th DM can be described as 
x~+l =Aix~ - BiKtx~ + BiK0i1>i L 3ii(xii - ~i) 
j EGi 
(2.15) 
203 Stability of the team of cooperating agents 39 
jEGi 
(2016) 
A global state equation,which describes the dynamics of the whole group of 
cooperating agents, can be now written o Let us introduce the maximum 
delay ~ ~ .n:-i~x. ~ji o To account for the delay, we introduce M ~ further 
i,J; i-:/=J 
t t t o i,1 i i,2 i,1 i,l:l. i,l::l.-1 o l M s a e equa ions Pt+ 1 = xt , Pt+ 1 = Pt , o o o, Pt+ 1 = Pt , i = , o o o , o 
Accordingly, we define an augmented state vector xf E JRnM(l+f::l.) in the form 
a à [ 1T MT 1,1T M,1T 1,f::l. T M,t:. T T 
xt - xt 000 xt Pt 0 0 0 Pt 000 Pt 000 Pt ] o Then, the global system 
dynamics can be described as 
M 
xf+l = Aaxf + L>Fidi o 
i=l 
First of all, A a is defined as 
pi 
(2017) 
(2018) 
where A E JRnMxnM, A~ blkdiag(À1 , .. o,AM), InM!::l. is an nM~ X nM~ 
identity matrix, and 0 denotes a zero rectangular matrix of dimension nM ~ x 
nM o Matrices ftk E JRnMxnM, k = 1, 000, ~ are block matrices whose struc-
ture and values depend on the specific delays ~ji o More precisely, for k = 
1, o o o , M , we let 
o o o JlM(k)F'lM] 
o o o J2M (k)F'2M 
0 
where Jij (k) = 1 if agent Ai receives the information about the state of DM 
AJ with a delay of k time-steps and Jij ( k) = O otherwiseo The matrices Fi 
40 2. The case of a team of discrete time linear agents 
are defined as 
where 
pi #:; pil pi2 pi3 pi4 piM 
0 denote zero-matrices of appropriate dimensions pii = 0 and pij = 0 if 
there is no cooperation between agents A i and AJ . Finally vectors di are 
defined as: df #:; -[di1T di2T ... diMTl0]T, where dii= 0; if there is no 
cooperation between DMs Ai and AJ, then the value of dij is irrelevant can 
can be conventionally set to zero. Consider the following partition of matrix 
Aa: 
a{:, A :F [ -
A] 
A = IA JtA ' 
where :FA E RnMxnMA, IA E ~nMAxnM, and HA E ~nMAxnMA are ap-
propriately defined on the basis of Aa given in (2.18) 
Let us first assume that the assumptions stated in Theorem 2.3.1 are ver-
ified. Then, matrix A is asymptotically stable and obviously we have that 
l(zl - 7tA)-1IA(zJ - À_)- 1 100 < oo. Specifically, there exists a scalar o:> O 
such that 
l(zJ -1tA)-1IA(z1 -À_)-lloo <o: 
Now, it can be immediately shown that V e> O, 3 /3 >O such that ISij,rloo < 
/3, V i = 1, ... , M, V j E Gi implies that IFA loo < e. Hence, let us choose 
a suitable ~ > O such that IFAl 00 < 1/o:. Then, using the discrete-time 
small-gain theorem, it follows immediately that matrix A a is asymptotically 
stable and the asymptotic stability of A a is guaranteed for all matrices :FA 
1 
such that IFA 100 < - . o: 
Moreover, assume now that the delays tl.ji are affected by some uncer-
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tainty. It is trivial to show that such uncertainty results in a suitable pertur-
bation ~p to the block matrix [ .F1 .F2 · · · fttl. J appearing in (2.18), that is 
matrix Aa becomes 
··· F 0 ~F -~l ~10 + 0 0 ' (2.19) 
Therefore, if the uncertainty on the communication delays is sufficiently small, 
that is, if there exists a sufficiently small scalar 1 > O, 1 < 1/a such that 
- À 1 l~Floo < 1, then the condition IF loo < - - 1 guarantees again the asymp-
a 
totic stability of matrix A a . 
Summing up, we proved the following: 
Proposition 2.3.1 Consider the global coupled system (2.17). Moreover, for 
each agent Ai, i= 1, ... , M, consider the FARE (2.12) and definition (2.13) 
and suppose that: 
a) Ri,r is positive definite; 
b) [Ai,r, Bi,r] is stabilizable; 
e) [Ai,r, (F~'r) ~] is detectable; 
d) P~,r is positive semidefinite. 
Then, there exists a bounded a> O such that l(zI - Hfl.)-litl.(zI -.À)-1 100 < 
a. Moreover, referring to (2.19), if there exists a sufficiently small scalar 
1 > O, 1 < 1/a such that l~Fl 00 < 1, and if the cooperation weighting 
matrices are chosen in such a way that IFfl.loo < ~ -1, then the team of DMs 
O'. 
is asymptotically stable ( all the eigenvalues of matrix Aa Zie strictly inside the 
unit circle). 
Some observations about the stability result reported in Proposition 2.3.1 
are now in place. 
1. Proposition 2.3. l is a sufficient condition for the asymptotic stability of 
the team of cooperating DMs and may be conservative in practice. 
42 2. The case of a team of discrete time linear agents 
2. The stability of the team of cooperating DMs should be associated with 
the global equilibrium state which in general is not the origin of the state 
space but depends on the specific values of the terms dij that act as 
"reference variables" in the cooperative control scheme (recall that these 
scalars enter the feedforward terms in the local control laws - see Eqs. 
(2.8) and (2.17) ). As an example, if the cooperative control problem refers 
to a formation trajectory tracking for autonomous vehicles, the desired 
formation is associated with the equilibrium state and the stability as to 
be associated with the "steady-state formation" . 
3. There is an inherent compromise between the overall stability of the team 
of agents and the amount of cooperation between the DMs themselves. 
This is not surprising and in several works (see, for instance, the recent 
paper by Dunbar [13]) the fact that, loosely speaking, the amount of 
cooperation between DMs and the stability of the team are confl.icting 
objectives is emphasized. 
4. The global system (2.17) can be seen as a closed-loop one where the com-
munication delays are included in the feedback interconnection. Clearly, 
in qualitative terms, increasing the amount of cooperation means to in-
crease the relative weight of the exchanged delayed information between 
the agents. On the other hand, as for all feedback systems, it is not 
surprising that these delays have a strong infl.uence on the closed-loop 
stability. In this connection, in the next section, a constructive sufficient 
condition is given (see Proposition 2.4.1) showing that an upper bound on 
the relative weight of the cooperation terms should be given to guarantee 
the stability of the global cooperative control scheme. 
2.4 Stability of the team and choice of the local cost 
functions 
2.4.1 Bounding expressions for the linear control law 
Following [19], in arder to relate the stability of the team with the coupling ma-
trices chosen in the local cost functions, some bounds on matrices pij in (2.15) 
will be given as functions of matrices 3ij, exploiting some of the results re-
ported in [36] and [41]. 
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Let us recall equation (2.4), which is the backwards recursive expression 
needed to compute the local feedforward input of each agent: 
v:+k = [I+ <I>i+i + <I>i+2<I>i+i + ... + <I>:Vi · · · <I>i+2<I>i+iJ x L 3ij (xij - dij), 
jEGi 
where we also recall the definition of each matrix <I>%: 
In section 2.2 we finally expressed in equation (2.6) the feedforward input v:+k 
as: 
v:+k =~i L 3ij (xij - iJ). 
jEGi 
Matrix ~L takes on the form 
(2.20) 
In the following, a bound on ~% will be determined as a function of the 
cost matrices 3ij. After this step, we will be able to relate also matrices pij 
with the cost function cooperation parameters, and finally rephrase in these 
terms also the sufficient conditions given in Theorem 2.3.1. 
First of all, let us consider the Riccati equation (2.3). Recall that, for a 
suitably large choice of 
i _pi ~ sij 
qNi - Ni + L..t Ni ' 
j E Qi 
it can be shown that ql ::; ql+i, for k =O, ... , Ni - 1. Letting 
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we obtain the inequality 2 
<Pi ::; AiT [I - q%Bi(BiT f>jyiBi + Ri)-1 BiT J ' k =O, ... ' Ni - 1. 
Hence, defining 
8~i. ~ Bi(BiT f>jyiBi + Ri)-1 BiT 2: O 
Nt 
it follows that 
Let us now determine a lower bound on q% as a function of Lj E Qi S~i . To this 
end, we assume that weight matrices Ri are identity matrices of appropriate 
dimension. Then, applying the matrix inversion lemma we can write 
= AiT [ (q%+1)-1 +Bi BiTJ-l Ai+ pi+ L 3ij' 
j EQi 
k = Ni - 1, Ni - 2, ... , O. 
Since q%+ 1 2: O , the first term on the right-hand side of the above equality is 
positive; since pi 2: O and 3ij 2: O by assumption, we have 
qi 2: pi ~ pi + L 3ij' k = Ni - 1, Ni - 2, ... 'o. 
jEQi 
and then the upper bound on <Pi takes on the form 
2We remark that, for the sake of simplicity, we are dealing with the case of cooperating 
DMs with the same dimension of the state and control vectors, without losing the general 
validity of the results. 
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Now, define the matrix 
w~,; ~ [1 - pi e~~'] , (2.21) 
which depends on the choice of matrices 5ij. By substitution in (2.20), we 
draw the following upper bound for <I>i: 
As a result, the following upper bound on matrices pii in (2.15) has been 
derived: 
pii _ Bi Kvi ..i..i sii < e-i .. sii 
- O '±'1 - '-'SiJ ' (2.22) 
where 
It is worth noting that the subscript Sii in matrices w~ij and E1ij empha-
sizes the fact that these matrices depend on the choice of sum of the cooperation 
weighting matrices Sii for each DM A i. 
2.4.2 Choice of the stabilizing cost function 
N ow that a bound on matrices pii has been derived, we can proceed to finding 
a choice of matrices Sij in (2.2), thus guaranteing the stability of the team of 
cooperating agents. 
In Section 2.3, the overall system dynamics was described by 
M 
xf+l = Aaxf + LP~, 
i=l 
where matrix Aa was partitioned as follows: 
In Proposition 2.3.1, the stability condition was given in terms of the norm 
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JF~J 00 • In the following, by exploiting the bounds (2.22) on matrices pij, we 
shall analyze how the cooperation weighting matrices 5ij in the cost function 
alterate the norm JF~ J thus influencing the stability property of the system. 
More specifically, once it has been verified that J(zI-1i~)- 1I~(zI-A)- 1 J 00 < 
a for some positive scalar a , let us find some explicit condition on the coupling 
matrices to ensure that JF~J < 1/o:, thus fulfilling Proposition 2.3.l. 
Let us first recall the structure of matrix F~: 
Assuming again that all the DMs have the same state dimension, and if the 
communication between the DMs is not replicated over the time frame ~' it 
follows that 
JF~Joo = . max J L pijloo · 
t=l, .. ,M . 
jEç? 
Supposing that all the coupling matrices 5ij are diagonal, from (2.22), we 
obtain immediately 
and thus 
(2.23) 
Summing up, we get the following result: 
Proposition 2.4.1 Let us take into account the global coupled system (2.17). 
Moreover, for each agent Ai, i = 1, ... , M, consider the FARE (2.12) and 
definition (2.13) and suppose that: 
a) Ri,r is positive definite; 
b) [A i,r, Bi,r] is stabilizable; 
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e) [Ai,r, (F~'r) ~] is detectable; 
d) P~,r is positive semidefinite. 
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Then, there exists a bounded a> O such that l(zl-rtll)- 1I!l(zl-À)- 1 100 < 
a . M oreover, if the cooperation weighting matrices Sij are chosen in such a 
way that 
max I Ei · I I ~ 3ij I < ]:_ 
i=l,..,M si) oo L...J_ oo a 
j EQi 
then the team of agents is asymptotically stable. o 
It is worth noting that, once the other parameters of the local system and 
the cost function are set, and asymptotic stability of matrix A is ensured, 
inequality (2.23) can be tested adapting suitably :Z::::j E Qi 3ij; the choice of the 
single matrices 3ij can thus be interpreted as a tuning parameter in the design 
of the cooperative control scheme. 
Proposition 2.4.l has been stated and proved for the case where no uncer-
tainties affect the communication delays ~ji between the DMs. The extension 
to the case of uncertain communication delays can be clone in a straightforward 
way along the same lines as for Proposition 2.3.1. 
2.5 Illustrative example 
We took as an example a set of UAVs moving in JR3 , using simplified and 
linear models. The objective of the team (and therefore of the cooperative 
controller) is to reach a certain "formation" around the origin, on the plane z = 
O, maintaining as much as possible the formation through the whole trajectory. 
The state of the vehicles in such simplified model is given by the space position 
and velocity components in the three space directions, which are assumed to 
be independent from each other. The discretized state equations for each U AV 
take on the linear structure 
i Ai i+ Bi i Xt+l = Xt Ut, (2.24) 
where matrices Ai and Bi were obtained from the discretization of linear 
damped double integrator equations, with sampling time T = O.ls. 
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The physical parameters have been set identical for all the DMs: the mass 
is m = 0.75 Kg and the viscosity parameter is set to µ = 0.15 Kg/m s. The 
delay occurring in the information received by agent i from agent j, which has 
been indicateci as t:,.ij, is set as D..ij = 3T for all the DMs, while t:,.ii =O. 
The desired formation is to spread the vehicles at an even distance of 
J2 · (1.5) 2 m along a line of 45° crossing the origin, reaching this position 
on the plane z = O. 
For the local cost function (2.2), we chose the prediction horizon Ni = 9, 
and the following weighting matrices: Ri = blkdiag(l, l, 1), pi= blkdiag(lO, l, 10, 1, 10, 1) 
and Pjy = 10 *pi for every i= 1, ... , M. As to the cooperation weight matrices 
Sij, several values have been considered, in order to test the efficacy of the 
algorithm and of the proposed bounds on the L:j E Qi 3ij, for each i . The 
initial condition is a set of matrices that causes instablity of the team, with all 
the matrices Sii equal to S~ = 100 * blkdiag(lO, l, 10, 1, 10, 1), Sòi =O. 
Two different ways to tune the cooperation matrices were tried. 
First of all we trivially ensured stability by imposing that the eigenvalues 
of the system matrix in (2.18) be inside the unit circle: starting from a desta-
bilizing value, the cooperation matrices were gradually decreased (they are 
diagonal, so we simply multiplied by a scaling factor) until such condition was 
satisfied. This first algorithm guarantees stability of the team, and a very good 
cooperative behavior; clearly this technique is computationally demanding if 
the team is composed by several agents, since it is relateci to an eigenvalue 
problem. 
For a set of 5 agents, we found that stability was assured by setting all the 
coupling matrices as S~j = blkdiag(42.4, 4.24, 42.4, 4.24, 42.4, 4.24), for each 
i, j, (which is the the bound on the sum multiplied for a factor 1/M ), the 
performance respects the desired formation (see Figures 2.1 and Figure 2.2). 
The dashed colored lines always represent the desired trajectories, while the 
solid lines render the actual behavior of the DMs. The colored circles represent 
the positions of the vehicles taken each second, while the black circles are the 
desired position at the same time instants. The distances among the agents 
reach the desired value of J2 · (1.5)2 m and vehicles never hit each other (see 
Figure 2.2). The objective distances are here shown with respect to agent 1, 
the red agent, and are represented by the dark dashed lines. The dark and 
colored circles show respectively the desired and actual positions of the DMs 
every two seconds. No input constraints have been imposed, which explains 
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the ideally fast behavior of the agents. 
On the other hand, finding a bound on the I.:j E Qi Sij through small gain 
reasoning has shown poorer performances on the considered system; tuning 
the bound according to the sufficient condition (2.23) leads to set Sij = 
blkdiag(6.36, 0.636, 6.36, 0.636, 6.36, 0.636), which forces the system to lower 
the cooperative behavior . In Figure 2.3 the team trajectories are reported in 
the three dimensiona! space; the projection on the plane z = O is shown in 
Figure 2.4. Figure 2.5 represents the performance of the members in terms of 
desired distances. 
The simulations on this example showed a strong dependence of the control 
performances (like, for example, reaching of desired final configurations) on 
the choice of the initial set of cooperation matrices and on the FH length 
N; in particular, the length of the control horizon and the weight on the 
final state greatly affects the stability of the system. The geometry of the 
weighting matrices naturally leads the control to affect more strongly either 
the position state variables or the velocities, depending on the higher chosen 
weights; the simulations proposed for the presented example were targeted for 
position tracking. 
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Chapter 3 
Input to State Stability 
Several studies on cooperative distributed systems have recently taken advan-
tage of Input to State Stability (ISS) and related concepts, which can be utilized 
in order to prove structural properties of certain cooperation strategies [73], 
[7 4]. It is also necessary to mention that a unified framework to analyze net-
worked control systems was proposed in [60], [61]. Connections between MPC 
and ISS can be found in [47, 51]. 
Input to State Stability, [70, 69, 30] among others, is a concept that answers 
an important question: how much does the external input magnitude affect the 
system state time profile? And if we substitute the words external input with 
external disturbance, it is even more evident how crucial such answer could 
be. Intuitively, if we recall from the previous chapters how we compared the 
information vector received by each agent to an external input or external 
tracking signal, we can immediately see that ISS could be extremely useful if 
it could help us classifying the behavior of our team in the presence of all the 
cooperation interconnections. 
Therefore, ISS is the main tool that will be utilized in the following chapters 
when investigating the stability properties of a team of nonlinear agents. In 
particular, the previously described RH control framework will be proved to 
guarantee ISS and stability of the team. It is therefore necessary to dedicate 
a chapter to this subject, recalling the main definitions and properties related 
to ISS. In Section 3.2 some results on regional ISS properties will be reported: 
they will be crucial basis for the stability analysis in Chapter 5. 
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3.1 Definitions 
The notations and definitions introduced in this chapter are fairly standard in 
the literature (see, for instance, [30)) and are briefiy reported for the reader 
convenience. 
Definition 3.1.1 (IC-function) A function 'Y: R?::o-+~?::O is of class K (or a 
"K-function") if it is continuous, positive definite and strictly increasing. O 
Definition 3.1.2 (IC00-function) A function 'Y: ~>o-+~>o is of class K00 if - -
it is a K-function and 1(s)---+ +oo as s---+ +oo. O 
Definition 3.1.3 (IC.C-function) A function /3 : R?::o x Z?::o ---+~?::o is of class 
K.C if, far each fixed t 2:: O, /3(·, t) is of class K, far each fixed s 2:: O, /3(s, ·) is 
decreasing and f3(s, t) ---+O as t---+ oo. O 
Definition 3.1.4 (Upper limit) Given a bounded sequence s: Z?::o---+ R?::o, 
the upper limit is defined as 
lim St ~ inf sup s7 
t-+oo t_2:0 T _2:t 
o 
Consider the following nonlinear discrete-time dynamic system 
(3.1) 
where f (O, O) =O, and where Xt E Rn and Wt E W e Rr are the state and the 
bounded input of the system, respectively. The discrete-time state trajectory 
of the system (3.1) with initial state x and input sequence w = { Wt, t 2:: O} is 
denoted by x(t, x, w), t 2:: O. We have the following definitions. 
Definition 3.1.5 (ISS-Lyapunov function) A function V: ~n x ~r ---+ R?::o 
is an ISS-Lyapunov function far system (3.1), if: 
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1. There exist two functions g_( ·), o{) of class K 00 such that: 
g_(lixll) :S V(x) :S a(llxll), V x E nr. (3.2) 
2. There exist a function o{) of class K 00 , and a function a-(-) of class K 
such that defining ~ Vw ~ V(f (xt, Wt) - V(xt) one has: 
(3.3) 
Definition 3.1.6 (Robust positively invariant set) A set 3 e ffi.n is a ro-
bust positively invariant set for system {3.1) if ](x, w) E 3, \lx E 3 and 
Vw E W. O 
Definition 3.1. 7 (0-AS in 3) Given a compact set 3 e ffi.n including the 
origin as an interior point, the system {3.1) with Wt = O, Vt 2: O is said to be 
0-AS {zero-asymptotically stable) in 3, if 3 is robust positively invariant for 
{3.1) and if there exists a K.C-function /3 such that 
lx(t, x, O) I :::; /3(1xl, t), Vt 2: o, \lx E 3. (3.4) 
o 
Definition 3.1.8 (Regional ISS in 3) Given a compact set 3 C ffi.n includ-
ing the origin as an interior point, the system {3.1) with w E Mw, is said to 
be regionally ISS in 3, if 3 is robust positively invariant for {3.1) and if there 
exist a K.C-function /3 and a K-function ì such that 
lx(t, x, w)I :S /3(1xl, t) + 1(1iw1i), Vt 2: O, \lx E 3. (3.5) 
o 
Definition 3.1.9 (AG in 3) Given a compact set 3 e ffi.n including the ori-
gin as an interior point, the system {3.1) is said to have the Asymptotic Gain 
{ AG) property in 3, if 3 is robust positively invariant f or ( 3.1) and if there 
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exists a K 00 function / AG such that, for all initial state vectors x E S and all 
input sequences w E M w, we ha ve 
lim lx(t,x,w)I :S /Ac(llwll). 
t-too 
o 
Definition 3.1.10 (LISS) The system (3.1) is locally input ta state stable 
(LISS) if there exist a positive scalar p, a K-function /, and a K,C-functian /3 
such that 
lx(t, x, w)I :S /3(1xl, t) + 1(llwll) 
for all initial states x such that lxi ::; p, far all input sequences w E Mw such 
that I lwl I ::; p, and for all t 2: O. O 
3.2 Regional ISS results 
Some basic results concerning the regional input-to-state stability properties 
of general discrete-time systems of the form (3.1) will be stated and proved, 
following the approach presented in [51]. The regional ISS stability analysis 
will now be associated to the existence of a suitable Lyapunov function (in 
general, a-priori non smooth) defined as follows. 
Definition 3.2.1 (ISS-Lyapunov function in S) A function V: ~n x~r ~ 
~~o is an ISS-Lyapunov function in Sfar system (3.1), if: 
1. S is a compact robust positively invariant set including the origin as an 
interior point; 
2. There exist a compact set n ç S (including the origin as an interior 
point) and suitable K 00 -functions a1, a2, 0"1 such that: 
V(x, w) 2: a 1 (jxl), Vx ES, Vw E W (3.6) 
V(x, w) :S a2(lxl) + 0"1(!wl), 'Vx E !1, 'Vw E W. (3.7) 
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3. There exists a suitable IC:x)-functions a3 and some JC-functions 0"2, 0"3 
such that: 
V(f(x, w1), w2) - V(x, w1) < -a3(lxl) + 0"2(lw1I) + 0"3(lw2[), 
Vx E 3, Vw1,w2 E W. 
(3.8) 
4. There exist some suitable JC00 -functions E and p ( p should be such that 
(id- p) is a JC00 -function, tao) such that the following compact set DC 
n (including the origin as an interior point) can be defined far some 
constant c > O : 
D ~ {x: d(x, Bn) >e, V(x, w) :S b(w), Vw E W} e n, (3.9) 
where b ~ a41op-100"4, with a4 ~ g_3oa;-1, ili(s) ~ min(a3(s/2), c(s/2)), 
a2(s) ~ a2(s)+0"1(s), 0"4(s) ~ c(s)+0"2(s)+0"3(s), and w ~ max{lwl : w E W}. 
w 
D 
Furthermore, the following regularity assumption is needed. 
Assumption 1 Far every t 2: O, the state trajectories x(t, x, w) of the system 
(3.1) are continuous in x = O and w = O with respect to the initial condition 
x and the input sequence w . D 
A sufficient condition for regional ISS of system (3.1) can now be stateci. 
Theorem 3.2.1 Suppose that Assumption 1 holds. If the system (3.1) admits 
an ISS-Lyapunov function in 3, then it is ISS in 3 and lim d(x(t, x, w), D) =O. 
t-+oo 
D 
The proof here is omitted: we address the interested reader to [17] 

Chapter 4 
Stability analysis of a team of 
nonlinear agents 
If each member of the team is described by a nonlinear dynamic equation, 
the application of the distributed RH framework in the form described at Sec-
tion 1.2 remains unvaried: the stability analysis at the level of the single agent 
and of the team becomes slightly more complicated though. 
An approach based on ISS will be adopted, maintaining the general struc-
ture of Chapter 2: first we will show that every DM is ISS under the action of a 
RH control policy that minimizes the usual cooperation oriented cost function. 
Then we will lift our perspective to the overall team of DMs where we now find 
all the interconnections due to the application of the cooperative controller, 
which are affected by delays. 
The closed loop team will be divided in two main dynamic subsystems: one 
describing the single agent dynamics and the other accounting for the occurring 
delays. Then we will exploit ISS tools which have been introduced at Chapter 3 
and small gain reasonings - already utilized at Section 2.3.2 we will be able to 
prove the global asymptotic stability of the team. 
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4.1 Problem formulation 
The set of M agents A ~ {Ai : i = 1, ... , M} composing our team are now 
each described by a nonlinear time-invariant state equation: 
i !i( i i) Xt+i = Xt, Ut ' t =o, 1, 2, ... (4.1) 
where xi E Rni and ui E Rmi are the state and control vector at time t, for 
each i= 1, ... , M. We assume again that all the M agents are synchronized and 
dynamically decoupled, but as specified in Section 1.1 there is a delayed infor-
mation exchange among them. The coupling arises through the minimization 
of a cost function aimed at satisfying individual and cooperative objectives, as 
previously detailed in Section 1.2. In particular, for each i = 1, ... , M and for 
a given value of the state vector xi at time--instant t, we recast (1.4) into the 
following finite--horizon (FH) cast function to be minimized: 
J}H[xL wL u~,t+NLi, Ni, h}(·)] = 
t+Ni-i 
L [ hi(xl, ul) + qi(xl, w~) J + h}(x~+Ni), (4.2) 
k=t 
where Ni, i = 1, ... , M are positive integers denoting the lengths of the con-
trol horizons. Moreover, for each i = 1, ... , M, h} E ci (continuously differ-
entiable) is a suitable terminal cost function, with h}(O) = O . In (4.2) and 
in the following, we define ui7 ~ col ( uL ... , u~) for both finite and infinite 
values of T. At time--instant t, the vector wi can be considered as a constant 
external input in the cast function. Finally, let us assume that Ji, hi, ki E ci, 
with fi(O, O) = O, hi(O, O) = O, and qi(O, O) = O. The local control strategy 
is still based on a RH framework, and is obtained by solving the following 
problem objective: 
Problem 4.1.1 . At every time instant t 2:: O and for every agent Ai, i = 
1, ... , M described by (4.1), fì.nd the RH optimal controllaw uiRH0 = ì}mo(xL wD 
mmi h iRHO • h .e f h 1 iFHO iFHO 
E .IN. , w ere ut is t e 11rst vector o t e contro sequence ut , ... , ut+NLi 
(i.e., utH0 ~ u(H0 ), that minimizes cast (4.2) for the state xi E Rni and the 
cooperation vector wi E Rntot. 
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By solving Problem 4.1. l and applying the corresponding controller, the 
dynamic behaviors of the DMs are coupled, depending on the specific choice 
of the partial cost terms h i, h ~ and qi . 
4.2 Stability properties of the agents 
Consider a generic DM Ai whose dynamics are described by (4.1). We will 
show that for each Ai, i= 1, 2, ... , M, the origin as an equilibrium state of the 
controlled agent, is zero-globally asymptotically stable (O-GAS). Moreover, we 
will also show that each Ai is 188 with respect to the inputs represented by the 
information vectors w~ received from its neighbors at each time--step t. Clearly 
we are now considering each DM as a "separate" dynamic system in the team: 
the input vectors w~ are "external" variables that are assumed not to depend 
on the behavior of its neighbors (i.e., the coupling between the DMs is not taken 
into account). Let us now introduce some useful notations and assumptions. In 
general, denote by Z the class of compact sets, S e Illq , containing the origin 
as an internal point. This means that S E Z ~ 3 À E Ill, À > O such that 
N(..:\) C S, where N(À) ~ {x E Illq: lxi :::;; ..:\}. The following assumptions are 
introduced for each agent Ai, i = 1, 2, ... , M: 
(i) The linear system x~+l = Aix~ + Biu~, obtained via the linearization of 
system (4.1) in a neighborhood of the origin, is stabilizable. 
(ii) The transition cost functions hi and ki are such that there exists a strictly 
increasing function ri E C[Jll+, Jll+], with ri(O) = O, such that1 , letting 
- . . . !:!. . . . . . - . . . . . . . 
hi(x"', ui) = hi(x"', ui) + ki(x"', O), we have hi(x"', ui) ~ ri(l(x\ ui)I), V xi E 
i . i . . !:!. . . 
Illn , V ui E Illm , where (x"', ui) = col (x"', ui). Moreover, there exist a 
strictly increasing function fi E C[Jll+, Jll+], with fi(O) = O, such that 
hi(xi,ui) :S fi(J(xi,ui)I), Vxi E Illni, Vui E Illmi. 
(iii) h ~ (-) E 7-f (a i, pi) , w here 7-f (a i, pi) ~ { h ~ ( ·) : h ~ (xi) = a i xi T pi xi} , for 
some a E Ill, a > O, and for some positive-definite symmetric matrix 
pi E Jllnixni . 
1 When there will be no risk of confusion, notations will be simplified by dropping some 
subscript and/or superscript from the variables. 
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(iv) For every neighborhood Ni(>.i) e Rni of the origin of the state space, there 
exists a control horizon Mi 2: 1 such that there exists a sequence of control 
vectors { u1 E Rmi, k = t, ... , t +Mi - 1} that yield a state trajectory 
4 E Rni, k = t + 1, ... , t +Mi ending in Ni(>.i) (i.e., xt+Mi E Ni(>.i)) 
for any initial state x~ E Rni . 
(v) The optimal FH feedback control functions ;}H° (x1, wL k), k = t, ... , t + 
Ni -1, which minimize cost ( 4.2), are continuous functions with respect to 
· · · i · tot · 
xk, w~ , for any xk E Rn , w~ E Rn and for any finite integer Ni 2: 1 . 
D t b J i [ i -i Ni hi ( )] !:;,. Ji [ i -i i o Ni hi ( )] th eno e Y FH0 xt, wt, ' F · = FH Xt, Wt, ut,t+Ni-l' ' F · e 
cost corresponding to the optimal Ni-stage trajectory starting from x~. The 
following theorem holds. 
Theorem 4.2.1 Consider agent Ai, i : 1 :S i :S M. If assumptions {i} to 
(v) are verified, there exist a finite control horizon fvi 2: Mi, a positive scalar 
ài and a positive-definite symmetric matrix pi E Rnixni such that, far every 
terminal cast function h~(·) E 1-l(ai,Pi), with ai E R, ai 2: a,i, the following 
properties hold: 
{a) the origin as an equilibriun point of system ( 4.1) under the action of the 
RH optimal control law ;}mo is GAS far wi = O ; namely system ( 4.1), 
rewritten as x~+l = /i(xL wn ~ fi(xL 1kHo (xL wm' is O-GAS with re-
spect to input wi; 
{b} if we furtherly assume that the function fi in ( 4.1) and the opti mal RH 
control law 1kHo are globally Lipschitz functions with respect to their ar-
guments, then system ( 4.1) under the action of the RH optimal control law 
;kHo is ISS with respect to input wi. O 
Part (a) of Theorem 4.2.1 is a generalization to the global stability case 
of the early results published in (65] (see also the related works [12, 64] and 
the references cited therein) showing that closed-loop stability properties are 
guaranteed by a suitable choice of the local FH cost. In Part (b) it is shown 
that, under some further assumptions, each DM shows some ISS property. 
Proof. Let us consider a generic agent A i . 
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Part (a). The proof that O is an equilibrium state of the closed-loop system 
when the RH regulator is applied and when wi =O is straightforward and it is 
therefore omitted. Now, we show that the function 
(4.3) 
is a Lyapunov function in m;.ni for system (4.1) driven by the RH regulator 
( for now, Ni and h ~ ( ·) are not specified). Assumption ( v) and the regularity 
hypotheses on the dynamic system (4.1) and on cost (4.2) ensure that Vi(·) is 
continuous with respect to all its arguments. Moreover, the control sequence 
{u(H
0 
=O, k = t, t+l, ... , t+Ni-1} minimizes cost (4.2) for x~ =O, wi =O, 
thus yielding J}Ho[O,O,Ni,h~(·)] = Vi(O) =O. By letting x(H0 =xi, Vx~ E 
m;.ni \{O}, we obtain 
Vi(x~) 2:: hi(xL u~) + ki(xL O) = 
= fii(x~, u~) 2:: ri (i (xL uD I) 2:: ri (lxW > o (4.4) 
Then Vi ( ·) is positive-definite. Moreover, according to ( 4.4) and the proper-
ties of function ri(-), it turns out that Vi(·) is radially unbounded, that is 
· · · · t;,. · ·RH0 · · 
lim vi(x'l) = 00. We have now to evaluate ~ vi(xD = vi(x~+l ) - vi(xD' 
jxtj-+oo 
· ·RH 0 
for x~ and x~+l belonging to the trajectory generated by the RH regula-
tor and starting from a generic initial state xi E m;.ni . The following identity 
clearly holds: 
J}Ho [x~, O, Ni + 1, h~(·)] = 
(4.5) 
w i T[))ni wNi 1 h iRH0 i ( i O) iFH
0 
i ( i O) "lXT v Xt E m.. , v 2:: , w ere Ut = ÌRHo Xt,. = Ut = ÌFHo Xt, . vve 
need now the following lemma ( the proof is not reported here due to space 
limitations). 
Lemma 4.2.1 There exist a positive-definite symmetric matrix pi E m;.ni xni , 
a control horizon fVi 2:: Mi , and a positive scalar a,i such that 
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V xti E JRni, V Ni > f.li V hi (·) E 7-l(ai pi) with ai E JR ai > ai O 
- ' F ' ' ' - . 
It is worth noting that Lemma 4.2.1 specifies Ni and h~(·) introduced in (4.3). 
· · · · - · · ·RH0 
From (4.5) and (4.6), it follows that J}Ho [xt, O, NZ, hp(·)] 2:: hi(xt, u~ ) + 
J}Ho [x~:i0 , O, Ni, h~(·)], V x~ E lRni, and then 
· · · ·RH0 · · ~ Vi(x~) = JpHo[x~+l , 0, Ni, hp(·)]-
. · · · - · · ·RH0 
- J}H° [xL O, N\ hj;{)] ::; -hi(xL u~ ) ::; (4.7) 
::; -r_i (l(xL urH 0 )1) ::; -r_i (lx~I) , 
V x~ E JRni, x~ =f. O, with ~ Vi(O) =O, thus ending the proof of Part (a). 
Part (b). We have to prove that the Lyapunov function Vi(xi), i= 1, 2, ... , M, 
is an ISS Lyapunov function, i.e. we have to show that (3.2) and (3.3) are 
verified. 
. /:). . 
As to (3.2), we can set g_i = r_i (see ( 4.4)) and by letting 
we obtain immediately that Vi(xi) ::; ai(lxil), V xi E JRni, thus showing that (3.2) 
is satisfied. 
Coming to (3.3), fi and 'Yi being globally Lipschitz by assumption, from 
the previous definition ~ VJ = J}Ho [f (x~, ìi(x~, wi)), O, Ni, h~(·)]-J}Ho [x~, O, Ni, h~(·)], 
it follows that 
~ vj < ai(lfi(xL 1i(xL w~) )I) -
-g_i(lx~I) ::; ai(L} L;lwm - g_i(lxm, 
< a-i(lwm - g_i(lxrn 
where L} and L; denote the Lipschitz constants associateci with fi and 'Yi, 
respectively. Then, also (3.3) is satisfied and therefore the closed-loop system 
is ISS with respect to the input wI . • 
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4.3 Stability properties of the team of agents 
Let us now consider the agents as a team A= {Ai, i= 1, ... , 1\1} where each 
Ai is controlled by the locally-stabilizing RH control law solving Problem 4.1.1. 
Therefore, we can write: 
M j-M( M -M) !:::. jM( M M( M -M)) Xt+ 1 = Xt ' Wt = Xt ' Ì Xt ' Wt 
where, for the sake of notational simplicity, we keep on denoting by ìi the RH 
control law ìkHo . 
Then, let us rewrite the team of dynamical systems as a suitable intercon-
nection of two composite systems. To this end, let Xt ~ col (xi, · · · , xf1) and 
Wt ~ col ( w{, · · · , wf1 ) . Hence the following state equation can be written, 
where F(Xt, Wt) ~ col[f1(xf,wi), f2(xz,wI), ... , fM(xf1,wf1)], 
(4.8) 
Vector Wt can be easily characterized as the output of a system describing 
the delay dynamics of the information exchange process among the agents. 
For the sake of simplicity and without loss of generality, we assume that 
dim ( w~) ~ 1, i = 1, ... , M, that is, we assume that each DM receives at 
least one delayed state information from another neighboring DM. First, we 
set ~ ~ max{~ij, i,j = 1, ... , 1\1, i =/= j}. Then, we introduce the state vec-
tor Zt ~ col (pf, · · · ,p[, · · · , pf ), Zt E JRnz, where nz ~ dim (Zt) and 
where the variables p are introduced to store the delayed states; specifically 
Pf+ 1 = Xt and Pf + 1 = p[- 1 , T = 2, ... , ~ . Hence, it follows that 
{ 
~t+l = AZt + B Xt 
Wt = C Zt 
( 4.9) 
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where 
A= 
0 
Jl 
0 
0 
12 
Ci(r) = 
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0 
0 
0 
Jb.-l 0 
5il ( T) 0 
0 5i2( r) 
0 
0 
' B= 
0 
5i3 ( T) 
All matrices F, for T =O, ... , L). - 1 are identity matrices of dimension ntot x 
ntot, where ntot ~ dim(Xt) and oii(r) ~I are identity matrices of dimension 
ni, i, j = 1, ... , M, i i= j. It is worth noting that DM Ai does not get replicated 
information from agent Ai' thus in matrix e the matrix 5ij ( T) is equal to the 
identity for only one value of T. Summing up, the state equation describing 
the dynamics of the team of DMs can be written as a feedback interconnection 
between the dynamic systems ( 4.8) and ( 4.9). Let us now prove the following 
lemma. 
Lemma 4.3.1 Let us suppose that Assumptions in Theorem 4.2.1 are verified. 
Then dynamic systems ( 4.8) and ( 4.9) are provided with suitable ISS Lyapunov 
functions V(Xt) and VD(Zt), respectively. O 
Proof. Consider the Lyapunov function candidate V(Xt) ~ ~~1 Vi(xD for 
the lumped system ( 4.8). From (3.2), it follows that 
M M 
:Eg:i(lxrn ~ V(Xt) ~:E ai(lxrn. 
i=l i=l 
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Clearly lx~I :::; IXtl, and thus 
M M 
V(Xt) :::; L ai(lx~I) s L ai(IXtl) s a(IXtl), 
i=l i=l 
where we set a(IXtl) ~ 2::~1 ai(IXtl). Moreover 2::~1 lx~I :::; 2::~1 IXtl = 
1 M i M i MIXtl · Then IXtl 2: M Li=1 lxtl and IXtl S Li=l lxtl · 
Recall that for any IC function ì it is always true that 1( a+ b) S 1(2a) + 
1(2b) where a, b >O. 
Hence it follows that: 
M M 
Qi(IXtl) S _g\~= lx~I) S L_gi(MIXtl) 
i=l i=l 
. · 1 M · M · 
and then _gi(IXtl/M) :::; _gi(M Li=1 lxW :::; Li=l _gi(IXtl). 
Therefore, letting _g(IXtl) ~ _gi(IXtl/M) for an arbitrarily chosen index i, 
we showed that _g(IXtl) :::; V(Xt) s a(IXtl). Let us now write 
M M 
~V~ Lvi(fi(xLw;)) - Lvi(x~) s 
i=l i=l 
M M 
s - L_gi(lx~I) + Lai(lwm 
i=l i=l 
First, we ha ve 
M M M 
- L_gi(lxrn s -_gi (IXtl/M) and I:ai(lwrn s Lai(IWtl). 
i=l i=l i=l 
Then, letting Q (IXtl) ~ Qi (IXtl/M) and a(IWtl) ~ 2::~1 ai(IWtl), it follows 
that ~V S -_g (IXtl) + a(IWtl) thus showing that V is an ISS Lyapunov 
function for the lumped system ( 4.8). 
System ( 4.9), describing the effects of the time-delays in the information 
exchange variables, is ISS being an asymptotically stable linear system and a 
candidate ISS Lyapunov function is VD(Zt) ~ 1Ztl2 . It is easy to find two 
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positive constants QD and aP such that gPIZtl2 :::;; VD(Zt) :S aPIZtl2 and 
thus the first part of the definition of ISS Lyapunov function holds by defining 
gD(IZtl) ~ QDIZtl 2 and aP(IZtl) ~ aPIZtl2 , which are two K-functions. 
Moreover 
vv(Zt+i) - vv(Zt) = IAZt + BXtl 2 -1Ztl 2 :::;; 
:::;; IZtl~ + IXtl~T B . 
Then ~VD :S -aD(IZtl) + a-D(IXtl) (the definitions of aD(-) and a-D(-) are 
straightforward). • 
Recalling from ( 4.9) that Wt = C Zt, from the proof of Lemma 4.3.1, 
it follows immediately that the ISS Lyapunov functions V(Xt) and VD(Zt) 
satisfy 
V(Xt+1) - V(Xt) :S -éi(V(Xt)) + 0-(VD(Zt)), (4.10) 
vD(zt+l) - vD(Zt) :::;; -òP(VD(Zt)) + o-D(V(Xt)), (4.11) 
where ò{) and éiD ( ·) are K00 functions, and O-(·) and o-D (-) are K functions, 
respectively. It is easy to show that éi ~ ao(a)-1, O-~ a-o(gD)-1, éiD ~ aDo 
(aD)-1 , and o-D ~ a-Do (g)-1 . Now, the following result about the stability 
properties of the team of cooperating agents can be immediately proved. 
Theorem 4.3.1 Suppose that Assumptions in Theorem 4. 2.1 are verified. Let 
us also suppose that the f ollowing small gain condition holds (Id denotes the 
identity operator): 
( 4.12) 
Then the team of cooperating DMs described by the interconnected dynamic 
equations ( 4.8) and ( 4.9) is O-GAS. O 
Proof. The proof is very simple. Owing to the Assumptions made in Theo-
rem 4.2.1, by Lemma 4.3.l it follows that systems (4.8) and (4.9) are provided 
with ISS Lyapunov functions V and vD satisfying inequalities (4.10) and 
(4.11). Then, Corollary 4.2 in [30) can be directly used showing that, if the 
small gain condition (4.12) is verified, then the feedback system resulting from 
the interconnection between systems ( 4.8) and ( 4.9) is O-GAS thus ending the 
pro~ • 
Remark. It is worth noting that the small-gain condition (4.10) may turn out 
to be conservative in practice as it is typical of these kind of results. On the 
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other hand, the generality of the problern rnakes it rather difficult to obtain 
tighter conditions without rnaking restrictive assurnptions on the structure of 
the agents' dynarnics and on the cost function. 

Chapter 5 
Constrained cooperative RH 
contro I 
The following chapter is dedicateci to the analysis of the case where the team 
is composed by nonlinear agents, though we allow the presence of constraints 
both in the state and in the control values: this is the most important chapter of 
this thesis work, since it allows the general framework introduced at Chapter 1 
to applicable to a vast category of problems. 
The structure of this chapter is analogous to that of Chapter 4: first of all 
we will prove Local ISS properties for each DM applying the proposed coopera-
tive distributed RH control policy, which handles delays in the communication 
and constraints on the state and in the controller. The shift to local anal-
ysis is also an important step towards the generalization of our framework: 
global properties are in fact more difficult to encounter in practical problems 
presenting nonlinearities. 
In Section 5.2.1 we will again treat the cooperation links as interconnections 
subject to delays and utilize small gain theorem reasonings to show O - AS 
of our team. We need to thoroughly add several assumptions at Section 5.2 
in order to guarantee such property, which is the price we pay to extend the 
generality of this approach. In the end of the chapter, an example is provided 
that illustrates the validity of this approach. 
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5.1 Problem formulation 
We consider a distributed dynamic system made of a set of M agents denoted 
as A ~ {Ai : i= 1, ... ,M}. Each agent Ai is described by the nonlinear 
time-invariant state equation: 
(5.1) 
where, fo! each i = 1, ... , M, x~ E Rni denotes the local state vector and 
u~ E Rmi denotes the local control vector of agent Ai at time t, and where 
we assume that fi(O, O) = O, i = 1, ... , M. We also suppose that the dynamics 
of all M agents evolve on the same discrete-time space (that is, the DMs are 
synchronized). 
The state vector x~ of each agent Ai : i = 1, ... , M is constrained to 
belong to a compact set xi' that is, 
(5.2) 
Analogously, the control vector u~ is constrained to take values in a compact 
set Ui, that is, 
(5.3) 
As usual in our setting, each agent Ai exchanges an information vector wi 
with a given set of neighboring agents gi ~ { Aj : j E Gi}. 
For each i = 1, ... , lv[ and far given values of the state vector x~ E Xi 
and of the infarmation vector w~ E Wi at time-instant t, we introduced a FH 
cast function which is a slight modification of 1.4. 
[hi( i i dhi) i( i i dqi)] hi ( i dhi ) Xz,Uz, l + q Xz,Wz, l + f xt+N~' t+N~ ' 
where, far a generic vector rt, we define rt,7 ~ col (rt, ... , r 7 ) for both finite 
and infinite values of r. Now the positive integers N~ and N~, i= 1, ... , M 
denote the lengths of the so-called contro! and prediction horizons, respectively, 
according to the framework proposed in [50]. As usual in our framework, the 
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control variables uf, l = t, . .. , t + N~ - 1 will be the argument of a suitable 
optimization problem, but now the control variables uf, l = t + N~, ... , t + 
N; - 1 will be obtained through some auxiliary control law uf = 11:}(xf). 
A new element is the introduction of a "forward-forgetting-factor" for the 
information vector: in fact now vector wf denotes the state of the dynamic 
system 
(5.4) 
where A~ :@:a~ Ini with a~ < 1 and with Ini denoting the identity matrix 
w w 
of dimension n~. The dynamic system (5.4) is indeed introduced in order to 
decrease the "importance" of the information vector in the FH cost function 
along the prediction horizon. It is worth noting once more that at time--instant 
t, vectors wf can be considered as known external inputs in the cost function. 
The local cost function is still composed of two terms: a partial cost term 
t+N~-1 
given by L hi(xi, ui, df) + h}(x~+Ni, d~~Ni), where hi is a transition cost 
p p 
l=t 
function and h} is a terminal cost function, and a "cooperation" cost term 
t+N~-1 
given by L qi(xf, wf, d(); the quantities d?i, df, i = 1, ... , M denote 
l=t 
some given vectors of appropriate dimensions. The role of vectors df and cf/,i 
has been commented at Chapter 1.2 
In this chapter, for the sake of simplicity, we suppose that by a suitable 
change of state coordinates, it is possible to consider an equivalent formulation 
where the cost function ( with straightforward re-definitions of the symbols) 
can be re-written in the simpler form 
(5.5) 
where hi(O, O) = O, qi(O, O) = O, and h}(O) =O. Moreover, the origin is an 
interior point of the sets Xi and Ui. 
The local control law is always designed according to a RH strategy which 
now needs to include several constraints, and will here be stateci according to 
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[50] (see also the well-known survey paper [56]). 
Problem 5.1.1 (FH Optimal Control Problem} At every time instant t ~ 
O, far every agent Ai, i= 1, ... , M described by (5.1), far given contro[ and 
prediction horizons lengths N~ and N~ , far given auxiliary control laws "'} , 
far given transition, cooperation and terminal cast functions hi, qi, h}, far 
given terminal sets Xj , and far given values x~ E Xi and w~ E Wi of 
the state and the information vectors, find the optimal FH control sequence 
{ 
iF Ho i F Ho } h . . . (5 5) b . . ut , ... , ut+N~-l t at minzmizes cast . su 1ect to. 
1. the agent's dynamics (5.1) with x~ as initial state and the vectors wf, l = 
t, ... , t + N~ - 1 given by (5.4) with w~ as initial condition; 
2. the auxiliary control law uj = "'} (xi), l = t + N~, ... , t + N; - 1 ; 
3. the constraints (5.2} and (5.3}, that is xf E Xi, u1 E Ui, l = t, ... , t + 
Ni -1 · 
p ' 
4. the terminal state constraint x~+Ni E X}. 
p 
D 
Clearly, by definition, the optimal FH control sequence { u(H
0
, ••• , u~:~_ 1 } 
solving Problem 5.1.1 is such that, when applied to (5.1), the constraints (5.2), 
(5.3), and the terminal constraint x~+Ni E X} are simultaneously satisfied. 
p 
Indeed, the following definition regarding a generic control sequence u;,t+N~-l 
will be useful in the analysis reported in Section 5.2. 
Definition 5.1.1 (Admissible control sequence) Given an initial state x~, 
the sequence u~ t+NLl is said to be an admissible contro[ sequence far the FH 
optimal control ,Problem 5.1.1 if its application to (5.1) under the action of the 
auxiliary control law uj ="'}(xi), l = t+N~, ... ,t+N~-1 allows simultaneous 
satisfaction of (5.2), (5.3) and of the terminal constraint x~+Ni E X} . D 
p 
Now, the RH procedure can be described in the usual way as follows. When 
the controlled agent A i is in the state x~ at stage t, the FH optimal control 
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Problem 5.1.1 is solved, thus obtaining the sequence of optimal control vectors, 
·FH0 ·FH0 
{ u~ , ... , u~+N~- 1 }. The first control action of this sequence becomes the 
control action utH 0 generated by the RH local controller at time-instant t 
·RH0 !:;. ·FH0 
(i.e., u~ = u~ ). This procedure is repeated stage after stage and a 
feedback-feedforward control law ìkHo ( xL wn is obtained, as the control vector 
·FH0 · u~ depends on the local current state x~ and on the vector of delayed 
states w: communicated to the agent Ai by the cooperating agents gi = 
{ Aj, j E Gi}. The system ( 5 .1) under the action of the RH optimal control 
law can thus be rewritten as 
which is of the same form of the general system (3.1) considered in Section 3.1. 
It is worth noting that, from well-known results on RH control (see, for in-
stance, [56] and the references cited therein), we have ì}mo (O, O) = O and 
hence ]i(O, O) = O, that is, the origin is an equilibrium state for agent Ai 
when w~ = O, t 2: O. 
5.2 Stability of the team of cooperating agents 
Let us consider a generic agent Ai whose dynamics is described by (5.1). 
By exploiting the results recalled at Section 3.2, we will now show that each 
agent Ai, with i = 1, 2, ... , M is regionally ISS with respect to the inputs 
represented by the information vectors w~ received from its cooperating D Ms 
at each time-step t. Clear ly, in this context, we are considering each DM as 
a "separate" dynamic system in the team, in the sense that the input vectors 
w~ are "external" variables that are assumed not to depend on the behavior of 
the other cooperating agents (i.e., at the present stage, the coupling between 
the DMs is not directly taken into account). Let now introduce some further 
useful assumptions and definitions. 
Assumption 2 A terminal cast function h}, a final constraint set Xj, and 
an auxiliary control law K,} are given such that: 
1. Xj e Xi, XJ closed, O E X}; 
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2. K}(xi) E ui, IK}(xi)I:::;; L~f lxil, L~f >o, Vxi E X}; 
3. lti(xi,K}(xi))I:::;; L}c lxii, L}c >O, Vxi E X}; 
4. fi(xi, K}(xi)) E X}, \lxi E X}; 
5. ah}(Jxil) :::;; h}(xi) :S ,Bh}(Jxij), Vxi E X}, where ah} and ,Bh} are Koo-
functions; 
6. h}(f(xi,K}(xi)))-h}(xi):::;; -hi(xi,K}(xi))-qi(xi,wi)+'l/;i(Jwij), Vxi E 
Xj, Vwi E Wi, where 'l/;i is a K-function and wi:@: (A~)N~-l wi. O 
Assumption 3 The partial cost function hi is such that ri(Jxij) :::;; hi(xi, ui), Vxi E 
Xi, Vui E Ui where ri is a K 00 -function. Moreover, hi is Lipschitz with re-
spect to xi and ui in xi X ui' with Lipschitz constants denoted as Lh and Lhu' 
respectively. O 
Assumption 4 The cooperation cost function qi is such that O :::;; qi (xi, wi), 
\lxi E Xi, Vwi E Wi. Moreover qi is Lipschitz with respect to xi and wi in 
Xi x Wi, with Lipschitz constants denoted as L~ and L~w' respectively. O 
Assumption 5 Let xi"'J denote the set of states X~ of the system (5.1) 
for which u~,t+N~-l :@: col [K}(xD, K}(x~+l), ... , K}(x~+N~- 1 )] is an admissi-
ble control sequence far the FH optimal control Problem 5.1.1 and for which 
Points 2 and 3 of Assumption 2 are satisfied. M oreover, suppose1 that L}c i= 
1 and let Vi(xL wD :@: J}H(xL wL u~~+H~i-1' N~, N~), n = xi"'J' al = ri' 
' e 
i Ni . . . . . ( L f ) p - 1 . . Ni . . 
a2(JxW = (Lii + L!iuL~1 + L~) Lei _ 1 Jxtl + ,Bh} ((LjJ P lxtl), a3 = r\ fc 
. Ni . Ni 
. (ai ) P - 1 . . . (ai ) P - 1 · · · Ni 1 · 
0-1 = L~w w. 
1 
, o-2(JwW = a~L~w w. Jwil + 'l/;i((a~) P- Jwtl), 
ati - ati - 1 
. (ai )N~ - 1 . 
and 0-3 = L~w w. . The set wi is such that {3.9) is satisfied. O 
ati - 1 
1The very special case L}c = 1 can be trivially addressed by a few suitable modifications 
to the proof of Theorern 5.2.1. 
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The main result can now be stateci. 
Theorem 5.2.1 Under Assumptions 1-5, the locally-controlled agent Ai, i= 
1, ... , M, whose closed-loop dynamics are described by (5.6), subject to con-
straints (5.2), (5.3), and (1.2), is ISS with robust output admissible set XiMPc , 
where XiMPc denotes the set of states of system (5.1) far which a solution of 
the FH optimal control Problem 5.1.1 does exist. O 
Proof 1 First, by Assumption 2, far any x~ E X}, the sequence 
Ù~,t+N~-l =col [1':}(x~), 1':}(x~+l), ... , 1':}(x~+N~-1)J 
is an admissible control sequence far the FH optimal control Problem 5.1.1 {see 
Definition 5.1.1). Then xiMPC :2 xi"'J :2 X}. By Theorem 3.2.1, if system 
admits an ISS-Lyapunov function in XiM PC' then it is ISS in xiM PC. 
In this respect, in the following it will be shown that 
is an ISS-Lyapunov function in XiMPc. Moreover, in view of Point 5 of As-
sumption 2 and Assumptions 3-4 
J i ( i i -i Ni Ni) FH Xt, Wt, ut,t+N~-1' C' p 
t+N~-1 
< L [L~lxf I+ L~ul1':J (xt) I+ L~lxfl + L~wlwf I]+ 
l=t 
+(3hi (lx~+Ni I) f p 
t+N~-1 
< L [(L~ + LhuL~1 + L~)lxfl + L~wlwf 1] + 
l=t 
+(3hi (lx~+Ni i) 
f p 
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so that in view of Point 3 of Assumption 2 and owing to (5.4), we have 
t+N~-1 
Vi(xL w~) < L [ (L~ + L~uL~f + L~)(Ljj-tlx~I + L~w(a~)l-tlw~I] + 
l=t 
Hence there exist two JC,00 -functions /3i and ui such that the following upper 
bound is verified: 
The lower bound on Vi(xL wD is easily obtained using Assumption 3: 
(5.8) 
Now, in view of Assumption 2, it turns out that 
(5.9) 
is an admissible {in general, suboptimal) control sequence for the FH optimal 
control Problem 5.1.1 at time t + 1 with cost 
J i ( i i - Ni Ni) FH Xt+l' Wt+l' Ut+l,t+N~' C' p 
V i( i i) hi( i iFHo) i( i i) = Xt, wt - Xt, ut,t - q Xt, Wt 
t+N~-1 
~ [hi( i -i) i( i (Ai )l-(t+l) i ) hi( i iFH 0 ) i( i (Ai )l-t i)] + Xz,Uz +q Xz, w Wt+l - Xz,Uz -q Xz, w Wt 
l=t+l 
+hi(x~+Ni' 11:}(x~+Ni )) + qi(x~+Ni' (A~)N~-l w~+l) 
p p p 
+h}(fi(x~+Ni,11:j(x~+Ni)))- hj(x~+Nd 
p p p 
5.2 Stability of the team of coopemting agents 81 
N oting that, using Assumption 4 
- Li ( i ) l- ( t+ 1) I i - Ai i I - qw aw Wt+l wwt 
. . z-(t+l) . I . I ·1) S L~w (a~) (lw~+l +a~ w~ , 
and by using Point 6 of Assumption 2, we obtain 
J i ( i i - Ni Ni) FH Xt+l,Wt+l,Ut+l,t+N~' Cl p 
· · · · · ·FH0 • · · s V 2(xL wD - h2 (x~, u~,t ) - q2 (x~, wD 
t+N~-l . 
+ L L~w (a~)l-(t+l) (iw:+11 +a~ lwm + ?Ji(I (A~)N~-l wm 
l=t+l 
· · · · · ·FH0 · · • • · · • s v 2(xLwD - h2 (xLu~t ) - q2(xLwD + 'PHlwW + 'PHlw~+il), 
' 
where: 
N ow, frnm inequality 
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it f ollows that 
Vi(x~+l' w~+l) - Vi(xL w~) 
::; -r_i(lxtl) +'Pi (lw~I) + 'P~(lw~+l I), \lx~ E Xi, \lwi E Wi (5.10) 
Finally, in view of the admissible control sequence (5.9), it follows that XiMPc 
is a robust positively invariant set far the closed loop (5. 6). Therefore, by (5.8), 
(5.7), (5.10) and Assumption 5, the optimal cast J}H(xLwLu~~=~Ll'N~,N~) 
is an ISS-Lyapunov function far the closed-loop system (5.6), in xiMPC and 
hence, owing to Assumption 1, the closed-loop system is ISS in xiMPC. 
It is worth noting that, from the perspective of determining regionally 
ISS stabilizing control laws, a key aspect is the design of an auxiliary control 
law K,} (xi) such that Assumption 2 holds. In this respect, under slightly 
more restrictive hypotheses on the agents' dynamic models and on the FH 
cost function, we give the following useful result ( the proof is reported in the 
Appendix). 
Lemma 5.2.1 Assume that li E C2 ' hi(xi' ui) = xiT Qixi + uiT Riui and 
· · · ·T -. ·T · · · · -· 
qi(x"', wi) ::; xi sixi + 'lf'.ri(lwil) with Qt, Rt, and si being positive definite 
matrices and 'l/Ji being a K-function. 
Furthermore, suppose that there exists a matrix Ki such that A~z = Ai+ Bi Ki 
is stable with Ai 1', ~1: I . . ' Bi~ aa1; I . . . Let {i ~ /3i(Qi + 
X xi=O; ui=O U xi=O; ui=O 
·T . . - . . 
Ki Ri Ki +Si) with 13i > 1, and denote by rri the unique symmetric positive 
definite solution of the following Lyapunov equation: 
(5.11) 
Then, there exist a constant yi E ~~0 , yi > O and a finite integer Np such 
that far all Np 2: Np the final set X} :@: {xi E ~ni : xiT IIixi ::; yi} satisfies 
. . . . . ·T .. 
Assumption 2 with K,}(xi) = Kixi, h} =xi rrixi. O 
In the next subsection, the stability analysis of the whole team of agents will 
be addressed. 
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5.2.1 Stability properties of the team of agents 
In this subsection, the coupling effects due to the exchange of the delayed state 
information between the cooperating DMs will be taken into account in the 
context of the stability analysis of the whole team of agents. In this respect, 
let us consider the team A= {Ai, i = 1, ... , M} where each cooperating agent 
Ai is controlled by the regionally ISS-stabilizing RH control local law solving 
Problem 5.1.1 for each i = 1, ... , M. 
We can indeed follow the same procedure as in Section 4.3, and describe 
the team of DMs as a suitable feedback interconnection of two systems: one 
accounting for the agents dynamics (now coupled through the control action) 
and one accounting for the delays. Hence the following state equations can be 
written: 
Xt+i = F(Xt, Wt) , 
{ 
2:__t+i = AZt + B Xt 
Wt = CZt, 
(5.12) 
(5.13) 
where these equations correspond respectively to ( 4.8) and ( 4.9) in Section 4.3. 
We will now show that an ISS-Lyapunov function can be defined for each 
of these systems, which implies that both will turn out to be regionally ISS. 
After this step, the stability properties of the team of DMs will be analyzed 
by resorting to nonlinear small-gain theorem arguments. First, we let W ~ 
W i wM V !:::. xi xM V !:::. xi xM vMPC !:::. X · · · X , A. = X · · · X , rLJ = f X · · · X f , rL = 
i M PC MM PC !:::. M A !:::. - -
X x · · · x X , D =Di x · · · x D and W = m?JC{IWI : W E W}. 
w 
The following intermediate result can now be proved. 
Lemma 5.2.2 Under Assumptions 1-5, dynamic systems (5.12) and (5.13) 
are provided with suitable ISS Lyapunov functions V(Xt, Wt) in xMPC and 
VD(Zt) in Rnz, respectively. 
o 
Proof 2 This proof is analogous to that of Lemma 4. 3.1. Let us consider the 
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ISS Lyapunov function candidate 
M 
V(Xt, Wt) ~ L Vi(xL w~) 
i=l 
far system (5.12) .2 From (5.8) and (5. 7), it follows that 
M M M 
L ri(lxrn ::; V(Xt, Wt) ::; L ,Bi(lxrn + L a-i(lwW 
i=l i=l i=l 
Clearly lx~I ::; IXtl and lw~I ::; IWtl, Vi= 1, ... , M and thus 
M M M M 
V(Xt, Wt) ::; L ,Bi(lxrn + L o-i(lwW ::; L ,Bi(IXtl) + L a-i(IWtl) ::; 
i=l i=l i=l i=l 
::; ,B(IXtl) + o-(IWtl), 
M M 
where we set ,B(IXtl) ~ L ,Bi(IXtl) and o-(IWtl) ~ L o-i(IWtl). 
i=l i=l 
M M 
Moreover L lx~I::; L IXtl = MIXtl· 
i=l i=l 
l M M 
Then IXtl 2: ML lx~I and IXtl ::; L lx~I- Now, recall that, far any JC func-
i=l i=l 
tion "(, we have "I (t a;) ::; t 1(Ma;) where a; > O, i = 1, ... , M are 
arbitrarily chosen positive scalars). Theref ore, considering the JC function [i , 
far a generic i E {1, ... , M}, we have 
2It is worth noting that, instead of the above definition of V, a weighted sum of Lyapunov 
functions could be used along the reasoning provided in [34] in the framework of composite 
systems. 
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and hence 
r_i (JX,j/M) :<; r_i ( ~ t lxii) :<; tri(ixiJl · 
Therefare, letting r (IXti) ~ ri (IXtl/M) far an arbitrarily chosen index i, we 
showed that 
r(IXtl) :::; V(Xt, Wt), \f Xt Ex, fflt E w (5.14) 
V(Xt, Wt) :::; !J(IXti) + (/(IWtl), \f Xt E Xj, \fWt E w (5.15) 
From (5.10) it follaws that 
M M 
~V ~ L Vi ( x~+l' w~-tl) - L Vi ( xL w~) :::; 
i=l i=l 
M M M 
:S - Lri(lxtl) + Lcpi(lw~I) + Lcp~(lw~+ll) 
i=l i=l i=l 
M M M 
Mareaver, - Lri(Jxtl) :S -ri (JXtl/M) and Lcpi(lw~I) :S Lcpi(JWtl) and 
i=l i=l i=l 
M M 
L cp~(lw~+1 D :S L cp~ (IWt+i I) . 
i=l i=l 
M M 
Then, letting cp1(IWti) ~ L 'Pi (IWtil) and cp2(IWt+1 i)~ L cp~(l~\1 I), 
i=l i=l 
it fallows that 
~V :S -r(IXtl) + cp1(JWtl) + cp2(IWt+11) < -r(JXti) + 'Ptot(JJWllt+1), 
(5.16) 
\f Xt E X, \f W E Mw, where 'Ptot(s) ~ cp1(s) + cp2(s). Therefore, by (5.14), 
{5.15) and (5.16), V(Xt, Wt) is an ISS-Lyapunov function in xMPC far system 
(5.12) and hence this system is ISS in xMPC. 
As far as system (5.13) is concerned (we recall that this system describes the 
effects of the time-delays in the information exchange variables), the proof that 
it is ISS is obviously triviai since (5.13) is an asymptotically stable discrete-
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time linear system. We only very briefiy sketch some parts of the proof just 
far the purpose of introducing a few quantities that will be used subsequently. 
A candidate ISS Lyapunov function for system (5.13) is vD(Zt) ~ IZtl. It is 
immediate to determine two K-functions rD(IZtl) and /]D(IZtl) such that 
M oreover, it is straightf orward to obtain 
~vn ~ vn(Zt+i) - vn(Zt) = IAZt + BXtl - IZtl:::; -rv(IZtl) + scf (IXtl) 
(5.17) 
with a suitable definition of the K- function scf. 
Now, recalling from (5.13) that Wt = C Zt, from the proof of Lemma 5.2.2, 
from (5.16) it follows immediately that the ISS Lyapunov function V(Xt, Wt) 
satisfies 
(5.18) 
where a4 is defined as in the proof of Theorem 5.2.1, whereas 'P11 ~ 'Pl +E, 
'Pw ~ 'Pl o (r.D)-1 , 'Pw+l ~ 'P2 o (r.D)-1 and 'Pwtot(s) ~ 'Pw(s) + 'Pw+1(s). 
Moreover, as far as the ISS Lyapunov function vn(Zt) is concerned, from 
(5.17) it follows that 
vn(zt+1) - vn(Zt)::; -af (Vn(Zt)) + sc~(V(Xt, Wt)) (5.19) 
where, again, a.f is defined analogously to the above definition of a4, whereas 
'P~ ~ scf o (rv)-1. 
Analogously to the proofof Theorem 3.2.1, given e E ~>o, let R(e) ~{X: 
V(X,W)::; e, VW E W}. Let 8 ~{X: V(X,W)::; e~ max e, VW E 
R(e)<;Xf 
W} . Note that e > b(W) and D e 8. Since the region D is reached asymp-
totically, the state will arrive in 8 in a finite time, that is, there exists Te such 
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that V(Xk, Wk) ~ e, Vk 2 Te. Hence, the region 8 is a robust positively 
invariant set for the system (5.1). Thanks to Remark 3.7 in [30], from (5.18) 
and (5.19) it follows that there exist some KL:-functions ~ and ~D such that 
where we define 
t::. -1 -1 
rl = 0'.4 op o 'Pwtot (5.22) 
and 
(5.23) 
with p any K00-function such that (id - p) E K00 • 
Now, the following result about the stability properties of the team of 
cooperating agents can be proved. 
Theorem 5.2.2 Suppose that Assumptions 1-5 are verified. Moreover, as-
sume that the following small gain condition holds: 
11o12(s) < s. (5.24) 
with rl and r2 given by (5.22) and (5.23) and argument s takes its values from 
a suitable subset of lR~o according to inequalities (5.18)-(5.21). Then the team 
of coopemting agents described by the interconnected dynamic equations (5.12) 
and (5.13) is 0-AS in xMPC X ]Rnz. D 
Proof 3 If 11o12(s) < s, from (5.20) and (5.21) it follows that 
- A - AD D 
V(Xk, Wk) ~ max{J](V(Xt, Wt), t), 11 (JJ (V (Zt), t))}, 
VXt E 8, Vk E Z~o, k 2 t 
D AD D A -
V (Zk) ~max{/] (V (Zt), t), 12(/J(V(Xt, Wt), t))}, 
V Xt E 8, V k E Z~o, k 2 t 
and hence V(Xk, Wk), VD(zk) are bounded by initial condition. By Lemma 
3.13 in {30}, an asymptotic gain from VD(zk) to V(Xk, Wk) is given by rl 
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whereas an asymptotic gain from V(Xk, Wk) to vD(zk) is given by '"'12· Hence: 
lim V(Xki Wk) :S: lim [0:41 o p-1 o 'Pw(VD(zk-1)) + 
k-+oo k-+oo 
+0:41 o p-1 o 'Pw+i(VD(zk))] 
< 0:41 op-lo 'Pw( lim VD(zk-1)) + 
k-+oo 
+0:41 o p-1 o 'Pw+l ( lim VD (Zk)) 
k-+oo 
But 
--v --v 
lim V (Zk-1) = lim V (Zk) 
k-+oo k-+oo 
Hence 
lim V(Xk, Wk) < 0:41 o p-1 o 'Pwtot( lim vD(zk)) 
k-+oo k-+oo 
'"'(1 ( lim VD (Zk)) 
k-+oo 
Again, the assumption that 11 o 12 ( s) < s implies that 
Thus, the system is 0-AS in xMPC X Rnz. 
(5.25) 
(5.26) 
Remark 5.2.1 It is worth noting that the small-gain condition (5.24) may 
turn out to be conservative in practice as it is typical of these kind of results. 
On the other hand, the generality of the problem makes it rather difficult to ob-
tain tighter conditions without introducing more restrictive assumptions on the 
structure of the agents' dynamics and on the cost function. Indeed, far special 
classes of cooperative control problems, different conditions for the stability of 
the team of DMs can be obtained. For instance, we recall that in {15} stability 
has been shown for formation control of UAV's under different hypotheses as 
the knowledge of the neighbors dynamics, suitably fast informa ti on exchange 
and bounded errar between the predicted and actuated state trajectories of each 
member of the team. As another example, stability of a set of decoupled sys-
tems is ensured in {32}, by assuming the knowledge of feasibility regions and a 
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specific hierarchical design of the decentralized RH contml problem: the com-
putations are shared by nodes with different priorities, which can impose their 
contro[ decisions on the subordinate neighbors. 
Remark 5.2.2 As expected, in the special case where the state equation (5.1) 
takes on a linear structure, the FH cast function (5.5) is quadratic, and no state 
and control constraints are present, more specialized and tight results can be 
found. In parlicular, the contro[ law takes on an explicit feedback-feedforward 
structure and some interesting properties hold. The reader is referred to {20} 
far more details. 
5.3 Illustrative example 
In this section we will show some simulation results concerning a team of U AV s 
moving in JR.2 with nonlinear dynamics; this is the same example already in-
troduced at Chapter 1, with equation (1.3). Such a problem has reasonable 
simplicity but allows to ascertain the basic features and properties of the pro-
posed cooperative control law. A team of M = 3 vehicles will be considered, 
whose continuous-time models and data are taken according to [31]: 
mxi= -µii;i + (uk + ui,) cos(Bi), 
mi/= -µl'f/ + (uk + ui) sin( Bi), 
JiJi = -µ2ii + (uk - ui)rv. 
(5.27) 
where i = 1, 2, 3. For simplicity, we assume that all the members of the team 
have the same physical parameters: the mass is m = O. 75 Kg, the inertia is 
J = 0.00316Kgm2 , the linear friction coefficient is µ 1 = 0.15Kg/s and the 
rotational friction coefficient is µ2 = 0.005 K gm2 / s and finally the radius of 
the vehicle is rv = 8.9cm. The state vector of each DM will be from now on 
denoted as zi, and is defined by considering the position and velocity in each 
direction of the plane, plus the orientation angle and rotational velocity zi ~ 
. •. . . . . . D. . • 
col (B\ ei, xi, xi, yt, 1?), whereas the control vector is given by ui =col (u'L, uk). 
The continuous-time models (5.27) are discretized with a sampling time T = 
O.ls, thus obtaining suitable discrete-time models, where the state vectors are 
denoted by z1 and the control vectors are denoted by u~ . 
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Remark 5.3.1 In the following, the simulation trials will refer to the above 
approximated discrete-time model for mere illustration purposes and to show 
the eff ectiveness of the proposed cooperative control scheme. H owever, as shown 
in {59}, in some cases the control law that stabilizes the approximated discrete-
time model may perf orm qui te poorly when applied to the exact model. This is 
clearly an important issue and we refer the reader to the a bo ve reference f or 
more details and to the works {62, 63} far the general case of control of non-
linear sampled-data systems. Far a MPC algorithm where the continuous time 
evolution of the system is explicitly taken into account, while the optimization 
is performed with respect to a piece-wise constant control signal, see {52}. O 
The objective of the distributed cooperative controller is to reach a certain 
formation following a predefined desired trajectory for each UAV. The desired 
trajectories have been chosen with constant velocities and null rotational ve-
locity. At every time instant t, each agent solves Problem 5.1.1 with FH cost 
function 
t+N~-l 
J i ~ (i i -1 + Jil 
1
2 + I i -i
1
2 ) + I i -1 + di1
1
2 FH = zl - Zz u Qi ul - u Ri zt+N~ - Zt+N~ pi 
l=t 
t+N~-l 
+ L L 1zf - zf + dij'~ij 
l=t j EGi 
(5.28) 
where zf represents the desired trajectory of the leader while dii are the desired 
distance between agenti and agent j (dii= O, Vi= 1, ... , M). Hence the term 
zf - di1 represents the desired trajectory of the i - th UAV. The values of 
dii are such that the three UAVs assume a triangle formation. The term ui 
is the control vector necessary in order to maintain each U AV on the desired 
trajectory. Far the information vector to take on a constant value within the 
prediction horizon, we let 
-j - (-1 djl) ( j -1 djl) 
zt+k - Zt+k - + zt-b.iJ - zt-b.iJ + . 
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The delays have all been set to L\ ij = L\ = 5T and the communication topology 
is assumed to be stationary. Specifically, we suppose that the leader does 
not receive any information from the other DMs (hence S1j = O, Yj E G1 ). 
Moreover agent 2 gets information from the leader and from agent 3 and, 
analogously, agent 3 gets information from the leader and from agent 2. 
The values of the parameters used for the leader are N1 = N; = 5, Q1 = 
0.1 · diag (1, 50, 1, 1, 1, 1), R 1 = 0.01 · diag (1, 1), and S 1j = O, Yj E G1 . 
The lengths of horizons N1, N; , though quite small, are indeed suffi.cient for 
the leader to show a reasonably good tracking performance as it starts quite 
dose to the desired trajectory. For the other agents, we consider the same 
values of the parameters, that is, we have N~ = 10, N; = 250, Qi = 0.1 · 
diag (1, 50, 1, 1, 1, 1), Ri = 0.01 · diag (1, 1), 5ij = diag (0.1, 0.1, 1, 0.1, 1, 0.1), 
O'.w = 0.96, i = 2, 3. The matrices pi are obtained, from the choice of Qi, Ri 
and 5ij, by the auxiliary control law designed according to Lemma 5.2.1 using 
{3i = 3 and §ij = 2Sij, i = 1, 2, 3. The FH Optimal Control Problem 5.1.1 is 
h t . d b th t . t i < 1 i < i . i < 2i < i e arac enze y e cons rain s u Lmin _ Ut _ u Rmax, u Lmin _ Ut _ u Rmax , 
with uimin = o' uimax = 6' ukmin = o' and ukmax = 6' i = 1, 2, 3' 
where uti (uri) denotes the first (second) component of vector u~. Moreover, 
the terminal constraints lzi+Ni - zi+Ni + di1 l~i :S yi, i = 1, 2, 3, have been 
p p 
obtained numerically according to Lemma 5.2.1. The values of yi are constant 
along the trajectories and are respectively T 1 = 0.3 and yi = 1.2, i = 2, 3. 
These values are not comparable since the matrices pi are different. The 
control necessary in order to maintain each UAV on the desired trajectory is 
u1i = 1, u2i = 1. The values of the desired distances between the agents are 
the following: 
12 7r 7r 7r 7r 7r 7r 
d = l6col(O, O, - sin( 3) cos( 4" )-0.5 cos( 4 ), O, - sin( "3) cos( 4 )+0.5 cos( 4 ), O), 
13 . 7r 7r 7r 7r 7r 7r 
d = l6col(O, O, - sm( 3) cos( "4 )+0.5 cos( 4), O, - sin( "3) cos( "4 )-0.5 cos( "4 ), O), 
21 . 7r 7r 7r 7r 7r 7r 
d = l6col(O, O,+ sm( "3) cos( 4 )+0.5 cos( 4 ), O,+ sin( "3) cos( 4 )-0.5 cos( 4 ), O), 
~ 7r 7r 
d = l6col(O, O, cos( 4 ), O, - cos( 4 ), O) 
31 . 7r 7r 7r . 7r 7r 7r 
d = l6col(O, O, sm(- cos(-) - 0.5 cos(- ), O,+ sm(-) cos(-) + 0.5 cos(- ), O) 
3 4 4 3 4 4 
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and 
32 7r 7r ) d = l6col(O, O, - cos( 4 ), O, cos( 4 ), O . 
Moreover, the initial condition of the desired trajectory of the leader is: 
1 7r 1 1· 2· 7r 1 1· 2· 7r z0 = col ( 4, O, O, m (il i + il i) cos ( 4), O, m (il i + il i) sin ( 4)) . 
The entire desired leader's trajectory is obtained, starting from the initial con-
ditions, holding constant the velocities. Finally, the initial conditions of the 
U AV s are z1 = z1 z2 = z2 z3 = z2 + 3 8d23 O O' O O' O O · • 
In Fig. 5.1, the team trajectories are reported in the two-dimensional space: 
the objective is to attain a triangle formation along a line of 45° as followers 
of the leader. The dotted lines depict the actual behavior of the agents. It is 
worth noting the cooperative behavior of the DMs when the two followers get 
closer to each other. 
In Fig. 5.2, the behaviors of the control variables of Agents 2 and 3 are 
shown. In particular, in Figs. 5. 2 (a) and 5. 2 ( c) the behaviors of the first 
component of the control variables are plotted, whereas in Figs. 5.2(b) and 
5.2(d), the difference between the first and the second components of the con-
trol variables are shown. This has been done to better appreciate the differences 
between the first and the second components of the control variables; actually, 
these differences are rather small due to the small magnitude of the variations 
of the orientation of the two agents. In Fig. 5.2, the dashed lines depict the 
constraints imposed on the control variables. 
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Figure 5. l: Team trajectories ( dotted lines). The front of the vehicle is repre-
sented by the symbol '*' whereas the back of the vehicle is represented by the 
symbol '+'. 
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Figure 5.2: Behaviors of the control variables of Agents 2 and 3. (a) and (e) 
behaviors of the first component of the control variables. (b) and ( d) difference 
between the first and the second components of the control variables. Dashed 
lines: control constraints. 
Conclusive remarks 
This thesis work presents a general scheme for Cooperative Distributed Model 
Predictive Control: cooperation is realized in a set of dynamically uncoupled 
systems through the control action. The latter is the result of a cost minimiza-
tion process at the level of each Decision Maker which is part of the overall 
system and is in this sense distributed: each agent's cost function is composed 
by a stabilizing term and a cooperative term which depends on the states of 
the neighboring agents, which are communicated with a certain delay. The 
minimization and implementation of the obtained controller are performed in 
a Receding Horizon fashion. 
The scheme is suited to the cases where the DMs are modeled through 
linear or nonlinear discrete time systems, and the existence of constraints on 
the state or the control action are considered: the latter fact brings in many 
issues and requires severa! assumptions, though greatly extends the practical 
applicability of the control algorithm. 
The main contribution of this work is that of providing a RH based frame-
work that is entirely distributed and allows each DM to locally find a suitable 
controller, allowing for both stabilization of the entire system and cooperation 
within the agents. This is possible without requiring each agent to know the 
dynamics of its neighbors. Also, no restriction in terms of the predicted and 
actuated trajectories is necessary in order to guarantee stability, nor is required 
a hierarchy among the agents. 
It must be noted here that the information exchange strategy may be irn-
proved: in particular, one could argue that exchanging the predicted trajec-
tories instead of the current state of each DM would be beneficia! in terms of 
converging to an overall centrally computed solution. This at the expense of 
assurning that every agent is optimizing also for its neighbors knowing their 
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model and that there is a hierarchy in the local optimization processes [13, 32]. 
In certain cases though, it is not possible to know the models of all the neigh-
bors, nor determine a priority that can be uniquely assigned to every DM. 
This is true for applications where the model of a DM would be particularly 
complex, such as a real aircraft or autonomous ground vehicle, or not available 
at all. Those are the cases where this framework can be successfully applied. 
The presence of delays in the communication exchange is taken into ac-
count, though issues are still arising in the fact that they are deterministic. 
Another fundamental and restrictive assumption is that of synchronization of 
all the DMs. It is still a drawback of this scheme, that of not considering 
stochastically varying delays in the communication, and not addressing the 
problem of independent computational clocks at each DM. 
As far as the future work and improvements, the main issues to be solved 
are indeed the stochastic communication delays and the need of dropping the 
assumption of synchronization among the agents. 
Research on how to introduce process disturbances and possible additive 
faulty behavior of the DMs is ongoing and aiming at formulating a fault tolerant 
cooperative architecture. Another interesting improvement is that of consid-
ering partial state measurement or noisy state measurements at the level of 
each agent, both for feedback and cooperation purposes. This case will require 
the introduction of state estimation techniques, which may greatly affect the 
performance of the RH controller, in particular in the presence of nonlinear 
DM models. 
Bibliography 
[1] J. Bellingham, A. Richards, and J.P. How. Receding horizon control of 
autonomous aerial vehicles. In Proc of the IEEE American Contro[ Conf., 
pages 3741- 3746, Anchorage, 2002. 
[2] A. Bemporad, F. Borrelli, and M. Morari. Model predictive control based 
on linear programming N the explicit solution. IEEE Trans. A utomatic 
Control, 47(12):1974-1985, 2002. 
[3] R. R. Bitmead, M. Gevers, and V. Wertz. Adaptive Optimal Contro[. 
Prentice Hall, 1990. 
[4] E. F. Camacho and C. Bordons. Model Predictive Control. Springer, 2nd 
edition, 2006. 
[5] E. Camponogara, D. Jia, B. H. Krogh, and S. Talukdar. Distributed model 
predictive control. IEEE Control System Magazine, 22(1):44-52, February 
2002. 
[6] P.R Chandler, S. Rasmussen, and M. Pachter. UAV cooperative path 
planning. In Proc. of the AIAA Guidance, Navigation, and Control Conf. 
and Exhibit, Denver, CO, 2000. 
[7] D.E. Chang, S.C. Shadden, J.E. Marsden, and R. Olfati-Saber. Collision 
avoidance for multiple agent systems. In Proc. of the IEEE Conf. on 
Decision and Contro[, volume 1, pages 539- 543, 2003. 
[8] X. Chen and A. Serrani. Remarks on ISS and formation control. In Proc. 
of the IEEE Conf. on Decision and Control, pages 177-182, Bahamas, 
2004. 
98 Bibliography 
[9] R. Cogill and S. Lall. Control design for topology-independent stability 
of interconnected systems. In Proc. of the IEEE American Control Conj., 
pages 3717 - 3722, Boston, 2004. 
[10] J. Cortés, S. Martinez, T. Karatas, and F. Bullo. Coverage control for 
mobile sensing networks. IEEE Trans. on Robotics and A utomation, 
20(2):243-255, 2004. 
[11] R. D'Andrea and G. E. Dullerud. Distributed control design for spatially 
interconnected systems. IEEE Trans. on Automatic Control, 48(9):1478-
1495, 2003. 
[12] G. De Nicolao, L. Magni, and R. Scattolini. Stabilizing receding-horizon 
control of nonlinear time-varying systems. IEEE Trans. on Automatic 
Control, 43(6):1030-1036, 1998. 
[13] W. Dunbar. A distributed receding horizon control algorithm for dynam-
ically coupled nonlinear systems. In Proceedings of the 2005 IEEE Conf. 
on Decision and Control, Seville, Spain, December 2005. 
[14] W. B. Dunbar and R. M. Murray. Receding horizon control of multi-
vehicle formation: a distributed implementation. In Proc. of the IEEE 
Conf. on Decision and Control, pages 1995-2002, Bahamas, 2004. 
[15] W. B. Dunbar and R. M. Murray. Distributed receding horizon con-
trol with application to multi-vehicle formation stabilization. Automatica, 
42(4):549-558, 2006. 
[16] M. Egerstedt and Xiaoming Hu. A study on decentralized receding horizon 
control for decoupled systems. IEEE Trans. on Robotics and A utomation, 
17(6):947-951, 2001. 
[17] E. Franco, L. Magni, T. Parisini, M. Polycarpou, and D. M. Raimondo. 
Cooperative constrained control of distributed agents with nonlinear dy-
namics and delayed information exchange: a stabilizing receding-horizon 
approach. to appear: IEEE Trans. on A utomatic Control, 2006. 
[18] E. Franco, T. Parisini, and M. Polycarpou. Cooperative control of 
discrete-time agents with delayed information exchange: a receding-
Bibliogmphy 99 
horizon approach. In Proc. of the IEEE Conf. on Decision and Control, 
pages 4274-4279, Bahamas, 2004. 
[19] E. Franco, T. Parisini, and M. Polycarpou. Stable receding-horizon co-
operative control of distributed agents: some new results. In Proc. of the 
American Control Conf., pages 4673-4678, Portland, OR, 2005. 
[20] E. Franco, T. Parisini, and M. Polycarpou. Design and stability analysis 
of cooperative receding-horizon control of linear discrete-time agents. Int. 
J ournal on Robust and N onlinear Control, 2006 ( to appear). 
[21] E. Frazzoli and F. Bullo. Decentralized algorithms for vehicle routing in 
a stochastic time-varying environment. In Proc. of the Conf. on Decision 
and Control, Bahamas, 2004. 
[22] V. Gazi and K. Passino. Stability analysis of swarms. In Proc. of the 
IEEE American Control Conf., Anchorage, 2002. 
[23] G. Grimm, M.J. Messina, A.R. Teel, and S.E. Tuna. Model predictive 
control when a local control lyapunov function is not available. In Proc. 
of the American Control Conf., pages 4125 - 4130, Denver, CO, 2003. 
[24] G. Grimm, M.J. Messina, S.E. Tuna, and A.R. Teel. Nominally robust 
model predictive control with state constraints. In Proc. of the IEEE Conf. 
on Decision and Control, pages 1413 - 1418, Mauii, Hl, 2003. 
[25] G. Grimm, M.J. Messina, S.E. Tuna, and A.R. Teel. Model predictive 
control: for want of a local control Lyapunov function, all is not lost. 
IEEE Tmnsaction on A utomatic Control, 50:546-558, 2005. 
[26] V. Gupta, B. Hassibi, and R. M. Murray. A sub-optimal algorithm to 
synthesize control laws for a network of dynamic agents. International 
Joumal of Control, 78(16):1302 - 1313, 2005. 
[27] Y. C. Ho and K.C. Chu. Team decision theory and information structures 
in optimal control, problems - Part 1. IEEE Tmnsactions on A utomatic 
Control, 17:15-22, 1972. 
[28] P. loannou. Decentralized adaptive control of interconnected systems. 
IEEE Trans. on Automatic Control, 31(4):291 - 298, 1986. 
100 Bibliography 
[29) D. Jia and B. Krogh. Distributed model predictive control. In Proc. of 
the IEEE American Control Conf., pages 2767-2772, Arlington, 2001. 
[30) Z. P. Jiang and Y. Wang. Input-to-state stability for discrete-time non-
linear systems. Automatica, 37(6):857-869, 2001. 
[31) Z. Jin, S. Waydo, E. B. Wildanger, M. Lammers, H. Scholze, P. Foley, 
D. Held, and R. M. Murray. The second generation Caltech multi-vehicle 
wireless testbed. In Proc. of the IEEE American Control Conj., pages 
5321 - 5326, Boston, 2004. 
[32) T. Kevicky, F. Borrelli, and G. J. Balas. Hierarchical design of decentral-
ized receding horizon controllers for decoupled systems. In Proc. of the 
IEEE Conf. on Decision and Control, pages 1592-1597, Bahamas, 2004. 
[33] T. Kevicky, F. Borrelli, and G. J. Balas. A study on decentralized receding 
horizon control for decoupled systems. In Proc. of the IEEE American 
Control Conf., pages 4921-4926, Boston, 2004. 
[34) H.K. Khalil. N onlinear Systems. Prentice Hall, 2001. 
[35) O. Khatib. Real time obstacle aoidance for manipulators and mobile 
robots. In Proc. of the IEEE International Conf. on Robotics an A u-
tomation, volume 2, pages 500- 505, 1985. 
[36) N. Komaroff. Iterative matrix bounds and computational solutions to the 
discrete algebraic riccati equation. IEEE Trans. on A utomatic Control, 
39(8):1676-1679, 1994. 
[37) J. Kosecka, C. Tomlin, G. Pappas, and S. Sastry. Generation of con-
flict resolution manoeuvres for air traffic management. In Proc. of the 
IEEE/RSJ International Conf. on Intelligent Robots and Systems, vol-
ume 3, pages 1598-1603, 1997. 
(38] Y. Kuwata and J.P. How. Three dimensional receding horizon control for 
uavs. In Proc. of the AIAA Guidance, N avigation, and Control Conf. and 
Exhibit, pages 3741- 3746, Providence, 2004. 
[39) D. S. Laila and D. Nesic. Discrete time lyapunov based small gain theorem 
for parameterized interconnected iss systems. IEEE Trans. on A utomatic 
Control, 48(10):1783-1788, 2003. 
Bibliography 101 
[40] C. Langbort and R. D'Andrea. Imposing boundary conditions fora class of 
spatially-interconnected systems. In Proc. of the American Control Conf., 
pages 107 - 112, Denver, 2003. 
[41] C.H. Lee. Upper matrix bound of the solution for the discrete riccati 
equation. IEEE Trans. on Automatic Control, 42(6):840-843, 1997. 
[42] F. L. Lewis and V. L. Syrmos. Optimal Control. Wiley-Interscience, 1995. 
[43] W. Li and C. G. Cassandras. A receding horizon approach for solving some 
cooperative control problems. In Proc. of the IEEE Conf. on Decision and 
Control, pages 3760-3765, Las Vegas, 2002. 
[44] W. Li and C. G. Cassandras. Stability properties of a cooperative receding 
horizon controller. In Proc. of the IEEE Conf. on Decision and Control, 
pages 492-497, Hawaii, 2003. 
[45] W. Li and C. G. Cassandras. Stability properties of a receding horizon 
controller for cooperating UAV's. In Proc. of the IEEE Conf. on Decision 
and Control, pages 2905-2910, Bahamas, 2004. 
[46] W. Li and C. G. Cassandras. Centralized and distributed cooperative 
receding horizon control of autonomous vehicle missions. M athematical 
and Computer Modelling, 43(9-10):1208-1228, 2006. 
[47] D. Limon, T. Alamo, F. Salas, and E. F. Camacho. Input to state sta-
bility of min-max MPC controllers for nonlinear systems with bounded 
uncertainties. Automatica, 42:797-803, 2006. 
[48] Y. Liu, K. Passino, and M. Polycarpou. Stability analysis of M-
dimensional asynchronous swarms with fixed communication topology. 
IEEE Trans. on Automatic Control, 48(1):76-95, 2003. 
[49] N. Lynch. Distributed Algorithms. Morgan Kauffmann, lst edition, 1997. 
[50) L. Magni, G. De Nicolao, L. Magnani, and R. Scattolini. A stabilizing 
model-based predictive control algorithm for nonlinear systems. Auto-
matica, 37(9):1351-1362, 2001. 
102 Bibliography 
[51] L. Magni, D. M. Raimondo, and R. Scattolini. Regional input-to-state sta-
bility for nonlinear model predictive control. IEEE Trans. on A utomatic 
Control, 51(9), 2006. 
[52] L. Magni and R. Scattolini. Model predictive control of continuous-time 
nonlinear systems with piecewise constant control. IEEE Trans. on A u-
tomatic Contro[, 49:900-906, 2004. 
[53] J. Marschak and R. Radner. Economie Theory of Teams. Yale University 
Press, 1972. 
[54] S. Martìnez, F. Bullo, J. Cortés, and E. Frazzoli. On synchronous robotic 
networks - Part I: models, tasks and complexity notions. In Proc. of the 
IEEE Con/. on Decision and Control, Seville, Spain, December 2005. 
[55] S. Martìnez, F. Bullo, J. Cortés, and E. Frazzoli. On synchronous robotic 
networks - Part Il: time complexity of rendezvous and deployment al-
gorithms. In Proc. of the IEEE Con/. on Decision and Contro[, Seville, 
Spain, December 2005. 
[56] D.Q. Mayne, J.B. Rawlings, C.V. Rao, and P.O.M. Skokaert. Constrained 
model predictive control: Stability and optimality. Automatica, 36:789-
814, 2000. 
[57] N. Motee and A. Jadbabaie. Distributed receding horizon control of spa-
tially invariant systems. In Proc. of the IEEE American Control Con/., 
Minneapolis, 2006. 
[58] N. Motee and A. Jadbabaie. Receding horizon control of spatially dis-
tributed systems over arbitrary graphs. In Proc. of the IEEE Con/. on 
Decision and Control, S. Diego, 2006. 
[59] D. Nesic and A. R. Teel. A framework for stabilization of nonlinear 
sampled-data systems based on their approximate discrete time models. 
IEEE Trans. on Automatic Control, 49(7):1103-1122, 2004. 
[60] D. Nesic and A. R. Teel. Input-output stability properties of networked 
control systems. IEEE Trans. on Automatic Control, 49(10):1650-1667, 
2004. 
Bibliography 103 
[61] D. Nesic and A. R. Teel. Input to state stability properties of networked 
control systems. Automatica, 40(12):2121-2128, 2004. 
[62] D. Nesic, A. R. Teel, and E. D. Sontag. Formulas relating /CC estimates of 
discrete time and sampled data nonlinear systems. Systems and Control 
Letters, 38(1):49-60, 1999. 
[63] D. Nesic, A. R. Teel, and E. D. Sontag. Sufficient condition for sampled-
data stabilization of nonlinear systems via discrete time approximations. 
Systems and Control Letters, 38(4-5):259-270, 1999. 
[64] T. Parisini, M. Sanguineti, and R. Zoppoli. Nonlinear stabilization by 
receding horizon neural regulators. Int. J. of Contro[, 70(3) :341-362, 1998. 
[65] T. Parisini and R. Zoppoli. A receding-horizon regulator for nonlinear 
systems and a neural approximation. Automatica, 31(10):1443-1451, 1995. 
[66] M. Polycarpou, Y. Yang, and K. Passino. Cooperative search framework 
for distributed agents. In Proc. of the 2001 IEEE Intemational Symposium 
on Intelligent Control, pages 1-6, Mexico City, Mexico, 2001. 
[67] R. Olfati Saber, W. B. Dunbar, and R. M. Murray. Cooperative control 
of multi-vehicle systems using cost graphs and optimization. In Proc. of 
the IEEE American Control Conf., pages 2217-2222, Denver, 2003. 
[68] D. D. Siljak. Large-Scale Dynamic Systems. North-Holland, New York, 
1978. 
[69] E. D. Sontag. Further facts about input to state stabilization. IEEE 
Trans. on Automatic Control, 35(4):473-476, 1990. 
[70] E.D. Sontag. Stabilizability, i/ o stability, and coprirne factorizations. In 
Proc. of the IEEE Conf. on Decision and Control, pages 457-458, Austin, 
1998. 
[71) D. Swaroop and J. K. Hedrick. String stability of interconnected systems. 
IEEE Trans. on Automatic Control, 41(3):3349-356, 1996. 
[72) D. Swaroop, J. K. Hedrick, and S. B. Choi. Direct adaptive logitudi-
nal control of vehicle platoons. IEEE Trans. on Vehicular Technology, 
50(1):150-161, 2001. 
104 Bibliography 
[73] H. G. Tanner, G. J. Pappas, and V. Kumar. lnput-to-state stability on 
formation graphs. In Proc. of the IEEE Conf. on Decision and Control, 
pages 2439-2444, Las Vegas, 2002. 
[74] H. G. Tanner, G. J. Pappas, and V. Kumar. Leader to formation stability. 
IEEE Transactions on Robotics and Automation, 20(3):2129-2136, 2004. 
[75] A. N. Venkat, J. B. Rawlings, and S. J. Wright. Stability and optimality 
of distributed model predictive control. In Proc. of the Conf. on Decision 
and Control, pages 6680- 6685, Seville, 2005. 
[76) S. H. Wang and E. Davidson. On the stabilization of decentralized control 
systems. IEEE Transactions on Automatic Control, 18(5):473-478, 1973. 
[77] Y. Liao Y. Jin, A. Minai, and M. Polycarpou. Balancing search and target 
response in cooperative unmanned aerial vehicle (U AV) teams. IEEE 
Transaction on Systems, Man and Cybernetics: B, 36:571-587, 2006. 
