Let R, S and T be finite sets with |R| = r, |S| = s and |T | = t. A code C ⊂ R × S × T with covering radius 1 and minimum distance 2 is closely connected to a certain generalized partial Latin rectangle. We present various constructions of such codes and some lower bounds on their minimal cardinality K(r, s, t; 2). These bounds turn out to be best possible in many instances. Focussing on the special case t = s we determine K(r, s, s; 2) when r divides s, when r = s − 1, when s is large, relative to r, when r is large, relative to s, as well as K(3r, 2r, 2r; 2). Some open problems are posed. Finally, a table with bounds on K(r, s, s; 2) is given.
Introduction
Let Q denote a finite alphabet with |Q| = q ≥ 2. The Hamming distance d(y, y ) between y, y ∈ Q n denotes the number of coordinates in which y and y differ. For y ∈ Q n and C ⊂ Q n with C = ∅ we set d(y, C) = min x∈C d(y, x). We say that y is R-covered by C if d(y, C) ≤ R and that C ⊂ Q n is R-covered by C, if every y ∈ C is R-covered by C. A code C ⊂ Q n of length n has covering radius (at most) R, if Q n is R-covered by C. C has minimum distance (at least) d, when any two distinct codewords have Hamming distance at least d. Combinatorial coding theory deals with A q (n, d), the maximal cardinality of a code C ⊂ Q n with minimum distance d, and K q (n, R), the minimal cardinality of a code C ⊂ Q n with covering radius R, see [2] . q-ary codes with covering radius (at most) 1 and minimum distance (at least) 2 as well as the corresponding non-extendable partial multiquasigroups have been studied in [9, 7, 8, 1, 6] . Equivalent objects are pairwise non-attacking rooks which cover all cells of a generalized chessboard and non-extendable partial Latin hypercubes. Denote by K q (n, 1, 2) the minimal cardinality of a code C ⊂ Q n with covering radius 1 and minimum distance 2. Well-known results are K q (2, 1, 2) = q and K q (3, 1, 2) = q 2 /2 as well as K 2 (4, 1, 2) = 4, K 2 (5, 1, 2) = 8, K 2 (6, 1, 2) = 12, K 3 (4, 1, 2) = 9, K 4 (4, 1, 2) = 28 and K q (n + 1, 1, 2) ≤ q · K q (n, 1, 2), see [4, 3, 8, 6] .
A natural generalization is to consider mixed codes with covering radius 1 and minimum distance 2. In the whole paper r, s, t denote positive integers and R = {1, 2, ..., r}, S = {1, 2, ..., s} as well as T = {1, 2, ..., t}. The minimal cardinality K(r, s, t) of a code C ⊂ R × S × T with covering radius 1 was studied by Numata [5] , see also [2, Section 3.7] . Let K(r, s; 2) and K(r, s, t; 2) denote the minimal cardinality of a code C ⊂ R × S and of a code C ⊂ R × S × T , both with covering radius 1 and minimum distance 2, respectively. In case of codes of length 2, K(r, s; 2) = min{r, s} is obvious. The present paper deals with codes of length 3. Note that K(r, s, t; 2) as well as K(r, s, t) are invariant under permutation of the parameters r, s and t.
There is an interesting connection between K(r, s, t; 2) and certain generalized partial Latin rectangles. A Latin square of order r is an r × r matrix with entries from a r-set R such that every element of R appears exactly once in every row and every column.
Definition 1.
A generalized partial Latin rectangle of order s × t and size m with entries from a r-set R is an s × t matrix with m filled and st − m empty cells such that every element of R appears at most once in every row and every column. In case of s = t, we call it generalized partial Latin square.
Clearly, such an object corresponds to a code C ⊂ R × S × T with minimum distance 2, and vice versa. Definition 2. A generalized partial Latin rectangle with entries from R is called nonextendable if for each empty cell every element of R appears in the row or the column of that cell.
Clearly, a non-extendable generalized partial Latin rectangle of order s × t and size m with entries from R corresponds to a code C ⊂ R × S × T of cardinality m with covering radius 1 and minimum distance 2, and vice versa. Hence, the existence of such an object yields K(r, s, t; 2) ≤ m. The paper is organized as follows: In Section 2 we give upper bounds for K(r, s, t; 2) by presenting various constructions of such codes (or the corresponding partial Latin rectangles). Our focus will be on the special case t = s. In Section 3 we give lower bounds for K(r, s, t; 2), which will be used in Section 4, to prove the optimality of some of the constructions of Section 2. In this way we determine K(r, s, s; 2) when r divides s (Theorem 22), when r = s − 1 (Theorem 27), when s ≥ r 2 (Theorem 23), when r ≥ 2s − 2 (Theorem 26) as well as K(3r, 2r, 2r; 2) (Theorem 24). In Section 5 open problems are posed. Finally, a table with bounds on K(r, s, s; 2) is given.
For technical reasons we set K(a, b, c; 2) = 0 if at least one of the variables equals zero.
Constructions
We often deal with the special case t = s. A trivial upper bound is
We start with our basic construction:
Proof. Let A ii be a Latin square of order s i with entries from R i =: R ii . If i < j then let A ij be a non-extendable generalized partial Latin rectangle of order s i × s j and size K(r ij , s i , s j ; 2) with entries from R ij . Set
is the desired non-extendable generalized partial Latin square of order s and size
The following corollary is a generalization of Kalbfleisch and Stanton's [4] construction which proved K q (3, 1, 2) = K(q, q, q; 2) ≤ q/2 2 + q/2 2 = q 2 /2 . 
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Proof. Apply Theorem 3. Since R ij = ∅ if i = j, all matrices A ij are empty in that case.
Corollary 5. Assume r divides s. Set n = s/r + 1 and write s = (n − 1)r = qn + c with 0 ≤ c < n. Then K(r, s, s; 2) ≤ sq + c(q + 1).
Proof. If r = 1 then q = 0 and c = s. Hence, the desired bound follows by (1) . Let r ≥ 2, implying q > 0. For i ∈ {1, ..., n} we set (3) and (4) we now get
Proof. If r = 1 then the bound follows from (1), so assume r ≥ 2. We modify Corollary 4 (with n = r + 1): Let A ii be a Latin square of order r − 1 with entries from R \ {i} if 1 ≤ i ≤ r. Let A r+1,r+1 be a non-extendable generalized partial Latin square of order s−r(r −1) ≥ r and size r(s−r(r −1)) with entries from R, which is easy to construct from a Latin square of the same order. Then a matrix of type (2), where all matrices A ij are empty if i = j, is the desired object and, hence, K(r, s, s; 2) ≤ (r − 1) 2 r + r(s − r(r − 1)) = rs − r 2 + r.
Proof. Apply Theorem 3 with (r, s) replaced by (r + s + t, s + t), R replaced by {1, ..., r + s + t}, n = 2 and R 1 = {1, ..., s} as well as R 2 = {s + 1, ..., s + t}.
Corollary 8. K(r + s, r + 2s, r + 2s; 2) ≤ r 2 + 2s 2 + 2K(r, s, s; 2) holds true. Especially K(2r, 3r, 3r; 2) ≤ 3r
Proof. Apply Theorem 3 with (r, s) replaced by (r + s, r + 2s), R replaced by {1, ..., r + s}, n = 3 and R 1 = {1, ..., r} as well as R 2 = R 3 = {r + 1, ..., r + s}.
The following technical theorem has important consequences.
Theorem 9. Assume R ⊂ R, S ⊂ S and T ⊂ T . Let C ⊂ R × S × T be a code with covering radius 1 and minimum distance 2. Then there is a code
with covering radius 1 and minimum distance 2. Proof. Set W = R × S × T and n = |C \ W|. We recursively define a sequence C 0 , ..., C n ⊂ R × S × T of codes by the following procedure. Let C 0 = C. Assume i ∈ {1, ..., n} and fix x ∈ C i−1 \ W. If there exists a y ∈ W with d(x, y) = 1, which is not covered by
. Clearly, we have C n ⊂ W. Moreover by induction one easily sees, that C i ∩ W has minimum distance 2 for all i and W is covered by C i . Hence C = C n is the desired code.
Corollary 10. r ≤ r, s ≤ s and t ≤ t imply K(r , s , t ; 2) ≤ K(r, s, t; 2).
Proof. Let R 1 ∪ R 2 , S 1 ∪ S 2 and T 1 ∪ T 2 be decompositions of R, S and T respectively with
T be a code with covering radius 1 and minimum distance 2 satisfying |C| = K(r 1 + r 2 , s 1 + s 2 , t 1 + t 2 ; 2). Then the codes C (1) and C (2) defined by
. Now Theorem 9 guarantees the existence of codes C i ⊂ R i ×S i ×T i with covering radius 1, minimum distance 2 and
We now give a construction, which combines Theorem 3 with Theorem 9.
Theorem 12. Let n, a, s 1 , ..., s n be positive integers satisfying a < s = n i=1 s i and a ≤ s 1 . Let R i be an s i -subset of R for every i ∈ {1, ..., n} such that
2) with covering radius 1 and minimum distance 2 according to the proof of Theorem 3. Set
2 , Theorem 9 guarantees the existence of a code C ⊂ R × S × S of cardinality |C | ≤ m − a 2 with covering radius 1 and minimum distance 2.
The application of Theorem 12 to K(r, r, r; 2) = r 2 /2 shows
We give another variant of Corollary 4. Proof. Set I = {1, ..., n/2 } and R := {r + 1, ..., r + r }. W.l.o.g. let s i ≥ s n+1−i for all i ∈ I, implying t i = s i . Let A ii be a Latin square of order s i with entries from R i for all i ∈ {1, ..., n}. For every i ∈ I let A i,n+1−i be a partial Latin rectangle of order s i × s n+1−i and size r · s n+1−i with entries from R , which exists since r ≤ s i . Clearly, every element of R appears exactly once in every column and exactly once in s n+1−i of the s i rows, while it does not appear in the remaining
be the matrix of type (2) 
. We recursively define a sequence A The next theorem is a modification of [7, Theorem 4] .
Theorem 15. K(tr, ts, ts; 2) ≤ t 2 K(r, s, s; 2).
Proof. Let B denote a non-extendable generalized partial Latin square of order s and size K(r, s, s; 2) with entries from R. Replace every entry x in B by a Latin square of order t with entries from T × {x} and every empty cell in B by an empty t × t matrix. The resulting matrix is a non-extendable generalized partial Latin square of order ts and size t 2 K(r, s, s; 2) with entries from the tr-set T × R.
Proof. First assume that s ≥ 3 is odd. We have to construct a non-extendable generalized partial Latin square of order s and size s(s − 1) + 1 with entries from R * = {1, ..., 2s − 2}.
For i, j ∈ S set
if j = s and 1 < i ≤ (s + 1)/2 2i − s − 2 if j = s and (s + 1)/2 < i i + j + s − 3 if j + 1 < i and i + j ≤ s + 1 i + j − 1 if j + 1 < i < s < i + j − 1 2j + s − 2 if i = s and 1 < j ≤ (s − 1)/2 2j if i = s and (s − 1)/2 < j ≤ s − 2 and let a ij be empty if i = j + 1. It is easy to see that A = (a ij ) is a generalized partial Latin square of the desired order and size with entries from R * . For j ∈ S \ {s} consider the empty cell in position (j + 1, j). Every element of R * appears exactly once in the union of row j + 1 and column j. Hence, A is non-extendable. Now assume that s ≥ 2 is even. Set
if i = s and 1 < j ≤ s/2 2j − 2 if i = s and s/2 < j < s and let a ii be empty. Analogously, A = (a ij ) is the desired non-extendable generalized partial Latin square.
Corollary 17. If s ≤ r < 2s with even r and 2s − r divides s, then K(r, s, s; 2) ≤ rs/2.
Proof. Set m = s/(2s − r) and t = (2s − r)/2. From Theorem 15 and Theorem 16 follows K(r, s, s; 2) = K(t(4m − 2), 2tm, 2tm; 2) ≤ t 2 K(4m − 2, 2m, 2m) ≤ t 2 2m(2m − 1) = rs/2.
Lower bounds
For technical reasons we define the minimal cardinality K (r, s, t; 2) of a code C ⊂ R×S×T with covering radius 1 and minimum distance 2 which satisfies |C ∩ ({1} × S × T )| = min{s, t}. Again let K (a, b, c; 2) equal zero, if one of the variables equals zero.
The following lemma is from [7] .
Lemma 18. Let x i , y i with i ∈ {1, ..., n} be integers satisfying 
Proof. Let B = (b ij ) and denote by D = {(i, j) ∈ S × T | b ij = 1} the set of all positions of 1-entries. Clearly, |D| = m. For i ∈ S, j ∈ T let ϕ(j) = |{k ∈ S | (k, j) ∈ D}| and
and, analogously,
Combining these results shows
and (5) together in the row and the column of that entry is at least r. Therefore the propositions of Theorem 19 are satisfied and (5) holds, contradicting (6) . Hence K(r, s, t; 2) > m. An easy modification yields the bound K (r − 1, s, t; 2) > m for r ≥ 2. Use the fact, that if C ⊂ ((R \ {r}) × S × T ) additionally satisfies |C ∩ ({1} × S × T )| = min{s, t}, then the entry 1 in the partial Latin rectangle A occurs twice in the row and the column corresponding to a 0-entry in A.
Theorem 21. Let a, b be nonnegative integers. Let C ⊂ R × S × T be a code with |C| = K(r, s, t; 2), covering radius 1 and minimum distance 2, such that
hold true.
Proof. There is a (
). An application of Theorem 9 with R = R, S = S \ S * and T = T \ T * yields the existence of a code C ⊂ R × S × T with covering radius 1, minimum distance 2 and cardinality |C | ≤ |C| − |C ∩ (R × S * × T * )|, proving the first inequality. If a is used instead of b, the obtained code C satisfies |C ∩ ({1} × S × T )| = a = min{|S |, |T |} (as can be seen by the proof of Theorem 9) and (7) follows.
Theorem 21 is usually used in combination with Theorem 20. Use (7) to lower-bound K(r, s, t; 2) and use Theorem 20 to lower-bound the occurring expression K (r, a, a; 2), see for instance the proof of Theorem 27 or the table in Section 5.
Some optimal codes
In this section we use the lower bounds of Section 3 to prove the optimality of some codes constructed in Section 2.
Theorem 22. Assume r divides s. Set n = s/r + 1. We write (n − 1)r = qn + c with 0 ≤ c < n.
Then K(r, s, s; 2) = sq + c(q + 1).
Proof. The upper bound K(r, s, s; 2) ≤ sq + c(q + 1) is stated in Corollary 5. Concerning the lower bound we apply Theorem 20 with (r, s, t) replaced by (s, r, s) and m = sq + c(q + 1) − 1. We set u = n − 1 = s/r and distinguish between two cases. 
We set
From (9) and (10) Therefore (6) is satisfied (remember that (r, s, t) is replaced by (s, r, s)). Moreover m ≤ rs by (9) and q < r. An application of Theorem 20 now yields the bound K(s, r, s; 2) = K(r, s, s; 2) ≥ m + 1 = sq + c(q + 1).
Case II. c = 0. In this case m = sq Making use of (8) Like in Case I we get the bound K(r, s, s; 2) ≥ sq + c(q + 1).
If s ≥ r 2 then equality holds in (11).
Proof. We apply Theorem 20 with (r, s, t) replaced by (s, r, s) and m = rs−r 2 +r−1 ≤ rs.
We get (r + 2s)m = (r + 2s)(rs − r 2 + r − 1) = rs 2 + ra Thus (6) is satisfied. Now (11) follows by an application of Theorem 20. If s ≥ r 2 then K(r, s, s; 2) = rs − r 2 + r now follows by Corollary 6.
Theorem 24.
K(3r, 2r, 2r; 2) = 2r
Proof. For the upper bound, use Corollary 7 with t = s = r. For the lower bound we apply Theorem 20 with (r, s, t) replaced by (3r, 2r, 2r) and distinguish between two cases. If r is even then set m = 3r
We now get 7r(3r
If r is odd then set m = 3r 2 ≤ 2r·2r. We have m = a 1 ·2r+b 1 = a 2 ·2r+b 2 (0 ≤ b 1 , b 2 < 2r) with a 1 = a 2 = r + r/2 ,
We now get 7r · 3r 2 = 21r 3 = 12r 3 + 2 · 2ra 2 1 + 2(2a 1 + 1)b 1 − r. Therefore inequality (6) is satisfied in both cases and the lower bound of (12) follows.
We now show that Corollary 17 yields another infinite family of exact values for K(r, s, s; 2).
Theorem 25. If s ≤ r < 2s with even r, then K(r, s, s; 2) ≥ rs/2.
If additionally 2s − r divides s then equality holds in (13).
Proof. We apply Theorem 20 with t = s.
We now get (r + 2s)(rs/2 − 1) + (2s + 2 − r) = rs 2 + 2s(r/2 − 1)
Therefore inequality (6) is satisfied and (13) follows by an application of Theorem 20. Corollary 17 completes the proof.
In the next theorem we determine K(r, s, s; 2) for r ≥ 2s − 2.
Theorem 26. K(r, s, s; 2) = s 2 holds true, when r ≥ 2s − 1. Moreover if s ≥ 2 then
Proof. First assume, |R| = r ≥ 2s − 1. K(r, s, s; 2) ≤ s 2 follows by (1). Equality holds, since it is easily seen, that a generalized partial Latin square of order s and size m < s and every column of A contains exactly one empty cell. Thus every cell in A with entry 1 corresponds to exactly two distinct empty cells in A lying in the row and column of that cell with entry 1. In the other direction, every empty cell corresponds to exactly one cell in A with entry 1 either in the row or in the column of that empty cell, since A is non-extendable. Now it is clear, that the number of empty cells, i.e. s must be even. 
Open problems and a table
In general, very little is known about the mathematical differences of the quantities K q (n, 1) and K q (n, 1, 2), so it might be interesting to compare the properties of K(r, s, t; 2) considered in this paper with the properties of K(r, s, t) considered by Numata [5] . Both quantities appear to have their own flavor. In some cases the first quantity is known while the second is not, and vice versa. For instance, when s < r then Numata determined K(r, s, s) (see also [2] , Theorem 3.7.4), whereas most of the values of K(r, s, s; 2) remain an open problem in the case s < r < 2s − 2. On the other hand, if r < s and r divides s, then K(r, s, s; 2) is known, whereas K(r, s, s) is unknown! Trivially K(r, s, s) ≤ K(r, s, s; 2)
is valid, but we do not know in general, when equality holds. This surely is the case if r = s or r ≥ 3s − 2, since then both values equal s 2 /2 (see Kalbfleisch and Stanton [4] ) and s 2 (see Theorem 26 and Numata [5] ), respectively. The inequality is strict however, when 2s − 1 ≤ r ≤ 3s − 3 (see Numata [5] ). Let us have a look on the case r < s. Here we propose the following conjecture:
Conjecture 28. If r divides s, then equality holds in (15). 
