The goal of this paper is to investigate and develop fast and robust solution techniques for high-order accurate Discontinuous Galerkin discretizations of non-linear systems of conservation laws on unstructured meshes. Previous work was focused on the development of hp-multigrid techniques for inviscid flows and the current work concentrates on the extension of these solvers to steady-state viscous flows including the effects of highly anisotropic hybrid meshes. Efficiency and robustness are improved through the use of mixed triangular and quadrilateral mesh elements, the formulation of local order-reduction techniques, the development of a line-implicit Jacobi smoother, and the implementation of a Newton-GMRES solution technique. The methodology is developed for the two-and three-dimensional Navier-Stokes equations on unstructured anisotropic grids, using linear multigrid schemes. Results are presented for a flat plate boundary layer and for flow over a NACA0012 airfoil and a two-element airfoil. Current results demonstrate convergence rates which are independent of the degree of mesh anisotropy, order of accuracy (p) of the discretization and level of mesh resolution (h). Additionally, preliminary results of on-going work for the extension to the Reynolds Averaged Navier-Stokes(RANS) equations and the extension to three dimensions are given.
I. Introduction
Interest in the use of higher-order discretizations (higher than second-order) for industrial computational fluid dynamic problems, including aerodynamics, has become more widespread over the last several years. This is partly due to the difficulties encountered with traditional second-order accurate methods at reliably delivering consistently grid converged results and in quantifying the spatial discretization errors. 1, 2 The asymptotic properties of higher-order methods makes them suitable for problems where high spatial accuracy is required, since for smooth solutions, spatial error is reduced ever more rapidly with increasing grid resolution at higher "p" orders of accuracy.
Discontinuous Galerkin (DG) methods are capable of generating high-order solutions to the Euler and NavierStokes equations and thus can deliver faster asymptotic error convergence rates compared to traditional second-order finite-volume techniques. For increasingly high accuracy tolerances the use of high-order methods such as DG becomes more appealing. However, as the order of accuracy is increased the number of degrees of freedom(DoF) rises rapidly. For example second-order accurate (p = 1) DG discretizations for the two-dimensional Euler or Navier-Stokes equations have 12 DoF per element while a fourth-order accurate (p = 3) element has 40 DoF per element. Thus highorder methods have a significant cost associated with them and this cost scales with the order of the element.
As such the development of optimal, or near optimal solution strategies for higher-order discretizations, including steady-state solution methodologies, and implicit time-integration strategies, remains one of the key determining factors in devising higher-order methods which are not just competitive but superior to lower-order methods in overall accuracy and efficiency.
Recent work has examined the use of hp-multigrid methods, where convergence acceleration is achieved through the use of coarse levels constructed by reducing the order (p) of approximation of the discretization together with an
II. Governing Equations
The conservative form of the compressible Navier-Stokes equations describing the conservation of mass, momentum and total energy are given as ∂U(x,t) ∂t
subject to the appropriate boundary and initial conditions within a domain Ω. The state vector and flux vectors are explicitly given as 
where ρ is fluid density, (u, v, w) are the cartesian velocity components, p is the fluid pressure, E t is the total energy, T is the fluid temperature, and τ i j is the fluid viscous stress tensor. Assuming a Newtonian fluid the viscous stress tensor takes the form( with x = (x, y, z) ):
where µ is the fluid viscosity obtained via Sutherland's law. Furthermore, using the ideal gas assumption the pressure is given as:
where γ = 1.4 is the ratio of specific heats.
III. Spatial Discretization
The computational domain Ω is partitioned into a set of non-overlapping elements and within each element the solution is approximated by a truncated polynomial expansion
where M is the number of modes defining the truncation level. The spatial discretization will be shown for a three dimensional domain. The simplification to two dimensions is a trivial process of removing the ρw state variable and the fluxes associated with it as well as the F z and F v z flux vectors. The semi-discrete formulation (i.e. continuous in time) employs a local discontinuous Galerkin formulation [6] [7] [8] [9] in spatial variables within each element Ω k . The weak formulation for equation (1) is obtained by minimizing the residual with respect to the expansion function in an integral sense:
After integrating by parts the weak statement of the problem becomes:
The local discontinuous Galerkin approach uses element-based basis functions that are discontinuous at the element interfaces, resulting in doubly valued solutions at these interfaces. For the convective terms the discontinuity is resolved using a monotone numerical flux, which provides inter-cell communication and boundary condition enforcement on the convective flux. The numerical flux, F * c (U p ) · n, is obtained as a solution of a local one-dimensional Riemann problem and depends on the internal interface state, U − p and the adjacent element interface state, U + p as well as the orientation of the interface defined by the normal vector, n. An approximate Riemann solver is used to compute the flux at inter-element boundaries. Current implementations include the flux difference splitting schemes of Rusanov, 10 Roe, 11 HLL 12 and HLLC. [13] [14] [15] The numerical flux for the viscous term is obtained via the symmetric interior penalty method(SIP), 16, 17 which seeks to penalize the solution for being discontinuous at the element interfaces. The SIP numerical flux is given as:
where the {} and are the average and jump operators respectively
where a is a scalar, vector or matrix and ν is the penalty parameter. The matrix G i j is given such that.
The choice of penalty parameter can be rather ad hoc as it is only required to be "large enough" to stabilize the scheme. However, Shahbazi 16 derived an explicit expression for the penalty parameter for Poisson's equation. A modified version of this expression given in reference 18 has been successfully implemented for this work. This explicit expression for the penalty parameter uses only the cell geometry and discretization order (p) to determine the value of the penalty parameter. Boundary conditions in the viscous flux are enforced by explicitly setting the first and second terms of equation (8) appropriately, while the third term uses the ghost values in the same fashion as the convective numerical flux.
The discrete equations are defined by the particular choice of the set of basis functions, {φ i , i = 1...M}. In this case the basis functions are defined as a set of hierarchical C 0 continuous vertex, edge, and bubble functions 19, 20 that are based on variable weight Jacobi polynomials. The basis set is defined in the standard element
, between the master element and the physical element is required in order to compute the derivatives and integrals in the physical element Ω k (x, y, z). For the superparametric elements used in the this work, the basis functions are expressed in the standard element i.e. as functions of ξ 1 , ξ 2 and ξ 3 , with the coordinate transformation and its Jacobian given by:
where M p+1 is the number of modes in a p + 1 discretization. Although for the case of a linear mapping and a triangular element the transform Jacobian J k is a constant, this is not the case for linear quadrilaterals. With this in mind the solution expansion and weak statements become
This set of equations is solved in modal space and the integrals are evaluated using Gaussian quadrature rules . 19, 21, 22 These quadrature rules require the projection of the solution from the modal space to the quadrature points. To preserve the p + 1 accuracy of the DG scheme the volume integrals are computed using a rule that integrates a polynomial of degree 2p exactly. To the same end, surface integrations are carried out with a rule that integrates a polynomial of 2p + 1 23 exactly.
III.A. Mixed Element Meshes
Often in the finite-volume literature, mixed-element meshes are employed to improve the accuracy of gradient reconstruction in the boundary layer. 24 This is not the case in DG methods as gradients are computed via the derivatives of the basis functions and do not rely on the neighbor stencil (they do however rely on the transformation metrics). However, the use of quadrilateral elements for DG discretizations can still be beneficial since they enable equivalent accuracy with fewer elements (a single quadrilateral can replace two self-similar triangles).
Additionally, quadrilateral elements have been found to be more flexible for use with curved geometries in anisotropic regions of the mesh. In this work, we use super-parametric elements, where the element boundaries are mapped to order p + 1 for a solution order of p. In the case of anisotropic meshes this often necessitates the curving of interior elements to avoid inconsistent mesh cross-overs. A variety of strategies exist for this purpose. For example references 25, 26 have used elasticity-based node movement schemes. These methods have the advantage that they can produce highly stretched meshes with positive element transform Jacobians everywhere. On the other hand they lead to the entire mesh being mapped to higher-order. This is unnecessary as once the mesh has become isotropic and does not touch a curved boundary, straight-sided (linear) mappings are sufficient. As such in this work we have opted to use a simpler approach.
Here mappings of each of the curved boundary faces are generated. Then we make use of the already formed lines (for the line-implicit Jacobi smoother described subsequently in Section V.B) to copy this curvature straight up the line away from the surface. This approach ensures that only a small subset of the mesh is mapped to higher than p = 1, saving computational cost when computing the transformation quantities. It does however have a disadvantage in that the element Jacobian can become negative, especially for triangular meshes, which is the result of edge-crossing for highly curved triangles. It is for this reason that quadrilaterals are employed in the boundary layer. These elements can tolerate much higher curvature and aspect ratios without negative transform Jacobians. In fact the authors have yet to produce a mesh where this has happened. Employing mixed element meshes for DG has allowed us to minimize transformation computational cost while allowing us to use very highly curved high aspect-ratio elements.
IV. The Implicit Steady State Solver
By neglecting the temporal derivative in equation (13) the steady-state system of equations corresponding to the last two spatial integrals is obtained. This may be written symbolically as:
where R(U p ) is the non-linear spatial residual. This set of non-linear equations is solved using Newton's method:
It is well known that Newton's method will diverge if the initial guess is too far from the true solution. Thus the flux Jacobian matrix is augmented with a damping term to increase robustness. This new damped Newton iteration is given as:
where ∆t n is the maximum stable timestep based on a p = 0 discretization and
where the CFL min , CFL s and CFL max are defined by the user and ∆t min is the ratio element perimeter to average maximum convective eigenvalue in the cell k. Due to the block-sparse nature and size of the matrix an iterative method will be used to solve the linear system arising from the Newton's method. Nastase and . Thus for iteration k one can write the update to x as
where ω is an under relaxation factor ω ∈ (0 , Either of these splittings can be used as a solver by itself. However reference 18 has shown that they are better used as smoothers for multigrid methods, as preconditioners, or as part of preconditioners for Krylov subspace methods (GMRES).
V. Multigrid Methods
Multigrid methods are known as efficient techniques for accelerating convergence to steady-state for both linear and non-linear problems, 27, 28 and can be applied with a suitable existing relaxation technique. The rapid convergence property relies on an efficient reduction of the solution error on a nested sequence of coarse grids.
V.A. The hp-Multigrid Approach
The spectral multigrid approach 29, 30 is based on the same concepts as a traditional h-multigrid method, but makes use of "coarser" levels which are constructed by reducing the order of accuracy of the discretization, rather than using physically coarser grids with fewer elements. Thus, all grid levels contain the same number of elements, which alleviates the need to perform complex interpolation between grid levels and/or to implement agglomeration-type procedures. 28 Furthermore, the formulation of the interpolation operators, between fine and coarse grid levels, is greatly simplified when a hierarchical basis set is employed for the solution approximation. The main advantage is due to the fact that the lower-order basis functions are a subset of the higher-order basis (i.e. hierarchical) and the restriction and prolongation operators become simple projection operators into a lower-and higher-order space, respectively. 31 Therefore their formulation is obtained by a simple deletion or augmentation of the basis set. The restriction from fine level to coarse level is obtained by disregarding the higher-order modal coefficients and transferring the values of the low-order modal coefficients exactly. Similarly, the prolongation from coarse to fine levels is obtained by setting the high-order modes to zero and injecting the values of the low-order coefficients exactly. Figure 1 (a) shows various p-levels for a reference triangular element.
Multigrid strategies are based on a recursive application of a two-level solution mechanism, where the second (coarser) grid is solved exactly, and used to accelerate the solution on the finer grid. 27 Because the exact solution of the coarse grid problem at each multigrid cycle is most often prohibitively expensive, the recursive application of multigrid to solve the coarse grid problem offers the preferred approach for minimizing the computational cost of the multigrid cycle, thus resulting in a complete sequence of coarser grids. For spectral (p)-multigrid methods, the recursive application of lower-order discretizations ends with the p = 0 discretization on the same grid as the fine level problem. For relatively fine meshes, the (exact) solution of this p = 0 problem at each multigrid cycle can become expensive, and may impede the h-independence property of the multigrid strategy. The p = 0 problem can either be solved approximately by employing the same number of smoothing cycles on this level as on the finer p levels, or the p = 0 problem can be solved more accurately by performing a larger number of smoothing cycles at each visit to this coarsest level. In either case, the convergence efficiency will be compromised, either due to inadequate coarse level convergence, or to excessive coarse level solution cost. An alternative is to employ an h-multigrid procedure to solve the coarse level problem at each multigrid cycle. In this scenario, the p-multigrid scheme reverts to an agglomeration multigrid scheme once the p = 0 level has been reached, making use of a complete sequence of physically coarser agglomerated grids, thus the designation hp-multigrid. Agglomeration multigrid methods make use of an automatically generated sequence of coarser level meshes, formed by merging together neighboring fine grid elements, using a graph algorithm. Figure 1(b) shows a typical agglomeration multigrid configuration. First-order accurate (p = 0) ag-glomeration multigrid methods for unstructured meshes are well established and deliver near optimal grid independent convergence rates. 32 The hp-multigrid procedure 3, 4 has been shown to result in an h-and p-independent solution strategy for high-order accurate discontinuous Galerkin discretizations of the Euler equations, in both two-and three-dimensions. For robustness it is important to augment the resulting multi-level hp-multigrid scheme with a full multigrid (FMG) technique, in order to provide a good initial guess for the fine level problem. Moreover, the use of FMG is critically important in the case of the linear multigrid scheme for it is known that the Newton iteration will diverge if the initial guess is not close enough to the final solution. In our hp-multigrid approach, the solution process begins at the coarsest grid level (p = 0), using all the h-levels available, and ends at the fine level where all the p-and h-levels are used to advance the solution to the desired accuracy, as depicted in Figure 2 . Alternatively the FMG strategy can be initiated at the coarsest h-level. 
V.B. Line-Implicit Jacobi
In order to maintain the convergence rate of multigrid on anisotropic meshes a line-implicit smoother can be used. 33 With this in mind, a line creation algorithm and line-implicit Jacobi smoother have been devised and implemented to enable efficient solution techniques on anisotropic meshes.
Line creation is accomplished using a two pass approach. Since the anisotropic cells are used to capture boundary layers, anisotropic regions will be found attached to the boundary faces of the mesh that are solid surfaces. The line creation algorithm begins by considering all the boundary faces in the mesh attached to solid surfaces. Lines that originate from the solid surfaces are formed by taking each surface face and computing the corresponding normal vector. Then the angle between the surface normal and all other faces attached to the boundary element are computed. If any of the angles are less then 10 degrees then that face is added to the line and the neighboring element across that face becomes the element to be searched. The processes is repeated until all the current element's face normals make an angle with the surface normal greater than 10 degrees. This is done for each boundary face in the mesh that is a solid surface.
Once the lines attached to the solid surfaces are formed there can still be areas in the mesh that are highly anisotropic (i,e. wake regions). Lines in these regions are created using a weighted graph algorithm, 34 which has been modified slightly for cell-centered rather then node-centered discretizations. This algorithm assigns a weight to each graph edge (in this case a graph edge is a line connecting two cell-centers). This edge-weight is taken as the inverse of the graph edge length. The ratio of maximum to average edge-weight is precomputed for each cell in the mesh. The cells are then ordered according to this ratio and stored as a heap. The top element in the heap is chosen as the starting point for a line, provided it is not already part of a line. The most strongly connected neighbor is added to the line provided that it is not already part of a line and that the ratio of maximum to minimum connection strength is greater then β (β = 3 for all cases). The element that was just added to the line now becomes the current element. The line is terminated when the current element violates the threshold on β. As these lines are not attached to a surface the process is repeated for the original seed element with the second most strongly connected neighbor and proceeding as before adding to the same line. Figure 3 shows lines created around a NACA0012 airfoil and those created on a flat plate of zero thickness. These two examples demonstrate the different pieces of the above algorithm in isolation. The lines around the NACA0012 are created via the surface normal approach, while the lines for the quadrilateral flat plate mesh are created with the weighted graph algorithm. Note that the weighted graph algorithm has formed lines in the convective direction off the solid surface. This is due to the cell clustering at the plate leading edge. In fact if these lines are not created the convergence rate of the multigrid solver degrades significantly, showing that lines are needed in highly anisotropic regions of the mesh regardless of the physical phenomena present in those regions. Using this matrix splitting the linear system is now solved using a block variant of the Thomas algorithm . 35 The reason for using the line-implicit smoother is to ensure that the convergence rate observed for isotropic meshes is maintained for similar anisotropic meshes. To verify that this is the case, the line-smoother was implemented within a linear multigrid algorithm and used to solve Poisson's equation. Two meshes each of which contain N = 1102 elements were used. The first mesh is made of isotropic evenly spaced triangles and the second is made of anisotropic stretched triangles(maximum aspect ratio = 26912 : 1). The results of solving Poisson's equation with a p = 3 DG Table 1 . Comparison of convergence rates for Poisson problem,using N = 1102 elements with and without stretching for p = 3
Mesh/Smoother
Average rate Isotropic/LEJ .49 Anisotropic/LEJ .98 Anisotropic/Implicit-line .55 discretization using linear multigrid are shown in Table 1 . These results very clearly show that without the lineimplicit smoother the convergence rate drops significantly. On the other hand, if the line-implicit smoother is used the convergence rate is almost unchanged.
VI. Newton-GMRES
Krylov Subspace Methods represent an alternative technique for solving the linear system given by Newton's method. Since the linear system is non-symmetric, we rely on the Generalized Minimal Residual method (GMRES). The convergence of GMRES is often accelerated using a preconditioner. In this work we choose to use the previously described linear multigrid algorithm as the preconditioner. Reference 18 has shown this to be a nearly optimal method for isotropic meshes, and showed some promising preliminary results for triangular anisotropic meshes. In this work this method has been extended to hybrid anisotropic meshes.
We rewrite equation (16) as
where 
must be solved. This equation is solved approximately using a few cycles of multigrid. Using multigrid as the preconditioner yields an algorithm we denote as multigrid preconditioned GMRES (MGPC-GMRES). Note that the preconditioning matrix is the full flux Jacobian and is never fully inverted. Also note that GMRES requires additional storage for the Krylov basis. However, we expect the multigrid preconditioner to be very effective so the size of the Krylov basis will remain small. The details of the GMRES solver are given in algorithm 1.
VII. Robustness Improvement VII.A. Local Order Reduction
One of the principal concerns when developing DG solvers is the robustness of the solver. The authors and others 26 have noted that under mesh-resolved regions of the flow can adversely impact the convergence of the flow solver. If regions of smooth extrema are under mesh-resolved the smooth extrema can become non-smooth extrema. When these extrema become non-smooth the DG discretization may produce unphysical oscillations which may lead to solver failure(as will be shown in Section: VIII.C).
A simple way of dealing with this problem is to simply refine the mesh in the under resolved region, thus causing the extrema to become smooth again. However, adaptive mesh refinement may not always be feasible, and it is desirable to have a robust solver capable of producing solutions even in the presence of under-resolved features. To decrease the oscillations that result from these under-resolved areas one can add additional diffusion to the equations to smooth out the solution. This can be done in a variety of ways. For example references 40, 41 have explicitly added Laplacian type diffusion terms for shocks. Yet another approach is to recognize that as the jumps between elements increase so does the artificial diffusion associated with the upwinding. With this in mind we have employed a local element order-reduction technique based on the element resolution detector developed in reference. 40 By decreasing the order of the element we increase the inter-element jumps and thus the artificial diffusion of the flux function. The detector for an element k is given as
with M p−1 the number of modes in a p − 1 discretization and u is any quantity of interest in the flow. Density has proven to be a very reliable quantity to use for this purpose. The inner product here is the standard L 2 inner product over each element k.
The value of S k for each element k in the mesh is computed. Then if log 10 (S k ) is greater then -4 for an element, that element's order is reduced to p k = max(p k − 1, 1) (here p = 1 is the floor to preserve all of the viscous terms). This approach was used here simply to test the concept of treating these kinds of under resolved regions as though they were flow discontinuities. 
h( j, n) = temp end for % Compute the n th givens rotation matrix( a very standard approach given in) 39 call get rot(h(n,n), h(n + 1, n), cs(n), sn(n))
VIII. Numerical Results
The flow solver is validated and tested using three separate test cases, a laminar flat plate, a NACA0012 airfoil, and a two-element airfoil. The laminar flat plate test case is used to validate the Navier-Stokes terms in the flow solver. The MGPC-GMRES solver's efficiency is tested using a NACA0012 airfoil and a two-element airfoil. In addition preliminary Reynolds-averaged Navier-Stokes results using a zero pressure gradient flat plate and NACA0012 airfoil reported.
VIII.A. Laminar Flat-Plate
The laminar viscous solver is validated using a zero pressure gradient flat plate boundary layer at the following conditions M ∞ = .1, α = 0 o , and Re = 200, 000. The velocity profiles are compared to the standard Blasius solution. This flow been computed for p = 0 through p = 3 for both a triangular mesh and a quadrilateral mesh with N = 6372 and N = 3186 elements respectively. The triangular mesh is built from the quadrilateral mesh with each quadrilateral divided into two triangles. This was done to maintain the spacing normal to the wall and the cell height to length ratios between the two meshes. The meshes for this case are shown in Figures 4(a) and 4(b) .
Figures 5(a) through 6(b) show the computed velocity profiles with the Blasius solution plotted as a reference. The computed velocity profiles agree very well for orders p = 1 and greater. For p = 0 the velocity profile is extremely inaccurate, this is due to the fact that the DG discretization of the viscous operator reduces to an inconsistent edge-only approximation for the viscous terms. We have included these results simply to show that p = 0 is not sufficient to fully capture the viscous operator. The u-velocity profile matches the Blasius profile for all orders. The v-velocity profile is the harder of the two profiles to capture accurately. The second-order result on the triangular mesh shows a deviation from the Blasius solution in this profile, but the higher-order results show improved agreement. Additionally note that above p = 1, there is essentially no difference in the agreement between the triangular and quadrilateral meshes. It should be noted that for p = 3 the quadrilateral case represents a 25% reduction in the number of DoFs vs the p = 3 solution on the triangular mesh. Therefore quadrilateral meshes are capable of delivering equivalent or better accuracy compared to self-similar triangular meshes at a lower computational cost. 
VIII.B. NACA0012
The effectiveness and efficiency of the MGPC-GMRES algorithm is studied using two test cases. The first is a NACA0012 airfoil at M ∞ = .5, α = 0 o , and Re = 5, 000, which is used to verify the h-independence and p-independence of the solver for purely triangular meshes. In each case an iteration represents one Newton iteration. For each Newton iteration the MGPC-GRMES solver convergences the linear system obtained via Newton's method to the tolerance given by equation (24) or until 15 Krylov vectors are generated.
In equation (24) p is the order, b is the right-hand side of the linear system, and n is the Newton iteration number. For each Krylov vector the preconditioning system given by equation (21) was solved with four cycles of the linear multigrid solver.
Two purely triangular meshes are used for this case and contain N = 2250 and N = 7750 triangles, with a maximum aspect ratio of 82:1 and 238:1, and with average line lengths of 10 and 25 cells respectively. Due to the variance in aspect ratio we expect there to be a slight h-dependence as aspect-ratio can affect the stiffness of the problem. Figures 8(a) and 8(b) show the respective convergence rate obtained and demonstrate relatively h-independent and p-independent behavior. These figures demonstrate that the MGPC-GMRES solver gives nearly h-independent and p-independent results, despite the difference in aspect-ratio. To ensure that the above results are also valid for mixedelement anisotropic meshes, the NACA0012 test case was computed on a mixed-element anisotropic mesh containing N = 4964 elements (Figure 9(a) ) with a maximum aspect-ratio of 65:1 for DG discretization orders p = 1 to p = 4. Figure 9 (b) depicts the convergence history using this mixed-element mesh. This figure demonstrates that the MGPC-GMRES solver retains its p-independence on mixed-element anisotropic meshes.
VIII.C. Two-Element Airfoil
The second test case is a two-element airfoil depicted in Figure 10 Additionally we make a CPU time comparison between the LEJ smoother and line-implicit Jacobi smoother in the context of the linear multigrid solver. This case also served as the local order-reduction test case. These solutions were generated in a manner different from the NACA0012 case. To ensure accurate CPU time comparisons both the linear multigrid and MGPC-GMRES solvers were run such that each Newton iteration consisted of ten multigrid cycles. For the linear multigrid solver this constituted ten multigrid cycles while for the MGPC-GMRES solver this constituted five Krylov vectors with two cycles of multigrid for preconditioning each Krylov vector.
VIII.C.1. Solver Comparison
First let us consider the p-independence of the solvers. Figure 11(a) shows the convergence of such a solver for p = 1 through p = 4. The number of iterations required to solve p = 2 and higher is nearly twice that of p = 1, indicating a relatively strong p-dependence between p = 1 and higher-order (p ≥ 2) solutions. The same problem has been solved using MGPC-GMRES and the convergence is depicted in Figure 11 (b). The p-independence for the MGPC-GMRES solver shows a slight improvement over that of the linear multigrid solver because the convergence history of the p = 2 solution is closer to that of the p = 1 solution. The overall p-independence is not improved very much for several reasons. The p = 3 and p = 4 solutions required the application of the local order-reduction technique, which combined with the fixed small number of linear iterations has caused a degradation of the p-independence compared to the NACA0012 case. Furthermore, each solver had a similar number of rises in the residual over their convergence history, which affects the MGPC-GMRES solver more severely because a single Newton iteration reprents double the percentage of the total number of Newton iterations compared to the linear multigrid solver. However, the NACA0012 results and the p = 2 result here show very good p-independence, leading us to conclude that the results for p = 3 and p = 4 cases are affected by the under-resolved stagnation point and or the application of local order-reduction without which the p = 3 and p = 4 solutions could not converge. Though the MGPC-GRMES solver does not obtain textbook p-independence we prefer this solver to the linear multigrid one because it has proven to be faster in terms of overall CPU time. A CPU time comparison between the linear multigrid and MGPC-GMRES solvers is shown in Figures 12(a) through 12(d) . These figures clearly demonstrate that the MGPC-GMRES solver is faster in terms of overall CPU time than the linear multigrid solver. On average the MGPC-GMRES solver is about 15% faster than the linear multigrid solver with the p = 2 case showing the most dramatic improvement. Figures 12(a) through 12(d) also illustrate the convergence obtained from these cases when the line-implicit Jacobi smoother is replaced by the LEJ smoother. Clearly not using the line-implicit smoother yields a very slow and inefficient solver for DG discretizations on anisotropic meshes. 
VIII.C.2. Robustness Enhancement
This case was also used to test the local order-reduction technique for enhanced robustness and one should make note of the presense of several rises in the residual over the convergence history of this case. This particular mesh demonstates the under mesh-resolved phenomena discussion in Section VII.A. Near the stagnation point at the leading edge of main airfoil the mesh is too coarse to smoothly capture the high density and pressure gradients. As a result for p = 3 and p = 4 the extrema become non-smooth resulting in solver failure. To alleviate this problem we have applied the local order-reduction technique outlined in SectionVII.A. By applying this technique we have been able to generate solutions for p = 3 and p = 4 where we were previously unable to do so. Figures 13(a) and 13(b) show the cells and density contours where the order has been reduced for the p = 4 case. The "troubled" cell has vary large density variations across it and the density contours show some oscillations. One should make note of the rises in the residual convergence history for the p = 3 and p = 4 case. These rises simply correspond to the iterations where the order is being reduced. In these test cases density was the quantity used in the detector given by equation (22) .
In conclusion the MGPC-GMRES solver represents a significant improvement over linear multigrid methods for DG discretizations due to the faster overall CPU time. Figures 14(a) and 14(b) show the Mach contours and stream lines for a p = 2 solution and Figures 15(a) and 15(b) show the same for a p = 4 solution. Note that the wake is very well preserved due to the anisotropic mesh and high-order accurate solutions. This case has also demonstrated the enhanced robustness given by the local order-reduction technique, without which the p = 3 and p = 4 solutions could not converge.
VIII.D. Turbulent Flat-Plate
Currently the first author is extending the above methods to the Reynolds Averaged Navier-Stokes (RANS) equations. In this case the RANS equations have been coupled to the one-equation turbulence model of Spalart and Allmaras (S.A. model). Here we show some preliminary results of that effort, specifically the incompressible zero pressure gradient flow over a flat plate. These results were generated with the form of the model found in reference, 43 that has been cast in conservative form. 44 This represents a verification of the RANS implementation for orders p = 1 to p = 4.
This case was run at the following conditions M ∞ = .1, α = 0 o , and Re = 10, 000, 000. The computational mesh is made up of 540 quadrilateral elements and is shown in Figure 16 . The velocity profiles for all orders are plotted along with experiment 45 in Figure 17(a) . Additionally the skin friction is plotted in Figure 17(b) . These results show good agreement with experiment for both velocity and skin friction, with the exception of the singularity at the leading edge of the plate where the mesh is too coarse. These results represent a preliminary attempt at solving the RANS equations. It has been shown in references 26, 44 that the original form of the S.A. model yields undershoots at the boundary layer edge, which in turn generate negative values of the S.A. working variable. Figure 18 shows the turbulence variable plotted for the mid-chord of the plate for orders p = 1 and p = 4, noting the oscillations at the boundary layer edge, indicating the presence of non-smooth behavior. The convergence history using a p = 2 DG discretization is depicted in Figure 19 . The MGPC-GMRES solver achieves convergence in under 80 Newton cycles for both the flow and turbulence model equations.
VIII.E. Turbulent NACA0012 Airfoil
In addition to the flat plate the turbulent flow over a NACA0012 airfoil was computed using the Spalart-Allmaras turbulence model. The flow conditions are M ∞ = .25, α = 0 o , and Re = 1, 685, 000 using orders p = 1 to p = 3 on a mesh with N = 3579 elements (1302 quadrilaterals and 2277 triangles). The maximum aspect ratio of the mesh is 4650:1. The solution is converged using the MGPC-GMRES solver and each higher-order solution is initialized with a fully converged solution one order lower. This case is a more difficult problem than the flat-plate as the negative values of the S.A. working variable have gotten substantially more negative. As with the flat plate, this case demonstrates the need for additional smoothness and/or limiting of the turbulence model solution to increase the robustness of the DG discretization.
The convergence history for the p = 3 solution is depicted in Figure 20 (b), which clearly shows that the convergence rate is slower than both that of the laminar cases and the flat-plate case previously presented. This is simply due to newton damping requirements imposed by the presence of negative turbulence model variable values. Figures 21(a) and 21(b) show the computed mach and turbulent viscosity contours for a p = 3 discretization. Figure 22 illustrates the surface pressure distribution for orders p = 1 to p = 3. Figure 22 clearly shows an increase in solution quality and smoothness as the order of accuracy is increased. As a preliminary attempt at increasing robustness of the DG RANS discretization the local-order reduction technique was applied to the p = 2 solution of this problem. In order to apply the local order reduction the indicator given in equation (22) was used with the S.A. working variable as the quantity of interest. Figure 23(a) shows the cells in which the order was reduced, which are all at the edge of the boundary and free-shear layers (i.e. turbulent and non-turbulent interfaces) confirming that this region is under-resolved. Though this did increase the robustness of the solver, it also degraded the accuracy of the solution. Figure 23(b) shows the surface pressure distributions for this case with and without the local order reduction. The case with local order reduction has clearly lost accuracy as it is essentially a p = 1 solution. By using p = 1 elements at the edge of the boundary layer the pressure (which is approximately constant through the boundary layer) in the p = 2 elements at the surface has been compromised, indicating that the accuracy of quantities such as lift and drag have been degraded using this approach. Clearly a robustness enhancement technique that isolates the turbulence model equation from the rest of the RANS equations is required in order to yield the requisite smoothness of the model variable while maintaining the ability of the DG discretization to adequately predict engineering quantities of interest. 
IX. Conclusions and Future Work
In this work, we have investigated and developed efficient solution strategies for steady-state viscous flows using high-order DG discretizations in the presence of curved, hybrid-element anisotropic meshes. The solution strategy is based on the hp-multigrid approach previously developed for inviscid flows. A line creation algorithm and line- implicit Jacobi smoother have been developed and implemented to enable efficient solution techniques on anisotropic meshes. Further improvement has been demonstrated through the use of a preconditioned Newton-Krylov technique. The methodology is developed for the two-and three-dimensional Navier-Stokes equations on unstructured anisotropic grids, using linear multigrid schemes. Two-dimensional results are presented for a flat plate boundary layer, flow over a NACA0012 airfoil and a two-element airfoil. Current results demonstrate convergence rates which are nearly independent of the degree of anisotropy, order of accuracy (p) of the discretization and level of mesh resolution (h). It has been shown that the MGPC-GMRES algorithm out performs standard multigrid techniques both in terms of CPU time and optimality. MGPC-GMRES exhibits better h-and p-independence when the linear problem is fully converged as in the NACA0012 case. However, this might prove impractical for more realistic cases (i.e the two-element airfoil). A more practical scenario is to limit the number of multigrid cycles per Newton iteration. In this case MGPC-GMRES has been shown to be faster than linear multigrid in terms of CPU time for the same number of multigrid cycles. Preliminary results have demonstrated the ability of using these techniques for solving the Reynolds-averaged Navier-Stokes equations where the effect of turbulence is included through the fully coupled solution of an additional turbulence modeling equation. One of the principal issues with high-order discretizations is the robustness of these methods in dealing with discontinuous, non-smooth, or under-resolved features. In this work, we have investigated an element-wise orderreduction technique for addressing such robustness issues. By detecting and reducing the order of "troubled" cells for the two-element airfoil problem we have been able to overcome the under resolved stagnation point. For this case the issue stems from an under mesh-resolved leading edge where gradients in flow quantities are high. By under resolving the geometry here what should be smooth extrema become non-smooth resulting in the solver creating overshoots that then cause failure. By locally reducing the order of accuracy, the increased dissipation allows the solver to handle the overshoot and converge with this under-resolved region. Although in this work we have implemented a local orderreduction technique, raising the order high enough should also help the problem because with enough resolution the extrema should again become smooth. An alternate technique for robustness improvement would be the addition of explicit artificial dissipation such as in reference. 40 This approach is attractive because it does not reduce the order of the solution in the cell thus potentially limiting the overall degradation of accuracy.
Future work will concentrate on investigating additional techniques for handling under-resolved or non-smooth phenomena robustly and accurately, while also extending these techniques to the three-dimensional Navier-Stokes equations using hybrid-element topologies, for complex flow problems. 
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