Abstract. Content-based image retrieval (CBIR) is currently limited because of the lack of representational power of the low-level image features, which fail to properly represent the actual contents of an image, and consequently poor results are achieved with the use of this sole information. Spatial relations represent a class of high-level image features which can improve image annotation. We apply spatial relations to automatic image annotation, a task which is usually a first step towards CBIR. We follow a probabilistic approach to represent different types of spatial relations to improve the automatic annotations which are obtained based on low-level features. Different configurations and subsets of the computed spatial relations were used to perform experiments on a database of landscape images. Results show a noticeable improvement of almost 9% compared to the base results obtained using the k-Nearest Neighbor classifier.
Introduction
Considerable amounts of digitally stored visual information are available for their use in a number of different applications. Regarding this information, it is a frequent necessity to retrieve image subsets which fulfill certain criteria, in most of the cases concerning the visual contents of the image itself. Objects with specific physical characteristics, performing a given action or in a given position, are some examples of possible queries for image retrieval. Also, a desirable feature is the ability to retrieve images where the objects interact in a particular way, which is an even more complicated form of query. Unfortunately, most state of the art image retrieval systems are based on low-level features like color, texture, shape, or on the other hand, based on image captions assigned by humans. In the first case, retrieval is ineffective due to the lack of semantic information coming from the image; in the second case, often better results are obtained, but with the need of manual annotations; and for huge databases, manual annotation is a time consuming task which cannot always be performed correctly.
Content-based image retrieval (CBIR) is the use of computer vision to analyze the actual contents of images (by using their color, texture, shape or any other information derived from the images themselves), applied to the retrieval of images by their semantics. Spatial relations are useful to know the relative position of an object in a scene by using other objects in the same scene as reference.
It seems almost obvious that by applying spatial information CBIR will automatically improve results, but the interesting questions are: How to do it? Which of all the possible relations can be useful? It is important to notice that we do not suggest that spatial information will suffice to obtain an efficient image retrieval, on the contrary, this research is intended to encourage the use of it as a complementary source of key information. The number of fields where spatial relations could be applied is by itself an important motivation. A few examples are: medical imagery analysis, geographic information systems (GIS) and image retrieval.
In this paper we follow an approach based on Markov random fields (MRFs) to represent the information about the spatial relations among the regions in an image, so the probability of occurrence of a certain spatial relation between each pair of labels could be used to obtain the most probable label for each region, i.e., the most probable configuration of labels for the whole image. Spatial information extracted from training images is fused with "expert" knowledge to represent the information coming from the neighbors. Spatial relations are divided in this study in three groups: topological relations, horizontal relations an vertical relations. Experiments with each of these groups incorporated individually and with the three groups used at the same time were performed in order to determine their relevance in the final results. Different configurations were also used in the experiments. Results were obtained on a database of landscape images and they show a noticeable improvement of almost 9% compared to the base results obtained using the k-Nearest Neighbor (kNN) classifier. Since this work is proposed as an improvement to a basic classification algorithm, it is expected that if the annotation algorithm used provides better results, they can be improved as well and an even higher accuracy can be reached.
The structure of this paper is as follows. Section 2 reviews basic concepts on image segmentation, spatial relations and MRFs. Section 3 summarizes related work in this field. Section 4 presents the methodology followed. Section 5 describes how the experiments were performed and the results obtained. Finally, in section 6 we present our conclusions and the future research to be done. 
Automatic Image Segmentation
Segmenting an image is partitioning that image into several regions, which are determined by their local features like color and texture. In general, automatic segmentation algorithms like Normalized cuts [13] usually tend to produce erroneously delimited regions with results like the ones shown in Figure 1 . In the first image, the elephant and the grass are oversegmented, providing more segments than the necessary; in the second case, important objects in the image are incorrectly segmented, making of this an almost useless segmentation. These errors affect directly the performance of automatic annotation algorithms. However, it is important to mention that the emphasis of our work is not on segmentation improvements.
Automatic Image Annotation
Automatic image annotation (AIA) is a process that has been commonly used to support image retrieval, though results are not quite accurate at this time. Automatic image annotation is the task of automatically assigning annotations or labels to images or segments of images, based on their local features. Given the size of most image databases, image annotation is frequently performed by automatic systems, and this task, though necessary, is currently poorly performed given the difficulty and complexity of the extraction of adequate features which allow to generalize and distinguish an object of interest from others with similar visual properties. Erroneous labeling of regions is a common consequence of the lack of a good characterization of the classes by low-level features.
Representing Spatial Relations
Spatial relations provide relevant high-level information about the way elements interact in a scene. They are useful to know the relative position of an object in a scene with respect to other reference objects.
Given two objects of the classes A and B, it is feasible to think that, depending on their kind, object of the class A can relate to object of the class B in a limited number of ways, and that some spatial relations will not be valid between these two objects. If we assume that most of the automatically assigned annotations are correct, then it is feasible to correct the mistaken ones. This binary method of evaluating region annotations by their spatial relations, classifying them as valid or not valid, can be extended by means of probabilities. In this way, the more frequent a relation between objects of the class A and objects of the class B, the higher the associated probability will be; conversely, the less frequent a relation between A and B, the closer its probability value will be to 0. This probability measure allows to obtain a global optimal configuration, i.e., the set of annotations (one for each region) which according to the spatial relations among regions, provides the highest probability of being globally correct in the image. It is important to notice that the spatial relations are independent from the annotations, and consequently they are not affected by the quality of such annotations. The more correct annotations we have, the more reliable our corrections will be. Same as with the number of annotations, the more objects, and the more relations among these objects, the more information about coherence of these annotations can be inferred.
Spatial relations are divided into:
1. Topological relations: They are preserved under rotation, scaling and translation. Examples of them are: overlapped and contained by. Spatial relations provide important information in domains such as GIS, Robotics and CBIR; where the location of an object implies knowledge about the geographic position of a certain place, the possible path to follow by a robot or the contents of an image to be retrieved.
Markov Random Fields
Markov Random Fields [10, 15] are probabilistic models which combine a priori knowledge given by some observations, and knowledge given by the interaction with neighbors.
Let F = {F 1 , F 2 , . . . , F n } be random variables on a set S, where each F i can take a value f i in a set of labels L. This F is called a random field, and the instantiation of each of these F i ∈ F as an f i , is what is called a configuration of F , so, the probability that a random variable F i takes the value f i is denoted by P (f i ), and the joint probability is denoted as P (
A random field is said to be an MRF if it has the properties of positivity and markovianity. The joint probability can be expressed as
where Z is called the partition function or normalizing constant, and U p (f ) is called the energy function. The optimal configuration is found by minimizing the energy function
V c (f ) and V o (f ) are called the potential functions, where V c (f ) stands for the information coming from the neighboring nodes, V o (f ) represents the information coming from the observations, and λ is a constant used to weight the observations and the information from the neighbors, giving each a relative importance with respect to the other. The optimal configuration is obtained when the value of U p (f ) with minimal energy is found for every random variable in F .
An MRF can also be seen as an undirected graph G = (V, E), where each vertex v ∈ V represents a random variable, and each edge u, v ∈ E determines that nodes u and v are neighbors.
Related Work
In this section we give a general perspective on how spatial relations are used in previous works and how they are applied on image retrieval and other tasks.
One of the first attempts to consider spatial information (combined with temporal information) is introduced by Allen [1] . Several topological models have been developed, from which the most used are the 4-Intersection Model [5] and its extensions, such as the 9-Intersection Model [5] and the Voronoi-Based 9-Intersection Model [4] .
A deductive system for deriving relations in images is introduced by [14] where a set of rules is proposed to deduce new relations from a basic set of relations. This approach can be used to extend queries when images are searched in a retrieval system. This is is intended to complement text-based search systems, but assumes spatial relations are somehow existent in the image since it provides no form of computing them from images. The system of rules is shown to be complete for the 3D case but incomplete for 2D. Studies like [17, 18] focus on the problem of using spatial relations in CBIR related tasks. Basic image retrieval systems using some kind of spatial information are shown in [7, 11, 12] . In [7] another method to extend textual information is proposed. They suggest a way to complement image annotations by semi-automatically adding spatial information about annotated objects in the image. A human needs to be involved since the objects are assumed to be well segmented and well annotated; then spatial relations are computed and annotations are complemented with this information. They provide a study about the relative relevance of spatial relations based on the way people tend to use them. In [11] a system for image retrieval using spatial information as a complementary element is shown. They implement a web crawler which uses textual information from the web pages retrieved and from the image names, and complements it with low-level features like color and high-level features like spatial information. However, as in other similar works, human interaction is necessary to recognize objects and adequately label them so the images can be stored in the database, which significantly limits the usefulness of this search tool. Queries are performed on the database by using hand sketches or sample images and human interaction is also required in this process to determine objects and their relevance in the image before the query is processed. In [12] a retrieval system based on a set of basic spatial relations is proposed using a matching system to measure similarity between a pair of images and using automatic image segmentation and annotation. They propose the use of six spatial relations and show experiments using a limited set of labels and images where objects like grass, clouds, trees and sky are contained.
The already existent methods are insufficient to apply them directly in the solution of the problem of CBIR, nor are they suitable for our purpose of improving AIA. The reason is that these methods focus mostly on topological relations and other important spatial relations which provide interesting information are usually discarded. In the few cases where non-topological relations are considered, they are used in a very basic way, like simple image comparison.
Improved Image Annotation
In this work we make use of an automatic segmentation system to divide images into regions, and an automatic annotation system to assign potential labels to each region. These regions and labels are validated by means of the spatial relations among the regions themselves, and if that is the case, modified to harmonize within the image. We claim that we can improve AIA by iteratively validating and correcting these intermediate processing steps.
The methodology, depicted in Figure 2 , is the following:
1. The image is automatically segmented (using Normalized cuts). 2. The obtained segments are assigned with a list of labels and their probabilities (computed with the kNN algorithm). Concurrently, the spatial relations among the same regions are computed. 3. The labels are checked for consistency by using spatial information based on MRFs. The labels with Maximum A-Posteriori Probability (MAP) are obtained for each region. 4. Adjacent regions with the same label are joined.
As mentioned before, this is an iterative process, and steps 2 to 4 may be repeated until the system stabilizes.
The spatial relations considered in this work are shown in Table 1 . Considering the image as a graph, where each node of the graph represents a region, and the spatial relations are represented by edges joining these nodes, then the Fig. 2 . Block diagram of the proposed methodology. In 1 the image is segmented with the Normalized cuts algorithm; in 2a each region is assigned with a list of labels and an associated probability for each label, at the same time, in 2b spatial relations among regions are computed; in 3 the labels are improved with the use of MRFs and spatial information; finally, in 4, and using these improved labels and the adjacency relations, if two or more adjacent regions have the same label they are joined.
relations can also be divided into: directed and undirected. Table 1 also shows this separation. Observe the distinction made between the horizontal relation beside (which is a generalization of left and right in order to convert these two originally directed relations into a single undirected relation), and the use of above and below as separate relations. The reason for this decision is that for the kind of images to be analyzed (landscapes, as in the Corel data set), knowing if an object is left or right of another object is irrelevant, but knowing if it is above or below is considered to give important information about the coherence of the image annotations. This is not the case for every application domain, since, for example, in the case of medical imagery, knowing if a certain organ is left, right, above or below another, certainly gives crucial information for the interpretation of the image.
These relations can be grouped in 3 sets: topological relations, horizontal relations and vertical relations. In the case of horizontal relations and vertical relations we separate order relations into these two groups, given the fact that an object can be related to another in both ways (for example, an object A can be at the same time above and beside another object B).
An important feature of these three sets is that for each there will be one and only one relation between every pair of regions, since in each group the relations are exclusive among the rest (an object A cannot be above and below an object B at the same time). In our notation we use the term XOR (⊕) to represent this characteristic, meaning that only one of the values in the corresponding group is taken into account, but no more than one at the same time. It must be remembered that in this particular case, XOR does not mean a logic XOR, but a notation for value exclusion.
Given that for each group there will be one and only one relation, we can infer that each group defines by itself a complete graph, i.e., a graph where all regions are connected to all others by exactly one edge representing a relation.
There are some obstacles for the direct use of MRFs in the solution of this problem. The first one is that in traditional MRFs, every edge determining vicinity must be an undirected edge, and some important relations are directed by nature, and though they can be generalized in an undirected fashion, important information may be lost in the process (like in the above and below cases), so it would be desirable to be able to keep such information; the second obstacle is the presence of more than one relation between each pair of regions, since MRFs are defined by at most one edge connecting any pair of nodes. These points force to extend the use of MRFs in order to adequate them to be used in this kind of application.
If we structure the spatial relations as follows, we can provide a new energy function U p (f ) using these different relations at the same time. Each R ij represents a spatial relation in one of the groups:
Using these three groups of relations, the energy function is:
where V T , V H and V V are potential functions computed from the topological, horizontal and vertical relations, respectively. They can be obtained as inversely proportional to the sum of the probabilities in each group of relations. In the energy formula in Equation 2, only lambda (λ) is used for the purpose of weighting the relative value of V c and V o . The use of three alphas (α 1 , α 2 and α 3 ) in Equation 3, allows to give a different weight to each group of relations, with the premise that they do not have the same relevance. Given the fact that the best configuration will be the one giving the lowest energy value, the more relevant a relation, the higher its associated alpha value.
We define now the energy functions. In these functions, each P kc represents the probability of relation k. The XOR operators depend on the value taken by the R ij related.
In order to compute each P kc , a combination of information extracted from training images and "expert" knowledge is used. First, training images which are already segmented and manually labeled, are examined to determine the presence of spatial relations and their frequency. For each relation, k, a matrix Rel k (i, j) of D × D components is created, where D is the number of possible labels for a region. An equivalent matrix E k (i, j) is created for each relation incorporating a priori knowledge of each relation based on subjective estimates. These two estimates are linearly combined as follows [9] :
where δ is a constant used to determine the relevance of expert knowledge with respect to the training data, and N R(i, j) is the number of times labels i and j appeared together in an image. The use of E k (i, j) also serves as a smoothing technique to minimize the number of 0's in the original Rel k (i, j) matrices. To obtain the "best" configuration, the MRFs are solved by computing the MAP using simulated annealing [8] with temperature (T ) decremented as follows:
where j is the number of the iteration in the MRFs.
airplane grass mountains sky bird ground pilot snow boat horse road trees church house rock water cow lion sand elephant log sheep Table 2 . The set of labels for CorelA.
Experiments and Results
To evaluate our method we used the Corel database, and particularly, the subset CorelA 1 developed by [3] and consisting of 205 images. This data set was divided into 137 training images and 68 test images. This database portraits landscapes, containing mainly elements in a set of 22 different possible annotations, which are shown in Table 2 .
The advantage of using this database is that besides being already segmented, it counts with labeled regions, so the time-consuming task of hand-labeling the regions for the experiments was already performed, allowing for experimentation only on image annotation. The experiments were performed using as annotation system a kNN classifier as implemented in [6] , which is a simple but efficient instance-based learning algorithm.
We must mention the special case when a region is unknown (label 0). These values affect our spatial approach since no spatial information can be obtained from them. If the region being examined is unknown, values of P 1c to P 4c are set to 1 2 , and values of P 5c to P 7c are set to 1 3 , to reflect the lack of a priori knowledge coming from neighbors in such cases.
Experiments were performed dividing them in four groups: tests using only one group of spatial relations individually, and tests using the three groups of spatial relations simultaneously. For each of these groups three variations were also tested: the use of no smoothing technique, the use of a simple Laplacian smoothing, and the use of expert knowledge as initialization and smoothing technique.
Several parameters had to be set: λ, δ, α 1 , α 2 , α 3 , T and the number of iterations (n) for the MRFs. Figure 3 shows the effect of changing λ and δ values using our approach; considering the three groups of spatial relations and fixing the remaining parameters to their optimal values. We can see how important the prior observations are, since setting λ=0 makes annotation rates fall to approximately 25.3%. However, a value of λ set too high makes rates oscilate around 43.5%. The highest annotation rates were reached with λ set to values close to 0.25, and this is the value used for the experiments. Experimental tests showed the necessity of an initialization either by an expert or by a Laplacian smoothing; although it is not clear what the ideal value for δ would be (as it is shown, also in Figure 3 ). When δ was set to a value of 0.25, the best annotation rates were reached, so, this is the value used for the experiments. The idea behind using α 1 , α 2 and α 3 was to be able to give a different relative weight to each relation group with the premise that they will have different relevance in the annotation result (which is partially confirmed by our experiments). However, setting these values requires more investigation, and for the experiments they were equally fixed to a value of 1, leaving for a future research their estimation using a more sophisticated heuristic. Values for T and n were also set by experimentation, fixing them to 116 and 400, respectively. The approximate execution time with this value of n is of 35 seconds for the 68 test images.
Experimental results are shown in Table 3 . To calculate the accuracy of the method, we ran 10 times each test and proceeded to eliminate "peaks", i.e., we discarded the highest result and the lowest result and obtained the average of the 8 remaining results.
These experiments show no significant difference between an expert initialization and a Laplacian smoothing, probably because these values were not well estimated by the expert or because the training images contained already sufficient information.
Individual experiments using only one group of relations at a time, show that the more significant results are obtained when vertical relations are used, which proves the usefulness of these undirected relations on this particular domain, with an improvement of 8.12% and a relative improvement of 22.06% Experiments show that the individual use of each group of spatial relation certainly improves results, but the highest accuracy rates are reached when they are used simultaneously, showing in the best case an improvement of 8.82% and a relative improvement of 23.97%.
As a way of comparing our results with other methods, we show in Table 4 a comparison with three state of the art automatic annotation methods. These results are obtained with the code developed by [3] . It can be observed that our base result is similar in performance to those we are comparing to, but at the same time, our proposed method is at least 9% more accurate than any of them. Table 3 . Results obtained with the use of MRFs and spatial information with the different groups of relations and smoothing types for the test images in the CorelA database. The best results were obtained when the three groups of spatial relations are used together (in bold).
Although improving segmentation was not our main goal, we performed a simple experiment with interesting results. After improving the initial annotations with our method, adjacent regions with the same label were joined. A couple of examples of this are shown in Figure 4 . We found that several other image segmentations were improved the same way.
Conclusions and Future Work
We proposed a novel methodology to improve AIA based on spatial relations and MRFs. It combines several types of spatial relations under an MRF framework, where the potentials are obtained using subjective estimates and real data. We concluded that it is feasible to apply spatial relations to improve automatic image annotation systems. Our experiments show that an important number of Algorithm Accuracy gML1 [3] 35.69% gML1o [3] 36.21% gMAP1 [3] 35.71% gMAP1MRF [3] 35.71% kNN 36.81% MRFs AREK 45.64% Table 4 . Comparison of our results with other methods. The last two rows show our base result and our best result using MRFs and all the spatial relations with expert knowledge (MRFs AREK). the labels are corrected by using MRFs and the spatial relations among regions. In experiments with the CorelA database, a significant improvement of almost 9% and a relative improvement of almost 24% were obtained with respect to the original annotations. Further experiments must be performed to clarify the relevance of each relation group and also to evaluate the advantage of using expert estimations. Also, a more sophisticated way of determining optimal values for parameters, like the use of evolutionary methods [2] , is a possible future line of research. The iteration of steps 2 to 4 of the method as we suggested, should also provide better results.
Using a different annotation algorithm is an alternative that might provide better results. An interestingly different approach to the use of MRFs for more than one relation would be the use of interacting MRFs [16] , and finding the way this interaction should be performed represents a motivating challenge. The application in other image domains may show the generality of the method here proposed, and should also confirm our hypothesis that the importance of some relations varies depending on the domain. Medical imagery, GIS, automatic robot navigation, are some of the potential future applications of our method.
