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DIRICHLET PROBLEM FOR SUPERCRITICAL NON-LOCAL OPERATORS
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Abstract. Let D be a bounded C2-domain. Consider the following Dirichlet initial-boundary
problem of nonlocal operators with a drift:
∂tu = L (α)κ u + b · ∇u + f in R+ × D, u|R+×Dc = 0, u(0, ·)|D = ϕ,
where α ∈ (0, 2) and L (α)κ is an α-stable-like nonlocal operator with kernel function κ(x, z)
bounded from above and below by positive constants, and b : Rd → Rd is a bounded Cβ-function
with α + β > 1, f : R+ × D → R is a Cγ-function in D uniformly in t with γ ∈ ((1 − α) ∨ 0, β],
ϕ ∈ Cα+γ(D). Under some Ho¨lder assumptions on κ, we show the existence of a unique classical
solution u ∈ L∞loc(R+; Cα+γloc (D))×C(R+; Cb(D)) to the above problem. Moreover, we establish the
following probabilistic representation for u
u(t, x) = Ex
(
ϕ(Xt)1τD>t
)
+ Ex
(∫ t∧τD
0
f (t − s, Xs)ds
)
, t > 0, x ∈ D,
where ((Xt)t>0,Px; x ∈ Rd) is the Markov process associated with the operator L (α)κ + b · ∇, and
τD is the first exit time of X from D. In the sub and critical case α ∈ [1, 2), the kernel function κ
can be rough in z. In the supercritical case α ∈ (0, 1), we classify the boundary points according
to the sign of b(z) · ~n(z), where z ∈ ∂D and ~n(z) is the unit outward normal vector. Finally, we
provide an example and simulate it by Monte-Carlo method to show our results.
Keywords: Dirichlet problem, Nonlocal operator, Schauder’s estimate, Probabilistic representa-
tion, Maximum principle
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1. Introduction and main results
1.1. Introduction. Let D ⊂ Rd be a bounded C2-domain. For α ∈ (0, 2), consider the following
nonlocal elliptic Dirichlet problem:
L(α)b u := ∆
α
2 u + b · ∇u = − f in D and u = 0 in Dc, (1.1)
where ∆
α
2 := −(−∆) α2 is the usual fractional Laplacian operator and b : Rd → Rd is a bounded
Ho¨lder continuous vector field. Notice that ∆
α
2 is a nonlocal integral operator. For x0 ∈ D and
0 < R < dist(x0, ∂D), define
uR(x) := R−αu(Rx + x0), bR := b(Rx + x0), fR(x) := f (Rx + x0).
By the scaling property of ∆
α
2 , it is easy to see that
∆
α
2 uR + Rα−1bR · ∇uR = − fR in BR(x0) := {x ∈ Rd : |x − x0| < R}.
In particular, for α ∈ (0, 1), if R→ 0, then the drift term will blow up. So roughly speaking, the
first order term plays a dominant role. In this sense we call L(α)b with α ∈ (0, 1) the supercritical
nonlocal operator. While for α = 1, since ∆
1
2 has the same order as b · ∇, we shall call L(1)b the
critical operator; and for α ∈ (1, 2), if R → 0, then the drift term will go to zero and ∆ α2 plays a
dominant role, it is naturally called subcritical operator. From the viewpoint of analysis, in the
supercritical case, it is not possible to use the standard perturbation method to handle the drift
term. This is the main source of the difficulties of studying supercritical operators.
Let us also explain the difficulties in studying the Dirichlet problem of supercritical nonlocal
operators from the probabilistic viewpoint. Let (Zt)t>0 be a rotationally invariant and symmetric
α-stable process and b a Lipschitz vector field. It is well known that for each x ∈ Rd, the
following SDE admits a unique strong solution Xt(x),
Xt = x +
∫ t
0
b(Xs)ds + Zt,
which determines a family of strong Markov processes {X,Px; x ∈ Rd}. Let u ∈ C2b(D) be a
classical solution of (1.1). By Itoˆ’s formula, it is easy to see that
u(x) = Ex
(∫ τD
0
f (Xs)ds
)
, x ∈ D, (1.2)
where Ex denotes the expectation with respect to Px and τD := {t > 0 : Xt < D} is the first exit
time of X from D. In particular, u(x) := ExτD satisfies L
(α)
b u = −1 in D. As discussed at the
beginning, in the supercritical case, the boundary behavior of u is determined by the first order
term b · ∇. We explain this point in the case of d = 1 and b ≡ 1. The following proposition is
proven in the appendix.
Proposition 1.1. Let D := (0, 1) and α ∈ (0, 2). It holds that for α ∈ [1, 2),
(i) Px(XτD = 0 or 1) = 0, (ii) ExτD 6 cαd
α/2
x , x ∈ D,
where dx := (x ∧ (1 − x))+ is the distance of x to Dc; and for α ∈ (0, 1),
(iii) inf
x∈(0,1/4)
ExτD > 0, (iv) sup
x∈D
Px(XτD = 0) = 0, (v) sup
x∈D
Px(XτD = 1) > 0.
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For α ∈ [1, 2), the conclusions (i) and (ii) are well-known (see [5, 10, 12, 32]), which im-
plies that X always jumps out D without touching the boundary and the mean time of X exiting
from D goes to zero as the starting point is close to the boundary. However, when α ∈ (0, 1),
conclusion (iii) in the above proposition means that the mean time of X exiting from the inter-
val (0, 1) has a strictly positive lower bound whatever the starting point x is how close to the
boundary point 0. In particular, L(α)1 u|D = −1 can not have a continuous solution in R when
α ∈ (0, 1). Conclusions (iv) and (v) means that the position of X exiting from the interval (0, 1)
never hits the boundary point 0, but possibly hits the boundary point 1. Notice that all these
phenomenons are caused by a positive direction drift. In other words, in the supercritical case,
the drift will determine the boundary behavior of the solution to L(α)b u|D = − f . Thus, in order to
solve the Dirichlet problem (1.1) for α ∈ (0, 1), we need to make a better understanding about
the effect of drift b for the boundary behavior of the solution u. The theoretical analysis tells
us that ExτD 6 c(1α∈[1,2)dα/2x + 1α∈(0,1)min(1/2, (1 − x)+)) for each x ∈ (0, 1). The following
figure exhibits the simulation result for ExτD/(1α∈[1,2)dα/2x + 1α∈(0,1)min(1/2, (1 − x)+)) by using
R-language, which coincides with the theoretical prediction.
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Figure 1. Ratio of ExτD to 1α∈[1,2)dα/2x + 1{α∈(0,1)}min(1/2, (1 − x)+)
In recent years, there is a great interest for both probabilists and analysts to study the non-
local operators and related topics. Parts of the reasons lie in the facts that the nonlocal operators
exhibit quite different features compared with local differential operators, and have many ap-
plications in mathematical finance, control, physics, image processing, and so on. Up to now,
there are a lot of deep works about nonlocal operators and related Le´vy processes. Let us only
recall some of them related to our problem below. In [5] and [12], the authors studied the po-
tential theory of fractional Laplacian ∆α/2, and the boundary Harnack principle is established
therein. Moreover, the sharp two-sided estimates of Green functions and Poisson kernels of
∆
α
2 in a bounded C1,1-domain are also obtained in [12], see also [11] for the study of boundary
Harnack principle of operator (∆ + ∆
α
2 )|D. Sharp two-sided estimate of Dirichlet heat kernel of
fractional Laplacian was first proved by Chen, Kim and Song in [8]. Later, it was extended to
the operator (∆
α
2 + b · ∇)|D with α ∈ (1, 2) in [10] and (∆ α2 + ∆ β2 )|D in [9]. The optimal boundary
regularity of fractional Dirichlet Laplacian ∆
α
2 |D was obtained by Ros-Oton and Serra in [5].
In the subcritical case α ∈ (1, 2), the solvability and probabilistic representation of classical
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solutions to elliptic Dirichlet problem (1.1) were studied recently by Arapostathis, Biswas and
Caffarelli in [1], and more general nonlocal operators L (α)κ (see (1.4) below for a definition)
are considered therein. In their work, besides requiring the Ho¨lder regularity of kernel function
κ(x, z) in x, some weak regularity is also imposed on the second variable z. The L2-estimates
for nonlocal Dirichlet problems are established by energy or variational method in [24] (see
also the references therein). The extending problem in Sobolev spaces for nonlocal operators
under minimal regularity of the exterior values is solved in [6]. The global Schauder’s estimates
for nonlocal operators are studied in [21] and [2]. Moreover, Ho¨lder interior estimates as well
as the boundary behavior for linear and nonlinear nonlocal Dirichlet problems are obtained in
recent works [32, 33, 34, 35], etc. However, none of the works mentioned above handle the su-
percritical operator. To our best knowledge, the supercritical case was first studied by Silvestre
[36]. He obtained the a priori interior estimate for solutions to the following parabolic equation
∂tu = ∆
α
2 u + b · ∇u + f ,
where α ∈ (0, 1) and b ∈ L∞([0,T ]; Cβ) for some β > 1 − α. The approach therein strongly
depends on realizing the fractional Laplacian in Rd as the boundary trace of an elliptic operator
in upper half space of Rd+1. Extending this approach to the α-stable-like operators seems very
hard if it is not impossible. We mention that similar global results are also proved in [13] for
more general Le´vy type operators in Ho¨lder spaces and in [18] for singular non-degenerate
α-stable operators in Besov spaces.
On the other hand, the probabilistic representation of Dirichlet problem can be dated back
to the pioneering work of Kakutani [29] for the harmonic functions in a domain. A systematic
probabilisitic treatment for the Dirichlet problem of Laplacian operator can be found in the
monograph of Chung and Zhao [20] (see also [25]). For non-local operators, in the subcritical
case, the probabilistic representation of nonlocal Dirichlet problem was proved in [1]. It should
be emphasized that probabilistic techniques have been extensively used in the studies of heat
kernel estimates, Ho¨lder estimates, Harnack inequalities for nonlocal operators in [14], [17] and
[37] (see also the references therein).
Let α ∈ (0, 2) and R+ := [0,∞). In this paper we are interesting in solving he following
Dirichlet problem of nonlocal parabolic equation: ∂tu = L (α)κ u + b · ∇u + f on R+ × D,u = 0 on R+ × Dc, u(0, ·) = ϕ on D, (1.3)
whereL (α)κ is a nonlocal operator defined by
L (α)κ u(x) :=
∫
Rd
Ξ(α)u(x, z)κ(x, z)|z|−d−αdz (1.4)
with
Ξ(α)u(x, z) := u(x + z) − u(x) − z(α) · ∇u(x), z(α) := 1{α=1}z1{|z|61} + 1{α∈(1,2)}z, (1.5)
and κ(x, z) : Rd × Rd → R+ satisfies that for some κ0 > 0 and β ∈ (0, 1),
κ−10 6 κ(x, z) 6 κ0, |κ(x, z) − κ(x′, z)| 6 κ0|x − x′|β
1α=1
∫
r<|z|<R
z · κ(x, z)dz = 0, 0 < r < R < ∞
 . (Hβκ)
The main contributions of this paper embody the following three aspects:
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(i) In the whole space D = Rd, under (Hβκ) and b ∈ Cβ with α + β > 1, we establish the global
Schauder theory for general nonlocal parabolic equation (1.3) by using the Littlewood-
Paley theory. To our knowledge, this is the first full result for nonlocal parabolic operators
with drifts and nonsymmetric rough kernels, see Theorem 3.5 below.
(ii) In the sub and critical cases, we show the existence of a unique classical solution for
nonlocal Dirichlet problem (1.3) with rough kernels. Compared with [1], we do not make
any regularity assumption on κ(x, z) in the second variable z. It is noted that the interior
and boundary regularity theory for general stable Le´vy operators is established in [33],
which does not cover the rough kernels as studied in this paper.
(iii) In the supercritical case, by suitable boundary probabilistic estimates, we give a character-
ization that how the drift b affects the boundary behavior of the solution. For a boundary
point z0 ∈ ∂D, let ~n(z0) be the unit outward normal vector at point z0. From the angle
of probability, roughly to say, the sign of b(z0) · ~n(z0) will determine whether the associ-
ated Markov process would touch the boundary when it exits from a bounded domain, or
whether the solution would be continuous up to the boundary.
1.2. Statement of main results. We first introduce some spaces of real-valued Ho¨lder functions
in a domain. Let D ⊂ Rd be a domain. For an integer k > 0, denote by Ck(D) the space of all
k-order continuous differentiable functions on D. For β ∈ (0, 1], we also denote by Ck,β(D) the
space of functions whose k-order derivatives are β-order locally Ho¨lder continuous in D. For
simplicity, we write for γ > 0,
Cγ(D) := C[γ],γ−[γ](D), Ck,0(D) := Ck(D),
where [γ] denotes the integer part of γ. Let D be a bounded domain. For x, y ∈ D, define
dx := dist(x, ∂D), dx,y := min{dx, dy}.
For θ ∈ R, k ∈ {0} ∪ N and 0 < γ < N, define
[u](θ)k;D := sup
x∈D
dk+θx |∇ku(x)|, [u](θ)γ;D := sup
x,y∈D
(
dγ+θx,y
|∇[γ]u(x) − ∇[γ]u(y)|
|x − y|γ−[γ]
)
,
where ∇k denotes the k-order gradient. For general γ > 0 with γ + θ > 0, we introduce the
following Banach spaces for later use:
C(θ)γ (D) :=
{
u ∈ Cγ(D) ∩ L∞(Rd) : ‖u‖(θ)γ;D := [u](θ)0;D + [u](θ)γ;D < ∞, u|Dc = 0
}
,
and for T > 0,
B(θ)γ;T (D) := L
∞([0,T ];C(θ)γ (D)), B(θ)γ (D) := ∩T>0B(θ)γ;T (D). (1.6)
If the distance functions dx, dx,y are not in the above definitions, we shall denote the correspond-
ing notations by [·]γ;D and define
‖u‖Cγ(D) := [u]0;D + [u]γ;D.
In particular, if D = Rd, we shall simply write
‖u‖Cγ := ‖u‖Cγ(Rd) = [u]0;Rd + [u]γ;Rd .
We recall the following interpolation inequalities (see [40]): Let 0 6 β < γ with β < N. Let
D = Rd or D be a bounded Cγ-domain. For any ε > 0, there are constants c1 = c1(β, γ,D) and
c2 = c2(ε, β, γ,D) > 0 such that for all u ∈ Cγ(D),
‖u‖β;D 6 c1‖u‖1−
β
γ
0;D ‖u‖
β
γ
γ;D 6 c2‖u‖0;D + ε‖u‖γ;D. (1.7)
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In the following, for simplicity we write
L (α)κ,b := L
(α)
κ + b · ∇.
Definition 1.2. We call a function u ∈ L∞loc(R+; L∞(Rd)) ∩ C(R+ × D) a classical solution of
Dirichlet problem (1.3) if it satisfies the following integral equation in the pointwise sense:
u(t, x) = ϕ(x) +
∫ t
0
(
L (α)κ,b u + f
)
(s, x)ds in R+ × D, u|R+×Dc = 0,
which of course requires that u is at least C1-differentiable in D and in the domain ofL (α)κ .
Our first aim is to show the following result.
Theorem 1.3. Let D be a bounded C2-domain and α ∈ (0, 2), β ∈ (0, 1). Suppose (Hβκ) and
b ∈ Cβ if α ∈ [1, 2), and b = 0 if α ∈ (0, 1).
Then there exists θ0 ∈ (0, α2 ) such that for any θ ∈ (0, θ0] and γ ∈ (0, β] with α + γ < N, if one of
the following two conditions holds:
(i) θ > γ; (ii) θ < γ and |κ(x, z) − κ(x, z′)| 6 κ1|z − z′|γ,
then for all f ∈ B(α−θ)γ (D) and ϕ ∈ C(−θ)α+γ(D), there is a unique classical solution u ∈ B(−θ)α+γ(D)
to equation (1.3), and there is a constant c = c(κ0, κ1, γ, θ, α, β, d, ‖b‖Cβ) > 0 such that for all
T > 0,
‖u‖B(−θ)α+γ;T (D) + ‖∂tu‖B(α−θ)γ;T (D) 6 c‖ϕ‖
(−θ)
α+γ + c(1 + T )‖ f ‖B(α−θ)γ;T (D).
Moreover, the unique solution u has the following probabilistic representation:
u(t, x) = Ex
(
ϕ(Xt)1{τD>t}
)
+ Ex
(∫ t∧τD
0
f (t − s, Xs)ds
)
, (1.8)
where (X,Px; x ∈ Rd) is the Markov process associated withL (α)κ,b and τD := inf{t > 0 : Xt < D}
is the first exit time of X from D. We also have the following estimate:
Ex
(∫ t∧τD
0
| f (t − s, Xs)|ds
)
6 cdθx‖ f ‖L∞t (C(α−θ)0 (D)). (1.9)
Remark 1.4. Notice that in the estimate (1.9), f is allowed to be explosive near the boundary.
Next we consider the supercritical case and show the following results.
Theorem 1.5. Let α, β ∈ (0, 1) with α + β > 1 and γ ∈ (1 − α, β]. Suppose (Hβκ), b ∈ Cβ and
|κ(x, z) − κ(x, z′)| 6 κ1|z − z′|γ.
Let D be a bounded C2-domain, ϕ ∈ C(0)α+γ(D), f ∈ B(0)γ (D). We have the following conclusions:
(A) Suppose that b(z0) · ~n(z0) < 0 for each z0 ∈ ∂D. Equation (1.3) admits a unique solution
u ∈ L∞loc(R+; Cα+γloc (D) ∩ L∞(Rd)) ∩C([0,∞) × D).
(B) Suppose that b(z0) · ~n(z0) = 0 for each z0 ∈ ∂D. Equation (1.3) admits a unique solution
u ∈ L∞loc(R+; Cα+γloc (D) ∩ L∞(Rd)) ∩C([0,∞) × D) ∩C((0,∞) × D¯).
Moreover, we also have the following boundary decay estimate: for some θ ∈ (0, 1),
|u(t, x)| 6 c
(
‖ f ‖∞ + ‖ϕ‖∞/t
)
dθx, t > 0, x ∈ D.
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(C) Suppose that b(z0) · ~n(z0) > 0 for each z0 ∈ ∂D. Equation (1.3) admits a unique solution
u ∈ L∞loc(R+; Cα+γloc (D) ∩ L∞(Rd)) ∩C([0,∞) × D) ∩C((0,∞) × D¯).
Moreover, we also have the following boundary decay estimate:
|u(t, x)| 6 c
(
‖ f ‖∞ + ‖ϕ‖∞/t
)
dx, t > 0, x ∈ D.
In all cases, the unique solution u still has the probabilistic representation (1.8).
We would like to make some comments about the above results. As mentioned above, in the
supercritical case, the classical perturbation method does not work. We shall use the viscosity
approximation argument to show the existence. While, the uniqueness will be a consequence
of the probabilistic representation. To reach this aim, we need to show that in case (A), the
process does not touch the boundary when it exits from the domain D, and in cases (B) and (C)
the mean time of the process exiting from the domain D has some decay estimates when the
starting point approaches to the boundary. Here a quite natural question is that whether we can
consider the mixed case, that is, the general drift b. For this purpose, we define
Γ> := {z ∈ ∂D : b(z) · ~n(z) > 0},
Γ= := {z ∈ ∂D : b(z) · ~n(z) = 0},
Γ< := {z ∈ ∂D : b(z) · ~n(z) < 0}.
When α ∈ [12 , 1), we have the following partial affirmative result.
Theorem 1.6. Let α ∈ [12 , 1), β ∈ [2(1 − α), 1] and γ ∈ (1 − α, β]. Suppose (Hβκ), b ∈ Cβ and
|κ(x, z) − κ(x, z′)| 6 κ1|z − z′|γ.
Let D be a bounded C2-domain. For any ϕ ∈ C(0)α+γ(D) and f ∈ B(0)γ (D), there is a unique solution
u to (1.3) in the class that
u ∈ L∞loc(R+; Cα+γloc (D) ∩ L∞(Rd)) ∩C([0,∞) × D) ∩C((0,∞) × (D ∪ Γ= ∪ Γ>)),
and which is given by the probabilistic representation (1.8). Moreover, we have
(i) For each z ∈ Γ>, there are δ, c > 0 such that
sup
x∈D∩Bδ(z)
(d−1x |u(t, x)|) 6 c
(
‖ f ‖∞ + ‖ϕ‖∞/t
)
, t > 0.
(ii) For each z ∈ Γo= (the interior of Γ=), there are θ, δ, c > 0 such that
sup
x∈D∩Bδ(z)
(d−θx |u(t, x)|) 6 c
(
‖ f ‖∞ + ‖ϕ‖∞/t
)
, t > 0.
(iii) For each x ∈ D, it holds that
Px(XτD ∈ Γ<) = 0,
where (X,Px; x ∈ Rd) is the Markov process associated withL (α)κ,b and τD := inf{t > 0 : Xt < D}.
Let us explain why we need to assume β > 2(1 − α) in the above result which leads to α > 12 .
Since Γ<, Γ> and Γo= are relatively open subsets of ∂D, it is relatively easy to show that Γ< is
inaccessible for the process (Px, Xt) (see Lemma 7.1 below), and the points in Γ> ∪ Γo= are t-
regular in the sense of [25, page 206] (see Lemma 7.2 below). However, for any boundary point
z0 ∈ Γ= \ Γo=, in order to use the information b(z0) · ~n(z0) = 0 and b ∈ Cβ to show that z0 is t-
regular, we need to choose the exterior tangent ball B with B∩ D¯ = {z0} so that ∇dB(z0) = ~n(z0).
For the exterior tangent ball, the fact |x− z0|2 6 c · dist(x, B) for x ∈ D leads to β > 2(1−α) (see
(7.18) below). Thus, dropping the condition β > 2(1 − α) is left as an open problem.
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1.3. Example. Let d = 1 and D = (0, 1). Let Zt be an one-dimensional symmetric α-stable
process with α ∈ (0, 1). For each t > 0 and x ∈ D, define
Xxt := xe
t + Zt +
1
2
(et − 1) +
∫ t
0
Zset−sds,
where τxD := inf{t > 0 : Xxt < D}. Notice that Xxt solves the following SDE:
dXxt = (X
x
t − 12 )dt + dZt, Xx0 = x.
Let ϕ(x) := 1{x∈D} · sin(3pix + pi/2) and u(t, x) := E(ϕ(Xxt )1{τxD>t}). Clearly, |u(t, x)| 6 1 and
ϕ(x) ∈ C(0)2 (D). By Theorem 1.5, for some η > 1 and any 0 < a < b < 1, we have
u ∈ L∞loc(R+; Cη((a, b))) ∩C((0,∞) × [0, 1]),
and for any t > 0 and x ∈ D, it holds that
u(t, x) = sin(3pix + pi/2) +
∫ t
0
(
∆
α
2 u(s, x) + (x − 12 )∂xu(s, x)
)
ds,
and
|u(t, x)| 6 c(x ∧ (1 − x))+/t, x ∈ D, t > 0.
1.4. Plans and notations. This paper is organized as follows: In Section 2, we introduce some
preliminaries about nonlocal operators. In particular, we prove a new Bernstein type inequality
by heat kernel estimates, which allows us to establish the Schauder theory in the whole space
in Section 3 for supercritical PDEs with rough kernels by using Littlewood-Paley theory. In
Section 4, we prove the Schauder interior estimate in weighted Ho¨lder spaces, which is an
analogue in the elliptic case as in [27]. In Section 5, we prove the probabilistic representation
for general Dirichlet problem and also give some basic estimates of the first exit time of the
associated Markov process from a bounded domain. In Sections 6 and 7, we give the proofs of
Theorems 1.3, 1.5 and 1.6, respectively. Finally, we prove some supplementary facts and give
some numerical simulations for Example 1.3 in Appendix. Before concluding this section, we
introduce some notations used throughout this paper.
• R+ := [0,∞) and N0 := N ∪ {0}. For a real number a ∈ R, we write a+ := max(a, 0).
• For R > 0 and x ∈ Rd, BR(x) := {y ∈ Rd : |y − x| < R} and in particular, BR := BR(0);
B+R := {x = (x1, · · · , xd) ∈ BR : x1 > 0}.• For x, y ∈ Rd, we use x · y or 〈x, y〉 to denote the inner product in Rd.
• For a set D ⊂ Rd, Dc := Rd \ D, D0 b D means that dist(D0,Dc) > 0, and for x ∈ Rd,
dx := dDc(x) := dist(x,Dc), λD := diam(D) = sup
x,y∈D
|x − y|.
• Let A and B be two abstract operators acting on functions. The commutator between
A andB is defined by
[A ,B] f := AB f −BA f .
• For T > 0 and a Banach space B, we denote L∞T (B) := L∞([0,T ];B).• Let χ : Rd → [0, 1] be a smooth function with χ|B1 = 1 and χ|Bc2 = 0. Define
χR(x) := χ(x/R), χ
x0
R (x) := χR(x − x0), R > 0, x0 ∈ Rd. (1.10)
• The letter c with or without subscripts denotes an unimportant constant.
• We use A . B to denote A 6 cB for some unimportant constant c > 0.
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2. Preliminaries
Let S be the Schwartz space of all rapidly decreasing functions, and S ′ the dual space of
S called Schwartz generalized function (or tempered distribution) space. Given f ∈ S , let
F f = fˆ be the Fourier transform defined by
fˆ (ξ) :=
∫
Rd
e−iξ·x f (x)dx, ξ ∈ Rd.
Let φ0 : Rd → [0, 1] be a smooth radial function with
φ0(ξ) = 1, |ξ| 6 1, φ0(ξ) = 0, |ξ| > 3/2.
Define
φ1(ξ) := φ0(ξ) − φ0(2ξ).
It is easy to see that φ1 > 0, supp(φ1) ⊂ B3/2 \ B1/2 and
φ0(2ξ) +
k∑
j=0
φ1(2− jξ) = φ0(2−kξ)
k→∞→ 1. (2.1)
In particular, if | j − j′| > 2, then
suppφ1(2− j·) ∩ suppφ1(2− j′ ·) = ∅.
From now on we shall fix such φ0 and φ1. We introduce the following definitions.
Definition 2.1. The block operator ∆ j are defined onS ′ by
∆ j f :=
{ F −1(φ0(2·)F f ), j = −1,
F −1(φ1(2− j·)F f ), j > 0.
For s ∈ R and p, q ∈ [1,∞], the Besov space Bsp,q is defined as the set of all f ∈ S ′ such that
‖ f ‖Bsp,q :=
∑
j>−1
2 jsq‖∆ j f ‖qp

1/q
< ∞, q ∈ [1,∞)
with usual modification for q = ∞, where ‖ · ‖p stands for the usual Lp-norm.
Remark 2.2. It is well known that for any 0 < s < N (cf. [3, Theorem 2.36]),
cs‖ f ‖Bs∞,∞ 6 ‖ f ‖Cs 6 c′s‖ f ‖Bs∞,∞ . (2.2)
We first recall the following Bernstein’s inequality (cf. [3, Lemma 2.1]).
Lemma 2.3. (Bernstein’s inequality) For any k = 0, 1, 2, · · · , there is a constant c = c(k, d) > 0
such that for all 1 6 p 6 q 6 ∞ and j > −1,
‖∇k∆ j f ‖q 6 c2(k+d( 1p− 1q )) j‖∆ j f ‖p. (2.3)
In the following we consider operator:
L (α)0 u(x) :=
∫
Rd
Ξ(α)u(x, z)κ(z)|z|−d−αdz, (2.4)
where α ∈ (0, 2) and Ξ(α)u(x, z) is defined by (1.5), κ(z) satisfies that for some κ0 > 0,
κ−10 6 κ(z) 6 κ0, 1α=1
∫
r<|z|<R
z · κ(z)dz = 0, 0 < r < R < ∞. (2.5)
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Let (Lt)t>0 be the Le´vy process with Le´vy measure ν(dz) = κ(z)|z|−d−αdz. It is well known that
under (2.5), Lt admits a smooth density pt(x), which enjoys the following two-sided estimates
(see [16, Theorem 2.1]): for some c1 > 1,
c−11
t
(t1/α + |x|)d+α 6 pt(x) 6 c1
t
(t1/α + |x|)d+α ; (2.6)
and if we define
Pt f (x) := E f (Lt + x) =
∫
Rd
f (x + y)pt(y)dy,
then for any f ∈ C2b(Rd),
∂tPt f = L
(α)
0 Pt f = PtL
(α)
0 f . (2.7)
Now we aim to prove the following Bernstein’s type inequality. The crucial point is that the
constant c does not depend on the integrability index p, which allows us to derive the Schauder
estimate for supercritical nonlocal operators in Lemma 3.2 below.
Lemma 2.4. Under (2.5), there is a constant c0 = c0(κ0, α, d) > 0 such that for all p ∈ [2,∞)
and f ∈ Cc(Rd),∫
Rd
|∆ j f |p−2∆ j f ·L (α)0 ∆ j f dx 6 −c02α j‖∆ j f ‖pp, j = 0, 1, 2, · · · , (2.8)
and for j = −1, ∫
Rd
|∆−1 f |p−2∆−1 f ·L (α)0 ∆−1 f dx 6 0. (2.9)
Proof. (i) Let h = F −1φ0 be the inverse Fourier transform of φ0. Define
h−1(x) := F −1φ0(2·)(x) = 2dh(2−1x),
and for j > 0,
h j(x) := F −1φ1(2− j·)(x) = 2 jdh(2 jx) − 2( j−1)dh(2 j−1x). (2.10)
By definition it is easy to see that
∆ j f (x) = (h j ∗ f )(x) =
∫
Rd
h j(x − y) f (y)dy, j > −1.
By scaling, it suffices to prove (2.8) for j = 0. Below, for simplicity we let g = ∆0 f .
(ii) We have the following claim: there is a constant c0 = c0(κ0, α, d) > 0 such that for all
p ∈ [1,∞] and t ∈ (0, 1),
‖Ptg‖p 6 e−c0t‖g‖p. (2.11)
Let ψ(ξ) be the Le´vy exponent of Le´vy process Lt. It is well known that pˆt(ξ) = e−ψ(ξ)t. Let ϕ
be a nonnegative smooth function with support in B1/2 and ϕ(0) = 1. Define
qδt := F −1
(
e−ψ(ξ)t−δϕ(ξ)t
)
= pt ∗ F −1(e−δϕ(ξ)t).
Since by definition supp(gˆ) = supp(φ1 fˆ ) ⊆ B3/2 \ B1/2, we have
pˆt · gˆ = qˆδt · gˆ⇒ pt ∗ g = qδt ∗ g.
Hence, by Young’s inequality for convolutions, we get for all p ∈ [1,∞],
‖Ptg‖p = ‖pt ∗ g‖p = ‖qδt ∗ g‖p 6 ‖qδt ‖1‖g‖p.
If we can show that for some δ > 0, qδt is nonnegative , then it follows that
‖qδt ‖1 = qˆδt (0) = e−ψ(0)t−δϕ(0)t = e−δt,
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and the desired estimate (2.11) follows.
(iii) To show the positivity of qδt for some δ > 0, notice that
qˆδt (ξ) = pˆt(ξ) · e−δϕ(ξ)t = pˆt(ξ)(1 + rˆδt (ξ)),
where
rδt (x) = F −1(e−δφ1(·)t − 1)(x) = (2pi)−d
∫
Rd
(e−δφ1(ξ)t − 1)eix·ξdξ.
Since ϕ has support in B1/2, it is easy to see that for any m ∈ N0, there is a c1 = c1(m, φ1) > 0
such that for all δ ∈ (0, 1) and t ∈ (0, 1),
‖ | · |2mrδt (·)‖∞ 6 ‖∆m(e−δϕ(·)t − 1)‖1 6 c1δt.
Therefore, by (2.6) we get
|rδt (x)| 6 c1δt(1 ∧ |x|−d−2) 6 c2δpt(x)
and
qδt = pt + pt ∗ rδt > pt − c2δ · pt ∗ pt = pt − c2δp2t > pt − 2c2δpt,
which yields qδt > pt/2 > 0 by choosing δ = 1/(4c2). So, the claim (2.11) is proven.
(iv) Since g = ∆0 f ∈ S (Rd), there is a constant c > 0 such that
|g(x)| 6 c(1 + |x|)−d−α.
Hence, by (2.6), for |x| > 1 and t ∈ (0, 1],
|Ptg(x)| 6
∫
|y|6 |x|2
pt(x − y) |g(y)|dy +
∫
|y|> |x|2
pt(x − y) |g(y)|dy
6c|x|−d−α‖g‖1 + c|x|−d−α
∫
|y|> |x|2
pt(x − y)dy 6 c|x|−d−α.
(2.12)
Moreover,
sup
t∈(0,1)
‖Ptg‖∞ 6 ‖g‖∞, sup
t∈(0,1)
‖L (α)0 Ptg‖∞ 6 ‖L (α)0 g‖∞ < ∞, (2.13)
and for p ∈ [2,∞), by the chain rule and (2.7),
|Ptg(x)|p − |g(x)|p =
∫ t
0
∂s|Psg(x)|pds = p
∫ t
0
|Psg(x)|p−2Psg(x) · PsL (α)0 g(x) ds.
Thus, by (2.12) and (2.13),
sup
t∈(0,1)
| |Ptg(x)|p − |g(x)|p|
t
6 c(1 + |x|)−d−α ∈ L1(Rd).
By the dominated convergence theorem, we obtain
d+
dt
‖Ptg‖pp
∣∣∣∣
t=0
= lim
t↓0
∫
Rd
|Ptg|p − |g|p
t
dx = p
∫
Rd
|g|p−2g ·L (α)0 g dx. (2.14)
On the other hand, by (2.11),
d+
dt
‖Ptg‖pp
∣∣∣∣
t=0
= lim
t↓0
‖Ptg‖pp − ‖g‖pp
t
6 lim
t→0
e−c0 pt − 1
t
‖g‖pp = −c0 p‖g‖pp.
Combining the above two estimates and recalling g = ∆0 f , we obtain (2.8) for j = 0.
(v) Finally, for j = −1, by (2.14) with g = ∆−1 f and ‖Ptg‖p 6 ‖g‖p, we have (2.9). 
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Remark 2.5. Estimate (2.8) with constant c0 depending on p was proved in [18] by using
Bernstein’s inequality established in [7]. One may ask whether (2.8) holds for α = 2, that is,
for some c0 = c0(d) > 0, all p ∈ [2,∞) and f ∈ Cc(Rd),∫
Rd
|∆ j f |p−2∆ j f · ∆∆ j f dx 6 −c022 j‖∆ j f ‖pp, j = 0, 1, 2, · · · . (2.15)
Let g = ∆0 f . Notice that by the integration by parts,∫
Rd
|g|p−2g · ∆gdx = −(p − 1)
∫
Rd
|g|p−2|∇g|2dx = −4(p − 1)
p2
∫
Rd
|∇|g|p/2|2dx.
Thus if (2.15) holds, then we would have
‖∇|g|p/2‖22 >
c0 p2
4(p − 1)‖g‖
p
p, p ∈ [2,∞).
However, by [3, p.58, Lemma 2.8], there is a c > 0 independent of p > 2 such that
‖∇|g|p/2‖22 > c‖g‖pp.
Therefore, we conjecture that it is not possible to find a constant c0 > 0 independent of p > 2
so that (2.15) holds.
We also need the following Ho¨lder estimate of nonlocal operators.
Lemma 2.6. Let α ∈ (0, 2) andL (α)0 be defined by (2.4) with κ(z) : Rd → R satisfying
|κ(z)| 6 κ0, 1α=1
∫
r<|α=1z|<R
z · κ(z)dz = 0, 0 < r < R < ∞.
Then there is a constant c = c(α, d) > 0 such that for all γ ∈ R and f ∈ Bα+γ∞,∞,
‖L (α)0 f ‖Bγ∞,∞ 6 c‖κ‖∞‖ f ‖Bα+γ∞,∞ .
Proof. Let φ˜1 be another smooth function supported in B2 \ B1/4 with φ˜1 = 1 on B3/2 \ B1/2. Let
h˜ := F −1(φ˜1). Since h˜ ∈ S , it is easy to see that for some c = c(α, d) > 0,
‖L (α)0 h˜‖1 6 cκ0 < ∞.
Let h˜ j := F −1(φ˜1(2− j·)) for j = 0, 1, 2, · · · . By scaling, we have
‖L (α)0 h˜ j‖1 6 cκ02α j, j = 0, 1, 2, · · · .
Since ∆̂ j f = φ1(2− j·) fˆ = φ˜1(2− j·)φ1(2− j·) fˆ , we have ∆ j f = h˜ j ∗ ∆ j f and
‖∆ jL (α)0 f ‖∞ = ‖L (α)0 (h˜ j ∗ (∆ j f ))‖∞ 6 ‖L (α)0 h˜ j‖1‖∆ j f ‖∞ 6 cκ02α j‖∆ j f ‖∞.
Similarly, one can show
‖∆−1L (α)0 f ‖∞ 6 cκ0‖∆−1 f ‖∞.
Hence,
‖L (α)0 f ‖Bγ∞,∞ = sup
j>−1
2γ j‖∆ jL (α)0 f ‖∞ 6 cκ0 sup
j>−1
2γ j2α j‖∆ j f ‖∞ = cκ0‖ f ‖Bα+γ∞,∞ .
The proof is complete. 
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3. Schauder’s estimates of nonlocal parabolic equations
In this section we establish the global Schauder estimate for the following nonlocal equation
∂tu = L (α)κ u + b · ∇u + f , u(0) = ϕ, (3.1)
where α ∈ (0, 2) andL (α)κ is defined by (1.4). The following commutator estimate will be used
several times below.
Lemma 3.1. Let α ∈ (0, 2) and κ(x, z) : Rd × Rd → R be a bounded measurable function and
satisfy that for some β ∈ (0, 1), κ1 > 0, and all x, x′, z ∈ Rd,
|κ(x, z) − κ(x′, z)| 6 κ1|x − x′|β.
Let η ∈ ((α − 1) ∨ 0, α ∧ 1) and γ ∈ (0, β]. For any R > 0, there exists a constant cR =
cR(‖κ‖∞, κ1, η, α, γ, d) > 0 such that for all u ∈ Cη+γ,∥∥∥[χR,L (α)κ ]u∥∥∥Cγ 6 cR‖u‖Cγ+η ,
where χR is defined by (1.10), and cR → 0 as R→ ∞.
Proof. By definition (1.4), we can write
[χR,L (α)κ ]u(x) =: w
(1)
R (x) + w
(2)
R (x), (3.2)
where
w(1)R (x) :=
∫
|z|>R
(
(χR(x) − χR(x + z))u(x + z) + (z(α) · ∇χR(x))u(x)
)κ(x, z)
|z|d+α dz,
w(2)R (x) :=
∫
|z|6R
(
(χR(x) − χR(x + z))u(x + z) + (z(α) · ∇χR(x))u(x)
)κ(x, z)
|z|d+α dz.
For w(1)R , it is easy to see that
|w(1)R (x)| 6 c‖κ‖∞‖u‖∞
(∫
|z|>R
(1 + |z(α)|)|z|−d−αdz
)
6 cR‖u‖∞,
where cR → 0 as R→ ∞. Similarly, we have
[w(1)R ]γ 6 cR‖u‖Cγ with limR→∞ cR = 0.
For w(2)R , we treat it in two cases.
(Case α ∈ (0, 1)): Noticing that by definition,
w(2)R (x) =
∫
|z|6R
(χR(x) − χR(x + z))u(x + z)κ(x, z)|z|d+α dz,
we have
‖w(2)R ‖∞ 6 c‖∇χR‖∞‖u‖∞
∫
|z|6R
|z|1−d−αdz 6 cR−α‖u‖∞
and
[w(2)R ]γ 6 c
(
[∇χR]γ‖u‖∞ + ‖∇χR‖∞‖u‖Cγ
) ∫
|z|6R
|z|1−d−αdz 6 cR−α‖u‖Cγ .
(Case α ∈ [1, 2)): By definition we can write
w(2)R (x) =
∫
|z|6R
(
(χR(x) − χR(x + z))u(x + z) + z · (∇χu)(x)
)κ(x, z)
|z|d+α dz
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=∫
|z|6R
z ·
∫ 1
0
(
(∇χRu)(x) − ∇χR(x + sz)u(x + z)
)
ds
κ(x, z)
|z|d+α dz.
Fix η ∈ (α − 1, 1). We have
‖w(2)R ‖∞ 6 ([∇χR]η‖u‖∞ + ‖∇χR‖∞‖u‖η)
∫
|z|6R
|z|1+η−d−αdz 6 cRη−α‖u‖Cη ,
and
[w(2)R ]γ 6([∇χR]γ+η‖u‖∞ + [∇χR]η‖u‖Cγ)
∫
|z|6R
|z|1+η−d−αdz
+ ([∇χR]γ[u]η + ‖∇χR‖∞‖u‖Cγ+η)
∫
|z|6R
|z|1+η−d−αdz 6 cRη−α‖u‖Cγ+η .
Combining the above two cases, we get the desired estimate. 
For γ ∈ (0, 1), α ∈ (0, 2) and T > 0, write
BγT := L
∞
T (C
γ), Aα,γT :=
{
u ∈ Bα+γT , ∂tu ∈ BγT
}
. (3.3)
We first establish Schauder’s estimate for kernel κ(x, z) = κ(z) by using Lemmas 2.4 and 3.1.
Lemma 3.2. Let L (α)0 be defined by (2.4) with κ(z) satisfying (2.5). Suppose that b ∈ Cβ
for some β ∈ ((1 − α) ∨ 0, 1). For any γ ∈ (0, β] with α + γ < N, there are constants c =
c(κ0, α, β, γ, d) > 0 and m = m(α, β, γ) > 0 such that for any T > 0 and u ∈ Aα,γT ,
‖u‖Bα+γT 6 c
(
‖u(0)‖Cα+γ + ‖ f ‖BγT + (1 + ‖b‖mCβ)‖u‖B0T
)
, (3.4)
where f := ∂tu −L (α)0 u − b · ∇u.
Remark 3.3. Notice that the above b ·∇u is well defined in the distributional sense since β+α >
1 (see [3]).
Proof of Lemma 3.2. (i) We first assume that u has compact support. Using operator ∆ j act on
both sides of ∂tu = L
(α)
0 u + b · ∇u + f , we get
∂t∆ ju = L
(α)
0 ∆ ju + (b · ∇)∆ ju + [∆ j, b · ∇]u + ∆ j f .
For p > 2, multiplying both sides by |∆ ju|p−2∆ ju and then integrating in x, we obtain
∂t‖∆ ju‖pp
p
=
∫
Rd
|∆ ju|p−2∆ juL (α)0 ∆ judx +
∫
Rd
|∆ ju|p−2(∆ ju) (b · ∇)∆ judx
+
∫
Rd
|∆ ju|p−2(∆ ju) [∆ j, b · ∇]udx +
∫
Rd
|∆ ju|p−2(∆ ju)∆ j f dx.
(3.5)
For the first term denoted by I j, by Lemma 2.4, there is a constant c0 > 0 such that
I−1 6 0, I j 6 −c02α j‖∆ ju‖pp, j = 0, 1, 2, · · · , p > 2. (3.6)
For the second term denoted by Z j, let S j :=
∑ j−1
i=−1 ∆ j and make the following decomposition:
Z j =
∫
Rd
((b − S jb) · ∇)∆ ju |∆ ju|p−2∆ judx +
∫
Rd
(S jb · ∇)∆ ju |∆ ju|p−2∆ judx =: Z (1)j +Z (2)j .
For Z (1)j , by Bernstein’s inequality (2.3), we have
Z (1)j 6
∑
k> j
‖(∆kb · ∇)∆ ju‖p‖∆ ju‖p−1p 6
∑
k> j
‖∆kb‖∞‖∇∆ ju‖p‖∆ ju‖p−1p
6 2 j
∑
k> j
‖∆kb‖∞‖∆ ju‖pp . 2(1−β) j‖b‖Bβ∞,∞‖∆ ju‖pp.
(3.7)
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Here and below, the constant contained in . is independent of p. For Z (2)j , by the divergence
theorem and (2.3) again, we have
Z (2)j =
1
p
∫
Rd
(S jb · ∇)|∆ ju|pdx = −1p
∫
Rd
divS jb |∆ ju|pdx
6
1
p
‖divS jb‖∞‖∆ ju‖pp 6
1
p
∑
k6 j−1
‖div∆kb‖∞‖∆ ju‖pp
.
∑
k6 j−1
2k‖∆kb‖∞‖∆ ju‖pp . 2(1−β) j‖b‖Bβ∞,∞‖∆ ju‖pp.
(3.8)
Combining (3.5)-(3.8) and by Ho¨lder’s inequality, we obtain
∂t‖∆ ju‖pp/p 6 −c02α j1{ j>0}‖∆ ju‖pp + c2(1−β) j‖b‖Bβ∞,∞‖∆ ju‖pp
+ ‖[∆ j, b · ∇]u‖p‖∆ ju‖p−1p + ‖∆ ju‖p−1p ‖∆ j f ‖p.
Dividing both sides by ‖∆ ju‖p−1p and by Young’s inequality for products (due to β + α > 1), we
get for some c1, c2 > 0 and all j > −1 and p > 2,
∂t‖∆ ju(t)‖p 6 −c12α j‖∆ ju(t)‖p + g jp(t),
where
g jp(t) :=
(
c2‖b‖
α
α+β−1
Cβ + c12
−α
)
‖∆ ju(t)‖p + ‖[∆ j, b · ∇]u(t)‖p + ‖∆ j f (t)‖p.
By Gronwall’s inequality we have
‖∆ ju(t)‖p 6 e−c12α jt‖∆ ju(0)‖p +
∫ t
0
e−c12
α j(t−s)g jp(s)ds.
Letting p go to infinity, we obtain
‖∆ ju(t)‖∞ 6 e−c12α jt‖∆ ju(0)‖∞ +
∫ t
0
e−c12
α j(t−s)g j∞(s)ds
6 e−c12
α jt‖∆ ju(0)‖∞ + sup
s∈[0,t]
g j∞(s)/(c12
α j).
Hence,
c12α j‖∆ ju(t)‖∞ 6 c12α j‖∆ ju(0)‖∞ + sup
s∈[0,t]
g j∞(s). (3.9)
Noticing that by the commutator estimate proved in [18, Lemma 2.1],
‖[∆ j, b · ∇]u‖∞ . 2−γ j‖b‖Cβ‖u‖C1−β+γ ,
we have
g j∞(t) .
(
‖b‖
α
α+β−1
Cβ + 1
)
‖∆ ju(t)‖∞ + 2−γ j‖b‖Cβ‖u‖C1−β+γ + ‖∆ j f (t)‖∞.
Since ‖u‖Cs  ‖u‖Bs∞,∞ = sup j>−1
(
2s j‖∆ ju(t)‖∞
)
for 0 6 s < N, by (3.9) and (1.7), we get
‖u(t)‖Cα+γ 6 c
(
‖u(0)‖Cα+γ + ‖ f ‖Bγt +
(
‖b‖
α
α+β−1
Cβ + 1
)
‖u‖Bγt + ‖b‖Cβ‖u‖B1−β+γt
)
6
1
2
‖u‖Bα+γt + c
(
‖u(0)‖Cα+γ + ‖ f ‖Bγt +
(
1 + ‖b‖mCβ
)
‖u‖B0t
)
,
which yields the desired estimate.
(ii) For general u ∈ Aα,γT , let uR = u · χR, where χR is defined in (1.10). We have
∂tuR = L
(α)
0 uR + b · ∇uR + f · χR + ub · ∇χR + [χR,L (α)0 ]u.
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By what we have proved in step (i) and Lemma 3.1, we have
‖uR‖Bα+γT 6 c
(
‖uR(0)‖Cα+γ + ‖ fR‖BγT + (1 + ‖b‖mCβ)‖uR‖B0T
)
+ cR−1‖ub‖BγT + cR‖u‖Bα+γT ,
where limR→∞ cR = 0. Letting R→ ∞ for both sides, we complete the proof. 
To extend Lemma 2.6 to the variable coefficient case, we need the following lemma.
Lemma 3.4. Let α ∈ (0, 2) and κ(x, z) : Rd × Rd → R be a bounded measurable function and
satisfy that for some β ∈ (0, 1) with α + β < N and κ1 > 0, all x, x′, z ∈ Rd,
|κ(x, z) − κ(x′, z)| 6 κ1|x − x′|β, 1α=1
∫
r<|z|<R
z · κ(x, z)dz = 0, r < R. (3.10)
For any ε ∈ (0, 1), there are constants c = c(α, β, d) > 0 and cε = cε(κ1, α, β, d) > 0 such that
for all f ∈ Cα+β,
‖L (α)κ f ‖Cβ 6 (c‖κ‖∞ + ε)‖ f ‖Cα+β + cε‖ f ‖∞.
Proof. Fix y ∈ Rd and define
L (α)y f (x) :=
∫
Rd
Ξ(α) f (x, z)κ(y, z)|z|−d−αdz.
We have
|L (α)κ f (x) −L (α)κ f (y)| 6 |L (α)κ f (x) −L (α)y f (x)| + |L (α)y f (x) −L (α)y f (y)|.
For the first term denoted by I , by definition and (1.7), we have for θ ∈ (0, β),
I 6
∣∣∣∣∣∫
Rd
Ξ(α) f (x, z)(κ(x, z) − κ(y, z))|z|−d−αdz
∣∣∣∣∣
6κ1|x − y|β
∫
Rd
|Ξ(α) f (x, z)| |z|−d−αdz
6cθ|x − y|β‖ f ‖Cα+θ 6 |x − y|β (ε‖ f ‖Cα+β + cε‖ f ‖∞) ,
where we have used that |Ξ(α) f (x, z)| 6 ‖ f ‖Cα+θ(|z|α+θ ∧ 1). For the second term, by Lemma 2.6
and (2.2), we have
|L (α)y f (x) −L (α)y f (y)| 6 |x − y|β‖L (α)y f ‖Cβ 6 c‖κ‖∞‖ f ‖Cα+β |x − y|β.
Combining the above inequalities, we complete the proof. 
Now we can show the following variable coefficients estimate.
Theorem 3.5. Let β ∈ (0, 1) with α + β > 1 and γ ∈ (0, β] with α + γ < N. Under (Hβκ) and
b ∈ Cβ, there are constants c = c(κ0, α, β, γ, d) > 0 and m = m(α, β, γ) > 0 such that for all
T > 0 and u ∈ Aα,γT ,
‖u‖Bα+γT 6 c
(
‖u(0)‖Cα+γ + (1 + ‖b‖mCβ)‖u‖B0T + ‖ f ‖BγT
)
, (3.11)
where f := ∂tu −L (α)κ u − b · ∇u.
Proof. We use the freezing coefficients argument to show (3.11). Fix x0 ∈ Rd and ε ∈ (0, 1).
Let χx0ε be defined as in (1.10) with R = ε and define
κε(x, z) := [κ(x, z) − κ(x0, z)]χx0ε (x), L (α)0 u(x) :=
∫
Rd
Ξ(α)u(x, z)κ(x0, z)|z|−d−αdz.
Let u ∈ Aα,γT . Define
f := ∂tu −L (α)κ u − b · ∇u, uε := uχx0ε .
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It is easy to see that
∂tuε =L
(α)
0 uε + b · ∇uε + χx0ε f − ub · ∇χx0ε + χx0ε
(
L (α)κ u −L (α)0 u
)
+ [χx0ε ,L
(α)
0 ]u. (3.12)
Since γ ∈ (0, β], we obviously have
‖χx0ε f − ub · ∇χx0ε ‖Cγ 6 cε(‖ f ‖Cγ + ‖u‖Cγ). (3.13)
Noticing that
χx0ε (x)(L
(α)
κ u −L (α)0 u)(x) =
∫
Rd
Ξ(α)u(x, z)κε(x, z)|z|−d−αdz =: L (α)κε u(x),
by (Hβκ) and Lemma 3.4, we have
‖L (α)κε u‖Cγ 6 (cεβ + ε)‖u‖Cα+γ + cε‖u‖∞. (3.14)
Moreover, by Lemma 3.1 and (1.7), we also have
‖[χx0ε ,L (α)0 ]u‖Cγ 6 ε‖u‖Cα+γ + cε‖u‖∞. (3.15)
By (3.4), (3.12), (3.13), (3.14) and (3.15), choosing ε small enough we get
‖u‖L∞T (Cα+γ(Bε/2(x0))) 6 ‖uε‖Bα+γT 6 12‖u‖Bα+γT + cε
(
‖u(0)‖Cα+γ + (1 + ‖b‖mCβ)‖u‖B0T + ‖ f ‖BγT
)
,
where cε is independent of x0. Thus we obtain (3.11) by taking supremum in x0 ∈ Rd. 
Remark 3.6. (i) When α ∈ [1, 2), by the a priori estimate (3.11), it is by now standard to
show the existence of a solution u ∈ Aα,γT to Cauchy problem (3.1) by continuity method
(see the proof of Theorem 1.3 below).
(ii) When α ∈ (0, 1), consider the following viscosity approximation equation:
∂tu = ν∆1/2u +L (α)κ u + b · ∇u + f , ν > 0. (3.16)
Under the assumptions of Theorem 3.5, from the proof of Theorem 3.5, it is easy to see
that the following uniform estimate holds
‖u‖Bα+γT 6 c
(
‖ϕ‖Cα+γ + ‖ f ‖BγT + (1 + ‖b‖mCβ)‖u‖B0T
)
, (3.17)
where the constants c,m > 0 are independent of T, ν > 0. From this viscosity approxima-
tion and uniform estimate (3.17), we can also show the existence of a solution u ∈ Bα+γT to
supercritical equation (3.1) by a standard compact argument (see the proof of Theorem1.5
below).
4. Schauder’s interior estimates
The following simple lemma is quite useful, which provides a way of treating the weighted
Ho¨lder norm by the usual Ho¨lder’s norm.
Lemma 4.1. Let D be a bounded domain and µ ∈ (0, 1). For x0 ∈ D and u ∈ C(D), define
R := µ dist(x0, ∂D), u
x0
R (x) := u(Rx + x0).
For any θ ∈ R, γ > 0 and m ∈ N with mµ < 1, there is a constant c = c(θ, γ, µ,m, d) > 1 such
that for all u ∈ C(θ)γ (D),
c−1‖u‖(θ)γ;D 6 sup
x0∈D
(
Rθ‖ux0R ‖γ;Bm
)
6 c‖u‖(θ)γ;D. (4.1)
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Proof. Write N := supx0∈D Rθ‖ux0R ‖γ;Bm . For any δ > 0, noticing that
[ux0R ]δ;Bm = R
δ[u]δ;BmR(x0),
we have
Rθ[ux0R ]δ;Bm 6 (1 − mµ)−|θ+δ|[u](θ)δ;D, (4.2)
which in turn implies that N 6 c‖u‖(θ)γ;D for some c > 1. Next, for k = 0, · · · , [γ], we have
dθ+kx0 |∇ku(x0)| = Rθ/µθ+k|∇kux0R (0)| 6 N/µθ+k.
For x0, y0 ∈ D with dx0 6 dy0 , if |x0 − y0| 6 R, then
dθ+γx0,y0
|∇[γ]u(x0) − ∇[γ]u(y0)|
|x0 − y0|γ−[γ] 6 R
θ/µθ+γ[ux0R ]γ;Bm 6 N/µθ+γ.
If |x0 − y0| > R, then
dθ+γx0,y0
|∇[γ]u(x0) − ∇[γ]u(y0)|
|x0 − y0|γ−[γ] 6 R
θ+[γ]/µθ+γ
(
|∇[γ]u(x0)| + |∇[γ]u(y0)|
)
6 N/µθ+γ.
Thus we obtain ‖u‖(θ)γ;D 6 cN by taking supremum with respect to x0, y0 ∈ D. 
As a corollary we have the following interpolation result.
Lemma 4.2. Let 0 6 γ0 < γ1 < γ2 with γ1 < N and r := (γ2 − γ1)/(γ2 − γ0). For any T > 0 and
θ ∈ R, there is a constant c > 0 such that for all u ∈ B(θ−γ2)γ2;T (D) with ∂tu ∈ B(θ−γ0)γ0;T (D),
‖u(t1) − u(t0)‖C(θ−γ1)γ1 (D) 6 c(t1 − t0)
r‖∂tu‖r
B
(θ−γ0)
γ0;T
(D)
‖u‖1−r
B
(θ−γ2)
γ2;T
(D)
. (4.3)
In particular, if (un)n∈N is a bounded sequence in B
(θ−γ2)
γ2;T
(D) with (∂tun)n∈N bounded in B
(θ−γ0)
γ0;T
(D),
then there are u ∈ B(θ−γ2)γ2;T (D) and a subsequence unk such that for any ε ∈ (0, γ2−γ0) and D0 b D,
lim
k→∞
‖unk − u‖L∞T (Cγ2−ε(D¯0)) = 0. (4.4)
Proof. First of all, by (4.1) and the usual interpolation inequality (1.7), we have
‖u‖(θ−γ1)γ1;D 6 c
(
‖u‖(θ−γ0)γ0;D
)r (‖u‖(θ−γ2)γ2;D )1−r . (4.5)
For any β ∈ (0, r) and q > 1/β, by Garsia-Rademich-Rumsey’s inequality (see [39]), we have
‖u(t1) − u(t0)‖qC(θ−γ1)γ1 (D) . (t1 − t0)
βq−1
∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖qC(θ−γ1)γ1 (D)(t − s)
−1−βqdsdt
. (t1 − t0)βq−1
∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖rq
C(θ−γ0)γ0 (D)
‖u(t) − u(s)‖(1−r)qC(θ−γ2)γ2 (t − s)
−1−βqdsdt
. (t1 − t0)βq−1
(∫ t1
t0
∫ t
t0
|t − s|rq
(t − s)1+βq dsdt
)
‖∂tu‖rq
B
(θ−γ0)
γ0;T
(D)
‖u‖(1−r)q
B
(θ−γ2)
γ2;T
(D)
,
which gives (4.3). As for (4.4), it is a direct consequence of (4.3) and Ascolli-Arzela’s lemma.

We prepare the following crucial lemma for later use.
Lemma 4.3. Let D be a bounded domain and α ∈ (0, 2). Let κ(x, z) : Rd × Rd → R be bounded
by κ0 and satisfy that for some β ∈ (0, 1) and κ1 > 0,
|κ(x, z) − κ(x′, z)| 6 κ1|x − x′|β.
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Let γ ∈ [0, β] and θ ∈ [0, α ∧ 1). Suppose that one of the following two conditions holds:
(i) θ > γ; (ii) θ < γ and |κ(x, z) − κ(x, z′)| 6 κ2|z − z′|γ.
Then there is a constant c = c(α, β, γ, θ, d, κ0, κ1, κ2, λD) > 0 such that for all x0 ∈ D,∥∥∥∥(L (α)κ ((1 − χx02R)u))x0R ∥∥∥∥γ;B1 6 cRθ−α[u]θ;D, u ∈ C(−θ)θ (D), (4.6)
where R := dist(x0, ∂D)/8 and f
x0
R (x) := f (Rx + x0) for a function f .
Proof. (i) Assume θ > γ. Let u¯ := (1 − χx02R)u. Noticing that for any x ∈ BR(x0) and z ∈ B¯R,
u¯(x + z) = 0, by definition (1.5), we have for x ∈ BR(x0),
L (α)κ u¯(x) =
∫
Rd
Ξ(α)u¯(x, z)
κ(x, z)
|z|d+α dz =
∫
|z|>R
Ξ(α)u¯(x, z)
κ(x, z)
|z|d+α dz. (4.7)
Let x∗0 ∈ ∂D be such that
dist(x0, x∗0) = dist(x0, ∂D) = 8R.
Fix u ∈ C(−θ)θ (D). Since C(−θ)θ (D) ⊂ Cθ(Rd), we have for any x ∈ BR(x0) and z ∈ Rd,
|u(x + z) − u(x∗0)| 6 (|x − x∗0| + |z|)θ[u]θ;Rd = (9R + |z|)θ[u]θ;D. (4.8)
For x ∈ BR(x0), since χx02R(x) = 1 and u(x∗0) = 0, by definition (1.5) we have
Ξ(α)u¯(x, z) = (1 − χx02R(x + z))(u(x + z) − u(x∗0)), z ∈ Rd. (4.9)
Thus, by (4.8), for any x ∈ BR(x0) and z ∈ Rd, we have
|Ξ(α)u¯(x, z)| 6 |u(x + z) − u(x∗0)| 6 (9R + |z|)θ[u]θ;D,
which yields by (4.7),[(
L (α)κ u¯
)x0
R
]
0;B1 = [L
(α)
κ u¯]0;BR(x0) . [u]θ;D
∫
|z|>R
(R + |z|)θ
|z|d+α dz . R
θ−α[u]θ;D. (4.10)
On the other hand, for any x, x′ ∈ BR(x0), since θ > γ, by (4.9) and (4.8), we have
|Ξ(α)u¯(x, z) − Ξ(α)u¯(x′, z)| 6 |χx02R(x + z) − χx02R(x′ + z)| |u(x + z) − u(x∗0)|
+ |u(x + z) − u(x′ + z)| γθ (|u(x + z) − u(x∗0)| + |u(x′ + z) − u(x∗0)|)1−
γ
θ
. R−1|x − x′|(R + |z|)θ[u]θ;D + |x − x′|γ(R + |z|)θ−γ[u]θ;D,
which yields by (4.7) and Ho¨lder continuity of κ(x, z) in x,[(
L (α)κ u¯
)x0
R
]
γ;B1 = R
γ[L (α)κ u¯]γ;BR(x0) . [u]θ;D
∫
|z|>R
(R + |z|)θ
|z|d+α dz . R
θ−α[u]θ;D. (4.11)
(ii) Since u¯(z) = 0 for z ∈ B2R(x0), we can write for x ∈ BR(x0),
L (α)κ u¯(x) =
∫
Rd
u¯(z)
κ(x, x − z)
|x − z|d+α dz =
∫
Bc2R(x0)
u¯(z)
κ(x, x − z)
|x − z|d+α dz.
Since |κ(x, z) − κ(x′, z′)| . (|x − x′| + |z − z′|)γ, we have for x, y ∈ BR(x0),
|L (α)κ u¯(x) −L (α)κ u¯(y)| =
∣∣∣∣∣∣
∫
Bc2R(x0)
u¯(z)
(
κ(x, z − x)
|z − x|d+α −
κ(y, z − y)
|z − y|d+α
)
dz
∣∣∣∣∣∣
. [u]0;D
∫
Bc2R(x0)
∣∣∣∣∣κ(x, z − x)|z − x|d+α − κ(y, z − y)|z − y|d+α
∣∣∣∣∣ dz . [u]0;D|x − y|γR−α,
which implies that for θ < γ,[(
L (α)κ u¯
)x0
R
]
γ;B1 = R
γ[L (α)κ u¯]γ;BR(x0) . R
γ−α[u]0;D 6 λ
γ−θ
D R
θ−α[u]0;D. (4.12)
Combining (4.10), (4.11) with (4.12), we obtain (4.6). 
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Now we can show the following local result of nonlocal operators in weighted Ho¨lder spaces.
Theorem 4.4. Let D be a bounded domain and α ∈ (0, 2). Let κ(x, z) : Rd×Rd → R be bounded
by κ0 and satisfy that for some β ∈ (0, 1) and κ1 > 0,
|κ(x, z) − κ(x′, z)| 6 κ1|x − x′|β, 1α=1
∫
r<|z|<R
z · κ(x, z)dz = 0, r < R. (4.13)
Let γ ∈ (0, β] with α + γ < N and θ ∈ (−∞, α ∧ 1). Suppose that one of the following two
conditions holds:
(i) θ > γ; (ii) θ < γ and |κ(x, z) − κ(x, z′)| 6 κ2|z − z′|γ.
Then there is a constant c = c(α, β, γ, θ, d, κ0, κ1, κ2, λD) > 0 such that for all u ∈ C(−θ)α+γ(D),
‖L (α)κ u‖(α−θ)γ;D 6 c
(
‖u‖(−θ)α+γ;D + 1{θ<0}‖u‖0;D
)
. (4.14)
Proof. For u ∈ C(−θ)α+γ(D) and x0 ∈ D, let R := dist(x0, ∂D)/8 and χx02R be defined by (1.10). Define
u˜ := χx02Ru, u¯ := (1 − χx02R)u, κR(x, z) := κ(Rx + x0,Rz).
By scaling, we have (
L (α)κ u˜
)x0
R
= R−αL (α)κR u˜
x0
R . (4.15)
Hence, by Lemma 3.4, there is a constant c = c(α, γ, d, κ0, κ1, λD) > 0 such that∥∥∥(L (α)κ u˜)x0R ∥∥∥γ;B1 6 R−α‖L (α)κR u˜x0R ‖Cγ 6 cR−α‖u˜x0R ‖Cα+γ .
Since u˜x0R = χ2u
x0
R has support in B4, we further have by (4.1),∥∥∥(L (α)κ u˜)x0R ∥∥∥γ;B1 6 cR−α‖ux0R ‖α+γ;B4 6 cRθ−α‖u‖(−θ)α+γ;D, (4.16)
which together with (4.6) yields∥∥∥(L (α)κ u)x0R ∥∥∥γ;B1 6 cRθ−α (‖u‖(−θ)α+γ;D + 1{θ<0}λ−θD ‖u‖0;D) .
Thus we obtain the desired estimate by (4.1). 
Below we show the interior estimates of Dirichlet problems in weighted Ho¨lder spaces.
Theorem 4.5. Let D be a bounded domain and α ∈ (0, 2), β ∈ (0, 1). Suppose (Hβκ) and b ∈ Cβ.
For given γ ∈ (0, β] with α + γ < N and θ ∈ [0, α ∧ 1), let u ∈ B(−θ)α+γ(D) satisfy
∂tu = L (α)κ u + 1α∈[1,2)b · ∇u + f in R+ × D. (4.17)
If one of the following two conditions holds:
(i) θ > γ; (ii) θ < γ and |κ(x, z) − κ(x, z′)| 6 κ1|z − z′|γ,
then there is a constant c = c(d, κ0, κ1, α, β, γ, θ, λD) > 0 such that for all T > 0,
‖u‖B(−θ)α+γ;T (D) 6 c
(
‖u(0)‖C(−θ)α+γ(D) + ‖ f ‖B(α−θ)γ;T (D) + ‖u‖B(−θ)0;T (D)
)
, (4.18)
provided that the right hand side is finite.
Proof. For x0 ∈ D, let R := dDc(x0)/8 and define
uR(t, x) := R−αu(Rαt,Rx + x0), wR(t, x) := uR(t, x)χ1(x)
and
κR(x, z) := κ(Rx + x0,Rz), bR(x) := b(Rx + x0), fR(t, x) := f (Rαt,Rx + x0).
By definitions and scaling, it is easy to see that
∂twR = L (α)κR wR + 1α∈[1,2)R
α−1bR · ∇wR + fRχ1 + gR in R+ × Rd, (4.19)
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where
gR := χ1L (α)κR ((1 − χ2)uR) + [χ1,L (α)κR ](χ2uR)
− Rα−1uR1α∈[1,2)bR · ∇χ1 =: g(1)R + g(2)R + g(3)R .
Noticing that
uR(R−αt, x) = R−αu(t,Rx + x0) =: R−αu
x0
R (t),
by the global Schauder’s estimate (3.11), we have
R−α sup
t∈[0,T ]
‖ux0R (t)‖α+γ;B1 6 ‖uR‖L∞TR−α (Cα+γ(B1)) 6 ‖wR‖Bα+γTR−α
. ‖wR(0)‖Cα+γ + ‖wR‖B0
TR−α
+ ‖ fRχ1‖Bγ
TR−α
+ ‖gR‖Bγ
TR−α
.
(4.20)
Fix θ ∈ [0, α ∧ 1). Let us estimate the right hand side of (4.20). First of all, it is easy to see that
by (4.1),
‖wR(0)‖Cα+γ 6 ‖uR(0)‖α+γ;B2 . Rθ−α‖u(0)‖(−θ)α+γ;D (4.21)
and
‖wR‖B0
TR−α
6 ‖uR‖L∞
TR−α (C
0(B2)) . R
θ−α‖u‖B(−θ)0;T (D),
‖ fRχ1‖Bγ
TR−α
. ‖ fR‖L∞
TR−α (C
γ(B2)) . R
θ−α‖ f ‖B(α−θ)γ;T (D).
(4.22)
Next we estimate ‖gR‖Bγ
TR−α
6 ‖g(1)R ‖BγTR−α + ‖g
(2)
R ‖BγTR−α + ‖g
(3)
R ‖BγTR−α . Since the time variable does
not play any role in the following calculations, we drop it and estimate ‖gR‖Cγ . For g(1)R , noticing
that
L (α)κR ((1 − χ2)uR)(x) = L (α)κ ((1 − χx02R)u)(Rx + x0),
by the definition of g(1)R , we have for any ε ∈ (0, 1),
‖g(1)R ‖Cγ .
∥∥∥∥(L (α)κ ((1 − χx02R)u))x0R ∥∥∥∥γ;B2 (4.6). Rθ−α‖u‖(−θ)θ;D (1.7),(4.1). Rθ−α(ε‖u‖(−θ)α+γ;D + cε‖u‖(−θ)0;D ).
For g(2)R , by Lemma 3.1 with R = 1 there and Young’s inequality, for any ε ∈ (0, 1), there is a
constant cε > 0 such that
‖g(2)R ‖Cγ 6 ε‖χ2uR‖Cα+γ + cε‖χ2uR‖C0 . ε‖uR‖α+γ;B6 + cε‖uR‖0;B6
6 R−α
(
ε‖ux0R ‖α+γ;B6 + cε‖ux0R ‖0;B6
) (4.1)
. Rθ−α
(
ε‖u‖(−θ)α+γ;D + cε‖u‖(−θ)0;D
)
.
For g(3)R , by (1.7) and (4.1) again, we have
‖g(3)R ‖Cγ 6 c‖uR‖γ;B2 6 ε‖uR‖α+γ;B2 + cε‖uR‖0;B2 . Rθ−α
(
ε‖u‖(−θ)α+γ;D + cε‖u‖(−θ)0;D
)
.
Combining the above calculations, we get for any ε ∈ (0, 1),
‖gR‖Bγ
TR−α
6 Rθ−α
(
ε‖u‖B(−θ)α+γ;T (D) + cε‖u‖B(−θ)0;T (D)
)
. (4.23)
By (4.20), (4.21), (4.22) and (4.23), we obtain that for any ε ∈ (0, 1),
R−θ sup
t∈[0,T ]
‖ux0R (t)‖α+γ;B1 6 ε‖u‖B(−θ)α+γ;T (D) + c
(
‖u(0)‖(−θ)α+γ;D + ‖ f ‖B(α−θ)γ;T (D)
)
+ cε‖u‖B(−θ)0;T (D),
which implies (4.18) by Lemma 4.1 and choosing ε small enough. 
When α ∈ (0, 1) and the drift b is non-zero, as explained in the introduction, by scaling
equation (4.19), one sees that Rα−1 will blow up as R→ 0. Therefore we have to choose suitable
θ to eliminate the factor Rα−1 appearing in (4.19). Moreover, in order to show the existence of a
solution to the supercritical Dirichlet problem, we shall use the viscosity approximation method.
We have
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Theorem 4.6. Let D be a bounded domain and α, β ∈ (0, 1) with α + β > 1. Suppose (Hβκ) and
b ∈ Cβ. For γ ∈ (1 − α, β], θ ∈ [0, 1) and ν > 0, let u ∈ B(−θ)1+γ (D) satisfy
∂tu = ν∆1/2u +L (α)κ u + b · ∇u + f in R+ × D.
If in addition for some κ1 > 0,
|κ(x, z) − κ(x, z′)| 6 κ1|z − z′|γ,
then there is a constant c = c(ν, d, κ0, α, γ, θ, λD) > 0 such that for all T > 0,
‖u‖B(−θ)1+γ;T (D) 6 c
(
‖u(0)‖C(−θ)1+γ (D) + ‖ f ‖B(1−θ)γ;T (D) + ‖u‖B(−θ)0;T (D)
)
, (4.24)
and there are θ0 = θ0(α, β, γ) > 0 and a constant c = c(d, κ0, κ1, α, β, γ, θ0, λD) > 0 such that for
all T > 0 and ν > 0,
‖u‖
B
(θ0)
α+γ;T (D)
6 c
(
‖u(0)‖C(θ0)α+γ(D) + ‖ f ‖B(α+θ0)γ;T (D) + ‖u‖B(0)0;T (D)
)
. (4.25)
Proof. (i) By (4.18) with α = 1 and (4.14), we have
‖u‖B(−θ)1+γ;T (D) 6 c
(
‖u(0)‖C(−θ)1+γ (D) + ‖L
(α)
κ u‖B(1−θ)γ;T (D) + ‖ f ‖B(1−θ)γ;T (D) + ‖u‖B(−θ)0;T (D)
)
6 c
(
‖u(0)‖C(−θ)1+γ (D) + ‖u‖B(1−θ−α)α+γ;T (D) + ‖ f ‖B(1−θ)γ;T (D) + ‖u‖B(−θ)0;T (D)
)
.
By (4.5) and Young’s inequality, we further have for any ε ∈ (0, 1),
‖u‖B(−θ)1+γ;T (D) 6 c‖u(0)‖C(−θ)1+γ (D) + ε‖u‖B(−θ)1+γ;T (D) + cε‖u‖B(1+γ−θ)0;T (D) + c‖ f ‖B(1−θ)γ;T (D) + ‖u‖B(−θ)0;T (D),
which in turn gives (4.24) by ‖u‖B(1+γ−θ)0;T (D) 6 λ
1+γ
D ‖u‖B(−θ)0;T (D).
(ii) To show the uniform estimate (4.25), we follow the proof of Theorem 4.5. For x0 ∈ D,
let R := dDc(x0)/8 and uR,wR, κR, bR and fR be defined as in Theorem 4.5. By definitions, it is
easy to see that
∂twR = νRα−1∆1/2wR +L (α)κR wR + R
α−1bR · ∇wR + fRχ1 + gR in R+ × Rd,
where
gR :=
{
νRα−1χ1∆1/2((1 − χ2)uR) + χ1L (α)κR ((1 − χ2)uR)
}
+ νRα−1[χ1,∆1/2](χ2uR) + [χ1,L (α)κR ](χ2uR)
− Rα−1uRbR · ∇χ1 =: g(1)R + g(2)R + g(3)R + g(4)R .
Let m be as in (3.17). By the global Schauder’s estimate (3.17), we have
R−α sup
t∈[0,T ]
‖ux0R (t)‖α+γ;B1 6 ‖uR‖L∞TR−α (Cα+γ(B1)) 6 ‖wR‖Bα+γTR−α
. ‖wR(0)‖Cα+γ + (1 + Rm(α−1))‖wR‖B0
TR−α
+ ‖ fRχ1‖Bγ
TR−α
+ ‖gR‖Bγ
TR−α
.
(4.26)
Here and below, the constant contained in . is independent of R ∈ (0, λD), x0 ∈ D and ν, ε ∈
(0, 1). As in the proof of Theorem 4.5, noticing that
g(1)R (x) = χ1
{
∆1/2 +L (α)κ
} (
(1 − χx02R)u
)
(Rx + x0),
by (4.6) with θ = 0 there, we have
‖g(1)R ‖Cγ .
∥∥∥∥({∆1/2 +L (α)κ } ((1 − χx02R)u))x0R ∥∥∥∥γ;B2 . (R−1 + R−α)[u]0;D.
Fix η ∈ (0, α). By Lemma 3.1, (1.7) and Young’s inequality, we have for any ε ∈ (0, 1),
‖g(2)R ‖Cγ . Rα−1‖χ2uR‖Cγ+η 6 Rα−1‖uR‖γ+η;B4
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6 ε‖uR‖α+γ;B4 + cεR(α−1)(α+γ)/(α−η)‖uR‖0;B4
. R−θ−α
(
ε‖u‖(θ)α+γ;D + cεRθ+(α−1)(α+γ)/(α−η)‖u‖0;D
)
,
and
‖g(3)R ‖Cγ 6 ε‖uR‖α+γ;B4 + cε‖uR‖0;B4 . R−θ−α
(
ε‖u‖(θ)α+γ;D + cε‖u‖0;D
)
.
For g(4)R , by (1.7) again, we have
‖g(4)R ‖Cγ 6 cRα−1‖uR‖γ;B2 6 ε‖uR‖α+γ;B2 + cεR(α−1)(α+γ)/α‖uR‖0;B2
. R−θ−α
(
ε‖u‖(θ)α+γ;D + cεRθ+(α−1)(α+γ)/α‖u‖0;D
)
.
Combining the above calculations and choosing θ large enough, we get for any ε ∈ (0, 1),
‖gR‖Bγ
TR−α
6 R−θ−α
(
ε‖u‖B(θ)α+γ;T (D) + cε‖u‖B(0)0;T (D)
)
, (4.27)
and also
(1 + Rm(α−1))‖wR‖L∞
TR−α (C
0) . λ
m(α−1)+θ
D R
−θ−α‖u‖B(0)0;T (D). (4.28)
By (4.21), (4.22), (4.26), (4.27) and (4.28), we obtain that for all ε ∈ (0, 1),
Rθ sup
t∈[0,T ]
‖ux0R (t)‖α+γ;B1 6 ε‖u‖B(θ)α+γ;T (D) + cε
(
‖u(0)‖(θ)α+γ;D + ‖ f ‖B(α+θ)γ;T (D) + ‖u‖B(0)0;T (D)
)
,
which implies the desired estimate by Lemma 4.1 and choosing ε small enough. 
5. Probabilistic representation for Dirichlet problem
Let Ω be the space of all ca`dla`g functions from R+ to Rd, which is endowed with the Sko-
rokhod topology. Let Xt(ω) = ωt be the coordinate process over Ω and {F 0t ; t > 0} the natural
filtration generated by X. For Borel sets A,D ⊂ Rd, denote by σA and τD the hitting time of A
and the first exit time of D respectively, i.e.,
σA := inf{t > 0 : Xt ∈ A}, τD := inf{t > 0 : Xt < D}.
The following relation will be used frequently in the strong Markov property: for A ⊂ D,
τD = σA + τD ◦ θσA on σA < τD, (5.1)
where θt(ω) := ωt+· is the usual shift operator on Ω.
Below we shall present a general probabilistic representation for Dirichlet problem of nonlo-
cal parabolic operators. Let J(x, z) be a nonnegative measurable function on Rd × Rd, which is
a Le´vy jump kernel and satisfies that for some ϑ ∈ (0, 2],
J(ϑ)0 (x) :=
∫
Rd
(1 ∧ |z|ϑ)J(x, z)dz < ∞, ∀x ∈ Rd.
LetLJ be the nonlocal Le´vy operator associated with J, that is, for any f ∈ C2b(Rd),
LJ f (x) :=
∫
Rd
( f (x + z) − f (x) − 1{|z|61}z · ∇ f (x))J(x, z)dz.
Throughout this section we always assume that
(MP) J(ϑ)0 and b are bounded measurable, and for each x ∈ Rd, there is a unique probability
measure Px overF 0∞ so that for any u ∈ Bϑ∨1T with ∂tu ∈ B0T (see (3.3) for a definition of
space BγT ),
u(t, Xt) − u(0, x) −
∫ t
0
(∂su +LJu + b · ∇u)(s, Xs)ds (5.2)
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is an F 0t -martingale starting from zero under Px. In particular, {X,Px; x ∈ Rd} forms a
family of strong Markov processes (see [23]). We shall denote by Ft the augmentation
filtration of F 0t with respect to (Px)x∈Rd , and Pt f (x) := Ex f (Xt). Moreover, we also
require Pt : C∞c (R
d)→ Cb(Rd).
Remark 5.1. Let β ∈ (0, 1) with α+β > 1. Under (Hβκ) and b ∈ Cβ, the above assumption (MP)
is satisfied for J(x, z) := κ(x, z)/|z|d+α. In fact, since the coefficients are bounded continuous,
the existence of martingale solutions is well-known (see [28, p.536, Theorem 2.31]). We only
show the uniqueness. Given T > 0 and f ∈ C∞c (Rd), let u ∈ Bα+βT be the unique solution of the
following nonlocal equation (see Remark 3.6),
∂tu +L (α)κ u + b · ∇u + f = 0, u(T, x) = 0.
By (5.2), we get
u(0, x) = Ex
(∫ T
0
f (Xs)ds
)
.
Since the left hand side does not depend on Px, the uniqueness follows by [39, Corollary 6.2.4].
Moreover, again by Remark 3.6, we have Pt : C∞c (R
d)→ Cb(Rd).
5.1. Probabilistic representation. The following Le´vy system is a crucial tool in the study of
jump processes (see [10] and [14] for a proof).
Theorem 5.2. Let f be a nonnegative measurable function on R+ × Rd × Rd vanishing on
{(s, x, y) : x = y}. For any x ∈ Rd and stopping time τ, it holds that
Ex
∑
s6τ
f (s, Xs−, Xs)
 = Ex (∫ τ
0
∫
Rd
f (s, Xs, z)J(Xs, z − Xs)dzds
)
. (5.3)
The Le´vy system will be used in many situations as follows, which exhibits the main feature
of jump processes.
Lemma 5.3. Let D ⊂ Rd be an open subset and A ⊂ Dc a measurable subset with dist(A,D) > 0.
For any x ∈ D, we have
Px(XτD ∈ A) = Ex
(∫ τD
0
∫
A
J(Xs, z − Xs)dzds
)
. (5.4)
In particular, if the Lebesgue measure of A is zero, then
Px(XτD ∈ A) = 0, x ∈ D.
Proof. Since dis(A,D) > 0, we have
1{0<τD}1A(XτD) =
∑
0<s6τD
1D¯(Xs−)1A(Xs).
Since D is open, Px(τD > 0) = 1 for x ∈ D. By the Le´vy system (5.3) with f (s, x, y) =
1D¯(x)1A(y), we have
Px(XτD ∈ A) = Ex
 ∑
0<s6τD
1D¯(Xs−)1A(Xs)
 = Ex (∫ τD
0
∫
A
1D¯(Xs)J(Xs, z − Xs)dzds
)
,
which gives (5.4) because Xs ∈ D for s < τD. 
The following result states the quasi-left continuity of X, which is essentially contained in
[19, page 70, Theorem 4]. We sketch it’s proof.
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Lemma 5.4. Let D ⊂ Rd be a bounded domain and Dn ↑ D. For each x ∈ Rd and Px-almost all
ω ∈ Ω, it holds that
τDn(ω) ↑ τD(ω), XτDn (ω)(ω)→ XτD(ω)(ω).
Proof. Let τ∞ := supn τn. Obviously, τ∞ 6 τD. Moreover, we also have XτDn → Xτ∞ a.s., which
follows by the same argument as in the proof of [19, page 70, Theorem 4]. Now since Xτn ∈ Dcn
for each n ∈ N and Dn ↑ D, we must have Xτ∞ ∈ Dc, which implies that τ∞ = τD a.s. 
To present the probabilistic representation and a maximum principle of nonlocal Dirichlet
problem, we introduce the following class of functions pair: for γ > 0,
Hγ(D) :=
(u, f )
∣∣∣∣∣∣ u ∈ L∞loc(R+; Cγloc(D) ∩ L∞(Rd)) ∩C(R+ × (∂D)c)∂tu ∈ L∞loc(R+; Cloc(D)), f ∈ L∞loc(R+ × D)
 . (5.5)
Theorem 5.5. Let D be a bounded domain, and b ∈ L∞loc(D) and (u, f ) ∈ Hϑ∨1(D) satisfy
∂tu = LJu + b · ∇u + f on R+ × D. (5.6)
Suppose that ∂D has Lebesgue zero measure, and one of the following two conditions holds:
(i) f > 0 or f ∈ L∞loc(R+; Cb(D)), and for all x ∈ D, Px(XτD ∈ ∂D) = 0.
(ii) f ∈ L∞loc(R+; Cb(D)), and ∂D = Γ0 ∪ Γ1, where Γ0 and Γ1 are two disjoint measurable sets,
and for all x ∈ D, Px(XτD ∈ Γ0) = 0 and u ∈ C((0,∞) × (D ∪ Γ1)) with u|(0,∞)×Γ1 = 0.
Then for all x ∈ Rd and t > 0, it holds that
u(t, x) = Ex
(
u(0, Xt); t < τD
)
+ Ex
(∫ t∧τD
0
f (t − s, Xs)ds
)
+ Ex
(
u(t − τD, XτD); τD 6 t, XτD < ∂D
)
.
(5.7)
In particular, we have the following maximum principle:
‖u‖L∞T (C0(D)) 6 ‖u(0)‖C0(D) + T‖ f ‖L∞T (C0(D)) + ‖u‖L∞T (C0(D¯c)). (5.8)
Proof. For x < D, there is nothing to prove since Px(τD = 0) = 1 by the definition of τD. We
assume x ∈ D. Let ρε be a family of mollifiers with support in Bε. Define uε := u ∗ ρε. Let
Dn ↑↑ D. Fix t > 0. Applying (5.2) to function (s, y) 7→ uε(t − s, y), we have
Exuε(t − t ∧ τDn , Xt∧τDn ) = uε(t, x) − Ex
∫ t∧τDn
0
(∂suε −LJuε − b · ∇uε)(t − s, Xs)ds.
Fix y ∈ Dn. For ε < dist(Dn,Dc)/2 =: δn, we drop the time variable and write
LJuε(y) =
∫
|z|<δn
(uε(y + z) − uε(y) − 1{|z|61}z · ∇uε(y))J(y, z)dz
+
∫
|z|>δn
(uε(y + z) − uε(y) − 1{|z|61}z · ∇uε(y))J(y, z)dz =: I(1)ε (y) + I(2)ε (y).
Since u ∈ Cϑ∨1loc (D), by ‖J(ϑ)0 ‖∞ < ∞ and the dominated convergence theorem, we have
lim
ε→0
I(1)ε (y) =
∫
|z|<δn
(u(y + z) − u(y) − 1{|z|61}z · ∇u(y))J(y, z)dz,
and by u ∈ L∞(Rd) ∩C(Rd \ ∂D),
lim
ε→0
I(2)ε (y) =
∫
|z|>δn
(u(y + z) − u(y) − 1{|z|61}z · ∇u(y))J(y, z)dz.
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Moreover, it is easy to see that
sup
ε∈(0,δn)
‖(∂suε −LJuε − b · ∇uε‖L∞([0,t]×Dn) < ∞.
Hence, by the dominated convergence theorem and (5.6), we have
Ex
∫ t∧τDn
0
(∂suε −LJuε − b · ∇uε)(t − s, Xs)ds ε→0→ Ex
∫ t∧τDn
0
f (t − s, Xs)ds.
Notice that for fixed n, by Lemma 5.3 and |∂D| = 0 we have
Px(XτDn ∈ ∂D) = 0.
Since u ∈ C(R+× (Rd \∂D)) is bounded, by the dominated convergence theorem again, we have
lim
ε→0
Exuε(t − t ∧ τDn , Xt∧τDn ) = Exu(t − t ∧ τDn , Xt∧τDn ).
Combining the above limits, we get
Exu(t − t ∧ τDn , Xt∧τDn ) = u(t, x) − Ex
∫ t∧τDn
0
f (t − s, Xs)ds. (5.9)
Write
Exu(t − t ∧ τDn , Xt∧τDn ) = Ex
(
u(t − τDn , XτDn ); τDn 6 t
)
+ Ex
(
u(0, Xt); τDn > t
)
. (5.10)
Since τDn ↑ τD, we have
lim
n→∞Ex
(
u(0, Xt); τDn > t
)
= Ex
(
u(0, Xt); τD > t
)
. (5.11)
Let
Ω0 = ∪n{ω : XτDn (ω)(ω) ∈ D¯c}, Ωc0 = ∩n{ω : XτDn (ω)(ω) ∈ D \ D¯cn}.
Notice that for any ω ∈ Ω0, there is a n0 such that for all n > n0, XτDn (ω)(ω) = XτD(ω)(ω) ∈ D¯c.
Hence,
lim
n→∞Ex
(
u(t − τDn , XτDn ); τDn 6 t,Ω0
)
= Ex
(
u(t − τD, XτD); τD 6 t, XτD < ∂D
)
. (5.12)
Moreover, by Lemma 5.4, we have
Px(ω : XτDn (ω)(ω)→ XτD(ω)(ω)) = 1⇒ Px(Ωc0) = Px(XτD ∈ ∂D). (5.13)
(i) If Px(XτD ∈ ∂D) = 0, then Px(Ωc0) = 0. Hence, combining this with (5.10)-(5.12), and taking
limits n → ∞ for (5.9), by the monotone convergence theorem or the dominated convergence
theorem, we obtain (5.7).
(ii) Write Ωc0 = Ω1 + Ω2, where
Ω1 := Ωc0 ∩ {XτD ∈ Γ0}, Ω2 := Ωc0 ∩ {XτD ∈ Γ1}.
Fix x ∈ D. By the assumption we have
lim
n→∞Ex
(
u(t − τDn , XτDn ); τDn 6 t,Ω1
)
= 0. (5.14)
To treat Ex
(
u(t − τDn , XτDn ); τDn 6 t,Ω2
)
, notice that there is a countable set Tx ⊂ R+ so that
Px(τD = t) = 0, t < Tx. (5.15)
Since u ∈ C((0,∞) × (D × Γ1)) and u|(0,∞)×Γ1 = 0, for t < Tx we have
lim
n→∞Ex
(
u(t − τDn , XτDn ); τDn 6 t,Ω2
)
= lim
n→∞Ex
(
u(t − τDn , XτDn ); τDn 6 τD < t,Ω2
)
= 0,
26
which together with (5.9)-(5.14) yields (5.7) for t < Tx. Next we assume t ∈ Tx, and choose
tn < Tx so that tn ↓ t. By what we have proved and (5.15), it holds that
u(tn, x) = Ex
(
u(tn − τD, XτD); tn > τD, XτD < ∂D
)
+ Ex
(
u(0, Xtn); tn < τD
)
+ Ex
(∫ tn
0
f (s, Xtn−s)1{tn−s<τD}ds
)
=: I(1)n + I
(2)
n + I
(3)
n .
For I(1)n , by u ∈ C([0,∞) × D¯c), we have
lim
n→∞ I
(1)
n = Ex
(
u(t − τD, XτD); t > τD, XτD < ∂D
)
.
For I(2)n and I
(3)
n , since t 7→ Xt is right continuous and u, f are bounded continuous in D, by the
dominated convergence theorem, we have
lim
n→0
I(2)n = Ex
(
u(0, Xt); t < τD
)
, lim
n→0
I(3)n = Ex
(∫ t
0
f (s, Xt−s)1{t−s<τD}ds
)
.
Combining the above limits, we obtain (5.7) for any t > 0. 
Remark 5.6. The above case (ii) will be used in the supercritical case. Notice that the condition
u|(0,∞)×Γ1 = 0 can be replaced with that for each z ∈ ∂D, the limit limt→0 u(t, z) exists and is
denoted by u0
Γ1
(z). If so, we need an extra term Ex(u0Γ1(XτD); τD = t, XτD ∈ Γ1) in (5.7).
We also need the following simple estimate.
Lemma 5.7. Let D be a bounded domain and f ∈ Cb(Rd) ∩C2loc(D) and g ∈ Cb(D) satisfy
LJ f (x) + b(x) · ∇ f (x) 6 g(x), x ∈ D.
Then for any x ∈ D, it holds that
Ex f (XτD) 6 f (x) + Ex
∫ τD
0
g(Xs)ds. (5.16)
Proof. Let Dn ↑↑ D. As in the proof of Theorem 5.5 and by the assumption, we have
Ex f (XτDn ) = f (x) + Ex
∫ τDn
0
(LJ f + b · ∇ f )(Xs)ds 6 f (x) + Ex
∫ τDn
0
g(Xs)ds.
By taking limits n→ ∞, we obtain the desired estimate. 
5.2. Estimates of exit times. The following lemma is well-known (see [37], [10] and [14]).
For the reader’s convenience, we provide the proof here.
Lemma 5.8. Suppose that for some α ∈ (0, 2) and κ1, κ2 > 0,
1{|z|61}J(x, z) 6 κ1|z|−d−α,
∫
|z|>1
J(x, z)dz 6 κ2.
Then there is a constant c0 > 0 such that for all x0 ∈ Rd and t > 0, ε ∈ (0, 1),
Px0(τBε(x0) < t) 6 c0 (t/ε
α + ‖b‖∞t/ε) .
Proof. Given f ∈ C2b(Rd) with f (0) = 0 and f (x) = 1 for |x| > 1, set
fε(x) := f ((x − x0)/ε), ε > 0.
By (5.2) and the optional stopping theorem,
Px0
(
τBε(x0) < t
)
6 Ex0 fε
(
XτBε(x0)∧t
)
= Ex0
∫ τBε(x0)∧t
0
(LJ fε + b · ∇ fε)(Xs)ds. (5.17)
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By the assumption, we have for all ε ∈ (0, 1),
|LJ fε(x)| =
∣∣∣∣∣∫
Rd
( fε(x + z) − fε(x) − 1{|z|61}z · ∇ fε(x))J(x, z)dz
∣∣∣∣∣
.
∫
|z|6ε
‖∇2 fε‖∞
|z|d+α−2 dz +
∫
1>|z|>ε
‖∇ fε‖∞
|z|d+α−1 dz + ‖ fε‖∞κ2
. (‖∇ f 2‖∞ + ‖∇ f ‖∞)ε−α + ‖ f ‖∞κ2 . ε−α,
and
|b(x) · ∇ fε(x)| 6 ‖b‖∞‖∇ f ‖∞/ε.
Substituting them into (5.17), we obtain the desired estimate. 
We need the following moment estimate of the exit time τD from a bounded domain D.
Lemma 5.9. Let D ⊂ Rd be a bounded domain. Suppose that for some α ∈ (0, 2) and κ0 > 0,
J(x, z) > κ0|z|−d−α.
Then for any n ∈ N, there is a constant cn depending only on n, α, d, κ0 such that for all x ∈ Rd,
Exτ
n
D 6 cnλ
nα
D . (5.18)
Proof. Recall that λD = diam(D). Let T := inf{s > 0 : |∆Xs| > λD}. For any t > 0, by the Le´vy
system (5.3) and the assumption, we have
Px(T 6 t) = Ex
 ∑
s6T∧t
1{|∆Xs |>λD}
 = Ex (∫ T∧t
0
ds
∫
|z|>λD
J(Xs, z)dz
)
> c1λ−αD Ex(T ∧ t) > c1λ−αD tPx(T > t),
where c1 = c1(α, κ0, d) > 0. This together with {T 6 t} ⊂ {τD 6 t} implies that for all x ∈ D,
Px(τD > t) 6 Px(T > t) 6 1/(1 + c1λ−αD t).
Moreover, for any n ∈ N, by the Markov property,
Px(τD > nt) = Px
(
τD > nt|F(n−1)t
)
= Ex
(
PX(n−1)t(τD > t); τD > (n − 1)t
)
6 1/(1 + c1λ−αD t)Px(τD > (n − 1)t) 6 · · · 6 1/(1 + c1λ−αD t)n.
Therefore, for any n ∈ N, by the change of variable, we have
Exτ
n
D = n
∫ ∞
0
tn−1Px(τD > t)dt = n(n + 1)n
∫ ∞
0
tn−1Px(τD > (n + 1)t)dt
6 n(n + 1)n
∫ ∞
0
tn−1
(1 + c1λ−αD t)n+1
dt = n(n + 1)n(c1λ−αD )
−n
∫ ∞
0
tn−1
(1 + t)n+1
dt,
which yields the desired estimate. 
Remark 5.10. From the above two lemmas, if
1{|z|61}J(x, z) 6 κ1|z|−d−α, J(x, z) > κ0|z|−d−α,
then for any n ∈ N, there is a constant cn > 1 such that for all x ∈ Rd and ε ∈ (0, 1),
c−1n (1b≡0ε
α + 1b,0εα∨1)n 6 ExτnBε(x) 6 cnε
nα. (5.19)
Indeed, the upper bound follows by (5.18). For the lower bound, by Lemma 5.8 we have
Exτ
n
Bε(x) > t
nPx(τBε(x) > t) > t
n(1 − c0(t/εα + ‖b‖∞t/ε)).
Taking t = (1b≡0εα + 1b,0εα∨1)/(4c0), we obtain the lower bound.
The following two lemmas about the estimate of the first exit time are useful.
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Lemma 5.11. Let D ⊂ Rd be an open subset. Suppose that there is a constant c0 > 0 such that
for each x ∈ D, there is a neighborhood Qx b D of x such that
Px(XτQx ∈ Dc) > c0. (5.20)
Then for any A ⊂ Dc,
sup
x∈D
Px(XτD ∈ A) 6 sup
x∈D
Px(XτQx ∈ A)/c0. (5.21)
In particular, if A has Lebesgue zero measure, then Px(XτD ∈ A) = 0 for each x ∈ D.
Proof. Since XτD = XτD ◦ θτQx on τQx < τD, by the strong Markov property we have
Px(XτD ∈ A) = Px(XτD ∈ A; XτQx ∈ Dc) + Px(XτD ∈ A; XτQx ∈ D)
= Px(XτQx ∈ A) + Ex
(
PXτQx (XτD ∈ A); XτQx ∈ D
)
6 Px(XτQx ∈ A) + sup
x∈D
Px(XτD ∈ A)Px(XτQx ∈ D).
Taking supremum with respect to x ∈ D and by the assumption, we obtain
sup
x∈D
Px(XτD ∈ A) 6 sup
x∈D
Px(XτQx ∈ A) + sup
x∈D
Px(XτD ∈ A)(1 − c0),
which implies the desired estimate (5.21). If A has Lebesgue zero measure, since dist(A,Qx) >
0, by Lemma 5.3, we have Px(XτQx ∈ A) = 0 for each x ∈ D. So Px(XτD ∈ A) = 0. 
Lemma 5.12. Let V,U,D be three bounded domains. Suppose that V b U, V ∩ D , ∅ and for
some α ∈ (0, 2) and κ0 > 0,
J(x, z) > κ0|z|−d−α.
Then there is a constant c0 = c0(U,V,D) > 0 such that for all x ∈ V ∩ D,
ExτD 6 c0ExτU∩D. (5.22)
Proof. For x ∈ V ∩ D, since τD = τU∩D + τD ◦ θτU∩D , by the strong Markov property, we have
ExτD 6 ExτU∩D + Ex(τD; τU∩D < τD)
6 2ExτU∩D + Ex
(
EXτU∩DτD; τU∩D < τD
)
6 2ExτU∩D + Px(τU∩D < τD) sup
x∈D
ExτD.
(5.23)
Let f be a C2-function with
f (x) = 0, x ∈ V, f (x) = 1, x ∈ Uc.
It is easy to see that
c1 := ‖LJ f + b · ∇ f ‖∞ < ∞.
Since τU∩D < τD implies XτU∩D ∈ D \ U, by (5.16), we have for x ∈ V ∩ D,
Px(τU∩D < τD) 6 Ex f (XτU∩D) 6 c1ExτU∩D.
Substituting this into (5.23) and by (5.18), we obtain (5.22). 
The following result states that the process always jumps out a bounded domain without
touching the boundary.
Proposition 5.13. Let D be a bounded domain satisfying the uniformly exterior cone condition.
Let α ∈ (0, 2). Suppose that b ≡ 0 if α ∈ (0, 1), and for some κ0, κ1, κ2 > 0,
J(x, z) > κ0|z|−d−α, J(x, z)1{|z|61} 6 κ1|z|−d−α,
∫
|z|>1
J(x, z)dz 6 κ2. (5.24)
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Then for each x ∈ D, it holds that
Px(XτD ∈ ∂D) = 0. (5.25)
Moreover, if Px ◦ X−1s (dy)  dy for each s > 0, then
Px(XτD− ∈ ∂D, XτD < D¯c) = 0. (5.26)
Proof. (i) We first show (5.25). Fix a point x ∈ D. Let zx ∈ ∂D be such that dist(x, ∂D) = |x−zx|.
Set R := (|x − zx| ∧ 1)/3 and Qx := BR(x). Since ∂D satisfies uniformly exterior cone condition,
there is a cone Cθ with vertex zx and angle θ > 0 not depending on the point x such that
Cθ ∩ BR(zx) ⊂ Dc and |Cθ ∩ BR(zx)| > c0R−d, where c0 = c0(θ, d). Noticing that for some
c1 = c1(λD) > 0,
diam(BR(x) ∪ BR(zx)) 6 c1R,
by formula (5.4) and the assumption, we have
Px(XτQx ∈ Dc) = Ex
∫ τQx
0
ds
∫
Dc
J(Xs, z − Xs)dz > κ0Ex
∫ τQx
0
ds
∫
Cθ∩BR(zx)
dz
|z − Xs|d+α
> κ0ExτQx
∫
Cθ∩BR(zx)
dz
(c1R)d+α
> cR−αExτQx .
Since b ≡ 0 for α ∈ (0, 1), by (5.19) with ε = R and n = 1, we get
Px(XτQx ∈ Dc) > c0 > 0,
where c0 is independent of x ∈ D. Thus by Lemma 5.11, we obtain (5.25).
(ii) For (5.26), it suffices to show that for any ε,T > 0 (see [1]),
Px(XT∧τD− ∈ ∂D, XT∧τD ∈ Rd\Dε) = 0,
where Dε := {x ∈ Rd : dist(x,D) 6 ε}. By the Le´vy system (5.3), we have
Px(XT∧τD− ∈ ∂D, XτD ∈ Rd\Dε) = Ex
∫ T∧τD
0
1{Xs∈∂D}
∫
Dcε
J(Xs, z − Xs)dzds
6 cεEx
∫ T
0
1{Xs∈∂D}ds = 0.
The proof is complete. 
Remark 5.14. Notice that J(x, z) := ν|z|−d−1 + κ(x, z)|z|−d−α′ with ν > 0 and 0 6 κ(x, z) 6 κ1,
α′ ∈ (0, 1), satisfies (5.24) for α = 1.
6. Subcritical and critical cases: Proof of Theorem 1.3
6.1. Distance functions. Let U ⊂ Rd be any open subset. The aim of this subsection is to
prove some basic estimates for L (α)κ dθUc when U is a half space, a ball’s complement and a
bounded C2-domain, respectively. Fix α ∈ (0, 2). Throughout this subsection we assume
κ−10 6 κ(x, z) 6 κ0, 1α=1
∫
r<|z|<R
z κ(x, z)dz = 0, 0 < r < R < ∞. (6.1)
Lemma 6.1. Let Q := {x = (x1, · · · , xd) ∈ Rd : x1 > 0} be the half space. Under (6.1), there are
constants θ0 ∈ (0, α2 ) and c0 > 0 only depending on κ0, d, α such that for any θ ∈ (0, θ0],(
L (α)κ d
θ
Qc
)
(x) 6 −c0dθ−αQc (x) = −c0xθ−α1 , x ∈ Q. (6.2)
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Proof. Let e1 := (1, 0, · · · , 0) and for z = (z1, · · · , zd) and x = (x1, · · · , xd),
z∗1 := (z2, · · · , zd) ∈ Rd−1, κ˜x(z) := κ(x, (x1z1, z∗1)).
Notice that dQc(x) = (x1)+ = x1 ∨ 0. For x ∈ Q, by scaling we have(
L (α)κ d
θ
Qc
)
(x) = xα−θ1
(
L (α)κ˜x d
θ
Qc
)
(e1).
Hence, it suffices to prove (6.2) for x = e1 and κ(x, z) = κ(z). Noticing that
∇dθQc(e1) = (θ, 0, · · · , 0),
by definition we have(
L (α)κ d
θ
Qc
)
(e1) =
∫
Rd
(
(1 + z1)θ+ − 1 − θ
(
1α=11{|z|61} + 1α∈(1,2)
)
z1
) κ(z)
|z|d+αdz
=
∫
{z1>−1}
(
(1 + z1)θ − 1 − θ(1α=11{|z|61} + 1α∈(1,2))z1) κ(z)|z|d+αdz
− θ
∫
{z16−1}
(
1α=11{|z|61} + 1α∈(1,2)
)z1κ(z)
|z|d+α dz −
∫
{z16−1}
κ(z)
|z|d+αdz =:
3∑
i=1
Ii(θ).
For I1(θ), by the change of variables (z1 = s, z∗1 = sy with y ∈ Rd−1), we have
|I1(θ)| 6 κ0
∫ ∞
−1
∫
Rd−1
∣∣∣(1 + z1)θ − 1 − θz1(1α=11{|z|61} + 1α∈(1,2))∣∣∣ dz1dz∗1(|z1|2 + |z∗1|2)(d+α)/2
= κ0
∫ ∞
−1
∫
Rd−1
∣∣∣∣(1 + s)θ − 1 − θs(1α=11|s|2(1+|y|2)61 + 1α∈(1,2))∣∣∣∣ s−1−αdsdy(1 + |y|2)(d+α)/2 .
By elementary calculations, one sees that
lim
θ→0
|I1(θ)| = 0.
For I2(θ), as above we have
|I2(θ)| 6 κ0θ
∫ −1
−∞
∫
Rd−1
(
1α=11{|z|61} + 1α∈(1,2)
) |z1|dz1dz∗1
(|z1|2 + |z∗1|2)(d+α)/2
= κ0θ
∫ ∞
1
∫
Rd−1
(
1α=11s2(1+|y|2)61 + 1α∈(1,2)
) s−αdsdy
(1 + |y|2)(d+α)/2 6 cκ0θ.
For I3(θ), we have
I3(θ) 6 −κ−10
∫ −1
−∞
∫
Rd−1
dz1dz∗1
(|z1|2 + |z∗1|2)(d+α)/2
= −κ−10
∫ ∞
1
ds
s1+α
∫
Rd−1
dy
(1 + |y|2)(d+α)/2 .
Combining the above calculations, we obtain(
L (α)κ d
θ
Qc
)
(e1) 6 (−c1κ−10 + cθκ0),
where cθ → 0 as θ → 0 and c1 = c1(α, d). Thus we obtain the desired estimate by letting θ
small enough. 
Remark 6.2. When κ ≡ 1, by more careful calculations, we have (for example, see [32])(
∆
α
2 dθQc
)
(e1) =

−c0, θ ∈ (0, α2 ),
0, θ = α2 ,
c1, θ ∈ (α2 , α),
(6.3)
where c0, c1 > 0 only depends on d, α, θ.
Next we show the same estimate for any ball’s complement.
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Lemma 6.3. Under (6.1), there exists a θ0 ∈ (0, α2 ) such that for all θ ∈ (0, θ0], there are δ, c > 0
only depending on θ, κ0, d, α such that for any x0 ∈ Rd and R > 0,(
L (α)κ d
θ
BR(x0)
)
(x) 6 −c · dθ−αBR(x0)(x), x ∈ BR(1+δ)(x0) \ BR(x0).
Proof. Noticing that dBR(x0)(x) = (|x − x0| − R)+, we have
dBR(x0)(x) = R dB1((x − x0)/R),
and by scaling, (
L (α)κ d
θ
BR(x0)
)
(x) = Rθ−α
(
L (α)κR d
θ
B1
)
((x − x0)/R),
where κR(x, z) := κ(x,Rz). Hence, without loss of generality, we may assume x0 = 0 and R = 1.
For simplicity we write
h(x) := dθB1(x) = (|x| − 1)θ+, g(x) = (x1 − 1)θ+.
Let r > 0 and xr = (1 + r, 0, · · · , 0) ∈ Rd. Noticing that
h(xr) = g(xr), ∇h(xr) = θrθ−1e1 = ∇g(xr),
we have
L (α)κ (h − g)(xr) =
∫
Rd
(h(xr + z) − g(xr + z))κ(xr, z)|z|d+α dz.
Notice the following elementary inequality: for θ ∈ (0, 1) and a, b > 0,
((1 + a)2 + b2)1/2 6 1 + a + b2, (a + b)θ − aθ 6 (aθ−1b) ∧ bθ.
For any z = (z1, z∗1) ∈ Rd, if r + z1 > 0, then
h(xr + z) − g(xr + z) =
{(
(1 + r + z1)2 + |z∗1|2
)1/2 − 1}θ − |r + z1|θ
6 (|r + z1| + |z∗1|2)θ − |r + z1|θ 6 (|r + z1|θ−1|z∗1|2) ∧ |z∗1|2θ;
if r + z1 < 0, then g(xr + z) = 0 and
h(xr + z) 6
((
(1 + r + z1)2 + |z∗1|2
)1/2 − 1)θ
+
6
((
(1 − |r + z1|)2 + |z∗1|2
)1/2 − 1)θ
+
6
((
1 + |r + z1|2 + |z∗1|2
)1/2 − 1)θ 6 |r + z1|2θ + |z∗1|2θ.
Hence,
L (α)κ (h − g)(xr) 6 κ0
∫
{r+z1>0}
(|r + z1|θ−1|z∗1|2) ∧ |z∗1|2θ
dz
|z|d+α
+ κ0
∫
{r+z1<0}
(|r + z1|2θ + |z∗1|2θ)
dz
|z|d+α
6 κ0
((
r
2
)θ−1 ∫
|z|<r/2
|z|2dz
|z|d+α +
∫
|z|>r/2
|z|2θdz
|z|d+α
)
+ κ0r2θ
∫
{r+z1<0}
dz
|z|d+α + κ0
∫
{r+z1<0}
dz
|z|d+α−2θ
6 cdκ0
(
r1+θ−α
2−α +
r2θ−α
α−2θ
)
. (6.4)
On the other hand, by Lemma 6.1, there are θ0 ∈ (0, α2 ) and c0 > 0 such that for all θ ∈ (0, θ0],
L (α)κ g(xr) 6 −c0rθ−α,
which together with (6.4) yields
L (α)κ h(xr) 6 −c0rθ−α + c1r2θ−α 6 −c0rθ−α/2,
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provided r ∈ (0, (c0/(2c1))1/θ ∧ 1). By rotational invariance, we obtain the desired estimate. 
Remark 6.4. By (6.3), for any θ ∈ (0, α2 ), there are c, δ > 0 such that for all x0 ∈ Rd and R > 0,(
∆
α
2 dθBR(x0)
)
(x) 6 −c · dθ−αBR(x0)(x), x ∈ BR(1+δ)(x0) \ BR(x0). (6.5)
Now we extend the above lemma to general bounded C2-domain.
Lemma 6.5. Let D be a bounded C2-domain and b a bounded vector field. Under (6.1), there
exists a θ0 ∈ (0, α2 ) such that for all θ ∈ (0, θ0], there are ε, c0 ∈ (0, 1) only depending on
θ, ‖b‖∞, κ0, d, α,D such that(
L (α)κ d
θ
Dc + 1α∈[1,2)b · ∇dθDc
)
(x) 6 −c0dθ−αDc (x), x ∈ D \ Dε,
where Dε := {x ∈ D : dDc(x) > ε}.
Proof. Since D is a bounded C2-domain, for each boundary point z0 ∈ ∂D, there is an exterior
tangent ball Br(y0) ⊂ Dc which touches D at z0, where the radius r does not depend on z0.
Moreover, it is well known that dDc is a C2-function on D \ Dε provided ε small enough (see
[27, Lemma 14.16]). Fix x0 ∈ D \ Dε. Let z0 ∈ ∂D be the unique boundary point such that
dDc(x0) = |x0 − z0|.
Let B := Br(y0) be the exterior tangent ball of D at point z0 so that dDc(x0) = dB(x0). Let θ, δ be
as in Lemma 6.3. Without loss of generality we assume δ = ε = δ∧ ε. By Lemma 6.3, we have(
L (α)κ d
θ
B
)
(x0) 6 −c0dθ−αB (x0) = −c0dθ−αDc (x0). (6.6)
Since B lies in the outside of D, it is easy to see that
dDc(x) 6 dB(x), ∀x ∈ Rd, (6.7)
which together with dDc(x0) = dB(x0) and the maximum principle yields
∇dDc(x0) = ∇dB(x0). (6.8)
Hence, by dDc(x0) = dB(x0) and (6.7), (6.8),(
L (α)κ d
θ
Dc
)
(x0) 6
(
L (α)κ d
θ
B
)
(x0)
(6.6)
6 −c0dθ−αDc (x0).
On the other hand, it is easy to see that
|b · ∇dθDc |(x0) 6 θ‖b‖∞dθ−1Dc (x0).
Therefore, (
L (α)κ d
θ
Dc
)
(x0) 6 (−c0 + 1α∈[1,2)θ‖b‖∞εα−1)dθ−αDc (x0), x0 ∈ D \ Dε.
Choosing θ small enough we get the desired estimate. 
Remark 6.6. By (6.5), for any θ ∈ (0, α2 ), there are ε, c0 > 0 such that(
∆
α
2 dθDc
)
(x) 6 −c0dθ−αDc (x), x ∈ D \ Dε. (6.9)
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6.2. A maximum principle in weighted Ho¨lder spaces. In this subsection we show a maxi-
mum principle in weighted Ho¨lder spaces by using the barrier function in Lemma 6.5.
Lemma 6.7. Let D be a bounded C2-domain, and b a bounded measurable vector field and
γ ∈ (0, 1). Under (6.1) and (MP), there exists a θ0 ∈ (0, α2 ) such that for all θ ∈ (0, θ0], there is
a constant c = c(d, α, θ, κ0,D) > 0 such that for any pair of (u, f ) ∈ Hα+γ(D) satisfying
∂tu = L (α)κ u + 1α∈[1,2)b · ∇u + f on R+ × D, u|R+×Dc = 0, u(0) = 0,
it holds that for all T > 0,
‖u‖B(−θ)0;T (D) 6 c(1 + T )‖ f ‖B(α−θ)0;T (D). (6.10)
Proof. Let θ, ε, c0 be as in Lemma 6.5. Let dx = dDc(x) and Dε := {x ∈ D : dx > ε}. Fix T > 0
and define
N := ‖u‖L∞T (C0(Dε)) + ‖ f ‖L∞T (C(α−θ)0 (D)), w(x) := Nd
θ
x/(c0ε
θ).
Then by the definition of B(α−θ)0;T (D) (see (1.6)) and Lemma 6.5, we have
| f (t, x)| 6 Ndθ−αx 6 −
(
L (α)κ + 1α∈[1,2)b · ∇
)
w(x) in [0,T ] × D \ Dε,
and so,
∂t(u − w) = ∂tu 6 L (α)κ (u − w) + 1α∈[1,2)b · ∇(u − w) in [0,T ] × D \ Dε,
with
u − w 6 0 in [0,T ] × (Dc ∪ Dε).
Since (i) in Theorem 5.5 is satisfied (see Proposition 5.13), by (5.7), it is easy to see that
u(t, x) 6 w(x) = Ndθx/(c0εθ) in [0,T ] × D \ Dε.
Hence, by the definition of N ,
Iε := sup
t∈[0,T ]
sup
x∈D\Dε
d−θx |u(t, x)| 6
(
‖u‖L∞T (C0(Dε)) + ‖ f ‖L∞T (C(α−θ)0 (D))
)
/(c0εθ). (6.11)
On the other hand, by the maximum principle (5.8), we also have for any δ ∈ (0, ε],
‖u‖L∞T (C0(Dδ)) 6 T‖ f ‖L∞T (C0(Dδ)) + ‖u‖L∞T (C0(D\Dδ)). (6.12)
Since ‖u‖L∞T (C0(Dε)) 6 ‖u‖L∞T (C0(Dδ)) + ‖u‖L∞T (C0(D\Dδ)) and Iδ 6 Iε, by (6.11) and (6.12) we further
have
Iε 6
(
2‖u‖L∞T (C0(D\Dδ)) + T‖ f ‖L∞T (C0(Dδ)) + ‖ f ‖L∞T (C(α−θ)0 (D))
)
/(c0εθ)
6
(
2δθIε + (Tδθ−α + 1)‖ f ‖L∞T (C(α−θ)0 (D))
)
/(c0εθ).
By letting δ be small enough, we get
Iε 6 cε(1 + T )‖ f ‖L∞T (C(α−θ)0 (D)),
which together with (6.12) yields the desired estimate. 
Remark 6.8. Let γ ∈ (0, 1) and (u, f ) ∈ Hα+γ(D) solve the following Dirichlet problem:
∂tu = ∆
α
2 u + f in R+ × D, u|R+×Dc = 0.
As above, by (6.9), one can show that for any θ ∈ (0, α2 ), there exists a constant c = c(d, α,D, θ) >
0 such that for any T > 0,
‖u‖B(−θ)0;T (D) 6 c(1 + T )‖ f ‖B(α−θ)0;T (D).
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6.3. Proof of Theorem 1.3. We need the following solvability of fractional Dirichlet problem,
whose proof is given in the appendix. The main novelty here is that f is not necessarily bounded
near the boundary.
Theorem 6.9. Let D be a bounded C2-domain and α ∈ (0, 2). For any θ ∈ (0, α2 ), γ ∈ (0, 1) and
f ∈ B(α−θ)γ (D), there is a unique u ∈ B(−θ)α+γ(D) so that
u(t, x) =
∫ t
0
(
∆
α
2 u(s, x) + f (s, x)
)
ds, t > 0, x ∈ D, (6.13)
or simply,
∂tu = ∆
α
2 u + f in R+ × D, u|R+×Dc = 0, u(0, ·) = 0. (6.14)
Now we can use the continuity method to prove Theorem 1.3.
Proof of Theorem 1.3. By considering u˜ = u − ϕ, without loss of generality, we may assume
ϕ = 0. Fix T > 0. Let θ be as in Lemma 6.7. Define a Banach space
A(θ)α,γ;T (D) :=
{
u ∈ B(−θ)α+γ;T (D), ∂tu ∈ B(α−θ)γ;T (D)
}
.
LetL (α)κ,b := L
(α)
κ + 1α∈[1,2)b · ∇. For α ∈ [1, 2), by (4.1), we have
‖b · ∇u‖(α−θ)γ;D 6 c‖b‖(α−1)γ;D ‖∇u‖(1−θ)γ;D . ‖u‖(−θ)1+γ;D . ‖u‖(−θ)α+γ;D,
which together with Theorem 4.4, yields that
L (α)κ,b : B
(−θ)
α+γ;T (D)→ B(α−θ)γ;T (D).
For τ ∈ [0, 1], consider the operator Tτ : A(θ)α,γ;T (D)→ B(α−θ)γ;T (D):
Tτu := ∂tu − (1 − τ)∆ α2 u − τL (α)κ,b u.
By Theorem 4.5 and Lemma 6.7, there is a constant c > 0 independent of τ ∈ [0, 1] such that
‖u‖B(−θ)α+γ;T (D) 6 c‖Tτu‖B(α−θ)γ;T (D),
and by (4.14),
‖∂tu‖B(α−θ)γ;T (D) 6 ‖Tτu‖B(α−θ)γ;T (D) + ‖∆
α
2 u‖B(α−θ)γ;T (D) + ‖L
(α)
κ,b u‖B(α−θ)γ;T (D) 6 c‖Tτu‖B(α−θ)γ;T (D).
SinceT0 is an onto mapping fromA
(θ)
α,γ;T (D) to B
(α−θ)
γ;T (D) by Theorem 6.9, by [27, Theorem 5.2],
T1 is also an onto mapping from A
(θ)
α,γ;T (D) to B
(α−θ)
γ;T (D). Thus we get the existence. As for the
uniqueness, it follows by Lemma 6.7.
To show the probabilistic representation, for f ∈ B(α−θ)γ (D), we let
f+ := f ∨ 0, f− := (− f ) ∨ 0.
It is easy to see that f+, f− ∈ B(α−θ)γ;T (D). Let u+ and u− be the solutions of (1.3) corresponding to
( f+, ϕ) and ( f−, 0), respectively. By the uniqueness, one has
u = u+ − u−.
Moreover, by Remark 5.1 and Theorem 5.5 we have
u+(t, x) = Ex
(
ϕ(Xt)1τD>t
)
+ Ex
(∫ t∧τD
0
f+(t − s, Xs)ds
)
and
u−(t, x) = Ex
(∫ t∧τD
0
f−(t − s, Xs)ds
)
.
Thus we get (1.8). As for (1.9), it follows by (6.10) and (1.8). 
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7. Supercritical case: Proof of Theorems 1.5 and 1.6
In the following we always assume α ∈ (0, 1) and b ∈ Cβ with β ∈ (1 − α, 1).
7.1. Boundary probabilistic estimates. In this subsection we first show some estimates about
the first exit time and the exit position of the process Xt from a domain in the supercritical case.
Let D be a bounded domain with C2-boundary. More precisely, for any z0 ∈ ∂D, there are a
neighborhood W ⊂ Rd of z0 and a C2-function φ : Rd−1 → R such that (upon relabeling and
reorienting the coordinates axes if necessary)
W ∩ D = {x ∈ W : x1 > φ(x2, · · · , xd)}.
Define two maps Φ,Ψ : Rd → Rd{
Φ1(x) := x1 − φ(x2, · · · , xd),
Φ j(x) := x j, j = 2, · · · , d;
{
Ψ1(y) := y1 + φ(y2, · · · , yd),
Ψ j(y) := y j, j = 2, · · · , d. (7.1)
One sees that Φ is a C2-diffemorphism with Φ−1 = Ψ. We shall say that Φ straightens out the
boundary at z0. Below, by translation and dilation, without loss of generality, we assume z0 = 0
so that
Φ(z0) = 0 and Φ(W) = B1, Φ(W ∩ D) = B+1 := {y ∈ B1 : y1 > 0}. (7.2)
For δ ∈ (0, 1], define
Γδ := ∂D ∩ Φ−1(Bδ/4), Uδ := Φ−1(B+δ ), Vδ := Φ−1(B+δ/2). (7.3)
From the above construction, it is easy to see that
~n(z0) = −∇Φ1(z0)/|∇Φ1(z0)|, (7.4)
where ~n(z0) is the unit outward normal at point z0 ∈ ∂D, and
dDc(x) 6 Φ1(x) 6 c0dDc(x), x ∈ U1. (7.5)
See Figure 2 for flattening out the boundary.
Φ
Φ−1Vδ
Uδ
Γδ
B+δ/2 = Φ(Vδ)
B+δ = Φ(Uδ)
bz0
0 Φ(Γδ)
b
b
bdx
Φ1(x) = y
D
δ/n
Figure 2. Flatten out the boundary
The following lemma shows that if the vector field b along the boundary is towards the
interior of D, then the exit position XτD would not touch the boundary.
Lemma 7.1. Let z0 ∈ ∂D. If b(z0) · ~n(z0) < 0, then there is a neighborhood Γ ⊂ ∂D of z0 such
that for each x ∈ D,
Px(XτD ∈ Γ) = 0.
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Proof. Fix z0 ∈ ∂D. Let U1 and Φ be as above. Since x 7→ b(x) · ∇Φ1(x) is continuous in U¯1, by
(7.4) and b(z0) · ~n(z0) < 0, without loss of generality, we may assume
c0 := inf
x∈U1
b(x) · ∇Φ1(x) > 0. (7.6)
(i) Let Γδ,Uδ and Vδ be as in (7.3) (see Figure 2). We first prove that for δ small enough,
Px(XτUδ ∈ Γδ) = 0, x ∈ Vδ. (7.7)
Fix γ ∈ (0, 1). For any n ∈ N, let `n : R→ [0,∞) be given by
`n(s) :=

(n/δ)γ+1s, s ∈ [0, δ/n],
s−γ, s ∈ [δ/n, δ],
(1−s)δ−γ
1−δ , s ∈ [δ, 1],
0, s < [0, 1].
Define
fn(x) := `n(Φ1(x)), x ∈ U1, fn(x) := 0, x < U1
and
Unδ := Φ
−1({y ∈ B+δ , y1 > δ/n}).
By definition and the change of variables, we have for x = Φ−1(y) ∈ Unδ ,
L (α)κ fn(x) =
∫
U1
( fn(z) − fn(x))κ(x, z − x)|z − x|d+α dz −
∫
Uc1
fn(x)
κ(x, z − x)
|z − x|d+α dz
6 ‖κ‖∞
∫
U1
( fn(z) − fn(x))+
|z − x|d+α dz = ‖κ‖∞
∫
B+1
(`n(z1) − y−γ1 )+
|Φ−1(z) − x|d+α det(∇Φ
−1(z))dz
6 c
∫
{0<z1<y1}
z−γ1 − y−γ1
|z − y|d+α dz = cy
−γ−α
1
∫ 1
0
s−γ − 1
(1 − s)1+αds
∫
Rd−1
dw
(1 + |w|2)(d+α)/2 ,
where the constant c does not depend on n and δ. On the other hand, for x ∈ Unδ , by (7.6),
b(x) · ∇ fn(x) = −γΦ1(x)−γ−1b(x) · ∇Φ1(x) 6 −γc0Φ1(x)−γ−1.
Therefore, since α ∈ (0, 1), if we let δ be small enough, then for all x ∈ Unδ ,
L (α)κ fn(x) + b(x) · ∇ fn(x) 6 cΦ1(x)−γ−α − γc0Φ1(x)−γ−1 6 0.
Thus, for m > n, since fm ∈ Cb(Rd) ∩C2loc(Unδ ), we have for x ∈ Unδ ,
Px
(
XτUn
δ
∈ Umδ \ Unδ
)
(n/δ)γ 6 Ex fm
(
XτUn
δ
) (5.16)
6 fm(x).
Letting m→ ∞, we get for any x ∈ Unδ ,
Px
(
XτUn
δ
∈ (Uδ \ Unδ ) ∪ Γδ
)
= Px
(
XτUn
δ
∈ Uδ \ Unδ
)
6 Φ1(x)−γ(δ/n)γ, (7.8)
where the first equality is due to Lemma 5.3. Since XτU nδ → XτUδ by Lemma 5.4, we have{
XτUδ ∈ Γδ
}
⊂ lim inf
n→∞
{
XτUn
δ
∈ (Uδ \ Unδ ) ∪ Γδ
}
,
which together with (7.8), yields (7.7).
(ii) Next we show that for any x ∈ D,
h(x) := Px(XτD ∈ Γδ) = 0.
Notice that by the Le´vy system (5.3), for x ∈ D \ Uδ,
Px
(
XτD∧σVδ ∈ Γδ
)
= Ex
∫ τD∧σVδ
0
∫
Γδ
κ(Xs, z − Xs)
|z − Xs|d+α dz = 0, (7.9)
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where we have used that |z−Xs| > δ for s < τD∧σVδ and z ∈ Γδ. By the strong Markov property,
we have for x ∈ D \ Uδ,
h(x) = Px(XτD ∈ Γδ;σVδ < τD) + Px(XτD ∈ Γδ;σVδ > τD)
= Ex
(
PXσVδ
(XτD ∈ Γδ);σVδ < τD
)
+ Px
(
XτD∧σVδ ∈ Γδ
)
,
and for x ∈ Vδ,
h(x) = Px(XτD ∈ Γδ; τUδ < τD) + Px(XτD ∈ Γδ; τUδ > τD)
= Ex
(
PXτUδ
(XτD ∈ Γδ); τUδ < τD
)
+ Px
(
XτUδ ∈ Γδ
)
.
Thus, by (7.9) and (7.7), we get
sup
x∈D\Uδ
h(x) 6 sup
x∈Vδ
h(x) · sup
x∈D\Uδ
Px(σVδ < τD), (7.10)
sup
x∈Vδ
h(x) 6 sup
x∈D\Uδ
h(x) · sup
x∈Vδ
Px(τUδ < τD). (7.11)
For x ∈ D \ Uδ and ε < dist(D \ Uδ,Vδ)/2, notice that if |∆XτBε(x) | > 2diam(D), then σVδ > τD.
This means that the process has jumped out from D before it enters into Vδ. Hence,
1{σVδ>τD} > 1{|∆XτBε(x) |>2λD} =
∑
0<s6τBε(x)
1{|∆Xs |>2λD}.
By the Le´vy system (5.3), we have
Px(σVδ > τD) > Ex
∫ τBε(x)
0
∫
|z|>2λD
κ(Xs, z)
|z|d+α dzds > c0ExτBε(x),
which together with (5.19) yields
inf
x∈D\Uδ
Px(σVδ > τD) > infx∈D\Uδ
ExτBε(x) > 0.
That is, supx∈D\Uδ Px(σVδ < τD) < 1. So, by (7.10) and (7.11),
sup
x∈D\Uδ
h(x) = 0, sup
x∈Vδ
h(x) = 0.
The proof is thus complete. 
In the next lemma, we consider the following viscosity approximation operator
Aνu := ν∆1/2u +L (α)κ u + b · ∇u, ν ∈ [0, 1].
It is well known that the martingale problem associated with Aν is well-posed (see [15]). The
associated Markov process is denoted by (X,Pνx) and the expectation with respect to P
ν
x is de-
noted by Eνx .
Lemma 7.2. Let z0 ∈ ∂D and δ0 > 0. Suppose that one of the following two conditions holds
(i) b(z0) · ~n(z0) > 0; (ii) b(z) · ~n(z) = 0 for each z ∈ ∂D ∩ Bδ0(z0).
Then there are θ ∈ (0, α2 ) and δ > 0 such that
sup
x∈D∩Bδ(z0)
sup
ν∈(0,1)
(
d−θDc(x)E
ν
xτD
)
< ∞. (7.12)
Moreover, in the case (i), for ν = 0, we further have
sup
x∈D∩Bδ(z0)
(
d−1Dc (x)E
0
xτD
)
< ∞. (7.13)
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Proof. Let Uδ := D ∩ Bδ(z0). By Lemma 6.5, if we choose δ small enough, then there are
θ ∈ (0, α/2) and c0 > 0 such that for all ν ∈ (0, 1),(
ν∆1/2dθDc +L
(α)
κ d
θ
Dc
)
(x) 6 −c0νdθ−1Dc (x) − c0dθ−αDc (x), x ∈ Uδ. (7.14)
(i) In the first case, since x 7→ b(x) · ∇dDc(x) is continuous in U¯δ, by (7.4), without loss of
generality, we may assume
c1 := − sup
x∈Uδ
b(x) · ∇dDc(x) > 0,
which implies that
b(x) · ∇dθDc(x) 6 −θc1dθ−1Dc (x), x ∈ Uδ. (7.15)
(ii) In the second case, for x ∈ Uδ, let z ∈ ∂D ∩ Bδ(z0) be such that dDc(x) = |x − z|. Since
b(z) · ∇dDc(z) = 0, by the Ho¨lder continuity of b, we have
|b(x) · ∇dDc(x)| = |b(x) · ∇dDc(x) − b(z) · ∇dDc(z)| . |x − z|β = dβDc(x),
and so,
|b(x) · ∇dθDc(x)| = θdθ−1Dc (x)|b(x) · ∇dDc(x)| 6 θc1dθ+β−1Dc (x). (7.16)
Combining (7.14), (7.15) and (7.16), by choosing δ small enough, we always have(
AνdθDc
)
(x) 6 −c2dθ−αDc (x) 6 −c2δθ−α, x ∈ Uδ,
where c2 is independent of ν and x. Thus by (5.16), we have for all x ∈ Uδ,
Eνx
(
dθDc(XτUδ )
)
6 dθDc(x) − c2δθ−αEνxτUδ .
Therefore, for all x ∈ Uδ/2,
EνxτUδ 6 δ
α−θdθDc(x)/c2,
which together with Lemma 5.12 (choosing U = Bδ(z0) and V = Bδ/2(z0) there) yields the de-
sired estimate.
(iii) Finally, in the first case, for δ > 0 define f (x) := dDc(x) ∧ δ. We have
|L (α)κ f (x)| .
∫
|z|6δ
| f (x + z) − f (x)| dz|z|d+α +
∫
|z|>δ
| f (x + z) − f (x)| dz|z|d+α
6
∫
|z|6δ
|z|dz/|z|d+α + 2δ
∫
|z|>δ
dz/|z|d+α 6 cδ1−α,
where the constant c is independent of δ. Hence, by (7.15), for δ small enough,
(L (α)κ + b · ∇) f (x) 6 cδ1−α − c1 6 −c1/2, x ∈ Uδ.
As above we get (7.13). 
Let Γ := {z ∈ ∂D : b(z) · ~n(z) = 0}. In the case (ii) of the above lemma, it does not tell us that
for the boundary point z0 ∈ Γ, whether it holds
lim
D3x→z0
sup
ν∈(0,1)
EνxτD = 0. (7.17)
Notice that the estimate (7.12) only implies that the above limit holds for the interior point z0 of
closed set Γ. However, when α > 1 − β2 , we have the following affirmative answer.
Lemma 7.3. Let 12 6 α < 1 and z0 ∈ ∂D. Assume b(z0) · ~n(z0) = 0 and b ∈ Cβ with β ∈
[2(1 − α), 1]. Then limit (7.17) holds.
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Proof. For δ > 0, let Uδ := D∩ Bδ(z0). Let B = Br(y), B′ = B2r(y′) be two exterior tangent balls
of D at point z0 so that B∩ D¯ = B′ ∩ D¯ = {z0}. Without loss of generality, we assume z0 = 0 and
y = (r, 0), y′ = (2r, 0) (see Figure 3 below). For δ 6 r and x = (x1, x∗1) ∈ Uδ ⊂ (B′)c, we have
−δ < x1 < 2r −
√
(2r)2 − |x∗1|2 6
|x∗1|2
3r
.
Hence,
dB(x) =
√
(r − x1)2 + |x∗1|2 − r = r

√
1 − 2x1
r
+
|x|2
r2
− 1

>r
[ √
1 + |x|2/(3r2) − 1
]
> |x|2/(9r),
which means that
|x − z0|2 6 (9r)dB(x), x ∈ Uδ. (7.18)
Now by Lemma 6.3, there are θ0 ∈ (0, α/2) and c0 > 0 such that for all θ ∈ (0, θ0), ν ∈ (0, 1) and
x ∈ Uδ, (
ν∆1/2dθB +L
(α)
κ d
θ
B
)
(x) 6 −c0νdθ−1B (x) − c0dθ−αB (x). (7.19)
Since b(z0) · ∇dB(z0) = −b(z0) · ~n(z0) = 0 and b ∈ Cβ, there is a constant c > 0 such that for all
x ∈ Uδ (see Figure 3),
D
x
z0
b
b
B′
B
dB(x)
x
x1
x∗1
0
b
y
y′
r
2r
b
Uδ
b
B
B′
Figure 3. Distance function to exterior tangent ball
|b(x) · ∇dB(x)| = |b(x) · ∇dB(x) − b(z0) · ∇dB(z0)| 6 c|x − z0|β
(7.18)
6 cdβ/2B (x). (7.20)
Since β/2 + α > 1, combining (7.19) and (7.20), by choosing δ, θ small enough, we get(
AνdθB
)
(x) 6 −c0dθ−αB (x) + cθdθ−1+β/2B (x) 6 −c0dθ−αB (x)/2 6 −c1δθ−α, x ∈ Uδ.
Hence, by (5.16), we have for all x ∈ Uδ,
Eνx
(
dθB(XτUδ )
)
6 dθB(x) − c1δθ−αEνxτUδ ,
which implies that
lim
Uδ3x→z0
sup
ν∈(0,1)
EνxτUδ 6 c
−1
1 δ
α−θ lim
Uδ3x→z0
dθB(x) = 0.
The proof is complete by Lemma 5.12. 
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7.2. Proof of Theorem 1.5. Let α ∈ (0, 1) and ν > 0. Consider the following nonlocal super-
critical Dirichlet problem with viscosity term ν∆1/2: ∂tu = ν∆1/2u +L (α)κ u + b · ∇u + f on R+ × D,u = 0 on R+ × Dc, u(0, x) = ϕ(x), x ∈ D. (7.21)
We first show the unique solvability to the above Dirichlet problem.
Theorem 7.4. Let α, β ∈ (0, 1) with α + β > 1 and γ ∈ (1 − α, β]. Suppose (Hβκ), b ∈ Cβ and
|κ(x, z) − κ(x, z′)| 6 κ1|z − z′|γ.
For any θ ∈ (0, 12 ), f ∈ B(0)γ (D) and ϕ ∈ C(−θ)1+γ (D), there is a unique solution uν ∈ B(−θ)1+γ (D) solving
problem (7.21). Moreover, there are θ0 = θ0(α, β, γ, κ0, d) > 0 and c > 0 only depending on
α, β, γ, κ0, d, κ1, ‖b‖Cβ such that for all ν > 0 and T > 0,
‖uν‖B(θ0)α+γ;T (D) 6 c
(
(1 + T )‖ f ‖B(0)γ;T (D)) + ‖ϕ‖C(0)α+γ(D)
)
. (7.22)
Proof. As for the unique solvability of equation (7.21), it follows by (4.24) and the continu-
ity method as used in proving Theorem 1.3. We only show the uniform estimate (7.22). By
Theorem 4.6, there are θ0 > 0 and c > 0 such that for all ν ∈ (0, 1) and T > 0,
‖u‖
B
(θ0)
α+γ;T (D)
6 c
(
‖ f ‖
B
(α+θ0)
γ;T (D)
+ ‖ϕ‖C(θ0)α+γ(D) + ‖u‖B(0)0;T (D)
)
. (7.23)
On the other hand, by the maximum principle (5.8), we have
‖u‖B(0)0;T (D) = ‖u‖L∞T (C0(D)) 6 ‖ϕ‖C0(D) + T‖ f ‖L∞T (C0(D)).
Substituting this into (7.23), we obtain (7.22). 
Proof of Theorems 1.5 and 1.6. Let ϕ ∈ C(0)α+γ(D). For θ ∈ (0, 12 ) and ν ∈ (0, 1), let ρ be a
nonnegative smooth function with support in B1 and
∫
Rd
ρ = 1. Define
ρν(x) := ν−dρ(x/ν), χν := 1D3ν ∗ ρν, ϕν := (ϕ ∗ ρν) · χν,
where D3ν := {x ∈ D : dist(x,Dc) > 3ν}. Then ϕν ∈ C(−θ)1+γ (D) and for some c > 0,
sup
ν∈(0,1)
‖ϕν‖(0)α+γ;D 6 c‖ϕ‖(0)α+γ;D, (7.24)
and for each x ∈ D,
ϕν(x)→ ϕ(x), ν→ 0.
Let uν ∈ B(−θ)1+γ (D) be the unique solution of (7.21) corresponding to ( f , ϕν). By (7.22) and
(7.24), we have the following uniform estimate:
sup
ν∈(0,1)
‖uν‖B(θ0)α+γ;T (D) 6 c
(
(1 + T )‖ f ‖B(0)γ;T (D) + ‖ϕ‖C(0)α+γ(D)
)
, (7.25)
and also by the maximum principle (5.8),
sup
ν∈(0,1)
‖uν‖B(0)0;T (D) = supν∈(0,1) ‖uν‖L∞T (C0(D)) 6 T‖ f ‖L∞T (C0(D)) + ‖ϕ‖C0(D). (7.26)
On the other hand, by Theorem 4.4 with θ = −θ0, we also have
‖∆1/2uν‖(1+θ0)α+γ−1;D . ‖uν‖(θ0)α+γ;D + ‖uν‖0;D,
‖L (α)κ uν‖(1+θ0)α+γ−1;D . ‖uν‖(1−α+θ0)2α+γ−1;D + ‖uν‖0;D . ‖uν‖(θ0)α+γ;D + ‖uν‖0;D,
where the constant contained in . is independent of ν, and by (4.1),
‖b · ∇uν‖(1+θ0)α+γ−1;D . ‖b‖(0)α+γ−1;D‖∇uν‖(1+θ0)α+γ−1;D . ‖b‖β;D‖uν‖(θ0)α+γ;D.
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Hence, by equation (7.21),
‖∂tuν‖B(1+θ0)
α+γ−1;T (D)
. ‖uν‖B(θ0)α+γ;T (D) + ‖uν‖B(0)0;T (D) + ‖ f ‖B(1+θ0)α+γ−1;T (D) 6 c
(
‖ f ‖B(0)γ;T (D) + ‖ϕ‖C(0)α+γ(D)
)
. (7.27)
Thus by (7.24)-(7.27) and Lemma 4.2, there is a subsequence νk → 0 and
u ∈ B(θ0)α+γ(D) ∩ B(0)0 (D)
such that for any ε ∈ (0, α + γ − 1), T > 0 and D0 b D,
lim
n→∞ ‖uνk − u‖L∞T (Cα+γ−ε(D0)) = 0. (7.28)
LetL (α)κ,b := L
(α)
κ + b · ∇. Since for any test function φ ∈ C∞c (D) and t > 0,∫
Rd
uνk(t)φ =
∫
Rd
ϕφ + ννk
∫ t
0
∫
Rd
uνk∆
1/2φ +
∫ t
0
∫
Rd
φL (α)κ,b uνk +
∫ t
0
∫
Rd
fφ,
by (7.28) and taking limits k → ∞, we obtain∫
Rd
u(t)φ =
∫
Rd
ϕφ +
∫ t
0
∫
Rd
φL (α)κ,b u +
∫ t
0
∫
Rd
φ f ,
which implies that
u(t, x) = ϕ(x) +
∫ t
0
L (α)κ,b u(s, x)ds +
∫ t
0
f (s, x)ds, (t, x) ∈ R+ × D.
In particular, (u, f ) ∈ Hα+γ(D) (see (5.5) for a definition of Hα+γ(D)).
Case (A) of Theorem 1.5: Since Px(XτD ∈ ∂D) = 0 by Lemma 7.1, the condition (i) in The-
orem 5.5 is satisfied. Thus the probabilistic representation holds and the uniqueness follows
from it.
Cases (B) and (C) of Theorem 1.5: One can show that the condition (ii) in Theorem 5.5 is
satisfied for u and Γ1 = ∂D, that is,
u ∈ C((0,∞) × D¯), u|(0,∞)×∂D = 0. (7.29)
Indeed, by Remark 5.14 and Proposition 5.13, one sees that the condition (i) in Theorem 5.5 is
satisfied for Pνkx . So, we have the following probabilistic representation for uνk ,
uνk(t, x) = E
νk
x
(
ϕνk(Xt)1{τD>t}
)
+ Eνkx
(∫ t∧τD
0
f (t − s, Xs)ds
)
.
From this, one sees that
|uνk(t, x)| 6 ‖ϕ‖∞Pνkx (τD > t) + ‖ f ‖∞Eνkx τD 6 (‖ϕ‖∞/t + ‖ f ‖∞)Eνkx τD (7.30)
Since ∂D is compact, by Lemma 7.2 and a standard covering technique, there are θ ∈ (0, α2 ) and
c > 0 such that for all x ∈ D and νk ∈ (0, 1),
|uνk(t, x)| 6 c (‖ϕ‖∞/t + ‖ f ‖∞) dθDc(x).
By taking limit νk → 0, we obtain
|u(t, x)| 6 c (‖ϕ‖∞/t + ‖ f ‖∞) dθDc(x),
which implies (7.29). Thus, the probabilistic representation (1.8) holds and the uniqueness
follows immediately. In case (C), by (1.8) and (7.13), as above we have
|u(t, x)| 6 c (‖ϕ‖∞/t + ‖ f ‖∞) dDc(x).
42
Case of Theorem 1.6: If one can show that the condition (ii) in Theorem 5.5 is satisfied for
Γ0 = Γ< and Γ1 = Γ> ∪ Γ=, then the probabilistic representation holds and the uniqueness
follows from it. First of all, by Lemma 7.1 we have
Px(XτD ∈ Γ0) = Px(XτD ∈ Γ<) = 0.
Next we need to check that
u ∈ C((0,∞) × (D ∪ Γ1)), u|(0,∞)×Γ1 = 0. (7.31)
By (7.30), Lemmas 7.2 and 7.3, we obtain that for any 0 < t0 < t1 < ∞ and z0 ∈ Γ1,
lim
D3x→z0
sup
t∈[t0,t1]
|u(t, x)| 6 c (‖ϕ‖∞/t0 + ‖ f ‖∞) lim
D3x→z0
sup
k
Eνkx τD = 0,
which implies (7.31). Finally, the conclusions (i) and (ii) follows by (7.30), (7.12) and (7.13).
The proof is complete. 
8. Appendix
8.1. One dimensional Le´vy processes with a drift. Fix α ∈ (0, 1) and let Zt be a one di-
mensional rotationally invariant and symmetric α-stable process over some probability space
(Ω˜, F˜ , P˜). For x ∈ R, let Px be the law of Le´vy process Xxt = x + Zt + t in canonical space Ω.
The following proposition shows that when α ∈ (0, 1), the behavior of a Le´vy process with a
drift could be quite different as in the case of α ∈ [1, 2).
Proposition 8.1. Let D := (0, 1). It holds that
(i) inf
x∈(0,1/4)
ExτD > 0; (ii) sup
x∈D
Px(XτD = 0) = 0; (iii) sup
x∈D
Px(XτD = 1) > 0.
Proof. (i) First of all, it is well known that for any ε > 0 (see [4]),
lim
t→0+
|Zt|/t 1α−ε = 0, P˜ − a.s.
Thus, since α ∈ (0, 1), one can choose ε ∈ (0, 1
α
− 1) and δ ∈ (0, 18 ) small enough such that
P˜(|Zt| 6 t 1α−ε, ∀t 6 δ) > 12 .
For any x ∈ (0, 14 ), letting Qx := ( x2 , 12 ), we have
Px(τQx > δ) = P˜
(
Xxt ∈ ( x2 , 12 ),∀t 6 δ
)
> P˜
(
|Zt| 6 t 1α−ε, ∀t 6 δ
)
> 12 , (8.1)
and
ExτD > ExτQx > δPx(τQx > δ) >
δ
2 . (8.2)
(ii) Let D0 := (0,∞). Since τD 6 τD0 , we prove the following stronger claim:
Px(XτD0 = 0) = 0, ∀x ∈ D0. (8.3)
For any x ∈ (0, 14 ), letting Qx := ( x2 , 12 ), by formula (5.4) and (8.2), we have
Px(XτQx ∈ Dc0) = Ex
∫ τQx
0
ds
∫
Dc0
dz
|z − Xs|1+α > ExτQx
∫
z<−1/2
dz
|z|1+α > c1.
For x > 14 , define Qx := (
x
2 ,
3x
2 ). Noticing that for any λ > 0, (Zλt)t>0 has the same law as
(λ1/αZt)t>0, we have for λ small enough independent of x > 14 ,
Px
(
τQx < (λx)
α
)
6 P˜
(
sup
t∈[0,(λx)α]
|Zt + t| > x2
)
6 P˜
(
sup
t∈[0,(λx)α]
|Zt| > x4
)
= P˜
(
sup
t∈[0,1]
|Zt| > 14λ
)
< 1.
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Hence, for x > 14 and Qx := (
x
2 ,
3x
2 ), by the Le´vy system again, we have
Px(XτQx ∈ Dc0) = Ex
∫ τQx
0
ds
∫
Dc0
dz
|z − Xs|1+α > ExτQx
∫
z<−3x/2
dz
|z|1+α
> (λx)αPx
(
τQx > (λx)
α
)
· cx−α > c2.
Thus, by Lemma 5.11 with c0 = c1 ∧ c2, we get (8.3).
(iii) Noticing that
Ψ(ξ) := − log P˜(eiξ(Z1+1)) = |ξ|α − iξ,
we have∫ ∞
0
Re
(
1
1 + Ψ(ξ)
)
dξ =
∫ ∞
0
Re
(
1
1 + |ξ|α − iξ
)
dξ =
∫ ∞
0
1 + |ξ|α
(1 + |ξ|α)2 + |ξ|2 dξ < ∞.
By Kesten’s theorem (see [30], [4]), one-point sets are non-polar sets of Zt + t. To show (iii),
we use a contradiction argument. Fix ε ∈ (0, 1) and let U := [ε, 1). We shall show that for some
x ∈ U, Px(XτU = 1) > 0, which automatically implies that Px(XτD = 1) > 0. Suppose now that
Px(XτU = 1) = 0, ∀x ∈ U. (8.4)
Under this assumption we show that the single point set {1} is a polar set. Let σ0 := 0. For
n ∈ N, define stopping times σn and τn recursively as follows:
τn := inf{s > σn−1 : Xt < U}, σn := inf{s > τn : Xs ∈ U}.
By (ii) and the Le´vy system, we have
Px(Xσ1 = 1) = 0, ∀x ∈ Uc,
and furthermore, for any n > 2,
Px(Xτn = 1) = 0, ∀x ∈ U, Px(Xσn = 1) = 0, ∀x ∈ Uc. (8.5)
Indeed, since τn = σn−1 + τU ◦ θσn−1 , by the strong Markov property and (8.4), we have
Px(Xτn = 1) = Px(XτU ◦ θσn−1 = 1) = Ex
(
PXσn−1 (XτU = 1)
)
= 0,
and similarly,
Px(Xσn = 1) = Px(Xσ1 ◦ θτn = 1) = Ex
(
PXτn (Xσ1 = 1)
)
= 0.
LetF0 := {∅,Ω} andFn the sigma-field generated by σ1, · · · , σn. Let δ be as in (8.1) and define
An := {σn − σn−1 > δ}.
Since τn − σn−1 = τU ◦ θσn−1 , by the strong Markov property again and (8.1), we have
Px(An|Fn−1) > Px
(
τn − σn−1 > δ
∣∣∣Fn−1) = PXσn−1 (τU > δ) > 12 , a.s.
Thus, by the second Borel-Cantelli’s lemma (see [22, Theorem 5.3.2]), we have
Px(An i.o.) = 1⇒ Px
(
sup
n
σn = ∞
)
= 1,
which together with (8.5) implies that
Px(Xt = 1,∃t > 0) = Px
(
∪n∈N {Xσn = 1} ∪ {Xτn = 1}
)
= 0, ∀x ∈ U.
In other words, the single point set {1} is a polar set. Thus, we get a contradiction. 
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8.2. Solvability of fractional Dirichlet problems. The aim of this subsection is to provide a
self-contained proof for Theorem 6.9. First of all we show the following interior estimate, which
is essentially contained in Theorem 4.5. Here the main difference is that u is not necessarily
zero outside D. For the reader’s convenience, we prove it again.
Lemma 8.2. Let D0 b D b D1 be bounded domains and α ∈ (0, 2), γ ∈ (0, 1). Assume that
u ∈ L∞loc(R+; Cα+γloc (D1) ∩ L∞(Rd)) satisfies
∂tu = ∆
α
2 u + f in R+ × D, u(0) = 0.
Then there is a constant c = c(D0,D, α, γ, d) > 0 such that for all T > 0,
‖u‖L∞T (Cα+γ(D0)) 6 c
(
‖ f ‖L∞T (Cγ(D)) + ‖u‖L∞T (L∞(Rd))
)
. (8.6)
Proof. Since u ∈ L∞loc(R+; Cα+γloc (D1) ∩ L∞(Rd)) and D b D1, it is easy to see that
sup
t∈[0,T ]
‖u(t)‖(0)α+γ;D < ∞.
For x0 ∈ D, let R := dDc(x0)/8 and define
uR(t, x) := R−αu(Rαt,Rx + x0), fR(t, x) := f (Rαt,Rx + x0), wR := uRχ1. (8.7)
By definitions and scaling, it is easy to see that
∂twR = ∆
α
2 wR + χ1∆
α
2 ((1 − χ3)uR) + [χ1,∆ α2 ](χ3uR) + χ1 fR in R+ × Rd.
Noticing that
uR(R−αt, x) = R−αu(t,Rx + x0) =: R−αu
x0
R (t), (8.8)
by the global Schauder’s estimate (3.4), we have
R−α‖ux0R ‖L∞T (Cα+γ(B1)) 6 ‖wR‖Bα+γTR−α . ‖χ1∆
α
2 ((1 − χ3)uR)‖Bγ
TR−α
+ ‖[χ1,∆ α2 ](χ3uR)‖Bγ
TR−α
+ ‖χ1 fR‖Bγ
TR−α
+ ‖wR‖B0
TR−α
=: I1 + I2 + I3 + I4.
For I1, since ((1 − χ3)uR)(x) = R−α((1 − χx03R)u)(Rx + x0), as in (4.12) we have
I1 .
∥∥∥∆ α2 ((1 − χ3)uR)∥∥∥L∞
TR−α (C
γ(B2))
=
∥∥∥∥(∆ α2 ((1 − χx03R)u))x0R ∥∥∥∥L∞T (Cγ(B2)) . R−α‖u‖L∞T (L∞(Rd)).
For I2, by Lemma 3.1, we have for all ε > 0,
I2 6 ε‖χ3uR‖Bα+γ
TR−α
+ cε‖χ3uR‖B0
TR−α
. R−α
(
ε sup
t∈[0,T ]
‖u(t)‖(0)α+γ;D + cε‖u‖L∞T (L∞(Rd))
)
.
For I3 and I4, we have
I3 6 ‖ f ‖L∞T (L∞(Rd)), I4 . R−α‖u‖L∞T (L∞(Rd)).
Combining the above calculations, we obtain that for all ε > 0,
‖ux0R ‖L∞T (Cα+γ(B1)) 6 ε sup
t∈[0,T ]
‖u(t)‖(0)α+γ;D + cε‖u‖L∞T (L∞(Rd)) + λαD‖ f ‖L∞T (L∞(Rd)).
Taking supremum with respect to x0 ∈ D and by (4.1) and choosing ε small enough, we obtain
sup
t∈[0,T ]
‖u(t)‖(0)α+γ;D 6 c‖u‖L∞T (L∞(Rd)) + c‖ f ‖L∞T (L∞(Rd)),
which gives the desired estimate by ‖u‖α+γ;D0 6 c‖u‖(0)α+γ;D for some c > 0. 
The following interior estimate in weighted Ho¨lder spaces is slightly different from Theorem
4.5. The key point is that we do not assume u ∈ B(−θ)α+γ(D) posteriorily. We use a trick from [32].
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Lemma 8.3. Let D be a bounded C2-domain and α ∈ (0, 2), γ ∈ (0, 1). Suppose that (u, f ) ∈
Hα+γ(D) with f ∈ B(α−θ)γ,T for some θ ∈ (0, α/2), satisfies
∂tu = ∆
α
2 u + f in R+ × D, u|R+×Dc = 0, u(0) = 0.
Then we have u ∈ B(−θ)α+γ(D) and there is a constant c = c(α, θ, γ, d, λD) > 0 such that
‖u‖B(−θ)α+γ;T (D) 6 c(1 + T )‖ f ‖B(α−θ)γ;T (D), T > 0. (8.9)
Proof. For x0 ∈ D, let R := dDc(x0)/8 and uR, fR,wR be as in (8.7). We clearly have
∂twR = ∆
α
2 wR + fR + ∆
α
2 ((1 − χ3)uR) in R+ × B2.
By (8.8) and (8.6), we have
R−α‖ux0R ‖L∞T (Cα+γ(B1)) = ‖wR‖L∞TR−α (Cα+γ(B1)) . ‖ fR‖L∞TR−α (Cγ(B2))
+ ‖∆ α2 ((1 − χ3)uR)‖L∞
TR−α (C
γ(B2)) + ‖wR‖L∞TR−α (L∞(Rd)) = I1 + I2 + I3.
(8.10)
For I1, by (4.1) we have
I1 6 Rθ−α‖ f ‖B(α−θ)γ;T (D).
To estimate I2, we drop the time variable for simplicity. From the calculations in (4.12), it is
easy to see that
‖∆ α2 ((1 − χ3)uR)‖Cγ(B2) =
∥∥∥∥(∆ α2 ((1 − χx03R)u))x0R ∥∥∥∥Cγ(B2) .
∫
Bc2R(x0)
|u(z)|
(|z − x0| − R)d+αdz.
Using the change of variable z − x0 = Ry, we have∫
Bc2R(x0)
|u(z)|
(|z − x0| − R)d+αdz = R
−α
∫
Bc2
|u(Ry + x0)|
(|y| − 1)d+α dy.
Recalling R = dDc(x0)/8, we have
|u(Ry + x0)| 6 cRθ‖u‖C(−θ)0 (D), |y| 6 1,
and further,
|u(Ry + x0)| 6 cRθ(1 + |y|θ)‖u‖C(−θ)0 (D), y ∈ R
d.
Thus by Remark 6.8, we get
I2 6 cRθ−α‖u‖B(−θ)0;T (D) 6 cR
θ−α‖ f ‖B(α−θ)0;T (D),
and also
I3 6 ‖uR‖L∞
TR−α (L
∞(B4)) 6 cR
θ−α‖u‖B(−θ)0;T (D) 6 cR
θ−α‖ f ‖B(α−θ)0;T (D).
Combining the above estimates, we obtain
R−θ‖ux0R (t)‖L∞T (Cα+γ(B1)) 6 c‖ f ‖B(α−θ)γ;T (D),
which in turn gives the desired estimate by (4.1). 
For x ∈ Rd, let Px be the law of rotationally invariant and symmetric α-stable process Z in
canonical space Ω starting from x. For bounded measurable function ϕ, we define
PDt ϕ(x) := Ex (ϕ(Xt); t < τD) .
It is well known that PDt is a strong continuous symmetric Markov semigroup in L
2(D) (see [8]).
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Lemma 8.4. For any ϕ ∈ C2c (D) with compact support in D, it holds that
∂tPDt ϕ(x) = P
D
t ∆
α
2ϕ(x), x ∈ D.
In particular, for any bounded measurable f : R+×D→ R, u(t, x) :=
∫ t
0
PDt−s f (s, x)ds is a weak
solution of (6.14). More precisely, for any ϕ ∈ C2c (D), we have
〈u(t), ϕ〉D =
∫ t
0
〈u(s),∆ α2ϕ〉Dds +
∫ t
0
〈 f (s), ϕ〉Dds, (8.11)
where 〈·, ·〉D denotes the inner product in L2(D).
Proof. (i) Let supp(ϕ)⊂ D0 b D. We have
|PDs ϕ(x) − ϕ(x)| 6 |Exϕ(Xs) − ϕ(x)| + Ex(ϕ(Xs); s > τD)
6
∫ s
0
|Ex(∆ α2ϕ)(Xr)|dr + ‖ϕ‖∞Px(Xs ∈ D0; s > τD).
Define σD0 := inf{t > 0 : Xt ∈ D0}, σ′D0 := inf{t > τD : Xt ∈ D0}. For x ∈ D, we have
Px(Xs ∈ D0; s > τD) 6 Px(s > σ′D0 > τD) = Px(s > σ′D0 = τD + σD0 ◦ θτD > τD)
= Ex(PXτD (s > σD0); s > τD).
Let δ := dist(D0,Dc). For y ∈ Dc, we clearly have τBδ(y) 6 σD0 , and so by Lemma 5.8,
sup
y∈Dc
Py(σD0 < s) 6 sup
y∈Dc
Py
(
τBδ(y) < s
)
6 c0s/δα.
Similarly, for x ∈ D, letting dx := dDc(x)/2, we also have
Px(τD < s) 6 Px
(
τBdx (x) < s
)
6 c0s/dαx .
Hence,
Px(Xs ∈ D0; s > τD) 6 c20s2/(δdx)α.
By the dominated convergence theorem, we obtain
lim
s↓0
(PDt+sϕ(x) − PDt ϕ(x))/s = PDt ∆
α
2ϕ(x).
(ii) By definition and Fubini’s theorem, we have∫ t
0
〈u(s),∆ α2ϕ〉Dds =
∫ t
0
∫ s
0
〈PDs−r f (r),∆
α
2ϕ〉Ddrds =
∫ t
0
∫ s
0
〈 f (r), PDs−r∆
α
2ϕ〉Ddrds
=
∫ t
0
∫ t
r
〈 f (r), ∂sPDs−rϕ〉Ddsdr =
∫ t
0
〈 f (r), PDt−rϕ − ϕ〉Ddr
= 〈u(t), ϕ〉D −
∫ t
0
〈 f (r), ϕ〉Ddr.
We complete the proof. 
Now we are ready to give the proof of Theorem 6.9.
Proof of Theorem 6.9. For ε > 0, define Dε := {x ∈ D : dDc(x) > ε}. Let ρ be a nonnegative
smooth function with support in B1 and
∫
Rd
ρ = 1. Define
ρε(x) := ε−dρ(x/ε), χε := 1D2ε ∗ ρε, fε := fχε.
By definition, one sees that
fε(t, x) = 0, x < Dε, fε(t, x) = f (t, x), x ∈ D3ε,
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and
‖ fε‖L∞T (Cγ(D)) 6 Cε < ∞, sup
ε∈(0,1)
‖ fε‖B(α−θ)γ;T (D) . ‖ f ‖B(α−θ)γ;T (D). (8.12)
Let uε(t, x) :=
∫ t
0
PDt−s fε(s, x)ds be the weak solution of (8.11). By a standard smoothing tech-
nique and interior estimate (8.6), one can show that (uε, fε) ∈ Hα+γ(D) (see (5.5)) solve the
following Dirichlet problem:
uε(t, x) =
∫ t
0
∆
α
2 uε(s, x)ds +
∫ t
0
fε(s, x)ds, (t, x) ∈ R+ × D. (8.13)
By Lemma 8.3 and (8.12), there is a constant c > 0 such that for all T > 0 and ε ∈ (0, 1),
‖uε‖B(−θ)α+γ;T (D) 6 c‖ fε‖B(α−θ)γ;T (D) 6 c(1 + T )‖ f ‖B(α−θ)γ;T (D).
Moreover, by (4.14) we also have
‖∂tuε‖B(α−θ)γ;T (D) 6 ‖∆
α
2 uε‖B(α−θ)γ;T (D)) + ‖ fε‖B(α−θ)γ;T (D) 6 c(1 + T )‖ f ‖B(α−θ)γ;T (D).
Hence, by Lemma 4.2 there exist a subsequence εk → 0 and a u ∈ B(−θ)α+γ;T (D) such that for any
δ ∈ (0, α ∧ 1) and D0 b D,
lim
k→∞
‖uεk − u‖L∞T (Cα+γ−δ(D¯0)) = 0.
By taking limits k → ∞ for (8.13) along εk, we find that u satisfies (6.13). 
8.3. Monte-Carlo simulation of Example 1.3. In this subsection we use R-language to sim-
ulate the Example 1.3. In the following simulations, we choose D = (0, 1), α = 0.5, and the
points along t-axis and x-axis equal to 50.
t
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0.4
0.6
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x
0.2
0.4
0.6
0.81.0
u(t,x)
−0.5
0.0
0.5
t
0.2
0.4
0.6
0.8
x
0.2
0.4
0.6
0.8
1.0
u(t,x)
−0.5
0.0
0.5
Figure 4. b(x) = 12 − x, ϕ(x) = sin(3pix)
t
0.2
0.4
0.6
0.8
x
0.2
0.4
0.6
0.81.0
u(t,x)
−0.5
0.0
0.5
t
0.2
0.4
0.6
0.8
x
0.2
0.4
0.6
0.8
1.0
u(t,x)
−0.5
0.0
0.5
Figure 5. b(x) = x − 12 , ϕ(x) = sin
(
3pix + pi/2
)
In Figure 4, since b(z0) · ~n(z0) < 0, one sees that for any t > 0, the solution u(t, x) is not
continuous up to the boundary. However, in Figure 5, since b(z0)·~n(z0) > 0, one sees that for any
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Figure 6. b(x) = −x, ϕ(x) = sin
(
5pi(x + 1)/2
)
t > 0, the solution u(t, x) is continuous up to the boundary (limD3x→0 u(t, x) = limD3x→1 u(t, x) =
0), even if the initial value is non-zero at the boundary. In Figure 6, since b(0) · ~n(0) = 0 and
b(1) · ~n(1) < 0, one sees that at the boundary point 1, u(t, x) behaves like Figure 4, and at the
boundary point 0, u(t, x) behaves like Figure 5. It should be noticed that in all the above figures,
when t becomes larger and larger, u(t, x) will be close to zero due to the dissipativity of ∆α/2.
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