Abstract. This paper continues a study of function space models of irreducible representations of q-analogs of Lie enveloping algebras, motivated by recurrence relations satised by q-hypergeometric functions. Here we consider a q-analog of the oscillator algebra (not a quantum algebra). We show that various q-analogs of the exponential function can be used to mimic the exponential mapping from a Lie algebra to its Lie group and we compute the corresponding matrix elements of the \group operators" on these representation spaces. This \local" approach applies to more general families of special functions, e.g., with complex arguments and parameters, than does the quantum group approach. We show that the matrix elements themselves transform irreducibly under the action of the algebra. We nd q-analogs of a formula for the product of two h ypergeometric functions 1 F 1 and the product of a 1 F 1 and a Bessel function. They are interpreted here as expansions of the matrix elements of a \group operator" (via the exponential mapping) in a tensor product basis (for the tensor product of two irreducible oscillator algebra representations) in terms of the matrix elements in a reduced basis. As a byproduct of this analysis we nd an interesting new orthonormal basis for a q-analog of the Bargmann-Segal Hilbert space of entire functions.
PACS: 02.20.+b, 03.65.Fd 1. Introduction. This paper continues the study of function space models of irreducible representations of q-algebras [1, 2, 3] . These algebras and models are motivated by recurrence relations satised by q-hypergeometric functions [4] and our treatment i s a n alternative to the theory of quantum groups. Here, we consider the irreducible representations of a q-analog of the oscillator algebra (not a quantum algebra). We replace the usual exponential function mapping from the Lie algebra to the Lie group by the q-exponential mappings E q and e q . In place of the usual matrix elements on the group (arising from an irreducible representation) which are expressible in terms of Laguerre polynomials and functions, we nd seven types of matrix elements expressible in terms of q-hypergeometric series. These q-matrix elements do not satisfy group homomorphism properties, so they do not lead to addition theorems in the usual sense. However, they do satisfy orthogonality relations. Furthermore, in analogy with true group representation theory we can show that each of the seven families of matrix elements determines a two-variable model for irreducible representations of the q-oscillator algebra. In x3 w e show h o w this two-variable model leads to orthogonality relations for the matrix elements.
In x4 w e nd a q-analog of a formula for the product of two h ypergeometric functions 1 F 1 . This is interpreted here as an expansion of the matrix elements of a \group operator" (via the exponential mapping) in a tensor product basis (for the tensor product of two irreducible oscillator algebra representations) in terms of the matrix elements in a reduced basis. In x5 w e nd a q-analog of a formula for the product of a 1 F 1 and a Bessel function. This is interpreted here as an expansion of the matrix elements of the \group operator" in a tensor product basis (for the tensor product of an irreducible oscillator algebra representation and an irreducible representation of the quantum motion group) in terms of the matrix elements in a reduced basis. As a byproduct of this analysis we nd an interesting new orthonormal basis for a q-analog of the Bargmann-Segal Hilbert space of entire functions.
Our approach to the derivation and understanding of q-series identities is based on the study of q-algebras as q-analogs of Lie algebras, [5, 6] . We are attempting to nd q-analogs of the theory relating Lie algebra and local Lie transformation groups [7, 8] . A similar approach has been adopted by Floreanini and Vinet [9] [10] [11] [12] . This is an alternative to the elegant papers [13] [14] [15] [16] [17] [18] [19] [20] [21] which are based primarily on the theory of quantum groups. The main justication of the \local" approach is that it is more general; it applies to more general families of special functions than does the quantum group approach.
The notation used for q-series in this paper follows that of Gasper and Rahman [22] .
2. Models of oscillator algebra representations. In [1] a q-analog of the oscillator algebra was introduced. This is the associative algebra generated by the four elements H, E + , E , E that obey the commutation relations It admits a class of algebraically irreducible representations "`; where`; are complex numbers and`6 = 0. These are dened on a vector space with basis fe n : n = 0 ; 1 ; 2 ; g , such that E + e n =`s q n 1 1 1 q e n+1 E e n =`s q n 1 1 q e n 1 (2.2)
He n = ( + n ) e n ;E e n = 2 q 1 e n :
If and`are real with> 0 (as we will assume in this paper) then "`; is dened on the Hilbert space K 0 with orthonormal basis fe n g and on this space we h a v e E + = ( E ) , H = H and E = E. A second convenient basis for K 0 is ff n : n = 0 ; 1 ; gwhere E + f n =`q (n+1)=2 f n+1 E f n =`q n=2 1 q n 1 q f n 1 (2.3)
Hf n = ( + n ) f n E f n = 2 q 1 f n :
Here, f n = p (q; q) n =(1 q) n e n . The elements C =H E+ ( q 1)E + E and E lie in the center of this algebra, and corresponding to the irreducible representation "`; we h a v e C = 2 I , E = 2 q 1 I where I is the identity operator on K 0 .
A convenient one-variable model of "`; is given by the basis functions ff n (z) = z n : n = 0 ; 1 ; 2 gin the complex variable z where the action of the oscillator algebra is E + =`z q jc n j 2 (1 q) n < 1:
These functions are analytic in the disk jzj < (1 q) 1 
. 3
A second model of "`; , [1] , is determined by the orthonormal basis functions e n = q n(n+1)=4 (1 q) n < 1:
This is a space of entire functions; it has the kernel function (2.6) S(z 0 ; z ) = 1 X n =0 e 0 n (z 0 )e 0 n (z) = ( (1 q)qz 0 z; q) 1 :
Using the relations (2.3) and the q-exponentials
we can dene seven q-analogs of the matrix elements of "`; : Using the model (2.4) to compute the matrix elements (which are model independent) we obtain the explicit results T (e+;e ) n 0 n (; ) = (q n 0 n+1 ; q) 1 (`) n 0 n (q;q) 1 q (n n 0 )(n+n 0 +1)=4 2 1 q n ; 0 q n 0 n+1 ; q; `2 1 q = (q n n 0 +1 ; q) 1 (q n 0 +1 ; q) 1 (`) n n 0 (q; q) 1 (q n+1 ; q) 1 (1 q) n n 0 q (n 0 n)(n 0 +n+1)=4 2 1 q n 0 ; 0 q n n 0 +1 ; q; `2 1 q T (E+;e ) n 0 n (; ) (2.11) = (q n 0 +1 ; q) 1 (q n n 0 +1 ; q) 1 (`) n n 0 (q; q) 1 (q n+1 ; q) 1 (1 q) n n 0 q (n 0 n)(n 0 +n+1)=4 1 1 q n 0 q n n 0 +1 ; q; `2 1 q = (q n 0 n+1 ; q) 1 (`) n 0 n (q;q) 1 q (n 0 n)(n 0 3n 3)=4 1 1 q n q n 0 n+1 ; q; `2q n 0 n 1 q ! T (E+;E ) n 0 n (; ) = (q n 0 n+1 ; q) 1 (`) n 0 n (q;q) 1 q (n 0 n)(n 0 3n 3)=4 1 2 q n q n 0 n+1 ; 0 ; q; `2q n 0 n 1 q ! = (q n n 0 +1 ; q) 1 (q n 0 +1 ; q) 1 (`) n n 0 (q; q) 1 (q n+1 ; q) 1 (1 q) n n 0 q (n n 0 )(n 3n 0 3)=4 1 2 q n 0 q n n 0 +1 ; 0 ; q; `2q n n 0 1 q ! T (E ;E+) n 0 n (; ) = ( `2 (1 q)q ; q) 1 (q n 0 n+1 ; q) 1 (`) n 0 n (q; q) 1 q (n 0 n)(n 0 3n 3)=4 2 1 q n ; 0 q n 0 n+1 ; q; `2 (1 q)q = ( `2 (1 q)q ; q) 1 (q n n 0 +1 ; q) 1 (q n 0 +1 ; q) 1 (`) n n 0 (q;q) 1 (q n+1 ; q) 1 (1 q) n n 0 q (n n 0 )(n 3n 0 3)=4 2 1 q n 0 ; 0 q n n 0 +1 ; q; `2 (1 q)q :
The matrix elements T (e+;e ) ; T ( E + ;e ) ; T ( E + ;E ) are polynomials in and and the matrix elements T (E ;E+) are entire analytic functions of these variables. We will see that the remaining matrix elements can be expressed in terms of these four.
Each of these families of matrix elements determines models of the irreducible representations "`; . This is a consequence of the commutation relations (2.1). To see this we make use of the following formal power series results for linear operators X, Y : Let X and Y be linear operators such that Y X= qXY. A straightforward formal induction argument using this property, [15] , [22, page 28], yields Lemma 3. (
As a consequence of lemmas 1 and 2 we h a v e a ) E q ( E )E + e q ( E ) = E + + `2 (1 q)H+ (2.11) b) e q (E + )E E q ( E + ) = E `2 (1 q)H+ : Note also the easily veried identities E q ( E + )q H e q (qE + ) = q H ; (2.12) E q ( qE )q H e q (E ) = q H :
Iterating (2.11a) and using lemma 3 we obtain the operator identity Thus the matrix elements T (E ;e+) n 0 n are well dened for j`2q n 0 1 =(1 q)j < 1 and the matrix elements T (e ;E+) n 0 n are well dened for j`2q n 1 =(1 q)j < 1.
Considering the matrix elements (e+; e ), we see that the operator identities a) e q (E + )e q (E )E = 1 (I T )e q (E + )e q (E ) b) e q (E + )e q (E )E + = 1 (I T )e q (E + )e q (E ) (2.16)
(1 q)q T T 1 q H+ e q (E + )e q (E ) c) [ H;e q (E + )e q (E )] = (@ @ )e q (E + )e q (E ) Due to the invariant operator C =`2I = q H +1 E + ( q 1)E +Ẽ , w e can write E + in dierent w a ys. Indeed, eliminatingÊ from E + and q(1 q) T 1 C we can write the raising operator in the simpler form
For the matrix elements (e+; E ) the operator identities
(1 q)q T q H+ e q (E + )E q (E ) and (2. Due to the invariant operator C =`2I we can write the raising operator E + =Ê + `2q n 0
(1 q)q T T 1 in the alternate form
For the matrix elements (e ; E +) we h a v e a )q n=2 1 q n 1 q T (e ;E+) n 0 ;n 1 (; ) = 1 ( I T ) `2q n 0 ( where the lowering operator E =Ê `2q n 0
(1 q)q T 1 T can be expressed in the alternate form E 0 = `2 1 q +Ê T :
These relations are equivalent t o q -dierence relations satised by v arious q-hypergeometric series. Furthermore, it is easy to verify from the series that the relations hold also for`and n 0 complex. Thus we h a v e a wide variety o f t w o v ariable models of algebraically irreducible representations of the q-oscillator algebra. We note that this approach is closely related to the factorization method of quantum mechanics [23] .
For later use, we also consider a class of algebraically irreducible representations R(`; ; ) such that the spectrum of H is bounded neither above nor below. Here,`; ; are real numbers and`; > 0. A convenient basis for the representation space K 1 is ff n : n = 0 ; 1 ; 2 ; gwhere E + f n =`f n+1 E f n =`1 + q n 1 q f n 1 (2.27) Hf n = ( + n ) f n E f n = 2 q 1 f n :
There is an inner product on K 1 with respect to which the f n form an orthogonal basis and E + = ( E ) , H = H and E = E. W e can require that jjf n jj 2 = ( q n ;q) 1 = ( q n 0 +1 =; q) 1 (q n n 0 +1 ; q) 1 (`=q) n n 0 (q; q) 1 ( q n+1 =; q) 1 (1 q) n n 0 q (n 0 n)(n 0 +n 1)=2 1 1 q n 0 q n n 0 +1 ; q; `2 1 q = (q n 0 n+1 ; q) 1 (`) n 0 n (q;q) 1 q (n 0 n)(n 0 n 1)=2 1 1 q n q n 0 n+1 ; q; `2q n 0 n 1 q ! :
With respect to the orthonormal basis fe n = f n =jjf n jjg the matrix elements of the operator E q (E + )e q (E ) arê S (E+;e ) n 0 n (; ) = s ( q n 0 +1 =; q) 1 n n 0 ( q n+1 =; q) 1 (1 q) n n 0 (2.29) (q n n 0 +1 ; q) 1 (`=q) n n 0 (q; q) 1 q (n 0 n)(n 0 +n 3)=4 1 1 q n 0 q n n 0 +1 ; q; ` 2 1 (q; q) h (zq n 1 ) h (q;q) h n 0(q;q) h n 2 1 q n 0 ; 0 q h n 0 +1 ; q;z 2 1 q n ; 0 q h n+1 ; q; z q (3.1) = z n (q; q) n q n(n+1) ( z q ; q) 1 n 0 n ; jz=q n+1 j < 1:
(By its derivation, identity (2.10a) is valid as a formal power series in the variables , .
Using the ratio test to determine the domain of convergence corresponding to "`; we nd that the series (3.1) converges for jz=q n+1 j < 1.) Equation (2.10b) can be written as
(q; q) h ( zq (n+n 0 +1) ) h q h(h 1)=2 (q; q) h n 0 (q; q) h n 1 1 q n 0 q h n 0 +1 ; q;zq h n 0 1 1 q n q h n+1 ; q;zq h n (3.2) = ( z ) n ( q ; q ) n ( zq n 1 ;q) 1 q 3n(n+1)=2 n 0 n ; convergent for all z.
A nontrivial extension of identity (2.10b) is X T (E ;e+) n 0`( ; )T (E+;e ) n (; ) = S n 0 n ( ;)
where the matrix elements S n 0 n (;) are dened by e q (E )E q (E )f n = X n 0 S n 0 n (;)f n 0:
Explicitly, S n 0 n (;) = ( `) n n 0 (q n ;q) n n 0
(1 q) n n 0 (q;q) n n 0 q (n n 0 )(1+n+n 0 )=4 ( ; q) n n 0 if n n 0 0 if n < n 0 :
In the special case == q n 0 n+k[n n 0 ] where k[n] 2 f 1 ; 2 ; ; n gfor n > 0 and k[n] i s arbitrary for n 0 w e nd the result q n q h n+1 ; q;zq h n = ( z ) n ( q ; q ) n ( z ; q ) 1 q n ( n +1)=2 n 0 n ; convergent for all z. (In the case of the Lie algebra of the Euclidean group in the plane, the analogous identities are the Hansen-Lommel identities for q-Bessel functions, [24, 13, 2] .) There is a similar extension of (2.10a).
In [1] orthogonality relations for the matrix elements T (E+;e ) and T (e+;e ) are derived, analogous to the Peter-Weyl type orthogonality relations for the oscillator group. 4 . A tensor product identity. Given the irreducible representations "`1 ; 1 and "`2 ; 2 on the Hilbert space K 0 we dene the tensor product representation "`1 ; 1 " 2 ; 2 on the space K 0 K 0 by the operators [1] F + =(E + ) = E + q < e q ( q f n ; f n 0> : Thus, the matrix elements factor. Explicitly, w e h a v e S ( e + ;E ) m 0 n 0 ;mn (; ) = " ( q ; q ) m ( q ; q ) n ( 1 2 q 2 +1 ; q) n (1 q) m 0 +n 0 m n n 0 n 2 (q; q) m 0 (q; q) n 0 ( 1 2 q 2 +1 ; q) n 0 Consider the following q-analog of matrix elements of (!), [2] :
T (E;e) n 0 n (; )p n 0; j!j<1:
Explicitly we h a v e (5.4) T (E;e) n 0 n (; ) = ( q n 0 n +1 ; q) 1 (!) n 0 n (q;q) 1 q (n 0 n)(n 0 n 1)=2 1 1 0 q n 0 n+1 ; q; ! 2 q n 0 n = (q n n 0 +1 ; q) 1 T (e;E) n 0 n [r; e i ] = e i ( 2 + )(n n 0 ) q (n n 0 )=2 J n n 0(r!q 1 2 ;q):
(Note that J n (z; q) = ( 1) n q n=2 J n (zq n=2 ; q), for integer n.)
We dene the tensor product representation (!) " ; , acting on the space K 2 K 0 , by F + =(E + ) = E + q The symmetric operator C : K 0 (r) ! K 0 (r) is bounded and its closure is self-adjoint;
further it belongs to the Hilbert-Schmidt class, [25] . To see this we use (5.10) to determine the action of C on the orthonormal basis fe n (r)g:
(1 q)(1 q n+1 )q ( +n)=2 !`e n+1 + ( q 2 (1 q)q ! 2 )q n e n p (1 q)(1 q n )q ( +n 1)=2 !`e n 1 :
We see from this result that >From Lemma 3 we h a v e the identity E q (F + )e q (F ) = = E q ( q Indeed h m corresponds to eigenvalue q m 2 and j m to eigenvalue (1 q)q m . To get a better understanding of this orthogonality w e make use of the kernel function S(z 0 ; z ) = ( (1 q)qz 0 z; q) 1 , (2.6), for K 0 (z). This function has the property that f(b) = 
