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The distributional reinforcement learning (RL) approach advocates for representing
the complete probability distribution of the random return instead of only modelling
its expectation. A distributional RL algorithm may be characterised by two main
components, namely the representation and parameterisation of the distribution and
the probability metric defining the loss. This research considers the unconstrained
monotonic neural network (UMNN) architecture, a universal approximator of
continuous monotonic functions which is particularly well suited for modelling dif-
ferent representations of a distribution (PDF, CDF, quantile function). This property
enables the decoupling of the effect of the function approximator class from that
of the probability metric. The paper firstly introduces a methodology for learning
different representations of the random return distribution. Secondly, a novel distri-
butional RL algorithm named unconstrained monotonic deep Q-network (UMDQN)
is presented. Lastly, in light of this new algorithm, an empirical comparison is
performed between three probability quasimetrics, namely the Kullback-Leibler
divergence, Cramer distance and Wasserstein distance. The results call for a recon-
sideration of all probability metrics in distributional RL, which contrasts with the
dominance of the Wasserstein distance in recent publications.
1 Introduction
Reinforcement learning (RL) is a family of techniques concerned with the learning process of an
agent sequentially interacting within an environment and aiming to maximise its cumulative reward.
Deep reinforcement learning (DRL) extends this approach by using deep learning (DL) techniques to
generalise the information acquired from the interaction of the agent with its environment. Traditional
(D)RL algorithms based on the Q-learning approach model the expectation of the random return to be
maximised [21]. Alternatively, the distributional RL approach proposes learning the entire probability
distribution of the random return. This approach presents key advantages including learning richer
representations of the rewards generated by the environment, which leads to more efficient and stable
learning, as well as making risk-sensitive control and exploration policies possible [1].
A distributional RL algorithm may be characterised by two main components. The first component
relates to the representation and parameterisation of the random return distribution. A unidimensional
distribution possesses different representations, such as its probability density function (PDF), its
cumulative density function (CDF) and its quantile function (QF). Typically, deep neural networks
(DNNs) are used for approximating these functions. The second component concerns the probability























the main ones manipulated in distributional RL being the Kullback-Leibler (KL) divergence, the
Cramer distance (also named energy distance) and the Wasserstein distance. In the remainder of this
paper, they will simply be referred to as probability metrics. The role of the probability metric is to
compare two distributions of the random return, in a similar way to the mean squared error between
Q-values in classical RL, in order to apply a temporal difference (TD) learning method adapted to the
distributional RL context. The choice of the probability metric is particularly important since each
metric offers different theoretical convergence guarantees for distributional RL.
The core idea of this research work is to consider the unconstrained monotonic neural network
(UMNN) architecture [22] in the scope of distributional RL. Originally designed for autoregressive
flows, this particular architecture is a universal approximator of continuous monotonic functions.
Several works have already demonstrated the ability of this neural network to accurately model
continuous monotonic functions in practice [13, 19]. Since both the CDF and QF are monotonic,
this architecture is expected to offer superior capability compared to classical neural networks when
it comes to representing distributions. The PDF can also be efficiently represented by a UMNN,
when standing at the heart of a normalizing flow [14]. Because this single architecture can effectively
model different representations of the random return distribution, it enables the decoupling of the
effect of the function approximator class from that of the probability metric, making a fair comparison
between probability metrics possible. This leads to the contributions of this research work, which
are threefold. Firstly, the paper introduces a methodology for learning different representations of
the random return distribution. Secondly, the article presents a novel distributional RL algorithm,
denominated unconstrained monotonic deep Q-network (UMDQN), combining a UMNN with
this new methodology for learning different representations of the continuous distribution of the
random return. Thirdly, taking advantage of this new algorithm, this research work proposes an
empirical comparison of three probability metrics commonly used in distributional RL, namely the
KL divergence, the Cramer distance and the Wasserstein distance.
2 Literature review
Q-learning is a model-free RL approach based on the learning of the quantity Q representing the
quality of executing an action in a particular state [21]. The DQN algorithm [11] extends this
approach by using a DNN for approximating the quantity Q. New to the field is the distributional RL
approach advocating for learning the entire probability distribution of the random return instead of
only modelling its expectation [1]. Several distributional RL algorithms can be found in scientific
literature, based on different representations of the random return distribution and probability metrics.
The categorical DQN (CDQN) algorithm [1], also known as C51, approximates the PDF of the
random return through categorical distributions and works with the KL divergence. The link between
this distributional RL algorithm and the Cramer distance was later highlighted [15]. Alternatively,
the quantile regression DQN (QR-DQN) algorithm [6] learns the distribution of the random return by
manipulating the QF with fixed uniform quantile values and the Wasserstein distance. Compared to
the CDQN algorithm, this approach has the key advantage of avoiding the specification of a fixed
support for the random return values. Nevertheless, both algorithms suffer from the same drawback
of estimating the distribution of the random return on fixed locations (either value or probability),
with as consequence that the distributions learnt are discrete. The implicit quantile network (IQN)
algorithm [5] solves this problem by learning these quantile values from quantile fractions sampled
from a uniform distribution U([0, 1]). This is achieved with a specific DNN representing the QF by
mapping quantile fractions to quantile values and trained by minimising the Wasserstein distance.
Finally, the fully parameterised quantile function (FQF) algorithm [23] extends this last approach
by parameterising both quantile fraction and value axes. To do so, two DNNs are used: one for
generating appropriate quantile fractions and one for mapping these quantile fractions to quantile
values. They are jointly trained by minimising the Wasserstein distance. Figure 1 illustrates the main
distributional RL algorithms from scientific literature in the context of the Atari-57 benchmark [2].
3 Distributional Reinforcement Learning
This research paper adopts the standard RL setting where the agent interacts with its environment
modelled as a Markov decision process (MDP). An MDP is a 6-tuple (S,A, pR, pT , p0, γ) where
S and A respectively are the state and action spaces, pR(r|s, a) is the distribution from which the
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Figure 1: Distributional RL algorithms from scientific literature, for the Atari-57 benchmark [2].
reward r ∈ R is drawn given a state-action pair (s, a), pT (s′|s, a) is the transition distribution, p0(s0)
is the distribution over the initial states s0 ∈ S, and γ ∈ [0, 1[ is the discount factor. The RL agent
makes decisions according to its policy π : S → A, which is considered deterministic in this research
paper, mapping the states s ∈ S to the actions a ∈ A.
The Q-learning approach focuses on modelling the state-action value function Qπ of a policy π. This
quantity represents the expected discounted sum of rewards to be obtained by executing an action a
in a state s and then following a policy π, and satisfies the Bellman equation [3]:






, (s0, a0) := (s, a), at = π(st) , (1)
Qπ(s, a) = E
s′,r
[r + γQπ(s′, π(s′))] . (2)
One can define an optimal policy π∗ based on the optimal state-action value function Q∗ as follows:










Q∗(s, a) . (4)
Distributional RL works with the entire probability distribution over returns instead of only its
expectation. To this end, let the reward R(s, a) be the random variable distributed under pR(·|s, a),






γtR(st, at) , (s0, a0) := (s, a), at = π(st), st+1 ∼ pT (·|st, at) , (5)
where A D= B denotes the equality in distribution between the random variables A and B. Therefore,
the state-action value function Qπ is the expectation of the random return Zπ. Similarly, there is a
distributional Bellman equation recursively describing Zπ:
Zπ(s, a)
D
= R(s, a) + γPπZπ(s, a) , (6)
PπZπ(s, a) :
D
= Zπ(s′, a′) , s′ ∼ pT (·|s, a), a′ = π(s′) , (7)
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where Pπ : Z → Z is the transition operator. Finally, one can define the distributional Bellman
operator T π : Z → Z and the distributional Bellman optimality operator T ∗ : Z → Z as follows:
T πZπ(s, a) D= R(s, a) + γPπZπ(s, a) , (8)
T ∗Z∗(s, a) D= R(s, a) + γZ∗ (s′, π∗(s′)) , s′ ∼ pT (·|s, a) . (9)
The distributional Bellman operator T π may potentially be a contraction mapping depending on the
probability metric. This property implies that there exists a unique fixed point Zπ to converge towards
when repeatedly applying the operator T π. For the distributional Bellman optimality operator T ∗,
another condition is required for this contraction mapping property to hold: the optimal policy π∗ has
to be unique [1]. Multiple probability metrics do exist for quantitatively comparing the probability
distributions of two continuous random variables. In this research work, the emphasis is on the
three main probability metrics used in distributional RL, namely the KL divergence, Cramer distance
and Wasserstein distance. Table 1 formally introduces these probability metrics, together with their
impact on the contraction mapping property of the distributional Bellman operator T π .
Table 1: Formal definition of the probability metrics studied, whereA andB are two random variables,
and where pD, FD and F−1D denote the PDF, CDF and QF of the random variable D, respectively.
Probability metric T π contraction?
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4 Unconstrained monotonic deep Q-network
4.1 Learning different representations of a distribution
This section presents a methodology for learning different representations of the probability distribu-
tion of the random return (PDF, CDF and QF). The learning process is based on the comparison of
the left- and right-hand sides of the distributional Bellman equation (6). For a probability metric L,
the random return Zπ is a fixed point of the Bellman operator T π if it minimises the following loss:
L (T πZπ(s, a), Zπ(s, a)) . (10)
for all state-action pairs (s, a) ∈ S × A. The distributional RL problem at hand will be addressed
by defining an hypothesis space for the quantity Zπ and minimising the loss function (10) over this
space using stochastic gradient descent. In the following, the effect of the distributional Bellman
operator T π on the different representations of the random return distribution is rigorously explained.
From an intuitive perspective, the discount factor γ squeezes the random return distribution while the
reward R shifts this distribution (this operation can actually be seen as a convolution).
PDF representation Let pZπ (z|s, a) be the PDF of the random variable Zπ given the state-action
pair (s, a) at the return z. Assuming the KL divergence LKL as the probability metric, the loss to be
minimised defined in (10) can be re-expressed as follows:












∣∣∣∣s′, π(s′))] , pZπ (z|s, a)) . (12)
CDF representation Let FZπ (z|s, a) denote the CDF of the random variable Zπ conditioned by
the state-action pair (s, a) at the return z. Assuming the Cramer distance LC as the probability metric,
the loss defined in (10) can be re-expressed as follows:










∣∣∣∣s′, π(s′))] , FZπ (z|s, a)) . (14)
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QF representation Let F−1Zπ (τ |s, a) be the QF of the random variable Zπ given the state-action
pair (s, a) at the quantile fraction τ ∈ [0, 1]. Assuming the Wasserstein distanceLW as the probability
metric, the loss to be minimised defined in (10) can be re-expressed as follows:
LW (T πZπ(s, a), Zπ(s, a)) = DW
(








r + γF−1Zπ (τ |s′, π(s′))
]
, F−1Zπ (τ |s, a)
)
. (16)
Equations (12) and (14) are respectively supported by Proposition 1 and Corollary 1 in Appendix A.
Equation (16) results from an approximation of F−1T πZπ (τ |s, a), leading to a random variable with the
correct expectation but potentially different higher-order moments. In the scope of distributional RL,
such an approximation may have two completely different implications depending on the objective
pursued. If the intention is to accurately learn the distribution of the random return for implementing
risk-aware policies, this approximation is obviously problematic. On the contrary, if the goal is to
learn policies maximising the expectation of the random return, this approximation may have no
negative effect since the distribution learnt has the correct first-order moment. Indeed, this approach
is adopted by the state-of-the-art QR-DQN, IQN and FQF algorithms which are able to learn valuable
policies, based on the expectation of the random return alone, in practice [6, 5, 23].
4.2 Unconstrained monotonic neural network
The PDF, CDF and QF of continuous random variables share the important property of being
effectively modelled with strictly monotonic functions. This is the main reason why this research paper
considers unconstrained monotonic neural networks (UMNNs), which are universal approximators
of continuous monotonic functions, for parameterising the random return distribution. Formally, a




g(t; θ)dt+ β , (17)
where g(·; θ) : R → R+ is a free-form neural network whose output positiveness is enforced via
an appropriate activation function (e.g. ReLU or exponential), where θ denotes its parameters, and
where β ∈ R is a trainable scalar parameter. This parameterisation can efficiently generalise to
random variables conditioned by other quantities, e.g., the state s and the action a. A natural solution
is to add these conditioning variables c as an additional vector input to the neural network g and to




g(t, c; θg)dt+ β(c; θβ) , (18)
where the parameters of the monotonic transformation are θ = θg ∪ θβ . Evaluating the function G
requires solving an integral, which is performed numerically via Clenshaw-Curtis quadrature. In
the scope of distributional RL, the QF of the random return Z taking as inputs quantile fractions
τ ∈ [0, 1] can be parameterised by a UMNN as F−1Z (τ |s, a; θ) := G(τ |s, a; θ). Modelling the CDF
of the random return Z requires the output to be bounded in [0, 1], which is achieved by passing the
output of the UMNN through a sigmoid function σ: FZ(z|s, a; θ) := σ(G(z|s, a; θ)). Modelling the
random return PDF pZ(z|s, a; θ) can be done by using a fixed latent distribution pY and exploiting
the property that there exists a unique continuous monotonic function f satisfying
pZ(z|s, a; θ) = pY (f(z|s, a; θ))
∣∣∣∣∂f∂z
∣∣∣∣ . (19)
The representation of pZ is achieved by modelling the function f with a UMNN and fixing pY to an
isotropic normal distribution. With such a representation, drawing samples from pZ is performed by
drawing samples from pY and applying the function f−1. This requires inverting the UMNN, which
can be done numerically by using any inversion method such as a binary search, since the inverse
of a monotonic function is also monotonic. Appendix B provides additional information about the
manipulation of UMNNs in this research work.
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4.3 Unconstrained monotonic deep Q-network algorithm
This section introduces the unconstrained monotonic deep Q-network (UMDQN) algorithm, a novel
generic distributional RL algorithm based on the methodology introduced in Section 4.1 and working
with the UMNN architecture for representing the continuous distribution of the random return. More
precisely, three versions of this generic algorithm are presented: the UMDQN-KL, UMDQN-C and
UMDQN-W algorithms, respectively learning the continuous PDF, CDF and QF of the random return
Zπ by minimising the KL divergence, Cramer distance and Wasserstein distance. In contrast to
previous works on distributional RL, the proposed approach presents the key advantage of offering a
choice regarding the distribution representation and the probability metric to work with.
The UMDQN algorithm is an off-policy and value iteration DRL algorithm which uses the same
procedure as the DQN algorithm [11] for generating trajectories and learning from this information.
Experiences e = (s, a, r, s′) are generated by sequentially interacting with the environment and are
stored into an experience replay memory with a FIFO replacement policy. A target network with
parameters θ− is used for fixing the target distribution to be learnt. Exploration is ensured through the
use of the ε-greedy technique. At regular intervals during the interactions between the agent and its
environment, batches of experiences are sampled from the replay memory to compute Monte Carlo
estimates of an approximation of the loss defined in (10) and perform stochastic gradient descent.
In fact, three different approximations are made regarding the loss defined in (10). The first one results
from the evaluation of the loss on expectation over the distribution of state-action pairs sampled from
the environment. The second approximation originates from the fact that the expectation Es′,r in
(12), (14), (16) is computed outside the probability metric L. The last approximation comes from the
estimation of these two expectations Es,a and Es′,r using Monte Carlo with the experiences sampled
from the replay memory. The second approximation may potentially introduce a bias, as it has been
demonstrated for the Wasserstein distance [1]. However, a solution exists for this probability metric:
the (conditional) quantile regression method [9]. This approach allows for the unbiased stochastic
approximation of the QF, and is used in the QR-DQN, IQN and FQF algorithms.
The learning process of the UMDQN algorithm is described in Algorithm 1. Within this description,
GZ(·|s, a; θ) denotes the random return distribution modelled by a UMNN with parameters θ for the
state-action pair (s, a), the operator Tπ is defined in (20) and reproduces the effect of the distributional
Bellman operator on GZ(·|s, a; θ) according to the mathematical expressions (12), (14) and (16), the
function L computes the error according to the probability metric selected, and X is a discretisation
of the domain of the function representing the random return distribution (PDF, CDF or QF). In
this research work, the policy π considered simply selects the action maximising the expectation of
the random return Zπ learnt so far. The detailed pseudocodes of the three version of the UMDQN
algorithm, together with some illustrations and implementation details, are provided in Appendix C.












∣∣s′, π(s′); θ) if the UMNN models a CDF,
r + γGZ(x|s′, π(s′); θ) if the UMNN models a QF.
(20)
Algorithm 1 Learning process of the UMDQN algorithm
Sample a batch of Ne experiences e = (s, a, r, s′) from the replay memory.















TπGZ(x|s′, a′; θ−), GZ(x|s, a; θ)
)]]
.
Optimise the UMNN parameters θ according to the resulting gradients∇L̂.
5 Results
This research work proposes two benchmark environments for evaluating the performance and
comparing the three versions of the UMDQN algorithm. The first benchmark environment is a
stochastic grid world. It consists of a 7× 7 grid world within which an agent has to reach a fixed
target while avoiding a fixed trap. To provide sound analyses on the distributional RL algorithms,
both transition and reward functions are chosen stochastic (distributions pT and pR). In addition
6
to evaluating the policy performance, this environment will be particularly useful for visualising
and interpreting the distributions learnt for the random return. The second benchmark environment
is a set of three representative Atari games from the Atari-57 benchmark [2]: Pong, Boxing and
Freeway. Distributional RL algorithms are generally evaluated on the Atari-57 benchmark, which
offers a relevant performance assessment methodology but which also presents serious drawbacks
regarding distributional RL. Indeed, the environments are mostly deterministic and the control
problems require a tremendous amount of computational power. Since the original publication of the
Atari-57 benchmark, diverse evaluation methodologies have progressively appeared. In this research
paper, the best practices proposed by the article [10] are followed. Moreover, the deterministic
transitions within Atari games are made stochastic by using the sticky action generalisation technique.
More information about the benchmark environments proposed are provided in Appendix D.
Policy performance Figure 2 presents the performance of the three versions of the UMDQN
algorithm on the benchmark environments previously introduced. The performance shown is an
average over several random seeds to provide results which are more reliable, together with the
variance of the distributional RL algorithms. Moreover, the results achieved by the first distributional
RL algorithm (CDQN) are also plotted as reference. Interestingly, Figure 2 shows that there is no
clear winner among the three versions of the UMDQN algorithm in terms of policy performance.
Since the same function approximator class is used, this conclusion also stands for the distribution
representations and the probability metrics underneath the distributional RL algorithms. An argument
for possibly explaining this surprising result is that a neural network may more efficiently model
the PDF, CDF or QF of the random return distribution depending on the characteristics of this
particular distribution (values of the moments, multimodality). Another hypothesis is to point out the
approximation of the loss defined in (10) explained in Section 4.3, whose impact is not yet clearly
understood for different distribution representations and probability metrics, but also potentially
depending on the control problem. Ideally, the distribution representation and the probability metric
should then be hyperparameters to be tuned depending on the environment and on the control
problem at hand. This result goes against the current trend in distributional RL research, where
the focus is mainly set on the QF and Wasserstein distance, as illustrated by the QR-DQN, IQN
and FQF algorithms. This is why this research paper calls for a reconsideration of all distribution
representations and probability metrics for future research in distributional RL. For the interested
reader, the performance achieved by the UMDQN algorithm is briefly compared with the results of
the state-of-the-art distributional RL algorithms in Appendix F. In short, it can be observed that the
results are at least comparable, which reinforces the soundness of the proposed approach.
Distributions visualisation and analysis Apart from the performance of the policy, it is also
important to verify the correctness of the distributions learnt by a distributional RL algorithm. In
this research work, such an analysis is performed for the stochastic grid world environment. Because
this control problem is relatively easy to solve from a human perspective, an optimal policy can be
manually computed and the soundness of the distributions can be checked. This optimal policy can
then be exploited to estimate the true distribution of the random return using Monte Carlo. The same
operation has also been performed with the policies learnt by the UMDQN algorithm, since incorrect
distributions could also result from suboptimal policies. However, these distributions have been
observed to be identical to the one obtained with the optimal policy, indicating that each version of the
UMDQN algorithm can effectively learn an optimal policy for this benchmark environment. Figure 3
presents the true distributions of the random return associated with an optimal policy for a particular
state of the stochastic grid world together with the distributions learnt by the three versions of the
UMDQN algorithm (PDF, CDF and QF). Although the PDF and CDF of the random return learnt by
the UMDQN-KL and UMDQN-C algorithms are not totally correct, they still make complete sense
and remain qualitatively quite similar (bimodality preserved, for instance). On the contrary, the error
made by the UMDQN-W for the QF of the random return is much larger, with the bimodality not
preserved. This observation is consistent with the explanation from Section 4.1 regarding the learning
of the QF. Only the expectation of the random return is preserved, but the higher-order moments are
not. Therefore, this approach adopted by several state-of-the-art distributional RL algorithms should
only be considered when the objective is to learn policies maximising the expectation of the random
return, and should be discarded when the intention is to learn risk-aware policies.
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(a) Stochastic grid world


















(b) Atari game Pong






















(c) Atari game Boxing





















(d) Atari game Freeway
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Figure 2: Performance of the UMDQN algorithm on the benchmark environments proposed.
































































Figure 3: Comparison of the random return (PDF, CDF and QF) learnt by the UMDQN algorithm
(plain lines) with the true random return (PDF, CDF and QF) estimated via Monte Carlo and associated
with an optimal policy (dotted lines), for a particular state of the stochastic grid world environment.
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UMDQN-KL algorithm Although the distributional Bellman operator T π is not a contraction
mapping in the KL divergence, Figures 2 and 3 empirically show that this probability metric can still
lead to the learning of both valuable policies and relevant random return distributions. Therefore,
this contraction property is not a necessary condition for converging towards the correct random
return distribution. Nevertheless, the learning process of the UMDQN-KL algorithm was observed
to be less stable compared to the other two versions of the UMDQN algorithm. The performance
can even collapse entirely without recovering, as shown in Figure 2d. This problematic behaviour
was typically observed when the domain specified X (hyperparameter) is not appropriate, either too
restrained or too large. While the first situation inevitably leads to truncated and therefore wrong
distributions for the random return Zπ, the second case may lead to numerical instabilities in the
regions of the support with almost no mass due to the definition of the KL divergence because
limx→0+ log(x) = −∞. Correctly setting this domain X is a very complex task since it is strongly
dependent on the control problem at hand and because the distribution of the random return Zπ
may significantly vary with different state-action pairs (s, a) as well as during the learning process.
Consequently, the UMDQN-KL algorithm should only be considered when a valid domain can be
accurately identified beforehand. Another interesting observation is related to the asymmetry of the
KL divergence (LKL(A,B) 6= LKL(B,A)). Empirically, the learning of valuable policies was only
observed with the loss LKL(T πZπ, Zπ) but not with the loss LKL(Zπ, T πZπ).
UMDQN-C algorithm This distributional RL algorithm also requires the specification of the
domain X (hyperparameter), but was empirically observed to be more stable than the UMDQN-KL
algorithm. This behaviour is potentially explained by the distributional Bellman operator T π being a
contraction in the Cramer distance, or by the fact that the loss to learn from is symmetric and does not
numerically explode around regions of the support with almost no mass. Still, the performance of the
UMDQN-C algorithm remains fairly dependent on the domain X specified. The range of the returns
has to be sufficiently known in advance to expect reliable results from the UMDQN-C algorithm.
UMDQN-W algorithm When compared to the other versions of the UMDQN algorithm studied in
this research paper, the UMDQN-W algorithm was empirically observed to be the most versatile one.
Two arguments are proposed to explain this result. Firstly, the distributional Bellman operator T π is
a contraction mapping in the Wasserstein distance. Secondly, learning the QF of the random return
Zπ presents the key advantage of not requiring the complex determination of the domain X , due to
the definition of the QF taking inputs bounded in the range [0, 1]. Consequently, the UMDQN-W
should always be considered first when the range of the returns is not sufficiently known beforehand.
For the sake of reproducibility, the complete code used for generating the results presented in this
section is made publicly available at the following link: https://github.com/ThibautTheate/
Unconstrained-Monotonic-Deep-Q-Network-algorithm. The hyperparameters are provided
in Appendix E. In the authors’ opinion, the main limitation of this work concerns the significant
computational cost associated with the method proposed. Besides its key advantages, the UMNN
architecture requires more computations, which makes the UMDQN algorithm twice as slow as the
state-of-the-art distributional RL algorithms. Two entire weeks’ worth of computations are required
for training one RL agent on a single Atari game using the UMDQN algorithm with hardware
acceleration enabled (RTX 2080 Ti). Regarding any potential negative societal impacts associated
with the present research, none have been identified by the authors.
6 Conclusions
This research paper introduces the unconstrained monotonic deep Q-network (UMDQN) distribu-
tional RL algorithm by combining a novel methodology for learning the random return distribution
independently of its representation and the UMNN architecture for modelling these distributions.
The experiments performed yield three important observations. Firstly, the choice of the distribution
representation and probability metric should be dependent on the environment as no clear winner was
identified in the experiments performed. This result contrasts with the current trend in distributional
RL which mainly focuses on the QF and Wasserstein distance. Secondly, the methodology employed
in several state-of-the-art algorithms for learning the QF of the random return involves an important
approximation, which leads to the learning of inaccurate distributions. This methodology is totally
sound when working with policies maximising the expectation of the random return, but should be
discarded when exploiting other characteristics of the random return distribution, for instance with
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risk-aware policies. Lastly, the contraction mapping property for the distributional Bellman operator
is not a necessary condition to learn the correct distribution of the random return. This highlights the
existing gap between theory and practice in distributional RL, and encourages future research on the
distributional Bellman operator and on the convergence of distributional RL algorithms in general.
Several avenues are proposed as future work. Firstly, the results presented in this research paper
highlight the existing gap between theory and practice in distributional RL, and especially around
the distributional Bellman operator contraction mapping property which deserves more research.
Secondly, building on the distributions visualisation and qualitative analysis proposed in this research
work, a new methodology has to be designed to quantitatively evaluate the quality of the distributions
learnt by a distributional RL algorithm, independently of the performance of the resulting policy.
Thirdly, the UMDQN algorithm is expected to be significantly improved by implementing the
enhancements from the Rainbow algorithm [8]: multi-step learning [17], double Q-learning [18],
prioritised experience replay [16], dueling architecture [20] and noisy networks [7]. Lastly, the
UMDQN algorithm could be adapted to use simultaneously different distribution representations and
probability metrics, and intelligently combine this information to achieve an even better performance.
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A Mathematical demonstrations
This section mathematically supports the equations (12), (14) and (16) presented in Section 4.1,
by linking the random variables Zπ(s, a) and T πZπ(s, a) for different distribution representations
(PDF, CDF and QF). Proposition 1 provides such a relation for the PDF of the random return while
Corollary 1 does the same for the CDF. The case of the QF is slightly more complex since it involves
an approximation, and is discussed at the end of this section.
Proposition 1 Let Zπ ∈ Z be the random return associated with the policy π : S → A, which is a
random variable mapping the state-action pair (s, a) ∈ S ×A to the realisation of the return z ∈ R.
Additionally, let T π : Z → Z be the distributional Bellman operator and let Zπ ′ ∈ Z be a random
variable such that Zπ = T πZπ ′. Then, the probability density functions pZπ and pZπ ′ associated
with the random variables Zπ and Zπ ′ respect the following equality:













∀z ∈ R, s ∈ S, a ∈ A . (21)
Proof Let z be the random return sampled from the random variable Zπ(s, a) for the state-action
pair (s, a). By marginalising over the reward r collected and over the next state-action pair (s′, a′)
with a′ = π(s′), the PDF of the random return can be expressed as follows:
pZπ (z|s, a) =
∫
pZπ (z|s, a, r, s′, a′) p(r, s′, a′|s, a) dr ds′ . (22)
Considering both the conditional independence and the Markov property of the decision process, the
second PDF p(r, s′, a′|s, a) can be written as follows:
p(r, s′, a′|s, a) = pR(r|s, a)pT (s′|s, a) . (23)
According to the distributional Bellman equation, the return z can be expressed as a function of the
reward r and of the next return z′:
z = r + γz′ . (24)
Based on this equality and making use of the change of variables theorem, the first PDF
p(z|s, a, r, s′, a′) can be re-expressed as follows:











∣∣∣∣s′, a′) . (26)
Finally, by substitution of (23) and (26) into (22), the following relation is obtained:
























Corollary 1 Let Zπ ∈ Z be the random return associated with the policy π : S → A, a random
variable mapping the state-action pair (s, a) ∈ S × A to the realisation of the return z ∈ R.
Additionally, let T π : Z → Z be the distributional Bellman operator and let Zπ ′ ∈ Z be a random
variable such that Zπ = T πZπ ′. Then, the cumulative density functions FZπ and FZπ ′ associated
with the random variables Zπ and Zπ ′ respect the following equality:











∀z ∈ R, s ∈ S, a ∈ A . (29)
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Proof Making use of the definition of the CDF together with the mathematical expression (21)
given by Proposition 1, the following development is obtained:


































































As previously mentioned, the case of the QF is slightly more complex since it involves an approxima-
tion. Let Zπ ∈ Z be the random return associated with the policy π : S → A, a random variable
mapping the state-action pair (s, a) ∈ S ×A to the realisation of the return z ∈ R. Additionally, let
T π : Z → Z be the distributional Bellman operator and let Zπ ′ ∈ Z be a random variable such that
Zπ = T πZπ ′. Then, the quantile functions F−1Zπ and F−1Zπ ′ associated with the random variables Zπ
and Zπ ′ can be linked based on an approximation as follows:








∀τ ∈ [0, 1], s ∈ S, a ∈ A . (35)
In fact, this approximation leads to a random variable modelling the random return Zπ with the
correct expectation but potentially different higher-order moments. It can be empirically shown
that the error resulting from this approximation increases with the stochasticity characterising the
dynamics of the MDP at hand (transition and reward distributions pT and pR). In the deterministic
case, the expression (35) becomes exact. As explained in Section 4.1, such an approximation may
have two completely different implications depending on the objective pursued. If the intention is
to accurately learn the distribution of the random return for implementing risk-aware policies or for
analysing the distribution itself, this approximation is obviously problematic. On the contrary, if the
goal is to learn policies maximising the expectation of the random return, this approximation may
have no negative effect since the distribution learnt has the correct first-order moment (expectation).
Indeed, this approach is adopted by the state-of-the-art QR-DQN, IQN and FQF algorithms which
have already been shown to be able to learn valuable policies, which are only based on the expectation
of the random return, in practice [6, 5, 23].
B Unconstrained monotonic neural networks
B.1 Forward and backward computations
As explained in Section 4.2, the UMNN requires the solving of an integral. For the sake of efficiency,
this integral is numerically computed via the Clenshaw-Curtis quadrature, because it presents the key
advantage of converging exponentially fast for Lipshitz functions. Therefore, only a few function
evaluations are required for reaching satisfying accuracy. In practice, these operations are executed in
parallel, which makes the complete forward computation of the UMNN quite efficient. Regarding
the backward pass, it can be made more memory efficient by making use of the Leibniz rule, which
enables computing the derivative of an integral with respect to its inputs as the integral of the
derivatives. More details about the exact implementation of the forward and backward computations
can be found in Appendix B of the article [22].
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B.2 Computation of the random return expectation
The expectation of the random return Zπ is a key quantity which will be repeatedly evaluated in
the UMDQN algorithm, because the policy π selects the action maximising the expectation of the
random return. Therefore, it is particularly important to both efficiently and accurately compute the
expectation of the random return Zπ , whatever the distribution representation selected.
PDF As explained in Section 4.2, the PDF of the random return Zπ is modelled with a UMNN as





, where the function σ′(·) denotes the PDF of a normal distribution
(or equivalently the derivative of a sigmoid function). Consequently, the expectation of the random










A straightforward but inefficient solution would be to independently solve each inner integral for
different values of z. Instead, for improving the efficiency of the UMDQN algorithm, these inner
integrals are solved simultaneously by making use of the same neural network evaluation multiple
times. The neural network is first evaluated at evenly separated points between zmin and zmax, and
a composite Simpson’s rule is then applied to approximate the inner integrals. Thereafter, the
expectation of the random return Zπ is finally computed by estimating the outer integral using the
classical Monte Carlo technique.
CDF Section 4.2 explains that the CDF of the random return Zπ is modelled with a UMNN as





, where the function σ(·) is a sigmoid function (or equivalently the
CDF of a normal distribution). Consequently, the PDF of the random return can be directly derived





, and the expectation of the random return Zπ can be evaluated
exactly as explained in the previous paragraph for the PDF distribution representation.
QF No particular improvement is implemented when the QF distribution representation is used.
Therefore, the expectation of the random return Zπ is simply computed using Monte Carlo, similarly
to the state-of-the-art QR-DQN, IQN and FQF distributional RL algorithms.
C Pseudocode of the UMDQN algorithm
For the sake of completeness and to ease the reader’s understanding of the proposed approach, this
section provides and briefly discusses the detailed pseudocodes of the three versions of the UMDQN
algorithm presented by this research work in Section 4.3. Firstly, the UMDQN-KL algorithm is fully
described in Algorithm 2. Secondly, Algorithm 3 depicts the UMDQN-C algorithm in detail. Thirdly,
the UMDQN-W algorithm is thoroughly explained in Algorithm 4. A basic illustration of these three
























Figure 4: Illustration of the three versions of the UMDQN algorithm in the context of Atari games.
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The particular case of modelling the distribution of the random return for a terminal state has to be
briefly discussed. In this situation, no future rewards will be obtained by the agent and the target
distribution of the random return for these state-action pairs becomes a Dirac distribution for the last
reward just collected. However, such a particular distribution may be quite difficult to efficiently
model with a DNN, depending on the distribution representation selected. Moreover, it can potentially
lead to numerical instabilities when computing the loss. Therefore, the choice to smooth out the
Dirac distribution is made when it is difficult to represent using a DNN. Firstly, for the UMDQN-KL
algorithm learning the PDF of the random return, a normal distribution with tiny standard deviation
is used as a replacement of the Dirac distribution. Secondly, for UMDQN-C algorithm based on the
CDF, the step function with infinite slope is replaced by a smoother version with a large constant
slope. Finally, the case of the UMDQN-W algorithm with the QF is left untouched because it is
simple to model a Dirac distribution with a DNN for this particular distribution representation.
As explained in Section 4.3, the loss defined in (10) is approximated in the UMDQN algorithm, which
may introduce a bias. This problem has already been demonstrated for the Wasserstein distance [1]
and a solution has been proposed [6]: the (conditional) quantile regression method [9]. Without
going into too much detail, this alternative approach is based on the quantile regression loss, which
is an asymmetric convex loss function respectively penalising overestimation and underestimation
errors with weights τ and 1− τ , with τ ∈ [0, 1] being a quantile fraction. This technique is used in
the UMDQN-W algorithm, similarly to the state-of-the-art QR-DQN, IQN and FQF distributional
RL algorithms. In fact, to ensure smoothness at zero, a slightly modified quantile regression loss is
used by these algorithms, the quantile Huber loss defined for the error x ∈ R as follows:
ρκτ (x) =







2 if |x| ≤ κ,
κ(|x| − 12κ) otherwise,
(38)
where the threshold κ is a parameter to be tuned. An illustration of the quantile Huber loss with κ = 1
is provided in Figure 5 below. This alternative loss function is evaluated on the pairwise temporal
difference (TD) errors δij expressed as follows:
δij = r + γF
−1
Zπ (τj |s′, π(s′))− F−1Zπ (τi|s, a) . (39)
Huber loss H1(x)
Quantile Huber loss ρ1τ (x) with τ = 0.75
Quantile Huber loss ρ1τ (x) with τ = 0.1
Figure 5: Illustration of the quantile Huber loss.
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Algorithm 2 UMDQN-KL algorithm
Initialise the experience replay memory M of capacity C.
Initialise the main UMNN weights θ (Xavier initialisation).
Initialise the target UMNN weights θ− = θ.
for episode = 0 to N do
for t = 0 to T , or until episode termination do
Acquire the state s from the environment E .
With probability ε, select a random action a ∈ A.
Otherwise, select a = argmaxa′∈A E [GZ(s, a
′; θ)].
Interact with the environment E with action a to get the next state s′ and the reward r.
Store the experience e = (s, a, r, s′) in M .
if t%T ′ = 0 then
Randomly sample from M a minibatch of Ne experiences ei = (si, ai, ri, s
′
i).
Derive a discretisation of the domain X by sampling Nz returns z ∼ U([zmin, zmax]).
for i = 0 to Ne do
for all z ∈ X do
if s
′
i is terminal then





























Clip the resulting gradient in the range [0, 1].
Update the main UMNN parameters θ using the ADAM optimiser.
end if
Update the target UMNN parameters θ− = θ every N− steps.




Algorithm 3 UMDQN-C algorithm
Initialise the experience replay memory M of capacity C.
Initialise the main UMNN weights θ (Xavier initialisation).
Initialise the target UMNN weights θ− = θ.
for episode = 0 to N do
for t = 0 to T , or until episode termination do
Acquire the state s from the environment E .
With probability ε, select a random action a ∈ A.
Otherwise, select a = argmaxa′∈A E [GZ(s, a
′; θ)].
Interact with the environment E with action a to get the next state s′ and the reward r.
Store the experience e = (s, a, r, s′) in M .
if t%T ′ = 0 then
Randomly sample from M a minibatch of Ne experiences ei = (si, ai, ri, s
′
i).
Derive a discretisation of the domain X by sampling Nz returns z ∼ U([zmin, zmax]).
for i = 0 to Ne do
for all z ∈ X do
if s
′
i is terminal then
Set yi(z) =
{
0 if z < ri,
1 otherwise.
else














z∈X (yi(z)−GZ(z|si, ai; θ))
2)1/2.
Clip the resulting gradient in the range [0, 1].
Update the main UMNN parameters θ using the ADAM optimiser.
end if
Update the target UMNN parameters θ− = θ every N− steps.




Algorithm 4 UMDQN-W algorithm
Initialise the experience replay memory M of capacity C.
Initialise the main UMNN weights θ (Xavier initialisation).
Initialise the target UMNN weights θ− = θ.
for episode = 0 to N do
for t = 0 to T , or until episode termination do
Acquire the state s from the environment E .
With probability ε, select a random action a ∈ A.
Otherwise, select a = argmaxa′∈A E [GZ(s, a
′; θ)].
Interact with the environment E with action a to get the next state s′ and the reward r.
Store the experience e = (s, a, r, s′) in M .
if t%T ′ = 0 then
Randomly sample from M a minibatch of Ne experiences ei = (si, ai, ri, s
′
i).
Sample Nτ values for the first quantile fraction τi ∼ U([0, 1]).
Sample Nτ values for the second quantile fraction τj ∼ U([0, 1]).
for k = 0 to Ne do
for i = 0 to Nτ do
























δij(k) = yk(τj)−GZ(τi|sk, ak; θ).
end for
end for









Clip the resulting gradient in the range [0, 1].
Update the main UMNN parameters θ using the ADAM optimiser.
end if
Update the target UMNN parameters θ− = θ every N− steps.





Stochastic grid world This benchmark environment is a 7×7 grid world, an environment which is
commonly considered for evaluating the performance of RL algorithms. The objective of the agent is
simply to reach a certain target location which is fixed, while avoiding a fixed trap. The particularity
of this grid world is that both the transition and reward functions are stochastic (transition and reward
distributions pT and pR). The intent behind this additional complexity is to better highlight the impact
of the distributional RL approach. The exact underlying MDP is defined as follows:
• S ∈ {0, ..., 6} × {0, ..., 6}, a state s being composed of the two coordinates of the agent
within the 7× 7 grid,
• A = {RIGHT, UP, LEFT, DOWN}, with an action a being a moving direction,
• pR(r|s, a) ∼ N (µ, σ2) where:
– µ = 1 if the agent reaches the target location (terminal state),
– µ = −1 if the agent falls into the trap (terminal state),
– µ = 0 otherwise,
– σ = 0.1 at anytime,
• pT (s′|s, a) associates a 50% chance to move twice in the chosen direction instead of once,
while keeping the agent within the 7× 7 grid world (no border crossing allowed),
• γ = 0.5,
• P0 associates an equal probability to all states s0 ∈ S , except for the two states corresponding
to the trap and target locations which have a null probability.
Selection of Atari games This benchmark environment consists of a set of three representative
Atari games from the Atari-57 benchmark [2]: Pong, Boxing and Freeway. Similarly to the stochastic
grid world, the control problems are made more complex to highlight the impact of the distributional
RL approach. Indeed, the deterministic Atari games are made stochastic by using the sticky action
generalisation technique (stochastic transitions, but deterministic rewards). The implementation
adopted is the {}NoFrameskip from OpenAI gym[4], together with the following wrappers:
• Formatting of a frame to 84x84 pixels,
• Normalisation of the values of the pixels,
• Clipping of the reward to {+1, 0, −1},
• Sending of the episode termination signal when all the agent’s lives are lost,
• Execution of a random number of NOOP actions at the beginning of an episode (max 30),
• Execution of sticky actions with a 0.25 probability,
• Frame skipping and maximisation operation with period 4,
• Stacking of the final 4 frames.
The benchmark environments proposed in this research paper are illustrated in Figure 6 below.
For both the stochastic grid world and the selection of Atari games, the performance of a policy
is evaluated through the computation of the cumulative reward, similarly to previous works in
distributional RL. This classical approach is totally sound in this case thanks to the existence of
terminal states or a maximum number of steps preventing the performance to indefinitely increase.
Figure 6: Illustration of the benchmark environments proposed for performance assessment with,
from left to right, the stochastic grid world and the Atari games Pong, Boxing and Freeway.
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E Hyperparameters
This section presents the hyperparameters used for generating the results presented in Section 5 and
Appendix F. The most important criterion adopted for choosing/tuning these hyperparameters was the
fair comparison between all the DRL algorithms evaluated, while looking at the same time carefully
at the hyperparameters reported by the state-of-the-art distributional RL algorithms. To begin with,
Table 2 briefly describes the hyperparameters to be tuned in the scope of this research paper. Then,
Tables 3 and 4 give the hyperparameters used for generating the results related to the stochastic grid
world environment. Finally, Tables 5 and 6 provide the hyperparameters used for generating the
results related to the selected games from the Atari-57 benchmark: Pong, Breakout and Freeway.
Table 2: Description of the hyperparameters associated with the DRL algorithms evaluated.
Hyperparameter Description
Network structure Structure of the DNN representing the random return Zπ (neurons per layer).
Discount factor Discount factor γ used in the Q-learning update.
Learning rate Learning rate of the DL optimiser (ADAM).
Optimiser epsilon Epsilon of the DL optimiser (ADAM) to improve numerical stability.
Target update frequency Frequency N− (in number of steps) at which the target network is updated.
Optimisation frequency Frequency T ′ (in number of steps) at which the main network is updated.
Replay memory capacity Capacity C (in number of experiences) of the experience replay memory M .
Batch size Size of the batch Ne (in experiences) used for each gradient descent iteration.
ε-greedy start Initial value of ε, for the ε-greedy exploration technique.
ε-greedy end Final value of ε, for the ε-greedy exploration technique.
ε-greedy decay Exponential decay (in steps) of ε, for the ε-greedy exploration technique.
ε-greedy test Value of ε when testing the policy (ε-greedy exploration technique).
Number of z values Number of returns Nz used for representing distributions (PDF and CDF).
Number of τ values Number of quantile fractions Nτ used for representing distributions (QF).
Minimum return Minimum value for the random return zmin (anticipated).
Maximum return Maximum value for the random return zmax (anticipated).
Number of cosines Number of cosines for embedding the quantile fractions τ .
Table 3: Hyperparameters of the benchmark algorithms for the stochastic grid world.
Hyperparameter DQN CDQN QR-DQN IQN FQF
Network structure [128, 128] [128, 128] [128, 128] [128, 128] [128, 128]
Discount factor 0.5 0.5 0.5 0.5 0.5
Learning rate 10−4 10−4 10−4 10−4 10−4
Optimiser epsilon 10−5 10−5 10−5 10−5 10−5
Target update frequency 1000 1000 1000 1000 1000
Optimisation frequency 1 1 1 1 1
Replay memory capacity 104 104 104 104 104
Batch size 32 32 32 32 32
ε-greedy start 1.0 1.0 1.0 1.0 1.0
ε-greedy end 0.01 0.01 0.01 0.01 0.01
ε-greedy decay 104 104 104 104 104
ε-greedy test 0.001 0.001 0.001 0.001 0.001
Number of z values / 51 / / /
Number of τ values / / 200 32 32
Minimum return / -2 / / /
Maximum return / 2 / / /
Number of cosines / / / 64 64
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Table 4: Hyperparameters of the UMDQN algorithm for the stochastic grid world.
Hyperparameter UMDQN-KL UMDQN-C UMDQN-W
Network structure [128, 128] [128, 128] [128, 128]
Discount factor 0.5 0.5 0.5
Learning rate 10−4 10−4 10−4
Optimiser epsilon 10−5 10−5 10−5
Target update frequency 1000 1000 1000
Optimisation frequency 1 1 1
Replay memory capacity 104 104 104
Batch size 32 32 32
ε-greedy start 1.0 1.0 1.0
ε-greedy end 0.01 0.01 0.01
ε-greedy decay 104 104 104
ε-greedy test 0.001 0.001 0.001
Number of z values 200 200 /
Number of τ values / / 200
Minimum return -2 -2 /
Maximum return 2 2 /
Number of cosines / / /
Table 5: Hyperparameters of the benchmark algorithms for the Atari games.
Hyperparameter DQN CDQN QR-DQN IQN FQF
Network structure CNN + [512] CNN + [512] CNN + [512] CNN + [512] CNN + [512]
Discount factor 0.99 0.99 0.99 0.99 0.99
Learning rate 5× 10−4 5× 10−4 5× 10−4 5× 10−4 5× 10−4
Optimiser epsilon 3.125× 10−4 3.125× 10−4 3.125× 10−4 3.125× 10−4 3.125× 10−4
Target update frequency 104 104 104 104 104
Optimisation frequency 4 4 4 4 4
Replay memory capacity 105 105 105 105 105
Batch size 32 32 32 32 32
ε-greedy start 1.0 1.0 1.0 1.0 1.0
ε-greedy end 0.01 0.01 0.01 0.01 0.01
ε-greedy decay 106 106 106 106 106
ε-greedy test 0.001 0.001 0.001 0.001 0.001
Number of z values / 51 / / /
Number of τ values / / 200 32 32
Minimum return / -10 / / /
Maximum return / 10 / / /
Number of cosines / / / 64 64
Table 6: Hyperparameters of the UMDQN algorithm for the Atari games.
Hyperparameter UMDQN-KL UMDQN-C UMDQN-W
Network structure DQN + [128] DQN + [128] DQN + [128]
Discount factor 0.99 0.99 0.99
Learning rate 5× 10−4 5× 10−4 5× 10−4
Optimiser epsilon 10−5 10−5 10−5
Target network update frequency 104 104 104
Optimisation frequency 4 4 4
Replay memory capacity 105 105 105
Batch size 32 32 32
ε-greedy start 1.0 1.0 1.0
ε-greedy end 0.01 0.01 0.01
ε-greedy decay 106 106 106
ε-greedy test 0.001 0.001 0.001
Number of z values 200 200 /
Number of τ values / / 200
Minimum return -10 -10 /
Maximum return 10 10 /
Number of cosines / / /
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F Additional results
This section presents additional results relating to the UMDQN algorithm. In particular, for compari-
son purposes, several state-of-the-art distributional RL algorithms are evaluated on the benchmark
environments alongside the novel algorithm proposed in this research paper: DQN [11], CDQN [1],
QR-DQN [6], IQN [5] and FQF [23]. This empirical comparison is presented in Figure 7 below. As
explained in Section 5, multiple simulations have been performed with different random seeds to
present results which are more reliable. However, for the sake of readability, only the variances of the
UMDQN-KL, UMDQN-C and UMDQN-W algorithms are shown.
Since the entire Atari-57 benchmark [2] has not been taken into account for evaluating the UMDQN
algorithm, no claim is made by the present research work regarding the top-performing distributional
RL algorithm on this particular benchmark. Still, the results presented in Figure 7 suggest that the
UMDQN-KL, UMDQN-C and UMDQN-W algorithms achieve an impressive performance and are
at least on par with the state-of-the-art distributional RL algorithms on the benchmark environments
proposed. For certain control problems, one of the novel algorithms presented in this scientific
article is actually the top-performing distributional RL algorithm, see Figure 7c, for instance. This
observation consolidates the soundness of the proposed approach together with the relevance of the
conclusions drawn by this research work.



















(a) Stochastic grid world


















(b) Atari game Pong






















(c) Atari game Boxing





















(d) Atari game Freeway



























Figure 7: Comparison of the performance achieved by the three versions of the UMDQN algorithm
with the state-of-the-art distributional RL algorithms.
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