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1 INTRODUCTION 
1.1 MOTOR DRIVE SYSTEMS OVERVIEW 
 A motor drive system converts electrical energy, from voltage and current, into 
mechanical energy, either force and linear speed, or torque and rotational speed, through 
the power electronics and electric machine. The motor drive system, which allows for 
complete control over the speed and/or torque/force of the machine, consists of, but it is 
not limited to, the following:  
1. Rectification stage - where power received from the grid, at fixed frequency and 
voltage amplitude, is converted to DC voltage and current, either through passive 
diode bridges, or active silicon controlled rectifiers (SCR), metal oxide field effect 
transistor (MOSFET) or insulated gate bipolar transistor (IGBT) switches. This stage can 
also include power factor correction (PFC) measures through passive elements or 
active methods (interleaved or bridgeless topologies);  
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2. DC filtering - where any unwanted ripple caused by the rectification stage, due to its 
non-linear behavior, is removed through the use of filtering capacitors and/or 
inductors; 
3. Power stage - dependent on the electric machine used, where filtered DC power gets 
converted to either variable DC, through half- or full-bridge, boost, buck, buck-boost, 
or push-pull converters, or a variable frequency and amplitude AC, via single or 
multiphase inverter topologies. Both of the conversion types utilize pulse width 
modulation (PWM) driven switching devices such as MOSFETs, IGBTs, or thyristors to 
perform the conversion. This part of the motor drive system could also include filtering 
of the PWM voltage waveform into sinusoids; 
4. Electric machine - either linear or rotational, which depending on the application could 
be, a switched reluctance (SRM), AC induction (IM) or synchronous, brushless (BLDC) 
or brushed DC machine. The electric machine supports a load, which requires 
mechanical power. The machine load could be a vehicle such as an automobile or 
locomotive, variable speed or torque pumps, compressors, conveyer belts, moving 
walkways and escalators, and many other applications.  
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5. Control platform - appropriate for the application which includes both hardware, such 
as microcontrollers (µC), digital signal processors (DSPs), sensors (such as voltage 
sensors, current sensors, speed encoders or torque transducers), bidirectional signal 
conditioning, and control algorithms implemented on the computing platforms 
Depending on the application requirements some or all of those components 
mentioned above could be incorporated in a commissioned motor drive system. To 
generate electricity, the energy flow of motor drive system is reversed where a prime 
mover provides rotational mechanical energy, electric generator converts it to current and 
voltage, and power electronics sends it to the power distribution grid. A block diagram 
shown in Figure 1 summarizes the layout of a motor drive system. 
 
Figure 1. Motor Drive System Overview 
1.2 MOTIVATION - POWER CONSUMPTION OF MOTOR DRIVE SYSTEMS 
4 
 
 Today's society consumes exorbitant amounts of energy in various forms. In total 
over 95 quadrillion (quad) British Thermal Units (BTUs), which is equivalent to 27.8 petta 
Watt hours (PWh) were used in 2012. Over 80% of that energy is produced using fossil 
fuels mainly petroleum, natural gas and coal, while less than 20% combined is provided 
by renewable energy sources (solar, wind, geothermal or hydroelectric), and nuclear based 
generation.  
On the receiving end over 68.3 BTUs of energy were consumed by the generation 
of electricity, heat and power for all commercial, residential and industrial applications [1]. 
Electric drive systems are a popular choice in these sectors and their applications include 
variable torque pumps, fans and compressors mostly in heating, ventilation and air 
conditioning (HVAC) for cold and hot water, and air generation, displacement and 
distribution. Electric motors provide power to over 89% of rotating equipment while the 
remaining 11% are supplied by combustion engines using fossil fuels such as natural gas, 
diesel or gasoline. Electric motor drives and electric machines achieved such a large 
popularity, due to their ease of deployment, cost-effectiveness, energy efficiency and 
reliability. As of 2009, almost $3 billion worth of electric motors and drive systems, most 
of them of the induction motor variety, were commissioned worldwide including over 40 
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million motor drive units in the United States [2] making them the single largest 
consumers of electricity accounting for over 60% of total electricity usage.  
Even though electric machines are more energy efficient compared to an 
equivalent fossil fuel engine in terms of power rating, due to wide spread use of electric 
machines in all sectors as discussed previously, the energy efficiency of electric motor 
drive systems is extremely important. For a motor drive system, the electricity usage 
accounts for 97% of the total lifetime costs of the drive where other 3% includes purchase, 
commissioning and maintenance [3]. Currently, only 3% of motor drive systems use some 
form of speed or torque control, commonly in the form of a variable frequency drive (VFD). 
Use of VFDs alone could reduce the motor drive energy usage by 1/5th , and the VFD 
powered motor drive systems penetration is estimated to reach 40% of newly installed 
motor drive systems [4], [5]. To achieve even better motor drive efficiency, machine and 
power electronics designs were optimized to minimize power losses (offline methods) and 
more advanced control algorithms have been developed (online methods) for better 
system performance and even higher efficiency. Offline methods minimize the machine 
and electronic losses by optimizing, through design, the physical properties of the 
elements of the motor drive system such as rotor cage and stator shape, dimensions, 
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winding type and material, semiconductor devices materials compositions, layouts and 
manufacturing process so that the devices are as efficient as possible under designed 
conditions. Offline energy optimization methods are constantly on and work without user 
input, however they are very inflexible. Once offline methods are implemented they 
cannot be changed without physically altering or reconfiguring the system and often work 
only under specific operating conditions of the device. Advanced control algorithms rely 
on the modeling of motors and power electronics to achieve better system performance. 
Vector control algorithms such as field oriented control (FOC) or direct torque control 
(DTC) result in better system torque or speed performance per given energy input. Other 
family of algorithms, meant to compliment the main control algorithm, are known as loss 
minimization algorithms, and reduce the energy used by the drive while having a minimal 
impact on machine performance. These loss minimization algorithms leverage physical 
properties of electric machines and power electronics supplying it to improve efficiency 
[6]–[12].  
Gasoline and diesel engines currently have a monopoly on traction drive trains, 
however unstable oil prices and political as well as environmental concerns have allowed 
for a resurgence of electric traction drive trains. Increase in number of traction motor drive 
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trains will require more robust, fault-less and energy efficient operation of such platforms 
necessitating further research into those topics [13], [14]. 
Thanks to the economies of scale, even small improvements of the energy 
efficiency of any of the components of the motor drive system will result in large energy 
savings on the generation side, large monetary saving for the machine operator and will 
benefit the environment by reducing pollution [15], [16]. 
1.3 CHALLENGES 
System modeling allows for better control and predictability which in turn results in 
better motor drive system characteristics and performance [17]. Such improvements 
would result in better process control which might be as simple as maintaining optimal 
room temperature regardless of conditions, to maintaining a correct actuator pressure 
which keeps the rudder in a correct position to preserve the correct heading of an airplane 
in constantly changing atmospheric conditions. As discussed in Section 1.1, a motor drive 
system consists of many components interacting with each other. Some of those 
interactions include high frequency and harmonic content signals such as in PWM 
switching, low frequency interactions in filtering and supply, electro-magnetic interaction 
between rotor and stator of the electric machine, electro-mechanics and mechanics such 
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as rotor-load and bearing or shaft properties. Often the elements can be modeled 
separately with good accuracy, however when configured into a system their behavior is 
hard to model analytically. Hence, a development of a single closed form solution 
mathematical expression for the overall motor drive system, which includes all of those 
interactions, becomes a very difficult and time-consuming task. The constant requirement 
for an increase of the motor drive system performance [18] requires increasingly more 
accurate models to predict the behavior of the system. 
1.4 CONTRIBUTION 
Very little work has been done where a motor drive system is modeled as a whole and 
almost all modeling work has been geared towards a specific motor drive setup. To satisfy 
the constant need for the improved performance, better modeling methods which will 
provide better understanding of the motor drive system are required. As there are many 
possible combinations of motor drive system, the modeling methodology should be 
flexible and easily adaptable so that it can be applied to any, or at least a large number of 
the possible motor drive system combinations.  
In this thesis, a motor drive modeling method is presented, which satisfies such criteria 
by focusing on the most efficient operation and its prediction of the motor drive system 
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behavior. Unlike existing works, the motor drive system is treated as a unit and it is to be 
modeled as such. The proposed methodology is based on physical measurements 
extracted from a physical motor drive system, and it includes all of the possible 
interactions that occur inside it, regardless of their complexity or magnitude. The model 
developed can be considered as completely comprehensive where nothing is 
approximated, assumed, or ignored compared to other modeling approaches. Even 
though the work presented here focuses on modeling of the efficiency of motor drive 
system, the modeling process is very easily modified, where only modification to data 
processing is needed, to represent the behavior of the power losses that are occurring in 
the motor drive system. 
This thesis has the following structure. Section 2 provides a literature review that gives 
an overview of the color box modeling and their approaches, as well as a compressive 
review of the motor drive system losses and their modeling approaches. Focus is on 
induction machine drive system losses. Section 3 provides the overview of the modeling 
methodology proposed. Section 4 details the implementation of this methodology, 
including the motor drive system used for experiments and validations, as well as the 
mathematical details of the models used. Section 5 presents results including the accuracy 
10 
 
of the models on the training and validation data sets. Section 6 discusses the results 
obtained from the created models, presents hardware implementation of one of the 
behavioral models, and validates the models against the current analytical understanding 
of the efficiency behavior of the motor drive system. Finally, Section 7 concludes the thesis. 
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2 LITERATURE REVIEW 
2.1 COLOR MODELS 
 A system can be thought to be enclosed in a box, where its color describes our 
knowledge and access to the system. In a clear-box model, full access to the system is 
given and its internal phenomena can be observed and described using physics-based 
mathematical equations. In a gray box model, some parts of the models are accessible 
and some of its defining characteristic can be described while others are obfuscated or 
cannot be easily described using physics based mathematical equations. A black box 
where the internals of the system cannot be detected and only the input and output can 
be observed, will result in different modeling approaches and different models. The box 
color vs the knowledge of the system is summarized in Figure 2. 
Black Box Clear BoxGray Box
System Knowledge
Minimal Extensive
 
Figure 2. Color Box Modeling 
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2.1.1 WHITE BOX MODELING 
 White box modeling, also known as clear or glass box modeling, analytical or 
mathematical modeling, is the most desirable method of system modeling as it is purely 
theoretical. In clear box modeling the internal mechanisms of the system are exposed and 
are easily accessible, for example the detailed electrical schematics of a circuit, mechanical 
drawings of the device or the source code of the algorithm. Such accessibility to and 
knowledge of the system allows for measurement of the physical properties of the system 
such as weight, electrical or heat resistance, stiffness, friction coefficients, physical 
dimensions or other defining physical parameters. This detailed knowledge allows for the 
development of an accurate model, based on actual physical phenomena occurring in the 
system, in the form of equations based on measurable parameters. Models which are 
based on physical phenomena and parameters, allow for development of advanced and 
high performance control, over all aspects of the system, be it position, velocity, power 
losses or other quantities. Analytical modeling however has its drawbacks—It inherently 
requires in-depth knowledge which might be difficult to formalize. It also requires 
complete parametrization of the system, which might not be easy to obtain or perform 
and can be corrupted by calculation or measurement errors. Moreover, expressing 
physical phenomena in the form of mathematical expressions is very difficult. Purely 
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theoretical nature of modeling makes derivations of analytical models very difficult, labor 
intensive, and sometimes an impossible endeavor [19], [20]. 
2.1.2 GRAY BOX MODELING 
Most of the models used in science and engineering, fall under the classification of 
gray box model, specifically light gray models. In light gray box model underlying physical 
principles are understood but cannot be modeled without approximation and/or 
generalization. Such simplifications allow the system to be analyzed with much less effort 
as compared to a white box approach and without significant loss of the model accuracy. 
In general, simplifications performed on the models include, but are not limited to: 
linearization, zero-pole reduction, lumped abstractions, steady-state analysis, and small 
signal ignorance. These simplifications allow the system to be represented in either state-
space or transfer function forms with finite dimension, or as a set of partial or ordinary 
differential or difference equations with finite number of parameters. Using those 
representations, the system behavior can be predicted and/or a responsive closed-loop 
control system developed. However due to simplifications and approximations taken 
during the modeling process, the closed-loop system will behave sub-optimally even 
though the model developed suggests that the system should behave optimally.   
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In dark-gray-box models with a larger portion of the system knowledge missing, 
the modeling relies more heavily on regression. In such models, an appropriate set of 
parameters for a set of equations chosen by the user to describe the system, which might 
not fully reflect physical properties of the system, is to be found so that they replicate the 
system behavior [21], [22]. 
The gray-box models are a very good compromise between the black- and white-
box approaches, and are very useful and popular in science and engineering. Even though 
they are based on simplified mathematical descriptions of the actual physical phenomena, 
they still provide very valuable insight into the system, which allows scientists and 
engineers to correctly and effectively control the system. 
2.1.3 BLACK BOX MODELING 
 In black box modeling, the internal workings of the system to be modeled are 
completely unknown, and only limited observations can be made about the system. This 
limitation could be caused by complexity and size of the system of interest (such as 
environmental ecosystems) or deliberate efforts (for example compiled, executable code). 
Often observations are limited to the system input, its response, and control parameters 
which are actual physical measurements. In such models, the internal or physics dynamics 
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are completely disregarded and only the input-output-control behaviors are modeled. As 
the internals of the system are unknown, modeling takes a different approach. In general, 
black box models are statistical or probabilistic in nature. Often, a regression-based 
approach is used where a certain mathematical formula, also known as a kernel, is fit to 
the partitioned data, known as splines, where tunable parameters of the kernel are 
adjusted so that the fit to the data is optimal.  
 Black box modeling has a significant benefit, it takes into account all possible 
internal interactions in the system regardless of magnitude or origin, which makes such 
models comprehensive. Moreover, since black-box modeling does not require knowledge 
about the system that it is modeling, it is a very flexible and any system can be described 
by it, be it an electrical circuit, mechanical device, computer algorithm, physiological 
processes or human brain as long as input and output can be observed. However, the 
black box models have their limitations. Since they are not based on physics, they have 
limited applicability in pure system control and regulation. Additionally, due to the neglect 
of physical phenomena, the behavioral black-box models can generate erroneous 
predictions and estimations, especially when the training data is incomplete, noisy, or 
incorrect, and when the person interpreting results is inexperienced or does not have a 
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certain level of intuition about the system. Sensitivity analysis of black-box models due to 
parameter variations within the system are also difficult if not impossible to perform. In 
general, those models are used for prediction, where the future behavior of the system is 
predicted based on prior knowledge of past system behavior. Also the performance of the 
models developed are subject to the bias of the person overseeing the model training, 
validation and testing, in addition to measurement errors [23], [24]. 
2.2 MOTOR DRIVE SYSTEM MODELING 
2.2.1 MOTOR DRIVE SYSTEMS MODELING 
Modeling electric motors and drives as a system has been extensively researched 
and is fundamental for motor drive efficiency analysis as well as control design, reliability 
testing, and fault diagnosis. Researchers wrote educational books and manuals outlining 
basic and advanced analytical modeling of electric machines, power electronics as well as 
applicable control methods [25], [26].  With the popularity and market penetration of 
motor drive systems, more applicable modeling approaches were required and 
researchers developed more advanced and application-specific models. Reliability models 
for application in electric vehicles [27], in specific industries [28], survivability of the motor 
drive systems in different fault permutations [29], and fault mitigation algorithms [30] 
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were developed. Researchers developed models which allow for better control of multiple 
and multiphase motor drive systems in different configurations [31], [32]. Others’ efforts 
developed simplified models which would decrease computation time and effort without 
loss of accuracy to represent dynamic behavior of motor drive systems with focus given 
to grid power quality impact on the drive behavior [33], [34].  Some researchers, deviated 
from the analytic modeling approach, and used gray-box methods to estimate motor 
parameters from measured data, then simulated the system using those models [35], [36]. 
Others used neural networks for control of differently implemented motor drive systems 
and compared them against standard control such as proportional-integral-derivative 
control (PID) and for parameter variation compensation [37]–[39]. Finally researchers 
explored black and dark-gray modeling approaches using a behavioral approach to model 
the electromagnetic noise and interference (EMI) radiated and conducted from motor 
drive systems based on parasitic components and system architectures [40]–[42]. Other 
behavioral models were introduced to model the torque-speed characteristics of an SRM, 
where input current was related to the torque and speed of the machine, which greatly 
simplified the model, making it usable for electric aircraft simulations [43].  
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2.2.2 MOTOR DRIVE SYSTEM LOSSES AND EFFICIENCY MODELING 
Past efforts that focused on losses have extensively studied individual induction 
machine and inverter models [44]–[48], including impact of inverter topologies [49] and 
switching schemes on its losses. Research on the combined drive system efficiency is 
relatively rare. As for those drive efficiency studies e.g. [50], [51], certain power losses are 
ignored, assumed, or approximated as discussed before. Analysis is sometimes performed 
on very specific hardware setup and motor conditions which will not scale or transfer well 
[52], [53]. Moreover, the drive system has different maximum efficiency operating points 
than the individual motor or inverter [54], [55] making the derivation of the maximum 
efficiency point of the overall motor drive system a non-trivial task. 
Some electric motor drive losses are well understood and modeled analytically with 
closed form solutions while others are accounted for using FEM-based simulations. 
Methods of defining motor parameters on which loss models are based have well 
established testing procedures [56], [57] and efforts were done to adapt and improve the 
accuracy of the standard testing procedure for in field commissioning and testing to 
improve motor drive performance [58]. Still, some of the losses are approximated due to 
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the difficulty of modeling or ignored due their small magnitude compared to dominating 
machine or electronic losses.  
In general, power losses in an induction motor drive system can be split into the 
following categories: power conversion losses, which include semiconductor conduction 
and switching losses in rectifier, inverter, and other power electronics stages [59], which 
are generally included in efficiency calculations, and stray electrical losses due to filtering 
[60] or harmonics [61] and which are commonly ignored. Other losses in the motor drive 
system originate from the machine and can be divided in to copper, iron or core, friction, 
windage and stray losses; machine copper losses are well understood and modeled [62]–
[64] and included in efficiency models. Core losses are also well understood but hard to 
model and are often approximated in loss models with increasingly higher accuracy using 
analytical methods under both sinusoidal and PWM sources [65]–[67], and FEM or other 
simulations, e.g. [68]. Rotor-side losses were also researched extensively and are very well 
described and understood including how they change with rotor material, finish, and 
geometry [69]–[71], and PWM frequency e.g. [72], [73]; they were estimated using Kalman 
filters [74], FEM based simulations e.g. [75] and different novel models, e.g. [76]. Friction 
and windage losses which encompass mechanical losses including friction and air 
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resistance, were also addressed in previous research, where their magnitude was 
evaluated both analytically and experimentally for different sized motors with mixed 
success e.g. [77]. Stray losses account for any other losses in the system and were also 
extensively investigated under different sinusoidal frequencies [78], incorporated into the 
equivalent circuit [79], and analyzed based on their origin [80], [81]. Friction, windage and 
stray losses have been approximated or ignored in most drive-level efficiency models due 
to their complexity and hardware dependency. Upon in-depth analysis of the motor drive 
power loss and efficiency modeling literature, approximately up to 10% of losses in the 
motor drive system are either approximated or simply ignored.  
From the literature discussed, it is clear that loss analysis in motor drive systems for 
the purpose of efficiency modeling is not a trivial task due to the difficulty of modeling 
electrical, magnetic, mechanical, and thermal interactions taking place in a motor drive 
system. Overall loss or efficiency models are highly dependent on the hardware used and 
are not easily adaptable.  
Thus, a comprehensive model of the whole motor drive system, which 1) can be easily 
adapted to different hardware configurations, and 2) combines the effects of motor and 
inverter interaction with all inherent losses and non-idealities, is missing from the 
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literature as demonstrated in this section. This thesis addresses this gap by proposing a 
comprehensive modeling approach based on physical measurements to include all of the 
drive system losses and is easily adaptable. Compared to analytical models that are still 
very useful for simulations, controller design, and other purposes, behavioral modeling 
efforts presented here are insensitive to errors which could occur in machine 
characterization, but physical measurements have to be accurate. Another positive aspect 
of the proposed approach is that many of the measurements needed are typically 
available to engineers or end-users during design, testing, commissioning, and/or field 
implementation phases. It is important to note, however, that resulting behavioral models 
are as accurate as available measurements and modeling tools.   
2.2.3 EFFICIENCY CONTOURS  
Increasing popularity and availability of VFDs, speed control over the electric 
machines became easier and accessible to more users. As mentioned in Section 1 a VFD 
equipped motor drive will consume much less energy as compared to non-VFD motor 
drive system. To better understand the behavior of the motor drive system with regard to 
the machine load and commanded speed a new idea of representing the motor drive 
efficiency was introduced and it is called efficiency contours. Such contours visualize the 
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efficiency of an electric machine, or VFD or both based on physical power measurements 
with respect to the machine load torque and speed in form a color-coded contour map. 
Such efficiency contours and maps can be used to estimate system efficiency at given 
operating setpoints, plan trajectories for energy optimal load and/or speed change, 
energy optimization, and system operational cost estimation. Efficiency maps are very 
useful and popular in applications where speed and/or load of the machine can change 
rapidly (such as traction motor drive systems). However, they can be applied to a motor 
drive system in any application. Efficiency maps focus on only one aspect of the system 
that is the efficiency behavior vs the speed and torque and also require densely populated 
experimental data sets which might be difficult to obtain for high output motor drive 
systems. An example of efficiency contours developed for motor drive setup in [82] are 
shown in Figure 3 [82]–[85]. 
   
a) Motor b) Inverter c) Drive and Motor Combined 
Figure 3. Efficiency Curves Developed in [82] 
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3 METHODOLOGY 
Given an electric motor drive system, which could consist of any combination of 
components described in Section 1.1 and is used for any appropriate application, 
generally input power PIN is the electrical power consumed by the system and it is 
calculated directly from DC or AC current and voltage measurements. The output power 
POUT of the system in general is mechanical power which is calculated as a product of the 
mechanical speed (ω) and torque (τ) measurements at the shaft of the machine or their 
estimates. The control algorithm maintains the correct torque and/or speed of the system 
based on internal control quantities Q, which are dependent on the control algorithm 
implemented i.e. stator flux magnitude in open-loop V/Hz control, stator flux vectors  
and  in direct torque control, or rotor fluxes d and q in field oriented vector control. 
The control quantity of a motor drive control algorithm Q, can be adjusted 
independently of other variables or parameters, such as speed setpoint or torque required 
by the load. Changes in Q causes alterations to some physical aspects of the system e.g. 
motor voltage and/or current, or switching devices switching frequency in AC-DC and/or 
DC-AC conversion, which are not measured or observed. Changes in those physical 
24 
 
aspects in turn have a measureable impact on the performance and behavior of the 
system, be it the input voltage or current and/or torque or rotational speed of the motor, 
which are measured or estimated. Hence change in Q has an indirect impact on input 
power Pin and/or output power Pout of the motor drive system. 
 For a given motor drive system setup, a set QT describes and includes all of the 
possible values that Q can take. Using the motor drive to be modeled an experiment, 
using some desired setpoints, is run where the control quantity Q1 from QT is used as an 
input to the control algorithm, and the observed input power is Pin1 and output power is 
Pout1. Another experiment is performed where Q2 from QT, where Q1 differs from Q2, is 
used, and observed input power is Pin2 and observed output power is Pout2. The experiment 
is performed N times and each experiment has unique Q from QT, where N is user 
specified. In each experiment the control quantity Q, input power Pin and output power 
Pout were recorded and stored, and are gathered into ordered sets of {Q1, Q2, ..., QN }, {Pin1, 
Pin2, …, PinN}, {Pout1, Pout2, …, PoutN} and is referred to as a raw training set. The raw raining 
set size depends on the number of experiments N and can be of arbitrary user specified 
size, shape and density. 
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Raw training data set  {Pin1, Pin2, …, PinN}, {Pout1, Pout2, …, PoutN}, and {Q1, Q2, ..., QN} is 
processed or transformed to extract the desired information e.g. system efficiency, total 
system losses and/or their distribution, thermal behavior and becomes a training data set. 
The training data set is then used to create a comprehensive behavioral black box model 
using appropriate modeling approach, which can be based on interpolation, regression, 
statistics and/or probability. Such model will relate transformed input, output and control 
values of the training data set to each other. Once the behavioral black box model has 
been established it can be used to predict the behavior of the system. Based on the data 
processing and model creation procedure the resulting model can be used to predict the 
output power Pout of the system based on the control quantity Q and input power Pin. 
However, of bigger interest is a model which is able to predict the control quantity Q* for 
given operating condition of the motor (Pin, Pout) so that the motor drive system operates 
most efficiently. i.e. Pin is at minimum while Pout is unaffected. For certain set of input and 
output power combination from all of the possible combination of the considered motor 
drive system {(Pin1, Pout1), (Pin2, Pout2), …., (Pink, Poutk)} will result in a set of predicted quantities 
for most efficient operation {Q1*, Q2*, …, Qk*}. It is also important to note that the input 
and output power used in the training sets {Pin1, Pin2, …, PinN}, {Pout1, Pout2, …, PoutN} and input 
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and output power used most efficient parameter predictions sets {(Pin1, Pout1), (Pin2, Pout2), 
…., (Pink, Poutk)} might have elements which are identical. The modeling approach is 
summarized as a block diagram in Figure 4. 
The black box model can be utilized for different purposes. Of most interests would 
be its implementation onto a control platform as an integral part of the control loop to 
predict control quantities setting for most efficient operation. This can be done either 
directly, as a function through available software packages which would calculate the 
desired parameters in real- or near real-time, or as a simple lookup table that is stored in 
the embedded control platform memory. The look-up table elements would be populated 
with pre-calculated or estimated conditions of the system, where the control platform 
performs a simple search to extract the desired parameter. Regardless of the usage of the 
resulting model, the main goal is to achieve a relationship between the set points or 
control variables Q and the input and output power as well as losses of the system to 
achieve the optimal control set point for current operating conditions. 
Additionally, the methodology presented here can be easily modified to model 
different aspects of the system, or to include different or more control parameters which 
could include thermal and other operational factors.  
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Figure 4. Overview of the Comprehensive Behavioral Modeling of Motor Drive Systems  
28 
 
4 IMPLEMENTATION 
4.1 HARDWARE PLATFORM 
The motor drive system used to gather data for comprehensive behavioral models 
training and validation, as well as the real-time control implementation, consists of a high 
power DC supply, a three-level three-phase inverter, a 4-pole 1.5hp three-phase squirrel-
cage induction motor, and a dynamometer which was used to load the induction machine 
with torque. The induction machine was controlled using a V/Hz algorithm implemented 
through the dSPACE DS1104 control platform. The observed and measured quantities 
included DC voltage 𝑉𝐷𝐶 and current 𝐼𝐷𝐶 from the DC power supply, where the input power 
was defined as the product of those quantities 𝑃𝑖𝑛 = 𝑃𝐷𝐶 = 𝑉𝐷𝐶 × 𝐼𝐷𝐶; the mechanical shaft 
speed  𝜔 and torque 𝜏, and the output power was considered to be the mechanical power 
at the shaft of the motor defined as a product of mechanical speed and torque 𝑃𝑜𝑢𝑡 = 𝑃𝑀 =
   𝜔 × 𝜏.  Input and output power measurements were recorded and calculated through 
dSPACE DS1104 along with the control algorithm parameters, commanded speed 𝜔𝑐𝑚𝑑 
and stator flux magnitude which is approximated as the V/Hz ratio on the stator side. The 
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measurements were recorded as an ordered set {𝑃𝑖𝑛, 𝑃𝑜𝑢𝑡, 𝜔𝑐𝑚𝑑, 𝑉/𝐻𝑧} and stored to be 
later used for model training and validation. 
The system was run under eight different power load conditions, 100%, 80%, 75%, 
50%, 33%, 25%, 19%, 10%, where the power load is defined as the percentage of the rated 
machine power which is applied to the motor shaft through the dynamometer torque 𝜏 
and the machine speed which is set at rated electrical frequency of the machine of 60Hz; 
therefore, load can be expressed as  𝑃𝑚 𝑃𝑚,𝑅𝑎𝑡𝑒𝑑
⁄ , where Pm,Rated was calibrated at the rated 
electrical frequency of 60Hz. For each load condition considered, the stator flux 
magnitude, V/Hz ratio, was weakened from the rated value and for each step the ordered 
set {𝑃𝑖𝑛, 𝑃𝑜𝑢𝑡, 𝜔𝑐𝑚𝑑, 𝑉/𝐻𝑧} was recorded and stored. The V/Hz ratio was lowered until the 
machine was unable to support the mechanical torque applied by the dynamometer at 
which the machine stalled (a state where electrical power is provided to the machine but 
it no longer rotates or moves). Figure 5 summarizes in a block diagram the motor drive 
system setup used, and Figure 6 shows a picture of the experimental setup.  
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Figure 5. Block Diagram of the Experimental Data Capture Setup 
 
Figure 6. Experimental Hardware Setup 
It is important to mention that the details of the hardware setup, such as motor, 
inverter or power source type, control algorithm used and motor loading method are 
irrelevant to the black box modeling approach used here, since it does not require any 
prior knowledge of the system. The motor drive system setup can be changed completely 
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and as long as the input and output power and main control algorithm parameter can be 
measured, extracted, or estimated, the proposed methodology and modeling approach 
remain exactly the same. It is also worth mentioning that the methods to measure or 
estimate parameters and quantities is irrelevant to the modeling methodology; available 
internal or inherent measurements, external sensors, or estimates can be used without 
any changes to the modeling principles. 
4.2 DATA PROCESSING AND MODELING OVERVIEW 
Data captured on the hardware setup described Section 4.1 was processed, by 
extracting the overall system efficiency (𝜂) for a given load and V/Hz ratio where 𝜂 was 
calculated as,  
𝜼(𝑽 𝑯𝒛⁄ , 𝑳𝒐𝒂𝒅) =
𝑷𝒐𝒖𝒕(
𝑽
𝑯𝒛⁄ ,𝑳𝒐𝒂𝒅)
𝑷𝒊𝒏(
𝑽
𝑯𝒛⁄ ,𝑳𝒐𝒂𝒅)
× 𝟏𝟎𝟎%. (1) 
The motor speed was a fixed control set point through a fixed electrical frequency of 60Hz, 
while the power load is variable through the dynamometer. The V/Hz ratio is a free control 
variable that can be set independently of others. In induction motor drives, the V/Hz 
parameter can be used to optimize the energy efficiency where flux weakening results in 
32 
 
efficiency improvements of the combined motor drive system especially at medium and 
low loads [86]–[88].  
After processing, the data has two independent variables, that is the percent load 
torque and V/Hz ratio, and one independent variable, namely 𝜂. The output of the trained 
models can be considered as a 3D surface, for ease of visualization of the interactions 
between the load torque, V/Hz ratio, and 𝜂. Hence, throughout the thesis, the terms 3D 
surface, model, and surface fit have the same meaning and will be used interchangeably. 
The data processing as well as the modeling methodology is summarized as a block 
diagram in Figure 7.  
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Figure 7. Data Processing and Model Creation Block Diagram 
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It is also important to note that a simple change in data processing where losses 
instead of efficiency are calculated 𝑃𝑙𝑜𝑠𝑠(
𝑉
𝐻𝑧⁄ , 𝐿𝑜𝑎𝑑) = 𝑃𝑖𝑛(
𝑉
𝐻𝑧⁄ , 𝐿𝑜𝑎𝑑) − 𝑃𝑜𝑢𝑡(
𝑉
𝐻𝑧⁄ , 𝐿𝑜𝑎𝑑)   
will allow to model the motor drive system losses behavior without any other changes to 
the modeling approach 
4.3 BEHAVIORAL MODELS  
Two main approaches to the behavioral black box modeling were used. The first 
approach was based on interpolation, where the behavioral modes were trained 3D 
surface interpolations, resulting in either a spline or single equation surface. The second 
approach focused on more advanced statistical regression and neural networks based 
methods such as regression vector machines, Gaussian processes regression, advanced 
regression methods, ensemble models and regression trees. The two approaches are very 
similar and solve the same problem using different approaches with subtle difference.  
In interpolation, in general, for the training data on which the interpolation is 
performed, (𝑥𝑖 , 𝑦𝑖) the condition 𝐹(𝑥𝑖)  =  𝑦𝑖  is a hard condition that has to be met and the 
approximating function  𝐹 is judged on the accuracy of the fit (the error). In regression 
approaches, a different function often referred to as a cost function, specified by the user, 
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is to be minimized for the (𝑥𝑖 , 𝑦𝑖) data set with respect to the approximating function. In 
other words, the interpolation problem looks for parameters of 𝐹 which satisfies 𝐹(𝑥𝑖)  =
 𝑦𝑖 for all x in the data set, while regression searches for 𝐹 and its parameters such that 
𝐹(𝑥𝑖) ≈  𝑦𝑖 and ∑ 𝐶(𝑥𝑖)
𝑎𝑙𝑙 𝑖
𝑖=1 , where 𝐶(𝑥),  a user defined cost function, is at its minimum. 
4.3.1 3D SURFACE INTERPOLATION BEHAVIORAL MODELS 
For 3D surface interpolation methods, a total of seven different surface fits or 
behavioral models were used, namely thin-plate spline; biharmonic, cubic, and linear 
interpolation; quadratic and linear locally weighed scatterplot smoothing (LOWESS); and 
polynomial interpolation with 𝑥 of order 5 and 𝑦 of order 4.  
4.3.1.1 Thin Plate Spline 
Thin plate spline is a method where each spline, a section of surface around a 
training point, is defined by the following equation (also known as kernel function),  
𝑧(𝑥, 𝑦) = −(𝑓) log (√(𝑓)) =  −𝑈(𝑓) (2) 
where f can be any arbitrary function of x, y, and U satisfy the following property 
∆2𝑈 = (
∂2
∂x2
+
𝜕2
𝜕𝑦2
)
2
𝑈 ∝ 𝛿0,0 
(3) 
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where 𝛿0,0 is a 3-dimmensinal version of the delta impulse function, i.e. 0 at all values 
except (0,0) where it has a value of ∞ and its integral is equal to 1. Such a property makes 
U a fundamental solution to the biharmonic equation  
∆2𝜑 = ∇4𝜑 =  ∑ ∑ 𝜕𝑖𝜕𝑖𝜕𝑗𝜕𝑗 𝜑
𝑛
𝑗=1
𝑛
𝑖=1
= 0 (4) 
where n is the number of dimensions considered. To find the optimal solution which will 
result in an optimal data fit, the thin plate spline plate spline energy function defined as  
𝐸𝑡𝑝𝑠(𝑓) =  ∑||𝑦𝑖 − 𝑓(𝑥𝑖)||
2
𝑘
𝑖=1
 (5) 
for the rigid form thin plate spline, and  
𝐸𝑡𝑝𝑠,𝑠𝑚𝑜𝑜𝑡ℎ(𝑓) =  ∑||𝑦𝑖 − 𝑓(𝑥𝑖)||
2
𝑘
𝑖=1
+ 𝜆 ∫ ∫ [(
𝜕𝑓2
𝜕𝑥2
)
2
+ 2 (
𝜕2𝑓
𝜕𝑥𝜕𝑦
)
2
+ (
𝑓
𝜕𝑦2
)
2
] 𝑑𝑥𝑑𝑦 (6) 
for the non-rigid form of the thin plate spline, where 𝜆 is a control parameter which 
decides how much a spline can deform. In has been shown that a unique minimizer f exits 
for any data set.  
Very often, the thin plate spline interpolation is compared to a sheet metal forming 
process, as it resists its shaping that occurs in order to fit to the interpolation data, similarly 
to a sheet metal that resists bending to conform it to the desired shape. Often the energy 
function of the thin plate spline is compared to the energy needed to shape the sheet 
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metal. The thin plate spline interpolation has been very popular as it produces smooth 
infinitely differentiable surfaces. It also does not have any free parameters that would 
require manual tuning, and finally it has closed form solutions for both the parameters of 
the function 𝑓 and the warping  parameter 𝜆 for each of the splines [89]–[91]. 
4.3.1.2 Biharmonic Interpolation  
Biharmonic interpolation is also a spline-based method. However, the 
solution to each spline obeys the biharmonic equation shown in Equation 4. Unlike 
the thin plate spline interpolation, the kernel function φ is not limited to the form 
of Equation 2, but can take any form as long as it obeys Equation 4. Generally, this 
results in splines which have polynomial kernels of varying degrees. As the thin 
plate spline interpolation, the biharmonic solution results is a smooth and 
differentiable surface. Moreover, biharmonic interpolation is identical to the 
Bezier surface formulation,  
f(x, y) =  ∑ ∑ Bi
n(x)Bj
m(y)zij
m
j=0
n
i=0
 (7) 
where 
Bi
n(x) =  (
n
i
) xi(1 − x)n−1 (8) 
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is called the Berstein polynomial, where n is the desired order of the polynomial, 
i is defined as i = 0,…,n, and zij are the control point values at (xi, y i). Biharmonic 
solution based 3D surfaces, are a part of the Bezier surfaces family, and have a 
property of being minimal surfaces, that is their surface area is smallest for the 
given training data [92], [93]. 
4.3.1.3 Cubic and Linear Interpolation  
Cubic and linear interpolation are also splined based methods. However, 
unlike in the last two cases where the kernel function has a complicated 
polynomial or logarithmic expression, in here the kernel function is per variable 
either linear or cubic. In its most basic form, the linear interpolation kernel 
function has a form of  
 𝑓(𝑥, 𝑦) = ∑ ∑ 𝑎𝑖𝑗𝑥
𝑖𝑦𝑗
1
𝑗=0
1
𝑖=0
 (9) 
and for cubic  
𝑓(𝑥, 𝑦) = ∑ ∑ 𝑎𝑖𝑗𝑥
𝑖𝑦𝑗
3
𝑗=0
3
𝑖=0
 (10) 
 In both cases, the interpolation problem comes down to solving for the 
values of the parameters aij so that the training data is met. For the cubic 
interpolation the parameters set aij is dependent on the spline type chosen. The 
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cubic spline with basic representation for the 3D case in Equation 10 can be 
expressed in its 2D Hermian form as, 
𝑓(𝑥) = (2𝑥3 − 3𝑥 + 𝑥)𝑦0 + (𝑥
3 − 2𝑥2 + 𝑥)𝑚0 + (−2𝑥
3 + 3𝑥2)𝑦1 + (𝑡
3 − 𝑡2)𝑚1 (11) 
where 𝑦0 is the initial and 𝑦1 is the final point of the spline, and 𝑚0 is the starting 
and 𝑚1 is the final tangent. For cubic interpolation, different spline types exist 
which define how the tangent m is calculated. A cubic finite difference spline has 
tangents of the form   
𝑚𝑘 =
𝑦𝑡+1−𝑦𝑡
2(𝑥𝑡+1−𝑥𝑡)
+
𝑦𝑡−𝑦𝑡−1
2(𝑦𝑡−𝑦𝑡−1)
. (12) 
A cardinal spline also known as a canonical has tangent  
𝑚𝑘 = (1 − 𝑐)
𝑦𝑡+1 − 𝑦𝑡−1
𝑥𝑡+1 − 𝑥𝑡−1
 (13) 
where 𝑐 is a tension parameter which must be between 0 and 1, (𝑥𝑡 , 𝑦𝑡) 𝑡 = 1 … 𝑛 are 
the control point to which the spline must pass through. When c is chosen to be 
0, the spline becomes a Catmull-Rom spline, and when it is 1 it becomes a zero 
tangent spline. Other more advanced splines include Kochanek-Bartels or 
monotone cubic splines. 
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The surface resulting from linear interpolation is very rough and has a lot 
of abrupt slope changes, since each spline is a simple rigid plane which does not 
bend, due to the low order of x and y. Hence linearly interpolated surface is 
difficult to differentiate. In the cubic interpolation each spline has more flexibility 
since the maximum x and y order is higher. This results in smooth surface that can 
be differentiated. The cubic and linear interpolation when used to create 3D 
surfaces, where there are two independent and one dependent variable, are 
generally referred to bicubic or bilinear, since they are a product of two cubic or 
linear terms in the sample location [94]–[97]. 
4.3.1.4 Local Scatter Plot Smoothing 
Local Scatter Plot Smoothing or LOWESS is a robust, non-parametric 
interpolation method that combines multiple regression models and k-nearest-
neighbor into a single metamodel. As all of the methods discussed previously, it 
is a spline-based method, where a LOWESS spline contains only one data point. 
To create a LOWESS model at each point in the training data set a predicting 
function is fit using a small subset of the training data. The points in the small 
subset of the training data is determined using nearest-neighbor algorithm based 
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on explanatory variable distance between point to be estimated and rest of the 
data points. Size of this subset is defined by a bandwidth or smoothing parameter. 
The predicting function is then fit using previously established data subset and 
weighing function, which gives more importance to the data points near the point 
to be predicted. In LOWESS approach, the predicting function can be arbitrarily 
chosen; however lower order polynomial functions are preferred to avoid model 
overfitting. The weighting function can also be arbitrary and popular choices 
include least squared and tri-cube weight function. Smoothing parameter or 
bandwidth as the name suggest controls how smooth the resulting LOWESS model 
is, and large values of such parameter will result in smooth LOWESS models . 
LOWESS methods are very flexible and have been used to successfully model 
and predict complex processes for which the analytical solutions do not exist or 
are very hard to define. However, LOWESS has three distinct disadvantages: first, 
it is very inefficient with data and computationally intensive as it needs to perform 
k-nearest-neighbor and a regression procedure on each point. It also requires a 
large densely populated data set for training to accurately predict the system 
under investigation so that the local regression is accurate; second, it produces a 
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very complex closed-from solution which is very hard to represent using normal 
mathematical equations thus making model sharing difficult; third, the LOWESS is 
very sensitive to outliers due to the nature of spline processing and outlier can 
decrease model performance. [98], [99]. 
4.3.1.5 Polynomial Interpolation 
Unlike previous methods considered, polynomial interpolation, is not a 
spline-based method. In this approach a single polynomial of the form   
𝑓(𝑥, 𝑦) = ∑ ∑ 𝑎𝑖𝑗𝑥
𝑖𝑦𝑗
𝑚
𝑗=0
𝑛
𝑖=0
 (14) 
is fit to the training data, where 𝑎𝑖𝑗  are polynomial coefficients which can take any 
real number value, corresponding to the polynomial term 𝑥𝑖𝑦𝑗 . The maximum 
power that can be reached by the 𝑥-term is 𝑛 while for y is 𝑚, where m and n are 
specified by the user. In the problem of the polynomial interpolation, the 
parameters 𝑎𝑖𝑗 need to be found so that the function 𝑓(𝑥, 𝑦) satisfies the training 
set by matching them exactly. Polynomial regression presents a couple of 
advantages over spline-based methods: First the resulting models have easily 
accessible and extractable closed-form solutions which are a combination of 
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power terms; Second, the resulting equations can be easily processed using trivial 
differential calculus, and their minima and maxima are easily derived [100], [101]. 
4.3.1.6 Metamodel 
  The number of possible models that can fit the data can be greatly expanded 
by creating a metamodel—a model consisting of many models. Unlike a spline-
based method where each spline has the same kernel function with different 
parameters, in a metamodel each spline, or submodel, has a different set of 
parameters and different kernel function describing it , which in turn can improve 
the performance of the model and/or reduce its complexity . For example, given 
data that is partially planar and partially quadratic, either quadratic or linear 
interpolation alone, will not result in a well-fitting model. However, by splitting the data 
into two sections and performing an appropriate interpolation, a metamodel that fits data 
very well is achieved. A simple example of a metamodel is shown in Figure 8 (a) consisting 
of a linear in x and y, the 1st sub-model in the green rectangle in Figure 8 (b) is valid for x 
greater than 5 and a quadratic in x and linear in y fit that is it can be described by an 
equation of the form a x2y. The 2nd sub-model in the yellow rectangle in Figure 8 (b) is 
valid for x less than 5.  
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(a) Clear (b) Highlighted 
Figure 8. Simple Metamodel Example 
4.3.2 ADVANCED BEHAVIORAL MODELING METHODS 
Advanced regression and machine learning methods were also used to create the 
behavioral models of the motor drive system discussed in Section 4.1. The models 
explored included support vector regression, Gaussian processes regression, ensemble 
regression models, and regression trees.  
4.3.2.1 Support Vector Regression  
Vector machines is a family of supervised learning algorithms which can be used 
for both regression, referred to as support vector regression (SVR), or classification, called 
support vector machines (SVM). SVMs are a very popular in binary classification problems 
due to their exceptionally good performance, and ease of training and implementation. 
In both regression and classification, vector machines use a kernel function to transform 
1st 
submodel 
2nd submodel 
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or map the training data to higher- or often infinite-dimensional space. With the data in 
higher dimensionality, the calculation of the hyperplane that will either separate the 
classes or describe the data becomes much easier. New predictors are then fed through 
the resulting vector machine to either assign it a new class or to predict the dependent 
variable. In general, support vector methods use non-linear programming, quadratic (QP) 
programming, or other minimization methods such as sequential minimal optimization 
(SMO) to find the minimum of the cost function and the parameters of the approximating 
or separating hyperplane.  
SVR is used to develop a model for the motor drive system. In general, the support-
vector-regression problem comes down to finding a hyperplane, so that the cost function 
specified is at its minimum. In general, SVR requires solution of the following problem:  
min
1
2
||𝑤2|| (15) 
subject to   
{
𝑦𝑖 −  〈𝑤, 𝑥𝑖〉 − 𝑏 ≤ 𝜖
 〈𝑤, 𝑥𝑖〉 + 𝑏 − 𝑦𝑖 ≤ 𝜖
 (16) 
where 𝑥𝑖 is the training sample with the target value of 𝑦𝑖, and 〈𝑤, 𝑥𝑖〉 is the inner product 
between the training sample and the normal vector to the approximate hyperplane 𝑤, and 
𝜖 is free parameter that defines how much the predicted value can deviate from the target 
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value [102], [103]. Some of the important parameters that can be adjusted in regression 
vector machines include; 1) kernel function which transforms the features into different 
subspace; 2) solver type that is used for solving the SVM problem and its properties that 
include integration limit, step size and different tolerances; and 3) shrinkage period which 
decides how often, i.e. how many iterations of the solver, the solver changes the active set 
(subset of data used to calculate the gradient vector). 
4.3.2.2 Gaussian Processes Regression 
 Gaussian Processes Regression (RGP), very often known as Kriging, is a method of 
data regression where systems are modeled by a Gaussian process governed by prior 
covariance. A Gaussian process is an approach where every point in space has a single or 
multivariate normal distribution associated with it in a form of a joint distribution. 
Originally developed for geostatistics and estimation of natural processes [104], it is 
currently applied to integrated circuit analysis and optimization [105], modeling of 
microwave devices [106] and used to accelerate FEM simulations [107]. 
In general, a linear regression model can be expressed as  
𝑦 = 𝑥𝑇𝛽 + 𝜖 (17) 
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where 𝑥𝑇 is the features vector consisting of 𝑛 observations {𝑥1, 𝑥2, … , 𝑥𝑛}, 𝛽 is a vector of 
parameters, and 𝜖  is an error term defined as 𝜖  ~ 𝑁(0, 𝜎2) where 𝛽  and 𝜎  are 
approximated from the training data. To modify model shown in Equation 17 from a linear 
regression to a Gaussian process, a latent variable 𝑓(𝑥𝑖) and an explicitly defined basis 
function ℎ are added. The basis function transforms the features vector 𝑥 from original 
dimensionality of ℝ𝑑 to different, generally higher dimensionality space ℝ𝑝, where d and 
p are numbers of free variables describing original and transformed feature spaces 
respectively. Given that the 𝑓(𝑥𝑖) is a Gaussian process, i.e. a finite set of random variables 
such that their joint distribution is Gaussian, then joint of 𝑥1, 𝑥2, … , 𝑥𝑛 is also Gaussian and 
𝑓(𝑥𝑖) can be described by its mean 𝑚(𝑥) and its covariance function (also known as kernel 
function) 𝑘(𝑥, 𝑥’) where  
𝐸[𝑓(𝑥)] = 𝑚(𝑥) (18) 
and  
𝑐𝑜𝑣(𝑓(𝑥), 𝑓(𝑥′)) = 𝐸[(𝑓(𝑥) − 𝑚(𝑥))(𝑓(𝑥′) − 𝑚(𝑥′))] =  𝑘(𝑥, 𝑥′) (19) 
which then can transform the model from Equation 17 to  
ℎ(𝑥)𝑇𝛽 + 𝑓(𝑥) (20) 
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where ℎ is the basis function and 𝑓(𝑥) ~ 𝐺𝑃(0, 𝑘(𝑥, 𝑥’)), which is a Gaussian process model. 
Then using model in Equation 20, a response 𝑦𝑖 can be obtained using Equation 21  
𝑃(𝑦𝑖|𝑓(𝑥𝑖), 𝑥𝑖)~𝑁(𝑥𝑖|ℎ(𝑥𝑖)
𝑇𝛽 + 𝑓(𝑥𝑖), 𝜎
2) (21) 
which predicts the probability of response 𝑦𝑖  for given input 𝑥𝑖 . From there either the 
range of the response within the desired probability range or the most probable response 
to the input 𝑥𝑖can be extracted  [108], [109]. Some of the main parameters for the Gaussian 
process regression include: 1) The fitting method, which affects how the algorithm 
estimates the parameters of the Gaussian process; 2) Basis function which specifics how 
the feature vector is transformed to higher dimensionality; 3) A distance method which 
defines how algorithm calculates the inter-point distances; 4) Prediction method which 
tells the algorithm how to calculate the probabilities of predictions; 5) The solver and its 
parameters which defines how the algorithm estimates its parameters; and 6) Kernel 
function which specifies how the covariance function is defined.  
4.3.2.3 Ensemble Models 
Ensemble Models, similarly to vector machines, can be used for either classification or 
regression. Ensemble models combine multiple, generally considered weak classifiers or 
regression methods such as linear, plug-in etc., which result in unsatisfactory performance 
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when used alone, into a single higher performance model. The resulting ensemble model 
often results in a better performance as compared to any of the weak models that were 
used to create the ensemble models, when considered alone. 
Most popular methods used for creating the ensemble models are bootstrap 
aggregating, also called bagging, where from the original set 𝐷, 𝑚 new training sets are 
created by sampling with replacement, and then 𝑚 models are created. The bagging 
method is very popular with decision or regression tree methods. Another popular 
method is boosting where weak learners are iteratively trained, and each new weak learner 
is trained on the data portion with largest error [110]–[112]. Parameters that can be 
adjusted in ensemble models include: 1) The number of learners to use as well as their 
type; and 2) The resample ratio that specifies a fraction that the data subsets used to train 
the learners overlap, and the type of boosting; and 3) A method in which way the weak 
learners are combined. 
4.3.2.4 Regression Trees 
The method of regression, decision and classification is an algorithm where the 
process of predicting the desired data can be represented in a form of a tree. The tree 
starts with a root node where an initial split is made, nodes which spilt based on possible 
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choices, and then the leaf node which contains the predicted response. In case of 
classification or decision, the response generally is either true or false, while for regression 
it is a numerical answer. A simple example of a decision tree whether to bring an umbrella 
based on atmospheric conditions is shown in Figure 9.  
Leaf nodes
Root nodeIs it raining?
Yes No
Yes
Cloudy 
Sky
Clear
Sky
Yes No
Nodes
 
Figure 9. Basic Decision Tree 
Benefits of tree-based decision or regression include its simplicity to be understood 
and interpreted by people, ease of identification of best- and worst-case scenarios, and 
ease of expansion to utilize a white box model if it is available. However, the trees-based 
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method can easily over-fit the system, where it predicts the training data very well 
however it does not perform well for validation data. Also, trees themselves can get very 
complex and interconnected with lots of nodes and branches.[113], [114].  
In regression tress, parameters that can be adjusted include: 1) Minimum leaf size 
which specifies  minimum number of leaf nodes that are in the tree; 2) Minimum number 
of branch node tells how many branches must at least go out from the branch (origin) 
node; and 3) Merging, pruning, and their parameters which decides whether leaf nodes 
can be either combined or completely removed based on merging on pruning impact on 
the tree’s performance; if trees were combined using tree bagger methods also adjusted 
can be 4) Number of trees that the algorithm combines; and 5) Data sampling methods.  
4.3.2.5 Regression 
Regression analysis is a statistical method of modeling used for establishing and 
estimating relationships between dependent variable, also called as criterion variable, and 
the independent variables, also referred to as predictors or explanatory variables. The 
regression analysis commonly focuses on predicting and forecasting a single dependent 
variable using multiple independent variables, however multivariate regression methods 
exists where independent variables are used to predict multiple dependent variables. The 
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regression modeling methods have very large overlap with the field of machine learning 
and are very similar to interpolation as mentioned earlier.  
In regression methodology, many techniques were developed to carry out variable 
dependence analysis. The most popular ones include parametric regression, where a finite 
set of parameters for explicitly defined regression function are found based on the 
training data. Parametric methods include linear, where linear function is fit to the data, 
polynomial where polynomial of desired order is fit to the predictors. In non-parametric 
regression, the regression function is not explicitly defined, but rather a family of functions 
is specified. In non-parametric regression, the regression function might be infinite-
dimensional, i.e. has infinite number of free varaibles. Another regression approach 
includes stepwise regression where the choice of the predictive model, variable, and 
variable importance is carried out by an automatic procedure, generally using techniques 
such as F- or t-test, R-squared, Akaike (AIC) or Bayesian information criterion (BIC). 
 In general, given data or independent variable 𝑌 =  {𝑦1, 𝑦2, . . 𝑦𝑛}, and the dependent 
variables matrix 𝑿 =  {𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏} consisting of observation vectors 𝒙𝒊 each consisting of 
m features 𝒙𝒏 = {𝑥𝑛1, 𝑥𝑛2, … , 𝑥𝑛𝑚}
𝑇 , a model 𝑓 that relates 𝑿 and 𝑌 can be created 
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𝑌 ≈ 𝑓(𝑿, 𝛽) 
where 𝛽 is a vector of unknown parameters that is to be estimated from the training data, 
and 𝑓  is either explicitly defined regression function or a function family. The set of 
parameters 𝛽  is chosen such that the cost function 𝐶  is at its minimum 
{𝛽: 𝑚𝑖𝑛 ∑ 𝐶(𝑓(𝑿, 𝛽), 𝑌)} [115]. In standard linear regression main parameters that defines 
the performance of the models is the model specification which defines either the 
regression function or family of functions 𝑓. For stepwise regression, the decision criterion 
can also be adjusted. The decision criterion quantifies the model performance so that best 
fitting model can be selected, and quantifies which free variable has the greatest impact 
on the model performance.  
 In the next chapter, the modeling approaches described in here will be applied to 
an experimental data extracted from the motor drive system gathered and processed as 
described in Section 4. First the experimental processed data is presented. After training 
data presentation behavioral models are shown for the surface interpolation methods 
followed by the advanced behavioral models. For each of the modeling approaches a 3D 
surface, 2D contour view of the surface and 2D contour view of the model error are 
presented. Additionally, numerical data, in form of a table, for each of the model is 
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presented. The numerical data consisted of model predicted efficiency and percentage 
error as compared to the experimental data. For all of the behavioral models the free 
variables included the V/Hz ratio which controls motor magnetic flux magnitude, and the 
power load which was represented as a percentage of the motor rated torque and 
efficiency of the motor drive system η was the parameter to be predicted.   
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5 BEHAVIORAL MOTOR DRIVE EFFICIENCY MODELS 
5.1 MOTOR DRIVE SYSTEM EFFICIENCY 
Using the hardware platform shown in Section 4.1, input and output power 
measurements of DC voltage, DC current, rotational speed, and mechanical torque were 
gathered and then processed as outlined in Section 4.2. The resulting data is shown in 
Figure 10 as a graphical representation while Table I shows the numerical results.  
 
Figure 10. Motor Drive System Efficiency vs. Load and V/Hz 3D representation 
55 
 
TABLE I. MOTOR DRIVE SYSTEM EFFICIENCY VS LOAD AND V/HZ NUMERICAL DATA 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.17 2 49.53 2 60.03 2 64.28 2 67.73 2 67.94 2 66.79 2 59.36 
1.9 43.48 1.9 50.20 1.9 60.16 1.9 63.53 1.95 68.59 1.99 68.25 1.97 65.39 1.99 57.67 
1.8 44.20 1.8 50.86 1.8 60.33 1.8 63.41 1.9 67.83 1.98 68.00 1.94 64.82 1.98 56.92 
1.7 44.45 1.7 51.54 1.7 60.22 1.7 61.36 1.85 67.24 1.97 67.68 1.91 63.00 1.97 56.56 
1.6 44.58 1.6 52.22 1.6 59.48 1.6 60.00 1.8 66.52 1.96 67.41 1.88 62.63 1.96 55.68 
1.5 45.14 1.5 51.17 1.5 58.49 1.5 58.01 1.75 65.49 1.95 67.10 1.85 61.48 1.95 55.20 
1.4 45.07 1.4 51.53 1.4 56.98 1.4 55.16 1.7 64.78 1.9 65.08   1.94 53.79 
1.3 44.88 1.3 48.81 1.3 54.62   1.6 62.19 1.85 63.53   1.93 52.74 
1.2 44.48 1.2 47.68 1.2 50.12   1.5 58.89 1.8 61.43   1.92 51.37 
1.1 43.84             1.91 50.43 
1 41.23             1.9 49.14 
0.9 34.31               
From Figure 10 and Table I, it is clear that the motor drive system behavior changes 
with varying load and V/Hz ratio. The raw data also illustrates that the optimal V/Hz ratio 
is different from rated, and different for each load as shown in Figure 11 where two 
example load lines were extracted and displayed as a 2D figure. 
 
Figure 11. 50% and 25% Load Lines of the Measured Efficiency V·s. V/Hz Ratio 
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5.2 TRAINING AND VALIDATION DATA 
To properly asses the performance of the behavioral modeling methods, the data 
gathered and presented in Section 5.1 was split into two sets, a training set which was 
used to train and develop the models discussed in Section 4.3, and a validation set which 
was not used for model training. The percentage error was calculated for both training 
and validation data sets to assess the performance of the models developed. The training 
data set included 100%, 75%, 50%, 25%, 10% power loads from the raw data gathered 
while the 80%, 33%, and 19% power loads were chosen as validation data to assess the 
performance of the models for a wide range of the motor drive system's operating 
conditions. Figure 12 shows the raw data, where the training data is represented in blue 
and validation data is displayed in red. 
 
Figure 12. Training and Validation Data Sets for Model Creation 
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5.3 SURFACE INTERPOLATION BEHAVIORAL MODELS 
Using the training data shown in Figure 12, the surfaces described in Section 4.3.1 
were created. The resulting surface and numerical data are shown in sections below. Due 
to small number of parameters that can be adjusted in interpolation, all models are 
presented in this thesis. 
5.3.1 LINEAR INTERPOLATION 
The linear interpolation 3D figure is shown in Figure 13, the 2D view of the surface 
is shown in Figure 14, and the error map is represented in Figure 15. The numerical data 
for the training and validation points are shown in Table II and the percentage error in 
Table III. 
 
Figure 13. Linear Interpolation 3D View 
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Figure 14. Linear Interpolation 2D View 
 
Figure 15. Linear Interpolation Percentage Error 2D View 
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TABLE II. NUMERICAL EFFICIENCY DATA FOR LINEAR INTERPOLATION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.17 2 53.29 2 60.03 2 62.49 2 67.73 2 67.73 2 66.23 2 59.36 
1.9 43.48 1.9 53.49 1.9 60.16 1.9 62.62 1.95 68.59 1.99 68.59 1.97 65.45 1.99 57.67 
1.8 44.20 1.8 53.88 1.8 60.33 1.8 62.31 1.9 67.83 1.98 67.83 1.94 63.79 1.98 56.92 
1.7 44.45 1.7 53.91 1.7 60.22 1.7 61.68 1.85 67.24 1.97 67.24 1.91 62.58 1.97 56.56 
1.6 44.58 1.6 53.52 1.6 59.48 1.6 60.35 1.8 66.52 1.96 66.52 1.88 61.27 1.96 55.68 
1.5 45.14 1.5 53.15 1.5 58.49 1.5 58.62 1.75 65.49 1.95 65.49 1.85 60.23 1.95 55.20 
1.4 45.07 1.4 52.21 1.4 56.98 1.4 56.84 1.7 64.78 1.9 64.78   1.94 53.79 
1.3 44.88 1.3 50.73 1.3 54.62   1.6 62.19 1.85 62.19   1.93 52.74 
1.2 44.48 1.2 47.87 1.2 50.12   1.5 58.89 1.8 58.89   1.92 51.37 
1.1 43.84             1.91 50.43 
1 41.23             1.9 49.14 
0.9 34.31               
TABLE III. NUMERICAL PERCENTAGE ERROR DATA FOR LINEAR INTERPOLATION BEHAVIORAL MODEL 
10% Load 
19% 
Load 
25% 
Load 
33% 
Load 
50% 
Load 
75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 9.05E-09 2 7.58 2 0 2 2.77 2 0 2 0 2 0.85 2 6.89E-09 
1.9 2.61E-10 1.9 6.55 1.9 0 1.9 1.43 1.95 0 1.99 0 1.97 0.10 1.99 5.79E-09 
1.8 1.12E-08 1.8 5.94 1.8 0 1.8 1.72 1.9 0 1.98 0 1.94 1.59 1.98 4.95E-10 
1.7 2.27E-09 1.7 4.61 1.7 0 1.7 0.51 1.85 0 1.97 0 1.91 0.66 1.97 4.84E-09 
1.6 5.52E-09 1.6 2.48 1.6 0 1.6 0.59 1.8 0 1.96 0 1.88 2.17 1.96 5.67E-09 
1.5 3.7E-09 1.5 3.87 1.5 0 1.5 1.04 1.75 0 1.95 0 1.85 2.02 1.95 3.58E-09 
1.4 8.75E-09 1.4 1.32 1.4 0 1.4 3.05 1.7 0 1.9 0   1.94 2.74E-09 
1.3 2.84E-10 1.3 3.92 1.3 0   1.6 0 1.85 0   1.93 2.38E-09 
1.2 1E-08 1.2 0.40 1.2 0   1.5 0 1.8 0   1.92 2.23E-09 
1.1 9.9E-09             1.91 7.68E-10 
1 9.78E-09             1.9 1.05E-09 
0.9 1.88E-09               
The spline based linear interpolation modeling approach was successful at 
representing and predicting the efficiency of the motor drive system. The best 
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models resulted in average errors of 1.87e-9% and 2.3%, maximum errors of 1.12e-8% 
and 7.58%, and minimum error of 0% and 0.1% for the training and validation data, 
respectively 
5.3.2  POLYNOMIAL INTERPOLATION 
The polynomial based behavioral model 3D surface is shown in Figure 16, while the 
2D view is in Figure 17 and the error map is presented in Figure 18. The numerical data 
for the polynomial is shown in Table IV for efficiency and Table V for percentage error. 
 
Figure 16. Polynomial Interpolation 3D View 
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Figure 17. Polynomial Interpolation 2D View 
 
Figure 18. Polynomial Interpolation Percentage Error 2D View 
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TABLE IV. NUMERICAL EFFICIENCY DATA FOR POLYNOMIAL INTERPOLATION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.25 2 54.85 2 59.90 2 64.24 2 68.08 2 68.15 2 67.48 2 58.97 
1.9 43.39 1.9 55.26 1.9 60.33 1.9 64.57 1.95 68.12 1.99 68.00 1.97 66.70 1.99 58.19 
1.8 44.05 1.8 55.61 1.8 60.42 1.8 64.28 1.9 67.83 1.98 67.82 1.94 65.68 1.98 57.36 
1.7 44.60 1.7 55.64 1.7 60.11 1.7 63.51 1.85 67.28 1.97 67.61 1.91 64.46 1.97 56.49 
1.6 44.86 1.6 55.34 1.6 59.45 1.6 62.39 1.8 66.53 1.96 67.38 1.88 63.05 1.96 55.58 
1.5 44.91 1.5 54.76 1.5 58.48 1.5 60.85 1.75 65.64 1.95 67.13 1.85 61.48 1.95 54.63 
1.4 44.89 1.4 53.91 1.4 57.04 1.4 58.51 1.7 64.63 1.9 65.56   1.94 53.65 
1.3 44.89 1.3 52.51 1.3 54.61   1.6 62.22 1.85 63.55   1.93 52.62 
1.2 44.74 1.2 49.89 1.2 50.11   1.5 58.90 1.8 61.21   1.92 51.56 
1.1 43.85             1.91 50.46 
1 41.04             1.9 49.33 
0.9 34.38               
TABLE V. NUMERICAL PERCENTAGE ERROR DATA FOR POLYNOMIAL INTERPOLATION BEHAVIORAL 
MODEL 
10% Load 19% Load 
25% 
Load 
33% 
Load 
50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 0.18 2 10.74 2 0.22 2 0.06 2 0.53 2 0.31 2 1.03 2 0.65 
1.9 0.21 1.9 10.06 1.9 0.27 1.9 1.64 1.95 0.67 1.99 0.37 1.97 2.01 1.99 0.90 
1.8 0.36 1.8 9.34 1.8 0.15 1.8 1.38 1.9 0.00 1.98 0.27 1.94 1.33 1.98 0.78 
1.7 0.34 1.7 7.97 1.7 0.18 1.7 3.50 1.85 0.06 1.97 0.10 1.91 2.32 1.97 0.11 
1.6 0.63 1.6 5.96 1.6 0.05 1.6 3.98 1.8 0.02 1.96 0.04 1.88 0.67 1.96 0.17 
1.5 0.53 1.5 7.02 1.5 0.02 1.5 4.90 1.75 0.23 1.95 0.05 1.85 0.00 1.95 1.02 
1.4 0.40 1.4 4.61 1.4 0.11 1.4 6.09 1.7 0.23 1.9 0.74   1.94 0.27 
1.3 0.01 1.3 7.58 1.3 0.03   1.6 0.05 1.85 0.04   1.93 0.23 
1.2 0.57 1.2 4.65 1.2 0.02   1.5 0.03 1.8 0.36   1.92 0.37 
1.1 0.03             1.91 0.07 
1 0.46             1.9 0.38 
0.9 0.21               
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The polynomial interpolation modeling approach was successful at 
representing and predicting the efficiency of the motor drive system. The best 
models resulted in average errors of 0.27% and 3.95%, maximum errors of 1.02% and 
10.74%, and minimum error of 0% and 0% for the training and validation data, respectively 
5.3.3 QUADRATIC LOWESS 
For the quadratic LOWESS 3D surface is shown in Figure 19, while the 2D view is 
Figure 20 and Figure 21 shows the 2D view of the model error. The efficiency numerical 
data is shown in Table VI and for the percentage error in Table VII. 
 
Figure 19. Quadratic LOWESS 3D View 
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Figure 20. Quadratic LOWESS 2D View 
 
Figure 21. Quadratic LOWESS Error 2D View 
65 
 
TABLE VI. NUMERICAL EFFICIENCY DATA FOR QUADRATIC LOWESS BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.13 2 54.35 2 60.01 2 65.32 2 67.84 2 68.27 2 68.36 2 58.83 
1.9 43.64 1.9 54.63 1.9 60.16 1.9 65.45 1.95 68.19 1.99 68.08 1.97 66.49 1.99 58.13 
1.8 44.14 1.8 54.96 1.8 60.34 1.8 65.12 1.9 67.92 1.98 67.84 1.94 65.91 1.98 57.37 
1.7 44.53 1.7 55.00 1.7 60.16 1.7 64.62 1.85 67.31 1.97 67.58 1.91 64.22 1.97 56.55 
1.6 44.82 1.6 54.74 1.6 59.48 1.6 63.38 1.8 66.50 1.96 67.30 1.88 62.69 1.96 55.67 
1.5 45.10 1.5 54.26 1.5 58.45 1.5 61.60 1.75 65.62 1.95 67.01 1.85 61.03 1.95 54.74 
1.4 45.32 1.4 53.44 1.4 56.89 1.4 59.12 1.7 64.66 1.9 65.36   1.94 53.74 
1.3 45.16 1.3 51.59 1.3 54.08   1.6 62.17 1.85 63.46   1.93 52.69 
1.2 44.87 1.2 49.53 1.2 50.35   1.5 58.93 1.8 61.45   1.92 51.58 
1.1 43.22             1.91 50.40 
1 39.98             1.9 49.16 
0.9 35.06               
TABLE VII. NUMERICAL PERCENTAGE ERROR DATA FOR QUADRATIC LOWESS BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 0.10 2 9.72 2 0.04 2 1.62 2 0.17 2 0.49 2 2.35 2 0.89 
1.9 0.35 1.9 8.81 1.9 0.01 1.9 3.03 1.95 0.57 1.99 0.25 1.97 1.69 1.99 0.79 
1.8 0.14 1.8 8.07 1.8 0.02 1.8 2.70 1.9 0.13 1.98 0.24 1.94 1.68 1.98 0.78 
1.7 0.18 1.7 6.73 1.7 0.10 1.7 5.30 1.85 0.11 1.97 0.14 1.91 1.95 1.97 0.01 
1.6 0.53 1.6 4.82 1.6 0.01 1.6 5.63 1.8 0.03 1.96 0.15 1.88 0.10 1.96 0.01 
1.5 0.10 1.5 6.04 1.5 0.08 1.5 6.19 1.75 0.20 1.95 0.13 1.85 0.73 1.95 0.83 
1.4 0.56 1.4 3.70 1.4 0.16 1.4 7.18 1.7 0.20 1.9 0.44   1.94 0.09 
1.3 0.62 1.3 5.69 1.3 0.99   1.6 0.03 1.85 0.11   1.93 0.10 
1.2 0.87 1.2 3.88 1.2 0.46   1.5 0.07 1.8 0.04   1.92 0.40 
1.1 1.40             1.91 0.05 
1 3.02             1.9 0.02 
0.9 2.20               
The quadratic LOWESS interpolation modeling approach was successful at 
representing and predicting the efficiency of the motor drive system. The best 
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models resulted in average errors of 0.36% and 4.1%, maximum errors of 3.02% and 
9.72%, and minimum error of 0.0% and 0.01% for the training and validation data, 
respectively 
Figures and numerical data for the rest of surface interpolation methods can be 
found in Appendix B. 
5.4 METAMODEL 
The search for the optimal models and the split point between them was 
approached systematically. For the 1st sub-model, a number of points were extracted from 
each load line (data points where the motor load was constant) starting at the rated V/Hz 
and systematically extracting more towards minimum V/Hz ratio, until all points from 
the load lines were exhausted. Models from the pool described in Section 4.3.1 
were fit to the newly extracted data subset and the adjusted R2 was considered. 
Preference was given to low complexity models such as low-order polynomial or 
linear interpolation. After the data subset and 1st sub-model combination which 
resulted in the highest adjusted R2 was found, the remaining data from the training 
data set, which was not used to train the 1st sub-model, was used to train models 
from the pool mentioned in Section 4.3.1 where the preference was given to 
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models with highest adjusted R2 value.  The adjusted R2 parameter quantifies how 
well a model, in this case a surface, fits and explains the variance of the training 
data, where value of 1 means that the surface fits the data and values of 0 and less 
than zero means that it does not fit at all. Adjusted R2 has an advantage over the 
regular R2 as it takes into the account of the number of the explanatory variables, 
and its value does not increase with increasing number of explanatory variables.  
For the first sub-model of the metamodel a polynomial fit with x order 2 and 
y order 2 was used since it presented the best adjusted R2 value of 0.9619 from all 
of the models. This sub-model covered six points from each load line. The second 
sub-model of the metamodel, which was trained on remaining points from each 
load line, was the cubic interpolation with R2 value 1 and had the smallest residual 
error from all of the models. The metamodel resulted in the surface shown in Figure 22, 
with error map Figure 23 and 2D view in Figure 24. The numerical data from the 
metamodels is shown in Table VIII while Table IX presents percentage error of the 
metamodel. 
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Figure 22. Metamodel 3D view 
 
Figure 23. Metamodel 2D view 
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Figure 24. Metamodel Error 2D view 
TABLE VIII. NUMERICAL EFFICIENCY DATA FOR METAMODEL BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 44.82 2 52.81 2 57.30 2 62.24 2 68.78 2 68.64 2 67.21 2 56.85 
1.9 45.00 1.9 52.82 1.9 57.19 1.9 61.98 1.95 68.48 1.99 68.53 1.97 66.85 1.99 56.70 
1.8 45.27 1.8 52.91 1.8 57.17 1.8 61.81 1.9 68.20 1.98 68.42 1.94 66.51 1.98 56.54 
1.7 45.63 1.7 53.10 1.7 57.24 1.7 61.73 1.85 67.94 1.97 68.31 1.91 66.17 1.97 56.38 
1.6 46.07 1.6 53.37 1.6 57.40 1.6 61.73 1.8 67.70 1.96 68.20 1.88 65.83 1.96 56.23 
1.5 46.61 1.5 53.74 1.5 57.65 1.5 61.83 1.75 67.49 1.95 68.10 1.85 65.51 1.95 56.07 
1.4 47.23 1.4 54.19 1.4 57.99 1.4 58.79 1.7 67.30 1.9 67.58   1.94 55.92 
1.3 44.88 1.3 51.40 1.3 54.62   1.6 62.19 1.85 67.08   1.93 55.77 
1.2 44.48 1.2 48.78 1.2 50.12   1.5 58.89 1.8 66.60   1.92 55.62 
1.1 43.84             1.91 55.46 
1 41.23             1.9 55.31 
0.9 34.31               
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TABLE IX. NUMERICAL PERCENTAGE ERROR DATA FOR METAMODEL BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 
33% 
Load 
50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 3.81 2 6.61 2 4.56 2 3.17 2 1.56 2 1.02 2 0.63 2 4.22 
1.9 3.49 1.9 5.20 1.9 4.94 1.9 2.44 1.95 0.15 1.99 0.41 1.97 2.24 1.99 1.69 
1.8 2.41 1.8 4.04 1.8 5.24 1.8 2.52 1.9 0.54 1.98 0.61 1.94 2.60 1.98 0.67 
1.7 2.65 1.7 3.03 1.7 4.94 1.7 0.59 1.85 1.04 1.97 0.93 1.91 0.00 1.97 0.31 
1.6 3.34 1.6 2.20 1.6 3.49 1.6 2.90 1.8 1.78 1.96 1.18 1.88 2.41 1.96 0.99 
1.5 3.24 1.5 5.01 1.5 1.44 1.5 6.57 1.75 3.05 1.95 1.49 1.85 0.79 1.95 1.59 
1.4 4.80 1.4 5.15 1.4 1.77 1.4 6.58 1.7 3.88 1.9 0.00   1.94 3.95 
1.3 0 1.3 5.31 1.3 0.00   1.6 0.00 1.85 0.00   1.93 0.00 
1.2 0 1.2 2.32 1.2 0.00   1.5 0.00 1.8 0.00   1.92 0.00 
1.1 0             1.91 0.00 
1 0             1.90 0.00 
0.9 0.00               
The metmodel modeling approach was successful at representing and 
predicting the efficiency of the motor drive system. The best models resulted in 
average errors of 1.6% and 3.1%, maximum errors of 5.24% and 6.61%, and minimum 
error of 0% and 0% for the training and validation data, respectively 
5.5 ADVANCED METHODS 
As in the case of the surface interpolation behavioral modeling, data from Section 5.1 
was split as described in Section 5.2. This data was then fit using different methods which 
were described in Section 4.2 where the parameters of each model were adjusted to 
achieve the best possible fit of the models to the training data. Due to the large number 
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of parameters that can be used to control the regression and machine learning modeling 
approaches, only the models that resulted in the best performance are shown below.  
5.5.1 SUPPORT VECTOR REGRESSION 
 Figure 25 shows the 3D view of the best SVR model, Figure 26 shows the 2D view of 
the same model, and Figure 27 shows the 2D view of the model error. Table X shows the 
numerical efficiency data extracted from the model and Table XI shows the numerical 
percentage error for the training and validation data. The set of parameters that 
resulted in the best model fit to the training and validation data were a polynomial 
kernel with an order of 2, using the soft L1 margin quadratic solver, and using shrinkage 
period of 100000. 
 
Figure 25. RSVM Best Model 3D View 
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Figure 26. RSVM Best Model 2D view 
 
Figure 27. RSVM Best Model Error 2D View 
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TABLE X. NUMERICAL EFFICIENCY DATA FOR BEST SUPPORT VECTOR REGRESSION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 41.92 2 50.92 2 56.01 2 61.65 2 69.32 2 69.93 2 68.52 2 57.83 
1.9 43.43 1.9 51.77 1.9 56.42 1.9 61.47 1.95 68.65 1.99 69.62 1.97 67.47 1.99 57.33 
1.8 44.57 1.8 52.25 1.8 56.46 1.8 60.93 1.9 67.90 1.98 69.30 1.94 66.39 1.98 56.84 
1.7 45.34 1.7 52.36 1.7 56.13 1.7 60.01 1.85 67.04 1.97 68.99 1.91 65.28 1.97 56.34 
1.6 45.74 1.6 52.10 1.6 55.43 1.6 58.72 1.8 66.1 1.96 68.67 1.88 64.13 1.96 55.83 
1.5 45.77 1.5 51.47 1.5 54.36 1.5 57.07 1.75 65.07 1.95 68.34 1.85 62.95 1.95 55.33 
1.4 45.44 1.4 50.48 1.4 52.92 1.4 55.04 1.7 63.94 1.9 66.67   1.94 54.82 
1.3 44.73 1.3 49.11 1.3 51.11   1.6 61.40 1.85 64.9   1.93 54.30 
1.2 43.65 1.2 47.37 1.2 48.94   1.5 58.50 1.8 63.04   1.92 53.78 
1.1 42.21             1.91 53.26 
1 40.39             1.9 52.73 
0.9 38.21               
TABLE XI. NUMERICAL PERCENTAGE ERROR DATA FOR SUPPORT VECTOR REGRESSION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 2.89 2 2.81 2 6.70 2 4.09 2 2.36 2 2.92 2 2.59 2 2.58 
1.9 0.11 1.9 3.13 1.9 6.23 1.9 3.23 1.95 0.10 1.99 2.01 1.97 3.19 1.99 0.59 
1.8 0.83 1.8 2.74 1.8 6.43 1.8 3.91 1.9 0.09 1.98 1.91 1.94 2.42 1.98 0.15 
1.7 2.01 1.7 1.60 1.7 6.79 1.7 2.21 1.85 0.29 1.97 1.94 1.91 3.62 1.97 0.39 
1.6 2.60 1.6 0.23 1.6 6.81 1.6 2.12 1.8 0.63 1.96 1.87 1.88 2.40 1.96 0.28 
1.5 1.40 1.5 0.59 1.5 7.07 1.5 1.63 1.75 0.65 1.95 1.86 1.85 2.39 1.95 0.23 
1.4 0.82 1.4 2.05 1.4 7.13 1.4 0.21 1.7 1.31 1.9 2.45   1.94 1.90 
1.3 0.35 1.3 0.61 1.3 6.43   1.6 1.27 1.85 2.15   1.93 2.95 
1.2 1.87 1.2 0.64 1.2 2.36   1.5 0.65 1.8 2.62   1.92 4.69 
1.1 3.72             1.91 5.62 
1 2.04             1.9 7.30 
0.9 11.37               
The SVR modeling approach was successful at representing and predicting the 
efficiency of the motor drive system. The best models resulted in average errors of 
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2.79% and 2.20%, maximum errors of 11.37% and 3.09%, and minimum error of 0.09% 
and 0.21% for the training and validation data, respectively 
5.5.2 GAUSSIAN PROCESSES REGRESSION 
Gaussian regression was very successful at creating behavioral models for the 
motor drive system used. Majority of the parameter combinations resulted in a 
good fit to both training and validation data. However, due to the large number 
of possible models, only the best fitting model is presented. The best parameter 
combination consisted of covariance Matern kernel function with parameter 3/2 
and a separate length scale per predictor, no basis function, with exact method of 
output prediction, non-linear solver for the parameters, fit method of successful 
repressors, and fast calculation of the inter-point distances.  
Figure 28 shows the 3D view of the model, Figure 29 shows the 2D view while Figure 
30 shows the error map of the best fitting Gaussian processes regression model, while 
Table XII and Table XIII show the numerical data for the model predicted efficiency and 
percentage error respectively. 
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Figure 28. Gaussian Processes Regression 3D View 
 
Figure 29. Gaussian Processes Regression 2D View 
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Figure 30. Gaussian Processes Regression Error 2D View 
TABLE XII. NUMERICAL EFFICIENCY DATA FOR BEST GAUSSIAN PROCESSES REGRESSION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.17 2 53.92 2 60.00 2 64.90 2 67.93 2 68.31 2 67.23 2 58.99 
1.9 43.53 1.9 54.25 1.9 60.20 1.9 65.23 1.95 68.25 1.99 68.09 1.97 66.1 1.99 58.15 
1.8 44.16 1.8 54.51 1.8 60.33 1.8 65.10 1.9 67.93 1.98 67.86 1.94 64.87 1.98 57.31 
1.7 44.44 1.7 54.58 1.7 60.19 1.7 64.48 1.85 67.27 1.97 67.61 1.91 63.55 1.97 56.45 
1.6 44.64 1.6 54.35 1.6 59.50 1.6 63.27 1.8 66.48 1.96 67.33 1.88 62.15 1.96 55.56 
1.5 45.09 1.5 53.92 1.5 58.49 1.5 61.43 1.75 65.60 1.95 67.03 1.85 60.68 1.95 54.63 
1.4 45.09 1.4 53.11 1.4 57.01 1.4 58.82 1.7 64.70 1.9 65.28   1.94 53.65 
1.3 44.88 1.3 51.53 1.3 54.51   1.6 62.21 1.85 63.46   1.93 52.62 
1.2 44.54 1.2 48.97 1.2 50.2   1.5 58.89 1.8 61.41   1.92 51.56 
1.1 43.86             1.91 50.50 
1 41.01             1.9 49.44 
0.9 34.44               
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TABLE XIII. NUMERICAL PERCENTAGE ERROR DATA FOR GAUSSIAN PROCESSES REGRESSION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 0.01 2 8.86 2 0.06 2 0.97 2 0.31 2 0.54 2 0.65 2 0.63 
1.9 0.10 1.9 8.06 1.9 0.05 1.9 2.69 1.95 0.49 1.99 0.23 1.97 1.08 1.99 0.83 
1.8 0.09 1.8 7.18 1.8 0 1.8 2.68 1.9 0.15 1.98 0.21 1.94 0.08 1.98 0.68 
1.7 0.01 1.7 5.90 1.7 0.05 1.7 5.07 1.85 0.05 1.97 0.10 1.91 0.88 1.97 0.19 
1.6 0.13 1.6 4.07 1.6 0.03 1.6 5.45 1.8 0.06 1.96 0.11 1.88 0.76 1.96 0.20 
1.5 0.12 1.5 5.38 1.5 0 1.5 5.89 1.75 0.17 1.95 0.10 1.85 1.29 1.95 1.02 
1.4 0.06 1.4 3.07 1.4 0.05 1.4 6.64 1.7 0.13 1.9 0.32   1.94 0.27 
1.3 0.01 1.3 5.57 1.3 0.21   1.6 0.02 1.85 0.12   1.93 0.23 
1.2 0.12 1.2 2.72 1.2 0.16   1.5 0.31 1.8 0.03   1.92 0.37 
1.1 0.06             1.91 0.14 
1 0.54             1.9 0.59 
0.9 0.40               
The best Gaussian processes model was successful at modeling the behavior of the 
motor drive system and resulted in average errors of 0.211% and 3.54%, maximum errors 
of 0.83% and 8.86%, and minimum error of 0% and 0.08% for the training and validation 
data, respectively. 
5.5.3 REGRESSION TREES AND TREE BAGGER 
The regression trees and tree bagger method produced the best performing 
model when it was trained with following parameters: the minimum leaf size was 
10, the data subset were sampled without replacement and there were 46 trees, 
merging or pruning of the branches or leafs was disabled and minimal number of 
braches was set to 1. Figure 31 represents the model`s 3D view, Figure 32 shows the 
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2D view and Figure 33 displays the 2D error map of the best model of regression 
trees and tree baggers method. Table XIV contains the numerical efficiency data 
extracted from the model and Table XV contains the numerical percentage error 
values. 
 
Figure 31. Tree Bagger Behavioral Model 3D View 
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Figure 32. Tree Bagger Behavioral Mode 2D View 
 
Figure 33. Tree Bagger Behavioral Model Error 2D View 
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TABLE XIV. NUMERICAL EFFICIENCY DATA FOR BEST REGRESSION TREES AND TREE BAGGER BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 51.16 2 60.87 2 60.87 2 60.87 2 63.55 2 63.45 2 63.45 2 58.11 
1.9 50.71 1.9 59.6 1.9 59.6 1.9 59.6 1.95 63.25 1.99 63.45 1.97 63.45 1.99 58.11 
1.8 50.86 1.8 59.4 1.8 59.4 1.8 59.4 1.9 61.98 1.98 63.45 1.94 62.07 1.98 58.11 
1.7 49.23 1.7 58.27 1.7 58.27 1.7 58.27 1.85 62.26 1.97 63.45 1.91 61.56 1.97 58.11 
1.6 47.58 1.6 56.61 1.6 56.61 1.6 56.61 1.8 62 1.96 63.29 1.88 61.67 1.96 57.95 
1.5 46.7 1.5 55.73 1.5 55.73 1.5 55.73 1.75 62 1.95 63.14 1.85 61.96 1.95 57.80 
1.4 46 1.4 55.03 1.4 55.03 1.4 55.03 1.7 60.87 1.9 61.67   1.94 56.72 
1.3 46 1.3 55.03 1.3 55.03   1.6 59.36 1.85 61.96   1.93 56.6 
1.2 46 1.2 55.03 1.2 55.03   1.5 58.48 1.8 61.85   1.92 56.46 
1.1 46             1.91 56.46 
1 46             1.9 56.56 
0.9 46               
TABLE XV. NUMERICAL PERCENTAGE ERROR DATA FOR BEST REGRESSION TREES AND TREE BAGGER BEHAVIORAL 
MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 18.49 2 22.88 2 1.39 2 5.30 2 6.16 2 6.62 2 5.01 2 2.11 
1.9 16.63 1.9 18.72 1.9 0.93 1.9 6.18 1.95 7.78 1.99 7.04 1.97 2.97 1.99 0.75 
1.8 15.07 1.8 16.80 1.8 1.54 1.8 6.31 1.9 8.63 1.98 6.70 1.94 4.25 1.98 2.08 
1.7 10.77 1.7 13.06 1.7 3.24 1.7 5.05 1.85 7.40 1.97 6.25 1.91 2.28 1.97 2.74 
1.6 6.73 1.6 8.40 1.6 4.82 1.6 5.64 1.8 6.79 1.96 6.10 1.88 1.53 1.96 4.08 
1.5 3.44 1.5 8.91 1.5 4.72 1.5 3.94 1.75 5.33 1.95 5.89 1.85 0.78 1.95 4.72 
1.4 2.07 1.4 6.79 1.4 3.42 1.4 0.23 1.7 6.05 1.9 5.23   1.94 5.45 
1.3 2.49 1.3 12.74 1.3 0.75   1.6 4.55 1.85 2.48   1.93 7.32 
1.2 3.41 1.2 15.43 1.2 9.80   1.5 0.70 1.8 0.68   1.92 9.90 
1.1 4.94             1.91 11.96 
1 11.5             1.9 15.10 
0.9 34.09               
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The best performing model regression tree model was not very successful at 
modeling the experimental setup and had an average errors of 8.56% and 7.54%, 
the minimum errors of 0.7% and 0.94%, and maximum errors of 34.09% and 0.23% 
for training and validation data, respectively.  
5.5.4 ENSEMBLE MODELS 
For the ensemble models, the parameters that resulted in model with best 
performance where when the weak regressors were combined using bagging, 
there were 555 learners, the training data was resampled with replacement and a 
fraction of 0.4 was used. Figure 34 shows the 3D view, 2D view is represented in 
Figure 35, and Figure 36 shows the 2D error map of the best ensemble model. 
Table XVI shows the numerical efficiency data from extracted from the model while 
Table XVII shows the percentage error values for training and validation data.  
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Figure 34. Ensemble Best Model 3D View 
 
Figure 35. Ensemble Best Model 2D View 
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Figure 36. Ensemble Best Model Error 2D View 
TABLE XVI. NUMERICAL EFFICIENCY DATA FOR BEST ENSEMBLE MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 54.48 2 59.26 2 59.26 2 59.47 2 62.17 2 62.02 2 62.02 2 60.36 
1.9 52.94 1.9 57.71 1.9 57.71 1.9 57.91 1.95 61.66 1.99 62.08 1.97 61.97 1.99 60.39 
1.8 52.44 1.8 57.28 1.8 57.28 1.8 57.48 1.9 60.60 1.98 62.07 1.94 60.94 1.98 60.38 
1.7 51.2 1.7 56.13 1.7 56.13 1.7 56.33 1.85 60.85 1.97 61.97 1.91 60.18 1.97 60.27 
1.6 50.03 1.6 54.95 1.6 54.95 1.6 55.16 1.8 60.24 1.96 61.70 1.88 60.47 1.96 60 
1.5 49.18 1.5 54.08 1.5 54.08 1.5 54.28 1.75 60.10 1.95 61.49 1.85 60.69 1.95 59.79 
1.4 48.60 1.4 53.47 1.4 53.47 1.4 53.67 1.7 59.08 1.9 60.44   1.94 59.24 
1.3 48.40 1.3 53.27 1.3 53.27   1.6 57.89 1.85 60.69   1.93 58.71 
1.2 48.34 1.2 53.21 1.2 53.21   1.5 62.17 1.8 60.08   1.92 58.45 
1.1 48.34             1.91 58.51 
1 48.34             1.9 58.77 
0.9 48.34               
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TABLE XVII. NUMERICAL PERCENTAGE ERROR DATA FOR ENSEMBLE BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 26.20 2 19.63 2 1.29 2 7.49 2 8.20 2 8.71 2 7.14 2 1.68 
1.9 21.75 1.9 14.95 1.9 4.08 1.9 8.84 1.95 10.10 1.99 9.04 1.97 5.23 1.99 4.71 
1.8 18.62 1.8 12.63 1.8 5.06 1.8 9.34 1.9 10.66 1.98 8.72 1.94 5.98 1.98 6.08 
1.7 15.20 1.7 8.91 1.7 6.79 1.7 8.21 1.85 9.51 1.97 8.43 1.91 4.47 1.97 6.57 
1.6 12.23 1.6 5.23 1.6 7.61 1.6 8.07 1.8 9.44 1.96 8.46 1.88 3.45 1.96 7.77 
1.5 8.94 1.5 5.68 1.5 7.55 1.5 6.44 1.75 8.23 1.95 8.35 1.85 1.28 1.95 8.33 
1.4 7.84 1.4 3.75 1.4 6.16 1.4 2.7 1.7 8.81 1.9 7.13   1.94 10.13 
1.3 7.84 1.3 9.13 1.3 2.48   1.6 6.93 1.85 4.47   1.93 11.32 
1.2 8.66 1.2 11.6 1.2 6.16   1.5 3.20 1.8 2.19   1.92 13.78 
1.1 10.27             1.91 16.03 
1 17.24             1.9 19.59 
0.9 40.91               
The best combination of parameters for ensemble model did not model the 
motor drive very well resulted in average errors of 9.65% and 7.65%, minimum 
errors of 1.58% and 1.1% and maximum errors 40.91% and 18.71% for the training 
and validation data, respectively. 
The regression trees and ensemble models result in surfaces that differ from 
other modeling approaches used. Effectively both methods arrive at a set of 
piecewise defined simple planes in 3D. Ensemble approach arrived at its model by 
assembling many weak regressors, simple planes, and piecewise defining them 
such that the error between the model and training data is at its minimum. The 
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regression trees arrived a similar model by separating the V/Hz and load space 
into smaller subspaces corresponding to leaf nodes, through nodes using less than 
and more than logical expressions. Each of the leaf nodes was assigned a single 
numerical value based on the training data contained within the area of the logical 
expression of the node, which resulted in piecewise defined plane similar to the 
ensemble model. It is important to note that even though ensemble and regression 
tree methods might superficially appear to be similar to linear interpolation they 
are regression models and the model objective is different hence the difference in 
the surfaces of the models as compared to linear interpolation. 
5.5.5 LINEAR AND LINEAR STEPWISE REGRESSION 
In linear regression methods best models consisted of the Akaike information 
criterion for choosing the models and the variables, and where the functions were 
of quadratic kernels. Figure 37 shows the 3D view of the model, 2D view is shown 
in Figure 38, while the 2D error map is presented in Figure 39. The numerical data 
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for the efficiency predicted by the model is shown in Table XVIII, and Table XIX 
shows the numerical percentage error table. 
  
Figure 37. Linear Regression Best Model 3D View 
 
Figure 38. Linear Regression Best Model 2D View 
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Figure 39. Linear Regression Model Error 2D View 
 TABLE XVIII. NUMERICAL EFFICIENCY DATA FOR BEST LINER REGRESSION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.61 2 50.83 2 55.40 2 60.94 2 69.21 2 69.31 2 67.52 2 55.66 
1.9 45.28 1.9 52.22 1.9 56.53 1.9 61.60 1.95 68.98 1.99 69.08 1.97 66.70 1.99 55.31 
1.8 46.54 1.8 53.12 1.8 57.09 1.8 61.63 1.9 68.57 1.98 68.84 1.94 65.83 1.98 54.96 
1.7 47.36 1.7 53.48 1.7 57.08 1.7 61.0 1.85 68 1.97 68.59 1.91 64.91 1.97 54.60 
1.6 47.70 1.6 53.30 1.6 56.49 1.6 59.84 1.8 67.26 1.96 68.34 1.88 63.94 1.96 54.24 
1.5 47.56 1.5 52.58 1.5 55.34 1.5 58.08 1.75 66.35 1.95 68.08 1.85 62.93 1.95 53.8 
1.4 46.93 1.4 51.35 1.4 53.66 1.4 55.79 1.7 65.30 1.9 66.69   1.94 53.51 
1.3 45.85 1.3 49.64 1.3 51.51   1.6 62.75 1.85 65.17   1.93 53.14 
1.2 44.34 1.2 47.50 1.2 48.95   1.5 59.70 1.8 63.52   1.92 52.76 
1.1 42.45             1.91 52.39 
1 40.23             1.9 52.01 
0.9 37.73               
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TABLE XIX. NUMERICAL PERCENTAGE ERROR DATA FOR BEST LINEAR REGRESSION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 1 2 2.61 2 7.71 2 5.19 2 2.19 2 2.02 2 1.09 2 6.23 
1.9 4.13 1.9 4.02 1.9 6.04 1.9 3.04 1.95 0.57 1.99 1.22 1.97 2 1.99 4.09 
1.8 5.29 1.8 4.44 1.8 5.37 1.8 2.80 1.9 1.09 1.98 1.23 1.94 1.55 1.98 3.45 
1.7 6.55 1.7 3.77 1.7 5.21 1.7 0.53 1.85 1.13 1.97 1.35 1.91 3.03 1.97 3.46 
1.6 6.99 1.6 2.06 1.6 5.03 1.6 0.26 1.8 1.11 1.96 1.38 1.88 2.1 1.96 2.58 
1.5 5.34 1.5 2.76 1.5 5.39 1.5 0.11 1.75 1.31 1.95 1.46 1.85 2.37 1.95 2.40 
1.4 4.14 1.4 0.35 1.4 5.82 1.4 1.16 1.7 0.79 1.9 2.49   1.94 0.53 
1.3 2.16 1.3 1.70 1.3 5.70   1.6 0.90 1.85 2.58   1.93 0.75 
1.2 0.32 1.2 0.36 1.2 2.34   1.5 1.38 1.8 3.41   1.92 2.71 
1.1 3.17             1.91 3.89 
1 2.44             1.9 5.83 
0.9 9.99               
The best linear regression model represented the motor drive system well and 
was able to achieve average errors of 2.79% and 2.20%, while the single best fit 
were 0.09% and 0.21% and largest errors of 11.37% and 3.09% for training and 
validation data, respectively 
5.5.6 SUMMARY OF MODELS 
For ease of comparisons and view of the models the 2D contour view of each of the 
models presented in this Section are shown in Figures 40 a) to j) 
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a) Linear Interpolation  b) Polynomial  c) Quadratic LOWESS  
   
d) Metamodel  e) RSVM  f) Gaussian Processes  
   
h) Regression Trees Bagger i) Ensemble  j) Linear Regression  
Figure 40. Summary of 2D views of All Behavioral Models 
From Figure 40 a) to j) it is obvious that different modeling approaches 
resulted in different fit to the training data surfaces and thus different models.   
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6 DISCUSSION 
6.1 3D SURFACE INTERPOLATION BEHAVIORAL MODELS 
6.1.1 3D SURFACE INTERPOLATION METHODS 
The surface interpolation methods used to model the efficiency of the motor drive 
system show very good fit to the training data and also showed that they were able to 
predict its behavior. For the worst-case scenario, the models achieved 12% error for a 
single point, while the average error for a load line did not exceed 8% however in general 
it did not exceed 5%. For almost all of the behavioral models based on surface 
interpolations, the error percentage increased with the decreasing, or weakened, V/Hz 
ratio. 
From the error maps shown in Figures 13 through 24 it is obvious that each surface-
interpolation method results in its own model, as the surfaces have different shapes and 
produce different error maps. From the tables of the numerical data it can be also easily 
observed that certain models predict and fit the behavior of the modeled motor drive 
system better at low loads and low values of V/Hz flux, while others achieve better 
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accuracy near rated V/Hz and load. From the training data it can be also seen that the 
models fit data very tightly, which is one of the properties of the interpolation.   
Table XX shows the naming scheme used in Tables XXI through XXIII, which show 
the numerical percentage error data for the validation data set of all of the 3D surface 
interpolation models. In those tables, the models that achieved the lowest percentage 
error for a given V/Hz ratio is highlighted in green.  
TABLE XX. MODEL NAMING SCHEME 
Name Model 
A Thin-Plate Spline Interpolation 
B Biharmonic Interpolation 
C Cubic Interpolation 
D Linear Interpolation 
E Linear LOWESS 
F Quadratic LOWESS 
G Polynomial 
H Metamodel  
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TABLE XXI. 19% LOAD PERCENTAGE ERROR 
V/Hz A B C D E F G H 
1.20 1.50% 1.14% 2.32% 0.40% 2.45% 3.88% 4.65% 2.32% 
1.30 5.07% 5.01% 5.31% 3.92% 3.27% 5.69% 7.58% 5.31% 
1.40 2.73% 3.77% 2.88% 1.32% 0.37% 3.70% 4.61% 5.15% 
1.50 5.27% 6.70% 5.66% 3.87% 2.91% 6.04% 7.02% 5.01% 
1.60 3.88% 5.28% 4.72% 2.48% 2.29% 4.82% 5.96% 2.20% 
1.70 5.92% 7.27% 6.98% 4.61% 4.13% 6.73% 7.97% 3.03% 
1.80 7.17% 8.58% 8.10% 5.94% 5.64% 8.07% 9.34% 4.04% 
1.90 7.74% 10.48% 8.67% 6.55% 6.50% 8.81% 10.06% 5.20% 
2.00 8.62% 11.61% 10.04% 7.58% 5.02% 9.72% 10.74% 6.61% 
Average Error 
 5.32% 6.65% 6.08% 4.08% 3.62% 6.38% 7.55% 4.32% 
 
 
 
TABLE XXII. 33% LOAD PERCENTAGE ERROR 
V/Hz A B C D E F G H 
1.40 7.43% 7.43% 6.52% 3.05% 2.80% 7.18% 6.09% 6.58% 
1.50 5.63% 3.04% 5.67% 1.04% 0.12% 6.19% 4.90% 6.57% 
1.60 5.08% 2.99% 2.95% 0.59% 0.35% 5.63% 3.98% 2.90% 
1.70 4.82% 3.71% 2.83% 0.51% 0.17% 5.30% 3.50% 0.60% 
1.80 2.36% 1.62% 0.73% 1.72% 2.03% 2.70% 1.38% 2.52% 
1.90 2.55% 2.18% 1.05% 1.43% 1.63% 3.03% 1.64% 2.43% 
2.00 0.62% 0.29% 0.83% 2.77% 5.90% 1.62% 0.06% 3.17% 
Average Error 
 4.07% 2.95% 2.94% 1.59% 1.86% 4.52% 3.08% 3.54% 
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TABLE XXIII. 80% LOAD PERCENTAGE ERROR 
V/Hz A B C D E F G H 
1.85 1.49% 1.28% 0.24% 2.02% 2.05% 0.73% 0.00% 0.79% 
1.88 1.31% 1.50% 0.31% 2.17% 2.10% 0.10% 0.67% 2.41% 
1.91 0.24% 0.09% 0.53% 0.66% 0.82% 1.95% 2.32% 0.00% 
1.94 0.40% 0.68% 0.59% 1.59% 1.24% 1.68% 1.33% 2.60% 
1.97 0.65% 0.42% 1.54% 0.10% 0.11% 1.69% 2.01% 2.24% 
2.00 0.19% 0.71% 0.42% 0.85% 0.54% 2.35% 1.03% 0.63% 
Average Error 
 0.71% 0.78% 0.61% 1.23% 1.14% 1.42% 1.23% 1.45% 
From Table XXI, it is clear that for the 19% load the linear LOWESS is best for 
predicting the model`s behavior at the low values of flux (V/Hz), i.e. 1.3V·s-1.5V·s, where 
the error ranged from 3.27% to 0.37% compared to 4% or greater for other models. Also, 
at its rated value of 2V·s, it achieved 5% error compared to 10% error of other models. 
However, for the light flux weakening conditions of 1.6V·s to 1.9V·s, it is better to use the 
metamodel as it has the smallest percentage errors, ranging from 2.2% to 5.2% compared 
to 8% or more for the other models. The linear LOWESS method of interpolation can also 
be used to predict the overall system behavior as it achieved the smallest average 
percentage error of 3.62% over the 19% load line. Moreover, disregarding the metamodel, 
the linear LOWESS has the best fit from all of the models used. 
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In Table XXII numerical data for the 33% load line is presented, and from the data it 
is noticeable that at deep flux weakening between 1.4V·s and 1.7V·s, the linear LOWESS 
can predict the efficiency of the system the best as it has the smallest percentage error 
ranging between 2.8% and 0.35% compared to errors higher than 3% for other modeling 
methods. This is similar to the 19% load line case. In light flux weakening conditions i.e. 
between 1.8V·s and 1.9V·s, the best performance in terms of percentage error is achieved 
by the cubic interpolation model where the values were 0.73% to 1.05% compared to 2% 
or more for other models. At the rated machine flux of 2V·s, the most accurate model is 
the polynomial interpolation model achieving an error of 0.06% and it can be used to 
predict the machine efficiency at rated conditions. The average behavior of the motor 
drive system is best represented by the linear interpolation model as it achieved the 
smallest average error of 1.59%.  
Table XXIII shows the percentage error of all of the models for the 80% load line. It 
is clear from Table XXIII that all of the models are able to represent the efficiency of the 
system at that load accurately as the highest percentage error does not exceed 3% and 
error is usually just below 1%. However dissimilar to the previous load lines, no pattern 
emerges where one modeling approach is superior for given V/Hz range. Cubic 
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interpolation is best for predicting the system efficiency for this load line as it achieved 
smallest average percentage error of 0.61%. 
6.1.2 METAMODEL INTERPRETATION 
From Figures 22, 23 and 24 it is clear that the metamodel developed has 
surface and error map distinct from other models. Moreover, the cubic and 
polynomial interpolation over all data and their error maps are different as 
compared to each of the sub-models of the metamodel showing that different fits 
are achieved. Figures 22, 23 and 24 and numerical data shown in Tables VIII and 
IX show that metamodel developed here is slightly less accurate as compared to 
other models at high loads and V/Hz ratios of 80% and 33% where maximum 
percentage error did not exceed 2.6% and 6.6%, respectively. However, the 
metamodel fit is vastly superior at the 19% load where it is often the best fitting 
model, especially at shallow flux weakening where the motor drive would operate 
to minimize its losses and have the best efficiency and its maximum percentage 
error did not exceed 6.6%.  
The metamodeling approach has also another advantage. It is much simpler 
as compared to other spline-based methods. Large portions of the data, more than 
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2/3rd of the data (30 points from 50-point training data set were covered under 
the top sub-model) is represented using per variable quadratic polynomial 
interpolation which can be represented as equation 𝑓(𝑥, 𝑦)  =  𝑝00 + 𝑝10𝑥 + 𝑝01𝑦 + 𝑝20𝑥2 +
𝑝11𝑥𝑦 + 𝑝02𝑦
2, where a total of six parameters are used and are shown in Table XXIV 
TABLE XXIV. PIJ FOR TOP-SUBMODEL OF METAMODEL 
 i 
0 1 2 
j  
0 58.41 -20.96 4.419 
1 0.7753 0.1912 0 
2 -0.0093 0 0 
The bottom or second submodel of the metamodel, which is spline-based 
and has complicated closed-form solution covers a much smaller section of the 
data compared to other behavioral models presented here. The metamodel 
sacrifices some of its accuracy at higher loads and V/Hz ratio, however it reduces 
the complexity of the models and improves low-load conditions’ predictive 
power. 
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6.2 ADVANCED MODELS 
Similar to the case of surface interpolation models, each combination of the 
parameters for the advanced modeling methods outlined in Section 4.3.2 results in a 
unique model with a unique 3D surface and error map. Table XXV outlines the naming 
scheme used in Tables XXVI, XXVII and XXVIII where model performance comparison of 
the percentage error for the validation load lines of 19%, 33% and 80% are shown, 
respectively. Again the modeling approach with smallest percentage error for given V/Hz 
ratio are highlighted in green. 
TABLE XXV. SURFACE INTERPOLATION MODEL NAMING SCHEME 
Name Model 
I Support Vector Regression  
J Gaussian Processes Regression 
K Ensemble Models 
L Regression Trees and Tree Bagger  
M Standard, generalized and stepwise linear regression 
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TABLE XXVI. 19% LOAD PERCENTAGE ERROR 
V/Hz I J K L M 
1.20 0.64% 2.72% 11.60% 15.43% 0.36% 
1.30 0.61% 5.57% 9.13% 12.74% 1.70% 
1.40 2.05% 3.07% 3.75% 6.79% 0.35% 
1.50 0.59% 5.38% 5.68% 8.91% 2.76% 
1.60 0.23% 4.07% 5.23% 8.40% 2.06% 
1.70 1.60% 5.90% 8.91% 13.06% 3.77% 
1.80 2.74% 7.18% 12.63% 16.80% 4.44% 
1.90 3.13% 8.06% 14.95% 18.72% 4.02% 
2.00 2.81% 8.86% 19.63% 22.88% 2.61% 
Average Error 
 1.60% 5.65% 10.17% 13.75% 2.45% 
 
 
 
TABLE XXVII. 33% LOAD PERCENTAGE ERROR 
V/Hz I J K L M 
1.40 0.21% 6.64% 2.7% 0.23% 1.16% 
1.50 1.63% 5.89% 6.44% 3.94% 0.11% 
1.60 2.12% 5.45% 8.07% 5.64% 0.26% 
1.70 2.21% 5.07% 8.21% 5.05% 0.53% 
1.80 3.91% 2.68% 9.34% 6.31% 2.8% 
1.90 3.23% 2.69% 8.84% 6.18% 3.04% 
2.00 4.09% 0.97% 7.49% 5.3% 5.19% 
Average Error 
 2.48% 4.19% 7.29% 4.66% 1.87% 
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TABLE XXVIII. 80% LOAD PERCENTAGE ERROR 
V/Hz I J K L M 
1.85 2.39% 1.29% 1.28% 0.78% 2.37% 
1.88 2.4% 0.76% 3.45% 1.53% 2.1% 
1.91 3.62% 0.88% 4.47% 2.28% 3.03% 
1.94 2.42% 0.08% 5.98% 4.25% 1.55% 
1.97 3.19% 1.08% 5.23% 2.97% 2% 
2.00 2.59% 0.65% 7.14% 5.01% 1.09% 
Average Error 
 2.76% 0.79% 4.59% 2.83% 2.03% 
 The machine learning and advanced regression models were successful at 
representing and predicting the efficiency of the experimental motor drive system. The 
largest average error over a load line was less than 14%, achieved by regression trees and 
tree bagger methods. Even though the maximum load line average error was larger as 
compared to surface interpolation methods, Gaussian processes regression, advanced 
linear regression and support vector regression performed exceptionally well. 
For the 19% load line, the advantage of the advanced modeling approaches is clear 
where the SVR was able to fit to the data with an average error of 1.6% and with single 
point percentage often less than 1% as compared to best performance of surface 
interpolation of 3.6%. At the 19% load line, the SVR method is best for predicting the 
overall behavior of the motor drive system as well. At the 33% load condition, the 
advanced methodologies were able to achieve minimum average load line error of 1.87% 
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which is comparable to the surface interpolation which achieved error of 1.59%.  At the 
33% load line in deep flux weakening, the best method to predict the system behavior is 
the linear regression since it achieved single point error below 1%, and at shallow flux 
weakening and rated flux the best method is the Gaussian processes which generally 
achieved error of less than 3%. It is worth mentioning that SVR performed very similarly 
to the 10% load line where the error increased slightly to 2.48%.  
At the 80% load line almost all smallest single point percentage error, as well as the 
smallest average load line error, belong to Gaussian processes regression where the 
highest error was around 1% and average error was 0.79%. Again similarly to the 33% load 
line case the SVR has a very good fit to the data with again slightly increased load line 
average error of 2.76%. The constant good performance of the SVR makes such model 
very suitable to represent and predict the behavior of the system if only one model can 
be used. The tree baggers, regression trees and ensemble models did not perform as well 
as surface interpolation and other advanced methods. Those models were able to achieve 
only single smallest percentage error for single point accuracy and did not have any best 
load line average errors. Moreover, on the single point error is above 4%, especially in the 
case of ensemble models, where error reaches as high as 25%.  
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The advanced behavioral models based on machine learning and advanced 
regression methods were able to achieve very good performance in terms of representing 
the training data and predicting the system behavior for validation data. Advanced 
regression and machine learning methods were able to closely match or outperform the 
surface interpolation methods. It is important to mention that the advanced method 
outperformed the surface methods at low load conditions which are of the highest interest 
for the following reasons: 1) The largest efficiency improvements can be achieved at low 
loading conditions since there is more room for energy savings; 2) Many drive systems 
are oversized for their applications thus operating at low loads; and 3) Many drives 
operate for extended periods of time at low or medium loads causing accumulated energy 
savings with power loss minimization.  
The advanced methods allowed for greater flexibility of the models created with the 
number of parameters that can be adjusted, but such flexibility also posed a difficulty. The 
number of possible modeling methodologies and their parameters resulted in very large 
number of possible models, where often over 200,000 unique parameter combinations 
existed for a given methodology; this made the process of finding the optimal model and 
corresponding parameter set a difficult and time-consuming task. This problem however 
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can be mitigated with the use of a model selection algorithm, evolutionary programming 
or genetic algorithms which arrive at the best performing set of parameters automatically 
and faster compared to manual or programmatic sweep. Such model selection 
approaches were not investigated here.  
It is also important to mention that in both surface interpolation and regression the 
quadratic and cubic-based methods excelled in predicting and representing the 
experimental motor drive system. 
6.3 CONTROL VARIABLE FOR MAXIMUM EFFICIENCY PREDICTION 
6.3.1 MAXIMUM EFFICIENCY POINT DERIVATIONS FROM A MODEL 
To further validate the performance of the developed models, the ability of 
prediction of the control variable, in this case V/Hz ratio, for the most efficient operation 
of the drive system was investigated. The V/Hz ratio for the most efficient operation was 
analytically solved, using the polynomial fit model, since it had a very straightforwardly 
accessible closed-form expression. This closed-form expression was then analyzed using 
basic derivative-based convex optimization.  
The polynomial behavioral efficiency model had a form shown in Equation 22  
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𝜂(𝑥, 𝑦) =  𝑝00  + 𝑝10𝑥 +  𝑝01𝑦 +  𝑝20𝑥
2  +  𝑝11𝑥𝑦 + 𝑝02𝑦
2  + 𝑝30𝑥
3 +  𝑝21𝑥
2𝑦 
+  𝑝12𝑥𝑦
2  +  𝑝03𝑦
3  +  𝑝40𝑥
4  + 𝑝31𝑥
3𝑦 +  𝑝22𝑥
2𝑦2  +  𝑝13𝑥𝑦
3  + 𝑝04𝑦
4  
+  𝑝50𝑥
5  +  𝑝41𝑥
4𝑦 +  𝑝32𝑥
3𝑦2  +  𝑝23𝑥
2𝑦3  +  𝑝14𝑥𝑦
4 
(22) 
where the 𝑥 is the V/Hz while 𝑦 is the load (independent variable). Parameters 𝑝𝑖𝑗 for the 
model represented are shown in Table XXIX. 
TABLE XXIX. PIJ PARAMETER VALUES 
 i 
0 1 2 3 4 
j  
0 -576.7 -50.97 -0.2633 -0.00046 
-9.02E-
06 
1 2507 130.7 0.4178 0.001602 3.28E-06 
2 -3862 -121.5 0.2861 -0.00054  
3 2843 50.73 0.0644   
4 -1015 -7.972    
5 141.5     
 
Given that Figure 16 is clearly concave, and concave for each sliced load line, 
differentiation can find the maximum operating point for each load line. Differentiating 
Equation 22 with respect to the V/Hz ratio or 𝑥 variable yield Equation 23. 
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𝜕𝜂(𝑥, 𝑦)
𝜕𝑥
 = 5𝑝50𝑥
4 + 4𝑝41𝑥
3𝑦 + 4𝑝40𝑥
3 + 3𝑝32𝑥
2𝑦2 +  3𝑝31𝑥
2𝑦 + 3𝑝30𝑥
2 + 2𝑝23𝑥𝑦
3  
+ 2𝑝22𝑥𝑦
2 + 2𝑝21𝑥𝑦 + 2𝑝20𝑥 + 𝑝14𝑦
4  + 𝑝13𝑦
3 + 𝑝12𝑦
2 + 𝑝11𝑦 + 𝑝10 
(23) 
Setting Equation 23 to 0 and solving with fixed 𝑦 or load conditions, the value of optimal 
𝑥 or V/Hz was calculated. The resulting calculations of the V/Hz ratio for different load 
conditions are compared against the measured one and shown in TABLE XXX.  
TABLE XXX OPTIMAL V/HZ PREDICTIONS FOR MAXIMUM EFFICIENCY OPERATION USING 
POLYNOMIAL MODEL 
 Optimal V/Hz 
Error (%) 
η @ Optimal V/Hz 
Error (%) 
Torque Meas. Calc. Meas. Calc. 
10% 1.5 1.50 0 45.14 45.51 1.50 
19% 1.6 1.75 9 55.22 55.67 1 
25% 1.8 1.85 2.9 60.33 62.36 1.85 
33% 2 1.93 3.5 64.28 67.50 1.93 
50% 1.95 2 3 68.58 73.29 2 
80% 2 2.03 2 66.79 67.98 2 
The polynomial model was able to predict the most efficient operating point with 
very good accuracy where the largest error was 9% and the error was generally below 5%. 
The closed-form solutions obtained from the polynomial model calculated the maximum 
efficiency point with good accuracy. The optimal V/Hz ratio was predicted within 3.5% 
while the efficiency at that point was within 2% of the actual efficiency.  
 
105 
 
6.3.2 BEHAVIORAL MODEL CONTROL PLATFORM IMPLEMENTATION 
The polynomial behavioral model was used to test the implementability of the 
behavioral models onto control platform. dSPACE DS1104 was used as the 
implementation embedded system. Methodology outlined in Section 6.3 was followed by 
finding a closed-form solution for x (V/Hz ratio) in terms of y (load) of the Equation 23 set 
to 0. Closed-form solutions were converted to MATLAB script, enclosed in the Simulink’s 
MATLAB Function block, and implemented alongside the V/Hz control algorithm used to 
control the experimental motor drive system. The augmented control algorithm was 
compiled to DS1104 and run. The code used to implement the closed-form solutions of x 
in terms of y into MATLAB and Simulink is shown in Appendix C.  
First the dSPACE implementation of the behavioral model was tested by assessing 
the accuracy of the implementation. With the dSPACE control running, but the motor 
stationary, the implemented behavioral model was manually fed load percentages. The 
resulting optimal V/Hz ratio predictions were recorded and are shown in Table XXXI where 
they are compared to pure MATLAB implementation of the model. 
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TABLE XXXI. DSPACE VS MATLAB BEHAVIORAL MODEL IMPLEMENTATION PREDICTIONS OF OPTIMAL V/HZ 
Load dSPACE Prediction Optimal V/Hz Ratio [V·s] MATLAB Predcition Optimal V/Hz Ratio [V·s] 
10% 1.498 1.5 
19% 1.752 1.75 
25% 1.851 1.85 
33% 1.931 1.93 
50% 2 2 
From Table XXXI it is clear that the dSPACE and MATLAB implementation of the 
behavioral model were very close and implemented model is accurate. With the 
implementation accuracy confirmed, the system loop was closed where the input to the 
behavioral model was connected to the actual feedback i.e. the percentage power load of 
the machine, and the output of the behavioral model was controlling the stator flux value 
(V/Hz value) of the main V/Hz control algorithm. The efficiency of the motor drive system 
was observed during closed-loop operation. Results of closed loop operation was 
compared against manually found most optimal operation point and against the 
efficiency at rated V/Hz of the system. Additionally, the overall system efficiency data was 
rerun to ensure that the locations of minimums found using the original data were correct. 
The rerun of the original training data is shown in Table XXXII, where also highest 
efficiency values and their corresponding V/Hz values are highlighted in green. Note that 
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loads only up to and including 50% were rerun. For machine loads higher than 50% both 
model and manually found minimum are at or near the rated value of machine flux.  
TABLE XXXII. RERUN OF THE TRAINING DATA 
10% Load 19% Load 25% Load 33% Load 50% Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 40.19927 2 53.75511 2 58.57583 2 63.03465 2 66.88358 
1.9 41.08412 1.9 54.48061 1.9 59.08324 1.9 63.46048 1.95 66.95602 
1.8 41.70569 1.8 54.78197 1.8 59.1554 1.8 63.11579 1.9 66.36699 
1.7 42.31538 1.7 54.91459 1.7 59.12144 1.7 62.34026 1.85 65.99568 
1.6 42.44543 1.6 54.67374 1.6 58.75293 1.6 61.80916 1.8 65.52064 
1.5 42.94782 1.5 54.52159 1.5 58.18943 1.5 60.37997 1.75 64.72287 
1.4 42.79686 1.4 54.04101 1.4 56.96225 1.4 58.04188 1.7 64.13874 
1.3 42.83648 1.3 52.82579 1.3 54.67277   1.6 62.13056 
1.2 42.07858 1.2 50.88115 1.2 51.3755   1.5 59.18854 
1.1 41.28468         
1 38.97892         
0.9 34.26433         
 The confirmation efficiency data has values that are slightly lower, usually between 
2%-3%, as compared to the original training data. This discrepancy is most likely caused 
by outside environmental and mechanical conditions which could not be accounted for. 
Environmental and mechanical conditions that could have changed included but are not 
limited to environment and machine temperature, humidity, additional mechanical wear, 
aging of the electric machine and power stage, and exact mechanical configuration of the 
setup. Additionally, the small power rating of the experimental control platform causes it 
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to have very flat efficiency curves with respect to the V/Hz ratio. Around the optimal V/Hz 
value, as shown by the 10% and 25% load lines in Figure 41, the efficiency curves have 
very shallow slope and the highest efficiency value and its corresponding V/Hz ratio are 
easily shifted by measurement error noise, or system drift. Moreover, due the small power 
rating of the experimental platform the impacts on the efficiency of changes in 
environmental and mechanical conditions of the machine are amplified. However, the 
rerun data displays the same trends as the original data and most efficient operation 
points are occurring at identical or very similar V/Hz values as the original data.  
 
Figure 41. 10% and 25% Load Line Efficiency vs V/Hz 
Table XXXIII presents the experimental data for three conditions of the system 1) 
manually found most efficient operation point, i.e. highest efficiency and corresponding 
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V/Hz ratio, 2) most efficient point as found by the behavioral model implemented on 
dSPACE, 3) and rated efficiency conditions.  
TABLE XXXIII. MODEL PERFORMANCE COMPARISON 
 Manual Sweep dSPACE Implementation Rated Conditions 
Load V/Hz [V∙s] Eff. [%] V/Hz [V∙s] Eff. [%] V/Hz [V∙s] Eff. [%] 
10% 1.5 42.95 1.509 42.017 2 40.20 
19% 1.7 54.91 1.754 54.16 2 53.76 
25% 1.8 59.16 1.855 58.56 2 58.58 
33% 1.9 63.46 1.933 63.05 2 63.03 
50% 1.95 66.96 2 66.87 2 66.88 
From Table XXXIII it is clear that the behavioral model implementation performed 
well. For considered conditions the implemented behavioral model converged at or near 
the V/Hz value which resulted in maximum efficiency operation. In all cases, except for the 
50% load, the behavioral model found V/Hz ratio increased the efficiency of the motor 
drive system as compared to the rated condition. The dSPACE implemented behavioral 
model controlled system converged to within less than 0.8% of most optimal manual 
efficiency found using a manual sweep.  
6.4 PHYSICAL INTERPRETATION 
Figure 42 and Figure 43 are sliced cross-section examples of polynomial-fitted 
surface with V/Hz value and load value as constant, respectively, to correlate the 
behavioral model with physical interpretation. In Figure 42, 𝜂 under the rated V/Hz and a 
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weakened V/Hz are compared with respect to different load conditions. First, 𝜂 increases 
with load when load is low (less than 20%) for both V/Hz conditions, since the core loss 
dominates the machine losses under low load conditions. The core loss however does not 
change with load or load current significantly compared to copper loss. Thus, when load 
increases, the total machine loss only lightly increases in value due to copper loss and 
then decreases in percentage.  
Second, as only an oversized inverter is available and used in the experiment, the 
change of inverter loss is small with respect to load current. The major part of the inverter 
loss of the oversized inverter is the switching loss, which is almost a constant due to the 
constant PWM switching frequency. Therefore, the change of drive efficiency follows the 
same trend of the induction machine efficiency.  
Third, 𝜂 under the weakened flux is higher than the 𝜂 under the rated flux in low 
load conditions, which is the fundamental of 𝜂 enhancement using flux weakening. In 
V/Hz control, the V/Hz value decides stator flux level and core loss value. Meanwhile, as 
the electromagnetic torque is a product of machine current and flux in induction machine, 
the V/Hz value indirectly decides the current level to provide adequate torque matching 
load requirement. In other words, the V/Hz value decides the machine core loss and 
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copper loss with different combination of flux and current that are all enough to support 
the load torque. In low load conditions, the flux is over-strengthened. Thus, re-allocating 
the core loss and copper loss by properly weakening the flux can render decrease of 
overall machine losses.  
Fourth, η starts decreasing at certain higher load point due to insufficient flux and 
the starting point is earlier for lower V/Hz condition. The inadequate flux causes significant 
increase of machine current and then copper loss, which tries to provide enough load 
torque. Note that experimental high loading conditions with weakened flux were not 
captured as the machine would stall due to very weak flux that cannot support the high 
torque. 
In Figure 43, the applicability of flux weakening for 𝜂 enhancement under different 
load condition is shown. With lighter load, the flux can be weakened deeper without 
stalling the machine. However, the benefit of flux weakening is not found in the medium 
and full load conditions. 𝜂 enhancement is obtained under the no-load condition, where 
the 𝜂  increases gradually with the decrease of V/Hz value until the flux is too weak. 
Moreover, higher load shows higher efficiency at high V/Hz conditions (close to 2) when 
comparing the three curves vertically, as expected.  
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Figure 42. Motor Drive Efficiency at Fixed V/Hz ratio vs. Load Torque 
 
 
Figure 43. Motor Drive Efficiency at Constant Load vs V/Hz ratio 
6.5 BEHAVIORAL MODEL ERROR 
The three main sources of error with behavioral modeling of the combined drive 
efficiency are 1) accuracy of the experimental measurement, 2) accuracy of the model 
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fitting method and 3) over-prediction. Experimental measurement accuracy is a common 
concern for both behavioral and analytical models. Analytical models have to be validated 
with experimental results. Moreover, the parameters used in analytical models are also 
subject to experimental and measurement error. In behavioral models, this error is an 
integral part of the data and is “fit” along with the desired measurements. While black 
box fitting methods are never 100% accurate, they can provide a faster and more 
comprehensive approach to drive-system efficiency modeling compared to analytically 
derived counterparts. Over-prediction is a common inaccuracy and error of black box 
modeling where behavioral models predict system efficiency under conditions which the 
motor drive system would not be able to operate. Even though models are comprehensive 
and accurate around the training data as shown in Section 5 and discussed in Sections 6.1 
and 6.2, some of the models predict positive non-zero efficiency for parameter 
combinations which would result in motor stall. From the raw data presented in Section 
5.1, load and V/Hz values which resulted in machine stable operation and stall were 
extracted and plotted in Figure 44. In Figure 44 combinations of V/Hz and load resulting 
in stable machine operation are highlighted in green and stall parameter combinations 
are marked in dark red. This is clearly evident in regression trees, tree bagger and 
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ensemble models, as shown in Figures 32, through 36, where models predict positive non-
zero efficiency for all possible V/Hz and load combinations on the grid. However, the 
physical motor drive system would not be able to operate is some of those conditions 
since the magnetic flux value is too low to maintain the mechanical load, resulting in stall, 
as highlighted in Figure 44. This shortcoming can be easily mitigated by supervising the 
training by someone with experience in motor drive systems operation and control, 
however this phenomenon might cause confusion for inexperienced users. An example of 
mitigation of such error is better definition and limitation of the load and V/Hz 
combinations which are fed through the model. 
 
Figure 44. Experimental Motor Drive System Stability vs. Load and V/Hz Combinations  
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The behavioral models presented here, however, show very good accuracy in 
predicting the drive-level system efficiency and the approach is scalable to various power 
levels and different technologies. Data used in the proposed approach may commonly be 
available during testing, validation, and/or commissioning of drive systems.   
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7 CONCLUSIONS 
In this thesis, a novel method of motor drive modeling has been presented and 
discussed. The methodology was based on black box modeling approaches where no 
prior system knowledge is assumed or known. The models related the input and output 
behavior of motor drive system, where input and output powers are measured on physical 
motor drive system. Since the data utilized for model creation is based on physical 
measurements, all of the system's interactions are included in the modeling and nothing 
is approximated, simplified, ignored or assumed, and resulting models are comprehensive 
behavioral models. The modeling methodology presented here focuses on the efficiency 
modeling, however it can be easily modified to model different aspects of the motor drive 
system. Moreover, the methodology presented here can be easily adapted to any motor 
drive system, no matter of its implementation and purpose, as long as input, generally in 
form of electrical power, control quantities, and output power, generally mechanical 
power, can be extracted.  
The modeling approach was tested on an actual physical motor drive system. 
Different black box modeling techniques were used including 3D surface interpolation, 
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machine learning and advanced statistics-based regression approaches. Models 
developed shown that behavioral models to be accurate in representing the behavior of 
the motor drive efficiency with respect to the load and control quantity, where percentage 
error of less than 10% was achieved on training data, while percentage error of less than 
12% was achieved on the validation data set. To further test the developed models and 
their applications, a polynomial-based surface interpolation behavioral model, was 
analyzed using standard convex optimization to find the maximum efficiency operation 
point for given load conditions. The polynomial model was able to predict the optimal 
operating point within 4% error. Polynomial behavioral model was implemented onto the 
control platform where it was shown to operate with good accuracy and improve the 
operating efficiency of the motor drive system by converging within less than 0.8% of the 
optimal efficiency. In addition to the improved system efficiency hardware 
implementation of the behavioral model did not made the system unstable, was easy to 
compile onto the platform. Most importantly the implementation did not negatively 
impact the main control algorithm performance and was able to predict the operating 
parameter for most efficient operation in real-time, making the behavioral model ideal for 
real-time control application. Finally, the models developed were compared against the 
118 
 
current analytical models and knowledge of motor drive systems and their losses. The 
models shown that they are following analytically established efficiency trends. 
Modeling approach and models presented here are not meant to replace the 
analytical modeling (clear or gray box) but rather are meant to complement them. The 
analytical models are and will continue to be critical for design, simulation and other 
applications. An ultimate approach would be a hybrid approach where clear, gray and 
black box models are utilized at the same time to supplement each other in order to 
achieve optimal control and operation of the system.   
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APPENDIX B: REMAINING SURFACE INTERPOLATION 
FIGURES AND NUMERICAL DATA 
 
Figure 45. Biharmonic Interpolation 3D view 
 
Figure 46. Biharmonic Interpolation 2D View 
130 
 
 
Figure 47. Biharmonic Interpolation Error 2D View 
TABLE XXXIV. NUMERICAL EFFICIENCY DATA FOR BIHARMONIC INTERPOLATION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.17 2 55.29 2 60.03 2 64.09 2 67.73 2 67.94 2 66.32 2 59.36 
1.9 43.48 1.9 55.46 1.9 60.16 1.9 64.91 1.95 68.59 1.99 68.25 1.97 65.67 1.99 57.67 
1.8 44.20 1.8 55.22 1.8 60.33 1.8 64.43 1.9 67.83 1.98 68.00 1.94 64.38 1.98 56.92 
1.7 44.45 1.7 55.28 1.7 60.22 1.7 63.64 1.85 67.24 1.97 67.68 1.91 62.94 1.97 56.56 
1.6 44.58 1.6 54.98 1.6 59.48 1.6 61.79 1.8 66.52 1.96 67.41 1.88 61.69 1.96 55.68 
1.5 45.14 1.5 54.60 1.5 58.49 1.5 59.78 1.75 65.49 1.95 67.10 1.85 60.69 1.95 55.20 
1.4 45.07 1.4 53.48 1.4 56.98 1.4 59.25 1.7 64.78 1.9 65.08   1.94 53.79 
1.3 44.88 1.3 51.26 1.3 54.62   1.6 62.19 1.85 63.53   1.93 52.74 
1.2 44.48 1.2 48.22 1.2 50.12   1.5 58.89 1.8 61.43   1.92 51.37 
1.1 43.84             1.91 50.43 
1 41.23             1.9 49.14 
0.9 34.31               
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TABLE XXXV. NUMERICAL PERCENTAGE ERROR DATA FOR BIHARMONIC INTERPOLATION BEHAVIORAL 
MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 9E-09 2 11.61 2 3E-14 2 0.29 2 6E-14 2 1E-13 2 0.71 2 7E-09 
1.9 3E-10 1.9 10.48 1.9 1E-13 1.9 2.18 1.95 2E-13 1.99 1E-13 1.97 0.42 1.99 6E-09 
1.8 1E-08 1.8 8.58 1.8 2E-14 1.8 1.62 1.9 1E-13 1.98 6E-14 1.94 0.68 1.98 5E-10 
1.7 2E-09 1.7 7.27 1.7 1E-14 1.7 3.71 1.85 1E-13 1.97 1E-13 1.91 0.09 1.97 5E-09 
1.6 6E-09 1.6 5.28 1.6 4E-14 1.6 2.99 1.8 4E-14 1.96 1E-13 1.88 1.50 1.96 6E-09 
1.5 4E-09 1.5 6.70 1.5 1E-14 1.5 3.04 1.75 2E-13 1.95 6E-14 1.85 1.28 1.95 4E-09 
1.4 9E-09 1.4 3.77 1.4 7E-14 1.4 7.43 1.7 2E-13 1.9 6E-14   1.94 3E-09 
1.3 3E-10 1.3 5.01 1.3 3E-13   1.6 2E-13 1.85 7E-14   1.93 2E-09 
1.2 1E-08 1.2 1.14 1.2 2E-14   1.5 1E-13 1.8 1E-13   1.92 2E-09 
1.1 1E-08             1.91 8E-10 
1 1E-08             1.9 1E-09 
0.9 2E-09               
 
 
 
Figure 48. Cubic Interpolation 3D view 
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Figure 49. Cubic Interpolation 2D View 
 
Figure 50. Cubic Interpolation Error 2D View 
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TABLE XXXVI. NUMERICAL EFFICIENCY DATA FOR CUBIC INTERPOLATION BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.17 2 54.51 2 60.03 2 63.75 2 67.73 2 67.94 2 66.52 2 59.36 
1.9 43.48 1.9 54.56 1.9 60.16 1.9 64.19 1.95 68.59 1.99 68.25 1.97 66.40 1.99 57.67 
1.8 44.20 1.8 54.98 1.8 60.33 1.8 63.87 1.9 67.83 1.98 68.00 1.94 64.44 1.98 56.92 
1.7 44.45 1.7 55.14 1.7 60.22 1.7 63.10 1.85 67.24 1.97 67.68 1.91 63.33 1.97 56.56 
1.6 44.58 1.6 54.69 1.6 59.48 1.6 61.77 1.8 66.52 1.96 67.41 1.88 62.44 1.96 55.68 
1.5 45.14 1.5 54.06 1.5 58.49 1.5 61.30 1.75 65.49 1.95 67.10 1.85 61.33 1.95 55.20 
1.4 45.07 1.4 53.02 1.4 56.98 1.4 58.75 1.7 64.78 1.9 65.08   1.94 53.79 
1.3 44.88 1.3 51.40 1.3 54.62   1.6 62.19 1.85 63.53   1.93 52.74 
1.2 44.48 1.2 48.78 1.2 50.12   1.5 58.89 1.8 61.43   1.92 51.37 
1.1 43.84             1.91 50.43 
1 41.23             1.9 49.14 
0.9 34.31               
TABLE XXXVII. NUMERICAL PERCENTAGE ERROR DATA FOR CUBIC INTERPOLATION BEHAVIORAL 
MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 9E-09 2 10.04 2 0 2 0.83 2 0 2 0 2 0.42 2 7E-09 
1.9 3E-10 1.9 8.67 1.9 0 1.9 1.05 1.95 0 1.99 0 1.97 1.54 1.99 6E-09 
1.8 1E-08 1.8 8.10 1.8 0 1.8 0.73 1.9 0 1.98 0 1.94 0.59 1.98 5E-10 
1.7 2E-09 1.7 6.98 1.7 0 1.7 2.83 1.85 0 1.97 0 1.91 0.53 1.97 5E-09 
1.6 6E-09 1.6 4.72 1.6 0 1.6 2.95 1.8 0 1.96 0 1.88 0.31 1.96 6E-09 
1.5 4E-09 1.5 5.66 1.5 0 1.5 5.67 1.75 0 1.95 0 1.85 0.24 1.95 4E-09 
1.4 9E-09 1.4 2.88 1.4 0 1.4 6.52 1.7 0 1.9 0   1.94 3E-09 
1.3 3E-10 1.3 5.31 1.3 0   1.6 0 1.85 0   1.93 2E-09 
1.2 1E-08 1.2 2.32 1.2 0   1.5 0 1.8 0   1.92 2E-09 
1.1 1E-08             1.91 8E-10 
1 1E-08             1.9 1E-09 
0.9 2E-09               
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Figure 51. Thin-plate Spline Interpolation 3D View 
 
Figure 52. Thin-plate Spline Interpolation 2D View 
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Figure 53. Thin-plate Spline Interpolation Error 2D View 
TABLE XXXVIII. NUMERICAL EFFICIENCY DATA FOR THIS-PLATE SPLINE BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 43.17 2 53.80 2 60.03 2 64.68 2 67.73 2 67.94 2 66.66 2 59.36 
1.9 43.48 1.9 54.09 1.9 60.16 1.9 65.15 1.95 68.59 1.99 68.25 1.97 65.81 1.99 57.67 
1.8 44.20 1.8 54.51 1.8 60.33 1.8 64.91 1.9 67.83 1.98 68.00 1.94 64.56 1.98 56.92 
1.7 44.45 1.7 54.58 1.7 60.22 1.7 64.32 1.85 67.24 1.97 67.68 1.91 63.14 1.97 56.56 
1.6 44.58 1.6 54.25 1.6 59.48 1.6 63.04 1.8 66.52 1.96 67.41 1.88 61.81 1.96 55.68 
1.5 45.14 1.5 53.87 1.5 58.49 1.5 61.28 1.75 65.49 1.95 67.10 1.85 60.56 1.95 55.20 
1.4 45.07 1.4 52.94 1.4 56.98 1.4 59.25 1.7 64.78 1.9 65.08   1.94 53.79 
1.3 44.88 1.3 51.29 1.3 54.62   1.6 62.19 1.85 63.53   1.93 52.74 
1.2 44.48 1.2 48.39 1.2 50.12   1.5 58.89 1.8 61.43   1.92 51.37 
1.1 43.84             1.91 50.43 
1 41.23             1.9 49.14 
0.9 34.31               
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TABLE XXXIX. NUMERICAL PERCENTAGE ERROR DATA FOR THIN-PLATE SPLINE BEHAVIORAL MODEL 
10% Load 
19% 
Load 
25% Load 
33% 
Load 
50% Load 75% Load 
80% 
Load 
100% Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 9E-09 2 8.62 2 2E-13 2 0.62 2 2E-13 2 1E-13 2 0.19 2 7E-09 
1.9 3E-10 1.9 7.74 1.9 7E-13 1.9 2.55 1.95 4E-13 1.99 2E-13 1.97 0.65 1.99 6E-09 
1.8 1E-08 1.8 7.17 1.8 5E-13 1.8 2.36 1.9 2E-13 1.98 2E-13 1.94 0.40 1.98 5E-10 
1.7 2E-09 1.7 5.92 1.7 8E-13 1.7 4.82 1.85 4E-13 1.97 3E-13 1.91 0.24 1.97 5E-09 
1.6 6E-09 1.6 3.88 1.6 1E-12 1.6 5.08 1.8 8E-13 1.96 3E-13 1.88 1.31 1.96 6E-09 
1.5 4E-09 1.5 5.27 1.5 6E-13 1.5 5.63 1.75 4E-13 1.95 2E-13 1.85 1.49 1.95 4E-09 
1.4 9E-09 1.4 2.73 1.4 3E-12 1.4 7.43 1.7 9E-13 1.9 9E-14   1.94 3E-09 
1.3 3E-10 1.3 5.07 1.3 4E-12   1.6 1E-12 1.85 4E-13   1.93 2E-09 
1.2 1E-08 1.2 1.50 1.2 4E-12   1.5 1E-12 1.8 5E-13   1.92 2E-09 
1.1 1E-08             1.91 8E-10 
1 1E-08             1.9 1E-09 
0.9 2E-09               
 
 
 
Figure 54. Linear LOWESS 3D View 
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Figure 55. Linear LOWESS 2D view 
 
FIGURE 56. LINEAR LOWESS ERROR 2D VIEW 
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TABLE XL. NUMERICAL EFFICIENCY DATA FOR QUADRATIC LOWESS BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
V
/H
z [V
·s] 
Eff. [%
] 
2 44.02 2 52.02 2 55.55 2 60.49 2 68.02 2 68.49 2 66.44 2 59.24 
1.9 43.65 1.9 53.47 1.9 59.62 1.9 62.49 1.95 67.97 1.99 68.18 1.97 65.32 1.99 58.29 
1.8 44.01 1.8 53.73 1.8 59.69 1.8 62.12 1.9 67.56 1.98 67.86 1.94 64.02 1.98 57.33 
1.7 44.39 1.7 53.66 1.7 59.55 1.7 61.47 1.85 66.97 1.97 67.53 1.91 62.48 1.97 56.37 
1.6 44.70 1.6 53.42 1.6 59.04 1.6 59.79 1.8 66.30 1.96 67.20 1.88 61.31 1.96 55.41 
1.5 44.87 1.5 52.66 1.5 55.68 1.5 57.94 1.75 65.36 1.95 66.86 1.85 60.22 1.95 54.45 
1.4 44.91 1.4 51.72 1.4 55.13 1.4 56.70 1.7 64.30 1.9 65.13   1.94 53.48 
1.3 44.56 1.3 50.41 1.3 53.91   1.6 61.88 1.85 63.36   1.93 52.51 
1.2 43.54 1.2 48.84 1.2 52.14   1.5 59.67 1.8 61.55   1.92 51.54 
1.1 41.49             1.91 50.57 
1 39.35             1.9 49.60 
0.9 37.01               
TABLE XLI. NUMERICAL PERCENTAGE ERROR DATA FOR LINEAR LOWESS BEHAVIORAL MODEL 
10% Load 19% Load 25% Load 33% Load 50% Load 75% Load 80% Load 
100% 
Load 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
V
/H
z [V
·s] 
Err. [%
] 
2 1.97 2 5.02 2 7.46 2 5.90 2 0.44 2 0.80 2 0.54 2 0.20 
1.9 0.39 1.9 6.50 1.9 0.91 1.9 1.63 1.95 0.90 1.99 0.11 1.97 0.11 1.99 1.07 
1.8 0.44 1.8 5.64 1.8 1.07 1.8 2.03 1.9 0.40 1.98 0.22 1.94 1.24 1.98 0.73 
1.7 0.14 1.7 4.13 1.7 1.11 1.7 0.17 1.85 0.41 1.97 0.22 1.91 0.82 1.97 0.32 
1.6 0.26 1.6 2.29 1.6 0.74 1.6 0.35 1.8 0.34 1.96 0.31 1.88 2.10 1.96 0.48 
1.5 0.61 1.5 2.91 1.5 4.80 1.5 0.12 1.75 0.20 1.95 0.35 1.85 2.05 1.95 1.36 
1.4 0.36 1.4 0.37 1.4 3.25 1.4 2.80 1.7 0.75 1.9 0.09   1.94 0.58 
1.3 0.72 1.3 3.27 1.3 1.31   1.6 0.50 1.85 0.26   1.93 0.44 
1.2 2.13 1.2 2.45 1.2 4.03   1.5 1.32 1.8 0.20   1.92 0.34 
1.1 5.34             1.91 0.29 
1 4.57             1.9 0.92 
0.9 7.88               
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APPENDIX C. SIMULINK IMPLEMENTATION OF THE 
BEHAVIORAL MODEL – MATLAB CODE. 
function vhzCalc  = behavioralRootsSplitV3Debugging(loadInPercent) 
  
y = loadInPercent; 
%% Behavioral model parameters pij 
    p00 =      -576.7; 
    p10 =        2507; 
    p01 =      -50.97; 
    p20 =       -3862; 
    p11 =       130.7; 
    p02 =     -0.2633; 
    p30 =        2843; 
    p21 =      -121.5; 
    p12 =      0.4178; 
    p03 =  -0.0004614; 
    p40 =       -1015; 
    p31 =       50.73; 
    p22 =     -0.2861; 
    p13 =    0.001602; 
    p04 =  -9.022e-06; 
    p50 =       141.5; 
    p41 =      -7.972; 
    p32 =     0.06444; 
    p23 =   -0.000541; 
    p14 =   3.328e-06; 
  
%% equations for roots 
n11 = (216*p40^2*p41^2*y^2)/(625*p50^4); 
n12 = (144*p40*p41^3*y^3)/(625*p50^4); 
n13 = (36*p32*p41^2*y^4)/(125*p50^3); 
n14 = (36*p31*p41^2*y^3)/(125*p50^3); 
n15 = (36*p32*p40^2*y^2)/(125*p50^3); 
n16 = (36*p30*p41^2*y^2)/(125*p50^3); 
n17 = (72*p32*p40*p41*y^3)/(125*p50^3); 
n18 = (72*p31*p40*p41*y^2)/(125*p50^3); 
n19 = (36*p41^4*y^4)/(625*p50^4); 
n20 = (144*p40^3*p41*y)/(625*p50^4); 
n21 = (36*p31*p40^2*y)/(125*p50^3); 
n22 = (24*p23*p41*y^4)/(25*p50^2); 
n23 = (24*p23*p40*y^3)/(25*p50^2); 
n24 = (24*p22*p41*y^3)/(25*p50^2); 
n25 = (24*p22*p40*y^2)/(25*p50^2); 
n26 = (24*p21*p41*y^2)/(25*p50^2); 
n27 = (36*p30*p40^2)/(125*p50^3); 
n28 = (72*p30*p40*p41*y)/(125*p50^3); 
n29 = (24*p21*p40*y)/(25*p50^2); 
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n30 = (24*p20*p41*y)/(25*p50^2); 
n31 = (36*p40^4)/(625*p50^4); 
n32 = (12*p14*y^4)/(5*p50); 
n33 = (12*p13*y^3)/(5*p50); 
n34 = (12*p12*y^2)/(5*p50); 
n35 = (24*p20*p40)/(25*p50^2); 
n36 = (12*p11*y)/(5*p50); 
n41 = (2*p20)/(5*p50) +(8*p40^3)/(125*p50^3) -(6*p30*p40)/(25*p50^2) 
+(2*p21*y)/(5*p50) +(2*p22*y^2)/(5*p50) +(2*p23*y^3)/(5*p50) 
+(8*p41^3*y^3)/(125*p50^3) +(24*p40*p41^2*y^2)/(125*p50^3) -
(6*p30*p41*y)/(25*p50^2) -(6*p31*p40*y)/(25*p50^2) -
(6*p31*p41*y^2)/(25*p50^2) -(6*p32*p40*y^2)/(25*p50^2) -
(6*p32*p41*y^3)/(25*p50^2) +(24*p40^2*p41*y)/(125*p50^3); 
n37 = (12*p10)/(5*p50); 
n40 = (3*p30)/(5*p50) -(6*p40^2)/(25*p50^2) +(3*p31*y)/(5*p50) 
+(3*p32*y^2)/(5*p50) -(6*p41^2*y^2)/(25*p50^2) -(12*p40*p41*y)/(25*p50^2); 
n39 = p10/(5*p50) -(3*p40^4)/(625*p50^4) -(2*p20*p40)/(25*p50^2) 
+(p11*y)/(5*p50) +(3*p30*p40^2)/(125*p50^3) +(p12*y^2)/(5*p50) 
+(p13*y^3)/(5*p50) +(p14*y^4)/(5*p50) -(3*p41^4*y^4)/(625*p50^4) 
+(3*p30*p41^2*y^2)/(125*p50^3) +(3*p32*p40^2*y^2)/(125*p50^3) 
+(3*p31*p41^2*y^3)/(125*p50^3) +(3*p32*p41^2*y^4)/(125*p50^3) -
(12*p40*p41^3*y^3)/(625*p50^4) -(2*p20*p41*y)/(25*p50^2) -
(2*p21*p40*y)/(25*p50^2) -(18*p40^2*p41^2*y^2)/(625*p50^4) -
(2*p21*p41*y^2)/(25*p50^2) -(2*p22*p40*y^2)/(25*p50^2) -
(2*p22*p41*y^3)/(25*p50^2) -(2*p23*p40*y^3)/(25*p50^2) -
(2*p23*p41*y^4)/(25*p50^2) +(3*p31*p40^2*y)/(125*p50^3) -
(12*p40^3*p41*y)/(625*p50^4) +(6*p31*p40*p41*y^2)/(125*p50^3) 
+(6*p32*p40*p41*y^3)/(125*p50^3) +(6*p30*p40*p41*y)/(125*p50^3); 
n38 = sqrt(complex(real(27*n41^4 -256*n39^3 -16*n40^4*n39 +4*n40^3*n41^2 
+128*n40^2*n39^2 -144*n40*n41^2*n39))); 
n10 = (n41^2)/2 -(4*n40*n39)/3 +(n40^3)/27 +(sqrt(3)*n38)/18; 
n9  = sqrt(complex(real(n40^2 +n37 +9*n10^(2/3) -6*n10^(1/3)*n40 -n31 -n35 
+n36 +n27 +n34 +n33 +n32 -n19 +n16 +n15 +n14 +n13 -n12 -n30 -n29 -n11 -n26 -
n25 -n24 -n23 -n22 +n21 -n20 +n18 +n17 +n28))); 
n1  = (4*p40 +4*p41*y)/(20*p50); 
n4  = n9/(6*n10^(1/6)); 
n5  = n10^(1/6)*(real(n40^2 +n37 +9*n10^(2/3) -6*n10^(1/3)*n40 -n31 -n35 +n36 
+n27 +n34 +n33 +n32 -n19 +n16 +n15 +n14 +n13 -n12 -n30 -n29 -n11 -n26 -n25 -
n24 -n23 -n22 +n21 -n20 +n18 +n17 +n28))^(1/4)*6; 
n6  = sqrt(6)*sqrt(27*n41^2 -72*n40*n39 +2*n40^3 +3*sqrt(3)*n38)*n41*3; 
n7  = n10^(1/3)*n40*n9*12; 
n8  = n10^(2/3)*n9*9; 
n2  = sqrt(complex(real(-n40^2*n9 -n8 -n39*n9*12 -n6 -n7)))/n5; 
n3  = sqrt(complex(real(-n40^2*n9 -n8 -n39*n9*12 +n6 -n7)))/n5; 
  
%% roots 
  
root1 = - n4 - n1 - n3; 
root1SecondDerivative = 2*p20 + 6*p30*root1 + 2*p21*y + 12*p40*root1.^2 + 
6*p31*root1*y + 2*p22*y^2 + 20*p50*root1.^3 + 12*p41*root1.^2*y + 
6*p32*root1*y.^2 + 2*p23*y^3; 
    if root1SecondDerivative<0 
        multiplierRoot1 = 1; 
    else 
        multiplierRoot1 = 0; 
    end 
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    if imag(root1) == 0 
        imagRoot1 = 1; 
    else 
        imagRoot1 = 0; 
    end 
root1Adder = root1*multiplierRoot1*imagRoot1; 
  
root2 = - n4 - n1 + n3; 
root2SecondDerivative = 2*p20 + 6*p30*root2 + 2*p21*y + 12*p40*root2.^2 + 
6*p31*root2*y + 2*p22*y^2 + 20*p50*root2.^3 + 12*p41*root2.^2*y + 
6*p32*root2*y.^2 + 2*p23*y^3; 
    if root2SecondDerivative<0 
        multiplierRoot2 = 1; 
    else 
        multiplierRoot2 = 0; 
    end 
     
    if imag(root2) == 0 
        imagRoot2 = 1; 
    else 
        imagRoot2 = 0; 
    end 
root2Adder = root2*multiplierRoot2*imagRoot2; 
  
root3 =   n4 - n1 - n2; 
root3SecondDerivative = 2*p20 + 6*p30*root3 + 2*p21*y + 12*p40*root3.^2 + 
6*p31*root3*y + 2*p22*y^2 + 20*p50*root3.^3 + 12*p41*root3.^2*y + 
6*p32*root3*y.^2 + 2*p23*y^3; 
    if root3SecondDerivative<0 
        multiplierRoot3 = 1; 
    else 
        multiplierRoot3 = 0; 
    end 
     
    if imag(root3) == 0 
        imagRoot3 = 1; 
    else 
        imagRoot3 = 0; 
    end 
root3Adder = root3*multiplierRoot3*imagRoot3; 
  
root4 =   n4 - n1 + n2; 
root4SecondDerivative = 2*p20 + 6*p30*root4 + 2*p21*y + 12*p40*root4.^2 + 
6*p31*root4*y + 2*p22*y^2 + 20*p50*root4.^3 + 12*p41*root4.^2*y + 
6*p32*root4*y.^2 + 2*p23*y^3; 
    if root4SecondDerivative<0 
        multiplierRoot4 = 1; 
    else 
        multiplierRoot4 = 0; 
    end 
    if imag(root4) == 0 
        imagRoot4 = 1; 
    else 
        imagRoot4 = 0; 
    end 
root4Adder = root4*multiplierRoot4*imagRoot4; 
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vhzCalc = real(root1Adder+ root2Adder + root3Adder + root4Adder); 
  
end 
 
 
