Abstract. Let D = {d1, d2, ..., dD} be a collection of D string documents of n characters in total. The two-pattern matching problems ask to index D for answering the following queries efficiently.
Introduction
Document listing is a fundamental problem in information retrieval, where the task is to index a collection of documents, such that whenever a pattern P comes as a query, we can efficiently find the unique documents containing P as a substring. This problem was introduced by Matias et al. and they provide a linear space and near-optimal time solution [15] . Later Muthukrishnan improved the result by providing a linear-space and optimal query time index [16] . The counting case asks to find the number of documents containing the query pattern. See [17] for an excellent survey on more results and extensions of document retrieval problems. In this paper, our focus is on the case where the query consists of two patterns (known as two-pattern query problems). The formal definitions of the problems under consideration are given below. |d i,1 | + |d i,2 | = n. Preprocess D to answer queries: given two strings P 1 and P 2 report all i's where P 1 occurs in d i,1 and P 2 occurs in d i,2 .
Problem 1 was introduced by Muthukrishnan [16] . He presented a data structure using O(n 1.5 log O(1) n)-space (in words) with O(p 1 + p 2 + √ n + k) time for query processing, where p 1 = |P 1 | and p 2 = |P 2 | and k is the output size 1 . Later Cohen and Porat [6] presented a space efficient structure of O(n log n)-space, but with a higher query time of O(p 1 + p 2 + √ nk log n log 2 n). The space and the query time of was improved by Hon et al. [11] to O(n) words and O(p 1 + p 2 + √ nk log n log n) time. See [13] for a succinct space solution for this problem. Problem 2 is known as the forbidden (or excluded) pattern query problem. This was introduced by Fischer et al. [8] , where they presented an O(n 3/2 )-bit solution with query time O(p 1 + p 2 + √ n + k). Immediately, Hon et al. [12] improved its space occupancy to O(n) words, but with a higher query time of O(p 1 + p 2 + √ nk log n log 2 n). They presented an O(n)-space and O(p 1 + p 2 + √ n log log n) query time structure for the counting version of Problem 2 (i.e., just report the value k). We remark that the same framework can be adapted to handle the counting version of Problem 1 as well. Also the O(log log n) term in the query time can be removed by replacing predecessor search queries in their algorithm by range emptiness queries. In summary, we have O(n)-space andΩ( √ n) query time solutions for the reporting/counting versions of these problems. However, the question whether these are the best possible bounds remains unanswered.
Problem 3 is a generalization of Problem 1 known as the two-dimensional substring indexing problem, and was introduced by Ferragina et al. [7] . They reduced it to another problem known as the common colors query problem, where the task is to preprocess an array of colors and maintain a data structure, such that whenever two ranges comes as a query, we can output the unique colors which are common to both ranges. Based on their solution for this new problem, they presented an O(n 2− ) space and O(n + k) query time solution for Problem 3, where is any constant in (0, 1]. Later Cohen and Porat [6] presented a space efficient solution for the common colors query problem of space O(n log n) words and query time O( √ nk log n log 2 n). Therefore, the current best data structure for two-dimensional substring indexing problem occupies O(n log n) space and processes a query in O(p 1 + p 2 + √ nk log n log 2 n) time.
Our Results
In this paper, we use the Word-RAM model of computation with word size w = Ω(log n). The following summarizes our main results.
-We present a strong connection between the counting versions of the string indexing problems (Problem 1, 2, and 3) and the boolean matrix multiplication problem. Specifically, we show that multiplying two √ n × √ n boolean matrices can be reduced to the problem of indexing D (in Problem 1, Problem 2, or Problem 3) and answering n counting queries. However, matrix multiplication is a well known hard problem and this connection gives us a hardness result for the pattern matching problems under considerations.
-We present an improved upper bound for the common colors query problem, where the space and query time are O(n) and O( √ nk log n) respectively. Therefore, we now have a linear-space and O(p 1 + p 2 + √ nk log n) query time index for the two-dimensional substring indexing problem (Problem 3).
Hardness Results
The hardness results are reductions from boolean matrix multiplication. Through this section we use similar techniques to [3] [4] [5] . In the boolean matrix multiplication problem we are given two n × n matrices A and B with {0, 1} entries. The task is to compute the boolean product of A and B, that is replace multiplication by logical and, and replace addition by logical or. Letting a i,j , b i,j , c i.j denote entry i, j of respectively A, B and C the task is to compute for all i, j
The asymptotically fastest algorithm known for matrix multiplication currently uses O(n 2.3728639 ) time [9] . This bound is achieved using algebraic techniques (like in Strassen's matrix multiplication algorithm) and the fastest combinatorial algorithm is still cubic divided by some poly-logarithmic factor [1] .
In this section, we prove that the problem of multiplying two √ n × √ n boolean matrices A and B can be reduced to the problem of indexing D (in Problem 1 or 2) and answering n counting queries. This is evidence that unless better matrix multiplication algorithms are discovered we should not expect to be able to preprocess the data and answer the queries much faster than
where ω is the matrix multiplication exponent. In other words one should not expect to be able to have small preprocessing and query time simultaneously. Currently we cannot achieve better than Ω(n 1.18635 ) preprocessing time and Ω(n 0.18635 ) query time simultaneously.
We start the next section with a brief discussion on how to view boolean matrix multiplication as solving many set intersection problems. Then we give the reductions from the matrix multiplication problem to Problem 2 and describe how to adapt it for Problem 1.
Boolean Matrix Multiplication
A different way to phrase the boolean matrix multiplication problem is that entry c i,j = 1 if and only if ∃k : a i,k = b k,j = 1. For any two matrices A and B let A i = {k | a i,k = 1} and similarly let B j = {k | b k,j = 1}. It follows that c i,j = 1 if and only if A i ∩ B j = ∅. In this manner we view each row of matrix A as a set containing the elements corresponding to the indices where there is a 1, and similarly for columns in B. For completeness we also use
A naive approach to solving Problem 1 would be to index the documents such that we can find all documents containing a query pattern fast. This way a query would be to find all the documents that P 1 occurs in and the documents that P 2 occurs in separately and then return the intersection of the two result sets. This is obviously not a good solution in the worst case, but it illustrates that the underlying challenge is to solve set intersection.
We observed that boolean matrix multiplication essentially solves set intersection between rows of A and columns of B, so the idea for the reductions is to use the fact that queries for Problems 1 and 2 essentially also solve set intersection. We now give the reductions.
The Reductions
We first relax the data structure problems. Instead of returning a list of documents satisfying the criteria we just want to know whether the list is empty or not, i.e. return 0 if empty and 1 if nonempty.
Let A and B be two √ n × √ n boolean matrices and suppose we have an algorithm for building the data structure for the relaxed Problem 2. We now wish to create a set of strings D based on A and B, build the data structure on D and do n queries, one for each entry in the product of A and B. In the following we need to represent a subset of {0, 1, . . . , 2 √ n} as a string, which we do in the following manner.
√ n}, then we represent the set X as str(X) = bin(x 1 )#bin(x 2 )# · · · #bin(x )# where bin(·) gives the binary representation of the number · using 1 2 log n + 1 bits.
For the matrix A we define √ n strings:
A √ n and similarly for B we
Proof. There are at most √ n elements in A and at most √ n elements in B . Each element in A and B contributes exactly one number to the string d and one '#'. Each number uses exactly 1 2 log n + 1 characters. In total we get |A + |B | (
Corollary 1. The total length of the strings in D is
Proof. Follows since there are at most √ n strings in D and by Lemma 1 each string is at most O( √ n log n) characters long.
We have now created the set of strings, D, that we wish to build the data structure on. We now specify the queries and prove that using these queries we can solve the matrix multiplication problem. We are now able to give the following theorems: Theorem 1. Let P (n) be the preprocessing time for building the data structure for Problem 1 on a set of strings of total length n and let Q(n) be the query time. In time O(P (n log n) + n · Q(n log n) + n log n) we can compute the product of two √ n × √ n boolean matrices.
Proof. Follows by the lemmas and the discussion above.
Similarly for Problem 2 we obtain:
Theorem 2. Let P (n) be the preprocessing time for building the data structure for Problem 2 on a set of strings of total length n and let Q(n) be the query time.
In time O(P (n log n) + n · Q(n log n) + n log n) we can compute the product of two boolean matrices.
Proof. In the discussion above substitute B j with B j , P + and P − with P 1 and P 2 respectively.
As a side note, observe that if we replace the problems by their counting version (i.e. count the number of strings in D that satisfy the condition) then these problems solve matrix multiplication with 0/1 matrices and the regular addition and multiplication operations using the same reductions.
In this section, we present an improved upper bound for the common colors query problem and the main result is summarized below. Proof. Ferragina et al. showed that Problem 3 can be reduced to the common colors problem [7] . When combined with Theorem 3, we achieve the result.
First we give an overview, and then present the details of the proposed data structure. Let Σ = {σ 1 , σ 2 , σ 3 , ..., σ |Σ| } be the set of colors appearing in E. Without loss of generality we assume |Σ| ≤ n. The main structure is a binary tree ∆ (not necessarily balanced) of |Σ| nodes, where each color is associated with a unique node in ∆. Specifically, the color associated with a node u is given by σ ino(u) , where ino(u) is the in-order rank of u. Also we use Σ(u) to represent the set of colors associated with the nodes in the subtree of u. Let [q, r] and [s, t] be two given ranges in E, then Out q,r,s,t denotes the set of colors present in both [q, r] and [s, t]. We maintain auxiliary data structures for answering the following subqueries efficiently. -If the answer is yes (i.e., empty), we can infer that none of the color associated with any node in the subtree of u is an output. Therefore, we skip the subtree of u and move to the next node in the preorder traversal. -On the other hand if Subquery 2 at u returns no, there exists at least one node v in the subtree of u, where σ ino(v) is an output. Notice that v can be the node u itself. Therefore, we first check if σ ino(u) ∈ Out a,b,c,d using Subquery 1. If the query returns yes, we report σ ino(u) as an output and continue the preorder traversal.
By the end of this procedure, all colors in Out a,b,c,d has been reported.
Details of the Data Structure
We now present the details. For any node u in ∆, we use n u to represent the number of elements in E with colors in Σ(u). i.e., n u = |{i|E[i] ∈ Σ(u)}|. Then, we construct ∆ as follows, maintaining the invariant:
Here depth(u) ≤ log n is the number of ancestors of u. (We remark that this property is essential to achieve the result in Lemma 4 stated below). The following recursive algorithm can be used for constructing ∆. Let f i be the number of occurrences of σ i in E. Initialize u as the root node and Σ(u) = Σ. Then, find the color σ z ∈ Σ(u), where
is not empty, then we add a left child u L for u and recurse further from u L . Similarly, if Σ(u R ) is not empty, we add a right child u R for u and recurse on u R . This completes the construction of ∆. Since ∆ is a tree of O(|Σ|) = O(n) nodes, it occupies O(n) words. The following lemmas summarize the results on the structures for handling Subquery 1 and Subquery 2.
Lemma 3. Subquery 1 can be answered in O(log log n) time using an O(n)-word structure.
Proof. The array E can be stored using n log |Σ|(1 + o(1))-bits (or O(n)-word of space), and supporting rank E (j, σ i ): find the number of occurrences of σ i in E[1...j] in O(log log |Σ|) = O(log log n) time for any color σ i ∈ Σ [10] . The answer to Subquery 1 is yes if both (rank E (r, σ i ) − rank E (q − 1, σ i )) and (rank E (t, σ i ) − rank E (s − 1, σ i )) are nonzero and no otherwise.
Lemma 4.
There exists an O(n)-word structure for handling Subquery 2 in the following manner:
-If Σ(u) ∩ Out q,r,s,t = ∅, then return yes in time O log n log log n + √ n u log n -Otherwise, one of the following will happen
• Return no in O log n log log n time • Return the set Σ(u) ∩ Out q,r,s,t in O log n log log n + √ n u log n time
Proof. See Section 3.4.
By putting all the pieces together, the total space becomes O(n) words.
Analysis of Query Algorithm
The structures described in Lemma 3 and Lemma 4 can be used as black boxes to support our query algorithm. However, we slightly optimize the algorithm as follows: when we issue Subquery 2 at a node u, and the structure in Lemma 4 returns the set Σ(u)∩Out a,b,c,d (this includes the case where Subquery 2 returns yes), we do not recurse further in the subtree of u. Next we bound the total time for all Subqueries. Let k = |Out a,b,c,d | be the output size and ∆ be the subtree of ∆ consisting only of those nodes which we visited processing the query. Then we can bound the size of ∆ :
Proof. The parent of any node in ∆ must be a node on the path from root to some node u, where σ ino(u) ∈ Out a,b,c,d . Since the height of ∆ is at most log n, the number of nodes with depth at least log k on any path is at most log n − log k = log(n/k). Therefore, number of nodes in ∆ with depth at least log k is O(k log(n/k)). Also the total number of nodes in ∆ with depth at most log k is O(k).
We spend O(log log n) time for Subquery 1 in every node in ∆ . If a node u is an internal node in ∆ , then Subquery 2 in u must have returned yes in O log n log log n time (otherwise, the algorithm does not explore its subtree). On the other hand, if a node v is a leaf node in ∆ , we spend a lot more time. Thus by combining all, the overall query processing time can be bounded as follows.
Here Equation (1) is by Cauchy-Schwarz's inequality, 2 while Equation (2) is using Kraft's inequality: for any binary tree, ∈leaves 2 −depth( ) ≤ 1. This completes the proof of Theorem 3.
Proof of Lemma 4
The following are the building blocks of our O(n)-word structure.
1. For every node u in ∆, we define (but not store) E u as an array of length n u , where E u [i] represents the ith leftmost color in E among all colors in Σ(u). Thus for any given range [x, y], the list of colors in E[x...y], which are from Σ(u) appears in a contiguous region [x u , y u ] in E u , where -x u = 1+ the number of elements in E[1...x − 1], which are from Σ(u).
-y u = the number of elements in E[1...y], which are from Σ(u). Notice that the set of colors in Σ(u) can be represented as contiguous range of numbers, and the task of computing [x u , y u ] for any given x, y and u can be reduced to two orthogonal range counting queries in two dimensions. We therefore maintain O(n)-word structure for executing this in O(log n/ log log n) time [14] .
2. An √ n u × √ n u boolean matrix M u , for every node u in ∆. For this, we first partition E u into blocks of size √ n u , where the ith block is given by
Notice that the number of blocks is at most √ n u .
iff there is at least one color, which appear in both the ith block and the jth block of E u . We also maintain a two-dimensional range maximum query structure (RMQ) with constant query time [2] over each M u . The total space required is O( u∈∆ n u ) = O(n u∈∆ 2 −depth(u) ) = O(n log n) bits. 3. Finding the leftmost/rightmost element in E u [x...y], which is from Σ(u), for any given x, y, and u can be reduced to an orthogonal successor/ predecessor query. We therefore maintain O(n)-word structure for supporting this query in O(log n) time [18] .
We use the following steps to answer if Σ(u) ∩ Out q,r,s,t is empty. -Perform an RMQ on M u with R as the input region, where R = [1 + (q − 1)/ √ n u , r / √ n u ] × [1 + (s − 1)/ √ n u , t / √ n u ].
-If the maximum value within R is 1, then we infer that there is one color common in E u [q u , r u ] and E u [s u , t u ]. Also we can return no as the answer to Subquery 2. The time spent so far is O(log n/ log log n). 3. If the maximum value within R in the previous step is 0, we need to do some extra work. Notice that any color, which is an output must have an an occurrence in at least one of the following spans E u [q u , q u − 1], E u [r u + 1, r u ], E u [s u , s u − 1], E u [t u + 1, t u ] of length at most 4 √ n u . Therefore, these colors can be retrieved using O( √ n u ) successive orthogonal predecessor/successor queries and with Subquery 1, we can verify if a candidate belongs to the output. The total time required is O( √ n u log n).
This completes the proof of Lemma 4.
