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For Katrin

“It’s hopeless," he went on. "We no longer have the learning
of the ancients, the age of giants is past!"
"We are dwarfs," William admitted, "but dwarfs who stand
on the shoulders of those giants, and small though we are, we
sometimes manage to see farther on the horizon than they.”
Umberto Eco, The Name of the Rose
All in all you’re just another brick in the wall
Pink Floyd, Another Brick in the Wall
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λ Tikhonov regularization parameter.
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∂
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u , u Lower and upper pointwise control constraints.
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Lp(a, b; X) Lp-space of abtract functions over the Banach space X.
p Adjoint (or co-) state. Lagrange multiplier with respect to the equality con-
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Q, Σ Time-space cylinder, Q = (0, T)×Ω, and its boundary, Σ = (0, T)× Γ.
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Yad Set of admissible states.
U∗ Dual space of U.
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Chapter 1.
Introduction
Almost all phenomena in nature, engineering, economics, medicine, social science, etc.
can be modeled more ore less accurately by mathematical models based on differential
equations. Often, such models include more than one independent variable. In this case,
the differential equation is a partial differential equation (PDE). In this work we present
some aspects of optimal control of partial differential equations. Since this is a wide field,
we can only discuss some aspects here in detail and sometimes we have to refer to the
literature for a deeper discussion.
In the recent 30 years, the theory of optimal control of PDEs has become a very well es-
tablished field in applied mathematics. However, the origins of optimal control (or calculus
of variations) can be dated back 300 years, when J. Bernoulli starts to consider the Brachys-
trochrone problem. Modern optimal control theory was developed by L. S. Pontryagin and
his group in the late 1950s [86]. It generalizes the calculus of variations.
The theory of optimal control of PDEs was developed by J. L. Lions in the 1960s [67].
Here, the idea of a maximum principle was used to characterize an optimal control by an
optimality system for the control, the state and the adjoint variable. For a historical survey
of control and optimal control we refer to the papers [39] and [103]. Optimal PDE control
developed rapidly in the last 20 years with the dramatic increase of computing power.
Starting with the new millennium, the available computing power makes it possible to
apply algorithms, formerly only used to illustrate the theory by solving “toy problems”,
on real world applications. This ranges from fluid dynamics [2], [32] and applications
in material sciences [56] to, in some sense more simple, control of heating and cooling
processes [116]. The underlying physical models can be described by PDEs, we mention
the Navier-Stokes equations, Maxwell’s equations or the heat transfer equation.
Scientific progress in the field of optimal PDE control also generates an almost over-
whelming amount of books and theses devoted to this field. Searching the WWW for “op-
timal+control+PDE” returns 12.900 hits in the category “books” alone. Most of them focus
on very special topics in theory or on special applications of optimal control. Of course, we
find a lot of well written textbooks considering the basic theory of optimal PDE control. We
mention [108] and [52], both published around the year 2010. Most books are collections
of papers, we should mention [6] or [66] published as Issue 160 of the International Series
of Numerical Mathematics. However, we found comparatively few textbooks giving an in-
troduction into the theory of optimal control and giving at the same time and on the same
level also an introduction into the numerical aspects of optimal PDE control. We mention
the rather old book [5] or the new book [30].
The aim of this work is to give an introduction to optimal PDE control, but with the fo-
cus on the algorithmic side. We consider two model problems: An optimal control problem
for a linear convection-diffusion equation and an optimal control problem for a linear heat
transfer equation. In addition, we consider pointwise constraints for the control and point-
wise constraints for mixed control-state. The presence of pointwise inequality constraints
leads to some difficulties which we discuss here theoretically but the main focus will be on
9
1. Introduction
the numerically handling of such constraints.
To fix the terminology we define some terms. We follow [21] and state: An optimal PDE
control problem is defined by
(i) A control u that we can handle according to our interests, which can be chosen among
a family of feasible controls Uad. Uad may be an unbounded space of functions, for
instance the space L2, or a bounded subset of L2.
(ii) The state of the system y to be controlled, which depends on the control. Some con-
straints can be imposed on the state, i.e. we have a space of admissible states Yad. In
this work we will consider only pointwise constraints for the state.
(iii) A state equation that establishes the dependence between the control and the state.
This is the state equation, i.e. the PDE.
(iv) A function f : Uad × Yad → R+ ∪ {0} to be minimized. We call f the objective
function.
Although the origin of optimal control theory was connected with the control of systems
governed by ordinary differential equations (ODE), see the history of control theory in
[103], we focus here only on PDEs.
The work-flow to analyze an optimal PDE control problem is rather straightforward.
Q1 Analyze the state equation. Does there exist for all u ∈ Uad a unique solution of the
state equation? What is the right function space for y? By answering these questions,
we can characterize the control-to-state operator G : u → y.
Q2 Does the function f possesses a unique minimum for all u ∈ Uad and all y = Su?
Q3 Are there conditions to characterize the minimizer u¯?
While point (Q1) and (Q2) must be considered in terms of functional analysis, the point
(Q3) can be handled in two ways.
(Q3a) We can try to derive optimality conditions in terms of function spaces. We will later
see that this leads to a system of coupled PDEs and potentially nonlinear algebraic
conditions for functions. Later, we will discretize these conditions to obtain a numer-
ical solution of our optimal PDE control problem.
(Q3b) We discretize the entire problem and look for numerical approximations of the min-
imizer. We will obtain optimality conditions known from the theory of nonlinear pro-
gramming, i.e. large but finite systems of algebraic equations and nonlinear algebraic
conditions for the coefficient vectors of the numerical approximations for the control
u and the state etc.
In the last years, the approach (Q3a) has become popular. It is known as the ”first-optimize-
then-discretize” approach (OD) or as the “indirect method”, cf. [9]. However, in some cases
(Q3a) fails but (Q3b) provides a numerical approximation of the optimal solution. This is
often called “first-discretize-then-optimize” approach (DO) or the “direct method”. An
interesting question is whether both approaches provide the same solution – if any – and
which algorithmic properties these approaches have. From the numerical point of view
in both approaches we finally have to solve linear or nonlinear algebraic equations. The
actual structure of these equations is determined by the chosen algorithm. In the case of
our elliptic model problem we can show that the discretization can be chosen such that
both approaches lead to the same algebraic equation and hence to the same solution.
Considering our parabolic model problem, we can show that (Q3a) and (Q3b) lead to
different algebraic systems and hence to different solutions. This may be resolved by the
convergence of the numerical solutions of both approaches if we refine the spatial and
temporal discretization, but unfortunately this difference in the two formulations also in-
fluences the convergence of, for instance, gradient-based optimization methods. The point
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is, that in both approaches the numerical approximation of the state equation and the ob-
jective function can be chosen identically, but both approaches differ when computing the
gradient. The OD gradient is in some cases not a descent direction and hence the gradient
method will fail. We provide a convergence theory, which states that, in the limit, the it-
erates of both approaches within an iterative gradient method converge, but on the nite
level (i.e. when computing a numerical solution at xed spatial and temporal discretiza-
tion) this phenomenon inuences the convergence behavior of the OD approach signi-
cantly. We will call this phenomenon the lack of adjointness. It was observed by some
authors before cf. [112], [26], but has not yet been analyzed in detail.
Following the OD approach, optimality conditions for optimal PDE control problems
are strongly related to systems of PDEs. From the algorithmic point of view, this means
if we are able to derive optimality conditions in terms of systems of PDEs, and we are
able to solve such systems of equations numerically, we are able to solve optimal control
systems numerically by the OD approach. In this perspective, numerical optimal control
means solving PDE systems. For that reason, and since we must also nd an answer to
question Q1, we analyze PDEs in a separate section. We focus on two model PDEs: linear
parabolic and linear elliptic. Both types are simple enough to protect us from the usual
difficulties provided by nonlinear PDE problems as nonexistence of solutions, complex
function spaces etc., but they will be the right class of PDE to demonstrate the theory of
optimal PDE control. For the optimal control for nonlinear PDE we refer to the literature,
for instance [19], [93], [123], [79], and [62].
Consider the initial value problem for a PDE
d
∂y(t, x)
∂t
−∇ · (c∇y(t, x)) + ay(t, x) = f in (t0, t1)×Ω
hy(t, x) = r in (t0, t1)× ΓD (1.0.1)
n⃗ · c∇y(t, x) + qy(t, x) = g in (t0, t1)× ΓR
y(t0, x) = y0 in Ω.
This is a time dependent equation and, assuming c is a positive definite matrix for all
(t, x) ∈ Q, it is of parabolic type. The independent variable t is time, whereas x denotes
“space”. This can be physical space measured in inches or meters, or, for instance, the price
of stocks in an economic model, etc. The interval (t0, t1) is the finite time interval, where
we later use a transformation such that t0 = 0 and t1 = T, and Ω is the spatial domain.
It is here assumed as bounded subdomain of R N , N = 1, 2, 3, ... We use Γ to denote the
boundary of Ω. The time-space cylinder (t0, t1)×Ω is denoted by Q and its boundary is
Σ := (t0, t1)× Γ.
In our model equation we have two types of boundary conditions: hy = r is a so called
Dirichlet boundary condition and n⃗ · c∇y(t, x) + qy(t, x) = g is a boundary condition of
third type or Robin boundary condition. In many applications it is possible to approximate
Dirichlet boundary conditions by Robin boundary conditions, simply by setting q = sh
and g = sr, where s ∈ R is a suitably large number. The subset ΓD is the boundary segment
where the Dirichlet boundary condition holds and on ΓR we have the Robin boundary
condition. If Γ = ΓD ∪ ΓR we have a well defined problem, i.e. is has a unique solution that
exists on Q, cf. e.g. [108], Section 7.2. We call the solution of the PDE problem the “state”
and denote it by y. It depends on the data, especially it depends on the source f and the
boundary source g. We introduce a data-state mapping G : (f, g, r) → y. In Chapter 2 we
will analyze this mapping in more detail.
We are also interested in the stationary equation
−∇ · (c∇y(t, x)) + ay(t, x) = f in Ω
hy(t, x) = r in ΓD (1.0.2)
n⃗ · c∇y(t, x) + qy(t, x) = g in ΓR.
We assume c to be a positive definite matrix for all x ∈ Ω, otherwise the solution may not
exist. This type of equation is called “elliptic”. The bold letters denote data. These data
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specify the model. In applications, these parameters model problem dependent quantities
such as heat distribution rates or the velocity of cars in a traffic model.
A special role is played by the data f, g and r. They are the source terms in the PDE
and model, for instance, heat sources in a heat distribution model, or the intake of cars into
a traffic model. If all parameters are known and the sources are given, we can solve the
problem by a suitable numerical (or analytic) method and obtain consequently a solution.
This process we call “simulation”.
In Chapter 8 we consider a “real world application”. It is the simulation of a magnesium
coil in a furnace, which is part of a virtual factory. The underlying PDE is of parabolic type
(1.0.1), where a = b = 0 and ΣD = ∅. In contrast to the numerical treatment of the heating
procedure in the virtual factory, in our considerations we assume that d, c, and q do not
depend on the state y. In general, the problems we consider here are linear. In [78], we solve
a nonlinear problem, where we use a semiimplicit time stepping scheme or, alternatively, a
fully nonlinear treatment.
The theory of existence and uniqueness of the solutions of our model problems is well
established and can be found in a number of monographs and textbooks as for instance the
books [43], [94], [119], [121], and [125]. We focus here on the weak theory of PDEs, which
provides a natural approach to the finite element method to discretize the PDE problem
numerically. After discussing the existence and uniqueness of solutions of our model prob-
lems (Q1), we discuss also the numerical treatment of PDEs in view of using existing FEM
software. We choose OOPDE [88], a new code written in MATLAB that uses an object ori-
ented software design. In this way, the software provides a common interface for all types
of problems and consequently also for systems of PDEs. Only one method (or in pre-object
oriented nomenclature: one function) must be written to define the PDE problem. Since
this problem formulation is done at the discrete level, the software allows us to define and
implement also complex couplings of PDEs. As a side effect, in contrast to using modeling
software as e.g. COMSOL Multiphysics, we are able to implement OD and DO approaches
in OOPDE. As we will later see, OOPDE provides an easy way to implement almost all al-
gorithms for solving optimal PDE control problems by means of solving systems of PDEs.
Also important is the convergence theory of the finite elements method. In this work, we
will not analyze the FE method but we refer to the classical literature. We refer to [28], or
the monograph [105]. We should also mention the book [38].
In the second part of this work, we will analyze the optimal PDE control problems asso-
ciated with our model PDEs. In applications, often the system should be in a defined state,
here called desired state yd. This can be a function not necessarily from the same space as
the solutions y of the PDE and hence also not to be reachable by any admissible source. By
varying the sources f, r, g and/or y0 we can control the distance between the state and the
desired state. More precisely , the problem reads
min
u∈Uad
f (u, y)
subject to (1.0.1) or (1.0.2). In other words, we are looking for a source such that the distance
between the state obtained by the simulation and the desired state is minimal with respect
to a given measure defined by f : Uad × Yad → R+ ∪ {0}. We can involve constraints on
the sources as well as on the state by modifying Uad and Yad.
To emphasize the special role of the sources as controls, in optimal PDE control we denote
the control by u, i.e. the PDE reads in optimal control terminology
d
¶y(t, x)
¶t −∇ · (c∇y(t, x)) + ay(t, x) = uQ(t, x) in (t0, t1)×Ω
hy(t, x) = uD(t, x) in (t0, t1)× ΓD
~n · c∇y(t, x) + qy(t, x) = uR(t, x) in (t0, t1)× ΓR
y(t0, x) = y0(x) in Ω.
If a source is not a control, we will use the common nomenclature, e.g. the right-hand side
of the Dirichlet boundary condition will be r instead of uD.
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Additionally we may have inequality constrains for the state variable y or the functions
uQ, uD, etc. As the most well-known classes of constraints we mention
• (point wise) control constraints,
• (point wise) state constraints, and
• constraints for the gradient of the solution or the control.
In applications, such pointwise constraints model, in the case of state constraints, techno-
logical requirements, as, for instance, a temperature range in which a metal can be formed
by strip rolling.
The choice of the objective function f determines the degree of difficulty of the whole
problem. By setting
f (u, y) =
1
2
∥y− yd∥2L2(Q) + λ∥u∥2L2(Q)
or
f (u, y) =
1
2
∥y(T)− yd∥2L2(Ω) + λ∥u∥2L2(Q)
for the parabolic PDE problem, and
f (u, y) =
1
2
∥y− yd∥2L2(Ω) + λ∥u∥2L2(Ω)
for the elliptic PDE, we obtain an objective function that is associated with the inner prod-
ucts of the spaces L2(Q) and L2(Ω), respectively. Also, f is convex. This type of objective
function is often called tracking type function and is a well-studied representative of its
class. We will study this in Chapter 3.
Example 1.0.1 (Poisson’s equation with source term control). Consider the problem
min
u∈Uad
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to
−∆y + y = u in Ω
n⃗ · ∇y = 0 on Γ
where yd ∈ L2(Ω) is the desired state. The desired control (or control shift) ud is a function
from L2(Ω). The function u ∈ Uad ⊂ L2(Ω) is the control, where Uad stands for the space
of admissible controls. This can be a subspace of L2(Ω) or L2(Ω) itself. For the Poison
equation it is essential to ensure that u is, at least, in L2 and hence we can measure y in
the L2-norm. We regularize the problem by adding a Tikhonov regularization term to the
objective function. Note that y− yd and u− ud are measured in the L2(Ω)-norm.
Example 1.0.2 (Heat transfer with control constraints). Let (0, T) be a time interval. We
consider the problem
min
u∈Uad
1
2
∥y(T)− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Γ)
subject to
∂
∂t
y− c∆y = u in (0, T)×Ω
n⃗ · c∇y + qy = g on (0, T)× Γ
y(0) = y0 on Ω
and
u ≤ u ≤ u almost everywhere in Q.
Here, Uad ⊂ L2(Q).
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In Chapter 3 we will discuss some aspects of optimal PDE control such as existence and
uniqueness of optimal controls and the handling of (pointwise) control and mixed control-
state constraints. We will derive optimality conditions for both our model problems in
terms of PDEs, i.e. the optimality conditions are formulated in infinite dimensional Hilbert
spaces. This is the OD approach to optimal PDE control.
A special aspect in this work is the handling of inequality constraints. In the case of
control constraints, by Pontryagin’s maximum principle [86] we obtain projections of the
adjoint (or co-) state into the set of admissible controls. This is the basis of the active set al-
gorithms, see [64]. The active set algorithms can be seen as a semismooth Newton method,
see [49]. On the other side, by using a smoothed projection formula, we can construct a
similar algorithm using the classical (smooth) version of Newton’s method, which can be
solved numerically by every suitable solver that can handle (nonlinear) PDE systems. This
algorithms was formulated first in [84] for a PDE control problems for a parabolic PDE. In
this work, the elliptic case will be discussed.
The analysis of some algorithms will make up a large part of Chapter 4. Most of this
is known, except the analysis of the smoothed projection formula in Section 4.5 was not
previously published. We refer to [91] and [90] for the interior point algorithm, [7] and [49]
for the active set algorithm as well as [84] for the smoothed projection algorithm applied
to a parabolic PDE. However, here we summarize the results and give an overview on the
used theoretical approaches, but in an unified notation. The projected gradient method
will be discussed as well as the interior point method. The former is an iterative method
while the latter is a method that uses a special penalty function to include the pointwise
constraints. We refer to [48] for the projected gradient method and [118] for the interior
point method. Note that all algorithms are considered in function spaces and will be dis-
cretized as late as possible. The extended discussion of the mentioned algorithms, both to
include control or state constraints as well as “outer” optimization algorithms as the “all-
at-once” method (solving the discrete optimality system for all variables simultaneously
by a suitable method) or gradient based algorithms, is the main part of Chapter 4.
However, optimal PDE control problems can be transformed also into “common” non-
linear programming (NLP) problems by discretizing the whole problem first by a suitable
method, e.g. by finite elements. This is the already mentioned DO approach to optimal
PDE control.
We will discuss the differences and similarities of both approaches in Chapter 5. For a
discussion see also the paper of Betts and Campbell [9]. An introduction into the differences
between both approaches can be found also in Chapter 3 in the book [52]. However, both
approaches lead to a numerical scheme that must ultimately be solved. While in the case
of an optimal PDE control problem for an elliptic PDE both approaches lead in a natural
way (if we use the same discretization method) to the same solution, the situation changes
for the parabolic PDE. Here, the DO approach and the OD approach will provide different
solutions even if the discretization in both approaches is identical. Especially, when using
iterative gradient methods, this can be the reason for a non-convergence of the method. We
refer to [112] for some examples. We will analyze this “lack of adjointness” in Section 5.
We will use our elliptic model problem to compare the algorithms. Such comparisons are
unexpectedly rare in the literature, we refer to [72] and again [7], where only active set al-
gorithm and interior point algorithms were under consideration. In contrast to [84], where
a closed source code was used to test the algorithm, we use here a program that allows
full control over the code. The results are comparable implementations of the considered
algorithms. Especially the smoothed projection can be compared directly with the active
set algorithm.
Solving optimal PDE control problems with parabolic PDEs numerically is much harder
than solving elliptic PDEs. Since the most effective methods, i.e. the active set algorithm,
the smoothed projection algorithm, and the interior point algorithms are “all-at-once” al-
gorithms which need the solution of the optimality system, including two PDEs and a
nonlinear coupling term simultaneously, the sheer size of the discrete systems, (its size is
the number of time steps multiplied by the number of degrees of freedom of the spatial
discretization multiplied by three) makes it impossible to use “all-at-once” algorithms (on
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common PCs), except for very small toy problems. Caused by such technical problems,
there are only few reports on optimal PDE control with parabolic PDEs using all-at-once
methods. We refer for some examples to [80], [81], the paper [9], but also [122].
For optimal PDE control with parabolic PDE, iterative methods like the projected gra-
dient algorithm are more common. The main principle is to solve the parabolic PDEs ap-
pearing in the optimality system sequentially (here, we can use adaptive time stepping)
and couple them adequately. We avoid solving a large linear or nonlinear system. The dis-
advantage of iterative algorithms is that here the lack of adjointness plays an important
role. We will use our parabolic model problem to discuss this phenomenon.
In Chapter 8 we will apply the gradient method to a magnesium coil heating problem.
Since the spatial domain is a subset ofR3, and the residence time of the coil in the furnace
is about eight hours, the use of an adaptive time stepping scheme is unavoidable, and also
the use of an all-at-once method is not possible.
Obviously, the main work when solving optimal PDE control problems numerically is
the solution of systems of PDEs (all-at-once algorithms) or of many parabolic PDEs sequen-
tially (algorithms using gradients). In both cases it is obvious that model order reduction
can be a way to save computational costs or makes it possible to solve real world problems
on common PC hardware. Note that model order reduction is not restricted to the OD
approach.
For elliptic PDE problems, multigrid methods are well known, see [47]. However, also
the optimality system of optimal PDE control problems for parabolic PDEs can be trans-
formed into a PDE of bilaplace type. This is one result from [84]. For the elliptic case we
show an analogous result. However, the idea for using multigrid methods comes from [13]
and later adapted by the authors in [51].
A further model order reduction method becoming popular especially (but not exclu-
sively) for parabolic PDEs is the proper orthogonal decomposition (POD). We refer to the
lecture notes [114]. The classical POD method can be applied very efficiently to linear
parabolic PDE, but in optimal control context there are some papers where POD was used
for nonlinear problems. We refer to [65], where POD was used for the control of Burgers’
equation and [59], where a semilinear PDE was controlled.
The main difficulty when applying POD to optimal PDE control problems is to find a
suitable POD basis. The standard procedure is to solve the state equation (i.e. to run one
simulation) for a fixed source. In optimal PDE control, the source is the unknown, hence
we need a suitable initial guess for the control to compute the POD basis (or a first guess
for a POD basis). Here, algorithms that correct the POD basis within the iteration process
are in use. We refer to [35]. However, here we need again a balance between accuracy,
convergence rate and effort.
A second question is, whether the state and adjoint equation need a different POD ba-
sis. If we answer this question with yes, the “lack of adjointness” may become a problem
again. However, this question leads to different model order reduction strategies: “first-
reduce-then-optimize“ versus “first-optimize-then-reduce”. This is an remarkable analogy
to the DO versus OD issue. We will discuss model reduction and especially model order
reduction by POD in Section 7.
In Chapter 8, we apply POD model order reduction to the coil heating problem on the
simulation as well as on the problem finding an optimal control.
There is a number of textbooks on optimal PDE control. We mention the book [108] from
2010, published 2008 first in German, followed by the book [52], which is divided into four
chapters discussing the theory of optimization in Banach spaces as well as aspects of the
discretization of optimality conditions, but also applications in semiconductor design and
glass cooling. A new book is [30], where also aspects of the implementation of algorithms
are considered.
However, optimal PDE control is related to many fields: numerical analysis, weak the-
ory of PDEs, theory of abstract functions, convex analysis, finite element approximation,
theory of ODE, numerical methods, large scale nonlinear programming, and finally code
development and computer science. Most textbooks approach this field via functional anal-
ysis. Algorithms to solve the considered problem on a computer are often only marginal
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notes, and tutorials on how to write codes that solve the considered problems are rare also
in journal papers. An exception may be [30].
In this work we restrict ourselves to only two rather simple but instructive problem
classes: linear elliptic and linear parabolic PDEs. Also the type of objective function con-
sidered here is standard: We consider a tracking type functional where we include also a
Tikhonov regularization as “given”. The inequality constraints should be pointwise con-
trol constraints, while mixed control-state constraints can be seen as control constraints for
a modified problem.
By this choice of the problem class, the theory of existence and uniqueness can be pre-
sented in an instructive way. The optimality conditions for our chosen problem class are
also simple: By the formal Lagrange technique we obtain an adjoint equation (a PDE) that
must be solved for the adjoint state (or co-state) and a variations inequality that must hold
for the adjoint and the optimal control for all controls from the admissible set Uad.
This rather clear result becomes a complex problem on a computer. Obviously, the claim
“for all” is hard to implement in computer programs and also computers cannot handle
inequalities as easily as equations. Here, some techniques to formulate the optimality con-
ditions in a proper system of equations are developed, and lead to different algorithms for
solving optimality systems.
Also the selection of algorithms is restricted: the active set algorithm, the smoothed pro-
jection algorithm, the interior point algorithm and projected gradient algorithm are chosen
as typical members of larger classes of algorithms. These classes are semismooth Newton
methods, (smooth) Newton-type methods, and gradient based methods. The smoothed
projection algorithm and the interior point algorithm introduce a further regularization (or
smoothing) of the problem, such that we have to prove existence and uniqueness of solu-
tions of the regularized problem as well as to prove the convergence of these methods. We
show here results for our simple model problems, for more general or more special cases
we can refer to a large number of reports in the literature.
The numerical realization of the chosen algorithms is also discussed here. In the litera-
ture, we have only few textbooks including code examples. An example may be the already
mentioned book [30], which provides some MATLAB code. However, as we will see later, in
every case and for every algorithm optimality systems contain PDEs. The question is now,
why not use FE software to solve them? This idea is not really new, see the papers [102],
where FEMLAB was used to control the Navier-Stokes equations, or [82] and [60], where
the authors present code examples for COMSOL Multiphyiscs software.
We show in Section 6 that every considered algorithm can be directly implemented in
the FE code of our choice. For instance, the interior point algorithm can be seen as a non-
linear PDE system, that can be solved by Newton’s method where one parameter changes
from iteration to iteration. The same holds for the smoothed projection algorithm. In our
philosophy, solving an optimality system related to an optimal PDE control problem is es-
sentially the same as, for instance, the simulation of a reacting diffusion-convection system:
it is only a coupled (nonlinear) PDE system.
The example of the smoothed projection algorithm shows also that the smoothing of op-
timality systems is not only a theoretical issue, but it is useful for transforming algorithms
into computer programs.
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Chapter 2.
The state equation
In this section we summarize the theory of partial differential equations appearing in the
model problems considered in this work. We consider here only the weak solution theory
for PDEs. The existence of strong or classical solutions can be derived from the existence of
weak solutions sometimes .
Although in general the solution of optimal control problems for linear PDE constraints
leads to nonlinear systems of PDEs, such nonlinearities come from the coupling of the
equations and appear as, for instance, nonlinear source terms. The PDEs themselves remain
linear. This justifies analyzing only linear PDEs in this section.
A second topic of this sections is the introduction into the OOPDE software. We discus
briefly the usage of OOPDE and give examples for solving our model problem PDEs.
In this work we will emphasize some functions by bold letters as “data”. We will also
use the symbols y, u, p, v to denote functions as well as their discrete counterparts, i.e. y
may be the function or the FE coefficient vector associated with the function y, unless the
context requires a more accurate notation.
2.1. Linear elliptic PDE
We consider the linear elliptic boundary value problem (EBVP)
−∇ · (c∇y) + ay = f in Ω (2.1.1)
n⃗ · (c∇y) + qy = g on Γ, (2.1.2)
where the second order differential term can be written as
−∇ · (c∇y) = −
N
∑
i,j=1
∂
∂x i

cij(x)
∂
∂xj
y

.
It may be clear that such a problem for functions from, for instance, L2(Ω) cannot have in
general a classical solution. A classical solution must be in this case twice differentiable,
i.e. y ∈ C2(Ω)C1(Ω¯). The idea is to look for a solution of problem (2.1.1)–(2.1.2) in the
Sobolev space H1(Ω). For that, we need a weak formulation of (2.1.1)–(2.1.2). First we
assume that f, g, c, a and q are sufficiently smooth and that y ∈ C2(Ω)C(Ω¯) is a classical
solution. Let Ω be bounded and let all integrals in the following be well defined. We chose
an arbitrary but fixed (test) function v ∈ C1(Ω), multiply both sides of (2.1.1) with v, and
integrate (2.1.1) over Ω. We obtain
−
ˆ
Ω
∇ · (c∇y)v +
ˆ
Ω
ayv dx =
ˆ
Ω
fv dx.
After partial integration of the leftmost integral we have
ˆ
Ω
(c∇y) · ∇v dx−
ˆ
Γ
n⃗ · (c∇y)v ds +
ˆ
Ω
ayv dx =
ˆ
Ω
fv dx.
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Inserting the boundary condition (2.1.2) we obtain
ˆ
Ω
(c∇y) · ∇v dx +
ˆ
Γ
qyv ds +
ˆ
Ω
ayv dx =
ˆ
Ω
fv dx +
ˆ
Γ
gv ds. (2.1.3)
Since C1(Ω) is dense in H1(Ω) and all integrals are continuous in v, Equation (2.1.3) holds
also for v ∈ H1(Ω).
We can introduce now an associated bilinear form by
c[y, v] :=
ˆ
Ω
(c∇y) · ∇v dx +
ˆ
Ω
a y v dx +
ˆ
Γ
q y v ds, (2.1.4)
where the source functional is given by
F(v) := (f, v)L2(Ω) + (g, v)L2(Γ), (2.1.5)
where y, v are from H1(Ω).
Note that obviously c[y, v] = c[v, y], i.e. the bilinear form is also symmetric.
Assumption 2.1.1. We assume that the data fulfill the following conditions
(i) Let Ω ⊂ R N , N ≥ 2, be a bounded Lipschitz domain with boundary Γ.
(ii) The functions cij(x) are from L∞(Ω),
(iii) The condition of symmetry holds, i.e. cij(x) = cji(x) in Ω.
(iv) There is a constant c0 > 0 such that
N
∑
i,j=1
cij(x)ξiξ j ≥ c0|ξ|
hold for all vectors ξ ∈ R N and for all x ∈ Ω.
(v) The functions a ∈ L∞(Ω), a = a(x) : Ω → R and q ∈ L∞(Γ), q = q(s) : Γ → R are
bounded and measurable and nonnegative for almost all x ∈ Ω and s ∈ Γ, respectively. At
least one of these functions must not be identical zero such that ∥a∥2L2(Ω) + ∥q∥2L2(Γ) > 0.
From (2.1.5) we know that f and g can be chosen from L2(Ω) or L2(Γ), respectively.
Definition 2.1.2. A function y ∈ H1(Ω) is a weak solution of the boundary value problem
(2.1.2), if the variational equation
ˆ
Ω
c∇y · ∇v dx +
ˆ
Ω
a y v dx +
ˆ
Γ
q y v ds =
ˆ
Ω
fv dx +
ˆ
Γ
gv ds (2.1.6)
holds for all v ∈ H1(Ω).
Using the bilinear form c[y, v] and the functional F(v), we can write (2.1.6) as
c[y, v] = F(v).
for all v ∈ H1(Ω).
Theorem 2.1.3. Let the assumptions (i)–(v) hold. Then Equation (2.1.2) has a unique weak solution
y ∈ H1(Ω) for all f ∈ L2(Ω) and g ∈ L2(Γ). Further there is a constant independent of the data f
and g such that
∥y∥H1(Ω) ≤ c

∥f∥L2(Ω) + ∥g∥L2(Γ)

. (2.1.7)
Proof. The Lax-Milgram theorem will give us the existence of a solution. For that, we
choose v ∈ H1(Ω) and check the assumptions on the bilinear form.
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(i) Boundedness of |c[y, v]| = ´Ω c∇y∇v dx + ´Ω a yv dx + ´Γ qyv ds .
We haveˆ c∇y · ∇v dx + ˆ
Ω
ayv dx +
ˆ
Γ
qyv ds

≤
ˆ c∇y · ∇v dx+ ˆ
Ω
ayv dx
+ ˆ
Γ
qyv ds

≤ cb∥y∥H1(Ω)∥v∥H1(Ω),
where we used the estimationsˆ c∇y · ∇v dx ≤ ˆ |c∇y| |∇v|dx
≤
ˆ
|c∇y|2dx
1/2 ˆ
|∇v|2dx
1/2
≤ ∥c∥L∞(Ω)∥y∥H1(Ω)∥v∥H1(Ω), (2.1.8)ˆ
Ω
ayv dx
 ≤ ∥a∥L∞(Ω)∥y∥L2(Ω)∥v∥L2(Ω) ≤ ∥a∥L∞(Ω)∥y∥H1(Ω)∥v∥H1(Ω),
and ˆ
Γ
qyv dx
 ≤ ∥q∥L∞(Γ)∥y∥L2(Γ)∥v∥L2(Γ) ≤ cτ∥q∥L∞(Γ)∥y∥H1(Ω)∥v∥H1(Ω).
For that we used Hölders inequality, the fact that
∥|∇y∥L2 =
ˆ
Ω
|∇y|2dx
1/2
≤
ˆ
Ω
y2 + |∇y|2dx
1/2
= ∥y∥H1(Ω),
and the estimate from the trace theorem (Theorem A.2.8),
∥yΓ∥L2(Γ) ≤ cτ∥y∥H1(Ω).
The constants cb,cτ are independent of y.
(ii) The V-ellipticity c[y, y] ≥ c∥y∥H1(Ω) can be shown as follows: From the assumption
(iv) we obtain two cases:
a) If a ̸ ̸≡ 0 then there exists a measurable subset E ⊂ Ω with |E| > 0 and δ1 > 0
with a(x) > δ1 in E. Further from the assumption (iii) we have cij(x) > δ2 for a
δ2 > 0. Further we have
c[y, y] =
ˆ
Ω
c∇y · ∇y dx +
ˆ
Ω
ay2 dx +
ˆ
Γ
qy2 ds
≥ δ2
ˆ
Ω
∇y · ∇y dx + δ1
ˆ
E
y2 dx ≥ min(δ1, δ2) 1cE ∥y∥
2
H1(Ω)
where cE is the constant form the generalized Poincaré inequality.
b) If q ̸= 0 there is a measurable subset Γq ⊂ Γ such that |Γq| > 0 and a δ3 > 0 with
q(s) > δ3 on Γq.
c[y, y] ≥ δ2
ˆ
Ω
∇y · ∇y dx + δ3
ˆ
Γq
y2 ds ≥ min(δ3, δ2) 1cΓq
∥y∥2H1(Ω).
The lower bound β we need for using the Lax-Milgram theorem is now
β = min

min(δ1, δ2)
1
cE
, min(δ3, δ2)
1
cΓq

.
19
2. The state equation
At last we obtain the estimation for F by
jF(v) j =





W
f v dx +

G
qv ds






W
j f jjvj dx +

G
jqjjvj ds
 k f kL2(W)kvkL2(W) + kgkL2(G)kvkL2(G)
 k f kL2(W)kvkH1(W) + ckgkL2(G)kvkH1(W)
 C

k f kL2(W) + kgkL2(G)

kvkH1(W)
The estimate (2.1.7) is equivalent to the continuity of the mapping (f , g) ! y with respect
to the underlying function spaces.
We can define linear continuous operators
GW : L2(W) ! H1(W)
GG : L2(G) ! H1(W)
by
GW : (f , 0) 7! uW
GG(0, g) 7! uG.
We can now write u = GWf + GGg. We will later use this to construct control-to-state
mappings.
2.2. Linear parabolic PDE
Let W  R N , n = 1, 2, 3 a bounded domain and Gits boundary. We define the space-time
cylinder Q := ( 0, T)  W and its boundary S := ( 0, T)  G.
We consider here the model problem (PBVP)
d
dt y   r (cr y) + ay = f in Q (2.2.1)
~n  (cr y) + qy = g on S (2.2.2)
y(0) = y0 in W. (2.2.3)
Assumption 2.2.1. Let W  R N be a bounded domain with Lipschitz boundaryG. Let a 2
L¥ (W), q 2 L¥ (G), q  0 for all (t, x) 2 Q xed.
Denition 2.2.2. The set of all equivalence classes of functions y 2 L2(Q) for which the
weak first derivatives with respect the spatial variable exists in L2(Q) defines together with
the norm
kykW1,02 (Q) :=

kyk2L2(Q) + kjr yjk2L2(Q)
 1/2
the space W1,02 (Q).
With the inner product
(y, v) :=

Q
y(t, x)v(x, t) + r y(t, x)  r v(t, x) dx dt
the space W1,02 (Q) is a Hilbert space. The norm kykW1,02 (Q) can be written as
kykW1,02 (Q) =


Q
y(t, x)2 + jr y(t, x) j2 dx dt
 1/2
=
 
 T
0
kyk2L2(W) + kjr yk2L2(W)dt
! 1/2
(2.2.4)
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and could be also the norm of the space of abstract functions L2(0, T; H1(Ω)) that we define
later.
Definition 2.2.3. We define the space W1,12 (Q) as the set
y ∈ L2(Q) : Diy ∈ L2(Q), ddt y ∈ L
2(Q)

together with the norm
∥y∥W1,12 (Q) =

∥y∥2L2(Q) + ∥|∇y|∥2L2(Q) + ∥
d
dt
y∥2L2(Q)
1/2
.
With the inner product
(y, v)W1,12 (Q)
= (y, v)L2(Q) + (∇y,∇v)L2(Q) +

d
dt
y,
d
dt
v

L2(Q)
it is a Hilbert space.
The superscripts stand for the order of the (weak) derivatives with respect to the spatial
variables and the time, and the subscript marks the order of integration.
Now we bring (2.2.1)–(2.2.3) into a weak form. To do that, we assume y ∈ C2(Q), i.e.
there exists a classical (or strong) solution for the problem. As test function we choose
v ∈ C1(Q). We multiply with v and integrate to obtain
¨
Q
d
dt
yv−∇ · (c∇y)v + ayv dx dt =
¨
Q
fv dx dt
for all v ∈ C1(Q). After partial integration with respect to t and x we obtain
ˆ
Ω
d
dt
y(t, x)v(t, x) dx|t=Tt=0 −
¨
Q
y
d
dt
v dx dt
+
¨
Q
(c∇y)∇v + auv dx dt−
¨
Σ
n⃗(c∇y)v ds dt =
¨
Q
fv dx dt
Now we have a problem: For y ∈ W1,02 (Q) the terms y(0, x) and y(T, x) are not defined,
since y is not assumed to be continuous. Of course, for y(0, x) we can insert the initial
condition (2.2.3) but y(T, x) is still undefined. However, we can change the space of test
functions. All the operations are valid also for v ∈ W1,12 (Q), the terms v(0, x) and v(T, x) are
well defined as traces in L2(Ω). We claim now that v ∈ W1,12 (Q) and additional v(T, x) = 0.
For such test functions the integral for t = T disappears. After inserting the boundary con-
dition (2.2.2) we arrive at the definition of weak solution for the parabolic model equation
(2.2.1)–(2.2.3).
Definition 2.2.4. A function y ∈ W1,02 (Q) is called weak solution of (2.2.1)–(2.2.3), if
¨
Q
−y d
dt
v dx dt + (c∇y)∇v + ayv dx dt +
¨
Σ
qyv ds dt
=
¨
Q
fv dx dt +
¨
Σ
gv ds dt +
ˆ
Ω
u0v(x, 0) dx
holds for every v ∈ W1,12 (Q) with v(T, ·) = 0 .
Note that here the spaces of the solution and the test functions differ. This asymmetry
makes this setting inappropriate for the later use in optimal control theory. Note further
that this weak formulation differs significantly from the one in Section 2.3.1, where we
only integrate with respect to the spatial variable to obtain a semidiscrete formulation of
the parabolic PDE. To overcome this difficulty we need the concept of abstract functions.
We refer to the textbook [36] for an introduction into the theory of abstract functions.
We should note the following theorem.
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Theorem 2.2.5. Let the Assumption 2.2.1 hold. Then problem 2.2.1–2.2.3 has a unique solution
y ∈ W1,02 (Q) for all y0 ∈ L2(Ω), f ∈ L2(Q), and g ∈ L2(Σ). There is a constant c, independent
from the data f, g, and y0, such that
max
t∈[0,T]
∥y(t, ·)∥L2(Ω) + ∥y∥W1,02 (Q) ≤ c

∥f∥L2(Q) + ∥g∥L2(Σ) + ∥y0∥L2(Ω)

.
Note the term for y(t, ·). A proof can be found in [108] as a special case of Theorem 7.1.
Definition 2.2.6. A mapping from [a, b] ⊂ R into a Banach space X is called an abstract
function.
Example 2.2.7. Let X = H1(Ω). For an abstract function y : [0, T] → H1(Ω) the value y(t)
is an element form H1(Ω), i.e. a function depending on the spatial variable x. We have
y(t) = y(t, ·) with y(t, ·) = y(t, x), x ∈ Ω
for all fixed t ∈ [0, T]. Obviously, the solution of the parabolic problem y = y(t, x) ∈
W1,02 (Q) is such an abstract function.
Definition 2.2.8. We define by C([a, b], X) the space of all continuous functions y : [a, b]→
X with associated norm
∥y∥C([a,b],X) = max
t∈[a,b]
∥y(t)∥X .
An abstract function is called continuous if lim
t →t∥y(t )− y(t)∥X = 0.
Example 2.2.9. The space C([0, T], L2(Ω)) is the space of real valued functions y(t, x) on
Q = [0, T]×Ω, which are quadratically integrable at every t ∈ [0, T] and continuous with
respect to the norm of L2(Ω), i.e. for all t ∈ [0, T] we have
ˆ
Ω
y(t, x)2 dx < ∞
and
lim
t →t ∥y(t )− y(t)∥L2(Ω) =
ˆ
Ω
(y(t , x)− y(t, x))2
1/2
= 0.
A natural norm for C([0, T], L2(Ω)) is given by
∥y∥C([0,T],L2(Ω)) = max
t∈[0,T]
ˆ
Ω
y(t, x)2dx
1/2
.
Definition 2.2.10. Let y(t) : [a, b]→ X be an abstract function. If [a, b] is the union of finite
Lebesgue measurable and pairwise disjoint subsets Mi ⊂ [a, b] and there exists a finite
number of elements yi ∈ X, such that y(t) = yi for all t ∈ Mi, then we call y a step function.
Definition 2.2.11. A vector-valued function y : [a, b] → X is said to be measurable if there
exists a sequence {yi}i=1,...,∞ of step functions yi : [a, b] → X such that y(t) = limi→∞ yi(t)
for almost every t ∈ [a, b].
Definition 2.2.12 (Lp-spaces of abstract functions).
(i) We denote by Lp(a, b; , X), 1 ≤ p < ∞ the space of all equivalence classes of measur-
able abstract functions y : [a, b]→ X with
ˆ b
a
∥y(t)∥pX dt < ∞.
With the norm
∥y∥Lp(a,b;X) :=
ˆ b
a
∥y(t)∥pXdt
1/p
Lp(a, b; X) is a Banach space.
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(ii) The space L∞(a, b; X) is the space of all equivalence classes of measurable abstract
functions y : [a, b]→ X with
∥y∥L∞(a,b;X) := ess sup
t∈[a,b]
∥y(t)∥X < ∞.
All functions that differ only on a subset of [a, b] with measure zero are regarded as equal.
We have Lp(a, b; X) ⊂ L1(a, b; X) for 1 ≤ p ≤ ∞. For step functions y we define the Bochner
integral.
Definition 2.2.13. Let y ∈ Lp(a, b; X), 1 ≤ p ≤ ∞ be a step function. The integral
ˆ b
a
y(t) dt :=
m
∑
k=1
yk|Mk|
is called Bochner integral, where yk is the value of y on Mk and |Mk| is the measure (vol-
ume) of Mk.
For functions y ∈ L1(a, b; X) we have since y is measurable, a sequence {yk}k=1,...,∞ of
step functions with yk → y almost everywhere on [a, b]. In this case, we define the Bochner
integral by ˆ b
a
y(t) dt = lim
k→∞
ˆ
yk(t) dt.
Example 2.2.14. One of the most important spaces for our purpose is L2(0, T; H1(Ω)). This
is the space of real valued functions y(t, x) with x ∈ Ω and t ∈ [0, T]. For each t, the
function y(t, ·) belongs to H1(Ω). Its norm
∥y∥L2(0,T;H1(Ω)) =
ˆ T
0
∥y(t)∥2H1(Ω)dt
1/2
=
ˆ T
0
∥y(t)∥2L2(Ω) + ∥|∇y(t)|∥2L2(Ω)dt
1/2
is the same as the norm of W1,02 (Q), c.f.(2.2.4). In fact, both spaces are isomorphic:
W1,02 (Q) ∼= L2(0, T; H1(Ω)).
We will now construct a second weak formulation of our parabolic model problem. Our
aim is to find a formulation in terms of abstract functions. The idea is the same we used
in Section 2.3.1 to obtain the semi discrete formulation (2.3.4). We chose v ∈ H1(Ω), i.e. v
depends here only on the spatial variable x. The integration is taken only with respect to Ω
and we fix t ∈ (0, T). We integrate by parts and obtain
ˆ
Ω
d
dt
y(t, x)v(x) dx +
ˆ
Ω
c∇y(t, x)∇v(x) dx +
ˆ
Ω
ay(t, x)v(x) dx
+
ˆ
Γ
qy(t, x)v(x) dx =
ˆ
Ω
f(t, x)v(x) +
ˆ
Γ
g(t, s)v(s)ds
for all t ∈ [0, T] , where we now use the time interval [0, T] instead of [a, b]. This is justified
by the simple observation that by t˜ := t+ a and T = b− a we can transform every interval
[a, b] to [0, T]. Since L2(Q) ∼= L2(0, T, L2(Ω)) and L2(Σ) ∼= L2(0, T, L2(Γ)) we consider y, f
and g as abstract functions of t, almost everywhere identical with the real valued functions.
To emphasize this fact we will write abstract functions as u(t) and suppress the argument
x also in the test function v, i.e. the equation above reads now
ˆ
Ω
d
dt
y(t)v dx = −
ˆ
Ω
c∇y(t)∇v dx−
ˆ
Ω
ay(t)v dx
−
ˆ
Γ
qy(t)v dx +
ˆ
Ω
f(t, x)v +
ˆ
Γ
g(t)v ds (2.2.5)
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For almost all fix t ∈ (0, T) the right-hand side of (2.2.5) is linear and continuous in v and
assigns to every v ∈ H1(Ω) a fixed real number, i.e. the right hand side defines a linear
functional and we can write ˆ
Ω
d
dt
y(t)v dx = F(t)v.
If the right-hand side is a linear functional, the left-hand side should also be a linear func-
tional on H1(Ω), i.e. ddt y(t) ∈ H1(Ω)∗ for almost every t ∈ (0, T). Now, every weak
solution y ∈ W1,02 (Q) can be seen, at least after a modification on a set with measure zero,
as an element of L2(0, T; H1(Ω)). To finally define the right space for our class of parabolic
PDE, we need the concept of vector-valued distribution.
Definition 2.2.15 (Derivative as distribution). Let Y = L2(0, T; V). For y ∈ Y we define a
vector-valued distribution τ : C∞0 (0, T) → V by τϕ :=
´ T
0 y(t)ϕ for all ϕ ∈ C∞0 (0, T) and
identify y with τ. The derivative ddtτ is now defined by the Bochner integral
d
dt
τϕ := −
ˆ T
0
y(t)
d
dt
ϕ(t) dt.
Note that in our application V = H1(Ω). Note further that y(t) is an abstract function
but ϕ(t) is real valued.
Let y = y(t) be an abstract function in L1(0, T; V) with
d
dt
τϕ = −
ˆ T
0
τ
d
dt
ϕ dt =
ˆ T
0
w(t)ϕ(t) dt
for all ϕ ∈ C∞0 (0, T), then we can identify w = ddtτ. Now we define
d
dt
y(t) := w(t).
Definition 2.2.16. The space W(0, T) is defined as the space of all y ∈ L2(0, T; V) with
derivative ddt y ∈ L2(0, T; V∗) together with the norm
∥y∥W(0,T) =
ˆ T
0

∥y(t)∥2V + ∥
d
dt
y(t)∥2V∗

dt
1/2
,
where V∗ is the dual space of V. With the inner product
(y, v)W(0,T) =
ˆ T
0

(y(t), v(t))V + (
d
dt
y(t),
d
dt
v(t))V∗

dt
1/2
the space W(0, T) is a Hilbert space.
The next theorems are taken from [108], Sec. 3.4.
Theorem 2.2.17. Let V ⊂ H ⊂ V∗ be a Gelfand triple (cf. Definition A.1.25) . Every y ∈
W(0, T) = L2(0, T; V) coincides, possibly after a suitable modification on a set of measure zero,
with an element of C([0, T], H).
In this sense we have a continuous embedding W(0, T, V) ↩→ C([0, T], H). A proof can
be found in e.g. [67], Theorem 1.1. Note that Theorem 2.2.17 ensures the existence of y(0)
and y(T) in H. To apply this to our problem class we will make it more concrete. In our
application we have V = H1(Ω),H = L2(Ω). Hence from y ∈ W(0, T) = L2(0, T; H1(Ω))
we have y ∈ C([0, T], L2(Ω)), where we have to correct y only on a set of measure zero.
The value y(0) ∈ L2(Ω) is given by the initial condition. Up to now we have actually
y(T) ∈ L2(Ω).
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Theorem 2.2.18. For all y, v from W(0, T) the by parts
ˆ T
0

d
dt
y(t), v(t)

H1(Ω)∗ ,H1(Ω)
dt = (y(T), v(T))L2(Ω) − (y(0), v(0))L2(Ω)
−
ˆ T
0

d
dt
v(t), y(t)

H1(Ω)∗ ,H1(Ω)
dt
holds.
Corollary 2.2.19. In W(0, T) we have
d
dt
y(t), y(t)

V∗ ,V
dt =
1
2

∥y(T)∥2H − ∥y(0)∥2H

.
Proof. For the proof we set v = y and use Theorem 2.2.18.
Theorem 2.2.20. Let y ∈ W1,02 (Q) be the solution from Theorem 2.2.5. Then y belongs, possibly
after a suitable modification on a set of measure zero, to W(0, T). There holds
∥y∥W(0,T) = c

∥ f ∥2L2(Q) + ∥g∥L2(Σ) + ∥u0∥L2(Ω)

for a constantc > 0, independent of the data f, g, and y0.
A proof can be found in [108], cf. Theorems 3.12, and 3.13.
Corollary 2.2.21. The mapping ( f , g, y0) → y is continuous from L2(Q)× L2(Σ)× L2(Ω) to
W(0, T), and by the embedding
W(0, T) ↩→ C([0, T], L2(Ω))
also to C([0, T], L2(Ω)).
We now revisit the weak formulation of the parabolic problem. From
¨
Q
d
dt
yv−∇(c∇y)v + ayv dx dt =
¨
Q
fv dx dt
we come using integration by parts to
−
¨
Q
y
d
dt
v dx dt +
¨
Q
(c∇y)∇v dx dt +
¨
Q
ayv dx dt +
¨
Σ
qyv ds dt
=
¨
Q
fv dx dt +
¨
Σ
gv ds dt +
ˆ
Ω
y0v(0, x) dx−
ˆ
Ω
y(T, x)v(T, x) dx
for all v ∈ W1,12 (Q). Now by Theorem 2.2.20 we have u ∈ W(0, T) and v ∈ W(0, T). Further
y(0) = y0 is now justified and by integration by parts we obtain for all v ∈ W(0, T)
ˆ T
0

d
dt
y(t), v

V∗ ,V
dt +
¨
Q
(c∇y(t))∇v + ay(t)v dx dt
+
¨
Σ
quv ds dt =
¨
Q
fv dx dt +
¨
Σ
guv dx dt
with y(0) = y0. The extension from v ∈ W1,12 (Q) to v ∈ W(0, T) is done by density argu-
ments since the integrals are continuous with respect to v ∈ W(0, T). However, this varia-
tional formulation remains also valid for v ∈ L2(0, T; H1(Ω)). Using v ∈ L2(0, T; H1(Ω)),
the non-symmetry in our first variational formulation disappears.
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As in the elliptic case, we can define linear continuous operators
GQ : L2(Q) → W(0, T)
GΣ : L2(Σ) → W(0, T)
GΩ : L2(Ω) → W(0, T)
by
GQ : (f, 0, 0) → yQ
GΣ : (0, g, 0) → yΣ
GΩ : (0, 0, y0) → yΩ
such that y = Gqf + GΣg + GΩy0. This will be useful when we consider optimal control
problems, where the control can be the source, the right-hand side of the boundary condi-
tion or the initial condition.
For the later sections where we consider optimal control problems for our model prob-
lems, we need the following result:
Theorem 2.2.22. Let Ω ⊂ R N be a bounded C1,1-domain with boundary Σ. Assume f ∈ Lr(Q),
r > N/2+ 1 , g ∈ Ls(Σ) for s > N + 1, and y0 ∈ C(Ω¯). Then the weak solution of
¶
¶t y−∇ · (c∇y) + ay = f in Q
~n · (c∇y) + qy = g on Σ
y(0) = y0 in Ω
belongs to C(Q) and there is a constant c independent of y such that
∥y∥C(Q¯) ≤ c

∥f∥Lr(Q) + ∥g∥Ls(Σ) + ∥y0∥C(Ω¯)

.
For a proof we refer e.g [20].
2.3. (Semi) Discretization of PDEs
2.3.1. Finite element method and its implementation in OOPDE
In the following we give some notation concerning partial differential equations, especially
the naming of coefficients and the matrices in the related finite dimensional systems.
Let Ω ⊂ Rn,n = 1, 2, 3, be an open and bounded domain and let Γ be the boundary of Ω.
We consider the scalar (initial) boundary problem for the partial differential equation
d
d
dt
u−∇ · (c∇y) + ay = f in (0, T)×Ω (2.3.1)
~n · (c∇y) + qy = g on (0.T)× Γ (2.3.2)
y(0) = y0 in {0} ×Ω, (2.3.3)
where c is a positive definite matrix c : Ω → Rn,n. The function u depends on the spatial
variable x, or, for time dependent problems, i.e. d ̸= 0, on the time t and the spatial variable
x, i.e. y = y(x) or y = y(t, x), respectively. Note that for n = 1 the ∇-operator means ddx
and all coefficients are scalar functions. In the case d ≡ 0 and n = 1 the problem is in the
classical sense not a PDE but a boundary value problem for a second order (if c ̸= 0) ODE.
The term ~n · (c∇y) means the unit outward normal derivative.
All data can depend on the spatial variable x and, if applicable, on the time t. Note
that by these dependencies the type of this equation can change with time. Data can be
identically zero, e.g. with c = a ≡ 0, (2.3.2) is a hyperbolic equation, and for d = 0 we have
an elliptic equation. Note that if d = 0 the time interval (0, T) disappears.
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By multiplying (2.3.1) with a test function v ∈ H1(Ω) =: V and using Green’s formula
we obtain the weak formulation of (2.3.1) as the integral equation
ˆ
Ω
d

d
dt
y

v dx +
ˆ
Ω
(c · ∇y)∇v dx +
ˆ
Ω
ayv dx−
ˆ
Γ
n⃗ · (c∇u)v ds
=
ˆ
Ω
fv dx ∀v ∈ V.
Now we can replace the integrand in the boundary integral by the Robin boundary condi-
tion (2.3.2), i.e.
−
ˆ
Γ
n⃗ · (c∇y)v ds =
ˆ
Γ
(qy− g) v ds.
We can write (2.3.1) as
ˆ
Ω
d

d
dt
y

v dx +
ˆ
Ω
(c∇y)∇v dx +
ˆ
Ω
ayv dx +
ˆ
Γ
qyv ds
=
ˆ
Ω
fv dx +
ˆ
Γ
gv ds ∀v ∈ V, (2.3.4)
while in the case of time-dependent problems, i.e. d ̸= 0 we additionally have y(0) = y0.
Next, we replace V by a finite dimensional subspace, Vh ⊂ V and consider yh = ∑nxi=1 yiϕi,
and vh = ∑nxi=1 viϕi where the ϕi are a set of basis functions of Vh and nx is the number of
basis functions. To be more precise, we should write yh = yh(t, x) = ∑
nx
i=1 yi(t)ϕi(x) for
time dependent problems, or yh(x) = ∑
nx
i=1 yiϕi(x) for stationary problems. Especially by
the splitting of yh(t, x) into a time dependent coefficient yi(t) and a spatial dependent basis
function ϕi(x) we can transform the time dependent PDE problem into a semi discrete ODE
problem.
The idea is that instead of testing with all v ∈ Vh, it is sufficient to test only against all
basis functions of Vh. We choose now ϕi such that ϕi ∈ H1(Ω∆), where Ω∆ is an approxi-
mation of Ω by, depending on the dimension of Ω, intervals, triangles or tetrahedrons. The
simplest member of this class of functions are piecewise linears. In one and two dimen-
sional spaces they were often called hat functions. The number of basis functions is here
equal the number of mesh points.
Equation(2.3.4) becomes
nx
∑
j=1
yj
ˆ
Ω∆
d(t, x)
d
dt ∑ ϕj(x)ϕi(x) dx +
ˆ
Ω∆
c(t, x)∇ϕj(x)∇ϕi(x) dx+
ˆ
Ω∆
a(t, x)ϕj(x)ϕi(x) dx +
ˆ
Γ∆
q(t, s)ϕj(s)ϕi(s) ds

=
ˆ
Ω∆
f(t, x)ϕi(x) dx +
ˆ
Γ∆
g(t, x)ϕi(x) ds
for i = 1, ..., nx, where we assume that all coefficient functions are from L∞(Ω) or L∞(Γ)
and can be approximated by piecewise constant functions on the interior of each single
element of Ω∆. Note that a coefficient function can depend for time dependent problems
on t, x and y(t, x), otherwise on x and y(x). After the evaluation of all integrals we finally
obtain the possibly nonlinear system
D
d
dt
y + (K + M + Q)y = (F + G) (2.3.5)
with y = yi, i = 1, ..., nx. Note that we use here the same notation y for the function as well
as for the coefficient vector of yh = ∑ yiϕi.
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The matrices and vectors are in detail
Di,j =
ˆ
Ω∆
d(x)ϕj(x)ϕi(x) dx
Ki,j =
ˆ
Ω∆
c(x)∇ϕj(x)∇ϕi(x) dx
Mi,j =
ˆ
Ω∆
a(x)ϕj(x)ϕi(x) dx
Qi,j =
ˆ
Γ∆
q(x)ϕj(x)ϕi(x) ds
Fi =
ˆ
Ω∆
f(x)ϕi(x) dx
Gi =
ˆ
Γ∆
g(x)ϕi(x) ds
for i, j = 1, ..., np. Obviously, this holds for Ω∆ ⊂ Rn and Γ∆ ⊂ Rn−1 with n = 1, 2, 3.
Note that for time dependent data the related matrices and vectors depend on time, hence
they must be updated in every time step of the time integration. Similarly, for nonlinear
problems at least one matrix or vector depends on the solution y and must be updated
within the solution process, e.g. within a Newton iteration.
Since Ω∆ consists of a finite number of elements, we can write the definitions above also
as a sum of integrals over the elements (Ω∆)l , where l = 1, ..., ne.
The relation between the coefficient names and the associated matrices may to be not
straightforward. While the coefficients d, f, q, and g belong to their capitalized matrix and
vector counterparts, the coefficient c belongs to the stiffness matrix K, and the coefficient a
belongs to the mass matrix M.
2.3.2. A note on boundary conditions
In this work we will consider only generalized Neumann boundary conditions. The reason
for that is more practical then theoretical. While Dirichlet boundary conditions are natural
for finite differences discretization schemes, boundary conditions of third kind are natu-
ral for finite element discretization schemes, see the use of Green’s formula in the section
above: The boundary condition can be used to eliminate a boundary integral of a differen-
tial term by the integral of algebraic terms.
In the theory of optimal PDE control, generalized Neumann boundary conditions and
homogeneous Dirichlet boundary conditions can be handled easily, other types of bound-
ary conditions must be handled with special care. We refer to the literature [108], [67].
Otherwise, by using some techniques, as e.g. stiff spring approximation, also Dirichlet
boundary conditions can be handled approximately. Assuming we have given the Dirichlet
boundary condition
y = r,
we can approximate it by
n⃗ · (c∇y) + sy = sr
where s > 0 be a (large) real number. The number s is often called “stiff spring coefficient”.
Obviously, by choosing s large enough, the differential term marginalizes. However, we
have now an approximation by a regular generalized Neumann boundary condition that
can be inserted into the weak formulation of the PDE. Note that our software OOPDE can
also handle Dirichlet boundary conditions directly, cf. [88].
2.3.3. Discretization error
Convergence analysis of FEM must be taken case by case. In this work we will not analyze
the FEM method but refer to [28], or to the monograph [105]. Since Theorem 2.1.3 provides
28
2.4. Numerical examples
y ∈ H1(Ω), we can only expect convergence of the FEM, i.e.
∥y− yh∥H1(Ω) → 0
for h → 0. Here is y ∈ H1(Ω) the solution of problem (2.1.1)–(2.1.2) and yh ∈ Vh ⊂ H1(Ω)
is the numerical solution.
In the parabolic case we have to consider also the discretization error with respect to the
time. Here we refer to [105].
2.4. Numerical examples
In this work we will use the MATLAB software OOPDE (Object-Oriented PDE Toolkit) to
illustrate the numerical treatment of all here considered problems, i.e. solving PDEs and
optimal PDE control as well as model reduction for PDEs and optimal control problems.
We will later learn that the optimality conditions for optimal PDE control problems are
systems of PDEs, often coupled by rather simple algebraic relations. Fortunately, OOPDE
can solve systems of PDEs, and, by its open interface, it is rather simple to formulate such
optimality systems.
In this section we will give some detailed examples solving problems from our model
PDE classes, i.e. linear elliptic and linear parabolic.
We start at the weak formulation of the PDE problems, c.f. (2.1.3) and (2.2.5). By (semi)
discretization we obtain algebraic systems of the form
(K + M + Q)y = F + G
in the elliptic case or a system of coupled ODEs of the form
D
∂
∂t
y(t) + (K + M + Q)y(t) = F + G
y(0) = y0
in the parabolic case. To solve the elliptic problem, we bring all matrices and vectors to the
right-hand side:
0 = −(K + M + Q)y + F + G =: Φ(y). (2.4.1)
This can now solved by e.g. Newtons method numerically. In the case of a linear problem,
Newtons method will converge after one iteration. This can be used to construct a general
stationary solver. However, OOPDE provides special solvers for linear stationary problems
too, where e.g. we use that the Jacobian matrix of Φ is a constant matrix, and the solution
y is the solution of a linear system and can be written as y = J−1Φ Φ(0), where J
−1
Φ denotes
the inverse of the Jacobian of Φ.
Reordering the parabolic problem, we must write it as
D
∂
∂t
y = Φ(y)
y(0) = y0
where Φ is defined as in the elliptic case.
The idea behind OOPDE is that the user has to define onlyΦ. Additionally the user may
define the Jacobian matrix, possibly as a function depending on the solution y, if known
and if it can be implemented with an acceptable effort. From the programmers point of
view, OOPDE is an object oriented toolkit written in MATLAB. It uses an unusual, at least
for MATLAB software, programming approach. OOPDE is a set of MATLAB classes that
implements the finite element method including mesh generation, matrix assembly, linear
and nonlinear solvers, as well as time integrators. Since it is only a class library, the user
must write his own application code. For simple examples it is only one MATLAB file that
defines the (semi-) discrete PDE problem by definingΦ as defined in (2.4.1) in a method df,
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where all matrices and vectors are computed by already defined class methods, inherited
from a super class called pde. However, complex problems need more complex code, but
it will be very readable MATLAB code, what makes OOPDE suitable as a tool for teaching
the numerical treatment of optimal PDE control. On the other hand, the OOPDE software
has comparable performance as MATLAB’s pde-toolbox, but it can handle a wider class of
problems. It has already been used in scientific projects as e.g. PATH2PDE, a bifurcation
and path-follwing software, and its add-ons, cf. [110], as well as in application projects like
CARMA cf. [111], [1] or the development of a virtual mill for hot strip rolling of magnesium
alloys, cf. [76] and [78].
For more details on the concepts and techniques behind OOPDE, especially the object-
oriented programming, we refer the quick-start guide [88].
Through a one-to-one correspondence between dicretization matrices and OOPDE class
properties, OOPDE codes are almost self-explaining. We will demonstrate the use of
OOPDE first on some examples implementing the state equation of our model problems.
These examples should give only an impression of the use of OOPDE solving PDEs and in
later sections optimal control problem, or to be more precise, the optimality systems or the
PDE sub-problems occurring in algorithms like primal-dual-active set etc.
2.4.1. Linear elliptic PDE
We solve the stationary heat transfer problem with constant source,
−0.1 · ∆y + y = 10 in Ω
y = 0 on Γ.
The domain Ω is the “unit” L-shaped Ω = (0, 1)2\[0.5, 1]2, a subset of R2. We compare
our PDE with (8.2.1). The coefficients are c = 0.1 and a = 1. We have further d = 0, as
well as we have to chose g = 0, and q arbitrary to approximate the homogeneous Dirichlet
boundary conditions.
We need the matrices K, M, Q and the vectors G and F. To include the Dirichlet boundary
conditions, we use the approximation by Robin boundary conditions. All these data are
parts of the properties of our pde object and will be initialized after calling the initialize
method from the pde class. In this application, we do not need the matrices C and D.
The idea is now to restrict the interface to the parameters c, a and f . This required the re-
definition of the method initialize, since we intentionally want to change its interface. The
idea is, that we call inside the overwritten initialize method the original version of the ini-
tialize method, inherited from pde. To save computational costs, we will pre-compute the
linear system within initialize and us the property obj.A to store the all-at-once systems
matrix and property obj.b to store all contribution to the right-hand side. The variable
obj stands here for the object itself, but it is, unlike in C++ language, not a predefined
name..
First we define the user class heatTransfer.
classdef heatTransfer < pde
methods(Access = protected)
function dy = df(obj ,~,y)
dy = obj.A*y + obj.b;
end
function J = jacobian(obj ,~,~)
J = obj.A;
end
end
methods(Access = public)
function initialize(obj ,c,a,f)
b = zeros(size(obj.grid.p,1) ,1);
initialize@pde(obj ,1,c,b,a,f);
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obj.A = -(obj.K+obj.M+obj.Q);
obj.b = obj.F+obj.G;
end
end
end
The method (function) initialize is intentionally used to prepare the linear systems. We
overwrite here the method pde.initialize by heatTransfer.initialize, but we call
pde.initialize within heatTransfer.initialize. In comparison with a naive imple-
mentation, where we could define the method df by
function dy = df(obj ,~,y)
dy = -(obj.K+obj.M+obj.Q)*y +obj.F+obj.G
end
we save one matrix–matrix multiplication, three additions of sparse matrices, one matrix–
vector multiplication and two additions of vectors.
Also, since we know the Jacobian of Φ, or its discrete counterpart obj.df, we should
overwrite the method pde.jacobian by heatTransfer.jacobian. Otherwise pde.jacobian
will compute the Jacobian matrix by numerical differentiation, which may be very time
consuming and, more significantly, we lose the sparse structure of the Jacobian matrix.
This may be marginal for small elliptic problems, but since df can be, without any modifi-
cations, also the right-hand side of a parabolic PDE, this code can be used without changes
for a parabolic problem, where efficiency plays a more important role.
Note that OOPDE can handle also convection terms b⃗ · ∇y. When using the method
pde.initialize we must give it in the absence of a convection term a “suitable zero”.
That may clarify the appearance of the variable b in the code of initialize in the listing
above.
For the driver program we define a MATLAB function. Of course we could write this
equivalently as a MATLAB script, but in later examples we will use local functions, im-
plementing e.g. coefficient functions, what needs definitely the use of “main functions”
instead of “main scripts”.
function testHeat2D ()
pde = heatTransfer ();
pde.grid = grid2D ();
pde.fem = lagrange12D ();
pde.grid.lshape;
pde.grid.refineUniformly (4);
pde.grid.makeBoundaryMatrix(...
pde.grid.RobinBC (1e3 ,0));
pde.initialize (0.1 ,1 ,10);
pde.solve('LINEAR ');
end
Here, the only cryptic line may be
pde.grid.makeBoundaryMatrix(...
pde.grid.robinBC (1e3 ,0));
which defines the approximation of the Dirichlet boundary condition by a robin bound-
ary condition with stiff spring coefficient s = 103. Note that in all lines of the main program
we call only OOPDE class methods, while the class definitions uses one MATLAB function,
namely zeros. Note further that in the driver function “pde” is the name of an object, not
the call of the constructor of the abstract class pde.
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2.4.2. Linear parabolic PDE
We want to solve the problem
d
dt
y−∇ · (c∇y) = 0 in Q := (0, T)×Ω
y = 0 on Σ := (0, T)× Γ
y(0) = y0 in Ω
with
y0(x) :=

1 0.45 < x1 < 0.55, 0.45 < x2 < 0.55
0.8 0.15 < x1 < 0.3, 0.25 < x2 < 0.35
0.5 0.15 < x1 < 0.25, 0.45 < x2 < 0.65
0.3 0.75 < x1 < 0.95, 0.45 < x2 < 0.85
0 otherwise
The domain may be given as Ω := (0, 1)2, let T = 1, and c = 0.006 .
We use again the heatTransfer class. The only thing we have to change is the driver
program.
function testHeat2Dtransient ()
pde = heatTransfer ();
pde.grid = grid2D ();
pde.fem = lagrange12D ();
pde.grid.unitSquare (0.0125);
x1 = pde.grid.p(1,:);
x2 = pde.grid.p(2,:);
pde.grid.makeBoundaryMatrix(...
pde.grid.RobinBC (1e3 ,0));
pde.y = y0(x1,x2);
pde.time = 0:0.01:1;
pde.initialize (0.006 ,0 ,0);
pde.solve('ODE15S ');
end
function val = y0(x,y)
val = zeros(size(x));
val(x <0.55&y <0.55&x >0.45&y >0.45) = 1.0;
val(x <0.30&y <0.35&x >0.15&y >0.25) = 0.8;
val(x <0.95&y <0.85&x >0.75&y >0.45) = 0.3;
val(x <0.25&y <0.65&x >0.15&y >0.45) = 0.5;
end
The first three lines of this program are identical with the program that solves the elliptic
problem. To set up a parabolic problem, we need to define the time interval and the initial
condition. We call the solve method with parameter ’ODE15S’ to use the NDF/BDF solver
from MATLAB’s ODE-suite, cf. [100]. For further examples, especially how to solve systems
of PDEs, see [88], Chapter 2.
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Chapter 3.
Existence of optimal controls
and optimality Conditions
In this section we prove the existence and uniqueness of optimal controls for our model
problems. By using the control-to-state mapping G : U → V we can do this in a very
formal way independently from the underlying PDE. Only the operator G must be linear
and continuous on U. Further we derive optimality conditions for both model problems
based on a variational inequality, and from that, we obtain an optimality system in terms
of PDEs.
In Examples 1.0.1 and 1.0.2 we introduced (or accepted as given) the Tikhonov regular-
ization terms λ2 ∥u∥2L2(Ω) and λ2 ∥u∥2L2(Q), respectively. This may be justified by a statement
from one of the leading scientist in optimal PDE control:
“Without regularization nothing will work.”
Fredi Trölzsch1
Another quote makes this less absolute:
“If a regularization has no effect in the numerical calculations, you don’t need
it in the analysis too.”
Anton Schiela2
However, we will not deeply discuss regularization here, but we will use regularization
whenever it is necessary. We discuss this issue later when we come to the point, where
we will need regularization, for instance, when we introduce the Lavrentiev regularization
of state constraints. The use of logarithmic barrier functions to involve given pointwise
inequality constraints for state or control has also a regularizing effect, see e.g. [97], but we
will not discuss it as “regularization”.
Regularization is connected with the problem of well/ill-posedness. We should define
this terms. The following definition can be found in [85] or [16].
Definition 3.0.1. Let U, V denote two Banach or Hilbert spaces and let A : U → V a
mapping. The problem Au = v is called well-posed in the sense of Hadamard, if it satisfies
the following properties:
(i) Existence: For all data, there exists a solution of the problem.
(ii) Uniqueness: For all data, the solution is unique.
(iii) Stability: The solution depends continuously on the data.
A problem is ill-posed if one of these three conditions is violated.
1Personal conversation. (2014)
2Personal conversation when working on the paper [89] (2007)
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A survey on ill-posed problems is also given in [58]. The author states there, that an
“inverse problem is often (almost always) ill-posed“, cf. [58], Section 2.5. This statement
may be a little bit shady. More interesting is the list of well-posed and ill-posed problems
there. However, optimal control problems are potentially ill-posed.
The Tikhonov regularization is the most commonly used method of regularization of ill-
posed problems. Its origin it has in the work [106]. In statistics, the method is known as
“ridge regression”, it is also known as the “method of linear regularization”. It is related
to the Levenberg-Marquardt (damped least-squares) algorithm for nonlinear least-square
problems.
Let U, V be Hilbert spaces and let A be a linear operator. We consider the problem
Au = v,
which may be ill-posed either because of non-existence or non-uniqueness of u. The least
square formulation
min
u∈U
1
2
∥Au− v∥2V
leads to an ill-posed system of equations
A∗(Au− v) = A∗v.
In order to give preference to a particular solution with desirable properties, e.g. with
minimal U-norm, a regularization term can be included in this minimization as given by
min
u∈U
1
2

∥Au− v∥2V + ∥Λu∥2U

for some suitably chosen Tikhonov operator Λ : U → U. In our applications, Λ is chosen
as identity multiplied by a real number λ > 0, that leads to the well known tracking type
objective function
min
x∈U
1
2

∥Ax− b∥2V + λ2∥x∥2U

.
In a later section, we will discus the approximation of pure state constraints
y ≤ y ≤ y
almost everywhere in Ω by mixed control-state constraints
y ≤ y + εu ≤ y
almost everywhere in Ω. This is known as Lavrentiev regularization of state constraints.
We will later see, that by this construction also the existence of Lagrange multipliers from
L2(Ω) can be proved, cf. [96]. The Lagrange multipliers associated with pure state con-
straints are in general from C(Ω¯)∗, which can be identified with the space of regular Borel
measures. A further advantage of this regularization is that by a simple transformation
such problems can be handled analogously with control constrained problems.
For a deeper analysis of the structure of Lagrange multipliers we refer to [96]. For an
error analysis of the regularization we refer to [27] and for an error analysis of the FEM
method we refer to [71].
The elimination of constraints by penalty terms as for instance logarithmic terms of the
form
µ
ˆ
Ω
ln(u− u) + ln(u− u)dx
with µ > 0, leads also to approximations of the Lagrange multipliers. Here, we will show
that µu−u ∈ L∞(Ω) and µu−u ∈ L∞(Ω) converge for µ→ 0 towards the Lagrange multipliers
associated with the control constraints. The Lagrange multiplier of control constrained
problems are from L2(Ω)∗ which can be identified by L2(Ω). However, if we apply barrier
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elimination on mixed control-state constraints, this changes. One can show, that my+ #u   y
and my   #u   y are still functions form L¥ (W). Schiela shows that this result remains valid
also for case of pure state constraints if the penalty or barrier function is chosen suitably,
cf. [99] and also [97]. In other words: in some cases the Tikhonov regularization may be
redundant as long as m> 0.
3.1. Elliptic Optimal Control Problems
We consider in this section the optimal control problem
min
u2Uad
f (y, u) := 1
2
ky   ydk2L2(W) +
l
2
ku   udk2L2(W) ,
subject to the variational equation
(cr y, r v) + ( ay, v) + ( qy, v) = ( u, v) + ( g, v) (3.1.1)
for all v 2 H1(W) and to the pointwise control constraints
u(x)  u(x)  u(x)
almost everywhere in W, i.e.
Uad := f u 2 L2(W) : u(x)  u(x)  u(x) a.e. in Wg.
We will use the tag (PE) to refer this problem.
3.1.1. Control-to-state operator
We consider the linear elliptic PDE (3.1.1) .
Denition 3.1.1. The mapping 2.1.3 G : u 7! y,G : L2(W) ! H1(W), defined in Theorem
2.1.3, is called the control-to-state operator.
The operator G is linear and continuous, cf. Theorem 2.1.3, and the estimation for kyk.
SincekykL2(W)  k ykH1(W) we have H1(W) is linearly and continuously embedded into
L2(W). For that we define the embedding operator E : H1(W) ! L2(W).
Denition 3.1.2. We define by S := EGG(u) : L2(W) 7! L2(W) the solution operator S :
L2(W) ! L2(W) , S : u 7! y.
The advantage of using S instead of G is that we have an adjoint operator S : L2(W) !
L2(W), hence we can work in the Hilbert space L2(W).
Lemma 3.1.3. Let f U , k  k U g and f H , k  k H g be Hilbert spaces. Let S: U ! H a linear and
continuous operator. The functional f: U ! R ,
f (u) := 1
2
kSu   ydk2H +
l
2
ku   udk2U ,
is convex for all  0.
Proof. Since f is continuous, it is sufficient to show that
f

1
2
(u + v)


1
2
( f (u) + f (v))
holds for all u, v 2 U . We use in the following the linearity of S, the Cauchy-Schwarz and
Young’s inequality.
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f

1
2
(u + v)

=
1
2
S12 (u + v)

− yd∥2H +
λ
2
∥

1
2
(u + v)

− ud
2
U
=
1
2

S

1
2
(u + v)

− yd, S

1
2
(u + v)

− yd

H
+
λ
2

1
2
(u + v)

− ud,

1
2
(u + v)

− ud

U
=
1
2

1
2
(Su− yd) , 12 (Su− yd)

H
+

1
2
(Su− yd) , 12 (Sv− yd)

H
+
1
2

1
2
(Sv− yd) , 12 (Sv− yd)

H
+
λ
2

1
2
(u− ud) , 12 (u− ud)

U
+λ

1
2
(u− ud) , 12 (v− ud)

U
+
λ
2

1
2
(v− ud) , 12 (v− ud)

U
≤ 1
2

1
4
∥Su− yd∥2H +
1
2
∥Su− yd∥H∥Sv− yd∥H + 14∥Sv− yd∥
2
H

+
λ
2

1
4
∥u− ud∥2H +
1
2
∥u− ud∥H∥v− ud∥H + 14∥v− ud∥
2
H

≤ 1
2

1
4
∥Su− yd∥2H +
1
4
∥Su− yd∥2H +
1
4
∥Sv− yd∥2H +
1
4
∥Sv− yd∥2H

+
λ
2

1
4
∥u− ud∥2U +
1
4
∥u− ud∥2U +
1
4
∥v− ud∥2U +
1
4
∥v− ud∥2U

=
1
2

1
2
∥Su− yd∥2H +
λ
2
∥u− ud∥2U

+
1
2

1
2
∥Sv− yd∥2H +
λ
2
∥v− ud∥2U

=
1
2
( f (u) + f (v))
Note that the argumentation stays valid for λ = 0 and hence the Tikhonov regularization
is not necessary for the convexity of f .
We have the following generalized theorem.
Theorem 3.1.4. Let Hilbert spaces {U, ∥ · ∥U} and {H, ∥ · ∥H} be given, let Uad ⊂ U be a
nonempty, bounded, and convex set. Further, let ud ∈ U, yd ∈ H and λ ≥ 0 be a real constant.
Let S : U → H be a linear and continuous operator. Then the quadratic problem
min
u∈Uad

f (u) :=
1
2
∥Su− yd∥2H +
λ
2
∥u− ud∥2U

has a solution u¯ ∈ Uad. For λ > 0 this solution is unique.
Proof. Since f is positive by its definition, the number j := infu∈Uad f (u) exists. and there is
a sequence {un}∞n=1 ⊂ Uad such that limn→∞ f (un) = j.Uad is bounded and closed but not
necessarily compact. However, as a Hilbert space, U is reflexive. Hence, by the fundamen-
tal theorem of functional analysis (cf. [108], Theorem 2.11, or [121]), the bounded, closed,
and convex subset Uad is weakly sequentially compact. Consequently, some subsequence
{unk}∞k=1 converges weakly to some u¯ ∈ Uad, i.e. limk→∞{unk} ⇀ u¯. Since S is continuous,
f is also continuous. By the convexity of f together with its continuity we have that f is
weakly lower semicontinuous. Consequently,
f (u) < lim
k→∞
inf f (unk ) = j
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Since u¯ ∈ Uad we have f (u¯) = j, and u¯ is therefore an optimal control. The asserted
uniqueness follows from the strict convexity of f .
Theorem 3.1.5. Let λ > 0. Then the problem from Theorem 3.1.4 has a unique solution also for
the case of unbounded admissible set Uad, i.e. if Uad is only convex and closed.
Proof. Let j := inf
u∈Uad
f (u). We show that for u with large value of its norm ∥u∥U the value
of the functional f increases. Choose u ∈ Uad with ∥u− ud∥2U > 2(j + 1)λ−1. Since
f (u) =
1
2
∥Su− yd∥2H +
λ
2
∥u− ud∥2U ≥
λ
2
∥u− ud∥2U ≥ j + 1,
it is sufficient to consider the minimization problem
min
u∈U˜ad
f (u)
with U˜ad = {u ∈ Uad : ∥u − ud∥2U ≤ 2λ−1(j + 1)}, where U˜ is convex, closed, and
bounded. We can now apply Theorem 3.1.4 what gives us the wanted result.
Assumption 3.1.6. Let Ω ⊂ R N be a bounded Lipschitz domain and let λ ≥ 0. Let yd ∈ L2(Ω),
ud ∈ L2(Ω) and let the assumptions from Theorem 2.1.3 be fulfilled. Further let u ∈ L2(Ω),
u ∈ L2(Ω) be given, such that u(x) < u(x) for almost every x ∈ Ω.
Definition 3.1.7. For the application within the next theorems, we define the set of admis-
sible controls by
Uad = {u ∈ L2(Ω) : u(x) ≤ u(x) ≤ u(x) a.e. in Ω}.
It is clear that Uad is a non empty, convex bounded subset of L2(Ω). Note that by setting
u = −∞ and/or u = ∞ we lose the boundedness of Uad.
Theorem 3.1.8. Let Assumption 2.1.1 hold. Then the problem
min
u∈Uad
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to
(c∇y,∇h)L2(Ω) + (ay, y)L2(Ω) + (qy, h)L2(Γ) = (u, h)L2(Ω) + (g, h)L2(Γ)
has a unique optimal solution for all λ > 0 for all Uad ⊆ L2(Ω) .
Proof. Here, we have a mapping (u, g)→ y which includes the non-homogeneous general-
ized Neumann boundary condition. By linearity we can define (0, g)→ yg and (u, 0)→ yu
and y = yg + yu. We obtain the problem
min
u∈Uad
1
2
∥Su− (yd − yg)∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
where S : u → yu, and yd − yg ∈ L2(Ω). We apply Theorem 3.1.4 or Theorem 3.1.5,
respectively and conclude the existence of a solution for the unbounded case Uad = L2(Ω)
as well a for the bounded case with Uad as defined in Definition 3.1.7
3.1.2. Derivatives in function spaces
The following definitions are standard and can be found in almost every textbook on (non-
linear) functional analysis. We refer to [121] or [57] as two of many.
Let U and V be Banach spaces and let be F : U → V a mapping from U into V.
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Definition 3.1.9. Let u ∈ U be given. If the limit
δF(u, h) := lim
s→0
1
s
(F(u + sh)− F(u))
exists for h ∈ U in V, then we we call δF(u, h) a directional derivative of F in u in direction
h. If this limit exists for all directions h ∈ U, then we call the mapping h → δF(u, h) the
first variation of F at u.
Definition 3.1.10. If the first variation δF(u, h) at u ∈ U and a linear continuous operator
A : U → V such that
δF(u, h) = Ah
exist for all h ∈ U, then we call A the Gâteaux derivative of F at u ∈ U. We will write
F′G(u) = A.
Is f : U → R a Gâteaux differentiable functional, then its derivative is an element from
the dual space U∗ of U.
Lemma 3.1.11. Let U be a real Hilbert space with inner product (·, ·)U and norm ∥ · ∥U . The
Gâteaux derivative of the square of the norm of u ∈ U is
δh∥u∥2U = 2(u, h)U .
Proof. Let f (u) := ∥u∥2U .
δ f (u, h) = lim
s→0
1
s

∥u + sh∥2U − ∥u∥2U

= lim
s→0
1
s

(u, u)U + 2s(u, h)U + s2(h, h)U − (u, u)U

= lim
s→0
1
s
(2(u, h)U + s(h, h)U)
= 2(u, h)U .
The inner product is a linear operator, hence the Gâteaux derivative exists and we have
f
′
G(u)h = 2(u, h)U .
By identifying the dual space U∗ by U with the Riesz theorem we have
f
′
G(u) = 2u.
This is called the gradient of f , this is independent from the direction.
Corollary 3.1.12. The functional 12∥u(·)∥2L2(W) is Gâteaux-differentiable with derivative
ˆ
W
u(x) h(x) dx
and its gradient is u(x).
Proof. We set f (u) := 12∥u∥2L2(W) =
´
W u(x)
2 dx. Lemma 3.1.11 gives use
f
′
G(u)h =
ˆ
W
u(x) h(x) dx = (u, h)L2(W)
and after identification by Riesz’ theorem we obtain

f
′
G(u)

(x) = u(x).
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Definition 3.1.13. A mapping F : U → V is Fréchet-differentiable if there is a operator
A ∈ L(U, V) and a mapping r : U ×U → V with:
(i) For all h ∈ U holds
F(u + h) = F(u) + Ah + r(u, h). (3.1.2)
(ii) The residual fulfills
∥r(u, h)∥V
∥h∥U → 0 for ∥h∥U → 0. (3.1.3)
Then we call A the Fréchet derivative of F at u and write F
′
(u) = A.
Lemma 3.1.14. Let U be a Hilbert space. Then f (u) = 12∥u∥2U is Fréchet-differentiable with
derivative f
′
(u) = (u, h).
Proof. We use an equivalent formulation of (3.1.2)–(3.1.3):
∥ f (u + h)− f (u)− Ah∥V
∥h∥U → 0 for ∥h∥U → 0.
Let u ∈ U, h ∈ U. Here, f : U → R, i.e. V = R. We have
∥ 12∥(u + h)∥2U − 12∥u∥2U − (u, h)U∥V
∥h∥U
=



1
2∥(u + h)∥2U − 12∥u∥2U − (u, h)U



∥h∥U
=



1
2∥u∥2U + (u, h)U + 12∥h∥2U − 12∥u∥2U − (u, h)U



∥h∥U =
1
2
∥h∥2U ,
which disappears for ∥h∥U → 0.
Lemma 3.1.15. Let A : U → V be a linear continuous operator. A is Fréchet-differentiable with
r(u, h) = 0, i.e. its derivative is the operator itself.
Proof. The linearity gives us immediately
A(u + h) = Au + Ah,
i.e. the residual is identical zero.
Theorem 3.1.16 (Chain rule). Let U, V and W be Banach spaces and let F : U → V and
G : V → W be Fréchet-differentiable at u ∈ U and F(u) ∈ V, then the composition
E(u) := G(F(u))
is also Fréchet-differentiable at u ∈ U and
E
′
(u) = G
′
(F(u)) ◦ F′(u).
For the proof we refer to e.g. [61], Proposition 1.1.1.
Definition 3.1.17. Let {U, (·, ·)U} and {V, (·, ·)V} be real Hilbert spaces and let A : U → V
be a linear and continuous operator. We call A∗ the adjoint operator with respect to A if
(v, Au)V = (A∗v, u)U
holds for all u ∈ U and v ∈ V. If A = A∗ we call A self adjoint.
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Lemma 3.1.18. Let {U, (·, ·)U} and {V, (·, ·)V} be real Hilbert spaces and let ud ∈ U and yd ∈ V
be fixed data functions. Let the operator S : U → V be linear and continuous. Let λ ≥ 0. Then the
functional
f (u) =
1
2
∥Su− yd∥2V +
λ
2
∥u− ud∥2U
has the derivative
f ′(u)h = (S∗(Su− yd), h)U + λ(u− ud, h)U
for all h ∈ U.
Proof. Define E(u) := G(F(u)) + H(u) with G(v) = 12∥v − yd∥2V , F(u) = Su − yd, and
H(u) = λ2 ∥u− ud∥2U . From Lemma 3.1.14 and 3.1.15 we know that G
′
(v) = (v− yd, h)H
with h ∈ V,F′(u)h = Sh with h ∈ U, and H′(u) = λ(u− udh)U with h ∈ U. By the chain
rule (Theorem 3.1.16) we obtain
E
′
(u)h = (v− yd, F′(u)h)V + λ(u− ud, h)U
= (Su− yd, Sh)V + λ(u− ud, h)
= (S∗(Su− yd), h)U + λ(u− ud, h),
where we used Definition 3.1.17 in the last line.
Lemma 3.1.19. Let U be a real Banach space, Uad ⊂ U a convex subset of U and the functional
f : U → R be Gâteaux-differentiable on Uad. Let u¯ ∈ Uad be a solution of the problem
min
u∈Uad
f (u). (3.1.4)
Then
f
′
(u¯)(u− u¯) ≥ 0 (3.1.5)
holds for all u ∈ Uad. If additionally f is convex, then u¯ is the unique solution of (3.1.4).
Proof. We chose u ∈ Uad arbitrary. Let z ∈ (0, 1] . We consider now the convex combination
u(t) = u¯ + t(u− u¯) (3.1.6)
Since Uad is convex we have u(t) ∈ Uad, and from the optimality of u¯ we have
f (u¯) ≤ f (u(t))
for all t ∈ (0, 1]. Inserting (3.1.6) we obtain
0 ≤ f (u¯ + t(u− u¯))− f (u¯)
and by division by t and t → 0 we have
0 ≤ lim
t→0
1
t
( f (u¯ + t(u− u¯))− f (u¯)) = f ′(u¯)(u− u¯).
If u¯ ∈ Uad fulfills (3.1.5) and if f convex, we have f (u)− f (u¯) ≥ f ′(u¯)(u− u¯) > 0, hence
u¯ is the the optimal solution.
Theorem 3.1.20. Let U and V be Hilbert spaces, let Uad ⊂ U be a convex, nonempty subset of U,
ud ∈ U and yd ∈ V, and a constant λ ≥ 0 be given. Let S : U → V a linear, continuous operator.
The element u¯ ∈ U is a solution of
min
u∈Uad
f (u) =
1
2
∥Su− yd∥2V +
λ
2
∥u− ud∥2U
iff the variational inequality
(S∗(Su¯− yd) + λ(u¯− ud)) (u− u¯) ≥ 0
holds for all u ∈ Uad.
Proof. We apply Lemma 3.1.18 and 3.1.19.
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3.1.3. Obtaining KKT-Systems
We come now back to the optimal control problem for a linear elliptic PDE without inequal-
ity constraints. Consider
min
u∈L2(Ω)
f (y, u) =
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) (3.1.7)
subject to the variational equation
(c∇y,∇h)L2(Ω) + (ay, h)L2(Ω) + (qy, h)L2(Γ) = (u, h)L2(Ω) + (g, h)L2(Γ) (3.1.8)
for all h ∈ H1(Ω).
The weak formulation of the PDE (3.1.8) can be written by using the bilinear form defined
in (2.1.4) and its source functional (2.1.5) as
c[y, h] = F(h)
where c : H1(Ω)× H1(Ω) → R is a continuous bilinear form and F is a functional from
H1(Ω)∗. We consider now the mapping h → c[y, h] for fix y ∈ H1(Ω). This mapping from
H1 → R is linear and continuous and hence is it also a linear and continuous functional on
H1(Ω), i.e. an element from its dual space H1(Ω)∗. Since it depends on the fix y we call it
Ay. The mapping y → Ay is a linear mapping from H1(Ω) into its dual space H1(Ω)∗.
We call the associated operator A, and A : H1(Ω)→ H1(Ω)∗ is continuous. This follows
from (2.1.8) in the proof of Theorem 2.1.3, i.e. we can use the estimation from Theorem
2.1.3, but here applied to the operator norm
∥Ay∥H1(Ω)∗ = sup
∥v∥H1(Ω)=1
|Ay(v)| = sup
∥v∥H1(Ω)=1
|c[y, v]| < c0∥y∥H1(Ω).
Altogether, we have∥A∥ ≤ c0, i.e. A is bounded, continuous and we have
c[y, h] = Ay(h).
We can write the abstract variational equation
c[y, h] = F(h)
as equation in H1(Ω)∗ as
Ay = F. (3.1.9)
The Lax-Millgram theorem gives that 3.1.9 has for every F ∈ H1(Ω)∗ a unique solution y ∈
H1(Ω) with ∥y∥H1(Ω) ≤ c0∥F∥H1(Ω)∗ . Now we have the existence of the inverse operator
A−1 : F → y ,A : V∗ → V continuous.
We have the more general
Lemma 3.1.21. Let {V, ∥∥V} be a Hilbert space. Every coercive and bounded bilinear form c[y, h]
that fulfills the requirements of the Lax-Millgram theorem defines by
(Ay, h)V∗ ,V = c[y, h]
for all y, h ∈ V a continuous and bijective linear operator A : V → V∗. The inverse operator
A−1 : V∗ → V is continuous.
We can write our problem now as
min
u∈Uad
f (y, u) =
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to the operator equation
Ay = Bu.
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with B : L2(W) ! H1(W)  , defined by (Bu, h)H1(W)  ,H1(W) := ( u, h)L2(W) , where we use
the superposition principle to eliminate the inhomogenous boundary condition into the
objective function yd.
We define now the control-to-state operator by G := A   1, G : H1(W)  ! H1(W) and the
solution operator S := EGG, S : H1(W)  ! L2(W) by using the embedding operator EG,
EG : H1(W) ! L2(W). The reduced problem reads now
min
u2Uad
f (u) = 1
2
kSBu   ydk2L2(W) +
l
2
ku   udk2L2(W) .
Theorem 3.1.4 gives us existence of a unique optimal solution and Theorem 3.1.19 the vari-
ational inequality
((B S (SBu¯   yd) + l (u¯   ud), u   u¯)L2(W)  0
for all u 2 Uad. We define the adjoint state as
p := S (SBu   yd) = ( A   1)  EG(SBu   yd).
As a intermediate result we fix
(B p + l (u¯   ud), u   u¯)L2(W)  0
with p defined as above and p is the solution of
A  p = EG(SBu¯   yd) = EG( y¯   yd). (3.1.10)
The embedding operator EG : L2(W) ! H1(W)  maps y¯   yd to the function itself, but as a
functional in H1(W) which is defined by
EG( y¯   yd)( h) := ( y¯   yd, h)L2(W) .
Since S =
 
A   1

 EG we must now determine the form of A  . Since the bilinear form is
symmetric, we have
Ay(h) = c[y, h] = c[h, v] = Ah(y)
for all y, h 2 H1(W), hence we have A = A  , and with (3.1.10) Ap = EG( y¯   yd). This is by
definition the weak formulation of the adjoint equation:
(cr p, r h)L2(W) + ( ap, h)L2(W) + ( qp, h)L2(G) = ( y¯   yd, h)L2(W) (3.1.11)
for all h 2 H1(W). For the adjoint operator B : H1(W) ! L2(W) we have B p = p, hence
the variational inequality has the form
(p + l (u¯   ud), u   u¯)L2(W)  0 (3.1.12)
for all u 2 Uad  L2(W).
3.1.4. The formal Lagrange technique
Denition 3.1.22. We define by L : H1(W)  L2(W)  H1(W) ! R, with
L(y, u, p) = 1
2
ky   ydk2L2(W) +
l
2
ku   udk2L2(W)
  (cr y, r p)L2(W)   (ay, p)L2(W)
  (qy, p)L2(G) + ( u, p)L2(W) + ( g, p)L2(G)
a Lagrange function for problem (3.1.7)–(3.1.8).
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Obviously,
DyL(y¯, u¯, p)h = 0 for all h ∈ H1(Ω)
is equivalent to the weak formulation of the adjoint equation (3.1.11) and
(DuL((y¯, u¯, p), (u− u¯))L2(Ω) ≥ 0∀u ∈ Uad
is equivalent to the variational inequality (3.1.12).
To show the results (3.1.11) and (3.1.12) explicitly, we have to calculate the derivatives of
L with respect to y, u, and p. Using directional derivatives we obtain the gradient in the
sense of Gâteaux derivatives.
We compute the directional derivative Ly(y, u, p) in the direction h ∈ H1(Ω), s ∈ R. For
convenience we split the Lagrange function into parts. First we consider the squared norm
lim
s→0
1
2s

∥y + sh− yd∥2L2(Ω) − ∥y− yd∥2L2(Ω)

= lim
s→0
1
2s

Ω
(y + sh− yd)2 − (y− yd)2dx
= lim
s→0
1
2s

Ω
(y + sh)2 − 2(y + sh)yd + y2d − y2 + 2yyd − y2ddx
= lim
s→0
1
2s

Ω
y2 + 2ysh + s2h2 − 2yyd
− 2shyd + y2d − y2 + 2yyd − y2ddx
= lim
s→0
1
2s

Ω
2ysh + s2h2 − 2shyddx
= lim
s→0

Ω
yh +
1
2
sh2 − hyd dx
=

Ω
(y− yd)h dx = (y− yd, h)L2(Ω).
The same technique applied to the PDE part gives
lim
s→0
1
s

(c∇(y + sh),∇p)L2(Ω) + (a(y + sh, p)L2(Ω) + (q(y + sh), p)L2(Γ)
− (c∇y,∇p)L2(Ω) − (ay, p)L2(Ω) − (qy, p)L2(Γ)

= lim
s→0
1
s
(c∇h,∇p)L2(Ω) + (ah, p)L2(Ω) + (qh, p)L2(Γ)
= (c∇h,∇p)L2(Ω) + (ah, p)L2(Ω) + (qh, p)L2(Γ)
= (c∇p∇h)L2(Ω) + (ap, h)L2(Ω) + (q p, h)L2(Γ).
Altogether we have
Ly(y, u, p)h = (h, y− yd)L2(Ω) − (c∇p∇h)L2(Ω) − (ap, h)L2(Ω) − (q p, h)L2(Γ),
which is the already known weak formulation of the adjoint equation.
We differentiate L(y, u, p) with respect to u to obtain
Lu(y, u, p)h = lim
s→0
λ
s

1
2

(u− ud + sh, u− ud + sh)L2(Ω) − (u− ud, u− ud)L2(Ω)

+ (u + sh, p)L2(Ω) − (u, p)L2(Ω)
i
= lim
s→0
λ
2s

Ω
u2 + 2sh (u− ud) + s2h2 − u2dx
+ lim
s→0
1
s

Ω
up + shp− up dx
= λ(h, u− ud)L2Ω + (h, p)L2(Ω).
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In an optimal point y¯, u¯, p it must hold (Lu(y¯, u¯, p), u− u¯) ≥ 0. Hence, u¯ and p must fulfill
the gradient equation
(λ(u¯− ud) + p, u− u¯)L2(Ω) ≥ 0
for all u ∈ Uad ⊂ L2(Ω).
Note that this equation holds in the interior of the domain Ω. For the boundary this
equation give us no information. Differentiating L(y, u, p) with respect to p will give us
back the state equation. Altogether, the optimal solutions y¯, u¯, and p¯ must fulfill the KKT
system
(c∇p∇h)L2(Ω) + (ap, h)L2(Ω) + (qp, h)L2(Γ) = (y− yd, h)L2(Ω)∀h ∈ H1(Ω)
(λ(u¯− ud) + p, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad ⊂ L2(Ω)
(c∇y,∇h)L2(Ω) + (ay, h)L2(Ω) + (qy, h)L2(Γ) = (u, h)L2(Ω)
+(g, h)L2(Γ)∀h ∈ H1(Ω).
Note that in the special case Uad = L2(Ω) the variational inequality becomes an equation,
i.e. we can replace (λu¯− ud + p, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad ⊂ L2(Ω) by
(λ(u¯− ud) + p, u− u¯)L2(Ω) = 0 ∀u ∈ L2(Ω).
The variational inequality
(λu¯− ud + p, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad ⊂ L2(Ω)
can be reformulated asˆ
Ω
(λ(u¯− ud) + p)u¯ dx ≤
ˆ
Ω
(λ(u¯− ud) + p)u dx
for all u ∈ Uad and further we can concludeˆ
Ω
(λ(u¯− ud) + p)u¯ dx = min
u∈Uad
ˆ
Ω
(λ(u¯− ud) + p)u dx.
If we knew λ(u¯− ud) + p), then u¯ would be the solution of a linear optimization problem.
The conditioned gradient method discussed in Section 4.3 uses this simple fact to construct
a method of steepest descent.
Lemma 3.1.23. The variational inequality
ˆ
Ω
(λ(u¯− ud) + p)(u− u¯) dx ≥ 0 ∀u ∈ Uad
is fulfilled iff the pointwise relation
λ(u¯(x)− ud(x)) + p(x))(v− u¯(x)) ≥ 0 ∀v ∈ [u(x), u(x)] ⊂ R
holds for almost all x ∈ Ω.
For a proof we refer to [108].
Corollary 3.1.24. The pointwise variational inequality gives us the relation
(λ(u¯(x)− ud(x)) + p(x))u¯(x) ≤ p(x) + λ(u¯(x)− ud(x))v ∀v ∈ [u(x), u(x)] ⊂ R (3.1.13)
for almost all x ∈ Ω.
Proof. This is a reformulation of Lemma 3.1.23.
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Theorem 3.1.25 (Weak maximum principle). A control flu 2 Uad is optimal iff it together with
its associated adjoint state p, satises the condition
(p(x) + l ( flu(x)   ud(x))) flu(x) = min
v2 [u(x),u(x)]
(p(x) + l ( flu(x)   ud(x))) v
for all v 2 [u(x), u(x)] and for almost all x2 W.
Proof. This is a reformulation of (3.1.13) in Lemma 3.1.23.
Corollary 3.1.26. The optimal controlflu for problem(3.1.7)(3.1.8) is given as follows:
flu(x) =
8
><
>:
u(x) if p(x) + l ( flu(x)   ud(x)) > 0
v 2 [u(x), u(x)] if p(x) + l ( flu(x)   ud(x)) = 0
u(x) if p(x) + l ( flu(x)   ud(x)) < 0.
Proof. This is a direct consequence of Theorem 3.1.25.
Definition 3.1.27. Let a, b, z 2 R be given real numbers. We dene the projection
p [a,b]f zg := min f b, max(a, z)g.
For functions u, v, w 2 L¥ (W) we dene the pointwise projection now as
P [u,v](w) := p [u(x),v(x)] f w(x)g, (x) 2 Q.
We will later use this also to construct algorithms to solve the optimal control problems
numerically.
Corollary 3.1.28. In particular, we have the following special cases.
(i) l = 0. From Corollary 3.1.26 we have
flu(x) =
(
u(x) if p(x) > 0
u(x) if p(x) < 0.
If p(x) = 0, we have no information onflu(x). If we have p(x) 6= 0 for almost all x2 W we
have a so called bang-bang control.
(ii) l > 0. A control flu is the solution of problem(3.1.7)(3.1.8) iff it fullls together with its
associated adjoint state p the projection formula
flu(x) = P [u,u]

ud(x)   1l p(x)

. (3.1.14)
This follows from the weak maximum principle by considering the one dimensional minimiza-
tion problem in Theorem 3.1.25, i.e.
min
v2 [u(x),u(x)]
f (v) := ( p(x) + l ( flu(x)   ud(x))) v.
For xed x 2 W, this has the solutionu(x) if (p(x) + l ( flu(x)   ud(x)) > 0, andu(x) if
p(x) + l ( flu(x)   ud(x)) < 0. The derivative f0(v) = p(x) + l ( flu(x)   ud(x)) and for a
local minimum this term has to be zero, i.e. p(x) + l ( flu(x)   ud(x)) = 0 which is equivalent
to flu(x) = ud(x)   1l p(x). The projection formula(3.1.14)implements the cases
flu =
8
><
>:
u(x) if p(x) + l ( flu(x)   ud(x) > 0
ud(x)   1l p(x) if p(x) + l ( flu(x)   ud(x) = 0
u(x) if p(x) + l ( flu(x)   ud(x) < 0.
(3.1.15)
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(iii) λ > 0 and Uad = L2(Ω).
u¯ = ud − 1λ p
for almost all x ∈ Ω. This follows immediately from formula (3.1.14) with u = −∞ and
u = ∞.
We show that the variational inequality is equivalent to the existence of Lagrange multi-
pliers from L2(Ω).
Theorem 3.1.29. The variational inequality
´
Ω(λ(u¯−ud)+ p)(u− u¯)dx ≥ 0 is equivalent to the
existence of functions η ∈ L2(Ω) and η ∈ L2(Ω) with η(x) ≥ 0 and η(x) ≥ 0 almost everywhere
in Ω, such that the equation
λ(u¯− ud) + p− η + η = 0 (3.1.16)
and the complementary conditions
η(x) (u¯(x)− u(x)) = 0 (3.1.17)
η(x) (u(x)− u¯(x)) = 0 (3.1.18)
are fulfilled for almost allx ∈ Ω.
Proof. We follow [108], Theorem 2.29. The idea is to construct the functions η and η explic-
itly.
Let
η(x) := max (λ(u(x)− ud(x)) + p(x), 0)
η(x) := −min (λ(u(x)− ud) + p(x), 0) ,
where we use the reformulation of the max and min function as max(s, 0) = 12 (s+ |s|) and
min(s, 0) = 12 (s − |s|) for real valued numbers. Let the variational inequality hold. The
definition of the functions η and η gives us η(x) ≥ 0, η(x) ≥ 0 and λ(u(x) − ud(x)) +
p(x) = η(x)− η(x). From (3.1.15) we have
λ(u(x)− ud(x)) + p(x) > 0 ⇒ u¯(x) = u(x)
λ(u(x)− ud(x)) + p(x) < 0 ⇒ u¯(x) = u(x)
u < u¯ < u ⇒ λ(u(x)− ud(x)) + p(x) = 0.
One can see, that for instance from η > 0 follows u(x) = u¯(x), since there η(x) = 0 from
its definition. The other case follows analogously. Now let the conditions (3.1.16)–(3.1.18)
hold. Let u¯ ∈ Uad and u ∈ Uad be given. For every x ∈ Ω we have three cases:
(i) For almost all x ∈ Ω with u(x) < u¯ < u(x), we have from (3.1.17) and (3.1.18) the
identity η(x) = η(x) = 0 and from (3.1.16) we have λ(u¯(x)− ud(x)) + p(x) = 0 and
hence λ(u¯(x)− ud(x)) + p(x)(u− u¯) = 0.
(ii) For almost all u(x) = u¯(x) we have u− u¯ ≥ 0 for all u ∈ Uad. The conditions (3.1.17)–
(3.1.18) gives us immediately η(x) = 0. Equation (3.1.16) gives us λ(u¯(x)− ud(x)) +
p(x) = η(x) and hence λ(u¯(x)− ud(x)) + p(x)(u− u¯) ≥ 0 .
(iii) For almost all u(x) = u¯(x) we have u¯(x) − u(x) > 0 for u ∈ Uad. The conditions
(3.1.17)–(3.1.18) gives us now η(x) = 0 and from (3.1.16) we obtain λ(u¯(x)−ud(x))+
p(x) = η(x) and also λ(u¯(x)− ud(x)) + p(x)(u− u¯) ≥ 0. After integration we have
ˆ
Ω
λ(u¯(x)− ud(x)) + p(x)(u− u¯)dx ≥ 0.
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3.1.5. Mixed control-state constraints
In the following we consider problems of the form
min
u∈Uad
F(y, u) =
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to
(c∇u,∇v)L2(Ω) + (ay, v)L2(Ω) + (qu, v)L2(Γ) = (u, v)L2(Ω) (3.1.19)
for all v ∈ H1(Ω), where the functions y and u fulfill the mixed control-state constraints
y ≤ y + εu ≤ y
almost everywhere inΩ. Here ε is a (small) positive real number and Uad = L2(Ω). Further,
all assumptions from Section 2 should be fulfilled. In the case of ε = 0 the problem is called
state constrained. The theory of state constrained problems is more difficult and we will,
in the following, only consider the case ε > 0. Especially the case ε ≪ 1 can be seen
as an approximation of a state constrained problem by a mixed control-state constrained
problem. This is called the Lavrentiev regularization of the state constraint. Our aim is to
transform the mixed control-state constrained problem into a control constrained problem.
To eliminate the state we use again the solution operator S : L2(Ω) → L2(Ω), S : u → y.
For the definition of S we refer again to Section 2. Replacing y by Su we obtain the problem
min
u∈Uad
F(u) =
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to the control constraints
y ≤ Su + εu ≤ y
almost everywhere in Ω. Here Uad = L2(Ω).
To transform this problem into a control constrained one, we define w := Su + εu =
(S+ εI)u. Let D := (S+ εI)−1, then we can write Dw = u. We show that D is well-defined.
From y = Su we obtain w = y + εu and hence u = 1ε (w − y). Inserting this in the state
equation we obtain
(c∇y,∇v)L2(Ω) + (ay, v)L2(Ω) + (qy, v)L2(Γ) =
1
ε
(w− y, v)L2(Ω)
for all v ∈ H1(Ω) and hence
(c∇y,∇v)L2(Ω) + ((a + 1/ε)y, v)L2(Ω) + (qy, v)L2(Γ) =
1
ε
(w, v)L2(Ω) (3.1.20)
for all v ∈ H1(Ω). From Theorem 2.1.3 it follows that this equation has a unique solution
for all ε > 0. We define a linear and continuous operator Sε : L2(Ω) → L2(Ω), Sε : w → y.
From w = Sεw+ εu we obtain u = 1ε (w− Sεw) = 1ε (I− Sε)w, what gives us D = 1ε (I− Sε).
Now we can write the mixed control-state constrained problem equivalently as control
constrained problem
min
w∈L2(Ω)
F(u) =
1
2
∥SDw− yd∥2L2(Ω) +
λ
2
∥Dw− ud∥2L2(Ω)
subject to the control constraints
y ≤ w ≤ y
almost everywhere inΩ. Note that by definition D is a continuous linear operator. The idea
is now to show that this modified control constrained problem fulfills the requirements of
the control constrained problem from the sections above.
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Lemma 3.1.30. The operators S and D are self-adjoint and SD = DS.
Proof. By construction S and D are linear continuous operators from L2(Ω)→ L2(Ω). From
(3.1.20) follows that S and Sε are self-adjoint and hence also D. It remains to show that S
and D commute. By construction we have
SD = S(S + εI)−1 = (S + εI − εI)(S + εI)−1
= (S + εI)(S + εI)−1 − ε(S + εI)−1 = (S + εI)−1(S + εI − εI) = DS.
We introduce the set of admissible controls by Wad = {w ∈ L2(Ω) : y(x) ≤ w(x) ≤ y}.
The existence of a unique solution of the problem
min
w∈Wad
F(u) =
1
2
∥SDw− yd∥2L2(Ω) +
λ
2
∥Dw− ud∥2L2(Ω) (3.1.21)
can now be proven by the same technique as used for the control constrained problem, see
Theorems 3.1.4 and 3.1.5. The details can be found in [91].
In the same manner as in Section 3.1.4 we obtain the optimality conditions. The optimal
solution w¯ must satisfy the variational inequality
∂wF(w)(w¯− w) ≥ 0
for all w ∈ Wad. By a formal use of the Lagrange technique we obtain
((SD)∗ (SDw− yd) + λD∗ (Dw− ud) , w¯− w) ≥ 0
for all w ∈ Wad. Defining the adjoint state by p := (SD)∗(SD− yd) we can write
(p + λD∗ (Dw− ud) , w¯− w) ≥ 0
for all w ∈ Wad. Introducing Lagrange multipliers we can write the optimality conditions
equivalently as
(SD)∗(SDw− yd) + λD∗ (Dw− ud)− D∗S∗η + D∗Sη = 0
(SDw− y, η)L2(Ω) = 0
(y− SDw, η)L2(Ω) = 0,
with η ≥ 0, η ≥ 0, SDw− y ≥ 0, and y− SDw ≥ 0 almost everywhere in Ω. Since S and D
are self-adjoint we obtain the optimality conditions in terms of PDE
(c∇p,∇v)L2(Ω) + (ap, v)L2(Ω) + (qp, v)L2(Γ) = (y¯− yd − η + η, v)L2(Ω)
(p + λ (u¯− ud)− εη + εη, v)L2(Ω) = 0 (3.1.22)
(c∇y¯,∇v)L2(Ω) + (ay¯, v)L2(Ω) + (qy¯, v)L2(Γ) = (u¯, v)L2(Ω) + (g, v)L2(Ω)
(η, εu¯ + y¯− y)L2(Ω) = 0 (3.1.23)
(η, y− εu¯− y¯)L2(Ω) = 0 (3.1.24)
where the complementary slackness conditions η ≥ 0, η ≥ 0, y + εu− y ≥ 0 and y− y−
εu ≥ 0 hold almost everywhere in Ω and the equations hold for all v ∈ H1(Ω).
A more detailed discussion can be found in [72], Section 2. For the one-sided case we
refer to [74]. Note that the existence of Lagrange multipliers from L2(Ω) for this problem
is not a trivial fact, we refer again to [74].
We discuss now the relation to the pure state constrained problem. Let the general as-
sumption for our control problem hold. We consider the problem
min
Uad
1
2
∥y− yd∥2 + λ2 ∥u− ud∥
2 (3.1.25)
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subject to
(c∇y,∇h) + (ay, h) = (u, h) (3.1.26)
for all h ∈ H1(Ω) and to pointwise state constraints
y(x) ≤ y(x) ≤ y(x) (3.1.27)
almost everywhere in Ω ⊂ R N , n = 2, 3. If the functions y, y, and y can be assumed to
be continuous, this is possible by choosing y ∈ C(Ω), y ∈ C(Ω). If the data are regular
enough, e.g. c ∈ C1,1(Ω) and a ∈ L∞(Ω), we have y ∈ H1(Ω) ∩ C(Ω¯) for u ∈ L2(Ω), and
the Lagrange multiplier is a regular Borel measure, cf. [18].
Define the Lagrange function
L(y, u, p, , h, h) = 1
2
∥y− yd∥2 + l2 ∥u− ud∥
2
−(c∇y,∇p)− (ay, p) + (u, p)−

Ω¯
(y− y)dh−

Ω¯
(y− y)dh.
We obtain by DyL = 0 the adjoint equation and by DuL = 0 together with the complemen-
tary conditions the following optimality system.
Theorem 3.1.31. Let the function u¯ and its associated state y¯ be optimal for the control problem
(3.1.25)–(3.1.27) and let the Slater condition y(x) < y¯(x) < y(x) hold for all x ∈ Ω. Then there
are regular Borel measures h ∈ M(Ω¯) , h ∈ M(Ω¯), and an adjoint state p ∈ W1,s(Ω), where
s ∈ [1, N/(N − 1)), such that with h = h
Ω
+ h
Γ
, h = hΩ + hΓ the following system holds
(c∇y,∇v) + (ay, v) = (u, v)
(c∇p,∇v) + (ap, v) = (y¯− yd, v)−

Ω
v dh
Ω
−

Γ
v dh
Γ
+

Ω
v dhΩ +

Γ
v dhΓ
for all v ∈ Vr,s := {v ∈ H1(Ω) | ∇ · (c∇v) ∈ Lr(Ω), n⃗ · (c∇v) ∈ Ls(Γ)} with r > N/2,
s > N − 1,

Ω
(l (u¯− ud) + p)(u− u¯)dx ≥ 0
for all u ∈ Uad and
h ≥ 0 h ≥ 0 y¯− y ≥ 0 y− y¯ ≥ 0

Ω¯

y¯− y

dh(x) = 0

Ω¯
(y− y¯) dh(x) = 0.
(3.1.28)
For the proof we refer to [108], Section 6.2.1, Theorem 6.5., where we use the definition
of weak solutions of elliptic PDE with measure valued source from [108], Section 7.1.3. and
Theorem 7.4. See also [18] for a deeper analysis of problems with measure valued sources.
Note that the adjoint state is no longer in H1(Ω) and the integral in (3.1.28) cannot be
evaluated pointwise. All this leads to numerically problems that are hard to solve. Also,
the active set algorithm cannot be applied to such state constrained problems. However,
the situation changes if we consider mixed control-state constraints and consider these as
perturbed state constraints, by choosing small quantities of #this is justified. Later we will
show, that mixed control-state constrained problems can be handled by a simple transfor-
mation as control constrained problems, where the theory for control constrained problems
stays valid. Now we can consider mixed control-state constrained problems with small
quantities of # as approximation of “pure” state constraints. This is the idea behind the
application of Lavrentiev regularization.
We follow [107], [74], and [72] to show some results for the Lagrange multiplier asso-
ciated with mixed control-state constraints. We recall the solution operator S : L2(Ω) →
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L2(Ω), S : u → y and the operator G : L2(Ω) → H1(Ω). Let E be the compact embedding
of H1(Ω) intoL2(Ω). Note that S = EG. By inserting S in the functional we have
min f (u) :=
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to
y(x) ≤ Gu(x) + εu(x) ≤ y(x)
almost everywhere in Ω.
The way to the proof is given by the definition of D−1 = G + εI. We will show in Section
4.6 that D−1 is continuous and bounded and hence it has a bounded continuous inverse D.
By the substitution u = Dw we obtain a control constrained problem
min
w∈Wad
f (w) =
1
2
∥SDw− yd∥2L2(Ω) +
λ
2
∥Dw− ud∥2L2(Ω)
subject to
y(x) ≤ w(x) ≤ y(x)
almost everywhere in Ω. Here Wad = L2(Ω). Similar to Theorem 3.1.29, the existence of
Lagrange multipliers from L2(Ω) follows.
The optimal solution w¯ = D−1u¯ must satisfy the variational inequality
Dw f (w¯)(w− w¯) = (p + λD∗Dw− ud, w− w¯) ≥ 0
for all w(x) ∈ Wad almost everywhere inΩ.
Theorem 3.1.32. For ε > 0 the Lagrange multiplier associated with the mixed control-state con-
straints are functions from L
2
(Ω).
Proof. The proof is analogous to the one of Theorem 3.1.29. We define
η(x) = max(p(x) + λD∗Dw(x)− ud, 0)
η(x) = −min(p(x) + λD∗Dw(x)− ud, 0)
The argumentation follows Theorem 4.7, but see also [107] Theorem 4.1, [74], Theorem 1,
and [72] Theorem 2.1.
We will now consider the convergence of the solutions of the mixed control-state con-
strained problem towards the solutions of the state constrained problem.
Let u¯ denote the solution of (3.1.25)–(3.1.27) and let uλ := (εI + S)−1y¯, where y¯ is the
associated state to the solution u¯, i.e. y¯ = Su¯ . The following results can be found in Meyer
at al. [72].
Lemma 3.1.33 ([72], Lemma 3.1. ). Let εn be a sequence with εn → 0 if n → ∞. The sequence of
optimal solutions uεn converges strongly in L
2(Ω) to the solution u¯, i.e. uεn → u¯ as n → ∞.
Lemma 3.1.34 ([72], Lemma 3.2.). Let {uεn} ⇀ u˜. Then u˜ is feasible for problem (3.1.25)–
(3.1.27).
Theorem 3.1.35 ([72], Theorem 3.3.). The sequence of optimal solutions {u¯εn} of the mixed
control-state constrained problem converges strongly in L2(Ω) to the solution u¯ of the associated
state constrained problem, i.e. u¯εn → u¯ for every sequence with {εn} → 0 for n → ∞.
In summary, we have the following
Corollary 3.1.36. By the convergence u¯εn → u¯ the associated states y¯εn = Su¯εn converge strongly
in L2(Ω) towards y¯.
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3.2. Parabolic Optimal Control Problems
The control of parabolic optimal control problems can be treated similar to the control of
elliptic PDEs. We will emphasize the differences and point out some difficulties which can
be obscured by the operator-theoretic formalism. Also the algorithms discussed in Chapter
4 can be used to solve parabolic problems, but the additional dimension is a source of rather
technical difficulties
3.2.1. The control-to-state operator
We consider in this section linear parabolic problems of the form
min
u∈Uad
f (y, u) :=
1
2
∥y− yd∥2L2(Q) +
λ
2
∥u− ud∥2L2(Q) (3.2.1)
subject to
∂
∂t
(y(t), v)L2(Ω) + (c∇y(t),∇v)L2(Ω) + (ay(t), v)L2(Ω) (3.2.2)
+(qy(t), v)L2(Γ) = (u(t), v)L2(Ω) + (g, v)L2(Γ)
(y(0), v)L2(Ω) = (y0, v)L2(Ω)
for all v ∈ H1(Ω) and to pointwise control constraints
u(t, x) ≤ u(t, x) ≤ u(t, x) (3.2.3)
almost everywhere in Q. We denote this problem by (PPD).
A variant of this problem arises if we observe the state only at time T. We define problem
(PPE) by
min
u∈Uad
f (y, u) :=
1
2
∥y(T, ·)− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Q) (3.2.4)
subject to (3.2.2) and (3.2.3).
The control-to-state mapping u → y associated with Equation (3.2.2) is linear and con-
tinuous from L2(Q) to W(0, T). This is the assertion of Corollary 2.2.21. We define the
mappings
GQ : L2(Q) → W(0, T), (3.2.5)
G : L2(Q) → L2(Q), (3.2.6)
S : L2(Q) → L2(Ω). (3.2.7)
As already mentioned, we do not consider here boundary controlled problems as well as
problems with the initial value as the control. However, by replacing GQ by GΣ or GΩ,
respectively we can handle such problems in a similar way.
By using (3.2.6) we can transform (3.2.1) into the reduced form
min
u∈Uad
f (u) :=
1
2
∥Gu− yd∥2L2(Q) +
λ
2
∥u− ud∥2L2(Q) (3.2.8)
and (3.2.4) by using (3.2.7) into
min
u∈Uad
f (u) :=
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Q). (3.2.9)
Note that now Uad includes the control constraints, i.e.
Uad = {u ∈ L2(Q) : u ≤ u ≤ u a.e. in Q}.
Obviously, these problems are formally identical with the reduced formulation of the ellip-
tic problems from Section 3.1. Using Theorem 3.1.4, we obtain immediately the existence
of an optimal solution also for the parabolic problems.
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Theorem 3.2.1. The problems (3.2.8) and (3.2.9) have for every λ > 0 a unique solution u¯ ∈
Uad ⊂ L2(Q) .
Proof. Apply Theorem 3.1.4.
By using different control-to-state mappings, we obtain similar results for boundary con-
trolled problems etc. We refer to [108], Sections 3.5.1 and 3.5.2.
3.2.2. Optimality conditions for problems with control constraints
As in the elliptic case, since f is directionally differentiable, a variational inequality must
be fulfilled.
Theorem 3.2.2. Let u ∈ Uad. The function u¯ ∈ Uad is a solution of the problems (PPD) and
(PPE), respectively, iff, in the case (PPD), the variational inequality
(G∗(Gu¯− yd) + λ(u¯− ud)) (u− u¯) ≥ 0
or, in case (PPE), the variational inequality
(S∗(Su¯− yd) + λ(u¯− ud)) (u− u¯) ≥ 0
holds for all u ∈ Uad, respectively.
Proof. We check the assumption of Theorem 3.1.20. By Uad ⊂ L2(Q) =: U, Uad is a convex,
non empty subset of a Hilbert space. By G : L2(Q) → W(0, T) and S : L2(Q) → L2(Ω),
we can define H := L2(Q) in the case (PPD) or L2(Ω) in the case (PPE), respectively. From
Corollary 2.2.21 we know that G and S are linear and continuous operators and we can
apply Theorem 3.1.20, which gives us the assertion.
This result gives us no equation to determine an optimality system that can be solved
numerically. We consider the Lagrange function
L(y, u, p) = 1
2
(y− yd, y− yd)L2(Q) +
λ
2
(u− ud, u− ud)L2(Q)
−
ˆ T
0

∂
∂t
y, p

H1(Ω)∗ ,H1(Ω)
dt−
ˆ T
0
c[t; y, p]dt +
ˆ T
0
(F(t), p(t))H1(Ω)∗ ,H1(Ω) dt.
The initial value and the constraints for the control will be handled explicitly. The necessary
conditions are DyL(y¯, u¯, p)h = 0 for all h ∈ W(0, T) with h(0, ·) = 0 and DuL(y¯, u¯, p)(u−
u¯) ≥ 0 for all u ∈ Uad. The first condition gives us
0 = (y¯− yd, h)L2(Q) −
ˆ T
0

∂
∂t
h, p

H1(Ω)∗ ,H1(Ω)
dt−
ˆ T
0
c[t; h, p]dt.
From Theorem 2.2.18 we conclude
0 = (y¯− yd, h)L2(Q) − (h(T), p(T))L2(Ω) − (h(0), p(0))L2(Ω)
+
ˆ T
0

∂
∂t
p, h

H1(Ω)∗ ,H1(Ω)
dt−
ˆ T
0
c[t; h, p]dt.
By using h(0, ·) = 0 and moving the time derivative to the left-hand side, we obtain
−
ˆ T
0

∂
∂t
p, h

H1(Ω)∗ ,H1(Ω)
dt = (y¯− yd, h)L2(Q)
− (h(T), p(T))L2(Ω) −
ˆ T
0
c[t; h, p]dt
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for all h ∈ W(0, T). We define the family of bilinear forms c[t; ·, ·] : H1(Ω)× H1(Ω)→ R,
c[t; h, p] :=

Q
c∇h · ∇p + ahp dx +

Σ
qhp ds.
Obviously c is symmetric in the last two arguments, i.e. c[t; h, p] = c[t; p, h]. The function
p ∈ W(0, T) is the solution of the adjoint equation
− ¶¶t (p(t), h)L2(Ω) + (c∇p(t)),∇h)L2(Ω)
+(ap(t), h)L2(Ω) + (q p(t), h)L2(Γ) = (y(t)− yd(t), h)L2(Ω)
(p(T), h)L2(Ω) = 0
for all h ∈ H1(Ω). The second condition is (p + l (u− ud), (u− u¯))L2(Q) ≥ 0 for all u ∈
Uad.
In the case (PPE) the Lagrange function is defined by
L(y, u, p) = 1
2
(y(T)− yd, y(T)− yd)L2(Ω) +
l
2
(u− ud, u− ud)L2(Q)−
 T
0
 ¶
¶t y, p

H1(Ω)∗ ,H1(Ω)
dt−
 T
0
c[t; y, p]dt +
 T
0
(F(t), p(t))H1(Ω)∗ ,H1(Ω) dt.
By a similar argumentation we obtain the adjoint equation
− ¶¶t (p(t), h)L2(Ω) + (c∇p(t)),∇h)L2(Ω)
+(ap(t), h)L2(Ω) + (q p(t), h)L2(Γ) = 0 (3.2.10)
(p(T), h)L2(Ω) = (y(T)− yd, h)L2(Ω)
for all h ∈ H1(Ω). The variational inequality is the same as in the case (PPD). This is a
parabolic equation with reverse time orientation. As we will see later, this fact will cause
some algorithmic and numerical problems. However, the adjoint equation is is well-posed
and we can show that (3.2.10) has a unique solution.
Theorem 3.2.3. The problem
− ¶¶t (p(t), v)L2(Ω) + (c∇p(t),∇v)L2(Ω)
+(ap(t), v)L2(Ω) + (q p(t), v)L2(Γ) = (f , v)L2(Ω) (3.2.11)
(p(T), v)L2(Ω) = (pT , v)L2(Ω)
for all v ∈ H1(Ω) has a unique solution p that belongs to W(0, T) and is bounded by
∥p∥W(0,T) ≤ c

∥f∥L2(Q) + ∥pT∥L2(Ω)

where c is independent form the data f and pT .
Proof. By a time transformation t = T − t and p˜(t ) = p(T − t), v˜(t) = v(T − t) and f˜ =
f (T− t) we obtain a related forward in time problem. Theorem 2.2.5 gives the existence of
a unique solution and Theorem 2.2.20 provides p˜ ∈ W(0, T). Transforming back, we obtain
the result.
Corollary 3.2.4. The adjoint equation related with the (PPD) or (PPE) has a unique solution p ∈
W(0, T).
In the case (PPD) we have the estimation
∥p∥W(0,T) ≤ c∥y− yd∥L2(Q),
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and in the case (PPE) we have
∥p∥W(0,T) ≤ c∥y(T)− yd∥L2(Ω),
with an constant c independent from y and yd.
Remark 3.2.5. The the backward in time parabolic equation (3.2.11) is not ill-posed. In [58], a
backward in time parabolic PDE is declared as ill-posed, if it has to meet an end condition,
i.e. p(0) = 0. The adjoint equation (3.2.11) is an initial value problem with respect to the
reverse time orientation.
According to the elliptic case we can evaluate the variational inequality pointwise. We
obtain
u¯(t, x) = P [u,u]

− 1l p + ud

for almost all (t, x) ∈ Q.
Corollary 3.2.6. A function u¯ ∈ Uad is optimal for the problem (PPD) or (PPE), if its fulfills,
together with its associated state y¯ and the adjoint state p, the adjoint equation (3.2.11) or (3.2.10)
for all h ∈ H1(Ω), respectively, the projection formula
u¯(t, x) = P [u,u]

− 1l p(t, x) + ud(t, x)

almost everywhere in Q, together with the state equation (3.2.2) for all h ∈ H1(Ω).
By a similar argumentation we can show that for the problem (PPE) we can conclude
3.2.3. Mixed control-state constraints
We consider problem (PPD) and (PPE) defined in Section 3.2.1, but now we replace the
control constraints by pointwise mixed control-state constraints
y(t, x) ≤ y(t, x) + #u(t, x) ≤ y(t, x) (3.2.12)
almost everywhere in Q.
We will denote the mixed control-state constrained variants of (PPD) and (PPE) by (PPDS)
and (PPES), respectively. Problem (PPES) was studied in [90], while for (PPDS) we refer to
[87]. To ensure that y(t, x) can be evaluated pointwise we need y ∈ C(Q¯). By Theorem
2.2.22, y ∈ C(Q¯) if u ∈ Lr(Q) with r > N/2+ 1, g ∈ Ls(Σ) for s > N + 1 and y0 ∈ C(Ω¯).
Remark 3.2.7. Note that in the case N = 1 we obtain that r = 2 is sufficient for y ∈ C(Q¯),
but for N = 2 we need r > 2 and for N = 3 we need r > 5/2. For the data g we have
often g ∈ L∞(Σ), which is uncritical. It follows that for N > 1 we can only consider box-
constraints (3.2.12), while in the case N = 1 we can also consider unilateral constrained
problems.
As in the elliptic case, we write (PPDS) and (PPES) in term of the control-to-state opera-
tor. Now, (PPDS) reads
min
1
2
∥Gu− yd∥2L2(Q) +
l
2
∥u− ud∥2L2(Q)
subject to
y ≤ Gu + #u ≤ y
almost everywhere in Q, while (PPES) can be written as
min
1
2
∥Su− yd∥2L2(Ω) +
l
2
∥u− ud∥2L2(Q)
subject to
y(t, x) ≤ (G + #I)u(t, x) ≤ y(t, x).
almost everywhere in Q. In both cases we can define D := (G + #I)−1. This operator is
well-defined for all #> 0, as the next lemma shows.
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Lemma 3.2.8 ([90], Lemma 4.1.). For all ε > 0, the operator D exists and is continuous in L2(Q).
Note that by its linearity D is invertible and we can write u = Dw and w = D−1u.
Replacing u by Dw we can write (PPDS) as
fPD(w) := min
1
2
∥GDw− yd∥2L2(Q) +
λ
2
∥Dw− ud∥2L2(Q)
subject to
y(t, x) ≤ w(t, x) ≤ y(t, x)
almost everywhere in Q, and we can write (PPES) as
fPE(W) := min
1
2
∥SDw− yd∥2L2(Ω) +
λ
2
∥Dw− ud∥2L2(Q)
subject to
y(t, x) ≤ w(t, x) ≤ y(t, x)
almost everywhere in Q. This is exactly the same formulation as in the elliptic case, c.f.
(3.1.21), despite the fact that we distinguish here between problems (PPDS) and (PPES).
The functions FPD and FPE are Fréchet-differentiable in L2(Q). Their derivatives are
represented by
f
′
PD(w)v = (D
∗G∗(GDw− yd), v)L2(Q) + λ((D (Dw− ud) , v) L2(Q)
and
f
′
PE(w)v = (D
∗S∗(SDw− yd), v)L2(Q) + λ (D∗ (Dw− ud) , v) L2(Q),
respectively and can be identified by Riesz’s theorem with functions
gPD = D∗G∗(GDw− yd) + λD∗ (Dw− ud) ,
and
gPE := D∗S∗(SDw− yd) + λD∗ (Dw− ud) ,
respectively, from L2(Q). As in the elliptic case, we can construct Lagrange multipliers by
η(t, x) = gPD/PE(t, x)+
η(t, x) = gPD/PE(t, x)−
where gPD/PE + := P [0,∞] (gPD/PE) and gPD/PE − := P [−∞0] (gPD/PE) such that g = g+ −
g− = η − η. By construction, we have η, η ∈ L2(Q).
Theorem 3.2.9. The optimal solution w¯ fulfills together with the Lagrange multipliers η and η the
necessary and by convexity also sufficient optimality conditions:
(i) The gradient equation
a) D∗G∗(GDw¯− yd) + λD∗ (Dw¯− ud) + η − η = 0 in the case (PPDS), or
b) D∗S∗(SDw¯− yd) + λD∗ (Dw¯− ud) + η − η = 0 in the case (PPES), respectively,
(ii) the complementary slackness conditions
(η, w¯− y)L2(Q) = 0
η(t, x) ≥ 0
w¯(t, x)− y(t, x) ≥ 0
(η, y− w¯)L2(Q) = 0
η(t, x) ≥ 0
y(t, x)− w¯(t, x) ≥ 0,
where the pointwise relations must hold almost everywhere in Q.
55
3. Optimal control and optimality conditions
The proof is analogous to the one in the elliptic case. Following [75], one can show
that the functions η and η are Lagrange multiplier associated with the mixed control-state
constraints.
To bring back the optimality systems in terms of PDEs, we apply (D∗)−1 on
D∗G∗(GDw¯− yd) + λD∗ (Dw¯− ud) + η − η = 0
to obtain
G∗(GDw¯− yd) + λDw¯− ud + (D∗)−1(η − η) = 0.
By (D∗)−1 = G∗ + εI∗ we obtain
G∗(GDw¯− yd) + λDw¯ + G∗(η − η) + ε(η − η) = 0. (3.2.13)
Using Dw¯ = u¯, y¯ = Du¯ and reordering the terms in (3.2.13) yields
G∗(y¯− yd + η − η) + λu¯ + ε(η − η) = 0.
Now we define the adjoint state as p = G∗(y¯− yd + η − η), we obtain the optimality con-
ditions
p = G∗(Gu¯− yd + η − η)
y¯ = Gu¯ (3.2.14)
p + λ (u¯− ud) = ε(η − η).
The operator G∗ is associated with the backward in time parabolic equation
− ∂
∂t
(p(t), v)L2(Ω) + (c · ∇p(t),∇v)L2(Ω)
+(ap(t), v)L2(Ω) + (qp(t), v)L2(Γ) = (y¯(t)− yd + η(t)− η(t), v)L2(Ω)
(p(T), v)L2(Ω) = 0.
By the regularity of the Lagrange multipliers the adjoint state p is from W(0, T).
By an analogous computation we obtain for (PPES) the optimality system
p = S∗(Su¯− yd) + G∗(η − η)
y¯ = Gu¯ (3.2.15)
p + λ (u¯− ud) = ε(η − η).
Using similar arguments as demonstrated for (PPDS), we obtain for (PPES) the adjoint
equation
− ∂
∂t
(p(t), v)L2(Ω) + (c · ∇p(t)),∇v)L2(Ω)
+(ap(t), v)L2(Ω) + (gp(t), v)L2(Γ) = (η(t), v)L2(Ω) − (η(t), v)L2(Ω)
(p(T), v)L2(Ω) = (y¯(T)− yd, v)L2(Ω).
We have again p ∈ W(0, T). Note that in the case N = 1 Theorem 2.2.22 yields p ∈ C(Q¯).
Altogether, we have derived the following corollary:
Corollary 3.2.10. For every choice of Lavrentiev parameters ε > 0, the problems (PPDS) and
(PPES), respectively, have a unique optimal control u¯ ∈ L2(Q) depending on the parameters ε and
λ, with associated optimal state y¯ ∈ W(0, T). There exist non-negative Lagrange multipliers η ∈
L2(Q) and η ∈ L2(Q) and an associated adjoint state p ∈ W(0, T), such that the optimality system
(3.2.14) or (3.2.15), respectively, is satisfied. For spatial dimension N = 1, we have additionally
y¯ ∈ C(Q¯) and p ∈ C(Q¯).
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Chapter 4.
Algorithms for solving optimal
PDE control problems
The numerical treatment of optimality systems cannot be reduced to a unified algorithm
for all problems. We consider here a few methods standing for the work of an entire com-
munity.
We can roughly group the commonly used methods in two classes. The first contains
all iterative algorithms, where iterative means, that the coupled PDEs occurring in the op-
timality systems are solved sequentially. Prominent members of these class are gradient
based methods as for instance the conditioned gradient method, or the conjugate gradi-
ent method. The other class of algorithms are known as all-at-once methods. All-at-once
means here, that the optimality system, in general a coupled system of PDEs and alge-
braic equations, can be solved at once, i.e. at the discrete level as one, potentially huge,
algebraic system. This does not mean, that this algebraic system cannot be solved by an
iterative algorithm. Prominent members of this class are the active set algorithm or the
interior point method, where the PDEs must be solved simultaneously, but inside an outer
active set or path following loop, respectively. There are several algorithms to solve our
model problem. In this section we discuss Algorithms based on the optimality conditions
derived in Chapter 3. In this section, we first formulate the algorithms in terms of our el-
liptic model problem, and emphasize then the differences when applying the algorithms to
the parabolic model problem.
The analysis of the discretization error for optimal control problems must be done case
by case. We will refer here to some papers related to our model problems. For an overview
we refer to the book [52], Chapter 3. However, more detailed investigations are the paper
[4], where an elliptic semilinear problem with control constraints was considered. A state
constrained problem was considered in [31]. The concept of “never discretize a control”
was developed in [50]. It is related to the projection formula applied to the adjoint state.
The idea is, that a projected H1- function remains in H1 after projecting. This regularity
helps to prove convergence order two for our control constrained elliptic model problem.
A similar result was shown in [73]. A more abstract setting was used in [95] to prove a rate
of h3/2 for an 1D problem. The thesis [101] is also devoted to the elliptic case. In the thesis
[120], some adaptive error estimation are developed. There are also some papers related to
boundary control problems, which we do not consider here, but our application in Chapter
8 will be such a problem. We refer here to [22], [23], and [63].
4.1. All-at-once algorithm for the unconstrained case
We consider in this section the special case of an optimal control problem without inequal-
ity constraints. Let the model problem be given:
min
u∈Uad
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
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subject to
(c∇y∇v) + (ay, v) + (qy, v) = (u, v) + (g, v) for all v ∈ H1(Ω).
We chose the all-at-once approach and solve the discrete optimality system directly. Let
λ > 0, u = −∞, and u = ∞, i.e.Uad = L2(Ω).
The optimality system reads in weak formulation
(c∇p∇v)L2(Ω) + (ap, v)L2(Ω) + (qp, v)L2(Γ) = (y¯− yd, v)L2(Ω)
(λ(u¯− ud) + p, v)L2(Ω) = 0 (4.1.1)
(c∇y¯,∇v)L2(Ω) + (ay¯, v)L2(Ω) + (qy¯, h)L2(Γ) = (u¯, v)L2(Ω)
+(g, v)L2(Γ), (4.1.2)
for all v ∈ H1(Ω).
The triplet of functions(y¯, u¯, p) ∈ H1(Ω)× L2(Ω)× H1(Ω) that fulfills this system is the
unique solution of the optimal control problem.
Although the discretization of this system seems to be straightforward, a small difficulty
appears. In system (4.1.1) we have two weak equation involving a bilinear form a[u, v] :
H1(Ω)× H1(Ω) → R and one pointwise equation that combines p ∈ H1(Ω) and u¯, ud ∈
L2(Ω) . In other words, the second equation needs a discretization by finite elements under
consideration that λ(u− ud)+ p ∈ L2(Ω), i.e. the adequate finite element space is the space
of piecewise constant functions. On the other hand, the solution of the adjoint equation p
is in H1(Ω), what also should be take into account for its discretization, i.e. here the space
of linear finite elements is the one of choice.
From Corollary 3.1.28, case (i) we obtain the control reduced optimality system
(c∇p∇v)L2(Ω) + (ap, v)L2(Ω) + (qp, v)L2(Γ) = (y¯− yd, v)L2(Ω)
(c∇y¯,∇v)L2(Ω) + (ay¯, v)L2(Ω) + (qy¯, v)L2(Γ) =

− 1
λ
p + ud, v

L2(Ω)
+ (g, v)L2(Γ)
for all v ∈ H1(Ω). We can split the source term of the second equation in two parts, i.e.
− 1
λ
p + ud, v

L2(Ω)
= − 1
λ
(p, v)L2(Ω) + (ud, v)L2(Ω) .
The first inner product on the right hand side involves only function from H1(Ω), and the
second inner product involves the data function ud ∈ L2(Ω). The inner product (ud, v)L2(Ω)
can be assembled as a fixed data vector, while 1λ (p, v)L2(Ω) must be appear on the left hand
side of our linear system. Using the finite element formulation from Section 2.3.1, we arrive
at the linear system −M (K + M + Q)
(K + M + Q) 1λ M

y
p

=
 −Yd
Ud + G

(4.1.3)
where the vector Yd is defined by (Yd)i =
´
Ω∆
yd(x)ϕi(x) dx and Ud is defined by (Ud)i =´
Ω∆
ud(x)ϕi(x) dx, with i = 1, ..., np. Note that the data functions yd(x) and ud(x) in the
integrals are piecewise constant function on the triangulationΩ∆. This can be easily imple-
mented using our OOPDE toolkit.
We consider now our parabolic model problem without constraints, i.e. u ∈ Uad =
L2(Q). The reduced optimality system reads after inserting the gradient equation into the
state equation
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− ∂
∂t
(p(t), v)L2(Ω) + (c∇p(t),∇v)L2(Ω) + (ap(t), v)L2(Ω)
+(qp(t), v)L2(Γ) − (y(t), v)L2(Ω) = −(yd(t), v)L2(Ω)
(p(T), v)L2(Ω) = 0
∂
∂t
(y(t), v)L2(Ω) + (c∇y(t), v)L2(Ω)
+(ay(t), v)L2(Ω)
+(qy(t), v)L2(Γ) +
1
λ
(p(t), v)L2(Ω) = (gy, v)L2(Γ) + (ud, v)L2(Ω)
(y(0), v)L2(Ω) = (y0, v)L2(Ω)
for all v ∈ H1(Ω). The optimal control can be recomputed from the relation
u¯(t, x) = − 1
λ
p(t, x) + ud(t, x).
According to (2.3.5) in Section 2.3, we obtain the semidiscrete system
− d
dt
Mp(t) + (K + Ma + Q)p(t)− My(t) = −Yd(t)
Mp(T) = 0
d
dt
My(t) + (K + Ma)y(t) +
1
λ
Mp(t) = Ud(t)
My(0) = My0,
for t ∈ (0, T), where we emphasize the dependence on time by the argument t. To obtain a
full discrete system, we chose a time stepping scheme and a partition of the interval [0, T].
Since such PDE problems are known to be stiff, implicit time stepping schemes are the first
choice. We chose, only for simplicity, the implicit Euler scheme. Let the time steps be given
by, again for simplicity and by the lack of useful information on the local error, a constant
step size, i.e. we define for nt > 0 the time step size δt = T/nt and set tk = δtk, k = 0, ..., nt
. One step of the integration procedure of the adjoint equation reads now
(M + δt(K + Ma + Q)) pk − Mpk+1 − δtMyk = −δt(Yd)k
for k = n− 1, ..., 0, and one step of the integrating procedure of the state equation reads
(M + δt(K + Ma + Q)) yk+1 − Myk + δtλ Mpk+1 = δt ((Ud)k+1 + G)
for k = 0, ..., n− 1, while My0 = Y0 = My0 and Mpnt = 0. Collecting the vectors yk, pk, Yd
etc. in “super vectors” by defining
Y :=

Y0
Y1
...
Ynt
 , P :=

P0
P1
...
Pnt
 , YD :=

−δt(Yd)0
−δt(Yd)1
...
−δt(Yd)nt−1
0
 , UD :=

Y0
δt ((Ud)1 + G)
...
δt ((Ud)nt + G)
 ,
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and define A := (M + δt(K + Ma)), we can write the all-at-once systems as
−δtM 0 · · · 0 A −M 0 0
0
. . . 0 0
. . . . . . 0
... 0 −δtM 0 0 0 A −M
0 0 0 0 0 0 M
M 0 0 0 0 0
−M A 0 0 0 δtλ M 0
...
0
. . . . . . 0 δtλ M 0
0 0 −M A 0 · · · 0 δtλ M


Y
P

=

YD
UD

.
Note that by its definition, the initial condition y0 is included in UD as well as G. This
linear system can be solved by a suitable numerical method, but note that the matrix is
not symmetric and hence it cannot be a Hessian. This is a structural problem that will be
studied in Chapter 5.
4.2. Gradient method for the unconstrained case
As already mentioned in Section 4.1, in the case of time dependent problems the direct
method is limited by the size of the linear systems that can be solved (and stored) on the
computer. Here, the method of steepest descent (or gradient method) may be an alterna-
tive. We follow [80], Algorithm 5.1. 1
The following algorithm is formulated using the operators and can be modified easily
for all considered problems here by e.g. replacing S by G etc.
Algorithm 4.2.1 (Gradient Method in function space).
S0 Choose ε > 0. Choose uold arbitrarily. Initialize yold by solving yold = S(uold). Solve yold =
S(uold).
S1 Solve the adjoint equation p = S∗(S(uold)− yd). Set v = p + λ(uold − ud)
S2 Compute step size solving σ = mins∈[0,1] f (S(uold + sv)
S3 Set unew = uold + σv. Solve the state equation ynew = S(unew).
S4 If σ < eps u¯ = unew else set uold = unew , yold = ynew go to S1.
For our elliptic model problem PDE we know that the application of S(u) is equivalent
to solving the state equation with source u, while S∗(S(u)− y) is equivalent to solving the
adjoint equation with source S(u)− yd = y− yd.
In the parabolic case S(u) stands for solving the forward state equation, while S∗(Su−
yd) is equivalent to solving the time reverse adjoint equation with end condition p(T) =
Su− yd = y− yd. In the case of distributed observation, we must replace S by G and S∗ by
G∗.
The advantage of this algorithm is that we can use ODE-solvers to implement S and S∗
numerically, see the example in Section 2.2.
1We refer the here to the preprint since the later accepted full paper [83] misses the study of unconstrained
problems in order to shortened it.
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4.3. A Gradient method for the control constrained case:
Conditioned gradient algorithm
Let U be a Hilbert space. We consider the abstract problem
min
u∈Uad
f (u)
where f : U → R is a Gâteaux-differentiable function and Uad ⊂ U is a nonempty,
bounded, convex and closed set.
In the following, we define the conditioned gradient method. The main idea is to use
the variational inequality to identify directions of descent. It should be clear that there is
no unique direction. The diversity of possible choices of directions defines a number of
different algorithms.
We follow [108] to define the conditioned gradient method.
Algorithm 4.3.1 (Conditioned gradient method).
S0 Let un be already computed.
S1 Compute the direction vn as solution of the optimization problem in Hilbert space
f ′(un)vn = min
v∈Uad
f ′(un)v.
If ( f ′(un), un − vn) ≥ 0 then un is the minimizer of f ′.
Otherwise we have ( f ′(un), vn − un) > 0 and hence vn − un is a direction of decent. Proceed
with S2.
S2 Find a step size sn ∈ (0, 1] from solving
f (un + sn(vn − un)) = min
s∈(0,1]
f (un + s(vn − un)).
Set un+1 = un + s(vn − un) and n = n + 1. Go to S1.
Note that by un, vn ∈ Uad also un + s(vn − un) ∈ Uad. Note further that this algorithm is
defined for problems where the control is from a Hilbert space.
It is already shown, that our problem fits the assumption of Algorithm 4.3.1. Since Algo-
rithm 4.3.1 is rather abstract formulated, we will adapt it to our problem.
Remark 4.3.2. Note that we can use this algorithm also for the unconstrained case, i.e. if
Uad = L2(Ω). In this case, the iterative algorithm has no advantage compared with the
direct method from Section 4.1. To use the condition (it will be a projection in Uad) we need
artificial constraints u and u.
The main disadvantage is, that we need in the direct method only solve a system of dou-
bled size as of state equation once, but in Algorithm 4.3.1 we have in every iteration to solve
two linear systems. In general, the slow convergence of gradient based methods makes the
iterative approach hopeless inferior in the case of unconstrained elliptic problems.
We apply Algorithms 4.3.1 to the elliptic model problem. Let λ > 0, u ∈ L2(Ω) and
u = L2(Ω), with u < u almost everywhere in Ω.
Algorithm 4.3.3 (Conditioned gradient method for control constrained elliptic problem).
S0 Let un ∈ Uad ⊂ L2(Ω) already be computed.
S1 Compute yn as the solution of the state equation
(c∇yn,∇h)L2(Ω) + (ayn, h)L2(Ω) + (q p, h)L2(Γ) = (un, h)L2(Ω) + (g, h)L2(Γ)
for all h ∈ H1(Ω).
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S2 Compute pn 2 H1(W) as the solution of the adjoint equation
(cr pn, r h)L2(W) + ( apn, h)L2(W) + ( qp, h)L2(G) = ( yn   yd, h)L2(W)
for all h 2 H1(W).
S3 Compute a direction vn 2 Uad by solving the problem
vn = min
v2Uad
(pn + l (un   ud), v)L2(W)
If vn = un, then is un optimal and the algorithm terminates. Otherwise proceed withS4.
S4 Compute a step size sn from
f (un + sn(vn   un)) = min
s2 (0,1]
f (un + s(vn   un))
Set un+ 1 = un + sn(vn   un), set n= n + 1, and go toS1.
We discuss the realization of steps S1S4 in Algorithm 4.3.1. Since un appears in S1only
on the left hand side of the state equation, it can be handled as (xed) data. Analogously,
we can handle the term yn   yd in S2as data.
We dene
vn(x) :=

u(x) if pn(x) + l (un(x)   ud(x)) > 0
u(x) if pn(x) + l (un(x)   ud(x)) < 0
1
2(u(x) + u(x)) otherwise
(4.3.1)
Since un 2 Uad  L2(W), this formula is only valid in almost all points in W. The main
work now is to compute the step size sn. We use the structure of our objective function. We
have
f (un + s(vn   un)) = 12ky(un) + s(y(vn)   y(un))   ydk
2
+
l
2kun + s(vn   un)   udk
2
.
Since we only consider the dependence from the parameter s, we dene the scalar function
g(s) := f (un + s(vn   un)) . We can rearrange this formula and obtain
g(s) = 12ky(un)   ydk
2
L2(W) + s(y(un)   yd, y(un)   y(vn))
+
s2
2 ky(vn)   y(un)k
2
L2(W) +
l
2kun   udk
2
L2(W)
+ l s(un   ud, vn   un)L2(W) + s
2
2 kvn   unk
2
L2(W)
=
1
2

ky(un)   ydk2L2(W) + l kun   udk2L2(W)

+

(y(un)   yd, y(un)   y(vn)) L2(W) + l (un   ud, vn   un)L2(W)

s
+
1
2

ky(vn)   y(un)k2L2(W) + l kvn   unk2L2(W)

s2
Obviously, this is a quadratic polynomial in R with independent variable s, where the
coefcients can be computed from un, vn, y(un) = Sun, y(vn) = Svn, and yd. The optimal
step size is (by construction) the projection of the root of
g0(s) = ( y(un)   yd, y(un)   y(vn)) L2(W) + l (un   ud, vn   un)L2(W)
+

ky(vn)   y(un)k2L2(W) + l kvn   unk2L2(W)

s
62
4.3. Conditioned gradient algorithm
into [0, 1]. We have
s0 = −
(y(un)− yd, y(un)− y(vn))L2(Ω) + λ(un − ud, vn − un)L2(Ω)
∥y(vn)− y(un)∥2L2(Ω) + λ∥vn − un∥2L2(Ω)
(4.3.2)
We obtain
sn = max (0, min (1, s0)) , (4.3.3)
where sn = 0 if un is optimal.
We formulate an implementable discrete variant of the conditioned gradient method for
the elliptic control constrained problem.
Algorithm 4.3.4 (Discrete conditioned gradient method).
P Assemble Ud and Yd by computing (Ud)i =
´
Ω∆
ud(x)ϕi(x) dx and (Yd)i =
´
Ω∆
yd(x)ϕi(x) dx.
Assemble stiffness matrix K, mass matrix M and boundary integral matrix Q as well as the
right hand sides G as described in Section 2.3.1.
S0 Let un be computed.
S1 Assemble Un by (Un)i =
´
Ω∆
un(x)ϕi(x) dx. Solve the state equation (K + M + Q)yn =
Un + G
S2 Assemble Yn by (Yn)i =
´
Ω∆
yn(x)ϕi(x) dx. Solve the adjoint equation (K + M + Q)pn =
Yn −Yd + G
S3 Compute vn by formula (4.3.1). Assemble Vn by(Vn)i =
´
Ω∆
vn(x)ϕi(x) dx. Solve the state
equation (K + M + Q)y(vn) = Vn + G.
S4 Compute the step size sn by formulas (4.3.2) and (4.3.3). Set un = un + s(un − vn). If
s(un − vn) < tol return, else go to S1.
In every iteration we have to assemble three vectors and solve three linear systems. Note
that the state and adjoint equations use the same system matrix. In Section 2.4 we present
a code that implements this algorithm using the OOPDE toolkit. There are variants of this
algorithm, e.g. the projected gradient method. We refer to [108], Section 2.12.
The conditioned gradient method can be applied in a natural way on parabolic PDEs.
Algorithm 4.3.5 (Conditioned gradient method for control constrained parabolic problem).
S0 Let un ∈ Uad ⊂ L2(Ω) already be computed.
S1 Compute yn as the solution of the state equation
∂
∂t
(yn, v)L2(Ω) + (c∇yn,∇v)L2(Ω)
+(ay, v)L2(Ω) + (qyn, v)L2(Γ) = (un, v)L2(Ω) + (g, v)L2(Γ)
(yn(0), v)L2(Ω) = (y0, v)L2(Ω),
for all v ∈ H1(Ω) an t ∈ (0, T).
S2 Compute pn as the solution of the adjoint equation
− ∂
∂t
(pn, v)L2(Ω) + (c∇pn,∇v)L2(Ω) + (apn, v)L2(Ω)
+(qpn, v)L2(Γ) = (yn − yd, v)L2(Ω)
pn(T), v)L2(Ω) = 0,
for all v ∈ H1(Ω) an t ∈ (0, T).
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S3 Compute a direction vn ∈ Uad by solving the problem
vn = min
v∈Cad
(pn + λ(un − ud), v)L2(Q)
If vn = un then un is optimal and the algorithm terminates. Otherwise proceed with S4.
S4 Compute a step size sn from
f (un + sn(vn − un)) = min
s∈(0,1]
f (un + s(vn − un))
Set un+1 = un + s(vn − un), set n = n + 1, and go to S1.
In a computer program, we will in S0 also prepare all matrices for the semidiscretized
problems, and the steps S1 and S2 will be performed by an ODE solver applied on the
semidiscrete problems. If the ODE solvers use adaptive time stepping schemes, what is a
standard tool when solving ODEs, the coupling of the equations may be a little bit more
complex since, for instance, the source yn(t)− yd(t) for the adjoint equation must be avail-
able at every point t ∈ (0, T), but the ODE solver applied to the state equation will return
yn(tk) on time instances chosen by the solver to meet some error tolerance. In other words:
We will need some technical overhead as e.g. interpolation between time instances etc.
For a semi discrete algorithm, we replace in S1 and S2 the continuous PDEs by their
semidiscrete counterparts and obtain the ODE problems
M
∂
∂t
yn(t) + (K + Ma + Q)yn(t) = Mun(t) + G
yn(0) = y0
and
−M ∂
∂t
pn(t) + (Kc + Ma + Q)pn(t) = M(yn(t)− yd(t))
pn(T) = 0,
respectively. The directions v can be computed analogously to (4.3.1) as
vn(t, x) =

u(t, x) if pn(t, x) + λ(un(t, x)− ud(t, x)) > 0
u(t, x) if pn(t, x) + λ(un(t, x)− ud(t, x)) < 0
1
2 (u(t, x) + u(t, x)) otherwise
Also analogously to (4.3.2) we compute the step size with the formula
s0 = −
(y(un)− yd, y(un)− y(vn))L2(Ω) + λ(un − ud, vn − un)L2(Q)
∥y(vn)− y(un)∥2L2(Ω) + λ∥vn − un∥2L2(Q)
in the case of (PPE) or
s0 = −
(y(un)− yd, y(un)− y(vn))L2(Q) + λ(un − ud, vn − un)L2(Q)
∥y(vn)− y(un)∥2L2(Q) + λ∥vn − un∥2L2(Q)
in the case of (PPD), respectively. In a preparation step, we have to compute the matrices
and vectors, cf. Algorithm 4.3.4. The advantage of this formulation is that the PDEs can be
solved sequentially, i.e. we do not need to solve a huge linear system at all.
However, the discrete scheme for the adjoint equations is now not necessarily identical
with the adjoint of the numerical scheme for the state equation. We will later discuss this
problem is a separate chapter.
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4.4. Active set algorithm
We consider again the elliptic model problem
min
u∈Uad⊂L2(Ω)
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to
(c∇y,∇v) + (ay, v) + (qy, v) = (u, v) + (g, v)
for all v ∈ H1(Ω) , where Uad := {u ∈ L2(Ω) : u(x) ≤ u(x) ≤ u(x) a.e. in Ω.
The active set algorithm is based on the projection formula (3.1.14). We know that the
optimal control must fulfill the projection
u¯ = P [u,u]

− 1
λ
p + ud

.
From the projection formula we obtain
u¯ =

u(x) if ud(x)− 1λ p(x) < u(x)
ud(x)− 1λ p(x) if ud(x)− 1λ p(x) ∈ [u(x), u(x)]
u(x) if ud(x)− 1λ p(x) > u(x).
We define µ := ud − u¯− 1λ p = −λ−1 f
′
(u) with f defined as in Lemma 3.1.18. As a conse-
quence we have by u¯ = u that µ(x) < 0 and hence u¯(x) + µ(x) < u. Analogously, in the
last case we have u¯ = u and from that by µ(x) > 0 we obtain u¯(x) + µ(x) > u(x). In the
second case we have µ(x) = 0 and from that u¯(x) + µ(x) = ud(x)− 1λ p(x) ∈ [u(x), u(x)] .
For u = u¯ we have
u(x) =

u(x) if u(x) + µ(x) < u(x)
ud(x)− 1λ p(x) if u(x) + µ(x) ∈ [u(x), u(x)]
u(x) if u(x) + µ(x) > u(x).
(4.4.1)
Let now u ∈ Uad be a function that fulfills (4.4.1). Hence u also fulfills the projection and
it is also optimal. The sign of ud(x)− u(x)− 1λ p(x) can be seen as indicator if a control is
active, e.g. u(x) = u(x). From that we come directly to the following algorithm.
Algorithm 4.4.1 (Active set algorithm).
S0 Let un and µn be already computed.
S1 Update the active/inactive sets by
A+n = {x ∈ Ω : un(x) + µn(x) > u(x)}
In = {x ∈ Ω : un(x) + µn(x) ∈ [u(x), u(x)]}
A−n = {x ∈ Ω : un(x) + µn(x) < u}
If A+n = A
+
n−1 and A
−
n = A
−
n−1 the iterate un is the optimal control u¯ and the algorithm
terminates. If not, continue with S2.
S2 Solve the system
(c∇yn+1,∇v)L2(Ω) + (ayn+1, v)L2(Ω)
+(qyn+1, v)L2(Γ) = (un, v)L2(Ω) + (g, v)L2(Γ)
(c∇pn+1,∇v)L2(Ω) + (apn+1, v)L2(Ω) +
(qpn+1, v)L2(Γ) = (yn+1 − yd, v)L2(Ω)
un+1 =

u on A−n
ud − 1λ pn+1 on In
u on A+n
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for all v ∈ H1(Ω). Update µn+1 = ud − un+1 − 1λ pn+1. Set n = n + 1. Go to S1.
It is clear that Ω = A+n

A−n
 In. We call A−n and A+n the active sets for upper and
lower constraints, respectively. The set In is called the inactive set. Clearly, we can write
un = χA−n u + χA+n u− 1λχIn pn + χIn ud. This formulation has some advantages:
(i) We have only two remaining equations.
(ii) By the linearity of the inner products we can split (un, v)L2(Ω) into four parts, i.e.
(un, v)L2(Ω) = (χA−n u + χA+n u−
1
λ
χIn pn + χIn ud, v)L2(Ω)
= (χA−n u, v)L2(Ω) + (χA+n u, v)L2(Ω)
− 1
λ
(χIn pn, v)L2(Ω) + (χIn ud, v)L2(Ω)
We have now two classes of pairings:
(i) In (χA−n u, v)L2(Ω), (χA+n u, v)L2(Ω), and (χIn ud, v)L2(Ω), the first argument is from L
2(Ω)
and the second is from H1(Ω).
(ii) In (χIn pn, v)L2(Ω), both arguments are in H
1(Ω).
Much more important is that the pairings in (i) contain only data and test functions while
(ii) contains the adjoint state.
Remark 4.4.2. This special version of the active set algorithm for control constrained prob-
lems has the advantage, that only the state and the adjoint variable appear. We refer to
Hinze [50] for some further advantages of these formulation.
Now we adapt the active set algorithm for mixed control-state constraints. We can use
(3.1.22) to derive numerical schemes. For applying the active set algorithm we need a
pointwise form of the slackness conditions (3.1.23) and (3.1.24). Since the relations η ≥ 0,
η ≥ 0, y + εu− y ≥ 0 and y− y− εu ≥ 0 hold almost everywhere in Ω, we obtain
η(x)(εu¯(x) + y¯(x)− y(x)) = η(x)(y(x)− εu¯(x)− y¯(x)) = 0 a.e. in Ω.
This leads to the following definition of the active sets.
Definition 4.4.3. Define by
A+ := {x ∈ Ω|εu¯(x) + y¯(x)− η(x) < y(x)}
A− := {x ∈ Ω|εu¯(x) + y¯(x) + η(x) > y(x)}
I := Ω\{A+ ∪A−}
the active setsA+/− to the lower and upper constraints and the inactive set I , respectively.
The following result can be found in [72].
Lemma 4.4.4 ([72], Lemma 5.1.). Assume that the conditions of strict complementarity are ful-
filled, i.e. the sets
Ω:={x ∈ Ω : y(x)− εu¯(x)− y¯(x) = η(x)}
Ω :={x ∈ Ω : εu¯(x) + y¯(x) + y(x) = η(x)}
have measure zero. Then it follows that
εu¯(x) + y¯(x) = y, η = 0 a.e. on A+
εu¯(x) + y¯(x) = y, η = 0 a.e. on A−
η(x) = 0, η(x) = 0 a.e. on I .
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As mentioned before, by the transformation of the mixed control-state constraints in
terms of u and y to control constraints in terms of w = D−1u with D = S + εI, we can
handle both cases analogously. By setting D = I, all proofs for the mixed control-state con-
strained case are valid also in the case of pure control constraints and vice versa. Obviously,
we can write a generalized form of control-state constraints by c(x) ≤ δy(x)+ εu(x) ≤ c(x)
for almost all x ∈ Ω, where δ ∈ {0; 1} and ε > 0.
In this generalized formulation of mixed control-state constraints we cannot relate the
constraints to “state” or “control”. The functions c and c stand now for lower and upper
constraints in general. However, if we want to emphasize that we consider a regularized
state constrained problem (i.e. δ = 1 and 0 < ε ≪ 1), we will denote the constraints by y
and y again.
Since, we here do not study convergence of the Lavrentiev regularization, let δ and ε be
given numbers. Our aim is only to formulate an optimality system that includes both cases
in preparation to construct a software that can handle control as well as mixed control-state
constrained problems.
The definition of the active/inactive sets changes slightly:
A+ := {x ∈ Ω|εu¯(x) + δy¯(x)− η(x) < c(x)}
A− := {x ∈ Ω|εu¯(x) + δy¯(x) + η(x) > c(x)}
I := Ω\{A+ ∪A−}.
By using the lemma above, we obtain the following optimality system.
(c∇p,∇v)L2(Ω) + (ap, v)L2(Ω) + (qp, v)L2(Γ)
−(y, v)L2(Ω) + δ(η, v)L2(Ω) − δ(η, v)L2(Ω) = −(yd, v)L2(Ω) ∀v ∈ H1 (4.4.2)
p(x) + λu¯(x)− εη(x) + εη(x) = λud a.e. in Ω (4.4.3)
(c∇y,∇v)L2(Ω) + (ay, v)L2(Ω)
+(qy, v)L2(Γ) − (u, v)L2(Ω) = (g, v)L2(Ω) ∀v ∈ H1 (4.4.4)
εu¯(x) + δy¯(x)− c(x)− η(x) = 0 a.e. inA+ (4.4.5)
η(x) = 0 a.e. inA+ (4.4.6)
c(x)− εu¯(x)− δy¯(x)− η(x) = 0 a.e. inA− (4.4.7)
η(x) = 0 a.e. inA− (4.4.8)
η(x) = 0 a.e. inI (4.4.9)
η(x) = 0 a.e. inI (4.4.10)
Note that here we have to handle only equations and the PDEs remains in weak formu-
lation. We will use this system to formulate the active set algorithm for problems with
mixed control-state constraints. Equation (4.4.2) is the adjoint equation, Equation (4.4.4) is
the state equation and (4.4.5)–(4.4.10) are the complementary conditions. Note that we can
write (4.4.3) as
1
λ

p(x)− λud − εη(x) + εη(x)

= −u(x) a.e. in Ω (4.4.11)
and by testing with v ∈ H1(Ω) equivalently
1
λ
(p, v)L2(Ω) − λ(ud, v)L2(Ω) −
ε
λ
(η, v)L2(Ω) +
ε
λ
(η, v)L2(Ω) = −(u, v)L2(Ω)
and hence we can eliminate u from the KKT system. This may be important when we need
to reduce computational costs when we solve the KKT system later numerically. On the
other hand, the coupling of the variables will be a little bit more complex, since we have to
insert the equation(4.4.11) also in (4.4.5) and (4.4.7).
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The active set algorithm can be seen as the application of semismooth Newton method
to the optimality system. The idea is that we consider the derivative of the projection (here
for the control constrained case)
u¯ = P [u,u]

 
1
l p + ud

.
Note that P is directional differentiable, i.e.
dP [c,c](u; h) = lims! 0
1
s

P [u,u]

 
1
l (u + sh) + ud

  P [u,u]

 
1
l (u) + ud
 
exists for all u 2 U and h 2 U. For further reading see e.g. Schiela [98]. In [49] the authors
prove a super-linear convergence rate.
Lemma 4.4.5. For our control constrained model problem, the primal-dual active set strategy con-
verges super-linearly if ku0   u¯k is sufficiently small.
Proof. We apply Theorem 4.1 from [49].
We use Algorithm 4.4.1 to construct an efficient algorithm for solving the control con-
strained problem numerically.
Algorithm 4.4.6 (Discrete active set method for control constrained problems).
S0 Assemble the system matrices K, Ma, M, Q, and the vectors G, Yd, Ud, U, and U. Choose u0.
S1 Let un and mn be already computed.
S2 Define the matrices
(A+n )ii =
(
1 if (un)i + (mn)i > u i
0 otherwise
A  n =
(
1 if (un)i + (mn)i < u i
0 otherwise
I n = I   A+n   A  n
If A+n = A
+
n   1 and A
 
n = A
 
n   1 the iterate un = A
 
n U + A+n U  
1
l In Mpn + Inud is the
optimal control u¯ and the algorithm terminates. If not, continue with the next step.
S3 Solve the linear system

  M (K + Ma + Q)
(K + Ma + Q) 1l I n M
 
y
p

n+1
=

  Yd
G + A  n U + A+n U + I nUd

.
Set and un+1 = A  n U + A+n U  
1
l I n pn + ud and mn+1 = ud   un+1   1l pn+1, go to S2.
The version for the mixed control-state constrained case is quite similar to the control
constrained case, cf. the notes in Section 4.
Algorithm 4.4.7 (Discrete active set algorithm for mixed control-state constrained prob-
lems).
S0 Assemble the system matrices K, Ma, M, Q, and the vectors G, Yd, Ud, C, and C. Choose u0.
S1 Let yn, unetc. be already computed.
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S2 Define
A+n := {x ∈ Ω|εun(x) + yn(x)− η(x) < c(x)}
A−n := {x ∈ Ω|εun(x) + yn(x) + η(x) > c(x)}
In := Ω\{A+n ∪A−n }
If A+n = A
+
n−1 and A
−
n = A
−
n−1 the iterate wn = εun + yn is the optimal control w¯n and the
algorithm terminates. If not, continue with the next step.
S3 Solve the system (4.4.2)–(4.4.10) for all v ∈ H1(Ω). Go to S2.
The discrete version of the system in S2 can be written as

−M 0 K + Ma + Q M −M
0 λI I −εI εI
K + Ma + Q M 0 0 0
εA+ A+ 0 I −A+ 0
εA− A− 0 0 I −A−


y
u
p
η
η
 =

−Yd
Ud
G
A+C
A−−C
 .
where the meaning of the symbols for the matrices is the the same as in the sections be-
fore. However, we should mention that y and p ∈ H1(Ω), but u, η, and η ∈ L2(Ω). As a
consequence, we have two options for choosing finite elements spaces:
(i) Use P1 elements for all variables, i.e. also for the variables from L2(Ω). This will be
easier to implement but may cause additional discretization errors. cf. the discussion
in [17] and also in [108].
(ii) Use P1 elements only for state and adjoint but P0 elements for control and multipliers.
This leads to a more complex code.
The discrete versions of the active/inactive sets are again diagonal matrices, where the
dimension of the matrices differs in version (i) and (ii): For version (i), the dimension of
the matrix is equal to the number of mesh points and for version (ii), the dimension of the
matrix is equal to the number of elements of the mesh. For version (i) we simply have
A+ii =

1 if εui + yi −

η

i
< ci
0 otherwise
A−ii =

1 if εui + yi + (η)i > ci
0 otherwise
I = I −A+ −A−
We use here version (i), cf. also [72]. Note that this is a pointwise definition with respect
to the nodes of the finite elements grid and no definition of active or inactive triangles. A
implementation in MATLAB can be found in the appendix.
In the case of our parabolic model problem with distributed observation, i.e. S : L2(Q)→
L2(Q), we can write the optimality system also for the control constrained parabolic model
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problem in the form
 
¶
¶t (p(t), v)L2(W) + ( cr p(t), r v)L2(W)
+( ap(t), v)L2(W)
+( qp(t), v)L2(G)   (y(t), v)L2(W) =   (yd, v)L2(W) (4.4.12)
(p(T), v)L2(W) = 0 (4.4.13)
p(t, x) + l u¯(t, x)   h(t, x) + h(t, x) = 0 a.e. in Q
¶
¶t (y(t), v)L2(W) + ( cr y(t), r v)L2(W)
+( ap(t), v)L2(W)
+( qy(t), v)L2(G)   (u(t), v)L2(W) = ( g, v)L2(G)
(y(0), v)L2(W) = ( y0, v)L2(W)
u(t, x)   u(t, x)   h(t, x) = 0 a.e. in A +
h(t, x) = 0 a.e. in A +
u(t, x)   u(t, x)   h(t, x) = 0 a.e. in A  
h(t, x) = 0 a.e. in A  
h(t, x) = 0 a.e. in I
h(t, x) = 0 a.e. in I ,
where the equations must hold for all v 2 H1(W). The necessary adaptions for the prob-
lem with distributed observation are also obvious: Remove (yd, v)L2(W) from (4.4.12) and
replace (4.4.13) by (p(T), v)L2(W) = ( y(T)   yd, v)L2(W) . The definition of active/inactive
sets for the parabolic problem is also straightforward:
A + := f (t, x) 2 Qj#u¯(t, x) + y¯(t, x)   h(t, x) < u(t, x)g
A   := f (t, x) 2 Qj#u¯(t, x) + y¯(t, x) + h(t, x) > u(t, x)g
I := WnfA + [ A   g.
The full discrete system will be obtained by using the discretization approach from the
unconstrained parabolic problem in Section 4.1.
It its clear that for applications with thousands of unknowns this approach leads to huge
linear systems that must be solved, which makes it irrelevant for problems with spatial
dimension larger then one. This situation changes, if we apply model order reduction to
the parabolic problems. We will discuss this in a later chapter.
4.5. Smoothed projection formula
We recall the problem
min
u2Uad L2(W)
1
2
ky   ydk2L2(W) +
l
2
ku   udk2L2(W) (4.5.1)
subject to
(cr y, r v) + ( ay, v) + ( qy, v) = ( u, v) + ( g, v)
for all v 2 H1(W), where Uad := f u 2 L2(W) : u(x)  u(x)  u(x) a.e. in W.
By Corollary 3.1.28, we obtain an optimality system that includes the control by the rela-
tion
u¯ = P [u,u]

 
1
l p + ud

.
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Obviously, this is an explicit statement and we can replace the control in the state equation
by this term.
(c∇p,∇v)L2(Ω) + (apv)L2(Ω) + (qy, v)L2(Ω)
−(y, v)L2(Ω) = −(yd, v)L2(Ω)
(c∇y, v)L2(Ω) + (ay, v)L2(Ω) + (qy, v)L2(Ω) (4.5.2)
−

P [u,u]

− 1l p + ud

, v

L2(Ω)
= (g, v)L2(Ω)
for all v ∈ H1(Ω). It is well known that the projection formula is not differentiable. How-
ever, it is still semismooth, a fact that leads to the view of the active set algorithm as a
semismooth Newton method, cf. [49]. Another way we go in [84]. It is obvious, that by a
suitable smoothing of the projection formula, the optimality system can also be solved by
the classical Newton method. This is useful, if a software is available that provides both,
a proper Newton solver and a smooth projection. Such a software is for instance COM-
SOL MULTIPHYSICS [29]. The function flsmsign, the name of this function comes from
COMSOLS predecessor FEMLAB: Femlab smooth sign, implements a twice differentiable
approximation of the sign function by a polynomial.
The paper [84] is devoted to a parabolic problem, where one aspect was to show that
optimality systems associated with the considered class of parabolic optimal control prob-
lems are elliptic with respect to an adapted function space. However, also the optimality
systems of our elliptic model problem PDEs is elliptic in a subspace of H2(Ω). In fact, the
KKT-System can be transformed into a single PDE, i.e. it is sufficient to solve one PDE
instead of a system of two PDEs. Unfortunately, this PDE is of bilaplace type, i.e. it is of
fourth order with respect to the spatial variable and of second order with respect to time.
However, this formulation is useful if you are able to solve such problems, we refer here to
[14], and also this formulation is useful if we want to prove the existence and convergence
of a smoothed variant of (4.5.2), similar to the active set algorithm.
In the following we adapt the argumentation in [84] for the elliptic case. In preparation
for the following, we homogenize the problem. We define y∗ = y− yd and u∗ = u− ud.
For yd ∈ H1(Ω) and ud ∈ L2(Ω) the pair (y, u) is a solution of (4.5.1) if (y∗, u∗) is a solution
of the homogeneous problem
min
1
2
∥y∗∥2 + l
2
∥u∗∥2
subject to
(c∇y∗,∇v)L2(Ω) + (ay∗, v)L2(Ω) + (qy∗, v)L2(Γ) = (u∗, v)L2(Ω) + ⟨f, v⟩
and
u− ud ≤ u ≤ u− ud
almost everywhere in Ω. We define
⟨f, v⟩ := (ud, v)L2(Ω) + (g, v)L2(Γ) − (∇yd, v)L2(Ω) − (ayd, v)L2(Ω) − (qyd, v)L2(Γ)
for all v ∈ H1(Ω). With sufficient regularity of the data, i.e. yd ∈ H1(Ω), ud ∈ L2(Ω), and
g ∈ L2(Γ), we have f ∈ L2(Ω).
Remark 4.5.1. The assumption yd ∈ H1(Ω) can be replaced by yd ∈ L2(Γ). This is also
restrictive, since yd ∈ L∞(Ω) makes no assertion on yd|Γ.
Assumption 4.5.2. We assume in the following that all coefficients c = cij are Lipschitz continu-
ous functions, a ∈ R+ and q > 0.
This is again a restriction, since the coefficients cij are now from a smoother space than
the more usual L∞(Ω).
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We write down the transformed problem as follows:
min
u∈Uad
1
2
∥y∗∥2L2(Ω) +
λ
2
∥u∗∥2L2(Ω)
subject to
(c∇y∗,∇v)L2(Ω) + (ay∗, v)L2(Ω) + (qy∗, v)L2(Γ) = (u∗, v)L2(Ω) + (f, v)L2(Ω)
for all v ∈ H1(Ω) and to the control constraints
v := u− ud ≤ u ≤ u− ud =: v
almost everywhere in Ω.
The existence of a solution of the state equation follows from Theorem 3.1.4, where the
only difference to the problems considered in Section is the additional source. In the fol-
lowing we suppress the stars in y∗ and u∗ for a better readability and write y and u instead.
We also rename the constraints v back to u as well as v back to u. We will use the tag
(PH) to refer the homogeneous problem. From Corollary 3.1.28 we have given the reduced
optimality system in weak form as follows: The optimal state y¯ and the associated adjoint
state p must satisfy
(c∇p,∇v) + (ap, v) + (qp, v)− (y¯, v) = 0
(c∇y¯,∇v) + (ay¯, v) + (qy¯, v)−
ˆ
Ω
P [u,u]

− 1
λ
p

v dx− (f, v) = 0
for all v ∈ H1(Ω).
The optimality system is not linear and we have to show the existence of a solution. The
idea is to explain the optimality system only in terms of the adjoint variable, but not using
the control or state as in Section 3.1. Then we will use the monotone operator theorem to
show existence and uniqueness of the solution. For that purpose we define an adapted
function space.
Theorem 4.5.3. The optimal solutions y¯ and p of the elliptic model problem are under the additional
assumptions from H2(Ω). The optimal control u¯ is from H1(Ω).
Proof. We use Theorem 2.4.2.6. from [43] and apply it to the adjoint and state equations,
what gives us the regularity y ∈ H2(Ω) as well as p ∈ H2(Ω). Since P [u,u] : H1 → H1(Ω)
we have u¯ in H1(Ω).
This motivates the following definition.
Definition 4.5.4. Let be c, q be given and fulfill the Assumption 4.5.2. We define the space
Hc,q := {y ∈ H2(Ω) : n⃗ · (c∇y) + qy = 0 on Γ}.
Obviously, Hc,q is the space of all H2-functions that fulfill the generalized Neumann
boundary condition given by our model problem. Since Hc,q ⊂ H2(Ω), it is a Hilbert
space too, its norm is the same as of H2(Ω).
On H2(Ω) we use the inner product
(v, w)H2(Ω) := (v, w)L2(Ω) + (∇v,∇w)L2(Ω) +
N
∑
i,j=1

∂2v
∂xi∂xj
,
∂2w
∂xi∂xj

L2(Ω)
.
The associated norm is given by
∥v∥H2(Ω) =
∥v∥2L2(Ω) + ∥∇v∥2L2(Ω) + N∑
i,j=1
 d2vdxidxj

2
L2(Ω)
1/2 .
72
4.5. Smoothed projection formula
We define the bi-linear form a : H2(Ω)× H2(Ω)→ R by
a[y, v] := (∇ · (c∇)y,∇ · (c∇)v)L2(Ω)
+ 2

(a∇y, c∇v)L2(Ω) + (qy, v)L2(Γ)

+ (a2y, v)L2(Ω)
and a linear operator A0 : H2(Ω)→ H2(Ω)∗ by ⟨A0y, w⟩ := a[y, v], v ∈ H2(Ω).
Let the operator AP : H2(Ω)→ H2(Ω)∗ be defined by
⟨AP y, v⟩ := −

Ω
P [u,u]

− 1
λ
p

v dx. (4.5.3)
Let A := A0 + AP . We show that p is the solution of ⟨Ap, v⟩ = ⟨f ,v⟩ for all v ∈ Hc,q.
Lemma 4.5.5. The adjoint state p associated with the constrained problem (PH) is a solution of the
equation
⟨Ap, v⟩ = ⟨ f , v⟩ ∀v ∈ (Hc,q(Q)). (4.5.4)
Proof. We chose v ∈ Hc,q and test the adjoint equation with w = ∇ · (c∇v) ∈ Hc,q ⊂
L2(Ω), where we use that we can write the adjoint as−(∇ · (c∇p), v)L2(Ω)+ (ap, v)L2(Ω) =
(y, v)L2(Ω) and n⃗ · (c∇p) = −q p. We obtain
−(∇ · (c∇p),∇ · (c∇v))L2(Ω) + (ap,∇ · (c∇v))L2(Ω) = (y,∇ · (c∇v))L2(Ω)
and by using Green’s formula
− (∇ · (c∇p),∇(c∇v)) + (ap,∇ · (c∇v))L2(Ω)
= −(∇y, c∇v)L2(Ω) + (y, n⃗ · (c∇v))L2(Γ) = −(∇y, c∇v)L2(Ω) − (y, qv)L2(Γ)
and hence (∇ · (c∇p),∇ · (c∇v))L2(Ω) − (ap,∇ · (c∇v)) − (y, qv)L2(Γ) = (c∇y,∇v)L2(Ω)
and using again Green’s formula and n⃗ · (c∇v) = −qv
(∇ · (c∇p),∇ · (c∇v)) + (qap, v))L2(Ω) + (ac∇p,∇v)L2(Ω) − (qy, v)L2(Γ)
= (c∇y,∇v)L2(Ω) (4.5.5)
where we used also the assumption on c, a and q. Multiplying the adjoint equation by a,
we obtain
(ac∇p,∇v)L2(Ω) + (a2 p, v)L2(Ω) + (qap, v)L2(Γ) = (ay¯, v)L2(Ω) (4.5.6)
for v ∈ Hc,q. Replacing the terms (c∇y,∇v)and (ay, v) by (4.5.5) and (4.5.6), respectively,
we obtain
(∇ · (c∇p),∇ · (c∇v))L2(Ω) + 2(qap, v))L2(Γ) + 2(a∇p, c∇v)L2(Ω) + (a2 p, v)L2(Ω)
−

Ω
P [u,u]

− 1
λ
p

dx = (f , v)L2(Ω) (4.5.7)
for all w ∈ Hc,q, i.e. ⟨Ap, v⟩ = ⟨f , v⟩ for all v ∈ Hc,q.
Lemma 4.5.6. The operator⟨A0v, w⟩ is bounded, i.e. there exists a constant c > 0 such that
⟨A0v, w⟩ ≤ c∥v∥H2(Ω)∥w∥H2(Ω)
holds for all v, w ∈ H2(Ω).
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Proof. We show |a[v, w]| ≤ c∥v∥H2(Ω)∥w∥H2(Ω). By definition
|a[v, w]| ≤
(∇ · (c∇v),∇ · (c∇w))L2(Ω)
+
2(a∇v,∇w)L2(Ω) + (qv, w)L2(Γ)+ (a2v, w)L2(Ω)
≤ max ∥ci,j∥2L∞(Ω)

N
∑
i,j=1

∂2v
∂xi∂xj
,
∂2w
∂xi∂xj

L2(Ω)

+2∥a∥L∞(Ω)∥∇v∥L2(Ω)∥∇w∥L2(Ω)
+2∥q∥L∞(Γ)∥v∥L2(Γ)∥w∥L2(Γ) + ∥a∥2L∞(Ω)∥v∥L2(Ω)∥w∥L2(Ω)
≤ c∥v∥H2(Ω)∥w∥H2(Ω),
with c = max

max ∥ci,j∥2L∞(Ω), 2∥a∥L∞(Ω), 2cτ∥q∥L2(Γ), ∥a∥2L∞(Ω)

, where we estimate
2∥q∥L∞(Γ)∥v∥L2(Γ)∥w∥L2(Γ) ≤ 2cτ∥q∥L∞(Γ)∥uv∥∥w∥H1(Ω)
≤ 2cτ∥q∥L∞(Γ)∥v∥H2(Ω)∥w∥H2(Ω)
with the help of the trace theorem.
Lemma 4.5.7. The bilinear form a[y, v] is H2(Ω)-elliptic, i.e there is a constant c such that
a[v, v] ≥ c∥v∥2H2(Ω)
holds for all v ∈ H2.
Proof. Let be v ∈ H2(Ω). We have
a[v, v] = (∇ · (c∇v),∇ · (c∇v))L2(Ω)
+2

(a∇v,∇v)L2(Ω) + (qv, v)L2(Γ)

+ (a2v, v)L2(Ω)
≥ (∇ · (c∇v),∇ · (c∇v))L2(Ω) + 2(a∇v,∇v)L2(Ω) + (a2v, v)L2(Ω)
≥ min

max
i,j=1...N
∥c2i,j∥L∞(Ω), 2∥a∥L∞(Ω), ∥a2∥L∞(Ω

∥v∥2H2(Ω)
The following properties for the projection are well known.
Lemma 4.5.8. The projection P [u,u](v) satisfies
(i) −P [u,u](v) = P [−u,−u](v).
(ii) P [u,u]{v} is monotonically increasing, i.e. v1 < v2 implies P [u,u](v1) ≤ P [u,u](v2) for all
v1, v2.
(iii) P [u,u](v) is continuous and measurable.
(iv) It is Lipschitz continuous with Lipschitz constant one, i.e.
∥P [u,u]{v1} − P [u,u]{v2}∥ ≤ ∥v1 − v2∥.
Lemma 4.5.9. The operator A is strongly monotone, coercive, and hemicontinuous.
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Proof. The proof uses the results of Lemmas 4.5.7 and 4.5.6. Let us first show that A is
strongly monotone: From Lemma 4.5.7 we have ⟨A0(v1 − v2), v1 − v2⟩ ≥ c∥v1 − v2∥2Hc,q .
By the monotonicity of P [−u,−u](v) in v we further find

P [−u,−u]

1
l v1

− P [−u,−u]

1
l v2
 
(v1 − v2) ≥ 0
for all v1, v2 and all x, hence

Ω

P [−u,−u]

1
l v1

− P [−u,−u]

1
l v2
 
(v1 − v2) dx ≥ 0,
which implies monotonicity of A. To prove the coercivity, we estimate ⟨AP v, v⟩. We ob-
serve first that
P [−u,−u]

1
k v

v =
8
><
>:
−uv on Ω := {x ∈ Ω : v > −u}
−uv on Ω := {x ∈ Ω : v < −u}
1
l v
2 on Ω\{Ω ∪Ω}.
and hence

Ω
P [−u,−u]

1
l v

v dx =−

Ω
uv dx−

Ω
uv dx +

Q\Q∪Ω
1
l v
2 dx ≥ −

Ω
uv dx−

Ω
uv dx
for all v ∈ H2(Q). By Lemma (4.5.7) we conclude
⟨Av, v⟩ = ⟨A0v, v⟩+ ⟨Ap v, v⟩
≥ c∥v∥2H2(Ω) −

Ω
|u(x)v(x)| dx−

Ω
|u(x)v(x)| dx,
= c∥v∥2H2(Ω) − ∥uv∥L1(Ω) − ∥uv∥L1(Ω)
≥ c∥v∥2H2(Ω) −

∥u∥L2(Ω) + ∥u∥L2(Ω)

∥v∥L2(Ω)
≥ c∥v∥2H2(Ω) −

∥u∥L2(Ω) + ∥u∥L2(Ω)

∥v∥H2(Ω),
what results in
⟨Av, v⟩
∥v∥H2(Ω)
≥ c∥v∥H2(Ω) −
ca,b∥v∥H2(Ω)
∥v∥H2(Ω)
,
where ca,b := ∥u∥L2(Ω) + ∥u∥L2(Ω). Therefore, we obtain
⟨Av, v⟩
∥v∥H2(Ω)
→ ∞ if ∥v∥H2(Ω) → ∞.
It remains to validate that A is hemicontinuous. We have to show that f (s) = ⟨A(v +
sw), u⟩ is continuous on [0, 1] for all u, v, w ∈ H2(Ω). By its linearity, A0 is already hemicon-
tinuous. By ⟨AP (v+ tw), u⟩ =

Ω
P [u,u] (v + sw) u dx and by the continuity of the projection,
continuity of AP follows immediately, hence A = A0 + AP is hemicontinuous.
The statement of the next theorem follows from the monotone operator theorem, cf. for
example [124].
Theorem 4.5.10. For all F ∈ H∗c,q the equation
⟨Ap, w⟩ = F(w) for all Hq
admits a unique solution p ∈ Hc,q, which is given by the adjoint state p associated with (PH).
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It follows the equivalence for the optimality system to an Hq-elliptic equation.
Corollary 4.5.11. The optimality system for (PH) is equivalent to the Hc,q-elliptic equation (4.5.4).
However, this result is not really useful to construct numerical algorithms. We have to
solve only one equation, this is promising, but these equation is of much more complex
structure.
In order to smooth the projection formula, we will construct a smoothed sign function.
Let a, b, z ∈ R be given. Obviously, there hold the identities
max(a, b) = a + b + |a− b|
2
=
a + b + sign(a− b) · (a− b)
2
and
min(a, b) = a + b− |a− b|
2
=
a + b− sign(a− b) · (a− b)
2
.
In this formulation, the sign function is the source of non-differentiability of the max / min
functions. A well known way to smooth the max/min functions is to replace sign by a
smooth approximation.
Definition 4.5.12. We define the smoothed maximum and minimum function smax and
smin as follows:
smax(a, b; #) := a + b + smsign(a− b; #)( a− b)
2
smin(a, b; #) := a + b− smsign(a− b; #)( a− b)
2
.
where smsign is a smooth approximation of the sign function, depending from a parameter
such that smsign → sign for #→ 0.
Such an approximation can be a scaled arctan function or an approximation by piecewise
defined polynomials. We refer to [55], where smooth approximations of the sign function
by polynomials have been studied. Inspired by the function flsmsign used in COMSOL
MULTIPHYSICS software, we will construct our own version smsign.
Definition 4.5.13. We define for #> 0, x ∈ R the function smsign by
smsign(x; #) :=

−1 if x < −#
P (x) if x ∈ [−#, #]
1 otherwise
, (4.5.8)
where P is a polynomial of seventh degree that fulfills
P (#) = 1, P (−#) = −1, P (k) (±#) = 0 (4.5.9)
for k = 1, 2, and further ˆ #
0
P (x)dx = −
ˆ 0
−#
P (x)dx = #. (4.5.10)
Obviously, by this construction we have smsign ∈ C2(R).
Let P (x) = ∑7k= 0 akxk. To fulfill the conditions (4.5.9)–(4.5.10), the coefficients ak are the
solution of the linear system
1 # #2 #3 #4 #5 #6 #7
0 1 2# 3#2 4#3 5#4 6#5 7#6
0 0 2 6# 12#2 20#3 30#4 42#5
# #22
#3
3
#4
4
#5
5
#6
6
#7
7
#8
8
1 −# #2 −#3 #4 −#5 #6 −#7
0 1 −2# 3#2 −4#3 5#4 −6#5 7#6
0 0 2 −6# 12#2 −20#3 30#4 −42#5
# − #22 #
3
3 − #
4
4
#5
5 − #
6
6
#7
7 − #
8
8


a0
a1
...
a7
 =

1
0
0
#
−1
0
0
−#

.
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By using e.g. Gauß elimination we compute the coefficients of P and write P(x) explicitly
as
P(x) = −5
2
ε−7x7 + 63
8
ε−5x5 − 35
4
ε−3x3 + 35
8
ε−1x. (4.5.11)
The first and the second derivatives of p
′
(x) are given by
P ′(x) = −35
2
ε−7x6 + 315
8
ε−5x4 − 105
4
ε−3x2 + 35
8
ε−1 (4.5.12)
and
P ′′(x) = −105ε−7x5 + 315
2
ε−5x3 − 105
2
ε−3x
respectively. Obviously, P(ε) = 1, P ′(ε) = P ′′(ε) = 0 and P(−ε) = −1, P ′(−ε) =
P ′′(−ε) = 0 for all ε > 0.
Let us state some properties of P and smsign.
Lemma 4.5.14.
(i) P is a polynomial with only odd exponents, hence it is an odd function. By its definition,
smsign is also an odd function, i.e. P(−x) = −P(x) and smsign(−x) = −smsign(x) for
all z ∈ R.
(ii) There is only one root (at x = 0) of P in [−ε, ε] and hence smsign has also only one root at
x = 0.
(iii) The derivative p′ has two real valued roots at x = ε, two real valued roots at x = ε− and
roots at x = 12 ε and x = − 12 ε.
(iv) In [−ε, ε], P has a local maximum at x = 12 ε and a local minimum at x = − 12 ε. Their values
are independent of ε: max
|x|≤ε
p(x) = 169128 , min|x|≤ε
p(x) = − 169128 .
Lemma 4.5.15. The smoothed sign function smsign defined in 4.5.8 converges pointwise towards
sign: smsign(z; ε) → sign(z) ε → 0 for all z in R. Moreover, the approximation error measured
in the maximum norm is bounded by one, i.e. it holds maxz∈R |smsign(z; ε)− sign(z)| < 1 for all
ε > 0.
Proof. Let (εn)n∈N be a sequence with εn → 0 as n → ¥ and fn(x) := smsign(x; εn). For
all n ∈ N with εn < |x| we have fn(x) = sign(x), which shows the pointwise convergence.
The second assertion follows from Lemma 4.5.14 item (v), which can be written as
smsign(z; ε)− sign(z) =

P(x)− 1 x ∈ (0, ε)
P(x) + 1 x ∈ (−ε, 0))
0 otherwise
and the fact that 0 < p(x) ≤ 169128 < 2 on (0, ε) and −2 < − 169128 ≤ p(x) < 0 on (−ε, 0) due to
Lemma 4.5.14, item (iv).
Lemma 4.5.16. The function smsign converges towards sign in all Lq-norms with 1 ≤ q < ¥ ,
i.e. limε→0
´
R |smsign(x; ε)− sign(x)|qdx
1/q
= 0.
Proof. By straightforward calculations and using the properties ofP summarized in Lemma
4.5.14, especially item (v), we obtain
ˆ
R
|P(x)− sign(x)|dx = 2
εˆ
0
|P(x)− 1|dx ≤ 2
 εˆ
0
|P(x)|dx +
εˆ
0
dx
 = 4ε,
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where we used (4.5.10) in the last equality. By Lemma 4.5.15 and Hölder’s inequality, we
observe
∥P(x)− sign(x)∥Lq(R) ≤ ∥P(x)− sign (x)∥
1
q
L1(R)∥P(x)− sign(x)∥
1− 1q
L¥ (R) < (4#)
1
q , (4.5.13)
for all q ∈ [1, ¥ ).
Denition 4.5.17. Let a, b, z ∈ R be given real numbers. For #> 0, we define the smoothed
projection
p (#)
[a,b](x) := smin(b, smax(a, x; #); #).
Denition 4.5.18. For functions u, u, u ∈ L¥ (W) and a real number # > 0 we define the
smoothed pointwise projection
P(#)
[u,u](u) := p
(#)
[u(x),u(x)](u(x)) for all x ∈ W. (4.5.14)
We want to emphasize the difference between P and p : The function p #
[a,b] maps R → [a, b]
but P#
[u,v] maps L
¥ (W)→ L¥ (W).
Lemma 4.5.19. Let u, v ∈ L¥ (W). Then smax and smin converge pointwise as well as in all
Lq-norms for q ∈ [1, ¥ ) towards max/min, respectively, while #→ 0.
Proof. Let W be a bounded domain. We first prove convergence for smax in the L1-norm.
∥smax(u, v; #)−max(u, v)∥L1(W)
=
1
2
ˆ
W
|u(x) + v(x) + smsign(u(x)− v(x); #) · (u(x)− v(x, t))
−u(x) + v(x) + sign(u(x)− v(x)) · (u(x)− v(x))| dxdt
=
1
2
ˆ
W
|(smsign(u(x)− v(x); #)− sign(u(x)− v(x))) · (u(x)− v(x))| dxdt
≤ 1
2
∥(smsign(u− v; #)− sign(u− v))∥L1(W) ∥u− v∥L¥ (W).
Hence, with (v), Lemma 4.5.14 together with (4.5.13) and q = 1 we obtain
∥smax(u, v; #)−max(u, v)∥L1(W) ≤ 4#∥u− v∥L¥ (W).
Obviously, this yields the desired convergence for # tending to zero in the L1-norm. Simi-
larly to the calculations above, we observe that
∥smax(u, v; #)−max(u, v)∥|L¥ (W)
≤ 1
2
∥(smsign(u− v; #)− sign(u− v))∥L¥ (W)∥u− v∥L¥ (W). (4.5.15)
By Lemma 4.5.15 we have ∥(smsign(u − v; #) − sign(u − v))∥L¥ (W) ≤ 1, hence (4.5.15)
yields
∥smax(u, v; #)−max(u, v)∥|L¥ (W) ≤
1
2
∥u− v∥L¥ (W). (4.5.16)
Let now q > 1. We observe that
∥smax(u, v; #)−max(u, v)∥Lq(W) ≤
∥smax(u, v; #)−max(u, v)∥
1
q
L1(W)∥smax(u, v; #)−max(u, v)∥
1− 1q
L¥ (W)
≤

4#∥u− v∥L¥ (W)
 1
q

1
2
∥u− v∥L¥ (W)
1− 1q
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by (4.5.17) and (4.5.16). This proves the desired convergence in all Lq-norms. To show
pointwise convergence, let #n be a sequence with #n ! 0 as n ! ¥ . Then, there is an n#
such that #n < ku   vkL¥ (W) for all #< #n, which implies
1
2
ksmsign(u   v; #n)   sign(u   v)kL¥ (W) = 0
for all n > n#. Then formula (4.5.15) shows the pointwise convergence smax(u, v; #) !
max(u, v) as # ! 0.
Lemma 4.5.20. Let a, b, c be real numbers. Ford := min(u   u) > 0 there exists#0 = #0(d) such
that the smoothed projectionp #[a,b](c) fullls the following properties for all#  #0:
(i) It holds
p #[a,b](c) =
8
>>>>>><
>>>>>>:
a c < a   #
smax(a, c, #) jc   aj  #
smin(b, c, #) jc   bj  #
c c 2 [a+ #, b   #]
b c > b+ #
(ii) The smoothed projection is uniformly bounded. There exists a constant L> 0 independent of
#such thatjp (#)[a,b](c1)   (#)[u,b](c2) j  Ljc1   c2j for all c1, c2 2 R.
(iii) For numbers c sufciently large, the function x7! c22 x + p #[a,b](x) is strongly monotone
increasing.
Proof. To prove the statement in the first item, we point out that for a   #  x  a+ #we
obtain
smax(a, x, #) = 1
2
(2a+ x   a+ smsign(a   x, #)( a   x)) 

a+ #+ 169
128
#

 b   #
for #  #0 := 256553 d by Lemma 4.5.14. To prove boundedness, we consider
smax(a, x, #) = 1
2
(2a+ x   a+ smsign(a   x, #)( a   x)) 

a   #   169
128
#

 a  
297
256
#0.
A similar estimate can be shown for the upper bound. By construction, the real valued
function smsign is differentiable with respect to x with derivative
d
dxsmsign(x; #) =
8
><
>:
0 x <   #
P 0(x) x 2 [   #, #]
0 x > #
.
Note that P 0(x) is not uniformly bounded but with representation (4.5.12) it can be verified
(since smsign(x; #)( x) is in [   #, #] a polynomial of seventh degree we can use the same
arguments we used to show the uniformly boundedness of P (x)), that




d
dx (smsign(a   x; #)( a   x))




< c1 < 2
for all #> 0. Since we know that smsign is bounded by 169128 , we arrive at




d
dxsmax(a, x; #)




=
1
2




1  
d
dxsmsign(a   x; #)( a   x)   smsign(a   x; #)





1
2

1 + c1 +
169
128

= : L1.
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By the same arguments, we obtain an estimate for | ddx smin(a, x; ε)| ≤ L2. This is sufficient
to prove
 ddx P(ε)[u,v] {x} ≤ L, which implies Lipschitz continuity of the smoothed projection
function. To prove monotonicity, we use
d
dx

c2
2
x + P(ε)
[u,v] {x}

≥ c
2
2
+
1
2

1− ε− 169
128

.
For c >

41
128 + ε , the right-hand side is positive and we obtain the claimed monotonicity.
Theorem 4.5.21. Let u, v ∈ L∞(Ω) be given functions. The smoothed projection P(ε)
[u,u] converges
towards P [u,u] in all Lp-norms with 1 ≤ p < ∞ as ε→ 0 .
Proof. By pointwise convergence of smsign we have P(ε)
[u,u](w) → P [u,u](w) almost every-
where inΩ. From the boundedness of smax/smin we can conclude for u(x), v(x) ∈ R
|smax(u(x), v(x); ε)| = 1
2
|u(x) + v(x)− smsign(u(x)− v(x); ε)(u(x)− v(x))|
<
3
2
(|u(x)|+ |v(x)|)
|smin(u(x), v(x); ε)| = 1
2
|u(x) + v(x) + smsign(u(x)− v(x); ε)(u(x)− v(x))|
<
3
2
(|u(x)|+ |v(x)|)
We define now for u, v, w ∈ L∞(Ω) by
g(u, v, w) :=
3
2

∥u∥L∞(Q) +
3
2

∥v∥L∞(Q) + ∥w∥L∞(Q)

a measurable dominant for P(ε)
[u,v], i.e. P
(ε)
[u,v](w) ≤ g(u, v, w) for all ε > 0 and for all x ∈ Ω.
Further by u, u, u ∈ L∞(Ω), we have g ∈ L∞(Ω). Lebesgue’s theorem now provides
lim
ε→0
P(ε)[u,u](u)− P [u,u](u)Lp(Q) = 0
for any p ∈ (1,∞).
Now, we replace the projection P [u,u] in (4.5.4) by the regularized projection P
(ε)
[u,u]. Now
we should analyze the regularized problem with respect to the existence and uniqueness
of a weak solution. Further we prove the convergence of the regularized solution to the
non-regularized solution for regularization parameters ε tending to zero.
Denition 4.5.22. Analogously to Definition 4.5.3, we define smoothed variants of the op-
erators A and AP by AεP : Hc,q(Ω)→ (Hc,q)∗ and Aε : Hc,q(Q)→ (Hc,q(Q))∗ with
⟨AεP v, w⟩ := −
ˆ
Ω
P ε[u,u]

−1
κ
v

w dxdt
Aε := A0 + Aεπ
for w ∈ Hc,q(Ω).
Lemma 4.5.23. For all a and ε satisfying a >

41
128 + ε, the operator A
ε from Definition (4.5.22)
is strongly monotone, coercive, and hemicontinuous.
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Proof. The monotonicity of x → a22 x+π(ε)[a,b](x) for a sufficiently large follows from Lemma
4.5.20 and implies monotonicity of Aε. By the definition of A and AP , we can write Aε as
Aε = A + (AεP − AP ).
From Lemma 4.5.9 we know that
⟨Av, v⟩ ≥ c∥v∥2H2(W) −

∥u∥L2(Qa) + ∥u∥L2(Qb)

∥v∥L2(W)
≥ c∥v∥2H2(W) −

∥u∥L2(W) + ∥u∥L2(Q)

∥v∥H2,1(W), (4.5.17)
which gives us
⟨Av, v⟩
∥v∥H2,1(Q)
≥ c∥v∥H2(W) − ca,b,
with ca,b := ∥u∥L2(Qa) + ∥u∥L2(Qb), cf. Lemma 4.5.9. For ⟨AεP v− AP v, v⟩ we obtain
⟨AεP v− AP v, v⟩ ≥ − ∥AεP v− AP v∥ ∥v∥L2(W) ≥ −∥AεP v− AP v∥ ∥v∥H2,1(W),
hence from (4.5.17) we obtain
⟨Aεv, v⟩
∥v∥H2,1(W)
≥ c∥v∥H2,1(W) − c˜a,b,
where c˜a,b := ca,b +

 AεP v− AP v

 , implying that Aε is coercive. The semicontinuity of Aε
follows from Lemma 4.5.9.
Theorem 4.5.24. For a sufficiently large and ε sufficiently small, the equation
⟨Aεv, w⟩ = F(w) (4.5.18)
has a unique weak solution pε ∈ H¯2,1(Q) for all F ∈   H2(W)  ∗.
Proof. With Lemma 4.5.23, this follows by the monotone operator theorem.
Let us mention here that (4.5.18) can be interpreted as the weak formulation of an equa-
tion similar to (4.5.7) when replacing Pu,u

− 1λ p

by P εu,u

− 1λ p

. It remains to show that
the solution pε to (4.5.18) converges towards the solution p of (4.5.4).
Theorem 4.5.25. Let (εn)n∈N be a sequence of positive real numbers converging to zero. Then the
sequence of (pεn) of associated solutions of (4.5.18) converges strongly in Hc,q(W) to p, where p is
the solution of (4.5.4).
Proof. By Theorem 4.5.24 we obtain for each εn > 0 the existence of a unique solution
pεn ∈ Hc,q(W) of equation (4.5.18), which fulfills the linear equation
⟨A0 pεn , v⟩ = ⟨−Aεπpεn , v⟩+ F(v) = (zεn , v) for all v ∈ Hc,q(W), (4.5.19)
where
zεn := P εn
[u,u]

− 1
λ
pεn

+ f .
By Lemma 4.5.20(ii), the sequence {zεn}n∈N is uniformly bounded in L¥ (W). Linearity of
A0 and the Lax-Milgram theorem yields
∥pεn∥Hc,q(W) ≤ c∥zεn∥Hc,q(W)∗ ≤ c∥zεn∥L2(W) ≤ c∥zεn∥L¥ (W) ≤ c,
where c is a generic constant and we used the continuous embedding Hc,q(W) ↩→ L2(W),
which is valid inversely for their dual spaces.
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Hence, there exists a subsequence, here denoted again by pεn , converging weakly in
Hc,q(Ω) and strongly in L2(Ω) to some p∗ ∈ Hc,q(Ω). We now define δp∗ = p − p∗ and
δpεn = p− pεn and subtract the regularized equation (4.5.19) from the unregularized one,
(4.5.4). We obtain
⟨A0δpεn , δp∗⟩ = ⟨AεnP pεn − AP p, δp∗⟩
= ⟨AεnP pεn − AεnP p∗ + AεnP p∗ − AP p∗ + AP p∗ − AP p, δp∗⟩≤ ⟨AεnP pεn − AεnP p∗ + AεnP p∗ − AP p∗, δp∗⟩,
(4.5.20)
where the last inequality follows from the monotonicity of Aπ . From Lemma 4.5.20, item
(ii) and the fact that pεn → p∗ in L2(Ω) for εn tending to zero we obtain
⟨AεnP pεn − AεnP p∗, δp∗⟩
≤




P εn

− 1
λ
p∗

− P(εn)

− 1
λ
pεn





∥δp∗∥
≤ c ∥p∗ − pεn∥ → 0,
as εn tends to zero, and Theorem 4.5.21 guarantees
⟨AεnP p∗ − AP p∗, δp∗⟩ ≤




P εn

− 1
λ
p∗

− P

− 1
λ
p∗





∥δp∗∥ → 0,
as εn → 0, hence, with the ellipticity of A0, passing εn to 0 in (4.5.20) yields
0 ≥ ⟨A0δp∗, δp∗⟩ ≥ 0,
which yields the assertion.
As a direct consequence of the last theorem, we obtain the following results on conver-
gence of controls.
Corollary 4.5.26. The sequence or regularized optimal controls {uεn}n∈N , where
uεn := P εn
[u,u]

− 1
λ
pεn

converges to u∗ as n → ∞.
Concluding, we point out that the proposed regularization avoids the presence of nondif-
ferentiable terms in the optimality system associated with optimal control problems with
bounds on the control. The regularized problem admits a unique solution that converge
to the solution of the unregularized problem for vanishing regularization parameters. In
order to solve the optimal control problems, it is either possible to solve equation (4.5.18),
the corresponding system for (uε, yε, pε) or the reduced system for (yε, pε). We choose the
second approach. Note that the approach used here is essentially coupled on control con-
straints. For e.g. mixed control-state constraints, the KKT-System cannot be expressed in
terms of only one function in this way. The disadvantage of this regularization is the re-
striction for the parameter a. In the following we assume that a is large enough such that
a >
√
41/128+ ε can be fulfilled by some ε > 0.
The parabolic case has been already studied in [84]. In the following we will describe the
numerical method in terms of the elliptic model problem.
In order to construct a numerical method, we have to discretize the weak optimality
system
(c∇p,∇v) + (ap, v) + (q p, v)− (y− yd, v) = 0
(c∇y,∇v) + (ay, v) + (qy, v)−
ˆ
Ω
P [u,u]

− 1
λ
p + ud

v dx− (g, v) = 0
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by finite elements. Note that we can use here the original formulation of our model problem
with potentially inhomogeneous boundary conditions and nontrivial yd and ud. We found
easily the discrete system −M (K + Ma + Q)
(K + Ma + Q) 0

y
p

+

Yd
−G

−

0
MP [u,u]

− 1l p + ud
  =  00

(4.5.21)
The algorithm and also the resulting computer code, is rather simple.
Algorithm 4.5.27 (Smoothed projection algorithm).
S0 Compute M , K, Ma, Q, Yd, and G from data c, a, q, yd and g, respectively. Choose an initial
guess y0, p0 for state and adjoint. Chose a smoothing #such that a >
√
41/128+ #.
S1 Solve (4.5.21) by Newtons method up to a given tolerance. Set y¯ = y.
S2 Compute the optimal control by u¯ = P [u,u]

− 1l p + ud

.
The Jacobian used in Newtons method can be computed by the derivative of the smoothed
sign function and the chain rule, but we use in our code a numerical method provided by
MATLAB, i.e. the code numjac. The choice of y0 and p0 is not critical, c.f. the examples in
Section 6.
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We consider again our model problem (PE)
min
u∈Uad
F(y, u) :=
1
2
∥y− yd∥2L2(Ω) +
l
2
∥u− ud∥2L2(Ω)
subject
(c∇y, v)L2(Ω) + (ay, v)L2(Ω) + (qy, v)L2(Γ) = (u, v)L2(Ω) + (g, v)L2(Γ)
for all v ∈ H1(Ω) and to pointwise control constraints
u ≤ u ≤ u
almost everywhere in Ω. The idea of barrier methods is to involve the inequality con-
straints into the objective function by inserting them into barrier functions and adding
them to the objective function. This results in an approximation of the pointwise con-
strained problem by a formally unconstrained problem. A popular choice of barrier (or
penalty) functions are logarithmic barrier functions.
The case of mixed control-state constraints has been intensively studied in [91] for our
elliptic model problem and in [90] for our parabolic model problem. With a slightly modifi-
cation, the results obtained for mixed control-state problems are valid also for pure control
constraints. However, control constraints can be handled more straightforward such that
we discuss this case here to demonstrate the used techniques, but without the overhead
needed in the case of mixed control-state constraints.
Our model problem reads in barrier formulation
min
u∈Uad
1
2
∥y− yd∥2L2(Ω) +
l
2
∥u− ud∥2L2(Ω) −m
ˆ
Ω
ln(u− u) dx−m
ˆ
Ω
ln(u− u) dx (4.6.1)
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subject to
(c∇y, v)L2(Ω) + (ay, v)L2(Ω) + (qy, v)L2(Γ) = (u, v)L2(Ω)(g, h)L2(Γ).
The number µ > 0 is a homotopy parameter. We have to show, that for µ→ 0 the solution
of the barrier problem, if there is any, converges towards the solution of our model problem.
Obviously, the problem is only well defined if u < u < u a.e. in Ω. This is an open subset
of L2(Ω). We assume further, that the constraints fulfill u(x) − u(x) ≥ δ > 0 a.e. in Ω
for some δ > 0. Therefore, we define Uτad = {u ∈ L2(Ω) : u + τ < u < u − τ} with
e.g. τ < δ/3. This admissible set Uτad is now closed, convex, nonempty and bounded. We
define an auxiliary problem on the bounded and closed admissible set Uτad by
min
u∈Uτad
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx− µ
ˆ
Ω
ln(u− u) dx (4.6.2)
Analogously we define problems for one sided control constrained problems.
The existence of a solution can be shown analogously to the existence of the solution of
the constrained problem. We show that the modified function is convex.
Lemma 4.6.1. Let Uτad be defined as above. Let S : Uad → L2(Ω) be the linear and continuous
operator from Definition 3.1.1. Then, the modified objective functional is convex for all λ ≥ 0 and
for all µ ≥ 0.
Proof. Inserting the operator S in (4.6.1), the problem reads
min
u∈Uad
f (u) : =
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
−µ
ˆ
Ω
ln(u− u) dx− µ
ˆ
Ω
ln(u− u) dx.
Since 12∥Su− yd∥2L2(Ω) + λ2 ∥u− ud∥2L2(Ω) was shown to be convex for all λ ≥ 0, we have to
only prove that the barrier terms are convex.
For all u ∈ Uτad the integrals are well defined. We show that−µ
´
Ω ln(u− u)dx is strictly
convex. The argumentation for the second term is analogous. Sinceln(x) is strictly concave,− ln(x)
is strictly convex and we have
−µ
ˆ
Ω
ln

1
2
(u + v)− u

dx < −µ
ˆ
Ω
1
2
(ln (u− u) + ln (v− u)) dx
= −µ
2
ˆ
Ω
ln (u− u) dx− µ
2
ˆ
Ω
ln (v− u) dx.
An analogous argumentation shows the strict convexity of the second term and hence the
extended objective functional is strictly convex.
Theorem 4.6.2. For every τ with 0 < τ < δ/3, for all λ > 0, and for all µ > 0 , problem
(4.6.2) has a unique solution u¯τ,µ. Further, we have ∥u¯τ,µ∥L∞(Ω) ≤ c, and the constant c > 0 is
independent from τ, µ, and λ.
Proof. The proof is the same as for Theorem 3.1.4. The uniquely boundedness of u¯τ,µ is a
consequence of the boundedness of Uτad ⊂ L∞(Ω).
The situation in the case of problems constrained only from one side is a little bit more
difficult. Here we have the admissible sets
Uad = {u ∈ L2(Ω) : u ≤ u}
or
Uad = {u ∈ L2(Ω) : u ≤ u},
respectively. These sets are not bounded and not closed anymore. However, the following
lemma shows that also in the case of unilateral constraints the modified objective function
is coercive. We consider the case of an problem with lower control constraint. The case of
upper control constraint can be handled completely analogous.
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Lemma 4.6.3. Let S : Uad → L2(Ω) be the solution operator from Definition 3.1.1. Define
f (u) :=
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx
For all µ > 0 and all λ ≥ 0 we have f (u) → ∞ if u ≥ u a.e. in Ω and ∥u∥L2(Ω) → ∞. There are
constants ckk ∈ {1, 2, 3} such that
f (u) ≥ c1∥u∥2L2(Ω) − c2µ− c3µ2.
Proof. We have
f (u) : =
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx
≥ λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx
≥ λ
2
∥u− ud∥2L2(Ω) − µ∥u− u∥L1(Ω)
≥ λ
2
∥u− ud∥2L2(Ω) − µ

|Ω|∥u− u∥L2(Ω)
≥ λ
2
∥u− ud∥2L2(Ω) − µ

|Ω|∥u∥L2(Ω) − µ

|Ω|∥u∥L2(Ω),
where we have already found c2 =
|Ω|∥u∥L2(Ω). Since we want to consider the limit
∥u∥L2(Ω) → ∞, we can assume ∥u∥ > ∥ud∥ without loss of generality. To apply Young’s
inequality to the last line, we reorder the left part of the last line:
λ
2
∥u− ud∥2L2(Ω) − µ

|Ω|∥u∥L2(Ω) ≥
λ
2
∥u∥2 − ∥ud∥2− µ|Ω|∥u∥L2(Ω)
=
λ
2

1
2
∥u∥2L2(Ω) −
2µ
|Ω|
λ
∥u∥L2(Ω)

+
λ
4
∥u∥2L2(Ω) −
λ
2
∥ud∥2L2(Ω).
Now we set
a2
2
=
1
2
∥u∥2L2(Ω)
and
b =
2µ
|Ω|
λ
From a
2
2 − ab > − b
2
2 for all a, b > 0 we conclude
λ
2

1
2
∥u∥2L2(Ω) −
2µ
|Ω|
λ
∥u∥L2(Ω)

+
λ
4
∥u∥2L2(Ω) ≥
λ
4
∥u∥2L2(Ω) −
2µ2|Ω|
λ2
,
what gives us c1 = λ4 − λ2 ∥ud∥2L2(Ω) and c3 =
2µ2|Ω|
λ . For all u ∈ Uad with ∥u∥L2(Ω) → ∞
we have f (u)→ ∞.
Now we construct an auxiliary admissible set, where we all controls with large norm
exclude, i.e. we define
Uτad := {u ∈ L2(Ω) : u + τ ≤ u ∧ ∥u∥L2(Ω) ≤ cu},
with cu := 1c1 f (u + 1) + c2µ+ c3µ
2.
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Theorem 4.6.4. Let S be the solution operator. The problems
min
u∈Uτad
f (u) :=
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx (4.6.3)
and
min
u∈Uτad
f (u) :=
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx, (4.6.4)
have a unique solution u¯µ,τ .
Proof. The proof is analogous to the proof of Theorem 3.1.4.
Next, we show that for small τ the solutions of the auxiliary problems are also solu-
tions of the original problems, i.e. the solutions of the problem stay in the interior of the
admissible set Uad.
We consider problem (4.6.1). The argumentation for the unilateral problems is similar.
The function
f (u) =
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω) − µ
ˆ
Ω
ln(u− u) dx− µ
ˆ
Ω
ln(u− u) dx
has a directional derivative at u¯τ,µ in all directions u ∈ Uτad. Since u¯τ,µ is assumed to be the
the minimizer for problem (4.6.2), it satisfies the variational inequality
f (u¯τ,µ)
′
(u− u¯τ,µ) ≥ 0
for all u ∈ Uτad. This is a necessary and, by convexity of f and linearity of S, also sufficient
condition. By inserting the derivative f
′
evaluated at uτ,µ, the variational inequality reads
S∗(Suτ,µ − yd) + λ

uτ,µ − ud
− µ
uτ,µ − u +
µ
u− uτ,µ , u− uτ,µ

L2(Ω)
≥ 0.
We show that S∗(Suτ,µ,λ− yd) + λ

uτ,µ − ud

is uniformly bounded in L∞(Ω) with respect
to τ and µ.
Lemma 4.6.5. There is a positive constant c such that
∥S∗(Suτ,µ − yd)∥L∞(Ω) + ∥λuτ,µ − ud∥L∞(Ω) ≤ cu
for all 0 < τ ≤ δ/3 and for all µ > 0 and for all fix λ ≥ 0.
Proof. Since in our case S is self-adjoint and S∗ is bounded from L∞(Ω)→ L∞(Ω) we have
∥S∗(Suτ,µ − yd)∥L∞(Ω) + ∥λuτ,µ − ud∥L∞(Ω)
≤ ∥S ∗ ∥L∞(Ω)→L∞(Ω)∥Suτ,µ∥L∞(Ω) + ∥S∗yd∥L∞(Ω) + λ∥uτ,µ − ud∥L∞(Ω) =: cu.
In order to prove the identity u¯τ,µ = u¯µ,λ, we show that for u¯τ,µ the variational inequality
is truly an equation, i.e. the set where
g := S∗(Suτ,µ − yd) + λ

uτ,µ − ud
− µ
uτ,µ − u +
µ
u− uτ,µ
is not zero has measure zero. Note that g = g(x) is a function from L∞(Ω).
Define
M+ := {x ∈ Ω : g(x) > 0}
M− := {x ∈ Ω : g(x) < 0}
M0 := {x ∈ Ω : g(x) = 0}.
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Lemma 4.6.6. For all µ > 0 there are positive numbers τ+ and τ− depending on µ such that for
all 0 < τ < min(τ+, τ−) the sets M+and M− have measure zero.
Proof. For almost all x ∈ Ω we have
uτµ =

u(x) + τ if x ∈ M+
u(x)− τ if x ∈ M−
From Lemma 4.6.5 we have on M+
0 < S∗(Suτ,µ − yd) + λ

uτ,µ − ud
− µ
τ
+
µ
u− u(x) + ττ,µ
≤ cu − µ
τ
+
2µ
δ
for almost all x ∈ Ω. The right-hand side is for τ → 0 unbounded and negative, hence
there is a τ+, such that for all τ < τ+ the set M+ must have measure zero. Analogously we
can show that M− is of measure zero for sufficiently small τ.
Theorem 4.6.7. For all µ > 0 and all 0 < τ < min(τ+, τ−) defined in Lemma 4.6.6 the solution
of the auxiliary problem (4.6.2) is also a solution of problem (4.6.1), i.e.u¯τ,µ = u¯µ .
Proof. The definition of M+, M−, and M0 gives Ω = M+

M−

M0. Lemma 4.6.6 gives
us that M+ and M− have measure zero, hence for almost all x ∈ Ω we have
S∗(Su¯τ,µ − yd) + λ

u¯τ,µ − ud
− µ
u¯τ,µ − u +
µ
u− u¯τ,µ = 0.
Therefore, we have also
f (u¯τ,µ,λ)h =

S∗(Su¯τ,µ − yd) + λ

u¯τ,µ − ud
− µ
u¯τ,µ,λ − u +
µ
u− u¯τ,µ,λ , h

L2(Ω)
= 0
for all h ∈ L2(Ω). This is the necessary optimality condition for problem (4.6.1). From the
strong convexity we conclude the uniqueness of the solution.
Korollar 4.6.8. For all µ > 0 the solution uτ,µ of (4.6.1) fulfills for almost all x ∈ Ω the inequality
u(x) + τ(µ) ≤ uτ,µ(x) ≤ u(x)− τ(µ). (4.6.5)
The (pointwise) distance τ of the solutions uτµ from the constraints u and u respectively is bounded
by
τ > a(

1+ bµ− 1),
where a,b not depend on µ.
Proof. Theorem 4.6.7 gives the identity uτ,µ = uµ for all 0 < τ < τ(µ). By (4.6.2) uµ fulfills
u(x) + τ(µ) ≤ uµ(x) ≤ u(x)− τ(µ)
for all τ < τ(µ), i.e. inequality (4.6.5) holds.
To quantify τ(µ), we use
0 < S∗ (S(u + τ)− yd) + λ(u + τ − ud)− µτ +
2µ
δ
≤ ∥S∗S + λI∥L2(Ω)→L∞(Ω)∥u + τ∥+ ∥S∗yd∥+ λ∥ud∥ −
µ
τ
+
2µ
δ
≤ ∥S∗S + λI∥L2(Ω)→L∞(Ω)

∥u∥L2(Ω) + τ

+ ∥S∗yd∥+ λ∥ud∥ − µτ +
2µ
δ
. (4.6.6)
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Define constants
c1 := ∥S∗S + λI∥L2(Ω)→L∞(Ω)
c2 := c1∥u∥L∞(Ω)
c3 := ∥S∗yd∥L∞(Ω) + λ∥ud∥L2(Ω),
where the constants not depend on µ, δ, or τ . Now, we can write (4.6.6) more compactly as
0 < c1τ + c2 + c3 − µτ +
2µ
δ
. (4.6.7)
Multiplying (4.6.7) by τ/c1, we obtain
0 ≤ c1τ + c2 + c3 − µτ +
2µ
δ
< τ2 + (c2 + c3 + c4) τ − µ,
with a constant c4 =
2µ0
δ , where µ < µ0 is used. It follows
τ > −1
2
(c2 + c3 + c4) +

1
4
(c2 + c3 + c4)2 + µ > 0.
By setting a = 12 (c2 + c3 + c4) and b = a
−2 we can write
τ > a

1+ bµ− 1

.
Remark 4.6.9. Note that the argumentation in Theorem 4.6.7 stays valid also in the case of
unilateral constrained problems.
Theorem 4.6.7 establishes the existence of the central path, i.e. the mapping µ → uµ is
well defined. Now we have tho prove the convergence of the solutions u¯µ toward u¯ for
µ→ 0 .
We know that the solution u¯µ fulfills the equation
H(uµ; µ) : = S∗(Suµ − yd) + λ

uµ − ud
− µ
uµ − u +
µ
u− uµ = 0.
This follows from the variational inequality. For small µ < µ0 we have uµ − u > τ(µ) and
uµ − u > τ(µ), and the mapping H is Frechét-differentiable in all directions u ∈ L∞(Ω).
Denote by ∂u H the partial derivative of H with respect to u. We have
∂u H(u; µ) = S∗S + λI +
µ
(u− u)2 +
µ
(u− u)2 .
Lemma 4.6.10. The derivative ∂u H is positive definite with respect to the inner product of L2(Ω),
i.e. it holds
(v, ∂uH(uµ; µ)v)L2(Ω) ≥ c∥v∥2L2(Ω)
with a constant c > 0 for all v ∈ L2(Ω) with v ̸= 0.
Proof. Let v ∈ L2(Ω) . We have
(v, ∂u H(u; µ)v) =

v,

S∗Sv + λI + µ
(u− u)2 +
µ
(u− u)2

v

= (Sv, Sv) + λ (v, v) + µ

v
u− u ,
v
u− u

+ µ

v
u− u ,
v
u− u

= ∥Sv∥2L2(Ω) + λ∥v∥2L2(Ω) + vu− u
2
L2(Ω)
+
 vu− u
2
L2(Ω)
> λ∥v∥2L2(Ω),
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where we can define the constant by c := λ. The Lax-Millgram theorem guarantees the
existence of a bounded inverse ∂µH(u; µ)−1 : L2(Ω)→ L2(Ω) with∂µH(u; µ)−1
L2(Ω)→L2(Ω)
≤ 1
λ
We prove ∥u¯− u¯µ∥L2(Ω) ≤ c
√
µ. The following argumentation does not use the Lipschitz
continuity of ∂µH(u; µ) but the fact that F(u¯)− F(u¯µ) ≤ cµ, where we consider
F(u) :=
1
2
∥Su− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
with the control-to-state operator S : L2(Ω) → L2(Ω) defined in Section 2.2. We show that
F is strong uniformly convex.
Lemma 4.6.11. The functional F is strong uniformly convex, i.e. there is a constant c > 0 such
that for u1, u2 ∈ L2(Ω) holds
c∥u1 − u2∥2 ≤ F(u1) + F(u2)− 2F

1
2
u1 +
1
2
u2)

.
Proof. Since F(u) = 12∥Su− yd∥2 + λ2 ∥u− ud∥2 we have
F(u1) + F(u2)− 2F

1
2
u1 +
1
2
u2)

=
1
2
∥Su1 − yd∥2 + λ2 ∥u1 − ud∥
2
L2(Ω) +
1
2
∥Su2 − yd∥2 + λ2 ∥u2 − ud∥
2
L2(Ω)
− ∥1
2
(S(u1 + u2)− 2yd) ∥2L2(Ω) − λ∥
1
2
(u1 + u2)− ud∥2L2(Ω)
=
1
4
∥ (S(u1 + u2)− 2yd) ∥2L2(Ω) +
λ
4
∥u1 + u2∥2L2(Ω) ≥
λ
4
∥(u1 + u2)∥2.
We have found the constant c = λ4 > 0.
Lemma 4.6.12. Let be u¯ the solution of (PE). Then f fulfills for all u ∈ Uad the growing condition
c∥u− u¯∥2 ≤ f (u)− f (u¯).
Proof. Let u ∈ Uad strongly feasible and let u¯ the solution of (PE). We obtain from
F(u) + F(u¯)− 2F

u + u¯
2

< F(u) + F(u¯)− 2F(u¯) = F(u)− F(u¯)
by using Lemma 4.6.11c∥u− u¯∥2 ≤ F(u)− F(u¯). Here we used that u¯ is the unique min-
imizer of (PE), i.e.F(u) > F(u¯) for all u ∈ Uad and hence F
 u+u¯
2

> F(u¯) and u+u¯2 is
feasible.
Lemma 4.6.13. Let µ > 0 and let uµ be the solution of problem (4.6.1). Then we have
F(uµ)− F(u¯) ≤ cµ.
Proof. We know from Corollary 4.6.8 that µuµ−u and
µ
u−uµ are functions from L
∞(Ω) for all
µ > 0, bounded almost everywhere in Ω by µ
τ(µ)
. From the convexity of f we conclude
F(uµ)− F(u¯) ≤

∂F(uµ), uµ − u¯

L2(Ω) .
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Since uµ is a minimizer of (4.6.1) and strictly feasible, the variational equation
0 =

∂u f (uµ), u− uµ

L2(Ω)
=

S∗(Suµ − yd) + λuµ − µuµ − u +
µ
u− uµ , u− uµ

L2(Ω)
for all u ∈ Uad. Since f (u) = F(u)− µ
´
Ω ln(u− u)dx− µ
´
Ω ln(u− u)dx we have
0 = ∂u f (u)(u− uµ) =

∂uF, u− uµ
− µ
uµ − u −
µ
u− uµ , u− uµ

,
and hence we have for µ = µ0
∂uF(uµ0), u− uµ

=

µ
uµ0 − u
− µ
u− uµ0
, u− uµ

for all u ∈ Uad. In particular, we have
∂uF(uµ), uµ − u¯

=

µ
uµ − u −
µ
u− uµ , uµ − u¯

= µ
ˆ
Ω
uµ − u¯
uµ − u dx− µ
ˆ
Ω
uµ − u¯
u− uµ dx
≤ µ
ˆ
Ωuµ>u¯
uµ − u¯
uµ − u dx + µ
ˆ
Ωu¯>uµ
uµ − u¯
u− uµ dx,
where we consider only the integrals of the positive parts of uµ−u¯uµ−u and
uµ−u¯
u−uµ , respectively.
Since uµis feasible, we have
uµ−u¯
uµ−u ≤ 1 and
uµ−u¯
u−uµ ≤ 1 almost everywhere in Ω and hence
µ
´
Ωuµ>u¯
uµ−u¯
uµ−u dx + µ
´
Ωu¯>uµ
uµ−u¯
u−uµ dx ≤ |Ω|µ, where c = |Ω| is the wanted constant.
Theorem 4.6.14. Let uµ the solution of (4.6.1) and u¯ the solution of the elliptic model problem
(PE). There is a constant c > 0 such that
∥uµ − u¯∥L2(Ω) ≤ c
√
µ
for all µ > 0.
Proof. From Lemma 4.6.12 and Lemma 4.6.13 we obtain
c1∥uµ − u¯∥2 ≤ F(uµ)− F(u¯) ≤ c2µ
and hence
∥uµ − u¯∥L2(Ω) ≤

c2
c1
µ = c
√
µ.
Corollary 4.6.15. The mapping µ → uµ converges for µ → 0 towards the solution u¯ of problem
(PE).
The case of mixed control-state constraints can be handled very similar. We consider the
transformed problem
min
w∈L2(Ω)
F(u) =
1
2
∥SDw− yd∥2L2(Ω) +
λ
2
∥Dw− ud∥2L2(Ω)
subject to the control constraint
y ≤ w ≤ y
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where D−1 = (S + εI) and Dw = u, cf. Section 3.1.5. The proof of existence and conver-
gence of the central path is now very similar to the control constrained case. However, the
operator D makes the proofs a little bit more technical. We refer to [91], [72], and [87] for
details.
Having established the convergence of the homotopy uµ
µ→0−→ u¯ we can now construct
a simple algorithm to implement the interior point method. An abstract interior point
algorithm can be given as follows.
Algorithm 4.6.16 (Interior point algorithm). S0 Choose 0 < σ < 1, 0 < eps and an initial
control u0 ∈ L∞(Ω) strictly feasible. Set n = 0.
S1 Update µn+1 = σµn,
S2 Perform one (Newton) step d = −∂Fu(un; µn+1)−1F(un; µn+1)
S3 Update un+1 = un + d, n = n + 1
S4 if µn+1 > eps stop, else go to S1
In the following we give a proof of the convergence of the short step interior point
method for the problem in means of function spaces. However, by using inexact New-
ton methods, it is possible to prove convergence of the methods under consideration of
the discretization error, cf. e.g. [91] for a problem with mixed control-state constraints and
elliptic PDE.
To prove the convergence of the algorithms, we require the usual requirements of New-
ton convergence theorems: boundedness of ∂F−1u , Lipschitz continuity of ∂uF, and the con-
struction of a suitable local norm, see [33].
We define the scaling function
ϕ(µ) :=

λ+
µ
(uµ − u)2 +
µ
(u− uµ)2 ,
and a local norm
∥v∥µ := ∥ϕ(µ)v∥L∞(Ω)
For the theory of affine scaled norm we refer to [33].
We prove some results for the µ-norm.
Lemma 4.6.17. For all v ∈ L∞(Ω) it holds the estimate ∥v∥L∞(Ω) ≤ c∥v∥µ with c := 1√λ
Proof. By the definition of ∥ · ∥µ we easily found
∥v∥µ =


λ+
µ
(uµ − u)2 +
µ
(u− uµ)2 v

L∞(Ω)
≥
√
λ∥v∥L∞(Ω).
In preparation to show the first main result, the boundedness of ∂uF−1, we prove some
auxiliary results.
Lemma 4.6.18. For all µ > 0 hold the solution uµ of problem (4.6.1) the inequalities
(i)
∥uµ − u∥µ ≥ c√µ
(ii)
∥u− uµ∥µ ≥ c√µ
respectively, where c is a constant independent from µ.
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Proof. We show (i) , (ii) can be proven analogously. We have by definition
∥uµ − u∥µ =


λ+
µ
(uµ − u)2 +
µ
(u− uµ)2 (uµ − u)

L∞(Ω)
=


λ+
µ(uµ − u)2
(uµ − u)2 +
µ(uµ − u)2
(u− uµ)2 )

L∞(Ω)
√
µ


λ
µ
+ I +
(uµ − u)2
(u− uµ)2

L∞(Ω)
√
µ


λ
µ0
+ I +
(uµ − u)2
(u− uµ)2

L∞(Ω)
≥ c√µ.
Definition 4.6.19. We define by
Bµ(v; r) := {v ∈ L∞(Ω) : ∥v∥µ ≤ r}
a closed ball with radius r > 0 and midpoint v with respect to the µ-norm.
Lemma 4.6.20. For all µ ∈ (0, µ0) and for all u ∈ Bµ(uµ, θ√µ) with θ > 0 we have the following
estimates for the distances between u, u, uµ and u:
(i)  uµ − uuµ − u

L∞(Ω)
≤ θ
and
(ii)  u− uµu− uµ

L∞(Ω)
≤ θ
Proof. (i) Let u ∈ Bµ(uµ; θ√µ), then u− uµuµ − u

L∞(Ω)
=
u− uµ√µ

µ
(uµ − u)2

L∞(Ω)
≤
u− uµ√µ ϕ(µ)

L∞(Ω)
=
1√
µ
∥u− uµ∥µ ≤ θ,
where we used only the definitions of ϕ(µ) and Bµ.
In the same way we show (ii), where we estimate u− uµu− uµ

L∞(Ω)
=
u− uµ√µ

µ
(u− uµ)2

L∞(Ω)u− uµ√µ ϕ(µ)

L∞(Ω)
=
1√
µ
∥u− uµ∥µ ≤ θ.
Lemma 4.6.21. For all u ∈ Bµ(uµ; θ√µ) we have the pointwise estimates
(i)
(1− θ)(uµ − u) ≤ u− u ≤ (1+ θ)(uµ − u)
and
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(ii)
(1− θ)(u− uµ) ≤ u− u ≤ (1+ θ)(u− uµ)
almost everywhere in Ω.
Proof. We show (i). By Lemma 4.6.20 we obtain u− uµuµ − u

L∞(Ω)
≤ θ < 1.
By the feasibility of uµi.e. uµ− u > 0 almost everywhere inΩwe have±(u− uµ) ≤ θ(uµ−
u). Let +(u − uµ) ≤ θ(uµ − u). By adding uµ − u on both sides we obtain immediately
(u− uµ) + (uµ − u) ≤ (1+ θ)(uµ − u), and consequently
(u− u) ≤ (1+ θ)(uµ − u).
We consider now the minus variant −(u− uµ) ≤ θ(uµ − u). By multiplication with −1 we
obtain (u− uµ) ≥ −θ(uµ − u). We add uµ − u to both sides and obtain (u− uµ) + (uµ −
u) ≥ (1− θ)(uµ − u) and eventually
(u− u) ≥ (1− θ)(uµ − u).
Lemma 4.6.22. There is a constant c, independent from µ, such that
∥∂wH(w; µ)−1η∥µ ≤ cϕ∥ϕ−1µ η∥L∞(Ω)
for all η ∈ L∞(Ω) and for all w ∈ Bµ(uµ, θ√µ).
Proof. We prove the lemma in two steps: First we show the estimate holds for the solution
on the path, i.e. for uµ. In a second step we take w ∈ Bµ(uµ; θ√µ) arbitrary.
We define the operator K : L2(Ω)→ L∞(Ω), K := S∗S.
We obtain an L2-estimate forϕρ∂wH(uµ; µ)−1η:
∥ϕ(µ)∂uF(uµ; µ)−1η∥L2(Ω) = ∥ϕ(µ)−1∂uF(uµ; µ)−1ϕ(µ)ϕ(µ)−1η∥L2(Ω)
=
ϕ(µ)−1Kϕ(µ)−1 + I−1 ϕ(µ)−1η
L2(Ω)
≤ c1∥ϕ−1ρ η∥L2(Ω).
We set η = (K + ϕ2µ)ω and ϕ2µω = η − Kω. We obtain ∥ϕµω∥L2(Ω) ≤ cϕ∥ϕ−1µ ω∥L2(Ω) and
further
∥ϕ(µ)∂uF(uµ; µ)−1η∥L∞(Ω) = ∥ϕµω∥L∞(Ω) = ∥ϕµϕ−2µ (η − Kω)∥L∞(Ω)
= ∥ϕ(µ)−1(η − Kω)∥L∞(Ω) ≤ ∥ϕ−1µ η∥L∞(Ω) + ∥ϕ−1µ Kω∥L∞(Ω)
≤ ∥ϕ(µ)−1η∥L∞(Ω) + ∥K∥L2(Q)→L∞(Ω)∥ϕ(µ)−1ω∥L2(Ω)
= ∥ϕ(µ)−1η∥L∞(Ω) + ∥K∥L2(Q)→L∞(Ω)∥ϕ(µ)−2∂uF(uµ; µ)−1η∥L2(Ω)
= ∥ϕ(µ)−1η∥L∞(Ω) + ∥K∥L2(Q)→L∞(Ω)∥ϕ−2µ ϕ(µ)∂uF(uµ; µ)−1η∥L2(Ω)
≤ ∥ϕ(µ)−1η∥L∞(Ω)+
∥K∥L2(Ω)→L∞(Ω)∥ϕ(µ)−2∥L2(Ω)∥ϕ(µ)∂wF(uµ; µ)−1η∥L2(Ω)
≤ ∥ϕ(µ)−1η∥L∞(Ω) + ∥K∥L2(Ω)→L∞(Ω)∥ϕ−2µ ∥L2(Ω)∥ϕ(µ)−1η∥L2(Ω)
≤ ∥ϕ(µ)−1η∥L∞(Ω) + ∥K∥L2(Ω)→L∞(Ω)cρ
1
λ

|Q|∥ϕ(µ)−1η∥L∞(Ω),
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and hence
∥∂wH(uµ; µ)−1η∥µ = ∥ϕµ∂wH(uµ; µ)−1η∥L∞(Ω)
≤

1+ cρ
1
λ

|Ω|∥K∥L2(Ω)→L∞(Ω)

∥ϕ−1µ η∥L∞(Ω),
where the constant c is given by c = 1 + cρ ε
2
κ
|Ω|∥K∥L2(Ω)→L∞(Ω). In preparation of the
following, we prove that ∥∂uF(uµ; µ)∂uF(u; µ)−1∥L∞(Ω)→L∞(Ω) is independent from µ.
Let C = K + λI. By its definition we have
∂uF(uµ; µ)∂uF(u; µ)−1 =
C +
µ
(uµ − u)2 +
µ
(u− uµ)2

C +
µ
(u− u)2 +
µ
(u− u)2
−1
≤

C +
µ
(uµ − u)2 +
µ
(u− uµ)2

C + (1+ θ)−2

µ
(uµ − u)2 +
µ
(u− uµ)2
−1
≤ (1+ θ)2 < 4.
Now we can conclude
∥∂uF(u; µ)−1η∥µ = ∥∂uF(uµ; µ) ∂uH(uµ; µ)−1∂u H(u; µ)−1η∥µ
≤ c∥∂u H(uµ; µ)−1η∥µ ≤ 4c∥ϕ−1µ η∥L∞(Q) for all η ∈ L∞(Ω).
We need an estimation for u
′
µ in the µ-norm.
Lemma 4.6.23. Let u
′
µ =
∂uµ
∂µ = −∂uF(uµ; µ)−1∂µF(uµ; µ) the derivative of u with respect µ.
Then there is a constant c such that
∥u′µ∥µ ≤
c√
µ
for all µ > 0.
Proof. We use Lemma 4.6.22 and estimate
∥u′µ∥µ = ∥∂uF−1(uµ; µ)∂µF(uµ; µ)∥µ
≤ cϕ∥ϕ(µ)−1∂µF(uµ; µ)∥L∞(Ω)
= cϕ
ϕ−1µ  1u− uµ − 1uµ − u

L∞(Ω)
.
From the definition of ϕµ we obtain
ϕ(µ) =

λ+
µ
(uµ − u)2 +
µ
(u− uµ)2 >

µ
(uµ − u)2 +
µ
(u− uµ)2
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for all λ > 0. From that we can conclude
∥u′µ∥µ ≤ c


µ
(uµ − u)2 +
µ
(u− uµ)2
−1 
1
u− uµ −
1
uµ − u

L∞(Ω)
= c
 1√µ

(uµ − u)2(u− uµ)2
(u− uµ)2 + (uµ − u)2
(uµ − u)− (u− uµ)
(uµ − u)(u− uµ)

L∞(Ω)
≤ c
 1√µ (uµ − u)(u− uµ)(u− uµ)2 + (uµ − u)2
(uµ − u) + (u− uµ)
(uµ − u)(u− uµ)

L∞(Ω)
=
c√
µ
 (uµ − u) + (u− uµ)(u− uµ)2 + (uµ − u)2

L∞(Ω)
≤ c
√
2√
µ
<
2c√
µ
,
where we used that (x + y)/

(x2 + y2) ≤ √2 for all x, y > 0. After renaming 2c to c we
proved the assertion.
We need the following relation between different µ-norms.
Lemma 4.6.24. Let ∥u∥σµ := ∥ϕ(σµ)w∥L∞(Ω) . For all u ∈ L∞(Ω) and for all 0 < σ < 1 the
estimate
∥u∥σµ ≤ cσµ∥u∥µ
holds, where cσµ = 3σ1/2−2cϕ is independent from µ.
Proof. The relation
∥u∥σµ = ∥ϕ(σµ)u∥L∞(Ω)
=
ϕ(σµ)ϕ(µ) ϕµu

L∞(Ω)
≤
ϕ(σµ)ϕ(µ)

L∞(Ω)
∥u∥µ
gives us cσµ =
 ϕ(σµ)ϕ(µ) L∞(Ω) . We show that this term is bounded independently from µ.
By its definition we can write it as
ϕ(σµ)ϕ(µ)

L∞(Ω)
=

λ+ σµ(uσµ−u)2 + σµ(u−uσµ)2
λ+ µ
(uµ−u)2 +
µ
(u−uµ)2
1/2

L∞(Ω)
. (4.6.8)
The right-hand side has for fix x ∈ Ω the structure c+a1+a2c+b1+b2 , where c, a1, a2, b1 and b2 are
real numbers. It holds the following auxiliary result: for all positive numbers c, a1, a2, b1,
and b2 we have
c + a1 + a2
c + b1 + b2
≤ 1+ a1
b1
+
a2
b2
. (4.6.9)
For the proof, we discuss three cases.
(i) If a1 + a2 ≤ b1 + b2, then the left-hand side of the inequality is lesser or equal one,
hence (4.6.9) is true.
(ii) If a1 > b1 and a2 > b2, then we have
c + a1 + a2
c + b1 + b2
= 1+
a1 − b1
c + b1 + b2
+
a2 − b2
c + b1 + b2
≤ 1+ a1
b1
+
a2
b2
.
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(iii) If a1 + a2 > b1 + b2 ,a1 > b1 and a2 < b2, then
a2−b2
c+b1+b2
is negative, hence
c + a1 + a2
c + b1 + b2
≤ 1+ a1 − b1
c + b1 + b2
≤ 1+ a1
b1
≤ 1+ a1
b1
+
a2
b2
where we used a2−b2c+b1+b2 < 0. The cases a1 < b1 and a2 > b2 can be shown analogously.
Since the root is monotonously increasing, we have also
c + a1 + a2
c + b1 + b2
≤

1+
a1
b1
+
a2
b2
≤ 1+

a1
b1
+

a2
b2
.
where the last comes from
√
a +
√
b
2
= a + 2
√
ab + b > a + b for all a,b > 0. Using the
identities  σµ(uσµ−u)2µ
(uµ−u)2
=
√
σ
uµ − u
wσµ − u
and  σµ(u−wσµ)2µ
(u−uµ)2
=
√
σ
u− uµ
u− wσµ
respectively, we can estimate (4.6.8).
We define the functions
υa(σ) :=
uµ − u
wσµ − u and υb(σ) :=
u− uµ
u− wσµ .
By Lemma 4.6.23 the mapping µ → uµ is differentiable from R+ → L∞(Ω), i.e. υa/b : σ →
L∞(Ω). We prove the existence of an upper bound for υa, the proof of an upper bound for
υb is complete analogously. First we estimate the υ
′
a with respect to the L∞-norm . We have
∥υ′a(σ)∥L∞(Ω) =
 uµ − u(uσµ − u)2 w′σµµ

L∞(Ω)
≤
 uµ − uuσµ − u

L∞(Ω)
µ
 1uσµ − u u′σµ

L∞(Ω)
=
 uµ − uuσµ − u

L∞(Ω)
 √σµuσµ − u w′σµ

L∞(Ω)
µ√
σµ
≤
 uµ − uuσµ − u

L∞(Ω)


κ
ε2
+
σµ
(uσµ − u)2 +
σµ
(u− uσµ)2 w
′
σµ

L∞(Q)
µ√
σµ
=
 uµ − uuσµ − u

L∞(Ω)
u′σµ
σµ
µ√
σµ
≤ ∥υa(σ)∥L∞(Ω)
2cϕ
σ
.
In the last line we use Lemma 4.6.23. By the identity υa(σ) = υ(1) −
1´
σ
υ
′
(γ) dγ we can
estimate
∥υa(σ)∥L∞(Ω) ≤ ∥υa(1)∥L∞(Ω) +

1ˆ
σ
υ
′
a(γ) dγ

L∞(Ω)
≤ 1+
1ˆ
σ
2cϕ
γ
∥υa(γ)∥L∞(Ω)dγ.
Since we want to use the Lemma of Bellmann-Gronwall, we must transform the integral.
Let z ∈ L1(0, 1) be a function. We consider the solution z of the equation z(σ) = 1 +´ 1
σ
2cϕ
γ z(γ) dγ, where σ ≥ σ0 > 0. We define τ := 1− σ, then τ = 0 is equivalent to σ = 1
and we obtain
z˜(τ) = 1+
ˆ 1
1−τ
2cϕ
γ
z(γ) dγ,
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where z˜(τ) := z(1− τ). Let be γ = 1− η, then we have: from γ = 1 be obtain η = 0, from
γ = 1− τ we obtain η = τ and the differential reads dγ = −dη. Altogether we have
z˜(τ) = 1+
ˆ 0
τ
2cϕ
1− η z(1− η) (−dη) = 1+
ˆ τ
0
2cϕ
1− η z(1− η) dη = 1+
ˆ τ
0
2cϕ
1− η z˜(η) dη.
With the help of the Lemma of Bellmann-Gronwall we obtain now
|z˜(τ)| ≤ exp

2cϕ
ˆ σ
0
dη
1− η

= exp
−2cϕ [ln(1− η)]τ0 = (1− τ)−2cϕ .
By transforming z˜(τ) = z(1− τ) and 1− τ = σ, we have
|z(σ)| ≤ σ−2cϕ .
and by z(σ) = υa(σ) we finally obtain uµ − uuσµ − u

L∞(Ω)
= ∥υa(σ)∥L∞(Ω) ≤ |z(σ)| ≤ σ−2cϕ . (4.6.10)
Analogously, we obtain from a similar computation
∥υb(σ)∥L∞(Ω) =
 u− uµu− uσµ

L∞(Ω)
≤ σ−2cϕ . (4.6.11)
Now we are prepared to estimate
 ϕσµϕµ L∞(Ω). Let x ∈ Ω be fixed. We consider two cases:
(i) If (ϕ(σµ))(x) ≤ (ϕ(µ))(x), we have

ϕ(σµ)
ϕ(µ)

(x) ≤ 1.
(ii) If (ϕ(σµ))(x) > (ϕ(µ))(x), we obtain by combining (4.6.9), (4.6.11) and (4.6.10) the
estimate
1 <

ϕ(σµ)
ϕ(µ)

(x) =


λ+ σµ
(uσµ−u)2 +
σµ
(u−uσµ)2
λ+ µ
(uσµ−u)2 +
µ
(u−uσµ)2
 (x)
≤

1+ σ
(uµ − u)2
(uσµ − u)2 +
(u− uµ)2
(u− uσµ)2

(x)
≤

1+

σ
(uµ − u)2
(uσµ − u)2 +

σ
(u− uµ)2
(u− uσµ)2

(x)
=

1+
√
σ
uµ − u
uσµ − u +
√
σ
u− uµ
u− uσµ

(x)
≤ 1+ 2σ1/2−2c ≤ 3σ1/2−2c,
where we used c ≥ 1, cf. Lemma 4.6.22. From that we have 1/2− 2c < 0 and hence
σ1/2−2c > 1 for all c defined by the relation from Lemma 4.6.22.
From (i) and (ii) we obtain
 ϕ(σµ)ϕ(µ) L∞(Ω) ≤ max{1, 3σ1/2−2c}. Since σ < 1 and c ≥ 1, the
maximum is 3σ1/2−2c .
To use the Newton-Mysovskii Theorem form [34], we need a Lipschitz condition.
Lemma 4.6.25. For all 0 < θ < 1 and all u, uˆ ∈ Bµ(uµ, θ√µ), the following Lipschitz condition:
∥∂uF(u; µ)−1(∂uF(u; µ)− ∂uF(uˆ; µ))(u− uˆ)∥µ ≤ 4c
(1− θ)3√µ∥u− uˆ∥
2
µ
holds.
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Proof. By Lemma (4.6.22) we have
∥∂uF(uµ; µ)−1(∂uF(u; µ)− ∂uF(uˆ; µ))(u− uˆ)∥µ
≤c∥ϕ−1µ (∂uF(u; µ)− ∂uF(uˆ; µ))(u− uˆ)∥L∞(Q)
=c
ϕ−1µ  µ(u− u)2 + µ(u− u)2 − µ(uˆ− u)2 − µ(u− uˆ)2

(u− uˆ)

L∞(Ω)
,
where the constant c is from Lemma 4.6.22. Note that the operator part including S∗S
disappears by subtraction ∂uF(uˆ; µ) from ∂uF(u; µ).
With the help of Lemma 4.6.21 we obtain u − u ≥ (1− θ)(uµ − u) and u − w ≥ (1−
θ)(u− uµ) for all u, uˆ ∈ Bµ(uµ; θ√µ). Now we use that 2a−3 is a Lipschitz-constant for the
function x−2 for all x ≥ a > 0. We have the following chain of inequalities:
∥∂uF(uµ; µ)−1(∂uF(u; µ)− ∂wF(uˆ; µ))(u− uˆ)∥µ
≤cϕ
ϕ−1µ  2µ(1− θ)3(uµ − u)3 + 2µ(1− θ)3(u− uµ)3

(u− uˆ)2

L∞(Ω)
≤ 2cϕ
(1− θ)3


µ
ϕ3µ(uµ − u)3
+
µ
ϕ3µ(u− uµ)3

ϕ2µ(u− uˆ)2

L∞(Ω)
≤ 2cϕ
(1− θ)3
 µϕ3µ(uµ − u)3 + µϕ3µ(u− uµ)3

L∞(Ω)
∥u− uˆ∥2µ
≤ 2cϕ
(1− θ)3
 µϕ3µ(uµ − u)3

L∞(Ω)
+
 µϕ3µ(u− uµ)3

L∞(Ω)
 ∥u− uˆ∥2µ.
We prove that
 µϕ3µ(uµ−u)3

L∞(Ω)
and
 µϕ3µ(u−uµ)3

L∞(Ω)
can be bounded by 1/
√
µ . From
ϕ3µ(uµ − u)3 =

κ
ε2
(uµ − u)2 + µ(uµ − u)
2
(uµ − u)2 +
µ(uµ − u)2
(u− uµ)2
3
≥ (√µ)3 ,
we obtain
 µϕ3µ(uµ−u)3

L∞(Ω)
≤ µ
µ3/2
=
1√
µ
. By the same steps we obtain
 µϕ3µ(u− uµ)3

L∞(Ω)
≤ 1√
µ
.
Altogether, we have
∥∂uF(u; µ)−1(∂uF(u; µ)− ∂uF(uˆ; µ))(u− uˆ)∥µ ≤ 4cϕ
(1− θ)3√µ∥u− uˆ∥
2
µ.
Lemma 4.6.26. Let µ0 > 0 and θ = 1/32c, where c is the constant from Lemma 4.6.22. Let u ∈
L∞(Q) be given, such that ∥u0 − uµ0∥µ0 ≤ θ
√
µ0 . Le further σ be bounded by

θ+1
4
3 θ+1
1/2cϕ
<
σ < 1. Then the iterates of Algorithm 4.6.16 fulfill the estimate
∥uk+1 − uµk+1∥µk+1 ≤ θ
√
µk+1 = θ
√
µ0σ
k/2.
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Proof. We start from ∥uk − uµk∥µk ≤ θ
√
µk and compute a bound for the distance ∥uk −
uµk+1∥µk+1 , where we change from the µk- to the µk+1-norm. Next we perform a Newton
step in direction uk+1 and arrive at
∥uk+1 − uµk+1∥µk+1 ≤ θ
√
µk+1.
We estimate the distance ∥uk − uµk+1∥µk+1 by
∥uk − uµk+1∥µk+1 ≤ ∥uk − uµk∥µk+1 + ∥uµk − uµk+1∥µk+1
≤ ∥uk − uµk∥µk+1 +

ˆ µk
µk+1
u
′
τ dτ

µk+1
.
With the help of Lemma 4.6.22 we obtain
∥uk − uµk∥µk+1 ≤ 3σ1/2−2c∥uk − uµk∥µk ≤ 3σ1/2−2cϕθ
√
µk
where we assume ∥uk − uµk∥µk ≤ θ
√
µk. The integral can be estimated in the following
way: Define µk+1 = σ¯τ with σ¯ =
µk+1
τ we can write
ˆ µk
µk+1
u
′
τ dτ

µk+1
≤
µkˆ
µk+1

3 (µk+1/τ)
1/2−2c ∥u′τ∥τ dτ
≤ 3µ1/2−2ck+1
µkˆ
µk+1
τ−(1/2−2c) 2c√
τ
dτ = 6cϕµ1/2−2ck+1
µkˆ
σµk
τ−1+2c dτ
= 6cµ1/2−2ck+1

τ2c
2c
µk
σµk

= 3µ1/2−2ck+1

µ2ck − σ2cµ2ck

= 3σ1/2−2cµ1/2−2ck

1− σ2c

µ2ck = 3σ
1/2−2c

1− σ2c

µ1/2k .
Together with the estimate for the first term we obtain
∥uk − uµk+1∥µk+1 ≤ 3σ1/2−2cθµ1/2k + 3σ1/2−2c

1− σ2c

µ1/2k
= 3σ1/2−2c

θ + 1− σ2c

µ1/2k
= 3σ−2c

θ + 1− σ2c

µ1/2k+1 = 3σ
−2c

θ + 1− σ2c
√
µk+1,
where we have the constant c¯(θ, σ, c) = 3σ−2c

θ + 1− σ2c . After renaming c¯ to c we have
∥uk − uµk+1∥µk+1 ≤ c(θ, σ, c)
√
µk+1,
We should now compute σ, depending from θ and c, such that c(θ, σ, c) ≤ 4θ. We start with
θ + 1− σ2cϕ ≤ 4
3
θσ2c
we obtain
θ + 1 ≤

4
3
θ + 1

σ2c
then
θ + 1
4
3θ + 1
≤ σ2c
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and finally
σ ≥

θ + 1
4
3θ + 1
1/2c
.
For such σ with 0 < σ < 1 we have
3σ−2c

θ + 1− σ2c

≤ 4θ.
We take one Newton step in direction wµk+1 . We choose θ depending from c. Since c ≥ 1,
we can choose θ = 1/32c < 1/32 such that 4θ < 1/8 < 1 holds. We need the assumption
4θ < 1 for applying Lemma 4.6.25. For all u ∈ Bµk+1(uµk+1 , 4θ
√
µk+1) we have by Lemma
4.6.25 the Lipschitz constant
ω =
4c
(1− 4θ)3√µk+1
.
We apply the Newton-Mysowski Theorem from [34] which gives us
∥uk+1 − uµk+1∥µk+1 ≤
ω
2
∥uk − uµk+1∥2µk+1 (4.6.12)
<
2c
(1− 4θ)3√µk+1
∥uk − uµk+1∥2µk+1 .
By our choice of σ, we have now
∥wk − wµk+1∥2µk+1 ≤ 16θ2µk+1. (4.6.13)
Altogether, using (4.6.12) and (4.6.13) we obtain
∥uk+1 − uµk+1∥µk+1 ≤
32cθ2
(1− 4θ)3√µk+1
µk+1
=
32cθ2
(1− 4θ)3
√
µk+1.
Inserting θ = 132c ≤ 132 in the pre-factor we observe
32cθ2
(1− 4θ)3 =
32c
322c2
1− 18c
3
=
1
32c

8c− 1
8c
3
≤ 1
32c
= θ.
Finally, we have
∥uk+1 − uµk+1∥µk+1 ≤ θ
√
µk+1
for all θ = 1/32c and all σ >

θ+1
5
4 θ+1
1/2c
.
Theorem 4.6.27. Let u0 be given an initial guess for the control with ∥u0 − uµ1∥µ1 ≤ θ
√
µ0,
where 0 < σ < 1 and 0 < θ < 1 are defined as in Lemma 4.6.26. Then the sequence of iterates uk of
the short step interior point algorithms 4.6.16 converges linearly towards the solution u¯ of problem
(P). The iterates fulfill the estimate
∥uk − u¯∥L∞(Q) ≤ cσk/2
for all k = 1, 2, ...
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Proof. Using the triangle inequality and the estimates from Lemma 4.6.17, we see immedi-
ately
∥uk − u¯∥L∞(Ω) = ∥uk − uµk + uµk − u¯∥L∞(Ω) ≤ ∥uk − uµk∥L∞(Ω) + ∥uµk − u¯∥L∞(Ω)
≤ ε√
κ
∥uk − uµk∥µk + ∥uµk − u¯∥L∞(Ω). (4.6.14)
We estimate the first term in (4.6.14) with the help of Lemma4.6.26 by
∥uk − uµk∥µk ≤ θ
√
µk = θ
√
µ0σ
k/2.
The second term in (4.6.14) is the length of a segment of the central path. Theorem 4.6.14
yields ∥uµk − u¯∥L∞(Ω) ≤ cpath
√
µk = cpath
√
µ0σ
k/2. Together with (4.6.14), we arrive at
∥uk − u¯∥L∞(Ω) ≤

ε√
κ
θ + cpath
√
µ0σ
k/2 := cσk/2,
what shows the linear convergence uk → u¯ .
Theorem 4.6.27 shows that there exists a σ < 1 such that the short-step interior point
algorithm converges. However, the theorem gives a global estimation for σ but a local step
size will make the algorithm more useful.
Algorithm 4.6.28 (interior point algorithm with ad hoc step size control).
S0 Let µ0 > 0 and0 < σ0 < 1 be given. Choose uµ0 ∈ Uad. Compute yµ0 and pµ0 by solving the
state and adjoint equation.
S1 If µn < µstopping set u¯ = uµelse set µn = σnµn−1. Perform one Newton step
d = −∂Fu(un; µn+1)−1F(un; µn+1).
Set uµn = uµn−1 + d.
S2 If uµn is not feasible reset uµn = uµn−1 , increase σn+1 = min(2σn, 1), set n = n + 1 and go to
S1
else if uµn is feasible and σ > σmin decrease σn+1 = σn/2, set µn+1 = σµn , n = n + 1 and
go to S1
else set µn+1 = σµn , n = n + 1 and go to S1.
Note that the maximal value for σ is one. In this case a second Newton step will be
performed to reduce the distance between the actual iterate uµn and the solution u¯µk of
(4.6.1).
To apply this algorithm to our model problems we derive the optimality system in a
more concrete formulation. We use here again the generalized form of mixed control-state
constraints from the definition of the active set algorithm.
We use the Lagrange function
L(y, u, p) =
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
− (c∇y,∇p)− (ay, p)− (qy, p)L2(Γ) + (u, p) + (g, p)L2(Γ)
− µ
ˆ
Ω
ln(δy + εu− c) dx− µ
ˆ
Ω
ln(c− εu− δy) dx
related to (4.6.1) to derive the optimality system for fixed µ. We compute the derivative of
L in directions hy ∈ H1 , hp ∈ H1and hu ∈ L∞(Ω) , respectively. We obtain
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Ly(y, u, p)hy = −(c∇p,∇h)L2(Ω) − (ap, h)L2(Ω) − (qp, h)L2(Γ) + (y− yd, h)L2(Ω)
−

δµ
δy + εu− c , h

L2(Ω)
+

δµ
c− εu− δy , h

L2(Ω)
Lu(y, u, p)hu = (p, h)L2(Ω) + λ(u, h)L2(Ω)
−

εµ
δy + εu− c , h

L2(Ω)
+

εµ
c− εu− δy , h

L2(Ω)
Lp(y, u, p)hp = −(c∇y,∇hp)L2(Ω) − (ay, hp)L2(Ω) − (qy, h)L2(Γ)
+(u, hp)L2(Ω) + (g, h)L2(Γ).
Since the problem is formally unconstrained, the optimality condition is
∇L(y¯, u¯, p) = 0,
i.e. the optimal solutions (y¯, u¯) together with p must fulfill the system
0 = −(c∇p,∇h)L2(Ω) − (ap, h)L2(Ω) − (qp, h)L2(Γ) + (y¯− yd, h)L2(Ω)
−

δµ
δy¯ + εu¯− c , h

L2(Ω)
+

δµ
u− εu¯− δy¯ , h

L2(Ω)
0 = (p, h)L2(Ω) + λ(u¯− ud, h)L2(Ω) (4.6.15)
−

εµ
δy¯ + εu¯− c , h

L2(Ω)
+

εµ
c− εu¯− δy¯ , h

L2(Ω)
0 = −(c∇y¯,∇hp)L2(Ω) − (ay¯, hp)L2(Ω) − (qy¯, h)L2(Γ)
+(u¯, hp)L2(Ω) + (g, h)L2(Γ).
for all h ∈ H1(Ω). This will be the basis of our implementation of our interior point solver.
From (4.6.15) we obtain the discrete system
0 = (K + Ma + Q)p− My− µδM

(δy + εu− c)−1 + (c− δy− εu)−1

+Yd
0 = Mp + λ (Mu−Ud)− µεM

(δy + εu− c)−1 + (u− δy− εu)−1

(4.6.16)
0 = (K + Ma)y− Mu
where µ > 0 is fix. By multiplying the second line by M−11 we obtain an equivalent discrete
system which can be seen as pointswise evaluation.
Algorithm 4.6.29 (Interior point Algorithm for the discretized problem).
S0 Assemble Ud and Yd by computing (Ud)i =
´
Ω∆
ud(x)ϕi(x) dx and (Yd)i =
´
Ω∆
yd(x)ϕi(x) dx.
Assemble stiffness matrix K, mass matrices Ma, M and boundary integral matrix Q as well
as the right hand sides G as described in Section 2.3.1.
S1 Choose 0 < σ < 1, 0 < eps and an initial functions y0, u0, p0 such that δy0 + εu0 is strictly
feasible. Set n = 0.
Set z0 =
 y0u0
p0
.
S2 Perform one Newton step by solving (4.6.16) , update zn+1 = zn + d, n = n + 1.
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S3 If dumn + #ymn is not feasible reset umn = umn   1, increasesn+ 1 = min (2sn, 1), set n= n + 1
and go toS2
else ifdumn + #ymn is feasible ands > smin decreasesn+ 1 = sn/2, set mn+ 1 = smn,
n = n + 1 and go toS2
else setmn+ 1 = smn, n = n + 1 and go toS2
Our elliptic model problem with mixed control-state problem was studied in [91] and
in the parabolic case was discussed in [90], where also the discrete version of the interior
point algorithm for our parabolic model problem, can be found.
4.7. Complementary functions
A further class of algorithms that should be briey mentioned here are methods where the
complementary slackness conditions are replaced by a nonlinear complementary function
(NCP).
By Theorem 3.1.29 we can replace the variational inequality (3.1.5) by the equation
l ( flu   ud) + p   h + h = 0
where the complementary slackness conditions
h(x) ( flu(x)   u(x)) = 0
h(x) (u(x)   flu(x)) = 0
flu(x)   u(x)  0
u(x)   flu(x)  0
h(x)  0
h(x)  0.
hold for almost all x 2 Ω. The idea is to replace the complementary slackness conditions
by a nonlinear complementary function Φnc f .
A function Φncp : R  R ! R is a nonlinear complementary function, if it satises
Φncp(a, b) = 0 , ab= 0,a  0,b  0.
Well know examples for nonlinear complementary functions are the Fischer-Burmeister
function [40]
ΦFB(a, b) = a+ b  
p
a2 + b2
or the maximum function
Φmin(a, b) = a+ b  
q
(a   b)2 = 2 min(a, b).
Using for instance the Fischer-Burmeister function, the KKT system for the control con-
strained linear elliptic model problem reads
(cr y, r v)L2(Ω) + ( ay, v)L2(Ω) + ( qy, v)L2(Γ) = ( u, v)L2(Ω) + ( g, v)L2(Γ)
(cr p, r v)L2(Ω) + ( ap, v)L2(Ω) + ( qp, v) = ( y   yd, v)L2(Ω)
p + l (u   ud) = 0
ΦFB(h, u   u) = 0
ΦFB(h, u   u) = 0,
where the variational equations must hold for all v 2 H1(Ω). Neither the Fischer-Burmeister
function nor the maximum function is differentiable at (0, 0). However, by
ΦSFB = a+ b  
q
a2 + b2 + 2m
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with µ > 0, we defining a smooth version of the Fischer-Burmeister function. It satisfies
ΦSFB(a, b) = 0 ⇔ ab = µ, a ≥ 0, b ≥ 0.
The smooth Fischer-Burmeister function represent the regularized complementary slack-
ness condition
η(x) (u¯(x)− u(x)) = µ
η(x) (u(x)− u¯(x)) = µ
u¯(x)− u(x) > 0
u(x)− u¯(x) > 0
η(x) > 0
η(x) > 0.
Obviously,
η(x) (u¯(x)− u(x)) = µ⇔ η = µ
u¯(x)− u(x)
and
η(x) (u(x)− u¯(x)) = µ⇔ η = µ
u(x)− u¯(x) ,
where we have established the connection between the KKT system related with the inte-
rior point formulation of the control constrained problem and the smooth Fischer-Burmeister
function. For an example using the Fischer-Burmeister function in an interior point algo-
rithm see Example 2 in [82].
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Chapter 5.
Two approaches to the discrete
solution – The “lack of
adjointness”
5.1. OD vs. DO approaches
In the literature there is an ongoing discussion on the question which approach to the nu-
merical solution of optimal PDE control has to be preferred, see for instance Gunzburger
[45] for a discussion of pro and cons.
This is not only a philosophical question since some problems seem to be hard to solve
with the OD approach while the DO approach immediately provides a feasible solution.
For some examples and discussion, we refer to [9] and [83].
In [112], the authors discuss the quality of the numerical approximation of the gradient
of a parameter estimation problem for a parabolic problem. There, by solving an adjoint
equation numerically, they obtained a gradient (which is easy to compute by using e.g. a
Runge-Kutta scheme) that was not a descent direction for the objective function. This leads
directly to the question to the quality and quantity of the difference between the solutions
obtained by both methods.
In [26], the author discussed the “discretized versus discrete gradient” issue in Section
2.8 explicitly for a parabolic parameter identification problem.
As discussed in [52] for optimal control problems with our elliptic PDE model problem
as constraint, both approaches result in identical linear systems if we use the same dis-
cretization of the domain, the same finite element basis functions and the same discrete
inner products for state and adjoint equation.
However, using the same finite element spaces for state and adjoint is no dogma: In
some cases both equations provide solutions with fundamentally different properties. The
state equation has a right-hand side from L2(Ω), but we have seen in Chapter 3, that the
adjoint equation has, in the case of a pure state constrained problem, a right-hand side
from the space of regular Borel measures and, consequently, a less smooth solution. Also
the opposite case is possible. So the idea to use different ansatz functions is not only a
theoretical question. We refer for a discussion to Section 3.2.4 in [52].
In the following we discuss briefly the general differences between the OD and DO ap-
proaches. Table 5.1.2 gives an overview.
It seems that changing the order of the steps results in a completely different workflow.
Both approaches start and end at the same point and ultimately they provide a numerical
solution of the optimal PDE control problem. An interesting question is, whether these
approaches provide different solutions and how we can quantify potential differences.
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First-optimize-then-discretize First-discretize-then-optimize
• Formulate the problem:
– Find a suitable objective function
– Formulate the PDE in weak or strong for-
mulation.
– Find a suitable formulation for the con-
straints.
• Prove existence and uniqueness (if possible) of
the solution of the optimal control problem.
• Determine optimality conditions
in functions spaces, i.e. find a KKT
Systems by means of coupled
PDE.
• Discretize the optimal control
problem, i.e. the objective func-
tion and the PDE by means of
FE/FV/FD Method.
• Discetize the KKT systems by
using FE/FV/FD Methods.
• Find optimality conditions for the
finite dimensional problem.
• Solve the (potentially) nonlinear finite dimen-
sional problem.
Table 5.1.2.: OD versus OD approach
5.1.1. Elliptic PDE
We will first go through all points of the DO approach. We consider the model problem
min
1
2
∥y− yd, ∥2L2(Ω) +
λ
2
∥u∥2L2(Ω)
subject to
(∇y,∇v)L2(Ω) + (y, v)L2(Ω) = (u, v)L2(Ω) for all v ∈ H1(Ω),
where we choose for simplicity all parameters in (2.1.1) from {0; 1}, and we chose also
homogeneous Neumann boundary conditions. In Section 3.1 we have shown, that this
problem has a unique solution u¯ ∈ L2(Ω). To compute u¯ numerically, we discretize the
entire problem in terms of finite elements.
From Section 2.3.1 we obtain by choosing a finite set of test functions ϕk ∈ Vh ⊂ H1(Ω∆)
eventually the discrete equation
(K + M)y = Mu (5.1.1)
where K and M are the usual stiffness matrix and mass matrix, respectively. We follow
our convention and use the same identifier for the continuous functions y and u and their
discrete counterparts. Now y and u are vectors, where the length nx of y and u depend on
the choice of Ω∆, and on the chosen finite element space.
It is well known, that (x⊤Ax)1/2 defines a norm on Rn, if A is a positive definite matrix.
Also, with A = M, we obtain by
(v⊤h Mvh)
1/2
L2(Ω∆)
=
ˆ
Ω∆
 np
∑
k=1
vkϕk
2
dx
1/2
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an approximation of the L2(Ω)-norm ∥vh∥L2(ΩΩ) ≈ ∥v∥L2(Ω) for v ∈ H1(Ω) .
By u¯ ∈ H1(Ω), cf. Chapter 3, we can use also linear finite elements to discretize the
control u.
To discretize the objective function, we use the discrete L2-norm and put y− yd in both
arguments of the discrete inner product. We obtain
1
2
ˆ
Ω
(y− yd)2dx ≈ 12 y
⊤My− y⊤Myd + 12 y
⊤
d Myd.
The finite dimensional approximation of our optimal control problem now reads
min
1
2
y⊤My− y⊤Myd + 12 y
⊤
d Myd +
λ
2
u⊤Mu
subject to
(K + M)y = Mu,
where y, yd, and u are the coefficient vectors (always column vectors). Obviously, 12 y
⊤
d Myd
is a constant hence we can drop it.
Define z =

y
u

, b =
 −yd M
0

and
Apde =

K + M −M 
Aobj =

M 0
0 λM

,
then the fully discrete optimal PDE control problem reads
min
1
2
z⊤Aobjz + b⊤z
subject to
Apdez = 0,
which is the usual form of a finite dimensional, quadratic optimization problems. See for
the numerical treatment e.g the quadprog routine of MATLAB’s optimization toolbox [69].
The following steps are standard in finite dimensional quadratic programming. For an
introduction we refer to [68].
By defining the Lagrange function
L(z, p) = z⊤Aobjz + bz− p⊤Apdez
we can derive optimality conditions as
Aobjz− A⊤pde p = −b
Apdez = 0
or  M 0 −(K + M)0 λM M
−(K + M) M 0
 yu
p
 =
 Myd0
0
 .
Multiplying first and third block-line by minus one and eliminating Mu = −M 1λP we
arrive at (4.1.3).
Obviously, if we chose the same FEM and the same grid, the discrete OD and DO opti-
mality systems are identical.
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5.1.2. Parabolic PDE
In the parabolic case it is common to use different discretization schemes for the discretiza-
tion of the adjoint and state equations, e.g. by using different time steps when solving
the semidiscrete problem numerically. Here, some authors report problems concerning the
convergence of gradient based methods, cf. the remarks in [26], Section 2.8.
To illustrate this difficulty, we solve a model problem using both approaches by an all-
at-once algorithm. For that, we consider
min
1
2
∥y(T)− yd∥2L2(Ω) +
λ
2
∥u∥2L2(Q)
subject to
d
dt
(y(t), v)L2(Ω) + (∇y(t),∇v)L2(Ω) = (u(t), v) (5.1.2)
(y(0), v)L2(Ω) = 0.
for all v ∈ H1(Ω). Let Ω = (0, 1)2 and T = 1.We assume yd ̸≡ 0. Otherwise, the problem
has only the trivial solution u = y = p = 0.
We define yd := sin(πx1) sin(πx2) and chose λ = 10−3. We discretize Ω by a regular
mesh with (only) 289 nodes and chose δt = 0.015625. Using linear finite elements and
an implicit Euler scheme for time integration, we solve the problem using the DO and
OD approaches. Let yOD be the numerical solution obtained by the OD and let yDO be
the solution obtained by the DO approach. Figure 5.1.1 shows the difference |yOD(T, x)−
yDO(T, x)|.
Figure 5.1.1.: Difference between the optimal states of DO and OD approach at t = T.
In Figure 5.1.1, the difference |yDO − yOD| is surprisingly large and leads to the question
which solution may be “better” and it makes it worth discussing this phenomenon in detail.
Note that |yDO− yOD| is not a discretization error in the common sense, the discretization of
the PDEs was identical. It is a numerical effect resulting from using different optimization
approaches. In the following, we discuss this effect by examining the discrete systems
explicitly.
5.2. The parabolic case in detail
In this section we study numerical schemes for solving the parabolic model problem (PPE)
in detail. To simplify the notation, we consider only the implicit Euler method. However,
the main results will hold also for more sophisticated numerical schemes as, for instance,
BDF formulas.
Note that the all-at-once formulation is used here only to study some numerical effects.
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5.2.1. Equidistant partition of [0, T]
We us the DO approach to transfer the continuous optimal control problem into a full dis-
crete nonlinear programming problem (NLP). As already discussed in Section 2.3.1, we
write the semidiscrete approximation of the PDE with respect to a given discretization of
the domain Ω by Ω∆ as
d
dt
My(t) + Ky(t) = Mu(t)
My(0) = 0
where t ∈ [0, T]. We discretize the time interval [0, T] by, only for simplicity, an equidistant
partition given by δt = T/nt tk = k · δt, k = 0, ..., nt. We use the implicit Euler scheme to
solve the semidiscrete problem. The fully discrete problem can be written as
(M + δtK) yk+1 − Myk − δtMuk+1 = 0
My0 = 0
for k = 0, ..., nt − 1. Note that u0 does not appear in this scheme. Defining the matrix
A := M + δtK,
we can describe the PDE constraint by the linear system

M 0 · · · 0 0 0 · · · 0
−M A . . . ... 0 −δtM ...
0
. . . . . . 0
...
. . . 0
0 0 −M A 0 · · · 0 −δtM


y0
...
ynt
u0
...
unt

=
 0...
0
 . (5.2.1)
The discrete version of the end-time objective function together with the Tikhonov regular-
ization can be written as
1
2
(ynt − yd)⊤M(ynt − yd) +
λ
2
nt
∑
k=1
αk u⊤k Muk,
where v⊤Mv is an inner product on L2(Ω∆) and ∑ntk=1 αk u
⊤
k Muk is an inner product on
L2(Qδt,Ω∆). We can write the discrete objective function as
1
2

y0
...
ynt − yd
u0
...
unt

⊤

0 · · · 0 0 · · · 0
...
...
...
0 0
...
0 · · · 0 M 0 · · · 0
0 · · · 0 λα0M 0 0
...
... 0
. . . 0
0 · · · 0 0 0 λαnt M


y0
...
ynt − yd
u0
...
unt

. (5.2.2)
The subscripts in yk and uk correspond to the time instances tk and note that there we
did not include u0. Using the composite trapezoidal rule for the integration over time,
we obtain the weights α0 = δt/2, αnt = δt/2, and αk = δt , k = 1, ..., nt − 1. To prevent
confusion concerning the index we should mention that the integral formally includes u0
but in the PDE constraint (5.2.1) u0 is not included, hence we do not need to include u0 in
(5.2.2). Otherwise, u0 would be determined as zero.
Note that we chose by (5.2.2) explicitly a discrete inner product. While the continuous
norm is given as the L2(Q)-norm, together with its associated inner product, we have for
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the discrete counterpart the choice of a suitable discrete norm and inner product by choos-
ing an integration formula. By this choice, we also “inherit” the associated inner product.
See the discussion in [112] where the authors discuss the converge behavior of different
combinations of time stepping schemes and integration formulas for the inner product for
a parameter identification problem. We will discuss this issue later in this section.
The next steps are standard in finite dimensional optimization. We define the matrices
Apde and Aobj by
Apde :=

M 0 · · · 0 0 0 · · · 0
−M A . . . ... 0 −δtM . . . ...
0
. . . . . . 0
...
. . . . . . 0
0 0 −M A 0 · · · 0 −δtM
 ,
Aobj :=

0 · · · 0 0 · · · 0
...
...
... 0 0
...
0 0 M 0 · · · 0
0 · · · 0 λα1M 0 0
...
... 0
. . . 0
0 · · · 0 0 0 λαnt M

,
and the vectors z ∈ R (2nt−1)nx bpde ∈ Rntnx , bobj ∈ R (2nt−1)nx by
z :=

y0
y1
...
ynt
u1
...
unt

bpde :=
 0...
0
 , bobj :=

0
...
0
Myd
0
...
0

,
Now we can formulate the discrete optimization problem as
min
z∈R (nt+1)·nx
1
2
z⊤Aobjz + z⊤bobj
subject to
Apdez = 0.
We define the Lagrange function
L(z, p) :=
1
2
z⊤Aobjz− z⊤bobj − (p, Apdez),
where (·, ·) is here the Euclidean inner product of R (nt+1)nx .
The necessary and by convexity also sufficient first order optimality condition now reads
Lz(z¯, p) = Aobj z¯− bobj − A⊤pde p = 0
Lp(z¯, p) = Apde z¯− bpde = 0.
In matrix-vector form it reads
Aobj −A⊤pde
−Apde 0

z
p

DO
=

bobj
bpde

. (5.2.3)
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As expected, the matrix on the left-hand side is symmetric. The solution of this system are
the optimal state y¯DO, associated with the optimal control u¯DO and the adjoint state pDO
with respect to the discrete optimal control problem. The vectors yk, uk ∈ Rnx , k = 0, ..., nt
are the coefficients of the basis functions f l , l = 1, ..., nx of the finite element space Vh,
at time instance tk, while the vector pDO is formal a Lagrange multiplier for the discrete
problem. Note further that the discretization is fixed before deriving the optimality system.
We consider the matrix associated with the optimality system of the DO approach given
in (5.2.3) now in detail.
We obtain the block matrix
0
BBBBBBBBBBBBBBBBBBBBBBB@
0 0 · · · 0 0 · · · 0 −M M 0 0
. . .
...
... 0 −A . . . 0
... 0 0
...
...
. . . . . . M
0 · · · 0 M 0 · · · 0 0 · · · 0 −A
0 · · · 0 la 1M 0 0 0 dtM . . .
...
...
... 0
. . . 0
...
. . . . . . 0
0 · · · 0 0 0 la nt M 0 · · · 0 dtM
−M 0 · · · 0 0 · · · 0 0 · · · 0
M −A . . . ... dtM . . . ... ...
0
. . . . . . 0
. . . . . . 0
...
0 0 M −A · · · 0 dtM 0 · · · 0
1
CCCCCCCCCCCCCCCCCCCCCCCA
. (5.2.4)
In equation (5.2.4), the coupling control–adjoint in the second block-row (in the OD ap-
proach we will have the Gradient equation on this position) uses different weights (ak and
dt) with respect to the time integration. The factor la is determined by the choice of the
discrete norm and the factor dt comes from the use of the implicit Euler scheme and the
use of the Euclidean inner product in the Lagrange function. By choosing another discrete
norm or another integration scheme for the integration of the state equation, the situation
may change. However, these weights will play an important role in the analysis of the
relation between OD and DO approaches.
To compare OD and DO approaches, we derive now the discrete optimality system with
respect to the OD approach. We follow Section 4. The continuous optimality systems reads
in weak form
¶
¶t ( p(t), v) − (∇p(t),∇v)L2(W) = 0
( p(T), v)L2(W) − (y(T) − yd, v)L2(W) = 0
( p(t), v)L2(Q) + l (u(t), v)L2(Q) = 0 (5.2.5)
¶
¶t (y(t), v) + ( ∇y(t),∇v)L2(W) − (u(t), v)L2(W) = 0 (5.2.6)
(y(0), v)L2(W) = 0
for all v ∈ H1(W) and for all t ∈ (0, T). In contrast to the all-at-once algorithm in Section 4.1,
we consider here the unreduced problem, i.e. we do not insert (5.2.5) into the state equation
(5.2.6). In order to compare the discrete systems of both approaches, we use the same
discretization of the domain WD, the same equidistant partition of the time interval [0, T],
and the same integration scheme for time integration. We start with the state equation. Its
fully discrete formulation reads
− (M + dtK) yk+ 1 + Myk + dtMuk+ 1 = 0
−My0 = 0,
with k = 0, ..., nt − 1. We multiply the equation by minus one in order to obtain the same
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sign as in the DO approach. Again, this can be written in terms of matrix operations as

−M 0 · · · 0 0 · · · 0
M −A . . . ... δtM . . . ...
0
. . . . . . 0
. . . . . . 0
0 0 M −A · · · 0 δtM


y0
y1
...
ynt
u1
...
unt

=
 0...
0
 , (5.2.7)
where we use again the abbreviation A = D + δtK. For the backward in time adjoint
equation, we use also the implicit Euler scheme on the same partition of [0, T], but we have
to respect the reverse time orientation. We obtain
− (M + δtK) pk−1 + Mpk = 0
M (ynt − yd)− Mpnt = 0,
for k = nt, ..., 1. Note that this sign is again chosen such that it agrees with the DO approach.
The resulting linear system reads

0 0 · · · 0 −A M · · · 0
0
. . . . . .
... 0
. . . . . . 0
0
. . . 0 0
...
. . . −A M
0 0 0 M 0 · · · 0 −M


y0
y1
...
ynt
p0
p1
...
pnt

+

0
...
0
Myd
 = 0 (5.2.8)
Note that the matrix has dimension nx(nt + 1)× nx(2nt + 2), but the state equation matrix
is of dimension nx(nt + 1)× nx(2nt + 1).
The adjoint state and the control are coupled via the L2(Q) inner product:
(p(t), v)L2(Q) + λ(u(t), v)L2(Q) = 0.
Here we have to choose a suitable numerical approximation. A natural choice is to use the
composite trapezoidal rule, i.e we use the weight αk, k = 2, ..., nt for both inner products.
Then, the numerical approximation of the gradient equation can be written as
 λα1M 0 0 α1M 0 00 . . . 0 0 . . . 0
0 0 λαnt M 0 0 αnt M


u1
...
unt
p1
...
pnt

=
 0...
0
 .
By multiplying the (block) lines by αk M−1 we would arrive at the pointwise equation
 λI 0 0 I 0 00 . . . 0 0 . . . 0
0 0 λI 0 0 I


u1
...
unt
p1
...
pnt

=
 0...
0
 ,
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discussed in Section 3.1.4, Lemma 3.1.23. Note that the choice of the inner product will
influence the properties of our discrete optimality system. However, we will do not use the
pointwise form of the gradient equation. The reasons for this will be discussed later.
The matrix on the left-hand side is of dimension nxnt × 2nxnt. Bringing all equations
together, we obtain the system matrix

0 · · · 0 0 · · · 0 −A M 0 0
. . .
...
... 0
. . . . . . 0
... 0 0
...
...
. . . −A M
0 · · · 0 M 0 · · · 0 0 · · · 0 −M
0 · · · 0 λα1M 0 0 0 α1M 0 0
...
... 0
. . . 0
...
. . . . . . 0
0 · · · 0 0 0 λαnt M 0 · · · 0 αnt M
−M 0 · · · 0 0 · · · 0 0 · · · 0
M −A . . . ... δtM 0 ... ...
0
. . . . . . 0 0
. . . 0
...
0 0 M −A 0 0 δtM 0 · · · 0

. (5.2.9)
Defining
Aadj :=

−A M 0 0
0
. . . . . . 0
...
. . . −A M
0 · · · 0 −M
0 α1M
. . . 0
...
. . . . . . 0
0 · · · 0 αnt M

,
we can write (5.2.9) as 
Aobj Aadj
Apde 0

z
p

OD
=

bobj
bpde

with z = (y⊤0 , ..., y⊤nt , u1, ..., u
⊤
nt1)
⊤. Again, the vectors yk and pk, k = 0, ..., nt are the coeffi-
cient vectors of the basis functions ϕk of the finite element space Vh, at time instance tk and
the vectors uk, k = 1, ..., nt are the coefficient vectors of the control at tk. The solution of
this linear system are the discrete optimal state y¯OD, the optimal control u¯OD and the ad-
joint state pOD. The matrix on the left-hand side of (5.2.9) is not symmetric and hence not
a Hessian and cannot be transformed into (5.2.3). Note that the right-hand sides of (5.2.4)
and (5.2.9) are identical.
Lemma 5.2.1. For fixed spatial discretization and fixed time step size δt for the implicit Euler
scheme and for the choice of discrete inner product as given, the first-discretize-then-optimize ap-
proach (5.2.4) and the first-optimize-then-discretize approach (5.2.9) provide different solutions for
the parabolic model problem.
Proof. Since the right-hand sides of both equations are identical and the left-hand side ma-
trices are regular, it follows directly that both equations have a unique solution. From
Aobj A⊤pde
Apde 0

z
p

DO
=

bobj
bpde

and 
Aobj Aadj
Apde 0

z
p

OD
=

bopt
bpde

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we obtain
0 =

Aobj A⊤pde
Apde 0

z
p

DO
−

Aobj Aadj
Apde 0

z
p

OD
=

Aobj A⊤pde
Apde 0

z
p

DO
−

Aobj A⊤pde
Apde 0

+

0 B
0 0

z
p

OD
, (5.2.10)
where
B : = Aadj − A⊤pde. (5.2.11)
From (5.2.10), it follows that
Aobj A⊤pde
Apde 0

z
p

DO
−

z
p

OD

+

0 B
0 0

z
p

OD
= 0,
and hence
z
p

OD
−

z
p

DO
=

Aobj A⊤pde
Apde 0
−1 
0 B
0 0

z
p

OD
(5.2.12)
Since the system matrix is regular, this equation has only the trivial solution, iff
0 B
0 0

z
p

OD
= 0.
Since
B =

−δtK 0 0 0
0
. . . . . . 0
...
. . . 0 0
0 · · · 0 δtK
0 0
. . . 0
...
. . . . . . 0
0 · · · 0 − δt2

,
this is only possible if (pOD)nt = (yOD)nt − yd = 0 and K(pOD)1 = 0. This holds only in
some special cases.
Lemma 5.2.2. For the discretization scheme defined above, the distance between the solutions
z
p

DO
and

z
p

OD
of the DO approach and the OD approaches, respectively, measured in
the L2(Qδt∆)-norm, converges towards zero as δt → 0, i.e. there is a constant c > 0 such that zp

DO
−

z
p

OD

L2(Qδt,∆)
≤ c · δt.
Proof. Using (5.2.12), we have zp

DO
−

z
p

OD

L2(Qδt,∆)
=


Aobj A⊤pde
Apde 0
−1 
0 B
0 0

z
p

OD

L2(Qδt,∆)
,
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where B is defined as in (5.2.11). From (5.2.11) it follows that
0 B
0 0

z
p

OD
= b˜,
where we define the vector of vectors
b˜k :=

−δtK(pOD)0 k = 0
δtK(pOD)nt k = nt
−δt/2(pOD)nt k = 2nt
0 otherwise
.
We can split b˜ as follows
b˜ = δt


−K(pOD)0
0
...
0
0
...
0
0
...
0

+

0
...
0
K(pOD)nt
0
...
0
0
...
0

−

0
...
0
0
...
0
1
2 (pOD)nt
0
...
0


. (5.2.13)
By a simple calculation, where we use the form of the system matrix and especially that
the first (block) row of

Aobj A⊤pde
Apde 0

is (0, ..., 0, M,−M, 0, ..., 0), we find that the first
block-column of its inverse is (0, ..., 0, M−10, ...0)⊤. It follows that
δt

Aobj A⊤pde
Apde 0
−1
−K(pOD)0
0
...
0
 = δt

0
0
M−1K(pOD)0
0
0
 .
and henceδt

Aobj A⊤pde
Apde 0
−1
−K(pOD)0
0
...
0


L2(Qδt∆)
= δt

δt
2

M−1K(p)0
⊤
M

M−1K(pOD)0

=
δt2
2
c1,
where c1 :=

M−1K(p)0
⊤ M M−1K(pOD)0. We consider now the second term in (5.2.13).
Trivially, we can write 
0
...
0
K(pOD)nt
0
...
0

=

0
...
0
MM−1K(pOD)nt
0
...
0

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and hence
˜ z
p

=

Aobj A⊤pde
Apde 0
−1

0
...
0
My˜d
0
...
0

,
with y˜d = M−1K(pOD)nt .
This is the discrete optimality system (with respect to the DO approach) related to our
model problem with y0 = 0 and a desired state y˜d ∈ H1(Ω). Since M is regular, we can
construct a function such that its projection into H1(Ω∆) fulfills (M−1Kpnt) = y˜d. Since the
finite dimensional problem has a bounded unique solution and since for every sequence
δtk, k = 1, 2, ... the sequence of associated solutions
˜ z
p
k
converges toward the solution
of the semidiscrete problem, the sequence ck :=

˜
z
p
k
L2(Qδt∆)
is bounded.
Hence, for every δt and every spatial discretization we have numbers c1, c2 such that
0 ≤ c ≤
 ˜

z
p

2

L2(Qδt,∆)
≤ c, where the constants are independent on δt. We set c2 = c.
By the special structure of

Aobj A⊤pde
Apde 0
 yu
p

2
=

0
...
0
0
...
0
− 12 (p)nt
0
...
0

we obtain
λαnt u = −

δtpnt + M
−1 1
2
(pOD)nt

and by that we observe the boundedness of

Aobj A⊤pde
Apde 0
−1

0
...
0
0
...
0
− 12 (p)nt
0
...
0


L2(Qδt∆)
≤ c3
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Finally, we have zp

DO
−

z
p

OD

L2(Qδt∆)
≤ δt(c1 + c2 + c3) = δt · c.
Note that the constant c depends on λ. Since the difference between the solutions

z
p

DO
and

z
p

OD
is determined only by the variable p, i.e. the adjoint, we call this the “lack of
adjointness”.
5.2.2. Non equidistant partitions of [0, T]
We consider now non equidistant partitions of the time interval [0, T].
Let δtk, k = 1, ..., nt be given, such that t0 = 0 , tk+1 = tk + δtk+1, k = 0, ..., nt − 1. The
discrete state equation reads
− (M + δtk+1K) yk+1 + Myk + δtk+1Muk+1 = 0
−My0 = −My0,
k = 0, ..., nt − 1. The adjoint equation reads
− (M + δtkK) pk−1 + Mpk = 0 (5.2.14)
−Mpnt = −M (ynt − y0) ,
k = nt, ..., 1. We define Ak := M+ δtkK. We can write this as a linear system in the following
form

0 · · · 0 −A1 M 0 0
0
. . .
... 0
. . . . . . 0
0 0 0
...
. . . −Ant M
0 · · · 0 M 0 · · · 0 −M


y0
...
ynt
p0
...
pnt

=

0
...
0
Myd
 . (5.2.15)
Note that in (5.2.14) the index of δt shifts, i.e. A1 will be multiplied by p0 etc.
The weights α are now defined by α0 = δt1/2, αnt = δtnt /2, αk =
1
2 (δtk + δtk+1) ,
k = 1, ..., nt − 1. By the same steps as in the previous section we obtain the matrices
A⊤pde =

−M M 0 0
0 −A1 . . . 0
...
. . . . . . M
0 · · · 0 −Ant
0 δt1M
. . .
...
...
. . . . . . 0
0 · · · 0 δtnt M

,
(5.2.16)
Aadj =

−A1 M 0 0
0
. . . . . . 0
...
. . . −Ant M
0 · · · 0 −M
0 α1M
. . . 0
...
. . . . . . 0
0 · · · 0 αnt M

.
(5.2.17)
Lemma 5.2.3. For fixed spatial discretization for the implicit Euler scheme and for the choice of dis-
crete inner product as given, the first-discretize-then-optimize problem (5.2.4) and the first-optimize-
then-discretize approach (5.2.9) provide for the parabolic model problem different solutions. It holds zp

DO
−

z
p

OD

L2(Qδt,∆)
≤ c · δ˜t
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where
δ˜t := max
k=1,...,nt
δtk.
Proof. The difference between the system matrices of the OD and DO approach is now a
little bit more complex. By a simple calculation using (5.2.16) and (5.2.17) we obtain
B =

−δt1K 0 0 0
(δt1 − δt2)K
0
. . . . . . 0
...
. . . (δtnt−1 − δtnt)K 0
0 · · · 0 δtnt K
0 − 12 (δt1 − δt2)
. . . 0
0
...
. . . − 12 (δtnt−1 − δtnt) 0
0 · · · 0 − δtnt2

. (5.2.18)
As in the proof of Lemma 5.2.2 we consider

0 B
0 0

z
p

OD
, where the second vector
becomes to 
0
(δt1 − δt2)K(pOD)1
...
(δtnt−1 − δtnt)K(pOD)nt−1
δtnt K(pOD)nt
− 12 (δt1 − δt2) (pOD)1
...
− 12 (δtnt−1 − δtnt) (pOD)nt−1
0
0
...
0

, (5.2.19)
and the remaining two vector are the same as in the proof of Lemma 5.2.2. By the same
arguments as in Lemma 5.2.2, we conclude that
Aobj A⊤pde
Apde 0
−1 
0 B
0 0

z
p

OD
has only the trivial solution iff (pOD)k = 0 for all k = 1, ..., nt. By the splitting (5.2.19), we
obtain the constants c1 and c3 analogously as in the proof of Lemma 5.2.2. To estimate the
remaining constant c2 we consider

Aobj A⊤pde
Apde 0
−1

0
(δt1 − δt2)K(pOD)1
...
(δtnt−1 − δtnt)K
δtnt K(pOD)nt
− 12 (δt1 − δt2) (pOD)1
...
− 12 (δtnt−1 − δtnt) (pOD)nt−1
0
...
0

=
˜ z
p

.
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Clearly, we have
 ˜

z
p

L2(Qδt ,∆)
≤ δ˜t


Aobj A⊤pde
Apde 0
−1

0
K(pOD)1
...
K
K(pOD)nt
(pOD)1
...
(pOD)nt−1
0
...
0


L2(Qδt,∆)
with δ˜t := maxk=1,...,nt δtk. Now,
˜ z
p

is the solution of the DO optimality system (with
respect to the chosen discretization) of the optimal PDE control problem
min
u∈L2(Q)
1
2
∥y(t)− yd∥2L2(Ω) +
ˆ
Q
yyQ dx dt + λ∥u− ud∥2L2(Q)
subject to (5.1.2).
This type of problem was considered in [90], Example 2. This problem has a unique
solution in the continuous case as well the DO approach provides for every partition of
[0, T] and for all discretizations of the spatial domain a bounded solution. We chose yd
such that yd(x) = M−1K(pOD)nt holds on all nodes of Ω∆. In the same way we choose
a function yQ ∈ L2(Q) such that yQ(tk, x) = M−1K(pOD)k on all nodes of Ω∆ for k =
1, ..., nt − 1. Finally, we choose ud such that ud(tk, x) = M−1(pOD)kon all nodes of Ω∆ for
k = 1, ..., nt − 1. Again, for all nt the norm of
˜ z
p

is bounded and we found numbers
c ≤
 ˜

z
p

L2(Qδt∆)
≤ c.
Altogether, we have zp

DO
−

z
p

OD

L2(Qδt,∆)
≤ (c1 + c2 + c3) · δ˜t.
5.2.3. The reduced problem
In the previous section we have quantified the difference between the solution of the DO
and OD approaches to solve a parabolic model problem by an all-at-once algorithm. How-
ever, this class of algorithms is restricted by the size of linear systems that can be solved on
the computer. More common are iterative algorithms as for instance the method of steepest
descent.
We will recall Algorithm 4.2.1:
S0 Choose ε > 0. Choose uold arbitrarily. Initialize yold by solving yold = S(uold).
S1 Solve the adjoint equation p = S∗(S(uold)− yd). Set v = p + λ(uold − ud) .
S2 Compute step size solving σ = mins∈[0,1] f (S(uold + sv))
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S3 Setunew = uold + sv. Solve the state equationynew = S(unew).
S4 If s < eps flu = unew else setuold = unew , yold = ynew go to S1.
To apply this algorithm on a problem, we have to discretize the objective function f (y, u) =
1
2ky(T)   ydk2L2(W) + l2 kuk2L2(Q) . Dening
M y :=

0 0    0
0 ... ...
.
.
.
.
.
.
.
.
. 0 0
0    0 M
 , Mu :=

a1M 0    0
0 ... ...
.
.
.
.
.
.
.
.
.
.
.
. 0
0    0 ant M
 ,
y :=
 y0..
.
ynt
 , u :=
 u1..
.
unt
 , and yd =
 0..
.
yd
, we can write the discrete objective
function as
f (y, u) = 12y
> M yy   y> M yyd +
l
2 u
> Muu. (5.2.20)
Since we intend to use an implicit formula, we do not need u0. Let dt = T/ nt be given.
In S1 we solve the adjoint equation by e.g. the implicit Euler method. Setting v = p +
l (uold   ud) is justied by Lemma 3.1.26.
Some authors report that in their computations v was not a descent direction after some
iterations. To study this phenomenon, we construct a DO gradient method and compare it
with the OD gradient method from above.
To develop a simple DO gradient method, we consider rst the DO reduced form of our
model problem. We use the discretization scheme from the previous section and assume
dt = T/ nt for a given nt  2. Assuming that a control u 2 R (nt   1)  nx is given, we can write
the forward problem as the linear system

M 0    0
  M A
.
.
.
.
.
.
0
.
.
.
.
.
. 0
0 0   M A


y0
y1
.
.
.
ynt
 +

0 0    0
  dtM 0    0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0    0   dtM

 u1..
.
unt
 =
 0..
.
0
 .
Note that the matrix multiplying u is of dimension (nt   1)  nx  nt  nx. In explicit form
we have

y0
y1
.
.
.
ynt
 =

M 0    0
  M A
.
.
.
.
.
.
0
.
.
.
.
.
. 0
0 0   M A

  1


0 0    0
dtM 0    0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0    0 dtM


u1
u2
.
.
.
unt


.
Note that solving this system by block wise back substitution is the same as running
Euler’s method to solve the semidiscrete problem. By
Apde :=

M 0    0
  M A ...
.
.
.
0 ... ... 0
0 0   M A
 Au :=

0 0    0
dtM 0    0
0 ... ...
.
.
.
.
.
.
.
.
.
.
.
. 0
0    0 dtM
 ,
we can write it as y = A   1pdeAuu. Finally, we replace in (5.2.2) the vector y by
y = A   1pdeAuu
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and obtain the reduced form of our DO problem
f (u) =
1
2

A−1pde Auu
⊤
My A−1pde Auu−

A−1pde Auu
⊤
Myyd +
λ
2
u⊤Muu
=
1
2
u⊤A⊤u (A−1pde)
⊤My A−1pde Auu− u⊤A⊤u (A−1pde)⊤Myyd +
λ
2
u⊤Muu.
We compute the derivative and rearrange it to obtain
∇DOu f (u) = A⊤u (A−1pde)⊤My A−1pde Auu− A⊤u (A−1pde)⊤Myyd + λMuu
= A⊤u

(A−1pde)
⊤My A−1pde Auu− (A−1pde)⊤Myyd

+ λMuu
= A⊤u

(A−1pde)
⊤My

A−1pde Auu− yd

+ λMuu.
By
pDO :=

A−1pde
⊤
My

A−1pde Auu− yd

(5.2.21)
we define an adjoint variable pDO and obtain the gradient with respect to the DO approach
∇DOu f (u) = A⊤u pDO + λMuu.
Bringing in (5.2.21)

A−1pde
⊤
on the left-hand side and using y = A−1pde Auu we obtain an
explicit equation for pDO by
M −M · · · 0
0 A
. . .
...
0
. . . . . . −M
0 0 0 A
 pDO =

0 0 · · · 0
0
. . . . . .
...
...
. . . 0 0
0 · · · 0 M


 y0...
ynt
−
 0...
yd

 ,
where we use that (A⊤pde)
−1 = (A−1pde)
⊤ holds. This equation cannot be interpreted as solv-
ing the adjoint PDE resulting from the OD approach by any integration scheme but it can
be solved iteratively by “backward inserting”. This is exactly what algorithmic differentia-
tion (AD) would do when computing the derivative of the code of Euler’s method applied
to our problem. We can mimic this by solving the DO adjoint equation by the iteration
(M + δtK)pnt = M(ynt − yd)
(M + δtK)pk−1 = Mpk k = nt, ..., 2 (5.2.22)
Mp0 = Mp1.
This is comparable with the reverse mode of algorithmic differentiation (AD) and will work
also if the step size is not constant. We refer for an introduction in AD to the book of
Griewank and Walther [42]. In (5.2.5) we have the directional derivative of f (u) given as
d f (u)
du
h =
ˆ
Q
p(t, x)h(t, x)dxdt + λ
ˆ
Q
u(t, x)h(t, x)dxdt
with direction h ∈ L2(Q). Using the inner product from the previous section, we obtain the
gradient for the OD approach as
∇ODu f (u) = M˜u pOD + λMuu,
where the matrix M˜u is defined by
M˜u :=

0 α1M 0 · · · 0
0 0
. . . . . .
...
...
...
. . . . . . 0
0 0 · · · 0 αnt M
 ,
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where we have chosen the weights αk as above. The discrete scheme for solving the adjoint
equation by Euler’s method reads
A −M · · · 0
0 A
. . .
...
0
. . . . . . −M
0 0 0 M
 pOD =

0 0 · · · 0
0
. . . . . .
...
...
. . . 0 0
0 · · · 0 M


 y0...
ynt
−
 0...
yd

 ,
and we assume that y is already known from solving the state equation numerically with
source u. Defining
Aadj =

A −M · · · 0
0 A
. . .
...
0
. . . . . . −M
0 0 0 M

we have
pOD :=

Aadj
−1
My

A−1pde Auu− yd

.
and
∇ODu f (u) = M˜u pOD + λM˜uu.
Now we can characterize the steps within one iteration of the gradient loop in DO and
OD version by
Equation DO OD
state solve∗ Apdey = Auu− yd
adjoint solve∗ ATpde pDO = My(y− yd) solve∗ Aadj pOD = My(y− yd)
gradient ∇DOu f (u) = A⊤u pOD + λMuu. ∇ODu f (u) = M˜u pDO + λMuu
Note that the operations marked with a ∗ are performed equivalently by applying the
iterative implicit Euler method. Since the discrete objective and the discrete state equation
are identical in DO and OD approaches, the numerical gradient (with respect to the chosen
inner product used for the discrete objective function) is ∇DOu f (u).
However, since we want to solve the adjoint equation by using an ODE solver for the
semi discrete adjoint equation, we should study the quality of the approximation of the gra-
dient ∇DOu f (u) by ∇ODu f (u) . We should mention that a good approximation of ∇DOu f (u)
does not necessarily need an accurate solution of the adjoint equation, the term A⊤u pOD −
M˜u pDO must be minimal.
We consider now one iteration of the gradient method. Let u be given. The distance
between the gradients DO and OD can be expressed by
∇DOu f (u)−∇ODu f (u) = A⊤u pDO + λMuu−

M˜u pOD + λMuu

= A⊤u pDO −

A⊤u + B1

pOD
= A⊤u (pDO − pOD)− δtB1 pOD,
where we define
B1 =

0 0 0 · · · 0
0 0
. . . . . .
...
...
...
. . . 0 0
0 0 · · · 0 12 M
 .
From ATpde pDO = My(y− yd) and Aadj pOD = My(y− yd) we obtain
A⊤pde pDO − Aadj pOD = A⊤pde pDO − (A⊤pde − δtB2)pOD = 0,
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with
B2 :=

K 0 · · · 0
0 0
. . .
...
0
. . . . . . 0
0 0 0 −K
 .
From that we have
pDO − pOD = δt

A⊤pde
−1
B2 pOD,
or more in detail
pDO − pOD = δt

M −M · · · 0
0 A
. . .
...
0
. . . . . . −M
0 0 0 A

−1
K 0 · · · 0
0 0
. . .
...
0
. . . . . . 0
0 0 0 −K
 pDO.
The difference between the gradient OD and DO at u can now expressed by
∇DPu f (u)−∇ODu f (u) = A⊤u (pDO − pOD) + δtB1 pOD
= δt · A⊤u

A⊤pde
−1
B2 pOD + δtB1 pOD
= δt ·

A⊤u

A⊤pde
−1
B2 + B1

pOD
δt ·

A⊤u

A⊤pde
−1
B2 + B1

A−1adj My(y− yd).
It follows that
∥∇DPu f (u)−∇ODu f (u)∥L2(Qδt,∆) =
δt
A⊤u A⊤pde−1 B2 + B1 A−1adj My(y− yd)
L2(Qδt,∆)
.
To see that the term within the norm is bounded, we consider
δt · A⊤u

A⊤pde
−1
B2 pOD + δtB1 pOD = δt ·

A⊤u

A⊤pde
−1
B2 A−1adj My(A
−1
pde Auu− yd)
+B1 A−1adj My(A
−1
pde Auu− yd)

.
On the right-hand side we apply the inverse of the state matrix, adjoint OD and DO matri-
ces on u . Since the term in the norm on the right-hand side is bounded, we have
∥∇DPu f (u)−∇ODu f (u)∥L2(Qδt,∆) ≤ c · δt.
where c depends on u but not from δt. Note that c > 0 iff My

A−1pde Auu− yd

= My (ynt − yd) ̸=
0.
We have two options to control the quality of the gradient ∇ODu f (u).
(i) Choose δt such that cδt is sufficiently small. For that, we need an estimation forA⊤u A⊤pde−1 B2 + B1 A−1adj My(y− yd)
L2(Qδt,∆)
.
(ii) Choose an integration formula for the discrete objective, such that B1 = 0. Setting
αk = δt for k = 1, ..., nt and
˜
Q u(t, x) dx dt ≈ δt∑ntk=1 uk Muk we have B1 = 0. Alter-
natively, we can adapt the Euler method such that Au = M˜u.
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Note that B2 ̸= 0 for all δt > 0 and therefore the distance
∥∇DPu f (u)−∇ODu f (u)∥L2(Qδt,∆)
remains larger than zero.
Similar to Section 5.2.2 we can consider non-equidistant partitions of [0, T] also for the
reduced problem.
A⊤pde pDO − Aadj pOD = A⊤pde pDO − (A⊤pde − B2)pOD = 0.
where
B2 :=

δt1 0 · · · 0
0 δt2 − δt1 . . .
...
. . . . . . . . .
...
. . . δtnt − δtnt−1 0
0 · · · 0 −δtnt


K 0 · 0
0 K
. . .
...
. . . . . . . . .
...
. . . K 0
0 · · · 0 K

.
Analogously to the equidistant partition, we obtain
∇DOu f (u)−∇ODu f (u) = A⊤u (pDO − pOD)− B1 pOD,
with
B1 :=
1
2

δt2 − δt1 0 · · · 0
0
. . . . . .
...
...
. . . δtnt − δtnt−1 0
0 · · · 0 −δtnt


M 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 · · · 0 M

and finally
∥∇DPu f (u)−∇ODu f (u)∥L2(Qδt,∆)
≤ δ˜t
A⊤u A⊤pde−1 B2 + B1 A−1adj My(y− yd)
L2(Qδt,∆)
,
where
δ˜t = max
k=1,...,nt
{δtk}.
We summarize the section in the following Corollary.
Corollary 5.2.4. For the discretization scheme described above, the distance between the discrete
gradient ∇DOu f (u) and the discretized gradient ∇ODu f (u) measured in the L2(Qδt,∆)-norm con-
verges towards zero as δ˜t := maxk=1,...,nt{δtk} → 0. There is a constant c > 0 such that
∥∇DOu f (u)−∇ODu f (u)∥L2(Qδt,∆) ≤ c · δ˜t.
Note here we use the same partition of [0, T] for both equations, but intentionally we
want use adaptive time stepping for both PDEs. The main advantage of using an iterative
OD method is being able to solve the semidiscrete state and adjoint equations by standard
ODE solvers, or solvers with the capability to choose the time steps adaptively. Using the
MATLAB software, methods like ode15s offer adaptive step size error control. In general,
using this approach, the partitions of the time interval [0, T] will differ significantly for state
and adjoint state equation.
The considerations in the last sections give us an impression of the generic problem. The
choice of the numerical approximation of the inner product of L2(Q) by (·, ·)L2(Qδt,∆), i.e the
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choice of the weights αk, together with the solution scheme for the semidiscrete state PDE
determine the discrete gradient
∇DOu f (u) = Mu pDO + λM˜uu.
On the other hand, we want to replace pDO by the numerical solution of the analytic adjoint
POD. To compute pOD efficiently, we want to use for the semidiscrete problem an adaptive
time stepping scheme. Obviously, to apply Mu pOD, pOD must be evaluated at the time
instances tk, given by the partition of [0, T] (either given or determined by the time stepping
of the state equation). A solution of this problem is to solve both equation on the same
partition of [0, T].
Using MATLAB’s ODE solvers this can be realized by forcing the ODE solver to give
back the solution at user defined time instances. Actually, this potentially increases the
“lack of adjointness”, since internally the ODE solver will use a different time stepping. In
figure 5.2.1 we show the results for a simple ODE example. We consider the state equation
y˙ + y = 0, y(0) = 1. The adjoint equation is − p˙ + p = 0, p(T) = pT . Here we set pT = 1.
The circles indicate the values of pDO at the time instances computed by the ode15s solver,
forced to use implicit Euler scheme and with a large absolute error tolerance. The dots mark
the values of pOD computed by ode15s using standard options, but forced to evaluated the
solution at the same time instances as pDO is defined on.
Figure 5.2.1.: Simple ODE example visualizing the “lack of adjontness”.
As a consequence, we can state that it makes no sense to solve only the adjoint equation
with a smaller error tolerance than the state equation.
However, to use only the partition of [0, T] obtained by solving the state equation adap-
tively is also not a good idea. For instance, in our parabolic model problem (PPE), both PDE
are initial value problems without source terms, but with reverse. time orientation. What
follows is that the change in system dynamics is concentrated around t = 0 for the state
and t = T for the adjoint equation. By the coupling adjoint state–control the will observe
rapidly changes of the adjoint state around t = T. Hence, the computation procedure of
the adjoint state should recognize the change in dynamics. But this is not or not sufficiently
possible if we fix the discretization with respect to the needs of the state equation.
To improve the quality of the numerical gradient, we must use smaller time steps for both
equations despite the fact that potentially we have a locally “over refined” time stepping.
In the following, we sketch a hybrid algorithm that combines ideas of the OD and DO
approaches.
Algorithm 5.2.5 (Adaptive gradient).
S1 Solve state equation with adaptive time stepping, Tst := {tk},k = 1, ...
S2 Solve adjoint equation with adaptive time stepping Tadj := {tk},k = 1, ...
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S3 Combine the set of time instances T := Tast  Tadj.
S4 Solve the state equation at time instances T .
S5 Solve the adjoint equation by the scheme (5.2.22).
S5 Compute the new direction of descent v by v = A⊤u pOD + λMuu.
Obviously, this algorithm computes the discrete adjoint, but on an error controlled time
discretization. It needs two additional evaluations of the state and adjoint scheme, respec-
tively. In contrast to AD, Algorithm 5.2.5 uses information on the dynamics of the adjoint
equation.
Remark 5.2.6. The results of this section are not restricted to the implicit Euler method.
Using e.g. BDF-2 formula, we obtain similar matrices B and B2, respectively. By the same
technique demonstrated in this section we can proof only first order convergence for the
difference between the OD and DO solutions whereas δt → 0.
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Chapter 6.
Numerical examples
In this section we perform some test of the presented algorithms. We use the elliptic model
problem to analyze the algorithms quantitatively, i.e. convergence with respect to smooth-
ing parameters, the central path etc.
We use well known benchmark problems from the literature, for instance taken from the
book [108].
As mentioned before, the parabolic model problem can be treated in a similar way, but
we are restricted by the size of the linear systems we have to solve. Instead of study it
quantitatively, we will use our parabolic model problem to study some issues we have
discussed in Chapter 5.
6.1. Optimal control of elliptic PDEs
In this section we consider three examples of optimal control problems: One with box-
constraints on the control and one with mixed control-state constraints of box-type. Addi-
tionally, we consider a problem without inequality constraints.
Here and in the following, uh, yh , and ph denote the numerically computed optimal
control, state and the associated adjoint state, respectively, and u¯h, y¯h, and p¯h denote the
projections of the exact solutions into the FE space.
We use in the following the discrete L2-norm defined by ∥vh∥ :=

v⊤h Mvh.
Example 6.1.1. A problem without inequality constraints
We consider the problem
min
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u− ud∥2L2(Ω)
subject to
(c∇y,∇h)L2(Ω) + (ay, h)L2(Ω) = (u, h)L2(Ω) + (q, h)L2(Γ)
for all h ∈ H1(Ω). The spatial domain Ω is the square (0,π)2, and let c ≡ 1, a ≡ 1 and
q(s) = − sin(s). We define the functions
yd = sin(x1) sin(x2)− 1
ud =
1
λ
+ 3 sin(x1) sin(x2).
By a simple calculation, we use the strong formulation of the optimality system and insert
the functions, we observe that
y¯ = sin(x1) sin(x1)
u¯ = 3 sin(x1) sin(x2)
p = 1
are the optimal solutions for the problem for all λ > 0.
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All-at-once method Thanks to the reduction of the dimension of the optimality system
by replacing the control by the adjoint, we have to solve only two coupled PDEs, cf. Section
4.1.
Since the gradient based methods are not promising with respect to fast convergence,
we can assume that the effort to solve the coupled system ones is smaller then the effort to
solve two PDEs sequentially and iterate this process.
In contrast to the examples in Sections 2.4.1 we use here only OOPDE basis classes to
compute the linear system. The MATLAB code is shown in Appendix B.
To solve the linear system, we use MATLABs lmdivide method, i.e. a direct LU-solver,
cf. the “decision tree” for handling linear systems in [70]. This is of course a more practical
decision and makes the programs more robust but potentially sub-optimal with respect to
the efficiency.
Table 6.1.1 shows the relative errors for state, control and adjoint state. We start with
a triangulation with two triangles and refine the mesh k-times uniformly. The resulting
meshes consist of 9 to 263,169 nodes and 8 to 524,288 elements. Table 6.1.1 shows the
relative errors for state, control and adjoint state, measured in the discrete L2(Ω)-norm and
the time needed for solving the problem. It may be not surprising that Table 6.1.1 shows
second order convergence of the errors whether the mesh-size goes towards zero, and a
computational time increasing with order between two and three.
#refinements ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥ time [s]
1 2.79e-2 7.73e-1 2.96e-2 6.4e-3
2 6.09e-3 1.65e-1 8.27e-3 6.8e-3
3 1.78e-3 4.12e-2 2.60e-3 7.6e-3
4 4.79e-4 1.04e-2 7.14e-4 1.35e-2
5 1.23e-4 2.60e-3 1.84e-4 3.68e-2
6 3.09e-5 6.50e-4 4.63e-5 1.39e-1
7 7.74e-6 1.63e-4 1.16e-5 7.0e-1
8 1.94e-6 4.07e-5 2.90e-6 3.6
9 2.17e-6 9.81e-6 3.25e-6 20.8
Table 6.1.1.: All-at-once method. Relative errors and elapsed time.
More interesting may be the distribution of the error. In Figure 6.1.1 we show the squares
of the errors for state and adjoint state after four refinements.
Figure 6.1.1.: Distribution of the error of state (left) and adjoint state (right) after performing
four uniform refinements.
Although the local error may be small, the differences in the distribution of the local
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errors are visible. A local mesh refinement would lead to a locally refined mesh near all
four corners of the domain in the case of the state equation while a local refinement in the
case of the adjoint equation would lead to a locally refined mesh around the points (0, 0)
and (1, 1).
Gradient method We also use the gradient method (Algorithm 4.2.1) to solve the uncon-
strained problem. The stopping criteria was ∥v∥2 ≤ 1e− 6. Table 6.1.2 shows the relative
errors for state, control and adjoint state, measure in the L2(Ω)-norm as well as the number
of iterations and the elapsed time depending on the number of refinements of the basic
mesh.
#refinements ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥ time [s]
1 1.89e-1 6.84e-1 2.01e-1 2.50e-2
2 3.841e-2 1.53e-1 5.21e-2 3.00e-2
3 9.04e-3 3.37e-2 1.32e-2 3.30e-2
4 2.23e-3 9.96e-3 3.33e-3 5.50e-1
5 5.56e-4 2.50e-3 8.33e-4 1.60e-1
6 1.39e-4 6.19e-4 2.08e-4 6.00e-1
7 3.47e-5 1.57e-4 5.21e-5 2.8
8 8.69e-6 3.93e-5 1.30e-5 13.8
9 2.17e-6 9.82e-6 3.26e-6 65
Table 6.1.2.: Gradient method. Relative errors, number of iterations and elapsed time.
The stopping criterion was reached after at most 8 iterations. Comparing both algo-
rithms, we can state that the direct method is faster in all of our tests. However, the gradi-
ent method consumes only half of the memory needed by the direct method. On the finest
mesh, both algorithms end with exactly the same discretization errors.
Note that since K + M + Q = (K + M + Q)⊤ the discrete system obtained by the Do ap-
proach is exactly the same as the discrete system obtained by the OD approach. The system
matrix is symmetric but indefinite. However, in this case, there is no “lack of adjointness”.
In the following Table 6.1.3 we compare the control computed by the all-at-once method,
here denoted by udirect, and the control computed by the gradient method, denoted by
ugradient for different values of the stopping criterion of the gradient loop and for different
mesh widths. Obviously, the difference is independent of the mesh width and depends
only on the choice of stopping criterion ∥v∥ < δ within the gradient method.
Example 6.1.2. A problem with control constraints
This example is taken from [108], Section 2.9.2. We consider the modified problem
min
1
2

∥y− yd∥2L2(Ω) + ∥u∥2L2(Ω)

− 12
ˆ
Γ
y dx
subject to
(∇y∇v)L2(Ω) + (y, v)L2(Ω) = (u, v)L2(Ω) + ( f , v)L2(Ω)
for all v ∈ H1(Ω) and
0 ≤ u(x) ≤ 1 a.e. in Ω.
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#refinements ∥udirect − ugradient∥
δ 1e-3 1e-6 1e-9
1 3.97e-6 1.31e-8 3.55e-10
2 1.12e-5 8.72e-9 7.39e-11
3 5.96e-6 6.19e-8 7.31e-11
4 3.31e-6 2.04e-8 1.07e-10
5 3.09e-6 7.19e-9 6.56e-11
6 3.11e-6 5.15e-9 1.34e-11
7 3.12e-6 5.01e-9 9.74e-11
8 3.1281e-6 5.00e-9 3.61e-12
9 3.1289e-6 5.01e-9 4.10e-10
Table 6.1.3.: Distance between the control obtained by direct and iterative solver.
For simplicity we choose Ω = (0, 1)2. Note that λ = 1 and that the additional integral over
the boundary will not change our theory but it will change slightly the optimality system.
We choose the desired state as
yd(x) = 12

(x− 1/2)2 + (y− 1/2)2

− 142/3
and f = 1 − min(1, max(0, 12((x − 0.5)2 + (y − 0.5)2) − 1/3)). By applying the formal
Lagrange method we obtain the adjoint equation as
(∇p,∇v)L2(Ω) + (p, v)L2(Ω) − 12(p, v)L2(Γ) = (y, v)L2(Ω) − (yd, v)L2(Ω) in Ω
Note the non homogeneous boundary condition. By a simple calculation, see [108], Section
2.9.2. for details, we can show that the functions
u¯(x) = min(1, max(0, 12

(x− 1/2)2 + (y− 1/2)2

− 1/3))
y¯(x) ≡ 1
p(x) = 1/3− 12

(x− 1/2)2 + (y− 1/2)2

fulfill the optimality conditions for the modified problem. Note that in our modified setting
the adjoint equation no longer has homogeneous boundary conditions and we have added
the constant source term f in the state equation. In the Appendix we present the codes
implementing the used algorithms extended to handle such modified problems.
Conditioned gradient method We have to modify the computation of the step size s.
Instead of formula (4.3.2) we have to use
s0 = −
(y(un)− yd, y(un)− y(vn)) + λ(un − ud, vn − un)− 12
´
Γ y(un)− y(vn)ds
∥y(vn)− y(un)∥2L2(Ω) + λ∥vn − un∥2L2(Ω)
(6.1.1)
and of course we have to modify the computation of the state and adjoint equation accord-
ing to the modifications of the problem.
After ten iterations, the algorithm cannot find a descent direction and stops the compu-
tation.
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#iteration ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥
1 2.40e-1 2.80e-1 1.345e-1
2 1.40e-1 7.35e-2 3.50e-2
3 8.84e-2 1.19e-2 5.70e-3
4 6.61e-2 7.00e-4 8.0e-4
5 5.49e-2 2.80e-3 1.50e.3
6 4.57e-2 3.00e-4 7.00e-4
7 4.01e-2 4.00e-4 8.00e-3
8 3.57e-2 1.00e-4 7.00e-4
9 3.17e-2 6.00e-4 8.00e-4
10 2.96e-2 4.00e-4 8.00e-4
Table 6.1.4.: Convergence of the conditioned gradient algorithm on a mesh with 2, 048
elements.
iteration ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥
1 1.3049 0.4450 0.2120
2 0.1318 0.0018 0.0010
3 0.0009 0.0016 0.0011
Table 6.1.5.: Convergence of the active set algorithm. The mesh consist of 2, 048 elements.
After three iterations, the active sets no longer change.
Active set algorithm The algorithm finds the solution after only three iterations. The
error depends only on the discretization.
After convergence of the active set algorithm the error is determined by the finite element
error. We let the mesh width go towards zero by refining the mesh uniformly. We start with
an initial mesh with two elements. After a refinement step, the mesh width is hk+1 = hk/2.
Table 6.1.6 shows the quadratic convergence of the solutions.
Smoothed projection We test the smoothed projection algorithm. In contrast to COM-
SOL MULTIPHYISCS, MATLAB has no smoothed sign function nor a smoothed min or max
functions. However, the implementation of smsign is rather simple. We use the simple
polynomial class to define the polynomial given by (4.5.11). Here eval is its evaluation
method, altogether quite similar to MATLAB’s polyval. The methods are implemented
exactly as given in the definitions in Section 4
function val = smax(obj ,a,b)
if obj.smoothing == 0
val = max(a,b);
else
val = 0.5*(a+b+obj.smsign(a-b).*(a-b));
end
end
function val = smin(obj ,a,b)
if obj.smoothing == 0
val = min(a,b);
else
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#refinements ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥
1 0 0.0120 0.1160
2 0.0401 0.1001 0.0617
3 0.0120 0.0252 0.0169
4 0.0036 0.0066 0.0044
5 0.0009 0.0016 0.0011
6 0.0002 0.0004 0.0002
7 6.00e-5 0.0001 6.96e-5
8 1.50e-5 2.55e-5 1.74e-5
9 3.78e-6 6.39e-6 4.35e-6
Table 6.1.6.: Active set algorithm. Error of the solutions after convergence of the active set
algorithm.
val = 0.5*(a+b-obj.smsign(a-b).*(a-b));
end
end
function val = smsign(obj ,a)
val = zeros(size(a));
val(a<-obj.smoothing) = -1;
val(a>obj.smoothing) = 1;
val((a<=obj.smoothing&a>=-obj.smoothing)) =...
obj.poly.eval(a(a<=obj.smoothing&a>=...
-obj.smoothing));
end
The property smoothing codes here the smoothing parameter ε. If we set smoothing to
zero, the code uses MATLAB’s standard sign function. The smoothed projection itself is
implemented straightforward in a method projection.
function val = projection(obj ,~,y)
val = zeros(size(y));
p = y(obj.grid.nPoints +1:end ,end);
val(obj.grid.nPoints +1:2* obj.grid.nPoints) = ...
obj.M*obj.smin(obj.smax(-1/obj.lambda*p...
+obj.u_d ,obj.constraint_lower),...
obj. constraint_upper);
end
We overwrite pde.solve by the following code, which forces the use of the Newton
solver from pde class. Further, we initialize here the polynomial.
function solve(obj)
obj.poly = polynomial ([...
-5/2*obj.smoothing ^(-7)...
0 ...
63/8* obj.smoothing ^(-5)...
0 ...
-35/4*obj.smoothing ^(-3)...
0 ...
35/8* obj.smoothing ^(-1)...
0 ]);
solve@pde(obj ,'STATIONARY ');
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obj.splitSolution;
end
For a first try, we chose a mesh with 2,048 elements. The algorithm stops after five New-
ton iterations.
An interesting question is the behavior of the control for different values of ε. By the
definition of smsign, it may be clear that the control is not sufficiently feasible with respect
to the control constraints. The next table shows the linear convergence of the control for
ε → 0 towards the analytical solution up to ε ≈ 3.125e− 2 where the discretization error
dominates the regularization error.
ε ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥
1 3.58e-02 4.84e-3 2.44e-3
0.5 1.57e-02 3.59e-4 8.09e-4
0.25 6.07e-03 2.41e-4 8.00e-4
0.125 1.53e-03 3.21e-5 7.92e-4
0.0625 8.40e-04 4.49e-5 7.92e-4
3.1250e-2 2.66e-04 2.05e-5 7.92e-4
1.5625e-2 2.73e-04 2.30e-5 7.92e-4
7.8125e-3 2.47e-04 2.46e-5 7.92e-4
Table 6.1.7.: Smoothed projection. Error depending from the regularization ε of the projec-
tion formula.
In Figure 6.1.2 we present snapshots of the control for some values ε. The smoothing of
the border of the active sets is visible, also the non feasibility of the control.
The code of the class smoothedProjection is given in Appendix B.
Short-step interior point algorithm The algorithm needs entirely 32 steps to reach the
stopping criterion µ < µend = 1e− 8 . Three steps are not valid. In Table we present the
relative errors between the numerically calculated solutions uhµ, yhµ, and phµ depending on
the path parameter µ and h and the exact solutions u¯h, y¯h, and p¯h.
µ ∥uhµ − u¯∥/∥u¯∥ ∥yhµ − y¯∥/∥y¯∥ ∥phµ − p¯∥/∥ p¯∥
1e-1 0.1042 0.0183 0.0088
1e-2 0.0267 0.0022 0.0013
1e-3 0.0057 1.73e-4 7.96e-4
1e-4 6.88e-4 2.10e-5 7.92e-4
1e-5 2.69e-4 2.39e-5 7.92e-4
1e-6 2.46e-4 2.39e-5 7.92e-4
1e-7 2.46e-4 2.41e-5 7.92e-4
1e-8 2.46e-4 2.41e-5 7.92e-4
1e-9 2.46e-4 2.41e-5 7.92e-4
Table 6.1.8.: Error depending onµ for a mesh with 2048 elements.
133
6. Numerical examples
ε = 1 ε = 1/2
ε=1/4 ε = 1/8
Figure 6.1.2.: Control depending from ε .
In Figure 6.1.3 we present some iterates of the control depending on μ. As in Figure
6.1.2, the smoothing of the control is visible. The error of the interior point algorithm is
accumulated from the discretization error depending on the mesh-size of the grid and the
homotopy error. Forμ < 1e− 6 the error stagnates. Here the discretization error dominates
the error in the homotopy. In Table 6.1.6 we present the calculation for a refined mesh with
32,768 elements.
μ ‖uhμ − u¯h‖/‖u¯h‖ ‖yhμ − y¯h‖/‖y¯h‖ ‖phμ − p¯h‖/‖ p¯h‖
1e-1 0.1062 0.0184 0.0087
1e-2 0.0281 0.0023 0.0011
1e-3 0.0064 0.0002 0.0001
1e-4 7.64e-4 4.02e-6 4.96e-5
1e-5 1.42e-4 7.49e-7 4.96e-5
1e-6 2.78e-5 1.30e-5 4.96e-5
1e-7 1.60e-5 1.48e-6 4.96e-5
1e-8 1.59e-5 1.49e-6 4.96e-5
1e-9 1.59e-5 1.49e-6 4.96e-5
Table 6.1.9.: Error depending on μ for a mesh with 32,768 elements.
Again, the error for the control stagnates, but here for μ < 1e − 8. This behavior leads
directly to algorithms with adaptive mesh refinement while performing the path-following
μ → 0. For adaptive path-following algorithms we refer to [115] and [117] and for an
implementation and some numerical experiments to [87].
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µ = 1e− 1 µ = 1e− 2
µ = 1e− 3 µ = 1e− 4
Figure 6.1.3.: Iterates o the control uhµ depending on µ.
Example 6.1.3. A problem with mixed control-state constraints
We take this example from [74], Example 1. We consider the problem
min
1
2
∥y− yd∥2L2(Ω) +
λ
2
∥u∥2L2(Ω)
subject to
(∇y,∇h)L2(Ω) + (y, h)L2(Ω) = (u, h)L2(Ω)
for all h ∈ H1(Ω), and to the pointwise mixed control-state constraints
y(x) + εu(x) ≥ y(x)
almost everywhere in Ω. Here as usual, λ > 0 and ε > 0. For the domain we choose the
unit square Ω = (0, 1)2.
We fix λ = 1 and set ε = 0. Define
yd(x) = 4−max

−20((x1 − 0.5)2 + (x2 − 0.5)2) + 1, 0

y(x) = min

−20 ∗ ((x1 − 0.5).2 + (x2 − 0.5).2) + 3, 2

.
Now we can show that the functions
u¯ = 2
y¯ = 2
p = −2
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are optimal solutions for the pure state constrained problem. Additionally, we have for the
state constrained problem the Lagrange multiplier
η = min

−20 ∗ ((x1 − 0.5).2 + (x2 − 0.5).2) + 1, 0

.
Obviously, by this construction we have η ∈ L2(Ω) ∩ C(Ω¯). In general, Lagrange multi-
pliers for such problems are regular Borel measures, cf. [8] . For the technique to derive
analytical solutions we refer to [74].
In the next paragraphs we study the performance of different algorithms and the influ-
ence of the choice of ε.
Active set algorithm We set the Lavrentiev parameter ε = 1e− 3 and compute the errors
in every iteration for the control, state, and adjoint state.
#iteration ∥u¯h − uh∥/∥u¯h∥ ∥y¯h − yh∥/∥y¯h∥ ∥ p¯h − ph∥/∥ p¯h∥
1 9.50e-1 31.1 26.00
2 8.17e-1 24.7 20.98
3 6.71e-1 20.6 17.65
4 4.95e-1 16.5 13.14
5 2.62e-1 10.4 6.82
6 8.01e-2 4.07 2.08
7 5.79e-3 5.37e-1 1.33e-1
8 1.16e-3 1.91e-2 4.97e-3
9 9.91e-4 1.19e-3 1.19e-3
10 9.98e-4 9.98e-4 1.04e-3
11 9.98e-4 9.98e-4 1.04e-3
Table 6.1.10.: Errors in control, state, and adjoin per active set iteration.
We study now the dependence of the number of active set iteration from the regulariza-
tion ε.
ε #iterations
1e-1 4
1e-2 7
1e-3 11
1e-4 19
1e-5 29
1e-6 28
1e-7 30
1e-8 28
Table 6.1.11.: Number of iterations of active set algorithm depending on the Lavrentiev
regularization.
We see the influence of the regularization, the number of iterations increases by decreas-
ing ε. Obviously, here the regularization influences the numerical calculation, cf. the quote
on page 33.
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.
Interior point algorithm We have to tune the parameters ε, µ0 and µend. We choose µ0 = 1,
u0 = 0, and ε = 1e− 3. Let y0 = 5, p0 = 0. The domain was discretized by a regular grid
with 8,192 elements. Let uhµ , yhµ, phµ be the numerically computed solutions for control, state
and adjoint state at µ, and let be u¯, y¯ and p¯ the projections of the exact solutions for control,
state and adjoint state into the FE space. We study the convergence of the central path, i.e.
the distances uhµ − u¯ etc.
µ ∥uhµ − u¯h∥/∥u¯h∥ ∥yhµ − y¯h∥/∥y¯h∥ ∥phµ − p¯h∥/∥ p¯h∥
1e-1 2.05e-2 2.05e-2 2.05e-2
1e-2 8.97e-5 2.62e-4 3.31e-4
1e-3 5.14e-4 5.68e-4 6.30e-4
1e-4 9.82e-4 1.01e-3 1.06e-3
1e-5 9.86e-4 9.95e-4 1.04e-3
1e-8 9.97e-4 9.98e-4 1.04e-3
1e-10 9.97e-4 9.98e-4 1.04e-3
Table 6.1.12.: Error for control, state, and adjoint depending on the homotopy parameter µ
for ε = 1e− 3.
We chose now ε = 1e− 6 and repeat the computations.
µ ∥uhµ − u¯h∥/∥u¯h∥ ∥yhµ − y¯h∥/∥y¯h∥ ∥phµ − p¯h∥/∥ p¯h∥
1e-1 2.1037 2.1058 2.1057
1e-2 9.69e-4 9.99e-4 9.99e-4
1e-3 3.29e-4 4.13e-4 4.13e-4
1e-4 5.33e-5 2.38e-4 2.39e-4
1e-5 2.96e-6 1.45e-4 1.46e-4
1e-6 7.48e-6 4.49e-5 4.58e-5
1e-7 9.56e-6 1.44e-5 1.52e-5
1e-8 9.91e-6 1.02e-5 1.08e-5
1e-10 9.98e-6 9.99e-6 1.04e-5
Table 6.1.13.: Error for control, state, and adjoint depending on the homotopy parameter µ
for ε = 1e− 6.
Important for the performance is the number of iterations. Since we use an adaptive
step size control for the path-following, the number of iterations may depend on the reg-
ularization parameter. We use µend = 1e− 8 and run the program for different values of
ε.
Obviously, for ε = 1e− 1 the problems is over regularized: The constraints will become
in-active and hence the algorithm can use the maximal step size. For ε = 1e− 2, for µ0 = 1
the algorithm fails with “no feasible solution found” error. We start at µ0 = 2 to fix this
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ε #iterations #failed
1e-11 8 0
1e-22 37 6
1e-3 38 6
1e-4 39 6
1e-5 39 6
1e-6 39 6
1e-7 39 6
1e-8 39 6
Table 6.1.14.: Number of interior point iterations and failed steps depending on ε.
problem. In all other cases, the algorithm finds a solution. The step size controller reduces
the step size six times, i.e. six solutions have been rejected.
As mentioned in Section 3.1.5, the function
η(x; μ) :=
μ
y(x) + εu(x)− y(x)
converges for μ → 0 towards the Lagrange multiplier ηε of the mixed control-state con-
strained problem with respect to the L2(Ω)-norm. Figure 6.1.4 shows the snapshots of η
for different values of μ.
Figure 6.1.4.: Convergence of the approximation of the Lagrange multiplier. Snapshots
along the path at μ = 10−3, μ = 10−4, μ = 10−6, and μ = 10−8.
Summary 6.1.4. We considered three optimal control problems with a elliptic PDE as con-
straint:
(i) a problem without additional inequality constraints,
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(ii) a problem with box constraints for the control,
(iii) a problem with unilateral constraints for mixed control-state constraints.
The problem given by (i) can be solved very efficiently by the direct all-at-once method, i.e.
by solving the discretized KKT system. The quality of the solutions is mainly determined
by the discetization error, while the CPU time depends on the used linear solver.
The solver based on the method of steepest descent provides solutions which depend
also on the stopping criterion. However, by the slow convergence of gradient methods, it
is hopeless inferior in comparison with the all-at-once method.
Also the effort for writing a code to solve the problem directly can be neglected while the
implementation of the gradient method is more complex.
Problem (ii) was solved by the conditioned gradient method, the active set algorithm,
the smoothed projection algorithm and the interior point algorithm.
The conditioned gradient method cannot find a descent direction after in the 10th iter-
ation. The obtained solutions are suboptimal, the relative error for the control is around
0.03.
The active set algorithms stops after three iterations, the distance between the exact and
the discrete solutions is determined by the error of the FEM. In our implementation we
observe second order convergence whereas h → 0.
The smoothed projection algorithm needs five Newton iterations to solve the problem.
The error depends on the FEM error and the smoothing parameter.
The interior point algorithm provides a solution where the error depends from the FEM
approximation and the path parameter µ. It need 32 steps to reach the stopping criterion.
The iterates of the conditioned gradient algorithm and the interior point algorithm are
strictly feasible but the iterates of the active set algorithm are non-feasible, except the fi-
nal solution. All iterates of the smoothed projection are potentially non-feasible, also the
returned solution may be non-feasible with respect to the control constraints.
The coding effort for the smoothed projection is negligible whether we have a Newton
solver at hand. The interior point algorithm is also less expensive in view of coding effort
as long as we use an already existing Newton solver. The active set algorithm can be im-
plemented in MATLAB using OOPDE classes and some basic methods used e.g. to identify
the active sets.
In the case of problem (iii) we compare the active set and interior point algorithms. The
number of iteration of the active set algorithm was found to depend on the Lavretiev pa-
rameter. A smaller regularization leads to a larger number of iterations. The number of
iteration of the interior point algorithm was found independent from the Lavretiev param-
eter, but yet larger than the number of iteration needed by the active set algorithm.
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In this section we study some issues of the all-at-once and gradient methods applied to our
parabolic model problem.
Note that we study in Chapter 8 an optimal control problem for a parabolic PDE, where
the spatial domain is a subset of R3, and the PDE is must be computed on a large time
interval. This “real world” problem is a much harder test for the algorithms from Chapter
4 than an artificial “toy problem” can be.
Example 6.2.1. A problem without inequality constraints. We consider the problem
min f (y, u) := 1
2
∥y− yd∥2L2(W) +
λ
2
∥u∥2L2(Q)
subject to
∂
∂t
(y(t), v)L2(W) + ( ∇y(t),∇v)L2(W) = ( u, v)L2(W)
(y(0), v)L2(W) = ( y0, v)L2(W)
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for all v ∈ H1(Ω). Let Q = (0, 1)×Ω, and let Ω be the unit circle in R2. We chose y0 = 0.5,
yd =
(
1 if x2 > 0
0 otherwise
.
We discretize Ω by an unstructured mesh and choose an equidistant time interval by
δt = 1nt , tk = kδt for k = 0, ..., nt.
We test now the all-at-once and the gradient algorithms. The focus lies here on the per-
formance, not on the convergence of the solutions for h → 0 and δt → 0.
All-at-once method First we apply the direct solver. The size of the linear problem is
determined by 2(nt + 1)nx. This is a strong restriction for convergence studies.
However, we will vary δt, λ and h and measure the elapsed time (by MATLABS’s tic/toc
functions) and the value of the objective. First we chose λ = 1.
nx δt DoF f (y, u) CPU [sec]
90 0.05 3,780 0.3291 0.1
90 0.025 7,380 0.3236 0.3
90 0.0125 14,580 0.3203 0.7
90 0.00625 28,980 0.3185 1.6
nx δt DoF f (y, u) CPU [sec]
327 0.05 13,734 0.3467 1.3
327 0.025 26,814 0.3410 4.2
327 0.0125 52,974 0.3376 16.2
327 0.00625 105,294 0.3358 294
nx δt DoF f (y, u) CPU [sec]
1245 0.05 52,290 0.3548 91.8
1245 0.025 102,090 0.3491 616.0
1245 0.0125 — — —
1245 0.00625 — — —
Table 6.2.1.: Performance for regularization λ = 1.
Now we reduce the Tikhonov parameter and set λ = 10−1 .
At last we set the Tikhonov parameter λ = 10−2 .
The performance depends significantly on the discretization, but the influence of the
regularization is not clear. However, if we believe in the measured times, a system of the
same dimension is harder to solve if it results from a finer spatial discretization, c.f. the
results for similar matrix dimension in Tables 6.2.1– 6.2.3.
The influence of the Tikhonov parameter on the condition number of the system matrix
is shown in Table 6.2.4. We fix the discretization (327 grid nodes and δt = 0.025) and vary
λ. The condition number was computed by MATLAB’s condest function.
Table 6.2.4 suggests an exponentially growing of the condition number whereas λ → 0.
However, for the values of λ considered here, the condition number is tolerable.
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nx δt DoF f (y, u) CPU [sec]
90 0.05 3,780 0.2125 0.2
90 0.025 7,380 0.1957 0.3
90 0.0125 14,580 0.1860 0.6
90 0.00625 28,980 0.1806 1.4
nx δt DoF f (y, u) CPU [sec]
327 0.05 13,734 0.2277 1.4
327 0.025 26,814 0.2105 4.5
327 0.0125 52,974 0.2005 14.8
327 0.00625 105,294 0.1948 156.5
nx δt DoF f (y, u) CPU [sec]
1245 0.05 52290 0.2354 66.2
1245 0.025 102090 0.2180 316.2
1245 0.0125 — — —
1245 0.00625 — — —
Table 6.2.2.: Performance for regularization λ = 0.1.
Also, the regularization do not influence the solvers performance. On the other hand,
fixing the discretization and vary λ we find for nx = 327 and δt = 0.00625 the following
CPU times:
Table 6.2.5 suggests that decreasing the regularization parameter improves the perfor-
mance, while the condition number increases, cf. Table 6.2.4.
Gradient method We solve the problem now by using the gradient method, cf. Algorithm
4.2.1. Note that in Algorithm 4.2.1 applying the control-to-state operator S requires solving
the state equation and applying the the adjoint operator S∗ requires solving the (time re-
verse) adjoint equation. We discretize both time dependent equations first with respect to
the spatial variable, c.f. Section 2.3.1. We obtain equation (2.3.5), i.e.
D
d
dt
y + (K + M + Q)y = Mu + G,
y(0) = y0
−D d
dt
p + (K + M + Q)p = 0,
p(T) = y− yd.
Using the implicit Euler scheme to discretize the time derivatives, we obtain
Dyk+1 − Dyk + δt(K + M + Q)yk+1 = δt(Muk + G),
y1 = y0
−Dpk + Dpk−1 + δt(K + M + Q)pk−1 = 0,
pnt = y− yd.
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nx δt DoF f (y, u) CPU [sec]
90 0.05 3,780 0.0878 0.1
90 0.025 7,380 0.0730 0.5
90 0.0125 14,580 0.0633 0.6
90 0.00625 28,980 0.0571 1.4
nx δt DoF f (y, u) CPU [sec]
327 0.05 13,734 0.1008 1.2
327 0.025 26,814 0.0849 3.7
327 0.0125 52,974 0.0743 13.9
327 0.00625 105,294 0.0673 136.1
nx δt DoF f (y, u) CPU [sec]
1245 0.05 52,290 0.1082 36.9
1245 0.025 102,090 0.0920 358.2
1245 0.0125 — — —
1245 0.00625 — — —
Table 6.2.3.: Performance for regularization λ = 0.01.
where δt = T/nt, tk = kδt. k = 0, ..., nt.
This discretization scheme has two remarkable properties
(i) By using the same time stepping scheme for state and adjoint equation, the control
update v = pl + λ(ul − ud) in Algorithm 4.2.1 needs no interpolation.
(ii) The time stepping schemes are the same as in the direct method described above.
In this sense, the gradient methods can be seen as an iterative solver for the direct
problem.
Of course, the choice of the implicit Euler scheme is only made for simplicity, we can use
every A-stable scheme, e.g. BDF-2.
Alternatively, we can solve the time dependent equation also by step size controlled
methods. In our programming context, the NDF/BDF-solver ode15s [100] may be the pro-
gram of first choice. Note that by the use of step size controlled solvers, the “lack of ad-
jointness” increases. Additionally, since the solver produces different sequences of discrete
time-steps δtl , l ∈ Istate/adj., an interpolation between adjoint state and state is necessary.
The convergence of the gradient methods depends on the regularization parameter λ.
For decreasing λ the number of gradient steps increases significantly.
Convergence of DO and OD solutions We check the convergence result on some numer-
ical examples. We use our parabolic model problem (PPE) with end-time observation
min
1
2
∥y− yd∥L2(Ω) +
λ
2
∥u∥L2(Q)
142
6.2. Optimal control of parabolic PDEs
λ condition number
1 4.9131e3
0.1 1.0399e4
0.01 6.4324e4
0.001 6.0270e5
1e-4 1.7277e7
Table 6.2.4.: Dependence of condition number of the system matrix from the Tikhonov reg-
ularization parameter.
λ CPU [sec]
1 294
0.1 156
0.01 136
Table 6.2.5.: Dependence of CPU time on Tikhonov regularization λ.
subject to
d
dt
(y(t), v)L2(Ω) + (∇y(t), v)L2(Ω) = (u, v)L2(Ω)
(y(0), v)L2(Ω) = (y0, v)L2(Ω)
for all v ∈ H1(Ω), where Ω ⊂ R N and Q = (0, 1)×Ω. We choose y0 ≡ 1.
To show the independence of the result from the parameters and spatial dimension, we
vary the Tikhonov parameter λ, the spatial mesh width h, and run some test for N = 1, 2.
Let uDO be the solution computed by the all-at-once method where the optimality system
comes from the DO approach and let uOD be the solution computed by the all-at-once
method where the optimality system comes from the OD approach. The FEM discretization
are identically for both approaches. The norm ∥ · ∥ = ∥ · ∥L2(δt,∆) is the discrete L2-norm
∥u∥L2(δt,∆) :=
 
∑ntk=0 αku
⊤
k Muk
 1/2
.
For the case N = 1, we chose Ω = (0, 1), and yd = sin(πx).
Let λ = 1. We obtain the results presented in Table 6.2.9.
We reduce the Tikhonov parameter. Let λ = 0.001. The distance between the control
computed by the OD and DO increases significantly. In Table 6.2.12 we observe the linear
convergence.
We repeat the experiment for a problem with two dimensional domain. Let Ω = (0, 1)2
and yd = sin(πx1) sin(πx2).
We choose λ = 1 and obtain linear convergence, independently form the spatial mesh-
width, cf. Table 6.2.11
Now we set λ = 0.001, again we obtain linear convergence, independently form the
spatial mesh-width, cf. Table 6.2.12.
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nx δt DoF f (y, u) #it CPU [sec]
90 0.05 90 0.3291 5 0.25
90 0.025 90 0.32356 4 0.33
90 0.0125 90 0.32029 4 0.57
90 0.00625 90 0.31847 4 1.12
nx δt DoF f (y, u) #it CPU [sec]
327 0.05 327 0.3466 3 0.3
327 0.025 327 0.3409 3 0.5
327 0.0125 327 0.3376 3 0.8
327 0.00625 327 0.3357 3 1.4
nx δt DoF f (y, u) #it CPU [sec]
1245 0.05 1245 0.35473 3 1.1
1245 0.025 1245 0.34904 3 2.0
1245 0.0125 1245 0.34569 3 4.1
1245 0.00625 1245 0.34382 3 6.5
Table 6.2.6.: Gradient Solver λ = 1
Remark 6.2.2. The numerical experiment shows that the distance between the solutions of
the DO and the OD approaches for the parabolic optimal control problem computed by
the all-at-once algorithm converges linearly towards zero if δt → 0. However, the con-
stant c depends on the problem parameters, e.g. the Tikhonov regularization λ or the PDE
coefficients d, c, and a. Tables 6.2.9–6.2.12 suggest that a small Tikhonov regularization
parameter leads to a larger constant. Since in realistic computation the step size is limited
by the available memory and hence a uniformly refinement of the partition of [0, T] is not
a realistic strategy to obtain accurate results, we should apply non-equidistant, adaptively
chosen partitions of the time interval.
Lemma 5.2.2 says that the distance between the solutions of both approaches depends
on the norm of the approximation of the adjoint state at time instance tk weighted by
(δtk−δtk−1)
maxk=0,...,nt{δtk}
. It follows that by a “good” choice of the partition of [0, T] we can obtain
comparable results by a smaller number of time instances as for a uniform refinement of
the partition of [0, T]. It is known, that the solution of the adjoint equation of our semidis-
crete problem is
p(τ) = e−τM
−1(K+M+Q)(y(T)− yd),
where we use the transformation into a forward problem by setting τ := t− T. Using this,
a concentration of time points in the partition of [0, T] at the end will reduce the distance of
the solution between both approaches also on rather coarse time discretizations. A simple
numerical experiment demonstrate this.
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nx δt DoF f (y, u) #it CPU [sec]
90 0.05 90 0.2103 13 0.5
90 0.025 90 0.1947 13 0.7
90 0.0125 90 0.1856 15 1.5
90 0.00625 90 0.1805 15 2.5
nx δt DoF f (y, u) #it CPU [sec]
327 0.05 327 0.2254 12 0.8
327 0.025 327 0.2094 13 1.6
327 0.0125 327 0.1999 15 3.5
327 0.00625 327 0.19456 16 6.5
nx δt DoF f (y, u) #it CPU [sec]
1245 0.05 1245 0.2330 13 3.6
1245 0.025 1245 0.2168 13 6.0
1245 0.0125 1245 0.2074 15 13.9
1245 0.00625 1245 0.2020 16 26.5
Table 6.2.7.: Gradient Solver λ = 0.1
We consider a sequence of partitions of the time interval defined by
t0 := [0, T]
tk := [tk−10 , ..., t
k−1
nk−1t
, tk−1
nk−1t
+ tk−1
nk−1t +1
, 1]
for k = 1, 2, ... In Table 6.2.13 we present the results. Comparing the values of ∥uDO − uOD∥
with the results obtained by the equidistant partition of the time interval, we see similar
values. The values for the nt = 2 are identically with the equidistant case.
Obviously, this strategy do not improve the results but reduces the size of the linear
system dramatically. Note further, that by max{δtk} = 0.5 we cannot expect convergence.
Next, we use a partition of (0, T) produced by combining uniformly and local refinement.
After a uniform refinement of the partition of [0, T], we refine the subinterval [tnt−1tnt ]
uniformly. On the resulting pseudo adaptive partition the distance ∥uDO − uOD∥ behaves
super linear, cf. Table 6.2.14.
Finally, we briefly test Algorithm 5.2.5. We consider the problem (PPE)
min ∥y− yd∥2L2(Ω) + λ∥u∥2L2(Q)
subject to
∂
∂t
(y(t), v)L2(Ω) + (∇y,∇v)L2(Ω) = (u, v)L2(Ω)
(y(0), v)L2(Ω) = (y0, v)L2(Ω),
with yd = sin(x) , y0 = 0, Ω = (0, 1), and the time interval be (0, 1). We choose λ = 10−3 .
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nx δt DoF f (y, u) #it CPU [sec]
90 0.05 90 0.0814 52 1.4
90 0.025 90 0.6993 67 3.2
90 0.0125 90 0.6202 63 5.48
90 0.00625 90 0.0571 59 9.9
nx δt DoF f (y, u) #it CPU [sec]
327 0.05 327 0.0937 53 3.3
327 0.025 327 0.8133 69 8.2
327 0.0125 327 0.0726 66 13.5
327 0.00625 327 0.0670 62 25.5
nx δt DoF f (y, u) #it CPU [sec]
1245 0.05 1245 0.1007 51 10.9
1245 0.025 1245 0.0880 69 30.8
1245 0.0125 1245 0.0790 67 54.0
1245 0.00625 1245 0.0732 63 100.5
Table 6.2.8.: Gradient Solver λ = 0.01
The OD gradient method stops after 119 iterations with “NO DIRECTION OF DESCENT”
error. The value of the objective function was 6.65e-04.
Algorithm 5.2.5 stops after it reaches the maximal allowed number of iterates with a
value of the objective function of 2.26e-04.
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h = 0.125 h = 0.03125 h = 0.007812
δt ‖uDO − uOD‖ ‖uDO − uOD‖ ‖uDO − uOD‖
5.00e-1 2.03e-2 2.05e-1 2.05e-1
2.50e-1 1.38e-2 1.39e-1 1.39e-1
1.25e-1 9.07e-2 9.11e-2 9.11e-2
6.25e-2 5.71e-2 5.71e-2 5.71e-2
3.13e-2 3.41e-2 3.40e-2 3.40e-2
1.57e-2 1.93e-2 1.92e-2 1.92e-2
7.81e-3 1.05e-2 1.04e-2 1.04e-2
3.91e-3 5.6e-3 5.49e-3 5.47e-3
1.95e-3 2.88e-3 2.84e-3 2.83e-3
9.77e-4 1.47e-3 1.45e-3 1.45e-3
Table 6.2.9.: Values of ‖uDO − uOD‖ , λ = 1, one dimensional space domain.
Figure 6.2.1.: Different states computed by the DO and OD approaches. |yDO(T) −
yOD(T)|, on the left a uniform partition of [0, T], on the right a partition of
(0, T) locally refined at the end of the time interval. Here, spatial mesh size
h = 0.088 and 32 respectively 31 points are in the partition of the time interval.
λ = 0.001.
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h = 0.125 h = 0.03125 h = 0.007812
δt ∥uDO − uOD∥ ∥uDO − uOD∥ ∥uDO − uOD∥
5.00e-1 10.98 11.00 10.78
2.50e-1 7.30 7.36 7.20
1.25e-1 4.85 4.93 4.80
6.25e-2 3.18 3.28 3.19
3.13e-2 2.04 2.16 2.09
1.57e-2 1.27 1.40 1.36
7.81e-3 0.77 0.90 0.87
3.91e-3 0.45 0.57 0.55
1.95e-3 0.25 0.35 0.34
9.77e-4 0.14 0.21 0.20
Table 6.2.10.: Values of ∥uDO − uOD∥ , λ = 0.001, one dimensional space domain..
h = 0.35255 h = 0.17677 h = 0.08838
δt ∥uDO − uOD∥ ∥uDO − uOD∥ ∥uDO − uOD∥
5.00e-1 0.18 0.19 0.19
2.50e-1 0.12 0.13 0.13
1.25e-1 8.19e-2 8.57e-2 8.67e-2
6.25e-2 5.245e-2 5.44e-2 5.49e-2
3.13e-2 3.20e-2 3.28e-2 3.29e-2
1.57e-2 1.85e-2 1.88e-2 1.88e-2
7.81e-3 1.02e-2 1.03e-2 1.03e-2
3.91e-3 5.46e-3 5.49e-3 5.46e-3
1.95e-3 2.84e-3 2.86e-3 —
9.77e-4 1.45e-3 1.46e-3 —
Table 6.2.11.: Values of ∥uDO − uOD∥L2(Q) , λ = 1, two dimensional space domain.
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h = 0.35255 h = 0.17677 h = 0.08838
δt ∥uDO − uOD∥ ∥uDO − uOD∥ ∥uDO − uOD∥
5.00e-1 11.03 12.02 12.05
2.50e-1 7.12 7.99 8.04
1.25e-1 4.47 5.27 5.35
6.25e-2 2.71 3.43 3.54
3.13e-2 1.58 2.20 2.32
1.57e-2 0.89 1.37 1.501
7.81 e-3 0.49 0.84 0.96
3.91e-3 0.26 0.49 0.60
1.95e-3 0.14 0.27 —
9.77e-4 7.32e-2 0.15 —
Table 6.2.12.: Values of ∥uDO − uOD∥ , λ = 0.001, two dimensional space domain.
1D, h = 0.03125 2D, h = 0.08838
mink=1,...,nt δtk nt ∥uDO − uOD∥ ∥uDO − uOD∥
5.00e-1 2 11.01 12.04
2.50e-1 3 7.36 8.04
1.25e-1 4 4.93 5.35
6.25e-2 5 3.28 3.54
3.13e-2 6 2.16 2.32
1.57e-2 7 1.41 1.51
7.81e-3 8 0.91 0.96
3.91e-3 9 0.57 0.60
1.95e-3 10 0.35 0.36
9.77e-4 11 0.21 0.21
Table 6.2.13.: Non equidistant partition of time interval. One and two dimensional spatial
domain, λ = 0.001.
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1D, h = 0.03125 2D, h = 0.08838
mink=1,...,nt δtk ∑
nt
k=1 δtk/nt nt ∥uDO − uOD∥ ∥uDO − uOD∥
2.50e-1 0.34e-1 3 1.39e-1 1.31e-1
6.25e-2 1.43e-1 7 5.71e-2 5.48e-2
1.56e-2 6.67e-2 15 1.90e-2 1.86e-2
3.91e-3 3.23e-2 31 5.37e-3 5.34e-3
9.77e-4 1.59e-2 63 1.43e-3 1.43e-3
2.44e-4 7.87e-3 127 3.68e-4 3.69e-4
6.10e-5 3.92e-3 255 9.40e-5 —
1.50e-5 1.96e-3 511 2.40e-5 —
4.00e-6 9.78e-4 1023 6.00e-6 —
1.00e-6 4.89e-4 2047 1.00e-6 —
Table 6.2.14.: Non-equidistant partition of time interval, pseudo adaptive time stepping.
One and two dimensional spatial domain, λ = 0.001.
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Chapter 7.
Efficient solution of PDEs and
KKT- systems
Recalling the algorithms from Section 4, in all cases the numerically most expensive part is
the solution of the PDE-system. Depending on the structure of the algorithm, this system
consists of equations for control, state, adjoint state, and potentially two Lagrange multi-
pliers.
However, some algorithms allow to solve the optimality system sequentially, but some
did not, i.e. in this case we have ultimately to solve a large linear (or nonlinear) system
for all variables at once. For instance, the classical active set algorithm applied on a control
constrained problem can be transformed into a control reduced form. This system has to be
solved by a Newton type iteration. This remains true in the case of our model problem for
a parabolic PDE. In this case, the discretization leads to a linear system with an enormous
number of degrees of freedom, depending on the number of mesh nodes of the spatial
domain and the number of time instances. This may, in view of the power of modern
computer systems, be not crucial, but for real world application with three dimensional
space domains and potentially thousands of time steps it stays a problem.
Here, the need for more efficient methods for solving the algebraic systems or for a re-
duction of system size occurs. In the following, we will briefly discuss several approaches.
The first idea when solving PDEs is to chose the underlying mesh(es) adaptively. Her
we have to take into account that the local error of the state equation may be differently
distributed as the local error of the adjoint equation. For further reading we refer to [54].
The second idea is to use multigrid methods. Starting from the mid 1980, multigrid meth-
ods become popular for elliptic equations. For an introduction in multigrid techniques for
PDE problems we refer to the book [47]. However, we have to solve systems of PDEs, what
introduces new questions and sometimes surprising answers. For instance, [11] provides
techniques for solving KKT-Systems of parabolic PDEs in terms of multigrid methods. Also
in [83] “elliptic” models where used to solve parabolic KKT-systems. For further reading
we refer to [11], [37], and [12].
The third idea is to use proper orthogonal decomposition (POD) to express the PDE us-
ing a smaller basis. Especially for parabolic PDEs, the POD-Galerkin method has become
popular also for optimal control problems. In this chapter we study this promising ap-
proach.
For the POD approach in general we refer to the lecture notes [114]. For an application of
POD and a comparison with the discrete empirical interpolation method (DEIM) we refer
to Buffoni and Willcox [15]. The discrete empirical interpolation method has been studied
by Chaturantabut in his thesis [24].
The application of POD model order reduction on optimal control problems has been
studied in several works. We refer to [109], [44], [65] , [113], and [92].
There are some error estimation for POD model reduced optimal control problems, we
refer e.g. to [59] for POD and [25] for POD/DEIM.
Reduces basis method and greedy algorithms are considered in [10] and in [46].
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We consider in the next section again our parabolic model PDE and apply POD model
order reduction to it. Then we will apply POD model reduction to the problem (PPE) and
eventually we present an example code for an OOPDE class that implements POD MOR.
7.1. The (semidiscrete) POD method
In this section, we give a brief introduction into the discrete proper orthogonal decompo-
sition1 (POD) method applied to our parabolic model problem. We should mentioned that
there is also a version of POD for the infinite dimensional case, cf. [109], Sec. 4.1. for a brief
discussion.
We consider the variational problem
¶
¶t (dy(t), v)L2(W) + ( cr y(t), r v)L2(W)
+( ay(t), v)L2(W) + ( qy(t), v)L2(G) = ( u(t), v)L2(W) + ( g, v)L2(G) (7.1.1)
(y(0), v)L2(W) = ( y0, v)L2(W)
for all v 2 H1(W). However, since we cannot compute the trajectory y(t), we need
for real computations only the (semidiscrete) version of POD. Note that here the time is
discrete but not the spatial variable.
Let Y  L2(0, T, L2(W)) . Let t0 = 0 < t1 < ... < tnt = T be a partition of the interval[0, T]. We define the snapshots yk := y(tk) 2 L2(W). Note that dtk := tk+ 1   tk is not
necessarily a constant.
The goal of the POD method is to find a (hopefully) small Galerkin basis f f l g that ex-
presses the main properties of the dynamical system, here the PDE, with a sufficient accu-
racy with respect to the finite dimensional subspace Hnt = spanf ykjk = 0, ..., ntg  L2(W).
Note that the dimension of Hnt is not necessarily nt but a smaller number, here denoted by
d. Let f f 1, ..., f dg be a basis of the space Hnt , spanned by the snapshots yk, that is orthogonal
with respect to the inner product of L2(W). We can write every yk as a linear combination
of basis function, i.e.
yk =
d
å
j= 1
(yk, f j )L2(W) f j .
In order to reduce this model, we choose now a number l < d  nt . Obviously, for every
k = 0, ..., nt we have the projection error
ek =
yk   dåj= 1(yk, f j )L2(W) f j

L2(W)
.
Now we can fix the basis f f kg by solving a least squares problem for E := ( e0, ...., ent ) 2
Rnt + 1, i.e. we want to minimize
min
f 1,...,f l 2 L2(W)
F(f 1, ..., f l ) :=
nt
å
k= 0
ak
yk   låj= 1(yk, f j )L2(W) f j

2
L2(W)
(7.1.2)
subject to
(f i f j )L2(W) = di j (7.1.3)
for all i , j 2 f 1, ..., lg. The numbers ak are weights, already used in Chapter 5, defined by
a0 =
dt1
2 , ak =
dtk+ dtk+ 1
2 , k = 1, ..., nt   1, and ant =
dtnt
2 .
In [59], Proposition 3.1, we found the following:
1Sometimes called also principal orthogonal decomposition (POD), principal component analysis (PCA), singu-
lar value decomposition (SVD).
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Theorem 7.1.1. Let be y ∈ C([0, T], L2(Ω)), Hnt and d given as above. Let the operator Rnt :
L2(Ω)→ Hnt ⊂ L2(Ω) defined by
Rnt z :=
nt
∑
j=0
αj(z, yj)L2(Ω)yj.
Then the following holds:
(i) The operator Rnt is bounded, self-adjoint, compact and nonnegative.
(ii) There exist a sequence of real valued positive eigenvalues {λj}dj=1 with λ1 ≥ λ2 ≥ ... ≥ λd
and an associated orthonormal set {ψj}dj=1 ⊂ L2(Ω) of eigenfunction that solve the eigen-
value problem
Rntψj = λjψj, j = 1, ..., d. (7.1.4)
(iii) For any fixed number l ∈ {1, ..., d}, the minimization problem (7.1.2)–(7.1.3) is solved by the
eigenfunctions ψ1, ...,ψl .
(iv) The corresponding minimal value of F is given by
inf
ϕ1,...,ϕl∈L2(Ω)
F(ϕ1, ..., ϕl) = F(ψ1, ...,ψl) =
d
∑
j=l+1
λj.
Proof. This is an application of Proposition 3.1 in [59] with H = L2(Ω). See also the refer-
ences there to [114] and [53].
By setting Y : Rnt+1 → Hnt , where
Yu =
nt
∑
j=0
αjujyj
and Y∗ : Hnt → Rnt+1, where
Y∗z =

(z, y0)L2(Ω), ..., (z, ynt)L2(Ω)
 ⊤
,
we can define a linear bounded operator Y and its adjoint Y∗. Here, u ∈ Rnt+1 is a vector,
u = (u0, ..., unt)
⊤ . We can write Rnt = YY∗. We define the linear, bounded, compact, and
self-adjoint operator Knt = Y∗Y : Rnt+1 → Rnt+1 defined by
(Knt u)i =
nt
∑
j=0
αj(yjyi)uj
for all i = 0, ..., nt. It has the same eigenvalues as Rnt and the corresponding eigenvectors
(from Rnt+1) are
(Φi)j =
1√
λi
(Yψi)j = 1√
λi
(ψiyj)L2(Ω)
for j ∈ {0, ..., nt}. If the number nt + 1 of time snapshots is significantly smaller than the
number of spatial ansatz functions, then solving the eigenvalue problem
KntΦi = λΦi i = 1, ..., d
is preferred instead solving (7.1.4).
However, so far we considered POD as a semidiscrete problem, i.e. yk are function. In
order to obtain a full discrete problem, we apply as usual standard discrete approximation
with respect to the spatial variable x.
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As in Section 2.3.1, let Ω∆ a regular triangulation of the domain Ω. For every Ω∆ there
is by V∆ ⊂ L2(Ω) a space of piecewise linear and continuous function with basis functions
{ϕ1, ..., ϕnx}. Then we can write z ∈ V∆ as z(x) = ∑nxk=1 zkϕk(x) for all x ∈ Ω. Since our
snapshots yk belong to V∆ we can write it as yk = ∑
nx
j=1 yjϕj, where now yk is the semi
discrete approximation of y(tk) as well as the coefficient vector with respect to the basis
functions {ϕ1, ..., ϕnx}. In this sense, we identify y ∈ V∆ with y ∈ Rnx without introducing
a new notation.
Now we should compute the concrete form of the operators Rnt and Knt . Let z ∈ V∆. By
its definition we have
(Rnt z)(x) =
nt
∑
j=0
αj(z, yj)L2(Ω)yj(x).
We evaluate now (Rnt z) at the nodes xk ∈ Ω∆ and use yj(xk) = ∑nxi=1(yj)iϕ(xkj) and z(x) =
∑nxi=1(z)iϕ(x).
(Rnt z)(xk) =
nt
∑
j=0
αj
 
nx
∑
l=1
zlϕl ,
nx
∑
ν=1
(yj)νϕν
!
nx
∑
i=1
(yj)iϕi(xk)
=
nt
∑
j=0
αj
nx
∑
l,ν=1
(yj)k(yj)lzν(ϕl , ϕν)L2(Ω∆)
Forming the coefficient vectors of the snapshots into a matrix Y := [y0, ..., ynt ], defining the
diagonal matrix D of the weights by D = diag(α0, ..., αnt), and using the definition of the
mass matrix Mi,j = (ϕj, ϕi)L2(Ω∆), we can write
(Rnt z)(xk) =
nt
∑
j=0
αj
nx
∑
l,ν=1
YkjYl j Mlνzν
=
nt
∑
j=0
YkjDjj(Y⊤Mz)j
= (YDY⊤Mz)k.
Identifying the discrete system by the coefficient vectors, we obtain the discrete eigenvalue
problem
Rntψj = (YDY⊤M)ψj = λjψj (7.1.5)
for all j = 1, ..., l. Multiplying (7.1.5) by M1/2 from the left we obtain
M1/2YDY⊤Mψj = λj M1/2ψj,
that we can write as
M1/2YD1/2D1/2Y⊤M1/2M1/2ψj = λj M1/2ψj. (7.1.6)
Defining now Yˆ := M1/2YD1/2 and ψˆj = M1/2ψj, we can write (7.1.6) as a symmetric
eigenvalue problem
YˆYˆ⊤ψˆj = λjψˆ (7.1.7)
for all j = 1, ..., l. Alternatively, we can use the operator Knt and obtain by a similar calcu-
lation
Knt q = Y
⊤MYDq.
The eigenvalue problem reads
Y⊤MYDψj = λjψj.
Multiplying this by D1/2we obtain
D1/2Y⊤M1/2M1/2YD1/2D1/2ψj = λjD1/2ψj,
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and after setting Y˜ := M1/2YD1/2 and ψ˜j = D1/2ψj we arrive at
Y˜⊤Y˜ψ˜j = λjψ˜. (7.1.8)
Instead of dimension nx × nx (as (7.1.7)) problem (7.1.8) is of dimension (nt + 1)× (nt + 1).
Since the eigenvalues of (7.1.7) and (7.1.8) are the same, problem (7.1.7) is to preferred if
nx ≪ nt, but otherwise we should solve (7.1.8). Also important are the facts that we do not
need to compute M1/2 when solving (7.1.8) and that D1/2 = diag(√a0, ...,√ant).
The following algorithm is standard and can be found e.g. in [59]. We adapt it here
slightly.
Algorithm 7.1.2. (Compute POD basis)
S0 Compute the mass matrix M related to the used FEM.
S1 Compute snapshots yk = y(tk) ∈ Rnx , tk ∈ [0, T], k ∈ {0, ..., nt} by solving the dynami-
cal system (7.1.1) numerically. Set Y = [y0, ..., ynt ] ∈ Rnx×nt . Compute the weights αk
from times tk, k = 0, ..., nt.
S2 a) If nx ≪ nt
Solve the eigenvalue problem (for a matrix of dimension nx × nx)
M1/2YDYT M1/2ψˆj = λψˆj
for j = 1, ..., l. Compute from the eigenvectors ψˆ the POD basis vectors
by
ψj = M−1/2ψˆ.
Identify the POD basis function with the vector ψj, i.e. ψj(x) =
å
nx
k=1(ψj)kϕk(x)
b) else
Solve the eigenvalue problem (for a matrix of dimension nt × nt)
D1/2Y⊤MYD1/2ψˆj = λψˆj
for j = 1, ..., l. Compute from the eigenvectors ψˆ the POD basis vectors
by
ψj =
1
λj
YD1/2ψˆ.
Identify the POD basis function with the vector ψj, i.e. ψj(x) =
å
nx
k=1(ψj)kϕk(x).
An implementation of case b) is shown in the following listing.
function U = computePODBasis(pde ,N,tol)
d = [0.5*( pde.time (1)+pde.time (2))...
0.5*( pde.time (1:end -2)+pde.time (3: end)) ...
0.5*( pde.time(end -1)+pde.time(end))];
D = diag(sqrt(d));
A = pde.y*D;
AA = A'*pde.mass*A;
[U,S] = eig(AA,'balance ');
s = diag(S);
maxev = (find(s>tol));
s = s(maxsv);
U = U(:,maxsv);
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[s,indx] = sort(s, ’ descend ’ );
U = U(:,indx);
U = pde.y*D*U*diag (1./ sqrt(s));
U = U(:,1:min(N,length(maxev)));
end
To obtain a POD-Galerkin scheme, we use the POD basis functions f y 1, ...,y l g as test
functions. Our model problem (2.2.1)(2.2.3) reads now in weak formulation
d
dt (y(t), y k)L2(W) + ( cr y(t), r y k)L2(W)
+( ay(t), y k)L2(W) + ( qy(t), y k)L2(G) = ( f , y k)L2(W) + ( g, y k)L2(G)
(y(0), y k)L2(W) = ( y0, y k)L2(W)
for all k = 1, ...,l . Note that y k are functions, not vectors.
Now we set
yl (t) =
l
å
j= 1
ylj (t)y j ,
where we suppress the dependence from the spatial variable y k = y k(x), and obtain
d ddt (y
l (t), y k)L2(W) + ( cr y(t), r y k)L2(W)
+( ay(t), y k)L2(W) + ( qy(t), y k)L2(G) = ( f , y k)L2(W) + ( g, y k)L2(G)
(y(0), y k)L2(W) = ( y0, y k)L2(W)
for all k = 1, ...,l . By the same technique used in Section 2, we obtain the reduced semidis-
crete system
d
dt D
l yl (t) + Kl yl (t) + M l yl (t) + Ql yl (t) = Fl + Gl (7.1.9)
yl (0) = Ylo (7.1.10)
where the matrices are
D li,j =
ˆ
WD
d(x)y j (x)y i (x) dx
Kli,j =
ˆ
WD
c(x)r y j (x)r y i (x) dx
M li,j =
ˆ
WD
a(x)y j (x)y i (x) dx
Qli,j =
ˆ
GD
q(x)y j (x)y i (x) ds
Fli =
ˆ
WD
f (x)y i (x) dx
Gli =
ˆ
GD
g(x)y i (x) ds
i, j = 1, ...,l .
Obviously, since the POD basis is orthogonal, i.e. (y jy i )L2(W) = di j we have a  1 implies
M l = I 2 R l  l .
Lemma 7.1.3. Let U = [ y 1, ...,y l ] the matrix of coefcient vectors of the POD basis functions with
respect to the nite element basis functionf 1, ...,f nx . Then the matrices and vectors of the reduced
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order model can be computed by the relations
Dl = U⊤DU
Kl = U⊤KU
Ml = U⊤MU (7.1.11)
Ql = U⊤QU
Fl = U⊤F
Gl = U⊤G
yl0 = U
⊤My0
Proof. We prove the representation of Kl by U⊤KU. We write ψk(x) = ∑nxj=1(ψk)jϕj(x) .
Then,
Kli,j =
ˆ
Ω∆
c(x)∇ψj(x)∇ψi(x) dx
=
ˆ
Ω∆
c(x)∇

nx
∑
k=1
(ψj)kϕk(x)

∇

nx
∑
k=1
(ψi)kϕk(x)

dx
=
ˆ
Ω∆
c(x)

nx
∑
k=1
(ψj)k∇ϕk(x)

nx
∑
j=1
(ψi)k∇ϕk(x)

dx
=
ˆ
Ω∆
c(x)

nx
∑
k.l=1
(ψj)k(ψi)l∇ϕk(x)∇ϕl(x)

dx
=
nx
∑
kl=1
(ψj)k(ψi)l
ˆ
Ω∆
c(x)∇ϕk(x)∇ϕl(x) dx
=
nx
∑
i,j=1
(ψj)k(ψi)lKi,j
for all i, j ∈ {1, ..., l}. The proof for the other matrices and vectors can be executed analo-
gously.
7.2. Model order reduction by POD and optimal control
The use of model order reduction techniques in optimal PDE control starts in the mid 1990s.
We refer to the report [104] as probably the first paper describing POD in context with op-
timal control, the works [65], and [109], or the recent paper [59]. It is remarkable that the
referred papers except [109] deal with optimal control problems constrained by nonlinear
PDEs, where the handling of nonlinear functions together with POD is a little bit difficult.
Here, techniques like the discrete empirical interpolation method (DEIM) are more promis-
ing.
The use of POD in context with optimal PDE control leads to a few questions:
Q1 How to choose the POD basis? In optimal control, the source is unknown, hence it is
not clear which source we should use to compute the snapshots and eventually the
POD basis. Also when using iterative methods, the control will change from iteration
to iteration. Should we recompute/update/enrich the POD basis at run-time?
Q2 Should we use the same basis for state and adjoint? Here, the “lack of adjointness”
issue occurs again. Combining the DO approach with POD-MOR leads to the “exact”
adjoint. On the other side, the dynamics of the adjoint PDE may be completely differ-
ent from the dynamics of the state equation and hence the POD basis computed from
snapshots of the state may not represent the dynamics of the adjoint state.
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Q3 How to handle constraints? Here we have to decide if we project the constraints in the
smaller POD space or vice versa.
Q4 How we handle nonlinear terms? Obviously, in general f (y) ̸= U f (yl) and f (y) ̸=
f (Uyl).
Q5 How we discuss the all-at-once vs. iterative algorithms issue? As discussed in Chap-
ter 4, especially parabolic problems cannot be handled by algorithms based on the
all-at-once solution strategy efficiently. Reducing the number of (spatial) degrees of
freedom, the situation changes. However, the linear system associated with the re-
duced problem has a different sparsity pattern, i.e. the former also sparse blocks on
the diagonals and sub-diagonals are now small but full matrices. This could reduce
the effect of MOR when solving the linear systems numerically.
The answer to Q1 has to be given case by case. Some authors report that the choice of a con-
trol for computing the snapshots and hence the POD basis is not critical. In [65], Kunisch
and Volkwein “... constructed the POD basis from the dynamics of the uncontrolled Burg-
ers equation, [i.e., (...) with u = 0], which was solved by the Newton method. Alternatively,
we could have determined the POD basis from the dynamics of the Burgers equation using
an expected control.” This is remarkable for a nonlinear problem like Burgers equation.
A similar answer was given in [59] for Q2. The authors saw no advantages in using
different POD bases for state and adjoint. In our application we will use a POD basis
computed by using only snapshots of the state.
Q3 and Q4 are related to each other. Since we can handle inequality constraints by projec-
tions, we can see the handling of constrains as the application of a local, nonlinear function,
where local means that the Jacobian of this function is a diagonal matrix. For such class of
problems, DEIM is a good alternative to POD.
Q5 must also be discussed case by case. Model order reduction makes it possible to apply
all-at-once algorithms also to parabolic problems. The loss of sparsity of the system matrix
depends on the number of time steps and the number of basis vectors.
We should briefly discuss the model order reduction strategy. In the DO approach, we
have to use the POD basis computed from snapshots obtained for solving the state equation
where we have to choose an suitable control. Candidates are for example u0 = 0 (“uncon-
trolled”, cf. [65]), or, if ud ̸≡ 0, u0 = ud. Now the model order reduction becomes, as well
as the discretization, a part of the model. Since (U⊤KU)⊤ = U⊤KU, etc. the matrix of the
discrete optimality system is symmetric.
In the OD approach, we have the choice:
(i) We choose a suitable control u0 and compute from that snapshots and eventually a
POD basis. We use this basis to transform both PDEs. The semidiscrete optimal-
ity system reads (in the case (PPE) without inequality constraints, other cases analo-
gously)
− ∂
∂t
U⊤DUp˜(t) +U⊤(K + Ma + Q)Up˜(t) = 0
p˜(T) = y˜(T)−U⊤Myd
p˜(t) + λ

u˜(t)−U⊤Mud(t)

= 0
∂
∂t
U⊤DUy˜(t) +U⊤(K + Ma + Q)Uy˜(t) = u˜(t) +U⊤G
y˜(0) = U⊤My0
for t ∈ (0, T). The “lack of adjointness” can be estimated analogously to Chapter 5.
(ii) We choose a suitable control u0 and compute from that snapshots and eventually a
POD basis Ust for the state equation. We solve the adjoint equation with end condi-
tion y(T) and compute from the obtained snapshots a second POD basis Uadj for the
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adjoint equation. The semidiscrete problem reads now
− ∂
∂t
U⊤adjDUadj p˜(t) +U
⊤
adj(K + Ma + Q)Uadj p˜(t) = 0
p˜(T) = U⊤adjUsty˜(T)−U⊤adj Myd
Uadj p˜(t) + λ (u(t)− ud(t)) = 0
∂
∂t
U⊤st DUsty˜(t) +U⊤st (K + Ma + Q)Usty˜(t) = U⊤st Mu(t) +U⊤st G
y˜(0) = U⊤st My0
In contrast to (i), the control remains here in the FE basis. The discussion of the “lack
of adjointness” issue is much more complex in this case: since we have potentially
different numbers of bases vectors for state and adjoint, the DO and OD system ma-
trices coincides in their dimension only in some special cases.
In Chapter 8, we will apply POD model reduction on a real word application. Caused by
the structure of the problem, the control depends only on time, hence Q3 and Q4 are not
relevant.
7.3. Code Example
Thanks Equations (7.1.9) and (7.1.10), together with Lemma 7.1.3 we can construct an im-
plementation of the POD method.
In the following program listing we demonstrate how simple the POD model reduction
can be implemented using OOPDE. We use the heatTransfer class from Chapter 2 and
derive a class heatTransferPOD from it. We assume that we have already computed a POD
basis. We will store it in the public property U of the class heatTransferPOD.
After calling initialize from the parent class heatTransfer in line 9, we have to trans-
form all matrices and vectors, cf. lines 11–13.
In the solve method we transform the initial value obj.y in the POD basis and call solve
from the parent class. Finally we transform the POD solution back in the FEM basis.
1 classdef heatTransferPOD < heatTransfer
2 properties(Access = public)
3 U % POD basis vectors
4 end
5
6 methods(Access = public)
7 function initialize(obj ,varargin)
8 % Initialize by using the inherited method
9 initialize@heatTransfer(obj ,varargin {:});
10 % Transform linear system
11 obj.A = obj.U'*obj.A*obj.U;
12 obj.b = obj.U'*obj.b;
13 obj.D = obj.U'*obj.D*obj.U;
14 end
15
16 function solve(obj ,varargin)
17 % Transform initial value
18 obj.y = obj.U'*obj.mass*obj.y;
19 solve@heatTransfer(obj ,varargin {:});
20 % Re -transform the solution
21 obj.y = obj.U*obj.y;
22 end
23 end
24 end
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Note that in heatTransferPOD.solve also the initial value must be transformed in the
POD space by multiplying it by the POD basis matrix obj.U and the mass matrix obj.M.
We will later use a similar class to solve our real world problem by POD model reduction.
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Chapter 8.
A real world application
In this chapter we consider the “real world” application. It is part of the simulation of the
technological chain for production of magnesium sheets. The challenge of this application
is the three dimensional spatial domain and a large time interval where we want to simulate
the heating and cooling of a magnesium coil. We will solve the problem by using a standard
discretization scheme and by using POD model reduction. Further, we will compute an
optimal source for the (re-) heating of the coil to a homogeneous temperature. By using
POD model order reduction, we are able to use the active set algorithm to compute an
optimal control by an all-at-once method.
8.1. Hot strip rolling of of magnesium alloys
The application of magnesium alloys has become more important in various industrial
fields over the past years, as for instance in automotive lightweight construction or as a
replacement for aluminum parts in airframes. This is caused by the fact that magnesium
alloys have high functional properties in contrast with the most frequently employed ma-
terials such as steel and aluminum. Magnesium alloys are, due to their low density, 35%
lighter than aluminum and 78% lighter than steel, but have high specific strength, good
damping capacity and outstanding thermal diffusivity.
Due to the hexagonal closely packed crystal structure, magnesium alloys exhibit poor
plasticity at low temperatures. Therefore, magnesium alloy strips are generally rolled at
temperatures between 200 and 380°C. One of the innovative and energy-saving technolog-
ical process chain for production of magnesium alloy strips is the combined technology of
twin roll casting (TRC) and reverse hot rolling, which has been developed by the Institute
of Metal Forming (IMF) at the TU Bergakademie Freiberg since 2002.
The current technological route can be subdivided into three steps:
a) Twin-Roll casting (manufacturing of rough strips or coils)
b) Reheating of strips or coil up to the maximal rolling temperature.
c) Reverse hot strip rolling up to appropriate thickness. If temperature is below minimal
rolling temperature, go to b).
Figure 8.1.1 shows the complete technological chain. For production planning and techno-
logical research, a software was developed that simulates point b) and c) of the technolog-
ical chain. One sub-problem is the simulation of the heating of the coil in the air furnace,
marked by 4 in Figure 8.1.1. We will apply most of the techniques described in the last
chapters to simulate the coil heating with and without MOR as well as to compute an op-
timal control, i.e. an optimal temperature profile for the air furnace, also with and without
using MOR.
One requirement on the simulation software was to simulate the spatial three-dimensional
problem including geometry changes while rolling etc. However using “smart” algo-
rithms, this is still possible using the MATLAB OOPDE software.
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Figure 8.1.1.: Technological chain. Figure taken from [77].
8.2. Simulation of coil heating
The transient heat transfer calculations are based on the diffusion equation
d
∂y
∂t
−∇(c∇y) = 0 in Q, (8.2.1)
where y (K) is the temperature, c (W/(m K)) is the thermal conductivity according to the
spatial directions, d = ρcp where ρ (kg/m3) is the density, and cp( m2/s2 /K) is the specific
heat capacity. The solution of this equation has to satisfy the boundary conditions given
below. In the present model, Robin type boundary conditions are used for coil heating/-
cooling. Moreover, the surface of the coil is divided into individual segments Γn, where the
boundary conditions may differ from boundary segment to boundary segment. The three
dimensional domain is symmetric with respect to the z-coordinate. We will later use this
to introduce a symmetric model in order to have a smaller computational domain.
The boundary condition is
n · (cy) = −q (y− uΣ) on Σ = (0, T)× ∂Ω, (8.2.2)
where uΣ is the temperature of the air into furnace and q, is the heat transfer coefficient. A
radiative heat transfer boundary condition is not considered in the present development.
The initial temperature is given by y(0) = y0.
The control is here uΣ = uΣ(t), i.e. we assume that the temperature in the air furnace is
constant with respect to the spatial variable. We solve the state equation for a given source
uΓ1(t) where uΣ(t) is a given furnace temperature profile which comes from our partners
from IMF. We define uΣ piecewise by
uΣ(t) :=
⎧⎪⎨
⎪⎩
f1(t) if t < 4000
f2(t) if 4000 ≤ t < 36360
f3(t) if 36360 ≤ t,
where the functions fk(t),k = {1, 2, 3} are defined by
f1(t) =
53
e−8.211×10−4 t + 0.1
f2(t) = 17.8478 ∗ log(7.8233 ∗ t) + 206.7363
f3(t) = −2.4832× 10−19 t5 + 5.7233× 10−14 t4 − 5.2687× 10−9 t3
+2.422× 10−4 t2 − 5.5643 t + 51558.
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Figure 8.2.1.: Given source uΣ(t). The dots mark the partition of time interval as used by
the adaptive step size control of the ODE-solver while the solution process.
The reason for this rather complex choice is that, at the end of the heating procedure, the
temperature in the coil should be homogenized by diffusion when the furnace temperature
is decreased , i.e. the heat source within the furnace is switched off.
We set cp = 1, 738m2/s2/kg/K, ρ = 1, 050kg/m3, hence d = 1, 824, 9001/K/s2/m, c =
26W/(m K), and q = 35.8 kg m/s3/K. The residence time of the coil in the furnace is
T = 15hrs= 54, 000sec.
In this setting, we include some simplifications
(i) We assume that the temperature diffusion coefficient c is constant. Actually, it de-
pends on the temperature y.
(ii) The temperature diffusion coefficient c is a scalar, i.e. the coil is a homogeneous solid
body. Actually, it has a layer structure where c should be a full matrix modeling the
different diffusion rate in radial and tangential direction.
However, some tests show that magnesium behaves differently from e.g. steel. The as-
sumption of a constant and scalar coefficient influences the result of the numerical simula-
tion only within the uncertainty of the experimental measurements. The advantage of these
simplifications is that the problem stays linear. Otherwise, it would need a more complex
theory to ensure the existence and uniqueness of a solution.
The coil, i.e. the spatial domain Ω ⊂ R3 is approximately a hollow cylinder. Since
the geometry is symmetric with respect to the z-axis, we can “symmetrize” the problem
by replacing the Robin boundary condition at the bottom of the coil by a symmetry, i.e.
homogeneous Neumann, boundary condition. We set the geometry of the coil as follows
Parameter Value [m]
Inner radius 0.3
Outer Radius 0.5
Width 0.3
Sheet thickness1 0.005
Note that we here use the symmetry of the domain and discretize only one-half of the
domain. We use an initial mesh-width h = 0.025m, where the mesh generator uses a fine
mesh near the edges of the coil. The cylindrical shape of the domain allows to use prism
elements to discretize the domain. The resulting mesh consist of 18,590 elements and 11,341
nodes. We use P1 finite element ansatz functions.
In the numerical simulation of the long-time behavior in the three dimensional spatial
domain some further more technical problems occur. The size of the linear system to solve
in every time step (we use an implicit integration scheme) may be one problem, another
problem is the fact that we cannot store the solution at every time step, since the memory
of the machine is limited. We use a step size and order adaptive NDF-5 scheme, imple-
mented in MATLAB’s well known ODE15S solver, cf. [100] for details on the used integra-
tion method. Some comparisons against measurements show that this approach provides
sufficiently accurate results. We refer to [78] for a detailed report.
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Figure 8.2.2.: Discretized coil geometry.
Since the re-heating process aims at a homogeneous temperature yd = 350°C the rela-
tive residual R(y) := ‖y(T) − yd‖L2(Ω)/‖yd‖L2(Ω) may be of interest. The given furnace
program (i.e. the source on the right-hand side of the Robin boundary condition) results in
R(y) = 0.0047.
One run of the solve method with option ’ODE15S’ and standard options for ode15s
needs approximately 36sec on an i5-dual core-2600GHz computer.
8.3. Model reduction by POD
In this section we solve the state equation using POD MOR.
First of all, we must compute a POD basis. To obtain a set of snapshots we run one sim-
ulation of the coil heating process. The solver returns 404 snapshots at adaptively chosen
time instances. We use all snapshots to compute eigenvalues and eigenvectors with the
code described in Section 7. Figure 8.3.1 shows the first 200 eigenvalues.
Figure 8.3.1.: First 200 (of 404) eigenvalues values.
We choose 12 basis vectors with associated eigenvalues from 1012 to 10−3.
In comparison with the full system, a run of the solver needs only 3.7sec, including ma-
trix assembly and post processing. However, the solver needs, using the same settings for
error control etc., approximately two times more time steps than the solver needs for the
full system. Table 8.3.1 shows the details.
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#time steps CPU [sec]
solve full 404 37.18 (34.5 )
compute POD — 6.37
solve POD 838 4.6 (2.0)
Table 8.3.1.: Comparison of CPU times, ROM solved for 12 POD basis functions. CPU times
in brackets are CPU times needed by ODE15S.
8.4. Optimal control of coil heating
The aim of the heat treatment in Step (b) of the technological chain is to reheat the coil to a
uniform temperature distribution of yd(x) ≡ 360°C in a given time, e.g. within 15 hours.
As the temperature in the furnace is assumed as constant in space, the control depends
only on time t, but not on x. We define u(t, x) := u(t)e(x) and ud(t, x) := ud(t)e(x), where
e(x) ≡ 1 for all x ∈ Ω. Obviously,
∥u− ud∥2L2(Σ) =
ˆ
Σ
(u(t, x)− ud(t, x))2dxdt
=
ˆ
Σ
(u(t)− ud(t))2e(x)2dxdt
=
ˆ T
0
(u(t)− ud(t))2
ˆ
Γ
e(x)2dx

dt (8.4.1)
= |Γ|
ˆ T
0
(u(t)− ud(t))2 dt
= |Γ|∥u− ud∥2L2(0,T)
where |Γ| is the constant volume of the surface of Ω. To simplify the notation we drop the
arguments of the functions u and ud, the concrete meaning follows from the context.
We formulate the optimal control problem (Pcoil) by
min
1
2
∥y(T, x)− yd∥2L2(Ω) +
λ
2
∥u− ud(t, x)∥2L2(Σ)
subject to
d
d
dt
y(t), v

L2(Ω)
− (c∇y(t),∇v)L2(Ω) + (qy(t), v)L2(Γ) = (qu(t)e, v)L2(Γ)
(y(t0), v)L2(Ω) = (y0, v)L2(Ω). (8.4.2)
where we use the weak formulation of the state equation. The problem is by (8.4.1) equiv-
alent with
min
1
2
∥y(t1, x)− yd∥2L2(Ω) +
λ|Γ|
2
∥u− ud(t)∥2L2(0,T)
subject to (8.4.2).
Additionally, the control constraints
u(t) ≤ u(t) ≤ u(t), a.e. in (0, T)
should hold.
Note that the constraint can also be formulated on Σ as
u(t, x) := u(t)e(x) ≤ u(t, x) ≤ u(t)e(x) =: u(t, x), a.e. on Σ
Here, u is the lowest temperature in the furnace, i.e. the ambient room temperature and u is
the highest temperature that the furnace can produce in. In the following we will use both
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versions of the problem formulation. Considering u˜ allows to apply the standard theory
e.g. presented in [108], while in the form u(t), the optimality system is easier to implement
in a computer program.
Within a realistic application, i.e. within an industrial production process, we should
include also constraints on the temperature gradient, i.e. we have the additional constraint
u t 
du(t)
dt  u t , a.e. in t 2 (0, T),
where u t may be also negative and u t is positive.
In the following we assume without loss of generality jGj = 1.
Problem (Pcoil) is, in contrast to our parabolic model problem, a boundary controlled
problem with control constraints of box-type, cf. also Example 2 in [59]. According to
Section 3 we define the admissible set of controls by
Uad : = f u 2 L2(S) : u  u  u a.e. on Sg
where u < u, are constant functions. Obviously, Uad  L2(S), is bounded, closed and
non-empty.
Corollary 8.4.1. For all y0 2 L2(W), and all u 2 Uad the state equation(8.4.2) has a unique
solution y2 W(0, T).
By only slightly modified techniques as demonstrated in Section (3.2) we obtain the ex-
istence of a unique optimal control.
Corollary 8.4.2. The problem (Pcoil) has a unique optimal control¯u 2 Uad for all l > 0.
By using the splitting from Corollary 2.2.21, we can use Theorem 3.15 in [108].
Not surprising are the following optimality conditions.
Theorem 8.4.3. A function u¯ 2 L2(S) is the optimal control of problem (Pcoil) if it fullls, together
with its associated state¯y and the adjoint state p, the variational inequality

Sout
qp(t, x) + l (u¯(t, x)   ud)( u˜(t, x)   u¯(t, x)) ds(x)dt  0
for all u˜ 2 Uad, where the adjoint state p is the unique solution of the backward in time equation
 
¶
¶t (dp(t), v)L2(W)   (cr p(t), v)L2(W) + ( qp(t), v)L2(G) = 0 (8.4.3)
(p(T), v)L2(W) = ( y(T)   yd, v)L2(W)
for all v 2 H1(W).
In Section 3 we derived from the variational inequality a projection formula, where we
implicitly used the rather simple structure of Uad defined by box-constraints. Here, we
have an admissible set that is slightly different.
However, by using the special structure of u˜ = u(t)e(x) we can use the projection for-
mula, but into L2(0, T): u¯(t, x) = Pu,u (   1l qp(t) jG)e(x). To simplify the following we as-
sume without loss of generality ud = 0. We insert u˜(t, x) = u(t)e(x) in the variational
inequality

Sout
(hp(t, x) + l u¯(t, x)) ( u˜(t, x)   u¯(t, x)) ds(x)dt  0
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and observe
0 

S
(qp(t, x) + l (u¯(t)e(x)   ud(t)e(x)) ) (u(t)e(x)   u¯(t)e(x)) ds(x)dt

S
(qp(t, x) + l (u¯(t)e(x)   ud(t)e(x)) ) u(t)e(x) ds(x)dt
 

S
(qp(t, x) + l (u¯(t)e(x)   ud(t)e(x)) ) u¯(t)e(x) ds(x)dt
=

S
(qp(t, x) + l (u¯(t)   ud(t))e(x)) u(t)e(x) ds(x)dt
 

S
(qp(t, x) + l (u¯(t)   ud(t))e(x)) ) u¯(t)e(x) ds(x)dt
=

S
qp(t, x)u(t)e(x) + l (u¯(t)   ud(t))u(t)e(x)2 ds(x)dt
 

S
qp(t, x)u¯(t)e(x) + l (u¯(t)   ud(t)) u¯(t)e(x)2) ds(x)dt
=
 T
0
u(t)


G
qp(t, x)ds(x)

dt + l
 T
0
(u¯(t)   ud(t))u(t)


G
e(x)2 ds(x)

dt
 
 T
0
u¯(t)


G
qp(t, x)ds(x)

dt + l
 T
0
(u¯(t)   ud(t)) u¯(t)


G
e(x)2 ds(x)

dt
=
 T
0


G
qp(t, x) ds(x) + l jGj (u¯(t)   ud(t))

(u(t)   u¯(t)) dt
for all u(t) 2 L2(0, T). We obtain the projection formula
u¯(t) = P [uu]

 
1
l jGj

G
qp(t, x)ds(x) + ud(t)

. (8.4.4)
Note that we used here the notation u¯(t, x) = u¯(t)e(x). We will now construct an adapted
projected gradient method.
Algorithm 8.4.4 (Projected Gradient method).
S0. Let un and yn = S(u) already be computed.
S1 Compute pn from pn = S (yn(T)   yd), i.e. by solving the backward in time adjoint
equation (8.4.3). Define the direction of descent by the negative of the gradient, i.e.
by
vn(t) =  

G
qpn(t, x)ds(x)   l jGj(un(t)   ud(t)) .
If kvnk < tol terminate. Otherwise continue with S2.
S2 Compute a step size sn by solving
F(P [u,u] (un + snvn) = min
s> 0
F(P [u,u] (un + svn) .
S3 Update un+ 1 = un + snvn, update yn+ 1 = S(un+ 1), set n = n + 1, go to S1.
In a computer program, the operators S and S are implemented as the solution of the state
and the adjoint equation respectively. We chose with ODE15Sa time-adaptive, order adap-
tive integration scheme. On one hand, this ensures an efficient solution process but poten-
tially increases the “lack of adjointness”. A numerical experiment will illustrate this.
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8.4.1. Sketch of program
In the following we sketch the implementation of Algorithm 8.4.4.
The main problem when implementing gradient methods for the solution of optimal
control problems for time dependent PDEs is the coupling of the opposite time oriented
equations. The situation becomes even more problematic if we want to use (black-box)
solvers with adaptive time stepping. In order to simplify the code, we will use the OOPDE
classes only to compute modules for the state and adjoint equations. Actually, we can
implement the same functionality using two pde class objects for state and adjoint equation
and use their solve methods.
We define a property pde which stores later the state equation.
properties(Access = public)
pde@pde = convectionDiffusionTimedepBC
...
end
We need properties to store the solutions and the related times given back by the ODE
solver. The adjoint state and the control are defined on the same times instances.
properties(SetAccess = private)
state@double
adjoint@double
control@double
timeState@double
timeAdjoint@double
...
end
This object contains everything we need to implement our solver. Since both equations
are coupled, we must define these couplings. We write two functions similar to the df
method, but here with the signature requested by MATLAB’s ODE-solvers. Since we want
to use adaptive time stepping, we must ensure that the control can be evaluated at any
time t chosen by the ODE solver. Note, even if we force the ODE solver to give back the
solutions at fixed times, internally it will evaluate the RHS of the ODE at times determined
by the error estimator.
function val = dFstate(t,y,obj)
val = obj.pde.A*y + obj.pde.b +...
obj.pde.G*evaluateAtTime(t,obj.timeAdjoint ,obj.
control);
end
The function evaluateAtTime evaluates the data, here the control, at time t. The function
for the adjoint equation is the homogeneous version of dFstate.
function val = dFadjoint(t,y,obj)
val = obj.pde.A*y;
end
We can now solve the PDEs by calling the MATLAB ODE solver ode15s.
[obj.timeAdjoint ,p] = ode15s(...
@dFadjoint ,...
timeBwd ,...
obj.state(:,end)-obj.yd(obj.pde.grid.p),options ,obj);
Note that we must also define the Mass properties in the options structure of the ODE-
solver by
options = odeset(options ,...
'Mass',-obj.pde.D)
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for the adjoint equation and redefine it for solving the state equation by
options = odeset(options ,...
'Mass',obj.pde.D)
Note that we need only y(T) and the ODE-solver should “forget” all intermediate results.
This can be forced by setting timeFwd = [0 T1 T], where T1 can be chosen arbitrary from
[0, T]. Note that setting timeFwd = [0 T], the ODE solver will return all intermediates.
The coupling between adjoint and control in the gradient equation is simply a loop over the
times where we integrate the adjoint on the boundary. The variable v stores the gradient
vn, c.f. S1 in Algorithm 8.4.4.
for k = 1: length(obj.timeAdjoint)
u(k) = evaluateAtTime(...
obj.timeAdjoint(k),...
timeAdjointOld ,...
obj.control) ;
v(k) = ones(1,obj.pde.grid.nPoints)*...
obj.pde.Q*obj.adjoint(:,k)+...
obj.lambda*areaCoil *(u(k)-obj.ud(obj.timeAdjoint
(k)));
ul(k) = obj.lower(obj.timeAdjoint(k));
uu(k) = obj.upper(obj.timeAdjoint(k));
end
The gradient loop breaks if one of the following conditions is true
(i) ∥v∥ < tolv
(ii) j(un+1) > j(un)
(iii) it > maxit.
The complete code can be found in Appendix B.
8.4.2. Numerical setup
The constraints on the control are u = 24°C and u = 450°C and the desired control is
ud = 24°C. The desired state is yd(x) ≡ 350°C.
We consider here the Tikhonov parameter as regularization, i.e. we we choose it as small
as possible by λ = 1e− 12.
For the ODE solver, we use the standard errors relTol=1e-3 and absTol = 1e-6. The
solver stops after iteration 11 with a value of the objective of around 0.58. Table 8.4.1 shows
the norm of the discrete gradient ∥v∥∞ , the difference J(un−1)− J(un) , the value J(un) and
the step size σ. In iteration 12, the negative gradient defines no direction of descent and the
last iterate was found as solution. Note that ∥v∥∞ has a rather large value. Obviously, this
computed gradient is not exactly the gradient of J(un−1). The resulting control is shown in
Figure 8.4.1
Figure 8.4.1.: Control
We increase now the accuracy of the equations by setting the tolerance to abslTol=1e-12
and relTol=1e-6. The program stops after 52 iteration with a value of the objective of
around 0.055.
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#it ‖v‖L∞(0,T) J(un−1)− J(un) J(un) σ
1 27141.575 −∞ 69.72 0.03125
2 1807.2312 -64.033 5.682 0.125
3 977.2451 -2.1221 3.560 0.03125
4 431.8019 -1.2632 2.297 0.5
5 305.9586 -0.7683 1.529 0.03125
6 209.2516 -0.0744 1.454 0.01562
7 144.5475 -0.20311 1.251 0.25
8 223.1131 -0.07911 1.172 0.03125
9 153.3823 -0.29541 0.8767 0.5
10 93.8737 -0.098918 0.7777 1
11 180.9198 -0.19883 0.5789 0.0625
Table 8.4.1.: Iterates of steepest descent solver for standard error setting.
Figure 8.4.2.: Control computed with smaller error tolerance for the adjoint equation.
The residual in the maximum norm is ‖y − yd‖L∞ = 2.6095 and in the L2-norm ‖y −
yd‖L2(Ω) = 0.3294, where the relative residual R(y) = 0.0024.
8.5. Optimal control of coil heating with model order
reduction by POD
In this section we solve the optimal control problem for the POD model reduced coil heat-
ing model. We use the POD model from Section 8.3. The POD basis computed from the
solution snapshots related to the given suboptimal control may be a good choice also for
the optimization process, see the remarks in the paper [44].
First we consider the problem without constraints.
min
1
2
‖y(T)− yd‖2L2(Ω) +
λ
2
‖u− ud‖2L2(0,T)
subject to
d
d
dt
(y(t), v)L2(Ω) + (c∇y(t),∇v)L2(Ω) + (qy(t), v)L2(Γ) = (qu(t)e, v)L2(Γ)
(y(0), v)L2(Ω) = (y0, v)L2(Ω)
for all v ∈ H1(Ω). Here, y is the temperature, d, c, and q are defined as in Section 8.2. The
control is the temperature within the furnace. We use the POD basis from Section .
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#it ∥v∥L∞(0,T) J(un−1)− J(un) J(un) σ
1 26290.8 −∞ 63.1 0.0625
2 2642.1 -61.4 1.70 0.03125
3 228.2 -1.08 0.61 0.03125
4 200.1 -0.05 0.56 0.0625
5 64 -0.06 0.50 0.03125
...
...
...
...
...
52 7.06 -0.000125 0.0232 0.03125
50 7.26 -0.000484 0.0227 0.25
51 6.41 -0.000333 0.022 0.0625
52 12.6 -0.00098 0.020 0.03125
Table 8.4.2.: Iterates of steepest descent solver for adapted error setting.
Figure 8.4.3.: Control near T. The in- and following by decreasing the control after t =
53, 800sec was not detected after the first run of the program.
Since we have only 12 POD basis functions, we can use an all-at-once algorithm. First
we use for simplicity an unconstrained setting. The main difference to the linear systems
derived in Section 4.1 is the handling of the constant-in-space control.
We discretize the forward equation using implicit Euler scheme. As a special case, we
must discuss briefly the handling of the control. Since u = u(t) does not depend on the
spatial variable, we can write it semidiscrete by u(t) · e, where e is a vector containing only
ones. By Gq := Qq · e we can write the Euler scheme for our coil heating problem with
boundary control as follows
My0 = My0
(D + δtk(K + Qq))yk+1 = Dyk + δtk · uk+1 · Gq, (8.5.1)
where k = 1, ..., nt + 1. Here we have yk ∈ Rnx and uk ∈ R for all k = 0, 1, ..., nt. The
discrete approximation of the objective function 12∥y(T)− yd∥2L2(Ω∆) +
λ
2 ∥u∥2L2(Σδt∆) reads
1
2
(ynt − yd)⊤M(ynt − yd) +
λ
2
nt
∑
k=0
αku2ke
⊤Qe· (8.5.2)
Defining βk := αke⊤Q1 · e, where Q1 is the boundary integral matrix associated with q = 1,
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Figure 8.4.4.: Step sizes of state and adjoint equation.
Figure 8.4.5.: Optimal state. Cut through coil at y-z-axis.
we obtain the following all-at-once system
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · 0 0 · · · 0 A −D 0 0
. . .
...
... 0
. . .
. . . 0
... 0 0
...
... 0 A −D
0 · · · −M 0 · · · 0 0 · · · 0 M
0 · · · 0 λβ1 0 0 0 α1G1 0 0
...
... 0
. . . 0
...
. . . 0
0 · · · 0 0 0 λβnt 0 0 αnt G1
M 0 · · · 0 0 · · · 0 0 · · · 0 0
−D A 0
... δt1Gq
...
...
0
. . .
. . . 0 0
. . . 0
...
0 0 −D A 0 0 δtnt Gq 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y0
y1
...
ynt
u1
...
unt
p0
...
pnt−1
pnt
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
−Myd
λβ1(ud)1
...
λβnt (ud)nt
My0
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that in general by δtk = αk and G1 = Gq the matrix is far from being symmetric.
It is of size (2(nx · nt + 1) + nt + 1) × (2(nx · nt + 1) + nt + 1). Since we use the implicit
Euler scheme, u0 never appears in (8.5.1) nor in (8.5.2), we do not need to involve u0 in the
optimality system.
However, for our application with 11,341 nodes and 1,000 time-steps this cannot be ac-
complished on contemporary PCs, but applying MOR, this changes. Using 12 POD basis
vectors, the system matrix is only approximately of dimension 26, 000× 26, 000. We define
A˜ := UAU, M˜ := UMU, G˜ := UQqe, and Gˆ := UQ1e.
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The optimality system after MOR reads

0 · · · 0 0 · · · 0 A˜ −D˜ 0 0
. . .
...
... 0
. . .
. . . 0
... 0 0
...
... 0 A˜ −D˜
0 0 −M˜ 0 · · · 0 0 · · · 0 M˜
0 · · · 0 λβ1 0 0 0 α1Gˆ⊤ 0 0
...
... 0
. . . 0
...
. . . 0
0 · · · 0 0 0 λβnt 0 · · · 0 αnt Gˆ⊤
M˜ 0 · · · 0 0 · · · 0 0 · · · 0
−D˜ A˜ 0
... δt1G˜
...
...
0
. . .
. . . 0 0
. . . 0
...
0 0 −D˜ A˜ 0 0 δtnt G˜ 0 · · · 0


y˜0
y˜1
...
y˜nt
u1
...
unt
p˜0
...
p˜nt−1
p˜nt

=

0
...
0
−U⊤Myd
λβ1(ud)1
...
λβnt (ud)nt
U⊤My0
0
...
0

,
where y˜k, p˜k ∈ R l , k = 0, 1, ..., nt and l is the number of POD basis functions.
Using the all-at-once approach, the main effort is to construct the linear system. We use
the discretization of the state equation from Section 8.2 and the POD basis from Section 8.3.
We chose again 12 basis vectors.
The class convectionDiffusionTimedepBCPOD is very similar to the example in Section
7.3.
We chose first an equidistant partition of the time interval [0, 54, 000] with nt = 1, 024.
The resulting linear system is of moderate size of 25, 624× 25, 624. Further, we set λ = 10−6
.
A complete run of the program takes about 10 sec, while only 0.2 sec were spent to solve
the linear system.
Figure 8.5.1.: Optimal control computed for the POD MOR problem. Equidistant partition
of time interval.
The DO system reads

0 · · · 0 0 · · · 0 M˜ −D˜ 0 0
. . .
...
... 0
. . .
. . . 0
... 0 0
...
... 0 A˜ −D˜
0 · · · 0 −M˜ 0 · · · 0 · · · 0 A˜
0 · · · 0 λβ1 0 0 0 δt1G˜⊤ 0 0
...
... 0
. . . 0
... 0
. . . 0
0 · · · 0 0 0 λβnt 0 · · · 0 δtnt G˜⊤
M˜ 0 · · · 0 0 · · · 0 0 · · · 0
−D˜ A˜ 0
... δt1G˜ 0
...
...
0
. . .
. . . 0 0
. . . 0
...
0 0 −D˜ A˜ 0 0 δtnt G˜ 0 · · · 0


y˜0
y˜1
...
y˜nt
u1
...
unt
p˜0
...
p˜nt−1
p˜nt

=

0
...
0
−U⊤Myd
λβ1(ud)1
...
λβnt (ud)nt
U⊤My0
0
...
0

,
(8.5.3)
where we replace the upper right block by the transpose of the state equation block from
the lower left part of the matrix. From Section 5 we know that this approach will provide
a different solution, depending on the partition of the time interval. Figure 8.5.2 shows the
surprising result. Here, the influence of the “wrong” end condition may be visible. Note
that our assumption d = 1 from Section 5 is violated here. Additionally, we have δtG˜⊤k and
αkGˆ⊤ may differ some order of magnitude.
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Figure 8.5.2.: Optimal control computed for the POD MOR problem. Equidistant partition
of time interval. First discretize then optimize approach.
Figure 8.5.3.: Optimal control computed for the POD MOR problem. Equidistant partition
of time interval. First discretize then optimize approach.
The results does not become better if we use a non equidistant partition of the time in-
terval. We used an ad hoc strategy to refine the partition: After one uniform refinement
we add the point tnt−1/2 =
1
2 (tnt−1 + tnt) into [tnt−1tnt ]. We stop if nt > 255. Obviously,
the peaks appear at points where δt jumps. Obviously, the problems discussed in Section 5
appear in the case of boundary control in more serious form.
Using the OD approach, the instabilities disappear, see Figure 8.5.4.
Figure 8.5.4.: Optimal control computed for the POD MOR problem. Equidistant partition
of time interval. First discretize then optimize approach.
The reason for the observed behavior is that in the case of OD, we have
(i) the smoothing effect from the adjoint equation and
(ii) we use the “right” approximation of the inner product in the objective function.
Here, the DO approach fails, at least in this form.
Note that we here used the same POD basis functions for both PDEs. In the literature,
some authors state that this may not the best choice, since “The adjoint state might be better
approximated by an own POD basis.” cf. [59], Remark 4.2. However, this may be true, but
from the numerical point of view this will also increase the lack of adjointness.
Our results justify the use of the POD basis computed for the state also for the adjoint.
However, when using a DO approach, we have performed a model order reduction for the
state equation, the “adjoint equation” is given by formal transposition of the state equation,
cf. (8.5.3). On the other hand, using a different basis for the adjoint equation “disturbs” the
structure of our linear system, we need a transformation between both POD basis. Our
algorithm is in some sense the “best of both worlds”: We use the POD basis as in the DO
case, but with the smoothing of the “right” adjoint PDE.
In the following, we will use the active set algorithm to solve the control constrained
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problem
min
1
2
∥y(t1, x)− yd∥2L2(Ω) +
λ
2
ˆ T
0
(u(t)− ud(t))2dt
subject to (8.4.2) and to the control constraints
u(t) ≤ u(t) ≤ u, a.e. in (0, T)
by POD MOR. Here, again u˜(t, x) = u(t)e(x). Based on the projection formula (8.4.4), we
can formulate an iterative active set algorithm (in infinite dimensional space) for the coil
heating problem as follows:
S0 Let µ0 and u0 be given. Set n = 1.
S1 Determine the active and inactive sets
A+n = {t ∈ (0, T) | un−1(t)− λ−1
ˆ
Γ
p(t, x)ds(x) + ud(t)ds(x)− un−1(t) > u}
A−n = {t ∈ (0, T) | un−1(t)− λ−1
ˆ
Γ
p(t, x)ds(x) + ud(t)ds(x)− un−1(t) > u}
In = (0, T)\{A+n ∪ A−n }
If A+n = A
+
n−1 and A
−
n = A
−
n−1 terminate.
S2 Solve
∂
∂t
(dy(t), v)L2(Ω) + (c∇y(t), v)L2(Ω) + (qy(t), v)L2(Γ) = (qu(t), v)L2(Γ)
(y(0), v)L2(Ω) = (y0, v)L2(Ω)
− ∂
∂t
(dp(t), v)L2(Ω) + (c∇p(t), v)L2(Ω) + (qp(t), v)L2(Γ) = 0
(p(T), v)L2(Ω) = (y(T)− yd, v)L2(Ω)
for all v ∈ H1(Ω),
un(t) =

u(t) on A−n
u(t) on A+n
−λ−1 ´Γ qp(t, s)ds(x) + ud(t) dx(x) on In
Update yn = y, pn = p, µn = −λ−1
´
Γ qpn(t, x)ds(x) + ud(t)ds(x)− un−1(t). Go to
S1
Similar to the elliptic case, the discrete algorithm uses indicator functions to describe the
control. However, since we must include an integration, we cannot reduce the number of
unknowns as in the elliptic case with pure control constraints.
Using again the implicit Euler scheme we obtain the fully discrete all-at-once problem.
We will write it first for the FEM discretization and from that we will derive the system for
the MOD.
The active/inactive sets can be computed by
(A+n )k =

1 if {tk | (un−1)k + (µn−1)k > u}
0 otherwise
(A−n )k =

1 if {tk | (un−1)k + (µn−1)k > u}
0 otherwise
In = [0, T]\{A+n ∪ A−n },
where the index k denotes the time instance and the index n denotes the iteration index. For
instance, (un)k is the control at time instance u(tk) in the n-th iteration. The active/inactive
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set matrices A+n , A−n and In are of dimension nt × nt. We obtain the linear system, to be
solved in S2

0 · · · 0 0 · · · 0 A −D 0 0
. . .
...
... 0
. . .
. . . 0
... 0 0
...
... A −D
0 · · · 0 −M 0 · · · 0 0 · · · 0 M
0 · · · 0 λβ1 0 0 0 α1G⊤1 I1 0 0
...
... 0
. . . 0
...
. . . 0
0 · · · 0 0 0 λβnt 0 · · · 0 αnt G⊤1 Int
M 0 · · · 0 0 · · · 0 0 · · · 0
−D A 0
... δt1Gq
...
...
0
. . .
. . . 0 0
. . . 0
...
0 0 −D A 0 0 δtnt Gq 0 0 · · · 0


y0
y1
...
ynt
u1
...
unt
p0
...
pnt−1
pnt

=

0
...
0
−Myd
λβ1(I1(ud)1 + A+1 u1 + A
−
1 u1)
...
λβnt (Int (ud)nt + An
+
t unt + A
−
nt
unt )
My0
0
...
0

.
We obtain the model order reduced system by replacing all matrices by their transformed
versions.

0 · · · 0 0 · · · 0 A˜ −D˜ 0 0
. . .
...
... 0
. . .
. . . 0
... 0 0
...
... A˜ −D˜
0 · · · 0 −M˜ 0 · · · 0 0 · · · 0 M˜
0 · · · 0 λβ1 0 0 0 α1G⊤1 I1 0 0
...
... 0
. . . 0
...
. . . 0
0 · · · 0 0 0 λβnt 0 · · · 0 αnt G⊤1 Int
M˜ 0 · · · 0 0 · · · 0 0 · · · 0
−D˜ A˜ 0
... δt1Gq
...
...
0
. . .
. . . 0 0
. . . 0
...
0 0 −D˜ A˜ 0 0 δtnt Gq 0 0 · · · 0


y˜0
y˜1
...
y˜nt
u1
...
unt
p˜0
...
p˜nt−1
p˜nt

=

0
...
0
−U⊤Myd
λβ1(I1(ud)1 + A+1 u1 + A
−
1 u1)
...
λβnt (Int (ud)nt + An
+
t unt + A
−
nt
unt )
U⊤My0
0
...
0

,
Note that the control remains untransformed. The matrix is of dimension l(nt + 1)× l(nt +
1). The matrices D˜ and M˜ are l × l diagonal, but A˜ is a l × l full matrix. We test the algo-
rithm at the coil heating boundary control problem. The setting is the same as in Sections
8.2– Section 8.4. We discretize the interval (0, T) equidistant with nt = 1023. The system
matrix is of dimension 25, 624× 25, 624.
After four iterations and approximately 20sec, the program founds a solution. Figure
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8.5.5 and 8.5.6 show the computed control and the associated state. Note the behavior near
T. The state is shown in the POD basis.
Figure 8.5.5.: Optimal control computed by the POD active set algorithm.
Figure 8.5.6.: Optimal state computed by the POD active set algorithm.
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A
Appendix A.
Functional analytical basics
A.1. Operators
This section we introduces the main results from functional analysis used in this work. We
follow [108] and [3].
Let be f U , k  k U g andf V , k  k V g real valued linear spaces with their associated norms.
Denition A.1.1. A mapping A : U ! V is called linear operator, if A(u + v) = Au + Av
andA( l u) = l Au for all u, v 2 U and for all l 2 R. In the special caseV = R we callA a
linear functional.
Denition A.1.2. A mapping A : U ! V is called continuous if from lim k! ¥ un = u in U
follows: lim k! ¥ Auk = Au inV .
Denition A.1.3. A linear operator A : U ! V is called bounded if there is a constantc,
independent from u 2 U such that for all u 2 U holdskAukV  ckukU .
Denition A.1.4 (Operator norm). Let A : U ! V a linear and continuous operator. The
number
kAk = sup
kuk= 1
kAukV
is called the norm of the operator A.
Theorem A.1.5. A linear operator is bounded iff it is continuous.
The proof can be found in[3], Lemma 3.1.
Denition A.1.6. By L (U , V ) we denote the space of linear and continuous operators A :
U ! V together with the norm kAkL (U ,V ) from DenitionA.1.4.
Denition A.1.7. The space of all linear and continuous operators is called the dual space
of U and is denoted byU  .
Denition A.1.8. A nonlinear operator A : U ! U is called hemicontinuous, if (A(u + t v
), w ) is a continuous function of t 2 R for any u, v, w 2 U .
Theorem A.1.9 (Riesz’s Theorem). Let beV a Hilbert space. Then
J(v)(u) := ( u, v)V
denes for all u, v 2 V an isometric linear isomorphism J: V ! V  .
In other words: In every Hilbert space, a functional F 2 V  can be represented with the
help of the inner product of V by an element f 2 V by the identity
F(v) = ( f , v)V
and vice versa. We havekFkV  = k f kV . A proof can be found in[3], Theorem 4.1.
The next Denitions and Lemma are preparations for proving results in a later section.
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Definition A.1.10. Let be U a real Banach space. A sequence {uk}k=1,...,∞,uk ∈ U is called
weakly convergent if there is a u ∈ U such that
f (uk)→ f (u), k → ∞
for all f ∈ U∗. For weak convergent sequence we write uk ⇀ u,k = 1, ...,∞.
Lemma A.1.11. Every strongly convergent sequence uk converges also weakly, i.e.
uk → u ⇒ uk ⇀ u, k → ∞.
Proof. Let f ∈ U∗ arbitrary. Since f is continuous, F(uk) → f (u), i.e. uk ⇀ u for all
f ∈ U∗.
There are some examples showing that weak convergence is not a very useful tool for
numerical calculations, see for instance the examples in [108], Section 2.4.2. However, it
shows its power in the proof of existence theorems for e.g. optimal control problems.
Lemma A.1.12. Let V be a Hilbert space with inner product (·, ·). Then for a weak convergent
sequence {uk}k=1,...,∞,uk ∈ V, the sequence (v, uk) converges strongly towards (v, u) for all v ∈
Vk → ∞.
Proof. The Lemma follows as a consequence of Riesz’s therorem and the definition of weak
convergence.
Definition A.1.13. Let be U and V real Banach spaces. Let uk ⇀ u be an arbitrary sequence,
uk ∈ U, u ∈ U. A mapping A : U → V is called weakly sequential continuous, if
uk ⇀ u ⇒ A(uk)⇀ A(u), k → ∞.
Lemma A.1.14. Every linear continuous operator A : U → V is weakly sequential continuous.
Proof. Let be u a weakly convergent sequence, i.e. for all f ∈ U∗ we have f (uk) → f (u).
We define by F(u) := f (A(u)) a linear continuous operator, i.e. F ∈ U∗. Since uk is weakly
convergent and F ∈ U∗, we have F(uk) → F(u). By the construction of F we have also
f (A(un)) → f (A(u)). Since f can be chosen arbitrary, this is the weak convergence of
A(uk) towards A(u).
Definition A.1.15. Let be M a subset of a real Banach space U. We call M weakly sequen-
tially closed, if from uk ∈ M for all k ∈ N and uk ⇀ u, k → ∞, follows u ∈ M.
Definition A.1.16. Let be M a subset of a real Banach spaceU. We callM weakly sequen-
tially relatively compact, if every sequence{uk}k=1,...,∞ contains a weakly convergent subse-
quence . If in additionM is weakly sequentially closed, then M is called weakly sequentially
compact.
Conclusion A.1.17. Any weakly sequentially closed set is also closed, but not every closed
set must be weakly sequentially closed.
For examples and counterexamples see e.g.[108], pp. 44ff.
Theorem A.1.18. Every bounded subset of a reflexive Banach space is weakly sequentially relatively
compact.
A proof can be found in e.g.,[121].
The following definitions are standard.
Definition A.1.19 (Convex subset). A subset M of a real Banach space U is called convex
if for any pair u ∈ U, v ∈ U and any l ∈ [0, 1] the convex combination l u + (1− l )v is in
M.
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Definition A.1.20 (Convex function). We call a function f : M → R convex if
f ( l u + ( 1− l )v) ≤ l f (u) + ( 1− l ) f (v)
for all l ∈ [0, 1] and all u ∈ M, v ∈ M. It is called strictly convex, if the inequality holds
with < whenever u ̸= v and l ∈ (0, 1).
Remark A.1.21. If f : M → R continuous, then the convexity can be proved by checking the
inequality
f

u + v
2

≤ f (u) + f (v)
2
for all u ∈ M, v ∈ M.
Theorem A.1.22. Every convex and closed subset M of a Banach space U is weakly sequentially
closed. If the space U is reflexive and the set M is in addition bounded, then it is weakly sequentially
compact.
The proof is partly a consequence of Mazur’s lemma, see e.g.[94], Lemma 10.19.
Theorem A.1.23. Every continuous and convex functional f : U → R on a Banach space U is
weakly lower-semicontinuous, i.e. for any sequence {uk}k= 1,...,∞, uk ∈ U with uk * u, k → ∞ we
have
lim
k→∞
inf f (uk) ≥ f (u).
This follows from [121], Corollary 1 of Lemma 13.2.3.
The following Theorem is an important tool to prove existence of solutions of linear PDE
problems.
Theorem A.1.24 (Lemma of Lax-Milgram). Let beV a real valued Hilbert space and c : V × V
a bilinear form with the following properties. There are constants a and b such that
|c[u, v]| ≤ a∥u∥V∥v∥V
c[u, u] ≥ b∥u∥2V .
Then there is a mapping A : V → V with
c[u, v] = ( u, Av)V
for all u, v ∈ V . Further the operator A is invertible with∥A∥ ≤ a and∥A−1∥ ≤ 1b .
A proof can be found in[3], Theorem 4.2.
Definition A.1.25 (Gelfand tripple). Let V be a real valued, separable reflexive Banach
space with dual space V∗, H be a real valued separable Hilbert space and let V be continu-
ously embedded and dense in H. Then the spaces V, H and V∗ form a Gelfand tripple.
A.2. Functions and domains
Definition A.2.1. A function f : X → Y is lower hemicontinuous at x iff for all xm ∈
A, xm → x, and for all y ∈ f (y), exists a subsequence xmk of xm such there exists a sequence
yk ∈ f (xmk ) such that yk → y.
Definition A.2.2. C p,a(Ω) is the space of p-times continuously differentiable functions,
which are additionally Hölder-continuous with exponent a ∈ (0, 1]. Is Ω a compact set,
then C p,a(Ω) is together with the norm
∥ f ∥Cp,a := ∑
|b|≤p
sup
x∈Ω
∥(Db f )( x)∥ + sup
x ̸= y
| f (x) − f (y)|
|x− y|a
a Banach-space, where b is a multiindex. The space C0,1(Ω) denotes the special case of
Lipschitz-continuous functions.
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The following definition can be found in [38]
Definition A.2.3. Let be Ω a bounded domain with boundary Γ. We say Γ is Ck if for each
point x0 ∈ Γ there exist r > 0 and a Ck function γ : R N−1 → R such that, upon relabeling
and reorienting the coordinates axes if necessary, we have
Ω
\
B(x0, r) = {x ∈ B(x0, r)|xN > γ(x1, ..., xN−1}
Likewise, Γ ∈ C∞ if Γ ∈ Ck for k = 1, 2, ..., and Γ is analytic if the mapping γ is analytic.
We use the terms “Ω is a Ck domain” synonymously for “domains with Ck boundaries”.
Definition A.2.4. A bounded domain Ω with boundary Γ ∈ C0 is called Lipschitz domain
and Γ is called Lipschitz boundary.
The following theorem, especially (ii), is essential for the weak formulation of PDEs.
Theorem A.2.5 (Green’s formulas). Let be y, v ∈ C2(Ω¯). Then
(i)
´
Ω ∆y dx =
´
Γ n⃗ · (∇y) ds
(ii)
´
Ω∇y · ∇v dx =
´
Γ n⃗ · (∇y)vds−
´
Ω y∆v dx
(iii)
´
Ω y∆v− v∆y dx =
´
Γ n⃗ · (∇v)y− n⃗ · (∇y)v ds.
A proof can be found in [38], Appendix C, Theorem 3.
Lemma A.2.6 (Generalized Friedrichs inequality). Let beΩ ⊂ R N a bounded Lipschitz domain
and let Γ1 ⊂ Γ be a measurable set with |Γ1| > 0. Then there exist a constant c > 0, independent
from u ∈ H1(Ω) such that
∥u∥H1(Ω) ≤ c
 ˆ
Ω
|∇u|2 dx +
 ˆ
Γ1
u ds
 2
! 1/2
for ally ∈ H1(Ω). [41]
Lemma A.2.7 (Generalized Poincare’ inequality).
Let Ω ⊂ R N , Ω′ ⊂ Ω, |Ω′ | > 0 then there is a constant c independent of y ∈ H1(Ω) such
that
∥y∥2H1(Ω) ≤ c
 ˆ
Ω
|∇y|2dx + Ω′ y2dx

for all y ∈ H1(Ω).
Proof. We apply Theorem 1.36 from [41] on the H1-norm of y:
∥y∥2H1(Ω) =
ˆ
Ω
y2(x) + |∇y(x)|dx
=
ˆ
Ω
y2(x) +
ˆ
Ω
|∇y(x)|dx
≤ (1+ c1)
ˆ
Ω
|∇y(x)|dx + c
ˆ
Ω′
y2(x) dx
≤ (1+ c1)
 ˆ
Ω
|∇y(x)|dx +
ˆ
Ω′
y2(x) dx

,
where c := 1+ c1, and c1 is the constant from Theorem 1.36 in [41].
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Theorem A.2.8 (Trace theorem). LetΩ be a bounded Lipschitz domain. Then, there exists a linear
mapping τ : W1,p(Ω)→ Lp(Γ) such that for all y ∈ C(Ω¯) holds:
(τy)(x) = y(x).
Additional, it hods
∥ y|Γ ∥Lp(Γ) ≤ ∥y∥W1,p(Ω)
where the constant is independent from y.
For a proof see e.g. [38], Chapter 5, Theorem 1.
Lemma A.2.9 (Mazur’s lemma). Let (U, || · ||) be a Banach space and let ({uk}k=1,...,∞, be a
sequence inU that converges weakly to some u0 in X:un ⇀ u0 as n → ∞. That is, for every
continuous linear functional f inU∗, the continuous dual space of U, f (un) → f (u0) as n → ∞.
Then there exists a function N : N → N and a sequence of sets of real numbers{α(n)k|k =
n, . . . ,N (n)} such that α(n)k ≥ 0 and
N(n)
∑
k=n
α(n)k = 1
such that the sequence (vn)n ∈ N defined by the convex combination
vn =
N (n)
∑
k=n
α(n)kuk
converges strongly in U tou0, i.e.∥vn − u0∥ → 0 as n → ∞.[94]
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Appendix B.
Codes of the examples
This appendix presents some selected codes to demonstrate how to implements the algo-
rithms discussed in Chapters 4. To run the codes, the OOPDE toolkit must be available in
your MATLAB installation.
Note that by a bug in a LATEXpackage in the following listings only the first reappearance
of the keyword methods is highlighted.
B.1. Classes for solving pde problems
B.1.1. The class heatTransfer
This is a simple class to solve stationary problems of type
−∇(c∇y) + ay = f in Ω
or the time-dependent problem
∂
∂t
y(t)−∇(c∇y) + ay = f in Q
with Robin boundary conditions and, in the case of the time-dependent problem, initial
condition y(0) = y0.
1 classdef heatTransfer < pde
2 methods(Access = protected)
3 function dy = df(obj ,~,y)
4 dy = obj.A*y + obj.b;
5 end
6 function J = jacobian(obj ,~,~)
7 J = obj.A;
8 end
9 end
10 methods(Access = public)
11 function initialize(obj ,c,a,f)
12 [K,M,F] = obj.fem.assema(obj.grid ,c,a,f);
13 [Q,G,~,~] = obj.fem.assemb(obj.grid);
14 obj.A = -(K+M+Q);
15 obj.b = F+G;
16 end
17 end
18 end
For the linear parabolic problem in 2.2, we can use the class heatTransfer too. However,
by
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classdef heatTransferTransient < heatTransfer &
plotUtilsTimeDependent
end
we can derive a specialized parabolic problem class.
The second parent class plotUtilsTimeDependent adds visualization methods like for
example methods to play animations etc. Note that the properties pde.K, pde.M etc. are
empty, only pde.A and pde.b contain the LHS and RHS of the linear system, respectively.
B.1.2. The class convectionDiffusion: an extended version of
heatTransfer
This is example for using the linear convection diffusion equation. It differs from the
heatTransfer class in the more general interface and, more important, in the fact, that
all system matrix properties are initialized.
classdef convectionDiffusion < pde
methods(Access = protected)
function dy = df(obj ,~,y)
dy = obj.A*y + obj.b;
end
function J = jacobian(obj ,~,~)
J = obj.A;
end
end
methods(Access = public)
function initialize(obj ,varargin)
switch nargin
case 5
initialize@pde(obj ,1,varargin {:});
case 6
initialize@pde(obj ,varargin {:});
otherwise
MException('PDE:WRONGNUMBERARGUMENTS ',
...
'Wrong number of arguments.').
thowAsCaller;
end
obj.A = -(obj.K+obj.M+obj.C+obj.Q);
obj.b = obj.F+obj.G;
end
end
end
B.1.3. The class convectionDiffusionTimedepBC for problems with
time dependent boundary conditions
A class that solves parabolic PDE problems with time dependent boundary conditions. The
source terms must be functions. In the df method we must update the vectors R and G. It
can handle the complete set of differential operator up to order two, including convection.
The class is prepared to solve also problems with Dirichlet boundary conditions via a stiff-
spring ansatz.
classdef convectionDiffusionTimedepBC < pde &
plotUtilsTimeDependent
properties(Access=protected)
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HH % Stores the mass on Dirichlet boundary
end
properties(Access=public)
% Define function for the sources. f is polymorph.
rr@function_handle % Robin source term.
rd@function_handle % Dirichlet source term
end
methods(Access = protected)
function dy = df(obj ,t,y)
dy = obj.A*y + obj.b +...
obj.HH*obj.rd(t,obj.grid.p) +...
obj.Q*obj.rr(t,obj.grid.p);
end
function J = jacobian(obj ,~,~)
% Overwrite jacobian method.
% Since problem is linear , we known
% the jacobian matrix.
J = obj.A;
end
end
methods(Access = public)
function initialize(obj ,varargin)
initialize@pde(obj ,varargin {:});
s = obj.fem.stiffSpring(obj.K+obj.M+obj.C);
obj.A = ...
-(obj.K+obj.M+obj.C+...
s*(obj.H'*obj.H)+obj.Q);
obj.b = obj.G+s*obj.H'*obj.R+obj.F;
% Prepare HH for Dirichlet source
obj.HH = s*obj.H'*obj.H;
end
end
end
B.1.4. convectionDiffusionTimedepBCPOD: POD MOR for the
convection-diffusion problem
The class is derived from convectionDiffusionTimedepBC. We must transform the basis
given in the property U.
classdef convectionDiffusionTimedepBCPOD <
convectionDiffusionTimedepBC
properties(Access = public)
U % POD basis vectors
end
methods(Access = public)
function initialize(obj ,varargin)
% make all matrices ...
initialize@convectionDiffusionTimedepBC...
(obj ,varargin {:});
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% Transform linear system
obj.A = obj.U'*obj.A*obj.U;
obj.b = obj.U'*obj.b;
obj.D = obj.U'*obj.D*obj.U;
% HH and Q are different from the
% usual H and Q. Multiply only
% from right by U.
obj.Q = obj.U'*obj.Q;
obj.HH = obj.U'*obj.HH;
end
function solve(obj ,varargin)
% Transform initial value
obj.y = obj.U'*obj.mass*obj.y;
solve@convectionDiffusionTimedepBC...
(obj ,varargin {:});
% Re -transform the solution
obj.y = obj.U*obj.y;
end
end
end
B.2. Algorithms from Chapter 4
We present in this section all classes which implements the algorithms discussed in Chapter
4. Most of the classes are derived from pde super class in order to inherit the solve method.
An exception is the class ellipticUnconstrained, where we do not need a solver method
from pde.
B.2.1. The class ellipticUnconstrained for an unconstrained elliptic
optimal control problem
This class implements direct all-at-once solver as well as gradient method for problems
without inequality constraints. The method solve is a wrapper for the private gradient
and direct all-at-once solver methods.
Note that the class is derived from handle super class but not from pde superclass. The
property pde stores the PDE constraint. It must be a heatTransfer class object.
classdef ellipticUnconstrained < handle
properties(Access = public)
pde@heatTransfer
ud % control shift
yd % desired function
lambda@double = 1e-3 % Lavrentiev
end
properties(SetAccess = private)
state@double
adjoint@double
control@double
end
properties(Access = private)
A@double %big system matrix
B@double %big system RHS
end
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methods(Access = public)
function val = objective(obj ,y,u,yd,ud)
M = obj.pde.mass;
val = 0.5*(y-yd)'*M*(y-yd)...
+ obj.lambda *0.5*(u-ud)'*M*(u-ud);
end
function solve(obj ,solver)
switch solver
case 'DIRECT '
obj.solveDirect
case 'GRADIENT '
obj.solveGradient
otherwise
end
end
end
methods(Access = private)
function solveDirect(obj)
%#ok <*PROP >
obj.systemCheck
if isempty(obj.ud)
ud = zeros(obj.pde.grid.nPoints ,1);
elseif isa(obj.ud ,'function_handle ')
ud = obj.ud(obj.pde.grid.p);
ud = ud(:);
elseif isvector(obj.ud)
ud = obj.ud(:);
end
if isempty(obj.yd)
yd = zeros(obj.pde.grid.nPoints ,1);
elseif isa(obj.yd ,'function_handle ')
yd = obj.yd(obj.pde.grid.p);
yd = yd(:);
elseif isvector(obj.yd)
yd = obj.yd(:);
end
A = [-obj.pde.mass -obj.pde.A
-obj.pde.A 1./ obj.lambda*obj.pde.mass];
B = [-obj.pde.mass*yd
obj.pde.mass*ud+obj.pde.G];
% Solve by direct method
y = A\B;
% splitt y into state , adjoint ...
obj.state = y(1:obj.pde.grid.nPoints ,:);
obj.adjoint = y(obj.pde.grid.nPoints +1:end ,:);
% Reconstruct control from adjoint
obj.control = -obj.adjoint/obj.lambda+ud;
obj.pde.y = obj.state;
end
function solveGradient(obj)
% Gradient solver
obj.systemCheck;
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if isempty(obj.ud)
ud = zeros(obj.pde.grid.nPoints ,1);
elseif isa(obj.ud ,'function_handle ')
ud = obj.ud(obj.pde.grid.p);
ud = ud(:);
elseif isvector(obj.ud)
ud = obj.ud(:);
end
if isempty(obj.yd)
yd = zeros(obj.pde.grid.nPoints ,1);
elseif isa(obj.yd ,'function_handle ')
yd = obj.yd(obj.pde.grid.p);
yd = yd(:);
elseif isvector(obj.yd)
yd = obj.yd(:);
end
tic
sigma = 0.5;
obj.control = zeros(obj.pde.grid.nPoints ,1);
M = obj.pde.mass;
norm_v = inf;
counter = 1;
while counter < obj.pde.solverOptions.maxit...
&& norm_v > obj.pde.solverOptions.solverTol
obj.state = -obj.pde.A\(obj.pde.b+M*obj.control
);
obj.adjoint = -obj.pde.A\(M*(obj.state -yd));
% search direction
v = obj.adjoint+obj.lambda *(obj.control -ud);
norm_v = sqrt(v'*M*v);
unew = obj.control -v;
% stepsize control
y = -obj.pde.A\(obj.pde.b+M*unew);
val = inf*ones (1,5);
val (1) = obj.objective(y,unew ,yd,ud);
for k = 2:5
% compute state for unew
unew = obj.control -sigma ^(k-1)*v;
y = -obj.pde.A\(obj.pde.b+M*unew);
val(k) = obj.objective(y,unew ,yd,ud);
if val(k)>=val(k-1)
break
end
end
[~,indx] = min(val);
obj.control = obj.control -sigma ^(indx -1)*v;
counter = counter + 1;
end
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fprintf (['Gradient solver stops after ',...
num2str(counter -1),' iterations\n']);
fprintf (['and ',num2str(toc),' sec\n']);
fprintf (['with value of objective of ',...
num2str(val(indx)),'\n'])
end
function systemCheck(obj)
if ~obj.pde.initialized
MException('parabolicDirect:NOTINITIALIZED ',...
['The pde property must be ',...
'initialized befor it can be used']);
end
end
end
end
B.2.2. The class activeSet
The class solves our elliptic model problem by active set algorithm. By setting the proper-
ties delta and epsilon it can solve control and mixed control-state constrained problems.
classdef activeSet < pde
properties(Access = private)
Aplus@double % active set lower constraint
Aminus@double % active set upper constraint
end
properties(SetAccess = private)
state@double % state
control@double % control
adjoint@double % adjoint
multiplier_lower@double
multiplier_upper@double
E % Identity
N % Zero matrix
n % Zero vector
end
properties(Access = public)
bcState % Boundary conditions for state
bcAdjoint % and adjoint (optional)
lambda@double = 1e-3; % Tikhonov
epsilon@double = 1; % Lavrentiew
delta@double = 0; % Weight for state. Initally NO
% state constraints
constraint_lower@double % generalized constraints:
eigher control
constraint_upper@double % or state
end
methods(Access = protected)
function df() %#ok<NOIN >
% A fake: since it is defined as abstract in
% pde , we must "implement" df method.
end
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end
methods(Access = private)
function updatActiveSet(obj)
% Updates the active sets from data in obj.state
% and obj.control
eplus = zeros(1,obj.grid.nPoints);
eplus(obj.epsilon*obj.control+...
obj.delta*obj.state -obj.multiplier_lower...
< obj.constraint_lower) = 1;
obj.Aplus = sparse (1: obj.grid.nPoints ,...
1:obj.grid.nPoints ,eplus);
eminus = zeros(1,obj.grid.nPoints);
eminus(obj.epsilon*obj.control+...
obj.delta*obj.state+obj.multiplier_upper...
>obj.constraint_upper) = 1;
obj.Aminus = sparse (1: obj.grid.nPoints ,...
1:obj.grid.nPoints ,eminus);
end
function val = updateActiveSetMatrix(obj)
% Writes the active sets into a matrix
val = sparse(obj.grid.nPoints*5,obj.grid.nPoints *5);
val (3* obj.grid.nPoints +1:end ,1: end) = ...
[obj.delta*obj.Aplus obj.epsilon*obj.Aplus ...
obj.N obj.E-obj.Aplus obj.N
obj.delta*obj.Aminus obj.epsilon*obj.Aminus...
obj.N obj.N obj.E-obj.Aminus ];
end
function val = constraints(obj)
% Constraints with respect to the active sets
val = [obj.n
obj.n
obj.n
obj.Aplus*obj.constraint_lower
obj.Aminus*obj.constraint_upper ];
end
end
methods(Access = public)
function initialize(obj ,c,a,f,y_d ,varargin)
% Set up u_d if needed
if length(varargin)==1
if ~isnumeric(varargin {1})
MException(obj.wrongClassID ,...
[obj.wrongClassStr , 'numeric.']).
throwAsCaller;
end
u_d = varargin {1};
if isscalar(u_d)
u_d = u_d(ones(obj.grid.nPoints ,1));
elseif length(u_d)~=obj.grid.nPoints
MException(obj.wrongSizedArgumentID ,...
[obj.wrongSizedArgumentStr ,...
'the number of points.']).throwAsCaller;
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end
else
u_d = zeros(obj.grid.nPoints ,1);
end
% We know that the boundary condition for
% the adjoint is always
% homogeneous except we consider modified problems.
% In the modified case , obj.bcAdjoint is non empty.
if isempty(obj.grid.b)
if iscell(obj.bcState)
obj.grid.makeBoundaryMatrix(obj.bcState {:});
else
obj.grid.makeBoundaryMatrix(obj.bcState);
end
end
[Qy ,Gy ,Hy ,Ry] = obj.fem.assemb(obj.grid);
% If both are the same , we reuse the information
% for the state in obj.grid.
if isempty(obj.bcAdjoint)
[Qa ,Ga ,Ha ,Ra] = obj.fem.assemb(obj.grid);
Ra = zeros(size(Ra));
Ga = zeros(size(Ga));
else
obj.grid.makeBoundaryMatrix(obj.bcAdjoint {:});
[Qa ,Ga ,Ha ,Ra] = obj.fem.assemb(obj.grid);
end
% Assemble using OOPDE methods
[K,M,F] =obj.fem.assema(obj.grid ,c,a,f);
[~,~,YD] =obj.fem.assema(obj.grid ,0,0,-y_d);
[~,~,UD] = obj.fem.assema(obj.grid ,0,0,u_d);
% Some zeros stuff
obj.N = sparse(obj.grid.nPoints ,obj.grid.nPoints);
obj.E = speye(obj.grid.nPoints ,obj.grid.nPoints);
obj.n = sparse(obj.grid.nPoints ,1);
% Stiff spring for Dirichlet BCs
l = obj.fem.stiffSpring(K+M+Qy+(Hy '*Hy));
% Linear system
% Matrix
obj.A = [-obj.mass obj.N K+M+Qa+l*(Ha '*Ha) ...
obj.delta*obj.mass -obj.delta*obj.mass
obj.N obj.lambda*obj.E obj.E ...
-obj.epsilon*obj.E obj.epsilon*obj.E
K+M+Qy+l*(Hy '*Hy) -obj.mass obj.N obj.N obj.N
obj.N obj.N obj.N obj.N obj.N
obj.N obj.N obj.N obj.N obj.N];
% RHS
obj.b = [ YD+Ga+l*(Ha '*Ra)
obj.lambda*UD
Gy+l*(Hy '*Ry)+F;
obj.n
obj.n];
% Initialize y and state , adjoint etc. by zeros.
obj.y= zeros(obj.grid.nPoints *5,1);
splitSolution(obj);
obj.initialized = true;
end
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function solve(obj)
obj.updatActiveSet;
Aplus_old = obj.Aplus;
Aminus_old = obj.Aminus;
for k = 1:obj.solverOptions.maxit
AS = obj.updateActiveSetMatrix;
obj.y = (obj.A+AS)\(obj.constraints+obj.b);
obj.splitSolution;
obj.updatActiveSet;
if all(all(Aplus_old ==obj.Aplus)) &&...
all(all(Aminus_old ==obj.Aminus))
return
else
if mod(k,1)==0
% Give back the number of changes
% in the active sets
nAp = sum(sum(Aplus_old ~=obj.Aplus));
nAm = sum(sum(Aminus_old ~=obj.Aminus));
end
Aplus_old=obj.Aplus;
Aminus_old=obj.Aminus;
end
end
end
function splitSolution(obj)
% We split the solutions by simply
% indexing obj.y and using
% obj.grid.nPoints
obj.state = obj.y(1: obj.grid.nPoints ,end);
obj.control = obj.y(obj.grid.nPoints+...
1:2* obj.grid.nPoints ,end);
obj.adjoint = obj.y(2* obj.grid.nPoints+...
1:3* obj.grid.nPoints ,end);
obj.multiplier_lower = ...
obj.y(3* obj.grid.nPoints+...
1:4* obj.grid.nPoints ,end);
obj.multiplier_upper = ...
obj.y(4* obj.grid.nPoints+...
1:5* obj.grid.nPoints ,end);
end
end
end
B.2.3. The class smoothedProjection
This class solves the control constrained elliptic model problem by the smoothed projection
algorithm. Most code lines are comments and helper methods. Note the very simple solve
method.
classdef smoothedProjection < pde
properties(Access = public)
% to allow the user to change the boundary condition
% of the state equation we make it public.
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bcState
bcAdjoint
lambda@double = 1; % Tikhonov parameter
constraint_upper@double = inf % Fixed lower and upper
control constraints.
constraint_lower@double = -inf % For unconstrained
problems set it +/- inf
smoothing@double = 0; % The smoothing for the
projection
end
properties(SetAccess = private)
% propertise to store the state , the control and the
adjoint
% equation. Only methods from kkt should change the
values.
state
control
adjoint
N
n % zero vector
u_d@double
end
properties(Access = private)
% polynomial to smooth projection
% Needs polynomial class.
% If there is no polynomial , use polyval in smsign
poly@polynomial
end
methods (Access = protected)
% These methods must be declared as protected.
function dy = df(obj ,~,y)
% More formal definition of the lienar pde system. A
and be
% must be implemented in initialize
% The interface must be obj , time (not used here),
and solution
dy = obj.A*y+obj.projection ([],y)+obj.b;
end
end
methods(Access = private)
function val = projection(obj ,~,y)
% separate u from the system vector
val = zeros(size(y));
p = y(obj.grid.nPoints +1:end ,end);
val(obj.grid.nPoints +1:2* obj.grid.nPoints) = ...
obj.M*obj.smin(obj.smax(-1/obj.lambda*p+obj.u_d ,
obj.constraint_lower),...
obj. constraint_upper) ;
end
end
methods(Access = public)
function initialize(obj ,c,a,f,y_d ,varargin)
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% Initialize method to set up the problem.
% obj.initialize(c,a,f,y_d[,u_d])
% The coefficients c,a,f belong to the standart
elliptic PDE
% The parameters y_d and the optional u_d must be
from class
% double
% (C) 2015 by Uwe Prüfert
% Set up constraints
obj.expandConstraints;
if length(varargin)==1
if ~isnumeric(varargin {1})
MException(obj.wrongClassID ,...
[obj.wrongClassStr , 'numeric
.']).throwAsCaller;
end
obj.u_d = varargin {1};
if isscalar(obj.u_d)
obj.u_d = obj.u_d(ones(obj.grid.nPoints ,1));
elseif length(obj.u_d)~=obj.grid.nPoints
MException(obj.wrongSizedArgumentID ,...
[obj.wrongSizedArgumentStr ,...
'the number of points.']).throwAsCaller;
end
else
obj.u_d = zeros(obj.grid.nPoints ,1);
end
% We know that the boundary condition for the
adjoint is always
% homogeneous except we consider modified problems.
% In the modified case where obj.bcAdjoint is non
empty.
if isempty(obj.grid.b)
if iscell(obj.bcState)
obj.grid.makeBoundaryMatrix(obj.bcState {:});
else
obj.grid.makeBoundaryMatrix(obj.bcState);
end
end
[Qy ,Gy ,Hy ,Ry] = obj.fem.assemb(obj.grid);
if isempty(obj.bcAdjoint)
[Qa ,Ga ,Ha ,Ra] = obj.fem.assemb(obj.grid);
Ra = zeros(size(Ra));
Ga = zeros(size(Ga));
else
obj.grid.makeBoundaryMatrix(obj.bcAdjoint {:});
[Qa ,Ga ,Ha ,Ra] = obj.fem.assemb(obj.grid);
end
% Maybe we have a source shift f for the state
equation. In all
% cases we have a source for the
% adjoint. Note that a desired control u_d will be
considered
% pointwise and will not be integrated.
[K,M,F] = obj.fem.assema(obj.grid ,c,a,f);
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[~,~,Yd] = obj.fem.assema(obj.grid ,0,0,-y_d);
% Store mass and identity for later use
obj.M = obj.mass;
E = speye(obj.grid.nPoints);
% The stiff -spring approximation of Dirichlet
boundary
% conditions (only needed if applyed
s = obj.fem.stiffSpring(K+M);
% Some sparse matrices/ vectors to fill the holes in
the
% big matrix. We know that this is a little bit
unefficent
% but we do it only ones
obj.N = sparse(obj.grid.nPoints ,obj.grid.nPoints);
obj.n = sparse(obj.grid.nPoints ,1);
% The pde system matrix. first line adjoint , second
gradient
% third state equation. Solution vector order state ,
control ,
% adjoint. We divide 2nd line by M to "eliminate"
the integral
obj.A = [obj.M -(K+M+s*(Ha '*Ha)+Qa);...
-(K+M+s*(Hy '*Hy)+Qy) obj.N ];
% The big rhs , F contains y-yd but no boundary
vector
% The state eqn. RHS has no source but both of the
boundary
% vectors. 2nd line "pointwise"
obj.b = [s*Ha '*Ra+Ga+Yd;...
s*Hy '*Ry+Gy+F];
% To initialize y we set it to zero. This is very
important
% since the solvers need the information that the
number of
% grid points in the mesh is not the number of dof.
obj.y = ones(obj.grid.nPoints *2,1);
% At last , we set initialize true. Otherwise the
solve method
% returns an error.
obj.pattern = [obj.M~=0 (K+M+s*(Ha '*Ha)+Qa)~=0;...
(K+M+s*(Ha '*Ha)+Qa)~=0 obj.M~=0];
obj.initialized = true;
end
function solve(obj)
% create the polynomial. It depends from a
% parameter , hence we cannot initialize it
% when creating the object
obj.poly = polynomial ([ -5/2* obj.smoothing ^(-7)...
0, 63/8* obj.smoothing ^(-5)...
0 -35/4* obj.smoothing ^(-3)...
0 +35/8* obj.smoothing ^(-1)...
0 ]);
solve@pde(obj ,'STATIONARY ');
obj.splitSolution;
end
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end
methods(Access = private)
% Some helper methods
function u = expandConstraints(obj)
% Prepare the constraints. They can be given as e.g.
scalar
% constraint_upper = 3 and must be expanded to
vectors. Note that some
% effort is necessary to handle the inf/-inf case
if all(isfinite(obj.constraint_upper))&&all(isfinite
(obj.constraint_lower))
if isscalar(obj.constraint_upper)
obj.constraint_upper = obj.constraint_upper(
ones(obj.grid.nPoints ,1));
end
if isscalar(obj.constraint_lower)
obj.constraint_lower = obj.constraint_lower(
ones(obj.grid.nPoints ,1));
end
u = 0.5*( obj.constraint_upper+obj.
constraint_lower);
return
end
if any(isinf(obj.constraint_upper))&&all(isfinite(
obj.constraint_lower))
if isscalar(obj.constraint_lower)
obj.constraint_lower = obj.constraint_lower(
ones(obj.grid.nPoints ,1));
end
u = obj.constraint_lower +1;
return
end
if ~all(isfinite(obj.constraint_lower))&&all(
isfinite(obj.constraint_upper))
if isscalar(obj.constraint_upper)
obj.constraint_upper = obj.constraint_upper(
ones(obj.grid.nPoints ,1));
end
u = obj.constraint_upper -1;
return
end
if any(isinf(obj.constraint_upper))&&any(isinf(obj.
constraint_lower))
% the stupid case of both inf/-inf constraints
u = zeros(obj.grid.nPoints ,1);
return
end
end
function splitSolution(obj)
% We split the solutions by simply indexing obj.y
and using
% obj.grid.nPoints
obj.state = obj.y(1: obj.grid.nPoints ,end);
obj.adjoint = ...
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obj.y(obj.grid.nPoints +1:2* obj.grid.nPoints ,end)
;
obj.control = ...
obj.smin(obj.smax(-1/obj.lambda*obj.adjoint+obj.
u_d ,...
obj.constraint_lower),obj. constraint_upper);
end
function val = smax(obj ,a,b)
if obj.smoothing == 0
val = max(a,b);
else
val = 0.5*(a+b+obj.smsigm(a-b).*(a-b));
end
end
function val = smin(obj ,a,b)
if obj.smoothing == 0
val = min(a,b);
else
val = 0.5*(a+b-obj.smsigm(a-b).*(a-b));
end
end
function val = smsigm(obj ,a)
val = zeros(size(a));
val(a<-obj.smoothing) = -1;
val(a>obj.smoothing) = 1;
val((a<=obj.smoothing&a>=-obj.smoothing)) =...
obj.poly.eval(a(a<=obj.smoothing&a>=-obj.
smoothing));
end
end
end
B.2.4. The class shortStepIP
This class solves the control constrained elliptic model problem by the interior point algo-
rithm.
classdef shortStepIP < pde
properties(Access = public)
% to allow the user to change the boundary condition
% of the state equation we make it public.
bcState % Boundary conditions for state
bcAdjoint % and adjoint (optional)
mu@double = 1;
muFinal@double = 1e-8; % path parameter for log term
lambda@double = 1; % Tikhonov parameter
epsilon@double = 1; % Lavrentiev. Initially control
constraints
delta@double = 0; % Weight for state. Initally NO
state constraints
constraint_upper@double = inf % fixed lower and upper
control constraints.
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constraint_lower@double = -inf % For unconstrained
problems set it +/- inf
end
properties(SetAccess = private)
% propertise to store the state , the control and the
adjoint
% equation. Only methods from kkt should change the
values.
state
control
adjoint
multiplier_upper
multiplier_lower
N
n % zero vector
end
methods (Access = protected)
% These methods must be declared as protected.
function dy = df(obj ,~,y)
% More formal definition of the lienar pde system. A
and be
% must be implemented in initialize
% The interface must be obj , time (not used here),
and solution
dy = obj.A*y+obj.penalty(y)+obj.b;
end
function j = jacobian(obj ,~,y)
j = obj.A+obj.dpenalty(y);
end
end
methods(Access = private)
function val = penalty(obj ,y)
% separate u from the system vector
val = zeros(size(y));
yy = y(1:obj.grid.nPoints ,end);
u = y(obj.grid.nPoints +1:2* obj.grid.nPoints ,end);
val (1:2* obj.grid.nPoints) = [...
obj.delta*obj.mu*obj.M*...
(-1./( obj.epsilon*u+obj.delta*yy-obj.
constraint_lower)+ ...
1./( obj.constraint_upper -obj.epsilon*u-obj.delta*
yy));...
obj.epsilon*obj.mu*...
(-1./( obj.epsilon*u+obj.delta*yy-obj.
constraint_lower) + ...
1./( obj.constraint_upper -obj.epsilon*u-obj.delta*
yy))] ;
end
function val = dpenalty(obj ,y)
yy = y(1:obj.grid.nPoints ,end);
u = y(obj.grid.nPoints +1:2* obj.grid.nPoints ,end);
ns = obj.grid.nPoints;
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dl = obj.mu./(( obj.epsilon*u+obj.delta*yy-obj.
constraint_lower).^2);
du= obj.mu./(( obj.constraint_upper -obj.epsilon*u-
obj.delta*yy).^2);
D = spdiags(dl+du ,0,ns ,ns);
val = [obj.delta .^2*D*obj.M obj.delta*obj.epsilon*
D*obj.M obj.N;...
obj.epsilon*obj.delta*D obj.epsilon ^2*D obj.N
;...
obj.N obj.N obj.N];
end
end
methods(Access = public)
function initialize(obj ,c,a,f,y_d ,varargin)
% Initialize method to set up the problem.
% obj.initialize(c,a,f,y_d[,u_d])
% The coefficients c,a,f belong to the standart
elliptic PDE
% The parameters y_d and the optional u_d must be
from class
% double
% (C) 2015 by Uwe Prüfert
if length(varargin)==1
if ~isnumeric(varargin {1})
MException(obj.wrongClassID ,...
[obj.wrongClassStr , 'numeric.']).
throwAsCaller;
end
u_d = varargin {1};
if isscalar(u_d)
u_d = u_d(ones(obj.grid.nPoints ,1));
elseif length(u_d)~=obj.grid.nPoints
MException(obj.wrongSizedArgumentID ,...
[obj.wrongSizedArgumentStr ,...
'the number of points.']).throwAsCaller;
end
else
u_d = zeros(obj.grid.nPoints ,1);
end
% We know that the boundary condition for the
adjoint is always
% homogeneous except we consider modified problems.
% In the modified case where obj.bcAdjoint is non
empty.
if isempty(obj.grid.b)
if iscell(obj.bcState)
obj.grid.makeBoundaryMatrix(obj.bcState {:});
else
obj.grid.makeBoundaryMatrix(obj.bcState);
end
end
[Qy ,Gy ,Hy ,Ry] = obj.fem.assemb(obj.grid);
if isempty(obj.bcAdjoint)
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[Qa ,Ga ,Ha ,Ra] = obj.fem.assemb(obj.grid);
Ra = zeros(size(Ra));
Ga = zeros(size(Ga));
else
obj.grid.makeBoundaryMatrix(obj.bcAdjoint {:});
[Qa ,Ga ,Ha ,Ra] = obj.fem.assemb(obj.grid);
end
% Maybe we have a source shift f for the state
equation. In all
% cases we have a source for the
% adjoint. Note that a desired control u_d will be
considered
% pointwise and will not be integrated.
[K,M,F] = obj.fem.assema(obj.grid ,c,a,f);
[~,~,Yd] = obj.fem.assema(obj.grid ,0,0,-y_d);
% Store mass and identity for later use
obj.M = obj.mass;
E = speye(obj.grid.nPoints);
% The stiff -spring approximation of Dirichlet
boundary
% conditions (only needed if applyed
s = obj.fem.stiffSpring(K+M);
% Some sparse matrices/ vectors to fill the holes in
the
% big matrix. We know that this is a little bit
unefficent
% but we do it only ones
obj.N = sparse(obj.grid.nPoints ,obj.grid.nPoints);
obj.n = sparse(obj.grid.nPoints ,1);
% The pde system matrix. first line adjoint , second
gradient
% third state equation. Solution vector order state ,
control ,
% adjoint. We divide 2nd line by M to "eliminate"
the integral
obj.A = [obj.M obj.N -(K+M+s*(
Ha '*Ha)+Qa);...
obj.N obj.lambda*E E;...
-(K+M+s*(Hy '*Hy)+Qy) obj.M obj.N];
% The big rhs , F contains y-yd but no boundary
vector
% The state eqn. RHS has no source but both of the
boundary
% vectors. 2nd line "pointwise"
obj.b = [s*Ha '*Ra+Ga+Yd;...
-obj.lambda*u_d;...
s*Hy '*Ry+Gy+F];
% To initialize y we set it to zero. This is very
important
% since the solvers need the information that the
number of
% grid points in the mesh is not the number of dof.
obj.y = ones(obj.grid.nPoints *3,1);
% At last , we set initialize true. Otherwise the
solve method
% returns an error.
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obj.initialized = true;
end
function solve(obj)
% We iterate implement a shor -step interior point
method with
% stepsize control
% (C) 2015 by Uwe Prüfert
% Initialize check.
if ~obj.initialized
obj.notInitialized.throwAsCaller;
end
% We need a FEASIBLE inital value for the IP method
% We compute a initial control from the control
constraints ...
if ~obj.feasible
obj.initialGuess;
end
if ~obj.feasible
MException('shortStepIp:notFeasible ',...
'Initial guess is NOT feasible , abort
computation.').throw
end
% Set sigma_0 and some variables for statistics
sigma = 0.0625;
k_failed_steps = 0;
k_steps = 0;
s = 2.^ -(0:9);
% The homotopy loop
while true % we break the loop by "controlled
exeption throwing"
try
y = obj.y;
d = -obj.jacobian(0,y)\obj.df(0,y);
k_steps = k_steps + 1;
obj.y = y + d;
% Stopping exception
if obj.feasible && obj.mu < obj.muFinal
MException('shortStepIP:muneareps ',...
'Homotopy parameter reached stopping
criteria.').throw;
elseif k_steps >=obj.solverOptions.maxit
MException('shortStepIP:maxit ',...
'Maximal number of iterations
reached.').throw;
end
if ~obj.feasible
% If solution is not feasible , go back
and repeat
% with smaller mu
obj.mu = obj.mu/sigma;
% If sigma = 1 we make a second Newton
step
sigma = min(sigma *1.5 ,1);
obj.mu = obj.mu*sigma;
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obj.y = y; %reset y%
k_failed_steps = k_failed_steps + 1;
elseif obj.feasible && sigma == 1
% Try to reduce sigma
sigma = sigma *0.5;
obj.mu = obj.mu*sigma;
else
obj.mu = obj.mu*sigma;
end
catch ME % Catch the exception but do not
% rethrow:
% Simply break the loop. Actually ,
% also the backslash op could throw
an
% exception. In this case , the
algorithms
% stopps and we save the last valid
state.
obj.splitSolution;
fprintf (['Pathfollowing breaks with mu = ',
...
num2str(obj.mu),' after ' ,...
num2str(k_steps),' iterations\n',...
'with ',num2str(k_failed_steps),'
failed steps.\n'])
fprintf (['Message was: ',ME.message ,'\n'
]);
return
end
end
end
end
methods(Access = private)
% Some helper methods
function u = expandConstraints(obj)
% Prepare the constraints. They can be given as e.g.
scalar
% constraint_upper = 3 and must be expanded to
vectors. Note that some
% effort is necessary to handle the inf/-inf case
if all(isfinite(obj.constraint_upper))&&all(isfinite
(obj.constraint_lower))
if isscalar(obj.constraint_upper)
obj.constraint_upper = obj.constraint_upper(
ones(obj.grid.nPoints ,1));
end
if isscalar(obj.constraint_lower)
obj.constraint_lower = obj.constraint_lower(
ones(obj.grid.nPoints ,1));
end
u = 0.5*( obj.constraint_upper+obj.
constraint_lower);
return
end
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if any(isinf(obj.constraint_upper))&&all(isfinite(
obj.constraint_lower))
if isscalar(obj.constraint_lower)
obj.constraint_lower = obj.constraint_lower(
ones(obj.grid.nPoints ,1));
end
u = obj.constraint_lower +1;
return
end
if ~all(isfinite(obj.constraint_lower))&&all(
isfinite(obj.constraint_upper))
if isscalar(obj.constraint_upper)
obj.constraint_upper = obj.constraint_upper(
ones(obj.grid.nPoints ,1));
end
u = obj.constraint_upper -1;
return
end
if any(isinf(obj.constraint_upper))&&any(isinf(obj.
constraint_lower))
% the stupid case of both inf/-inf constraints
u = zeros(obj.grid.nPoints ,1);
return
end
end
function b = feasible(obj)
% Check if solution is feasible
obj.splitSolution;
b = all(obj.constraint_lower < obj.delta*obj.state+
obj.epsilon*obj.control)&&...
all( obj.delta*obj.state+obj.epsilon*obj.control
< obj.constraint_upper);
end
function initialGuess(obj)
% Compute a feasible set of functions u, y, and p
u = expandConstraints(obj);
% Compute state. First extract state eqn. from kkt
system
A = obj.A(2* obj.grid.nPoints +1:3* obj.grid.nPoints ,
...
1:obj.grid.nPoints);
b = obj.b(2* obj.grid.nPoints +1:3* obj.grid.nPoints ,1)
;
% Solve state equation with u0 as source
y = A\(obj.M*u+b);
p = -u*obj.lambda+...
obj.mu./( obj.epsilon*u+obj.delta*y-obj.
constraint_lower)...
-obj.mu./(obj.constraint_upper -obj.epsilon*u-obj
.delta*y);
obj.y =[y;u;p];
end
function splitSolution(obj)
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% We split the solutions by simple indexing obj.y
and using
% obj.grid.nPoints
obj.state = obj.y(1: obj.grid.nPoints ,end);
obj.control = obj.y(obj.grid.nPoints +1:2* obj.grid.
nPoints ,end);
obj.adjoint = obj.y(2* obj.grid.nPoints +1:3* obj.grid.
nPoints ,end);
obj.multiplier_upper = obj.mu./...
(obj.constraint_upper -obj.epsilon*obj.control -
obj.delta*obj.state);
obj.multiplier_lower = obj.mu./...
(obj.epsilon*obj.control+obj.delta*obj.state -obj
.constraint_lower);
end
end
end
B.3. Parabolic boundary control problems
In this section we present some classes for the numerical treatment of parabolic problems.
B.3.1. The class boundaryControlParabolic
This class was used for the control of our boundary controlled “real world” application.
classdef boundaryControlParabolic < handle
% Class for Boundary Control of parabolic PDEs with
endtime
% observation
% Assumtions
% * yd returns yd(x) as column vector.
% * obj.control is a row vector
properties(Access = public)
pde@pde
yd@function_handle % desired function
ud@function_handle = @(t) 24 % control shift
lower@function_handle = @(t) 24
upper@function_handle = @(t) 450
lambda@double = 1e-3 % Lavrentiev
end
properties(SetAccess = private)
state@double
adjoint@double
control@double
% ODE15S solver needs this
timeState@double
timeAdjoint@double
mass % Mass to evaluate integral
end
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methods(Access = public)
function val = objective(obj ,y,u)
% objective(obj ,y,u)
% Computed value of objective
% 1/2 int (y(T)-yd)^2 dx +lambda /2 int u(t)-u_d
dt
dt1 = obj.timeAdjoint (2: end)-obj.timeAdjoint (1:
end -1);
dt2 = (dt1(1:end -1)+dt1 (2: end));
dt = [dt1(1) dt2 dt1(end)];
dt = 0.5*dt;
val = 0.5* obj.lambda*sum(dt.*(u-obj.ud(obj.
timeAdjoint)).^2);
val = val + 0.5*(y(:,end)-obj.yd(obj.pde.grid.p)
)'...
*obj.mass*(y(:,end)-obj.yd(obj.pde.grid.p));
end
function solve(obj ,solver)
switch solver
case 'ODE15S '
% solves with the adaptive ode15s solver
using the pde
% property of ocp -object.
obj.solveGradientODE;
otherwise
MException('BOUNDARYPARABOLIC:SOLVE',...
['Unknown solver ''',solver ,'''']).
throwAsCaller;
end
end
end
methods(Access = private)
function solveGradientODE(obj)
% Solve Problem by adaptive time stepping solver
ode15s.
% Problem is that we probable cannot store all
solutions at all
% time steps. For the optimization process , we
need only y(T)
% hence we can put all intermediate y-kth in the
bin. For the
% adjoint equation , we need a smaller error
tolerance and we
% need all solutions to compute the control
update.
tempPde = heatTransfer;
tempPde.grid = obj.pde.grid;
tempPde.fem = obj.pde.fem;
tempPde.grid.makeBoundaryMatrix(...
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tempPde.grid.robinBC('0','0'),...
tempPde.grid.robinBC('1','1'),...
tempPde.grid.robinBC('1','1'),...
tempPde.grid.robinBC('1','1'));
[Q,~,~,~] = tempPde.fem.assemb(tempPde.grid);
areaCoil = ones(1,tempPde.grid.nPoints)*Q*ones(
tempPde.grid.nPoints ,1);
obj.systemCheck;
% Compute it only ones
obj.mass = obj.pde.mass;
tic
% We are only interested in y(T).
% Ignore obj.pde.time , use only the starting and
ending points.
% Add a point in the middle of interval to force
ode15s to
% store only y_1 y_2 y_end.
timeFwd = [obj.pde.time (1) obj.pde.time(end)/2
obj.pde.time(end)];
% Adjoint equation remembers all intermediates.
We construct a
% reverse time stepping.
timeBwd = fliplr(obj.pde.time([1,end]));
% We initialize it by the timeFwd since we need
a time grid to
% evalute obj.control when solving the state eqn
. the first
% time.
obj.timeAdjoint = timeFwd;
% Initialize u0
for k = length(timeFwd)
obj.control(k) = obj.ud(timeFwd(k));
end
% solve state with source u0
% First setup.
options = odeset(...
'Mass',obj.pde.D,...
'Jacobian ',obj.pde.A,...
'JConstant ','yes',...
'MassSingular ','no',...
'Stats','on',...
'AbsTol ',1e-6,...
'RelTol ',1e-4);
% Solve the state equation. We do not need to
store time interval
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fprintf('Initialize problem: Solve state eqn.\n'
);
[~,y] = ode15s (@dFstate ,timeFwd ,obj.pde.y(:,1),
options ,obj);
obj.state = y(end ,:) ';
% Iteration counter
counter = 0;
valObj = inf;
while counter < obj.pde.solverOptions.maxit
% Reverse time orientation and set Mass = -D
% Solve adjoint equation with RelTol 1e-6
options = odeset(options ,...
'Mass',-obj.pde.D,...
'AbsTol ',1e-12,...
'RelTol ',1e-6);
timeAdjointOld = obj.timeAdjoint;
% Solve adjoint equation backward in time.
fprintf('Gradient loop: Solve adjoint eqn.\n
');
[obj.timeAdjoint ,p] = ode15s(...
@dFadjoint ,...
timeBwd ,...
obj.state(:,end)-obj.yd(obj.pde.grid.p),
options ,obj);
fprintf('\n');
% Bring it in the "normal" time ordering
obj.timeAdjoint = fliplr(obj.timeAdjoint ');
obj.adjoint = fliplr(p');
% Compute new direction for gradient by
% v = lambda *(control -ud) + adjoint
% The control must transformed from the old
adjoint grid to
% the new one.
v = zeros(1,length(obj.timeAdjoint));
u = zeros(1,length(obj.timeAdjoint));
ul = zeros(1,length(obj.timeAdjoint));
uu = zeros(1,length(obj.timeAdjoint));
for k = 1: length(obj.timeAdjoint)
% bring u on th new grid:
% "old" control ...
u(k) = evaluateAtTime(...
obj.timeAdjoint(k),...
timeAdjointOld ,...
obj.control) ;
% v is the gradient ...
v(k) = ones(1,obj.pde.grid.nPoints)*...
obj.pde.Q*obj.adjoint(:,k)+...
obj.lambda*areaCoil *(u(k)-obj.ud
(obj.timeAdjoint(k)));
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% Update the contraints (also/mainly in
size) ...
ul(k) = obj.lower(obj.timeAdjoint(k));
uu(k) = obj.upper(obj.timeAdjoint(k));
end
plot(obj.timeAdjoint ,v);
vo = inf;
sigma = 0.5;
% Line search: Setup options for state eqn.
options = odeset(options ,...
'Mass',obj.pde.D,...
'AbsTol ',1e-6,...
'RelTol ',1e-4);
k2 = 2;
ytemp = zeros(obj.pde.grid.nPoints ,100);
% Line search: reduce damping down to 1e-16.
while k2 < 56
obj.control = min(uu ,max(ul,u-sigma^(k2
-2)*v));
fprintf('Line search: Solve state eqn.\n
');
[~,y] = ode15s(...
@dFstate ,...
timeFwd ,...
obj.pde.y(:,1),options ,obj);
obj.state = y(end ,:) ';
ytemp(:,k2 -1) = y(end ,:) ';
fprintf('\n');
vo(k2) = obj.objective(obj.state ,obj.
control);
% Terminate line search
if vo(k2 -1)<vo(k2)
% Update obj.control & obj.state.
obj.control = min(uu ,max(ul,u-sigma
^(k2 -3)*v));
obj.state = ytemp(:,k2 -2);
% Plot control
figure (20);
plot(obj.timeAdjoint ,obj.control);
drawnow;
break
else
k2 = k2 + 1;
end
end
valObjNew = min(vo);
if abs(valObjNew -valObj) < ...
obj.pde.solverOptions.solverTol ||
valObjNew >valObj
break
else
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valObj = valObjNew;
end
counter = counter + 1;
end
% Update obj.state. Now adaptive time Interval
and store all
% solution time snapshots
fprintf('Update state: Solve state eqn.\n');
[obj.timeState ,y] = ode15s(...
@dFstate ,...
[timeFwd (1) timeFwd(end)],
...
obj.pde.y(:,1),options ,obj);
obj.state = y';
obj.pde.time = obj.timeState;
% Note that we must update ud yd on the "time
discretization
% iterates"
% Some local functions (These guys are not class
methods !)
% Here we use Matlab 's nested function scope
rules.
function val = dFstate(t,y,obj)
% Source term for state equation. Use df
from obj.pde , but
% add the control as source term.
val = obj.pde.A*y + obj.pde.b +...
obj.pde.G*evaluateAtTime(t,obj.
timeAdjoint ,obj.control);
end
function val = dFadjoint(~,y,obj)
% source term for adjoint equation. Here we
cannot use
% objpde.df since it contains the boundary
term. Use
% instead obj.pde.A.
val = obj.pde.A*y;
end
% Interpolate over time
function val = evaluateAtTime(t,dataTime ,data)
% Function that interpolates between time
steps by linear
% interpolation. Works for scalar and
vectorized data.
% Find index of nearest point in time
[~,idx] = min(abs(t-dataTime));
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if t == dataTime(idx)
% t meets time exactly ,no interpolation
necessary
val = data(:,idx);
return
end
% fwd/bwd?
if all(dataTime (2: end)-dataTime (1:end -1) >0)
if t>dataTime(idx)
t2 = idx+1;
t1 = idx;
else
t2 = idx;
t1 = idx -1;
end
else
if t<dataTime(idx)
t2 = idx+1;
t1 = idx;
else
t2 = idx;
t1 = idx -1;
end
end
% Interpolate: Linear Lagrange polynomial
val = data(:,t1)*( dataTime(t2)-t)/( dataTime(
t2)-dataTime(t1)) + ...
data(:,t2)*(t-dataTime(t1))/( dataTime(t2
)-dataTime(t1));
end
end
function systemCheck(obj)
if ~obj.pde.initialized
MException('parabolicDirect:NOTINITIALIZED ',
...
['The pde property must be ',...
'initialized befor it can be used']);
end
end
end
end
B.3.2. The class parabolicUnconstrained
This class solves the unconstrained parabolic problems by all-at-once or gradient algo-
rithm.
classdef parabolicUnconstrained < handle
%parabolicDirect: Class for parab. OCP w/o constraints ,
direct solver.
% Class use a generalParabolic Class object to set up
optimality
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% system.
% Public properties:
% pde - generalParabolic [generalParabolic]
% ud - function_handle
% yd - function_handle
%
% lambda - double [1e-3] Lavrentiev regularization
parameter
% endtime - logical [true] Involves y-y_d at t = T
% distributed - logical [false] Involves y-y_d on Q
% Read only properties
% state - double state in time -space matrix form
% adjoint - double adjoint state in time -space matrix
form
% control - double control in time -space matrix form
% Public methods
% parabolicUnconstrained - (default) constructor
% solve('SOLVER ')
% solver can be
% 'FOTD ' 'FDTO ' 'ODE15S ' 'GRADIENT '
% Usuage:
% ocp = parabolicUnconstrained;
% ocp.pde = pde;
% ocp.yd = @y_d;
% ocp.lambda = 1e-3;
% ocp.solve('DIRECT ');
properties(Access = public)
pde@generalParabolic = generalParabolic
ud@function_handle % control shift
yd@function_handle % desired function
lambda@double = 1e-3 % Lavrentiev
endtime@logical = true; % End time observation
distributed@logical = false; % Distributed (time -
space) observation
end
properties(SetAccess = private)
state@double
adjoint@double
control@double
% ODE15S solver needs this
timeState@double
timeAdjoint@double
end
methods(Access = public)
function val = objective(obj ,y,u,yd,ud)
val = 0;
M = obj.pde.mass;
dt = obj.pde.time (2: end)-obj.pde.time (1:end -1);
for k = 2: length(obj.pde.time) -1
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val = val + dt(k)*(...
obj.distributed *0.5*(y(:,k)-yd(:,k))'*M
*(y(:,k)-yd(:,k)) ...
+ 0.5* obj.lambda *(u(:,k)-ud(:,k))'*M*(u
(:,k)-ud(:,k)));
end
val = val + obj.endtime * ...
0.5*(y(:,end)-yd(:,end))'*M*(y(:,end)-yd(:,
end));
end
function val = integralOverTime(obj ,time ,u)
val = 0;
M = obj.pde.mass;
dt = time (2:end)-time (1:end -1);
for k = 2: length(obj.pde.time) -1
val = val + dt(k)*u(:,k)'*M*u(:,k);
end
end
function solve(obj ,solver)
switch solver
case 'FOTD'
obj.solveDirect('FOTD');
case 'FDTO'
obj.solveDirect('FDTO');
case 'GRADIENT '
obj.solveGradient;
case 'ODE15S '
% solves with the adaptive ode15s solver
using the pde
% property of ocp -object.
obj.solveGradientODE;
otherwise
end
end
end
methods(Access = private)
function solveDirect(obj ,mode)
switch mode
case {'FDTO' 'FOTD'}
otherwise
MException('PARABOLICUNCONSTRAINED:
WRONGOPTION ',...
['The option ',char(mode),' is not
supported ']).throwAsCaller;
end
obj.systemCheck;
% Her we need some handling for empty arguments
obj.timeState = obj.pde.time;
obj.timeAdjoint = obj.pde.time;
time = unique ([obj.timeState ,obj.timeAdjoint ]);
dt = time (2:end)-time (1:end -1);
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nt = length(time);
nx = obj.pde.grid.nPoints;
if nx*nt*3 >1e5
fprintf('System dimension is %8d x %8d \n',
nx*nt*3,nx*nt*3);
end
if isempty(obj.ud)
ud = zeros(obj.pde.grid.nPoints ,nt); %#ok <*
PROP >
else
ud = obj.ud(obj.pde.time ,obj.pde.grid.p);
end
if isempty(obj.yd)
yd = zeros(obj.pde.grid.nPoints ,nt);
else
yd = obj.yd(obj.pde.time ,obj.pde.grid.p);
end
% Mass matrix
M = obj.pde.mass;
% Stiff spring factor for Dirichlet BCs
s = obj.pde.fem.stiffSpring(obj.pde.K+obj.pde.M+
obj.pde.Q+(obj.pde.H'*obj.pde.H));
% Collect matrices of PDE
DOPS = obj.pde.K+obj.pde.M+obj.pde.Q+s*(obj.pde.
H'*obj.pde.H);
% Make mass matrix for objective
% Weights for integration
dtm = zeros(1,nt);
dtm (1) = dt(1)/2;
dtm (2:nt -1) = (dt(1:nt -2)+dt(2:nt -1))/2 ;
dtm(nt) = dt(end)/2;
MM = sparse(nx*2*nt,nx*2*nt);
% In the case of distributed observation it must
integrate over
% the whole time (here we use summed midpoint
rule)
if obj.distributed
for k = 0:nt -1
MM(k*nx+1:(k+1)*nx ,k*nx+1:(k+1)*nx) =
...
dtm(k+1)*M; %#ok <*SPRIX >
end
else
% End time observation: Use only Mass at
last time slice
MM((nt -1)*nx+1:nt*nx ,(nt -1)*nx+1:nt*nx) = M;
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end
% Part for integrate control
for k = nt:2*nt -1
MM(k*nx+1:(k+1)*nx ,k*nx+1:(k+1)*nx) =...
dtm(k-nt+1)*obj.lambda*M; %#ok <*SPRIX >
end
% Discretize the PDE , Use Implicite EULER scheme
switch mode
case 'FDTO'
PDE = sparse(nx*nt ,nx*2*nt);
PDE (1:nx ,1:nx) = M;
for k = 1:nt -1
PDE(k*nx+1:(k+1)*nx ,k*nx+1:(k+1)*nx)
= ...
obj.pde.D+dt(k)*DOPS;
PDE(k*nx+1:(k+1)*nx ,(nt+k)*nx+1:(nt+
k+1)*nx) =...
-dt(k)*M;
PDE(k*nx+1:(k+1)*nx ,(k-1)*nx+1:k*nx)
= ...
-obj.pde.D;
end
case 'FOTD'
% PDE is now the *transposed* of the
adjoint eqn.
PDE = sparse(nx*nt ,nx*2*nt);
PDE (1:nx ,1:nx) = obj.pde.D+dt(1)*DOPS;
for k = 1:nt -1
PDE(k*nx+1:(k+1)*nx ,k*nx+1:(k+1)*nx)
= ...
obj.pde.D+dt(k)*DOPS;
PDE(k*nx+1:(k+1)*nx ,(nt+k)*nx+1:(nt+
k+1)*nx) = ...
-dt(k)*M;
PDE(k*nx+1:(k+1)*nx ,(k-1)*nx+1:k*nx)
=
-obj.pde.D;
end
% Overwrite one entry
PDE((nt -1)*nx+1:nt*nx ,(nt -1)*nx+1:nt*nx)
= M;
otherwise
% Cannot be reached
end
% As sparse placeholder for the Zero Block
NN = sparse(nx*nt ,nx*nt);
% Build system matrix A.
% PDE ' means "First discretize - then optimize"
A = [ MM PDE '
PDE NN];
% RHS vector
b = sparse(nx*3*nt ,1);
% Part for the adjoint eqn: in the case
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if obj.distributed
for k = 0:nt -1
b(k*nx+1:(k+1)*nx ,1) = dtm(k+1)*M*yd(:,k
+1);
end
else
% End time observation: Use only Mass at
last time slice
b((nt -1)*nx+1:nt*nx ,1) = M*yd(:,end);
end
% Part related to gradient eqn.: Control shift
ud
for k = nt:2*nt -1
b(k*nx+1:(k+1)*nx ,1) = dtm(k-nt+1)*M*ud(:,k-
nt+1);
end
% Part related to state eqn.: initial condition
y0 and
% boudary condition
BCS = (obj.pde.G+s*obj.pde.H'*obj.pde.R);
b((2*nt)*nx +1:(2* nt+1)*nx ,1) = M*obj.pde.y(:,end
);
for k = 2*nt+1:3*nt -1
b(k*nx+1:(k+1)*nx ,1) = dt(k-2*nt)*BCS;
end
y = A\b;
y = reshape(y,nx ,3*nt);
obj.state = y(:,1:nt);
obj.control = y(:,nt +1:2*nt);
obj.adjoint = y(:,2*nt+1: end);
end
function solveGradient(obj)
% Sequentially gradient solver
obj.systemCheck;
obj.timeState = obj.pde.time;
obj.timeAdjoint = obj.pde.time;
nt = length(obj.pde.time);
if nt <=2
MException('SOLVEGRADIENT:TIMESTEP ',...
'obj.pde.time must contain more then two
points.').throwAsCaller;
end
dt = obj.pde.time (2: end)-obj.pde.time (1:end -1);
if isempty(obj.ud)
ud = zeros(obj.pde.grid.nPoints ,nt);
else
ud = obj.ud(obj.pde.time ,obj.pde.grid.p);
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end
if isempty(obj.yd)
yd = zeros(obj.pde.grid.nPoints ,nt);
else
yd = obj.yd(obj.pde.time ,obj.pde.grid.p);
end
tic
sigma = 0.5;
% initalialize
obj.state = zeros(obj.pde.grid.nPoints ,nt);
obj.control = zeros(obj.pde.grid.nPoints ,nt);
obj.adjoint = zeros(obj.pde.grid.nPoints ,nt);
M = obj.pde.mass;
norm_v = Inf;
counter = 0;
val_old = Inf;
% Gradient loop
while counter ...
< obj.pde.solverOptions.maxit ...
&& norm_v > obj.pde.solverOptions.solverTol
counter = counter + 1;
% Implicite Euler fwd for state
obj.state (:,1) = obj.pde.y(:,1);
for k = 2:nt %%i1
obj.state(:,k) = ...
(obj.pde.D-dt(k-1)*obj.pde.A)\...
(obj.pde.D*obj.state(:,k-1)+...
dt(k-1)*(obj.pde.b+M*obj.control(:,k
)));
end
% Implicite Euler bwd for adjoint
% Intial value is zero for distributed and
y_k -y_d for
% endtime problems. Source is zero for
endtime problems and
% y_k -y_d for distributed problems
obj.adjoint(:,nt) = obj.endtime *(obj.state
(:,nt)-yd(:,nt));
for k = nt -1: -1:1
obj.adjoint(:,k) = (obj.pde.D-dt(k)*obj.
pde.A)\...
(obj.pde.D*obj.adjoint(:,k+1)+...
dt(k)*obj.distributed*M*(obj.state
(:,k)-yd(:,k)));
end
% search direction
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v = obj.adjoint+obj.lambda *(obj.control -ud);
norm_v = sqrt(dt(1)*sum(diag(v'*M*v)));
unew = obj.control -v;
% stepsize control
val = inf *(1:5);
y = zeros(obj.pde.grid.nPoints ,nt);
y(:,1) = obj.pde.y(:,1);
for k2 = 2:nt -1
y(:,k2) = (obj.pde.D-dt(k2 -1)*obj.pde.A)
\...
(obj.pde.D*y(:,k2 -1)+dt(k2 -1)*(obj.
pde.b+M*unew(:,k2)));
end
y(:,nt) = (obj.pde.D-dt(nt -1)*obj.pde.A)\...
(obj.pde.D*y(:,nt -1)+dt(nt -1)*obj.
pde.b);
val (1) = obj.objective(y,unew ,yd,ud);
for k = 2:10 %Line search: a maxima of 10
tries
% compute state for unew. Only in Q NOT
at t = 0 and
% t = T
unew = obj.control -sigma ^(k-1)*v;
% A imediate y
y = zeros(obj.pde.grid.nPoints ,nt);
y(:,1) = obj.pde.y(:,1);
% Implicite Euler loop
for k2 = 2:nt
y(:,k2) = (obj.pde.D-dt(k2 -1)*obj.
pde.A)\...
(obj.pde.D*y(:,k2 -1)+dt(k2 -1)*(
obj.pde.b+M*unew(:,k2)));
end
% Compute objective for this try.
val(k) = obj.objective(y,unew ,yd,ud);
if val(k) >=val(k-1)
% Use that objective f(u) is convex.
break
end
end
[~,indx] = min(val);
% Check if direction produces a descent of f
.
val_new = val(indx) ;
if val_old < val_new
break
end
val_old = val_new;
% Update control (only in Q)
obj.control = obj.control -sigma ^(indx -1)*v;
end
end
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function solveGradientODE(obj)
obj.systemCheck;
% Ignore obj.pde.time , use only the starting and
ending points.
timeFwd = obj.pde.time;
timeBwd = fliplr(obj.pde.time);
% We initialize it by the timeFwd since we need
a time grid to
% evalute obj.control when solving the state eqn
. the first
% time.
obj.timeAdjoint = timeFwd;
% Initialize u0 by ud
obj.control = obj.ud(timeFwd ,obj.pde.grid.p);
% solve state with source u0
% First setup
options = odeset(...
'Mass',obj.pde.D,...
'Jacobian ',obj.pde.A,...
'Stats','off');
[obj.timeState ,y] = ode15s (@dFstate ,timeFwd ,obj.
pde.y(:,1),options);
obj.state = y';
obj.timeState = obj.timeState ';
tic
counter = 0;
% Start loop here?
valObj = 1;
while counter < obj.pde.solverOptions.maxit
% Reverse time orientation and set Mass = -D
options = odeset(options ,...
'Mass',-obj.pde.D);
timeAdjointOld = obj.timeAdjoint;
% Solve adjoint equation backward in time.
[obj.timeAdjoint ,p] = ode15s(...
@dFadjoint ,...
timeBwd ,...
obj.endtime*obj.state(:,end)-obj.yd(1,
obj.pde.grid.p),options);
% Bring it in the "normal" time ordering
obj.timeAdjoint = fliplr(obj.timeAdjoint ');
obj.adjoint = fliplr(p');
% Compute new direction for gradient by
% v = lambda *(control -ud) + adjoint
% The control must transformed from the old
adjoint grid to
% the new one.
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v = zeros(obj.pde.grid.nPoints ,length(obj.
timeAdjoint));
u = zeros(obj.pde.grid.nPoints ,length(obj.
timeAdjoint));
for k = 1: length(obj.timeAdjoint)
% bring u on th new grid
u(:,k) = evaluateAtTime(...
obj.timeAdjoint(k),...
timeAdjointOld ,...
obj.control) ;
v(:,k) = obj.lambda *(u(:,k) - ...
obj.ud(obj.timeAdjoint(k),obj.
pde.grid.p))...
+ obj.adjoint(:,k);
end
vo = inf*[1 1 1 1 1];
sigma = 0.5;
% Line search
options = odeset(options ,...
'Mass',obj.pde.D);
for k2 = 2:5
obj.control = u-sigma^(k2 -2)*v;
[obj.timeState ,y] = ode15s(...
@dFstate ,...
timeFwd ,...
obj.pde.y(:,1),
options);
vo(k2) = 0.5*(y(end ,:) '-obj.yd(1,obj.pde
.grid.p))'*...
obj.pde.mass*(y(end ,:) '-obj.yd(1,obj
.pde.grid.p)) +...
obj.lambda *0.5*...
obj.integralOverTime(obj.timeAdjoint
,obj.control);
obj.state = y';
obj.timeState = obj.timeState ';
% Terminate linea search
if vo(k2 -1)<vo(k2)
obj.control = u-sigma^(k2 -3)*v;
[obj.timeState ,y] = ode15s(...
@dFstate ,...
timeFwd ,...
obj.pde.y(:,1),options);
obj.state = y';
obj.pde.time = obj.timeState;
break
end
end
valObjNew = min(vo);
if abs(valObjNew -valObj) < ...
obj.pde.solverOptions.solverTol ...
|| valObjNew >valObj
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break
else
valObj = valObjNew;
end
counter = counter + 1;
end
% Some local functions (These guys are not class
methods !)
% Here we use the Matlab 's strange nested
functions scope.
function val = dFstate(t,y)
% Source term for state equation. Use df
from obj.pde , but
% add the control as source term.
val = obj.pde.A*y + obj.pde.b +...
obj.pde.D*evaluateAtTime(t,obj.
timeAdjoint ,obj.control);
end
function val = dFadjoint(t,y)
% source term for adjoint equation. Here we
cannot use
% objpde.df since it contains the boundary
term. Use
% instead obj.pde.A.
val = obj.pde.A*y+...
obj.distributed*...
obj.pde.D*( evaluateAtTime(t,obj.
timeState ,obj.state)-...
obj.yd(t,obj.pde
.grid.p));
end
% Interpolate over time
function val = evaluateAtTime(t,time ,data)
% Find index of nearest point in time
[~,idx] = min(abs(t-time));
if t == time(idx)
% t meets time exactly ,no interpolation
necessary
val = data(:,idx);
return
end
% fwd/bwd?
if all(time (2:end)-time (1:end -1) >0)
if t>time(idx)
t2 = idx+1;
t1 = idx;
else
t2 = idx;
t1 = idx -1;
end
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else
if t<time(idx)
t2 = idx+1;
t1 = idx;
else
t2 = idx;
t1 = idx -1;
end
end
% Interpolate: Linear Lagrange polynomial
val = data(:,t1)*(time(t2)-t)/(time(t2)-time
(t1)) + ...
data(:,t2)*(t-time(t1))/(time(t2)-time(
t1));
end
end
function systemCheck(obj)
if ~obj.pde.initialized
MException('parabolicDirect:NOTINITIALIZED ',
...
['The pde property must be ',...
'initialized befor it can be used']);
end
if ~(obj.endtime ||obj.distributed)
MException('parabolicDirect:WRONGOBJECTIVE ',
...
['Objective not defined correctly:',...
'at least one of obj.endtime or ',...
' obj.distributed must be true.']).
throwAsCaller
end
end
end
end
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