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Abstract In this paper, we addressed a multi-product unrelated parallel machines scheduling problem
with the possibility of producing imperfect jobs. Reworkprocesses in the problemare studied and aMixed-
Integer Nonlinear Programming (MINLP) model to formulate this problem is proposed. Rework activities
are used to upgrade imperfect jobs to a preset standard quality level. It is assumed that the defective
production probability for each job onmachines can be estimated throughhistorical data acquisition. Since
the problem is strongly NP-hard, exact algorithms are inefficient for medium and large-sized problems.
Thus, some heuristic methods focusing on the rework processes are developed based on dispatching rules.
In order to evaluate the efficiency of the presented algorithms, makespan is used as the objective function.
Computational experiments show the efficacy of the modified shortest processing time (MSPT) heuristic,
in terms of computational time and objective value for randomly generated test problems.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The scheduling problem is an important issue that has a
great influence on the productivity of production systems,
and concerns the allocation of limited resources over time
among jobs. Scheduling determines the optimum sequence of
producing jobs with regard to different sequencing patterns.
Generally, in a parallel machines scheduling (PMS) problem, a
set of independent jobs are to be scheduled on a number of
parallel machines to minimize different criteria, separately or
simultaneously.
In traditional scheduling problems in literature, authors
assume that jobs that are produced on themachines are perfect.
But, in many real production environments, imperfect jobs
can be produced for various reasons. In this paper, we try to
formulate practical scheduling problems with the possibility of
producing defective jobs.
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doi:10.1016/j.scient.2012.05.004Mokotoff [1] presents a comprehensive survey focused on
the identical parallel machines scheduling problem. Pfund
et al. [2] study methods and algorithms are used to solve
unrelated parallel machines scheduling problems. Allahverdi
et al. [3] performed a comprehensive review on a single
machine, parallel machines, flow shop, job shop and open shop
scheduling problems, with setup times and costs. Shim [4]
provided a review of branching schemes for parallel machines
scheduling problems. He presented new branching schemes
that can be applied for identical and unrelated PMS problems.
Ma et al. [5] concentrated ondeterministic scheduling problems
with availability constraints. They briefly surveyed complexity
results, exact algorithms and approximation algorithms in
some scheduling environments, with different performance
indicators. In recent years, much research has been done on
parallel machines scheduling problems [4,6–10].
In traditional scheduling models, it is assumed that jobs are
produced without any imperfections at the production stages.
But, in many practical production systems, it is rational to
consider some of the jobs to be defective on account of im-
perfect technology, unfit machines, incompetent maintenance,
unsteady manufacturing systems, unpredictable conditions or
human error. To improve and regain defective jobs to the
predefined quality level, rework processes are used. Thus, a
perfect production process includes two stages; ‘work’ and
‘rework’ processes. Rework processes are defined as all activ-
ities necessary to upgrade items that have not been produced
evier B.V. Open access under CC BY-NC-ND license.
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is a crucial issue in many process industries, such as semicon-
ductors, and glass and steel manufacturing [11].
Flapper et al. [11] studied the planning and control of rework
activities in process industries and demonstrated a thorough
review of this issue. Inderfurth and Teunter [12] integrated
rework and production activities to challenge planning and
control problems, especially if both activities are using the same
equipment.
Much research has done about the effect of rework on
manufacturing processes. Most studies in this area try to
determine the lot size in order to obtain the economic batch
quantity for products in production environments [13–17].
Teunter and Flapper [13] dealt with a problem that determines
optimal batch sizes which maximize an average profit in
a single stage production system with a single product. In
this production environment, rework activity starts when a
fixed number of imperfect items are gathered. Inderfurth
et al. [16,17] took into account scheduling on a single facility
with work and rework processes in which the same products
are manufactured in batches. The problem is about calculating
batch sizes to minimize total costs, such that the required
products are satisfied. To solve this problem, they presented
some/several polynomial time algorithms, based on dynamic
programming.
Recently, research into rework strategies that are combined
with dispatching rules for scheduling problems has increased.
Kuhl and Laubisch [18] showed that dispatching rules and re-
work policies are significant features that influence productiv-
ity in the semiconductor industry. They studied the effects of
both dispatching rules and rework strategies, simultaneously.
They used a simulation model to search for the best combina-
tion among five dispatching rules and three rework strategies,
which results in the highest level of productivity. Determining
a dispatching rule that integrates rework strategies to the pho-
tolithography area of wafer fabrication is investigated by Sha
et al. [19]. They presented a dispatching rule (Rw-DR) that de-
termines both original lots and rework lots. Mean flow time,
mean tardiness, on-time delivery, work in process, and mean
flow time of rework lots were used as different performance in-
dicators to evaluate the results of the proposed approach. Shin
and Kang [20] concentrated on parallel machines scheduling
problem with rework probabilities, due-dates and setup times.
They proposed a greedy rework probability with a due-dates
(GRPD) algorithm, focusing on rework processes, to solve the
related problem. The performance of the proposed dispatching
rule is evaluated by six indicators. Kan and Shin [21] studied
parallel machines scheduling problem with rework probabili-
ties, due-dates, and setup times. They developed two heuris-
tic methods on the basis of a dispatching algorithm, named
‘Minimum Rework Probabilities with Due-dates’, (MRPD) and a
‘Problem-Space-Based Search’ (PSBS) heuristic. In order tomea-
sure the efficiency of the proposed heuristicmethods, they used
six performance indicators including total tardiness, mean flow
time, maximum lateness, mean lateness, the number of tardy
jobs, and the number of reworks.
In the literature, some researchers assumed that reworkable
jobs (defective items) have to undergo some deterioration
processes while they wait to be recovered. Deteriorationmakes
both processing time and processing cost increase to transform
the imperfect products to the predefined standard quality level.
Thus, planning and control of activities can be considerably
complicated [11,22–24].
The scheduling problem dealt with in this research can be
briefly summarized as follows. There are a number of jobsFigure 1: Parallel machines scheduling with rework processes configuration.
which have to be processed on unrelated parallel machines,
considering imperfect items, rework probabilities and non-
zero release time. When a job is finished, it is tested to
see whether the job can satisfy the preset quality level or
not. If a job failed at test centers, it should reenter the
work center for rework activities until it can pass the test
centers. In this paper, it is assumed that the number of
rework processes is finite. In addition, it is assumed that the
imperfect production probability for each job on machines can
be estimated through historical data acquisition. The problem
configuration is showed in Figure 1.
In this paper, a multi-product parallel machine scheduling
problem is considered, inwhich themachines are unrelated. It is
assumed that imperfect jobs can be produced in any production
run. We propose a mixed-integer nonlinear programming
model for the related problem. Garey and Johnson [25] proved
that the identical parallel machines scheduling problem to
minimize makespan (Pm ∥ Cmax) is strongly NP-hard. Thus, the
unrelated parallel machine scheduling problem with rework
processes, in which the objective function is minimizing the
makespan considered in this paper, is strongly NP-hard as well.
Since the problem is strongly NP-hard, heuristic algorithms are
implemented to find good quality solutions for the introduced
problem.
The rest of the paper is organized as follows: Section 2
describes the MINLP model to formulate the considered
problem. In Section 3, we present implemented heuristic
algorithms to solve the proposed model. Section 4 presents the
acquired computational results and, finally, Section 5 provides
conclusions and future research suggestions.
2. Problem formulation
In this section, a proposed model for parallel machines
schedulingwith rework processes is described. The hypotheses,
parameters and decision variables used throughout the paper
are listed as the following.
• All n jobs to schedule are independent and can be processed
imperfect.
• As mentioned in the first hypothesis, imperfect jobs can
be produced in the production system. Therefore, it should
be reprocessed on a machine. Hereafter, we consider the
first operation as a main process and the others as rework
processes that are probabilistic.
• It is assumed that the number of rework activities is finite.
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• Setup times between jobs are negligible or included in the
processing times (sequence-independent setup times).
• At any time, each machine can process, at most, one job.
• At any time, each job can be processed on, at most, one
machine.
• Nomore than one operation of the same job can be executed
at a time.
• It is assume that the test time is included in the processing
time.
• All jobs are not available for processing at time zero.
• Machines are available at all times.
• No preemption of jobs is allowed (once the processing of a
job on amachine has started, it cannot be interrupted on that
machine).
• There are at least two parallel machines in the shop and
machines are unrelated.
2.1. Indices and parameters
n: Number of jobs;
m: Number of machines;
i: Machine index (i = 1, . . . ,m);
j, h: Job index (j, h = 1, . . . , n);
l, l′: Process index, l, l′ = 1, . . . , Lj+ 1 (l = 1: main process;
l = 2, . . . , Lj + 1: rework process);
pijl: Defective probability of lth operation for job j on
machine i (pijlj = 0). It is assumed that job j is allowed to
be reworked, at most, Lj times; and if job j is still imperfect
after Lj times of rework, it will not be considered anymore;
tij: Processing time of main process for job j on machine i;
αl: Decreasing coefficient of processing time in rework
process l (0 = αl = 1);
tijl: Processing time of lth process for job j on machine
i; tij1 = tij, tijl = tij(l− 1)αl;
Rj: Release date of job j, which denotes the time when the
job can start its processing;
M: A large constant (M →∞).
2.2. Decision variables
Sijl: Starting time of lth process for job j on machine i;
Cijl: Completion time of lth process for job j on machine i;
Cj: Completion time of job j;
xijl: Binary variable taking value 1 if the lth operation for job
j is processed on machine i and 0 otherwise;
Yihl′jl: A binary variable that is equal to 1 if the lth process
of job j is processed after the lth process of job h when
processing on machine i, 0 otherwise.
2.3. Model formulation
The proposed mathematical model for minimizing of the
expected makespan is as follows:
Min Z = Cmax (1)
s.t. Cmax ≥ E(Cj); ∀j (2)
E(Cj) =
m
i=1
Cij1 · (1− pij1) · X ij1
+
Lj
l=2

m
i=1
Cijl ·
l−1
l′=1

m
i=1
pijl′ · Xijl′

× (1− pijl) · Xijl

; ∀j (3)m
i=1
Xijl = 1; ∀j, l (4)
m
i=1
Cijl · Xijl =
m
i=1
(Sijl + tijl) · Xijl; ∀j, l (5)
m
i=1
Sijl · Xijl ≥
m
i=1
Cij(l−1) · Xij(l−1); j = 1, . . . , n, l
= 2, . . . , Lj (6)
Sijl · Xijl ≥

Cihl′ − (1− Yihl′jl)M
 · Xihl′; ∀i, j, h, l, l′ (7)
Sihl, · Xihl′ ≥

Cijl − Yihl′jl ·M
 · Xijl; ∀i, j, h, l, l′ (8)
m
i=1
Sij1 · Xij1 ≥ Rj; ∀j (9)
Xijl, Y ihl′jl = {0, 1} ; ∀i, j, h, l, l′. (10)
Objective Function (1) considers the minimization of the ex-
pected maximum completion time (expected makespan). Con-
straint (2) determines maximum completion time. Constraint
(3) is relevant to the computation of the expected value of the
completion time of a job. Constraint (4) ensures that each op-
eration for each job is assigned to only one machine. Constraint
(5) is relevant to the computation of the completion time of an
operation of the job. Constraint (6) ensures that each operation
of a job can be started after previous operation of the same job
is completed. Constraints (7) and (8) force the processing of the
operation for each job to start only when its precedent opera-
tion has been completed. Constraint (9) limits the job starting
time to be after the job release time in the system. (10) is logical
constraint.
As we mentioned above, rework processes are probability
occurred. The conditional expected value theory is used to
determine the completion time for each job on the assigned
machine.
The expected value of completion time for job j can be
computed, based on Bayes’ theorem, as Eq. (11):
E(Cj) =
m
i=1
(Cij1|Completed at Oij1) · (1− pij1) · Xij1
+
m
i=1
(Cij2|Completed at Oij2)
×[pij1(1− pij2)] · Xij1 + · · ·
+
m
i=1
(CijLj |Completed at OijLj)
×
l−1
l′=1

m
i=1
pijl′ · Xijl′

· (1− pijLj) · Xijl. (11)
3. Heuristic algorithms
In this section, we present some heuristic algorithms based
on dispatching rules to solve the proposed model. Due to the
complexity of problem [25], exact algorithms are inefficient
for medium and large-sized problems. We use five heuristics:
Random, Shortest Processing Time (SPT), Longest Processing
Time (LPT) [26], Modified Shortest Processing Time (MSPT) and
Modified Longest Processing Time (MLPT).
1890 R. Ramezanian, M. Saidi-Mehrabad / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1887–1893Figure 2: Illustration of the operations sequence and machines assignment vectors.For all implemented heuristics, the schematic structure
of representation of the problem includes two types of
element. The first row of representation includes operations;
the second row includes their assignedmachines and the entire
representation is a scheduling vector (solution vector). For the
related problem, in an operation sequences representation, all
work and rework processes for a job are named with the same
symbol, and they are then interpreted according to the order of
occurrence in the sequence of a given chromosome. Thus, job
j appears in the operation sequence vector exactly Lj times to
represent its Lj ordered operations. The main advantage of this
kind of vector representation is that each chromosome always
represents a feasible solution candidate.
Consider a two parallel machines shop scheduling with
a rework problem, with five jobs, where each job requires
three operations. The first operation for each job is the main
process and other operations are rework processes that are
probabilistic. The operations sequence for this example, which
is represented in Figure 2, can be translated into a list of ordered
operations as the following:
On machine 1: O111 ≻ O141 ≻ O153 ≻ O142 ≻ O143 ≻ O112 ≻
O132
On machine 2: O251 ≻ O221 ≻ O252 ≻ O212 ≻ O321 ≻ O222 ≻
O232 ≻ O223
We should note that the rework processes are performed
probabilistically, and we employed a conditional expected
value approach to calculate the completion time of jobs. The
base sequence is established according to minimization of
the expected makespan. However, if some job passes the test
center, then, the associated rework activities are omitted and
the sequence would be updated. When all jobs pass the test
center, we can calculate the real makespan.
The heuristic algorithms are detailed as follows:
• Random: Through this dispatching rule scheme, operations
sequence and assigned machines are generated randomly.
• Shortest processing time: The SPT assigns the shortest jobs
on the related machines. After that, the shortest job among
those not yet processed on a machine that has minimum
load is put on the machine. It is worth mentioning that
the main process time of jobs is considered to find the
shortest job, and all work and rework processes are arranged
consecutively. Figure 3(a) shows the SPT procedure.
• Longest processing time: The LPT assigns the longest jobs on
the relatedmachines. After that, the longest job among those
not yet processed on a machine that has minimum load is
put on the machine. This heuristic tries to place the shorter
jobs more towards the end of the schedule, where they can
be used for balancing the loads [26]. Figure 3(b) shows the
LPT procedure.
Rework activities are usually occurred with low probability. In
addition, if the production system has good design and high
reliability, and maintenance activities are performed properly,
the probability of producing non-defective jobs will increase.
Considering the concept of the conditional expected value,
if the main process (first operation) of all jobs is sequenced
before the corresponding rework processes, the expected
value of makespan will decrease. Therefore, according to theFigure 3: Illustration of SPT and LPT procedures for obtaining jobs sequence for
the considered example.
Figure 4: Steps of MSPT procedure to obtain jobs sequence for the considered
example.
concept explained above, MSPT andMLPT heuristic approaches
are proposed to achieve better results for unrelated parallel
machines scheduling problem with rework processes.
• Modified shortest processing time: In this heuristic scheme,
the main processes of all jobs are sequenced based on
the shortest processing time. After that, on all machines,
the rework processes of jobs located at the last position
are sequenced consecutively. In the next step, the rework
processes of remained jobs are arranged based on the
sequence obtained in the first step. Figure 4 shows the steps
of the MSPT procedure.
• Modified longest processing time: Through this heuristic, the
main process of all jobs is assigned based on the longest
processing time. After that, on all machines, the rework
processes of jobs located at the last position are sequenced
consecutively. In the next step, the rework processes of
remained jobs are arranged based on the sequence obtained
in the first step. Figure 5 shows the steps of the MLPT
procedure.
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Machine Job 1 Job 2 Job 3 Job 4 Job 5
WP DC RP WP DC RP WP DC RP WP DC RP WP DC RP
1 73 0.16 12 43 0.21 9 81 0.22 18 20 0.15 3 36 0.19 7
2 18 0.28 5 25 0.20 5 65 0.15 10 59 0.19 11 28 0.21 6
Release time 5 25 2 7 15
WP: Work process; RP: Rework process; and DC: Decreasing coefficient.Figure 5: Steps of MLPT procedure to obtain jobs sequence for the considered
example.
In order to clarify the presented methods, consider the
parallel machines shop with two machines, and five jobs with
two operations including one work and one rework process.
The processing times and release times data for this example
is detailed in Table 1. Figures 4 and 5 present the steps of
MSPT and MLPT methods to obtain the operations sequence,
respectively. The results of implemented heuristic procedures
for the example are shown in Figure 6.
4. Computational results
In this section, we provide an experimental design to
compare the results of five heuristic algorithms. A set of test
problems are conducted for cases in which the number of jobs
ranges from 20 to 100, the number of machines ranges from
2 to 10, and the number of work and rework operations are
considered 3 and 5. For each configuration, the five introduced
algorithms are run with randomly assigned processing times
and rework probabilities, and the obtained objective values arerecorded. To achieve an acceptable computational result, we
generate three random instances for each configuration.
For each problem, the job processing times and release times
are uniform [10, 100] and [5, 20], respectively. The defective
probability for the processing of jobs on the machines is a
random real number generated from [0.2, 0.4]. Decreasing
coefficients of processing time in rework processes are
generated from [0.25, 0.35].
The heuristics are coded in MATLAB R2007(b) and all tests
are solved on a PC with an Intel Core Duo (2 GHz) CPU and 1 GB
RAM.
The identical parallel machines scheduling problem to min-
imize makespan Pm ∥ Cmax is strongly NP-hard [25]. Con-
sequently, the unrelated parallel machine scheduling problem
with rework processes, in which the objective function is min-
imizing the makespan, is strongly NP-hard as well. Due to the
complexity of the related problem, exact algorithms are ineffi-
cient formediumand large-sized problems. For these problems,
we use five heuristics, including: random sequence, SPT, LPT,
MSPT and MLPT procedures.
Table 2 compares the solution times and objective values
of heuristics with the exact optimal solutions obtained from
LINGO8 for small size problems. These results can be used
to evaluate the proposed solution methods effectiveness and
efficiency. A review of the results in Table 2 shows that the
MSPT algorithm can find good quality solutions for small size
problems. For large size problems, to provide reliable results,
one hundred random instances are generated for each scenario
and are solved by the heuristics. The average results for the
problems are listed in Table 3 and are shown in Figure 7. As
Table 3 and Figure 7 show, the objective value obtained by the
modified shortest processing time (MSPT) is lower than the
results of other implemented dispatching rules.
We can see from Figure 7 that the expected makespan
obtained byMLPT is lower than the classic LPT for all considered
problems. The job sequence obtained by MSPT has a lower
expected makespan from the result of SPT for all instances of
Table 3. As depicted in Figure 7, the resultant schedules from
MSPT outperform all other cases.Figure 6: Illustration of the result vectors for SPT, LPT, MSPT and MLPT procedures.
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No. Problem size Exact solution LPT SPT MLPT MSPT
n×m× L OV Time (s) OV Time (s) OV Time (s) OV Time (s) OV Time (s)
1 2 · 2 · 2 76.3 1 185.5 0.026 80.4 0.025 93.8 0.044 77.4 0.046
2 2 · 3 · 2 35.5 2 193.4 0.021 47.9 0.025 105.7 0.036 38.1 0.045
3 2 · 2 · 3 56.9 17 103.4 0.027 84.3 0.031 84.3 0.037 59.3 0.043
4 3 · 2 · 2 58.1 438 242.3 0.024 92.4 0.037 102.6 0.044 62.4 0.046
5 3 · 3 · 2 41.2 682 219.2 0.025 73.2 0.028 108.7 0.042 43.2 0.042
6 3 · 2 · 3 71.4 1522 219.5 0.025 88.4 0.035 98.3 0.072 78.1 0.044
7 4 · 2 · 2 – – 526.1 0.026 87.3 0.033 160.8 0.038 76.3 0.045
8 4 · 2 · 3 – – 547.9 0.023 104.1 0.027 159.8 0.041 92.1 0.054
n×m× L: Number of jobs (n), number of machines (m) and number of operations (L).
OV: Objective value.
– Means that a feasible solution has not been found after 3600 s of computing time.Table 3: Comparison of results for all large size problems.
Prob. m× n× L Random SPT LPT Modified SPT Modified LPT
Makespan CPU
time (s)
Makespan CPU
time (s)
Makespan CPU
time (s)
Makespan CPU
time (s)
Makespan CPU
time (s)
1 2× 20× 3 801.7 1.20 644.6 0.30 1007.5 0.24 490.6 1.08 793.5 0.96
2 2× 20× 5 873.3 1.26 600.3 0.30 1056.6 0.30 448.3 1.08 818.1 0.96
3 5× 20× 3 534.7 1.26 136.2 0.36 480.7 0.30 118.2 1.08 369.7 0.96
4 5× 20× 5 586.2 1.20 189.0 0.30 495.9 0.30 159.0 1.14 373.9 0.96
5 5× 40× 3 951.0 1.20 317.7 0.36 959.5 0.30 246.7 1.14 747.5 1.02
6 5× 40× 5 1058.1 1.14 327.5 0.36 1011.5 0.36 252.3 1.14 765.2 1.02
7 5× 50× 3 980.3 1.14 375.3 0.36 1168.7 0.36 286.3 1.14 904.0 1.02
8 5× 50× 5 1083.3 1.20 405.0 0.42 1222.8 0.36 311.0 1.14 944.8 1.02
9 5× 80× 3 1891.1 1.20 627.5 0.48 1902.2 0.42 481.5 1.20 1555.1 1.14
10 5× 80× 5 1664.3 1.26 572.8 0.48 1931.3 0.48 428.8 1.26 1514.8 1.20
11 5× 100× 3 1531.3 1.20 722.8 0.54 2280.2 0.54 565.5 1.26 1823.2 1.20
12 5× 100× 5 1988.0 1.56 781.8 0.60 2314.0 0.60 590.7 1.38 1847.5 1.20
13 10× 100× 3 1567.1 1.14 332.2 0.54 1276.7 0.48 263.2 1.26 1004.3 1.14
14 10× 100× 5 1259.6 1.32 305.2 0.66 1325.7 0.66 231.2 1.44 1025.1 1.32
m× n× L; number of machines (m), number of jobs (n) and number of operations (L).
Bold items are minimum expected makespan obtained by the heuristics.Figure 7: Comparison of makespan obtained by the heuristics for the instances
listed in Table 3.
5. Conclusions and future research directions
The goal of this paper is to formulate a multi-product
parallel machines scheduling problem, considering work and
rework processes in production stages. A mixed-integer
nonlinear programming model is proposed to schedule jobs on
machines to minimize the expected makespan. Computational
experiments show the efficiency of the Modified Shortest
Processing Time (MSPT) heuristic, in terms of computational
time andobjective value, for randomly generated test problems.
The resultant schedules from the MSPT procedure performed
better for randomly generated test problems.Future research may be interested in further improvement
of the MINLP models, considering other assumptions such as
sequence-dependent setup times, transportation constraints
and availability constraints. We assume that the processing
time to fix the defective job is linearly dependent on the
main processing time by considering parameter α. For future
research, a probability distribution can be used for the rework
process time. This distribution can be estimated through
historical data acquisition. It is desired to develop some efficient
meta-heuristic algorithms to solve the problem.
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