Given a rather general weight function n 0 , we derive a new cone beam transform inversion formula. The derivation is explicitly based on Grangeat's formula (1990) and the classical 3D Radon transform inversion. The new formula is theoretically exact and is represented by a 2D integral. We show that if the source trajectory C is complete in the sense of Tuy (1983) (and satisfies two other very mild assumptions), then substituting the simplest weight n 0 ≡ 1 gives a convolution-based FBP algorithm. However, this easy choice is not always optimal from the point of view of practical applications. The weight n 0 ≡ 1 works well for closed trajectories, but the resulting algorithm does not solve the long object problem if C is not closed. In the latter case one has to use the flexibility in choosing n 0 and find the weight that gives an inversion formula with the desired properties. We show how this can be done for spiral CT. It turns out that the two inversion algorithms for spiral CT proposed earlier by the author are particular cases of the new formula. For general trajectories the choice of weight should be done on a case-by-case basis.
Introduction. The inversion of cone beam transform in R
3 is interesting both from a theoretical point of view (as a problem in integral geometry) and a practical point of view (as a problem in computed tomography). Many important results are known in this area. A very incomplete list includes microlocal analysis of the inversion problem [8, 16] , relationships between the cone beam and Radon transforms [6, 7, 15, 17, 18] , completeness condition [20] , and inversion formulas [5, 6, 20] . The introduction of spiral scanning and two-dimensional detector arrays brought about a great number of works devoted to various approximate and exact reconstruction algorithms for spiral CT (see, e.g., review paper [19] and the references therein). The major problem in spiral CT is that until recently, there did not exist an inversion formula that admitted shift-invariant filtering and back projection (FBP) implementation. Following the approach of [3, 13] , several FBP-type inversion algorithms have been proposed in the literature. However, they were either approximate or used shift-variant filtering. The computational efficiency is very important in practice because contemporary scanners generate huge amount of data and inefficient algorithms are not capable of reconstructing the image in a reasonable time.
In [10, 11, 12] , two new formulas for inverting the cone beam transform in the case of spiral source trajectory have been proposed. An important feature of these formulas is that they are theoretically exact, have an FBP structure, and the filtering step is shift-invariant. Even though the two inversion formulas are proven to be exact, the proofs contained in [10, 12] are not very illuminating. First, they do not show where the formulas come from. Second, even though it is intuitively clear that the results of [10, 11, 12] should somehow be related to the Radon transform in R 3 , the presented proofs do not allow to see that. Third, it is not clear how to generalize these results to other source trajectories.
In this paper we derive a more general cone beam inversion formula. The derivation is explicitly based on (a) Grangeat's relation [7] between the cone beam and Radon transforms in R 3 and (b) the classical 3D Radon transform inversion. The distinctive features of our approach can be summarized as follows:
(1) the choice of a more general weight n 0 (s,x,α); (2) a novel way of dealing with discontinuities in the weight; (3) a novel way of eliminating the intermediate function (i.e., the first derivative of the Radon transform). Given a Radon plane Π, one usually assigns weights to the points of the intersection of Π with the source trajectory C independently of which point x ∈ Π is currently reconstructed (see, e.g., [14] ). Here, to the contrary we assume that given x ∈ Π, the distribution of weights among the points of intersection depends on x.
Any approach to use the 3D Radon transform theory to obtain an FBP type cone beam transform inversion formula deals with the problem of discontinuities of the weight in one way or another. For example, the idea of [3] is to replace a discontinuous weight function by a smoother one, which still guarantees theoretical exactness. Here, we use a different approach. At the beginning, we introduce a smooth cutoff function η that eliminates all the discontinuities and singularities (resulting, e.g., from the points of tangency). Then, at the very end, we consider the limit as η → 1. It turns out that these discontinuities are precisely what shows up in the inversion formula.
The method of eliminating the intermediate function is based on a derivation analogous to the one in [9] . The key observation is that the derivative of the cone beam transform, which appears in Grangeat's formula, can be removed from that formula and applied to a factor φ appearing in front of it. It turns out that under certain assumptions about the weight, φ is piecewise constant. So, in the limit as η → 1, one of the integrals reduces to a finite sum over the discontinuities of φ. This explains why the new inversion formula is represented by a 2D integral, whereas we started with a 3D one (one integration in Grangeat's relation and a two-dimensional integral in the 3D Radon transform inversion formula).
Note that the inversion formula is derived under some rather general assumptions about the weight n 0 . By construction, the formula is theoretically exact and is represented by a 2D integral. At the outset, it neither has the FBP structure nor the filtering step is shift-invariant. We show that if the source trajectory C is complete in the sense of Tuy [20] (and satisfies two other very mild assumptions), then substituting the simplest weight n 0 ≡ 1 gives a convolution-based FBP algorithm. However, this easy choice is not always optimal from the point of view of practical applications. The weight n 0 ≡ 1 works well for closed trajectories, but the resulting algorithm does not solve the long object problem if C is not closed. In the latter case one has to use the flexibility in choosing n 0 and find the weight that gives an inversion formula with the desired properties. We think that it is probably impossible to give a recipe for finding the weight that gives an optimal convolution-based FBP algorithm for an arbitrary complete trajectory C. Instead, this should be done on the case-by-case basis. We show how this can be done for spiral CT. It turns out that the results of [10, 12] are simply two particular cases of the new formula.
In Section 2, we derive the new inversion formula. In Section 3, we show that for a general C the weight n 0 ≡ 1 yields a convolution-based FBP algorithm. As an example we consider the classical two-orthogonal-circles trajectory. In Section 4, we consider two particular weights for spiral CT that yield convolution-based FBP algorithms. The latter coincide with the algorithms of [10, 12] .
Throughout the paper, it is tacitly assumed that all the projections required for the algorithm are available. The flexibility in choosing n 0 can also be used for reducing the amount of projections needed for the algorithm. For example, both weights for spiral CT, which are discussed here, allow the use of axially truncated projections. Additionally, one weight requires a detector array smaller than the other.
2.
A general inversion formula. First, we introduce the necessary notations. Let C be a finite union of C ∞ -curves in R 3 :
where −∞ < a l < b l < ∞ andẏ(s) := dy/ds. Additional requirements about C are formulated below. S 2 is the unit sphere in R 3 , and
and dist(C, supp f ) > 0. Given x ∈ R 3 and ξ ∈ R 3 \ 0, let y(s j ), where
Introduce the sets Property 2.1 is the most important from the practical point of view. Properties 2.2 and 2.3 merely state that the trajectory C is not too exotic (which rarely happens in practice).
An important ingredient in the construction of the inversion formula is
Remark 2.4. The function n 0 can be understood as follows: x and α determine the plane Π(x, α), and the weight n 0 assigned to y(s) ∈ Π(x, α) ∩ C depends on the location of x (see Figure 2 .1). In view of this interpretation, we assume that n 0 (s,x,α) = n 0 (s, x, −α).
In (2.4) and throughout the paper, j denotes the sum over all s j such that y(s j ) ∈ C ∩Π(x, α). The geometrical meaning of n Σ is illustrated in Figure 2 .2.
The main assumptions about n 0 are the following properties.
Property 2.6. There exist finitely many
The inversion formula, which is to be derived here, holds pointwise. Therefore, if f needs to be reconstructed for all x belonging to a set U , then Properties 2.1, 2.2, 2.3, 2.5, and 2.6, are supposed to hold pointwise, and not uniformly with respect to x ∈ U.
The final ingredient is an auxiliary cutoff function. Let η(α)
) and equal zero in a neighborhood of
Clearly, η(α) depends on x. Since the role of η is only temporary, the dependence of η on x is omitted for simplicity. Now, when all the ingredients are available, we derive the inversion formula. Define
(2.6)
denotes the derivative of D f with respect to Θ along α:
Using Grangeat's formula and the change of variables p → s defined by p = α · y(s), we obtain 
For convenience, define 
Then, we can write 
Since α s ⊥ α and α θ ⊥ α,
As is seen, the integral in (2.16) is over the same set of pairs (s, α), y(s) ∈ C ∩ Π(x, α), as in (2.11). The difference is in how these pairs are parametrized. In (2.11), we fix α ∈ S 2 , and then find all points of intersection y(s j ) ∈ C ∩ Π(x, α). In (2.16), the order is reversed; we, first, fix y(s) ∈ C, and then find all α ∈ β ⊥ (s, x).
Alternatively, (2.16) can be derived as follows. Denote, temporarily,
Then, the integral with respect to α in (2.11) can be written as follows: 
Following [9, Equations (4.6)-(4.13)], choose a coordinate system in which β = (0, 0, 1). Then, the integral over β ⊥ can be written as follows:
In a similar fashion, 
Since ψ is defined on the unit sphere, we may assume (with abuse of notation)
Clearly, a = θ and b = γ if v = 0. Implicitly differentiating (2.23) with respect to v and setting v = 0, we find that
Using the chain rule, (2.22), and (2.24), we obtain
where 
y(q),cos γβ(s, x)
Comparing (2.26) with (2.10) and (2.16), we see that ∇ Θ,α inside Grangeat's formula transforms into ∂/∂θ, which is applied to a factor outside the innermost integral. Denote
The set Ω(x) defined in (2.5) has measure zero. Consider the limit as η → 1 uniformly on compact subsets of S 2 \ Ω(x), while remaining uniformly bounded.
Using Property 2.6, equations (2.9) and (2.26) give the desired inversion formula Because of Properties 2.2 and 2.6, the number of terms in the summation in (2.28) is finite. Due to the factor sgn(α ·ẏ(s)) in (2.27), this number is at most one plus the number of discontinuities of n(s, x, α). Also, c m (s, x) = 0 if s ∈ I \ I reg (x) (i.e., Crit(s, x) = β ⊥ (s, x) ). This follows from construction,
3. The case n 0 ≡ 1. In this section, we suppose that n 0 (s,x,α) ≡ 1 and show that this choice of n 0 leads to a convolution-based FBP algorithm. First, verify Properties 2.5 and 2.6. Since n Σ (x, α) is just the number of points in Π(x, α)∩ C, assuming that Property 2.1 holds for all x ∈ supp f , we immediately get 
At this point, however, it is not clear that the filtering step defined by (3.2) is shift-invariant. Now, fix y(s) ∈ C, and let Π 0 y(s) be a critical plane for some x 0 ∈ supp f . It is obvious that all other x ∈ Π 0 will share this plane as critical. Furthermore, the set of all critical planes Π 0 y(s) can be described as a finite union of oneparametric families of planes. Each endpoint of C generates a family, and each smooth segment of C generates a family of tangent planes.
Again, fix a critical plane Π 0 y(s) and pick any x ∈ Π 0 . Then, for the appro- 
Therefore,
The integral in (3.4) is a convolution. Therefore, one application of FFT to (3.4) gives values of Ψ m (s, β(s, x) ) for all x ∈ Π 0 at once. Equations (3.1) and (3.4) imply that the resulting algorithm is of the FBP type. The first step is to perform convolution filtering of the derivative of cone beam projections according to (3.4) for all required m and Π 0 . The second step is to backproject the filtered data according to (3.1).
As an example, consider how this theory applies to the classical trajectory consisting of two orthogonal circles. In this case, (2.1) ), and C = C 1 ∪ C 2 , where
supp f is supposed to be inside a ball centered at the origin and with sufficiently small radius r < R. The (virtual) detector plane moves simultaneously with the source and, at each instant, its equation is {z ∈ R 3 : z · y(s) = 0}.
Since the cases y(s) ∈ C 1 and y(s) ∈ C 2 are completely analogous, we consider only the case y(s) ∈ C 1 . From (2.27) with n = 1/n Σ , φ is discontinuous if Π 0 y(s) is parallel toẏ(s) or is tangent to C 2 . In the first case, the magnitude of the jump is 1/2. Indeed, such a plane has four points of intersection with C, so φ = 1/4 on the side of the jump, where α ·ẏ(s) > 0 and φ = −1/4 on the other side. The corresponding direction of integration is parallel toẏ(s) (see the dot-dashed lines in Figure 3 .1). In the second case, the number of intersections changes from two to four, so the magnitude of the jump is 1/4. The corresponding set of integration directions is illustrated in compute the contribution from the endpoints to the image. If the trajectory C is short (e.g., as in C-arm scanning), this should not cause any problems. However, if C is long (e.g., as is frequently the case in spiral scanning), using the endpoints for image reconstruction at any given x inside the ROI leads to undesirable consequences: long-object problem is not solved, requirements on the detector array are excessive, and others. This argument shows that for long-source trajectories image reconstruction at x should be performed using a section C(x) ⊂ C. However, this brings additional difficulties. If the entire ROI is split into a small number of sub-ROIs and C(x) is the same inside each sub-ROI, artifacts are likely to appear at the boundaries of the sub-ROIs. On the other hand, if C(x) changes smoothly with x, then (3.1) and (3.2) do not apply, because the dependence of φ(s, x, α) on x is no longer via only β(s, x). Our discussion shows that for long trajectories, the weight n 0 ≡ 1 is not optimal. The way out is to find a more complicated (piecewise constant) weight that would cancel out the contributions from the endpoints. In the next section, we demonstrate these weights for spiral CT. Since C PI (x) depends on x, (2.28) and (2.29) apply if C PI (x) has Properties 2.1, 2.2, and 2.3 for every x ∈ U . As was already mentioned, C PI (x) is complete for any x ∈ U . The other two properties are quite obvious as well. [12] . The weight n 0 of this subsection depends on two auxiliary vector functions e k (s, β), k = 1, 2. The first one is easy; [12] ). Fix s ∈ I PI (x). Pick any x ∈ U such that s ∈ I PI (x), and find e 2 = e 2 (s, x). It can be shown that the same vector e 2 works for all x ∈ U with β(s, x) = β(s, x ). In particular, s ∈ I PI (x ) for all such x . Thus, we have actually determined
Derivation of inversion formula (2.13) of
It is proven in [12] that in this case n Σ (x, α) = 2 a.e. on S 2 . Substituting into (2.27), we obtain 
where
Analogously to (3.1), (3.2), (3.3), and (3.4), it is shown in [12] that (4.6) leads to a convolution-based FBP inversion algorithm. [10] . The weight n 0 of this subsection depends on only one auxiliary vector function e(s, β). Choose any ψ ∈ C ∞ ([0, 2π]) with the properties
Suppose that s 0 , s 1 , and s 2 are related by It is shown in [10] that such s 2 exists, is unique and depends smoothly on s 0 . Again, it can be seen that if e(s 0 ,x), s 0 ∈ I PI (x) is found for x ∈ U , then the same vector works for all x ∈ U with β(s 0 ,x) = β(s 0 ,x ) (see [10] Arguing in the same way as before, we immediately obtain the inversion formula of [10] f ( to the image at x needs to be computed. Alternatively, we can say that the contributions from the endpoints to the image cancel each other.
The two examples presented in this section show that it is important to have the extra flexibility provided by the dependence of n 0 on x. Indeed, as is seen from (4.3) and (4.13), n 0 (s,x,α) explicitly depends on x.
Since the weight n 0 in the general inversion formulas (2.28) and (2.29) is arbitrary (subject to Properties 2.5 and 2.6), we can use this flexibility to improve the detector usage. For example, (4.15) provides much better detector usage than (4.5) and (4.6) (see [10] ).
