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Abstract 
Drug discovery is a time-consuming and costly process. The data generated during various stages of the drug discovery is 
drastically increasing and it forces machine-learning scientist to implement more effective and fast methods for the 
utilization of data for reducing the cost and time. Molecular graphs are very expressive which allow faster implementation 
of the machine-learning algorithms. During the discovery phase, virtual or in silicoscreening plays a major role in 
optimizing the synthesis efforts and reducing the attrition rate of the new chemical entities (NCEs). In the present work, a 
combination of the virtual screening using walk kernel and empirical filters was tried.The model was applied to two 
classification problems to predict mutagenicity and toxicity on two publically-available datasets. The accuracies obtained 
were 67 % for the PTC dataset and 87% for the MUTAG dataset. The results obtained from the combined method were 
found to be more accurate with less computational cost. 
 
© 2013The Authors. Published by Elsevier B.V.  
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1. Introduction 
Drug discovery is the process of finding a new chemical compound with desired chemical and biological 
properties[1]. Two types of screening are involved in the discovery phase – in silico/virtual screening (VS), 
followed by experimental high-throughput screening (HTS). In the HTS, large numbers of compounds from 
various sources – in-house compound databases, commercial vendors, combinatorial libraries, natural product 
libraries, etc. - are quickly assayed using automated platforms; but the cost is very high [2].  The VS can 
complement the HTS by reducing the number of compounds to be screened, with increased probability of 
success. The cost-factor for VS is substantially low.  
Virtual screening methods are classified into ligand-based and structure-based methods. In ligand-based 
strategy, the existing information about the ligand molecules is used for virtual screening of the designed or 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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physical compound collections. For structure-based strategy, the information about both target and ligand is 
used for the ‘design cycle’. Ligand-based VS can be further classified into empirical filters-based, similarity-
based and quantitative-structure activity relationship (QSAR)-based methods.  
 In QSAR-based method, the accuracy of screening depends on the way of representation of the molecules 
(molecular descriptors) and the method for finding the similarity or dissimilarity. Machine-learning methods 
play a big role in the development of accurate QSAR models. Recent research shows that kernel methods such 
as support vector machine (SVM) give more accurate QSAR models. In case of SVM, the classifier, the 
decision is based on the accuracy of similarity measure which in turn, depends on the representation as well as 
the similarity calculation. One-diimensional (1D), 2D and 3D representations of molecules (with increasing 
accuracy and computational complexity) can be used for virtual screening [3]. The 2D representation such as 
molecular graphs is simple and expressive due to which it is well suited for the faster development of graph- 
matching algorithms. 
 
In the present work, ligand-based VS was used. The models were developed and then the implementation of the 
model and the performance of the algorithm on several different benchmark datasets were evaluated. 
2. Ligand -based Virtual Screening 
In this work, two types of ligand-based VS screening were implemented. In the first phase, random walk 
kernel-based similarity prediction was used for the classification of compounds into two sets, active and 
inactive.  This was based on the QSAR modeling. In the second phase, the accuracy of model was increased by 
removing non-drug like molecules from the set of active compounds classified in the first phase. This was done 
by using filters based on Lipinski’s rule-of-five and a similar rule-of-three. 
2.1. QSAR-based Virtual Screening  
Machine-learning methods are routinely used to establish QSAR. SVM is widely used because it gives 
promising result for non-linear QSAR problems. Compared to a majority of molecular descriptors for QSAR, 
molecular graphs include most of the information without much complexity. In SVM, the classification is 
based on the similarity calculation between molecules. The complexity of molecular graph comparison is very 
high and graph kernels are used for finding the molecular graph similarity. In this work, bond information- 
based molecular similarity methods were used. 
2.1.1 Kernel Computation for Edge-Weighted Molecular Graphs 
 
In the first phase, random walk kernel for edge-weighted molecular graphs was used for establishing QSAR. 
Here, the random walk kernel introduced in [5] was used. In this method, molecular similarity calculation is 
based on the connectivity between the atoms. 
݇ሺܩǡ ܩᇱሻ ൌ  ଵȁீȁȁீᇱȁ σ ࣅ
௞௡
௞ୀ଴ ࢋ்ܣ௫௞ࢋ        (1) 
Here ܣ௫ is the adjacency matrix of product graph and ࣅ is the weightage for different length of walks. The 
adjacency matrix of product graph is calculated using Kronecker productܣ௑ ൌ ܣ ٔ ܣᇱǡ ݓ݄݁ݎ݁ܣܽ݊݀ܣᇱ are 
the adjacency matrices of graphs ܩܽ݊݀ܩᇱ, respectively. This kernel is modified using edge weight matrix ௫ܹ. 
The edge weight matrix was used for kernel computation in [6]. Edge weight matrix is found out using 
adjacency matrix and the information about the edge labels. 
Modified random walk kernel for edge weighted molecular graph  
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݇௪௔௟௞ሺܩǡ ܩᇱሻ ൌ
ଵ
ȁீȁȁீᇱȁ σ ࣅ
௞௡
௞ୀ଴ ࢋ் ௫ܹ௞ࢋ             (2) 
Normalized walk kernel  
݇௪௔௟௞ᇱ ሺܩଵǡ ܩଶሻ ൌ
௞ೢೌ೗ೖሺீభǡீమሻ
ඥ௞ೢೌ೗ೖሺீభǡீభሻכ௞ೢೌ೗ೖሺீభǡீభሻ
                    (3) 
 
The similarity between graphs  ܩܽ݊݀ܩᇱ was calculated using the above equation.  
 
In QSAR, the aim was to classify molecules into active and inactive sets. SVM-based binary classifier was 
used for classifying molecules into active and inactive and m. In SVM, the decision of classifier depends on the 
value of the decision function 
݂ሺݔሻ ൌ ݏ݅݃݊ሺݓ்ݔ െ ߛሻ           (4) 
where ݇௪௔௟௞ᇱ  was calculated using equation 3. ݓ represents the coefficient of classifier obtained by solving the 
maximum margin optimization problem in SVM. 
 
2.1.2 Empirical Filters for Drug-like Molecules 
 
In phase 1, screening was based on the random walk kernel defined in Eq. 3. In phase 2, the empirical filters 
were used for the virtual screening of non drug-like molecules from the active set of compounds obtained from 
phase 1. In this work, empirical filters based on Lipinski RO5 and RO3 were used in [7,8]. Due to these 
empirical filters, sensitivity and specificity of classification were increased. Type 1 error occurs when inactive 
molecule is classifying as active molecule and type 2 error occurs when active molecule is classifying as 
inactive molecule. More importance is given for type 1 than type 2 error for the obvious reasons. 
x Molecular mass: 180 to 500 Dalton 
x High lipophilicity (expressed as LogP less than 5) 
x Less than 5 hydrogen bond donors(OHs and NHs) 
x Less than 10 hydrogen bond acceptors (Ns and Os) 
x Molar refractivity should be between 40-130 [8] 
x Exclude compound containing elements like Arsenic (As), Cadmium (Cd), Lead (Pb), and Mercury 
(Hg)  
Drug-like molecule should not violate more than one rule from Lipinski rules. The rule 6 is included for 
removing toxic compounds from the active set in [9,10,11]. 
3. Implementation 
All the codes were written in Java Release 7, NetBeans IDE 7.3.1 and experiments were run on a 1.8 GHz Intel 
Core™ i3 processor with 4 GB of main memory running Ubuntu 13.04. After the computation of kernel matrix, 
the classification code was written in MATLAB Release 15. Classification was done with the help of LIBSVM 
version 2.88. In the second phase, the properties were calculated using E-Dragon and Interactive ALOGPS 
VCCLAB site [8,9]. Codes for empirical filters were also written in JAVA Release 7, NetBeans IDE 7.3.1. The 
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practical suitability of these kernels were tested on two real-world datasets, PTC [13] and MUTAG [14]. These 
two datasets were repeatedly used for classification benchmarking [3, 4, 15, 16, 17, 18]. 
 
The random walk kernel between the molecules was generated from edge-weighted molecular graphs. The 
similarity calculation was based on the connectivity as well as the edge labels. In this work, edge-weighted 
molecular graphs were implemented by using type of bond as edge label. Walk kernel calculates similarity 
based on the linear features (e.g., sequence like C-C chain). Walks were extracted using adjacency matrix. 
Adjacency matrix of a graph would give all possible one-length walks.  ܰ௧௛ power of adjacency matrix gave all 
possible ܰ length walks in the graph. Similarity between two graphs was calculated using direct product graph. 
Adjacency matrix of direct product graph was found out using Kronecker product. Adjacency matrix of the 
product graph of graphsܩܽ݊݀ܩԢ was calculated using Kronecker product, ܣ௑ ൌ ܣ ٔ ܣᇱ. In this work, the 
similarity between two molecular graphs was found out from the adjacency matrix of direct product graph of 
edge label filtered adjacency matrix of graphsܩܽ݊݀ܩᇱ. 
 
In case of edge-weighted graphs, edge label filtered adjacency matrix  ௫ܹ  of direct product graph ܣ௑ is 
defined as 
 ௫ܹ ൌ ෍ ܣٔ௟
଺
௟ୀଵ
ܣԢ௟  
where ܣ௟ is the edge label filtered adjacency matrix. ݈ is the set of edge labels, ݈ ൌ ሼͳǡ ʹǡ ͵ǡ Ͷǡ ͷǡ ͸ሽ , 
whereͳ െsingle bond, ʹ െdouble bond, ͵ െ triple bond, Ͷ െ ܽ݉݅݀݁, ͷ െ aromatic, and ͸ െunknown.ܮis the 
label matrix, ܮ௜௝  is the label of ሺݒ௜ǡ ݒ௝ሻ . Figure 1 explains the label matrix concept. The edge label filtered 
adjacency matrix ܣ௜௝௟ ൌ ܣ௜௝if  ܮ௜௝ ൌ ݈otherwise zero. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Label Matrix of Molecular Graph 
 
Similarity between molecular graphsܩܽ݊݀ܩᇱ  was calculated using  
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݇௪௔௟௞ሺܩǡ ܩᇱሻ ൌ 
ଵ
ȁீȁȁீᇱȁ σ ߣ
௞௡
௞ୀ଴ ்݁ ௫ܹ௞݁       (5) 
whereߣ is the decaying factor and varies fromͲ ൑ ߣ ൑ ͳܽ݊݀݇  is the length of walk. Compared to the 
molecular similarity calculation using adjacency matrix, the edge label filtered adjacency matrix gives more 
accurate prediction. It helps in differentiating molecules based on the type of bonds labels as wells as the 
connectivity. For example, it helps to differentiate alkanes from alkenes. 
 
The decision of classifier depends on the value of the decision function 
݂ሺݔሻ ൌ ݏ݅݃݊ሺݓ்ݔ െ ߛሻ ൌ ݏ݅݃݊ሺ෍ݑ௜݀௜݇௪௔௟௞ᇱ ሺܩ௜ǡ ܩሻ െ ߛ
௠
௜ୀଵ
ሻ 
ൌ ݏ݅݃݊ሺσ ݑ௜݀௜݇௪௔௟௞ᇱ ሺܩ௜ǡ ܩሻ െ ߛ௜א௦௩௜௡ௗ௘௫ ሻ                    (6) 
where ݇௪௔௟௞ᇱ  is calculated using Eq. 3. 
 
4. Results and Discussion 
4.1. Classification Accuracy  
This section illustrates the performance of walk kernel for finding the similarity between edge-weighted 
molecular graphs.  Accuracy of the method was tested with PTC and MUTAG data sets. The PTC data set 
contains a set of 344 compounds classified according to their carcinogenicity [12]. The carcinogenicity was 
tested in four types of animals, female mouse (FM), female rat (FR), male mouse (MM) and male rat (MR). 
Active molecules are in +1 class and others are in -1 class. Similarly, MUTAG dataset [13] is another standard 
dataset consisting of 230 molecules with the information about their mutagenicity in Salmonella typhimurium 
model. In this data set, only 188 molecules are considered as learnable. Out of 188 molecules, there are 125 
positive examples and 63 negative examples. Information about the datasets can be found elsewhere [11]. 
      
The accuracy of the classifier was calculated using 10-fold cross validation.  In this, the datasets are divided 
into 10 equal parts and the training is done with 9 parts and the testing is done with the 10th part. The same 
procedure is repeated 10 times by changing the training and testing datasets. Each set of compounds is used 
once for testing purpose and (݊ െ ͳሻ times for training purpose. Using this method, data can be efficiently 
utilized and the average of the result in each of the individual experiments can be used for evaluating the 
classifier. 
 
Table 1.  Statistics on classification datasets 
 
 FM FR MM MR MUTAG 
+1 class 143 121 129 152 125 
-1 class 206 230 207 192 63 
ȁܩȁ 109 109 109 109 40 
ȁܩȁ 25 25.2 26.1 26.1 31.4 
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In Table 1, second row gives the number of active compounds (൅ͳ) in PTC dataset and mutagens in 
MUTAG dataset. Third row gives the number of inactive compounds (െͳ) in PTC dataset and non-
mutagens in MUTAG dataset. ȁܩȁin the fourth row gives the maximum number of atoms in a molecule 
and  ȁܩȁ in the fifth row is the average number of atoms in a molecule.  Fourth row gives information about 
the size of the largest molecular graph in the dataset and fifth row contains average size of the graphs in the 
data set. Values ofܥwere tried, in which  ൌ ͲǤͲͲͳͳ gave more accurate result. Result of the proposed 
method is given in Tables 2 and 3. 
 
Performance evaluation was done by calculating Area Under the Curve (AUC) of ROC curve and accuracy, 
specificity and sensitivity of the classifier. Specificity and sensitivity are known as classification functions.  
These are used as statistical measures for analyzing the performance of a binary classifier. Sensitivity or recall 
rate is the ratio of correctly identified positive candidates and total number of positive candidates in the dataset.  
Specificity gives the proportion of correctly identified negative candidate and total number of negative 
candidates in the dataset [4].   These two measures relate to type 1 and type 2 errors. A classifier with 100% 
specificity and 100% sensitivity cannot be expected.   
 
Table 2. Test result of walk kernel before applying empirical filters 
 
 FM FR MM MR MUTAG 
True Positive 63 59 65 85 111 
True Negative 173 169 151 142 42 
False Positive 33 61 56 50 21 
False Negative 80 62 64 67 14 
Specificity 84 73.5 73 74 66.7 
Sensitivity 44.1 48.8 50.4 56 88.8 
Accuracy 67.7 65 64.3 66 81.4 
 
At the end of ͳǡ sets of active and inactive molecules were obtained. The second phase is mainly 
included in this work for reducing the failure of drug due to lack of drug-likeness of the molecule.   
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Table 3. Test result of walk kernel after applying the empirical filters 
 
 FM FR MM MR MUTAG 
True Positive 62 59 63 82 110 
True Negative 181 173 156 151 53 
False Positive 25 57 51 41 10 
False Negative 81 62 66 70 15 
Specificity 87.9 75.3 75.4 78.7 84.2 
Sensitivity 43.4 48.8 48.9 54 88 
Accuracy 69.7 66.1 65.2 67.8 86.8 
 
Tables 2 and 3 show the test results of edge-weight based random walk kernel with PTC and MUTAG dataset. 
Table 2 gives the test result before screening. The effect of filtering can be understood by comparing the last 
three rows of Tables 2 and 3. An increase in specificity, sensitivity and accuracy of classification can be 
observed. This increase is mainly due to the reduction in the number of false positives. It reduces the failures in 
the clinical testing. FromTables 2 and 3, it can be seen that there is a very small reduction in true positives also. 
It is due to the exceptions to Lipinski’s rule [19]. 
 
Compared to PTC dataset, MUTAG dataset gives more accurate results. In case of unbalanced dataset, the 
proportion of positive candidates and negative candidates will not be the same. Global accuracy is not enough 
for analyzing the performance of a classifier [4] and it may lead to an incorrect conclusion about the 
performance of the classifier. Receiver Operating Characteristics (ROC) curve is a comparison of two operating 
characteristics, TPR and FPR characteristics as the criterion changes. It is also known as ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕݒݏሺͳ െ
ݏ݌݂݁ܿ݅݅ܿ݅ݐݕሻ  plot or ܴܶܲݒݏܨܴܲ  plot. The best possible prediction is ͳͲͲΨݏ݌݂݁ܿ݅݅ܿ݅ݐݕ  and 
ͳͲͲΨݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕ and it is represented as the upper left corner in the ROC space. In ROC, evolution of true 
positive rate versus false positive rate is drawn by varying the function value in the decision function. Using 
this, different classifiers can be compared. ROC curve for each dataset is given in Figure 2. Depending on the 
requirement, specificity and sensitivity can be varied by changing the function value in the decision function. 
AUC is also a parameter for analyzing the performance of the classifier. AUC should be high for good 
classifier.  AUC for the proposed random walk kernel is given in Table 4. 
 
 
Table 4. AUC for different datasets 
 
 FM FR MM MR MUTAG 
AUC 69% 68.1% 70% 65% 82.45% 
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Figure 2.  ROC curves for random walk kernel 
 
The points above the diagonal line show classification better than random selection and the points below the 
diagonal line shows the classification is worse than the random selection. Figure 2 shows that ROC curve for 
MUTAG dataset is closer to the upper left corner. 
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Conclusions 
 
Though computationally expensive, results of walk kernel-based classifications are found to be highly reliable. 
Walk based approach proved to be very efficient for finding the similarity based on linear features. Results 
indicated that the accuracy was increased when information about the bonds and connectivity together were 
included for finding the similarity between the molecular graphs. This is because of the fact that type of bond is 
an important factor for determining the characteristics of a molecule. An initial screening of dataset would help 
to reduce the number of candidates for the in vivo screening. Results have shown that walk kernel helped in 
avoiding drug failures in the clinical phase. An important challenge in the application of graph kernels in the 
SAR analysis is the efficient extraction of features and the suitable use of these features for the similarity 
calculation. In this work, the structural patterns have been used for analyzing the activity of the molecules as 
the screening using set of traditional descriptors rarely utilize structural patterns. Traditional descriptors have 
been utilized in the second part of the study. Results have shown that a combination of these two approaches 
gives very accurate results. 
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