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We apply the cannonical quantization procedure to the Dirac field inside a spherical boundary with rotating
coordinates. The rotating quantum states with two kinds of boundary conditions, namely, spectral and MIT
boundary conditions, are defined. To avoid faster-than-light, we require the speed on the surface to be less
than the speed of light. For this situation, the definition of vacuum is unique and identical with the Minkowski
vacuum. Finally, we calculate the thermal expectation value of the fermion condensate in a thermal equilibrium
rotating fermion field and find it depends on the boundary condition.
I. INTRODUCTION
The quantization of fields in rotating coordinates attracted
some attention since 1980s’, which was partly motivated
by Hawking’s work on black-hole evaporation [1]. Fulling
showed that quantization in Rindler coordinates is not iden-
tical with that in ordinary Minkowski coordinates and an ac-
celerated observer sees the Minkowski vacuum as a thermal
bath [2]. Then Unruh elucidated the relationship between the
quantization schemes in Rindler coordinates and the black-
hole evaporation, and showed a model particle detector in an
accelerated state of motion indeed observes particles in the
Minkowski vacuum [3]. It’s natural to investigate whether
similar effects will occur in other noninertia frames. Letaw
and Pfautsch studied the scalar field theory in rotating coor-
dinates [4]. They found unlike the uniformly accelerating ob-
server, there is no such fancy effects in a rotating frame. Then
Iyer investigated the Dirac field theory in rotating coordinates
[5]. He found for Dirac field, quantization scheme in rotat-
ing coordinates is inequivalent to the usual Minkowski quan-
tization scheme. However, the systems discussed in [4] and
[5] are both unbounded, which means the region outside a ra-
dius R will have a speed larger than the speed of light. This
unphysical property leads to some difficulties of quantization
for scalar field [4], and non-unique quantization schemes for
Dirac field [6]. In addition, some problems when calculat-
ing the thermal expectations in unbounded rotating systems
will occur [6–8]. These problems can be solved by constrain-
ing the rotating system inside a region whose speed is less
than the speed of light. Rotating scalar field bound inside a
cylinder surface was investigated in [7], and rotating Dirac
field bound inside a cylinder surface was investiged in [6]. It
is shown that for rotating systems bound inside a cylindrical
boundary, the quantization scheme is identical to that in usual
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Minkowski coordinates. These results imply that a physically
possible rotating frame is certainly different from a uniformly
accelerating frame where some fancy effects will occur.
To understand the problems occur in quantization of field
in rotating coordinates, let us review the usual cannonical
quantization procedures in Minkowski coordinates. First, one
solves the field equation and finds a set of complete orthog-
onal modes. These modes are split into positive and nega-
tive frequency modes. Then one expands the field operator
by the modes and promotes the expansion coefficients into
operators. The coefficients of the positive frequency modes
are promoted to annihilation operators and the coefficients of
the negative frequency modes are promoted to creation opera-
tors. Next, one assumes the commutation (anti-commutation)
relations of the annihilation operators and the creation oper-
ators, and defines the vacuum as the state annihilated by all
the annihilation operators. For a field in Minkowski coordi-
nates, the split of positive and negative modes are clear, the
positive (negative) modes have positive (negative) Minkowski
energy E . However, for field in rotating coordinates, the split
of positive modes and negative modes is not as clear as that in
Minkowski coordinates. This is because a rotating mode with
energy E˜ > 0 may have Minkowski energy E < 0, and vice
versa. Should we regard E˜ > 0 or E > 0 modes as positive
frequency modes ? For a scalar field, if we want the positive
frequency modes have positive Klein-Gordon norm, we must
define E > 0 modes as positive frequency modes because the
Klein-Gordon norm is proportional to E [5]. But for Dirac
field, all modes have positive Dirac norm, so the split of pos-
itive and negative modes seems less costrained. If we define
E > 0 modes as positive frenquency modes, the vacuum is
called nonrotating vacuum. If we define E˜ > 0 modes as posi-
tive frenquency modes, the vacuum is called rotating vacuum.
On unboundedMinkowsi space-time, there exists modes with
EE˜ < 0, thus making the two vacua inequivalent. If one en-
closes the field inside the speed of light surface (SOL), one
can expect that the modes with EE˜ < 0 will not occur, thus
the rotating and nonrotating vacuum are equivalent, and the
problems are solved. For scalar field, it is shown there are
no EE˜ < 0 modes when enclosing the field inside a cylindri-
2cal boundary with the Dirichlet kind [9]. For Dirac field, one
can also prove the same result for spectral and MIT cylindri-
cal boundary conditions [6]. In this paper, we will prove this
result for Dirac field enclosed in a spherical boundary with
spectral and MIT kind. It seems there is a general proof for
this result, regardless what the shape or kind of the bound-
ary condition is. (Of course, the boundary condition should
satisfy some basic requirements, such as keeping the Hamil-
tonian self-adjoint.) This general proof is not available now,
but it’s reasonable to believe it exists.
From the point of view above, the quantization in rotat-
ing coordinates is trivial. But it does not mean other aspects
of a rotating system are also trivial. For example, macro-
scopic parity-violating effects can occur in rotating systems
[10]. When considering the chiral anomaly, there can be chiral
vortical effect in noncentral high energy heavy-ion collisions
[11]. To study these effects, one may need thermodynamics
and statistical mechanics for rotating systems, whose princi-
ples had been introduced by Landau and Lifshitz [12], and
elaborated by Vilenkin [9]. Here we should note that the ther-
modynamics for rotating systems is not the thermodynamics
in noninertial rotating frames. The former deals with what a
static observer sees for a rotating system, while the latter deals
with things seen by a rotating observer. Since the observer is
static, one need not use rotating coordinates when discussing
about the thermodynamics for rotating systems. But interest-
ingly, problems will occur if the speed of the surface exceeds
the speed of light. These problems are also relevant to the
modes with EE˜ < 0, because the distribution in rotating sys-
tems is relevant to [eβ E˜ ±1]−1. For unbounded rotating scalar
field, the existence of particle modes with E˜ = 0 leads to the
divergence of the thermal expectations [8]. For unbounded
Dirac field, if one treat E > 0 modes as particle modes (pos-
itive frequency modes), the thermal expectation values will
have an unphysical term [6, 9]. These problems can also be
cured by enclosing the field inside the SOL. There are some
results of thermal expectation values for field bounded by the
cylindrical boundary [6].
In this paper, we study the Dirac field theory inside a sphere
with rotating coordinates. The axis of rotation is selected as z-
axis. The rigidly-rotating quantum states are constructed. To
bound the field inside a sphere, we follow Ref. [6] to impose
two kinds of boundary conditions, the spectral [13] and MIT
[14] boundary conditions, and give the spectrum in each case.
We proved that the rotating and nonrotating vacua are identi-
cal when the boundary of the sphere lies within the SOL. The
second quantization procedures are performed, and the ther-
mal expectation value of fermion condensate is calculated for
each boundary condition.
The structure of this paper is organized as follows. In Sec.
II, we construct the mode solutions of the Dirac equation in
unbounded spherical coordinates and review the second quan-
tization procedure. The remainder of the paper considers the
bounded space-time with spectral and MIT boundary condi-
tions. In Sec. III, we give the mode solutions satisfying the
two kind of boundary conditions, show that there is no EE˜ < 0
modes if the field is enclosed in SOL, and perform the second
quantization procedures. The thermal expectation values of
fermion condensate with the two kinds of boundary condi-
tions are calculated in Sec. IV. Finally, a summary is included
in Sec. V.
II. UNBOUNDED SPACE-TIME
In this section, we construct the mode solutions in a rigidly-
rotating, unbounded,Minkowski space-time. The Dirac equa-
tion is introduced in Sec. II A. The solutions in spherical co-
ordinates are given in Sec II B. In Sec. II C, we discuss the
definition of the vacuum.
A. Dirac equation in rotating Minkowski space-time
The metric of a rigidly-rotating frame with angular velocity
Ω is given by
gµν =
 1−
(
x2+ y2
)
Ω2 yΩ −xΩ 0
yΩ −1 0 0
−xΩ 0 −1 0
0 0 0 −1
 . (1)
We adopt the convention that iˆ, jˆ · · · = tˆ, xˆ, yˆ, zˆ and µ ,ν · · · =
t,x,y,z refer to the Cartesian coordinate in the local rest frame
and the general coordinate in the rotating frame, respectively.
In this paper, we adopt the units h¯ = c = kB = 1. The Dirac
equation of a fermion with a mass M in the curved spacetime
is
[iγµ(∂µ +Γ
µ)−M]ψ = 0, (2)
where
Γµ =− i
4
ωµ iˆ jˆσ
iˆ jˆ,
ωµ iˆ jˆ = gαβ e
α
iˆ
(∂µe
β
jˆ
+Γ
β
νµe
µ
jˆ
),
σ iˆ jˆ =
i
2
[γ iˆ,γ jˆ],
(3)
with the Christoffel connection, Γλµν =
1
2
gλ σ(gσν,µ +gµσ .ν −
gµν,σ ), and the gamma matrix in curved space-time, γ
µ =
e
µ
iˆ
γ iˆ. The vierbein e
µ
iˆ
connects the general coordinate with
the Cartesian coordinate in the rest frame, xµ = e
µ
iˆ
xiˆ. Then
the Dirac equation can be reduced to [15][
γ tˆ (i∂t +ΩJz)+ iγ
xˆ∂x + iγ
yˆ∂y + iγ
zˆ∂z −M
]
ψ = 0. (4)
where Jz is the z-component of the total angular momentum.
B. Mode solutions
It is observed that the Dirac equation (4) is only different
from the Dirac equation in Minkowski coordinates by a term
about Jz. In fact, as wewill see, the spherical wave solutions to
3Eq. (4) have the same form with the spherical wave solutions
to Dirac equation in Minkowski coordinates. The solutions
to Dirac equation in Minkowsi space with respect to spherical
coordinates have been reported or partly reported in Refs. [12,
16–19]. In this paper, we partly follow Ref. [19].
We assume the form of the solution to Eq.(4) as:
ψ(x) = u(x)e−iE˜t . (5)
Then we obtain a stationary equation:
(−iγ 0ˆγ iˆ∂i + γ 0ˆM−ΩJz)u(x) = E˜u(x), (6)
or, by α= γ 0ˆγ,β = γ 0ˆ, written as
(−iα ·∇+β M−ΩJz)u(x) = E˜u(x). (7)
E˜ is the total energy in the rotating frame. We can write the
corotating Hamiltonian
H˜ = i∂t =−iα ·∇+β M−ΩJz = H−ΩJz, (8)
where H has the same form with the free Hamiltonian in
Minkowski coordinates. To solve Eq.(7), one usually looks for
a complete set of commuting operators. The complete set of
operators suitable for spherical coordinates is {H,J2,Jz,K}.
Where J2 is the total angular operator and K is defined by
K = β (L ·Σ+ 1), (9)
where L is the orbital angular momentum operator and
Σ=
(
σ 0
0 σ
)
, (10)
where σ is Pauli Matrices. One can check operators
H,J2,Jz,K commute with H˜ and commute with each other.
In fact, they are exactly the complete set of commutating op-
erators in Minkowski spherical coordinates [16]. Thus, the
solutions to Eq. (7) have the same form with the solutions to
the Dirac equation in Minkowski coordinates, only the energy
E˜ is different from the Minkowski energy E . We label the
eigen values of {H,J2,Jz,K} by {E, j( j+1),m j ,κ}, the rela-
tion between the corotating energy E˜ and Minkowski energy
E is
E˜ = E −Ωm j. (11)
For short, we use k = (E, j,m j ,κ) to label a eigen state
uk(r,θ ,φ), which has eigen values {E, j( j + 1),m j,κ} and
corresponds a solution
Uk(t,r,θ ,φ) = uk(r,θ ,φ)e
−iE˜t (12)
to Eq. (4). To solve uk(r,θ ,φ), we split it into two parts:
uk(r,θ ,φ) =
(
u+k (r,θ ,φ)
u−k (r,θ ,φ)
)
. (13)
Use the fact that uk(r,θ ,φ) is eigen state of J
2,Jz,K, we have
J2u±k = j( j+ 1)u
±
k ,
(Lz +
1
2
σz)u
±
k = m ju
±
k ,
(L ·σ+ 1)u±k =±κu±k .
(14)
Because J2 = L2+ 1
4
σ2+L ·σ, u±k are the eigen states of L2,
we write
L2u±k = l
±(l±+ 1). (15)
To solve u±k , we also split into two parts:
u±k (r,θ ,φ) =
(
φ±k (r,θ ,φ)
ϕ±k (r,θ ,φ)
)
. (16)
By the second equation in (14), we have(
Lz +
1
2
0
0 Lz − 12
)(
φ±k
ϕ±k
)
= m j
(
φ±k
ϕ±k
)
. (17)
So we can write φ±(r,θ ,φ) and ψ±(r,θ ,φ) as
φ±(r,θ ,φ) = f (r)Y
l± ,m j− 12 (θ ,φ),
ϕ±(r,θ ,φ) = f ′(r)Y
l± ,m j+ 12
(θ ,φ).
(18)
Here we note that we use f (r) ( f ′(r)) as the radial function
for both φ± (ϕ±), but it should be different for φ+ (ϕ+) and
for φ− (ϕ−). Now, let us find the relation between j,κ and
l±. First consider K2 = J2+ 1
4
, we have
κ =±( j+ 1
2
). (19)
Then by the third equation in (14), we have
(
m j − 1
2
+ 1
)
f (r)∓κ f (r)+
√(
l±+m j +
1
2
)(
l±−m j − 1
2
+ 1
)
f ′(r) = 0,√(
l±−m j + 1
2
)(
l±+m j − 1
2
+ 1
)
f (r)−
(
m j +
1
2
− 1
)
f ′(r)∓κ f ′(r) = 0.
(20)
Equations (20) have nonzero solutions when the determi- nant of coefficients equals to zero, then we get
l±(l±+ 1) = κ(κ ∓ 1). (21)
4That is, when κ = j+ 1
2
> 0,
l+ = κ − 1= j− 1
2
l− = κ = j+ 1
2
}
, (22)
when κ =−( j+ 1
2
)< 0,
l+ =−κ = j+ 1
2
l− =−(κ + 1) = j− 1
2
}
. (23)
The ratio between f (r) and f ′(r) is
f (r)
f ′(r)
=−
√(
l±+m j + 12
)(
l±−m j + 12
)
m j +
1
2
∓κ . (24)
Thus we can write u±k as follows:
when κ > 0,
u+k = f (r)χ
+
jm j
, u−k = g(r)χ
−
jm j
, (25)
when κ < 0,
u+k = f (r)χ
−
jm j
, u−k = g(r)χ
+
jm j
, (26)
where
χ+jm j =
 √ j+m j2 j Yj− 12 ,m j− 12√
j−m j
2 j
Y
j− 12 ,m j+ 12
 ,
χ−jm j =
 √ j−m j+12( j+1) Yj+ 12 ,m j− 12
−
√
j+m j+1
2( j+1)
Y
j+ 1
2
,m j+
1
2
 .
(27)
j = 1
2
, 3
2
, ..., m j = − j,− j + 1, ..., j. Now let us look for the
radial functions f (r) and g(r). To do this, we need the eigen
equation
Hu(r,θ ,φ) = Eu(r,θ ,φ). (28)
To solve Eq. (28) in spherical coordinates, we need express H
in spherical coordinates. By
r× (r×∇) = r(r ·∇)− r2∇ = rr ∂
∂ r
− r2∇, (29)
we have
−iα ·∇ =− i
r
(α ·r) ∂
∂ r
− 1
r2
α ·r×L, (30)
where r is the position vector operator. Then use the identity
(α ·A)(Σ ·B) = γ5A ·B+ iα ·A×B (31)
and the fact r ·L= 0, we have
iα ·r×L= (α ·r)(Σ ·L) = (α ·r)(β K− 1). (32)
So H can be written as
H =− i
r
(α ·r)[ ∂
∂ r
− 1
r
(β K− 1)]+Mβ . (33)
Plug it into Eq. (28), and use σ · r
r
χ±m j = χ
∓
m j, we get the
equations that the radial functions satisfy:
(M−E) f (r)− i
r
(κ + 1)g(r)− i∂g(r)
∂ r
= 0,
(−M−E)g(r)+ i
r
(κ − 1) f (r)− i∂ f (r)
∂ r
= 0,
(34)
which can be turned into the form:
r2
∂ 2 f (r)
∂ r2
+ 2r
∂ f (r)
∂ r
+[p2r2−κ(κ− 1)] f (r) = 0,
r2
∂ 2g(r)
∂ r2
+ 2r
∂g(r)
∂ r
+[p2r2−κ(κ + 1)]g(r) = 0,
(35)
where p2 = E2−M2. These equations are the spherical Bessel
equations, their solutions are:
when κ = j+ 1
2
> 0,
f (r) = ak j j− 12 (pr), g(r) = bk j j+ 12 (pr), (36)
when κ =−( j+ 1
2
)< 0,
f (r) = ak j j+ 12
(pr), g(r) = bk j j− 12 (pr). (37)
Plug the solutions into Eq. (34) and use the following formu-
las about spherical Bessel functions:
j′n(x)+
n+ 1
x
jn(x) = jn−1(x), j′n(x)−
n
x
jn(x) =− jn+1(x),
(38)
we get
bk
ak
= sgn(κ)
ip
E +M
. (39)
Thus, the solutions are finally written as
uk(t,r,θ ,φ) =
 √E+M2E j j− 12 (pr)χ+jm j
i E|E|
√
E−M
2E
j
j+ 1
2
(pr)χ−jm j
 , κ > 0,
uk(t,r,θ ,φ) =
 √E+M2E j j+ 12 (pr)χ−jm j
−i E|E|
√
E−M
2E
j
j− 12 (pr)χ
+
jm j
 , κ < 0,
(40)
where χ±jm j are given by (27). The solutions above are not
normalized, if we multiply a coefficient Cfreek =
√
2
pi p, they
will be normalized as:
5∫ ∞
0
r2dr
∫ θ
0
sinθdθ
∫ 2pi
0
dφ |Cfreek |
2
U
†
k Uk′ = δ (k,k
′) = δ j, j′δm j ,m′j′ δκ ,κ
′δ (p− p′)θ (EE ′). (41)
Anti-particle modes Vk can be obtained from the particle
modes through charge conjugation, i.e.:
Vk(x) = iγ
2ˆU∗k (x), (42)
and have the following form:
Vk(t,r,θ ,φ) = vk(r,θ ,φ)e
iE˜t , (43)
where
vk(r,θ ,φ) = vE jm jκ(r,θ ,φ) = (−1)m j+
1
2
iE
|E|uk(r,θ ,φ), (44)
where
k = (−E, j,−m j,−κ). (45)
C. Second quantization
As we discussed in the Introduction, the vacuum of Dirac
field in rotating coordinates is not uniquely defined, which
comes from the freedom to choose the "particle" and "anti-
particle" modes. For nonrotating vacuum, particle modes
have Minkowski energy E > 0. For rotating vacuum, parti-
cle modes have corotating energy E˜ > 0. The difference be-
tween rotating vacuum and nonrotating vacuum arises from
the modes with EE˜ < 0. By enclosing the system inside the
SOL, the modes with EE˜ < 0 can be eliminated, which has
been provedwith cylindrical boundary [6]. We will also prove
it for spherical boundary in this paper. Thus, the rotating vac-
uum and the nonrotating vacuum are equivalent.
Assuming that there is no modes with EE˜ < 0, second
quantization can be performed by expanding the field oper-
ator ψ(x) as:
ψ(x) =
∑
k
θ (Ek)
[
Uk(x)bk +Vk(x)d
†
k
]
, (46)
where θ (Ek) is the step functionwhich ensures theMinkowski
energy Ek is positive and
∑
k
=
∞∑
j=1/2
j∑
m j=− j
∑
κ=±( j+1/2)
∫
|E|>M
dE. (47)
The one-particle operators bk and d
†
k obey canonical anti-
commutation relations:
{bk,b†k′}= δ (k,k′), {dk,d†k′}= δ (k,k′). (48)
All other anti-commutation relations are zero. The vacuum
state |0〉 is defined by
bk|0〉= dk|0〉= 0. (49)
In the next section, we will investigate the Dirac field enclosed
by two kinds of boundary conditions, namely, spectral and
MIT boundary conditions.
III. BOUNDED SPACE-TIME
This paper focus on the quantum fermion field with rotating
coordinates, inside a sphere which has radius R. To avoid the
exceeding of speed of light, we required RΩ < 1.
To enclose the field inside the sphere, we consider two
kinds of boundary conditions: the spectral and MIT bound-
ary conditions. In Sec. III A and Sec. III B, the spectral
andMIT boundary conditions are introduced respectively. For
each case, the spectrum is derived and the vacuum state is dis-
cussed. And for each case, we show the rotating vacuum and
nonrotating vacuum coincide.
A. Spectral boundary conditions
Before introducing the spectral boundary condition, we first
discuss the constraint on the behavior of the field on the
boundary due to the requirement of the self-adjointness of the
Hamiltonian. Here we follow the discussion in [6].
The Hamiltonian is a self-adjoint operator, that is :
〈ψ , H˜χ〉= 〈H˜ψ ,χ〉. (50)
Since H˜ = i∂t , Eq. (50) is equivalent to
∂t〈ψ ,χ〉= 0. (51)
In the rotating frame, one has [6]
∂t〈ψ ,χ〉=−
∫
∂V
dΣi
√−gψ¯γ iˆχ , (52)
where ∂V is the 2 dimensional boundary of the 3 dimen-
sional volume V . Thus in the spherical coordinates, the self-
adjointness of the Hamiltonian requires:
R2
∫ pi
0
sinθdθ
∫ 2pi
0
dφ ψ¯γ rˆχ |r=R = 0, (53)
where γ rˆ = γ 1ˆ sinθ cosφ + γ 2ˆ sinθ sinφ + γ 3ˆ cosθ .
To implement the spectral boundary condition, we write the
solution ψ of the Dirac equation with z-angular momentum m
6as:
ψ(x) = eiφm× (e− i2 φ ψ1m e
i
2
φ ψ2m e
− i
2
φ ψ3m e
i
2
φ ψ4m)
T . (54)
The inner product of ψ and another solution χ with z-angular
momentum m′ is time-invariant if:∫ pi
0
sinθdθ (ψ4∗m (sχ
1
m− cχ2m)+ψ3∗m (sχ2m + cχ1m)
+ψ2∗m (sχ
3
m − cχ4m)+ψ1∗m (sχ4m + cχ3m))δmm′ = 0,
(55)
where c,s is the short writing of cosθ ,sinθ . The inner product
of the charge conjugate ψc = iγ
2ˆψ∗ of ψ and χ must also be
time-invariant. That is:∫ pi
0
sinθdθ (ψ1−m(sχ
1
m− cχ2m)−ψ2−m(sχ2m + cχ1m)
−ψ3−m(sχ3m − cχ4m)+ψ4−m(sχ4m + cχ3m))δm,−m′ = 0.
(56)
To satisfy both equations (55) and (56), we can set
ψ3m|r=R = ψ4m|r=R = 0, m > 0,
ψ1m|r=R = ψ2m|r=R = 0, m < 0,
(57)
which we call spectral boundary condition. One can also set
the third and forth components zero when m < 0 , and the
first and second components zero when m > 0. Here we only
discuss the implementation in Eq. (57). We expect the other
implementation gives similar results for expectation values.
1. Discretization of the momentum
Apply Eq. (57) to the mode solutions (40) requires the mo-
mentum p must be discretized by:
p jmκ ,iR =
{
ξ
j+ 12 ,i
mκ > 0
ξ
j− 1
2
,i mκ < 0
, (58)
where ξn,i is the ith nonzero root of the spherical Bessel func-
tion jn(x). Thus, the mode solutions of Dirac equation with
spectral boundary condition can be written as:
U
sp
k (x) =C
sp
k Uk(x), (59)
where k includes a new index i:
k = (E, j,m j ,κ , i), (60)
and E =±
√
p2+M2 is the Minkowski energy. The constants
C
sp
k will be calculated in Sec. III A 3 to make the modes have
unit norm.
2. Energy spectrum
Here we will show there is no EE˜ < 0 modes in the particle
spectrum, then the rotating and nonrotating vacua are equiva-
lent. To demonstrate this is the case for the spectral boundary
condition, we use the property of the first zero of the spherical
Bessel function [20]:
ξn,1 > n+ 1. (61)
Thus for E > 0, we have:
ER ≥ pR > ξ
j− 12 ,1 > j+
1
2
> m j. (62)
So
E˜R = ER−Ωm jR > (1−ΩR)m j. (63)
If ΩR ≤ 1, then EE˜ > 0 for all M, j,m j ,κ , i. Similarly, when
E < 0, we can also verify that EE˜ > 0 for all M, j,m j ,κ , i.
Thus, the rotating and nonrotating vacua are equivalent. We
can perform the second quantization procedure as introduced
in Sec. II C.
3. Normalization
Before performing the second quantization, we have to cal-
culate the normalization constant C
sp
k . The inner product for
two particle modesU
sp
k andU
sp
k′ is:
〈U spk ,U spk′ 〉=C
sp∗
k C
sp
k′ δ (k,k
′)I+
j+ 1
2
, (64)
where
δ (k,k′) = δ j j′δm j ,m′j δκ ,κ ′δii′θ (EE
′), (65)
and
I
+
n+1 =
∫ R
0
drr2
1
2
[
j2n(pr)+ j
2
n+1(pr)
]
=
R3
2
[
j2n+1(pR)−
2(n+ 1)
pR
jn(pR) jn+1(pR)+ j
2
n(pR)
]
,
I
−
n+1 =
∫ R
0
drr2
1
2
[
j2n(pr)− j2n+1(pr)
]
=
R2
2p
jn(pR) jn+1(pR).
(66)
When mκ > 0, I+
j+ 1
2
= R
3
2
j2
j− 12
(ξ
j+ 12 ,i
), we take
C
sp
E jmκ i =
√
2√
R3| j
j− 1
2
(ξ
j+ 1
2
,i)|
, mκ > 0. (67)
When mκ < 0, I+
j+ 1
2
= R
3
2
j2
j+ 12
(ξ
j− 12 ,i), we take
C
sp
E jmκ i =
√
2√
R3| j
j+ 1
2
(ξ
j− 1
2
,i)|
, mκ < 0. (68)
7The anti-particle modes are related to particle modes by Eq.
(44):
V
sp
k (t,r,θ ,φ) = (−1)m j+
1
2
iE
|E|U
sp
k
(t,r,θ ,φ), (69)
where
k = (−E, j,−m,−κ , i). (70)
Since the particle modes are normalized (the above calcula-
tion is valid for both E > 0 and E < 0), so are the anti-particle
modes. One can check U
sp
k has the same normalization con-
stant with its charge conjugateV
sp
k .
4. Second quantization
To perform the second quantization procedures, we first ex-
pand the field in terms of the normalized modes:
ψsp =
∑
k
θ (E)
[
U
sp
k b
sp
k +V
sp
k d
sp†
k
]
, (71)
where k is defined in Eq. (60) and
∑
k
=
∞∑
j=1/2
j∑
m j=− j
∑
κ=±( j+1/2)
∞∑
i=1
∑
E=±|E|
. (72)
The vacuum |0sp〉 for the spectral boundary condition is de-
fined by
b
sp
k |0sp〉= dspk |0sp〉= 0. (73)
B. MIT boundary conditions
The MIT boundary condition was firstly introduced in [14].
It satisfies Eq. (53) by setting
i/nψ(xb) = ςψ(xb), (74)
where nµ is the normal to the boundary and /n = γ
µnµ . The
coefficient ς can take the general form [21]:
ς = exp(−iγ5Θ) = cosΘ− iγ5 sinΘ, (75)
where Θ is the chiral angle. Here we only consider the cases
when Θ = 0 (MIT) and Θ = pi (chiral), that is:
ς =
{
1 (MIT)
−1 (chiral) . (76)
In spherical coordinates, the boundary condition (74) can be
written as:
−iγ rˆψ(xb) = ςψ(xb). (77)
One can check if ψ(x) satisfies this boundary condition, so
does its charge conjugation iγ 2ˆψ∗(x).
1. Discretization of the momentum
Substitute the solutions (40) into the boundary condition
(77), and use the identity (σ · rˆ)χ±m j =σ · rr χ±m j = χ∓m j, we can
get the equation for the allowed momentum:
jlκ (pR) = sgn(κ)
ς p
E +M
j
lκ
(pR), (78)
where
lκ =
{
κ − 1 for κ > 0
−κ for κ < 0 ,
lκ =
{
κ for κ > 0
−κ − 1 for κ < 0 .
(79)
Here we note our equation (78) is different from that in [18]
by a minus sign, because our definition of κ is different from
theirs by a minus sign. We label the ith nonzero root of Eq.
(78) with E, j,κ as pE jκ ,i. The mode solutions of Dirac equa-
tion with MIT boundary condition can be written as:
UMITk (x) =C
MIT
k Uk(x), (80)
where k represents:
k = (E, j,m j ,κ , i). (81)
The normalization constant will be calculated in Sec. III B 3.
2. Spectrum energy
Now we show there is no EE˜ < 0 modes, thus the rotating
and nonrotating vacua are equivalent for MIT boundary con-
dition case. First, we consider the case when M = 0. The
eigen equation (78) becomes:
j
j− 12 (pR) =± j j+ 12 (pR), (82)
where the plus or minus sign depends on the signs of κ and ς .
The roots of Eq. (82) times R are the zeros of functions
J j(x)± J j+1(x), (83)
where Jn is the nth Bessel function. According to the theorems
in [22], the first nonzero zero ξ−j,1 of J j(x)− J j+1(x) satisfies
ξ−j,1 > ξ
′
j,1, and the first nonzero zero ξ
+
j,1 of J j(x)+ J j+1(x)
satisfies ξ+j,1 > ξ
′
j+1,1, where ξ
′
j,1 is the first zero of J
′
j(x). Us-
ing the property [20]:
ξ ′j,1 >
√
j( j+ 2), (84)
8we get
ξ±j,1 > j ≥ m j. (85)
Thus
|E jm jκ ,i|R ≥ pE jκ ,iR > m j. (86)
Combine (86) with (63) and we prove that there is no EE˜ < 0
modes for M = 0 case.
When M 6= 0, we assume E > 0 (E < 0 case can be proved
in a similar way). Let us first consider the ordinary case (ς =
1), the eigen equation (78) becomes:
J j(pR)− p
E +M
J j+1(pR) = 0, κ > 0,
J j(pR)+
E +M
p
J j+1(pR) = 0, κ < 0.
(87)
For the equation with κ > 0, we set the first nonzero root
pR = ξ j,1. Since 0<
p
E+M < 1, one has J j(ξ j,1)< J j+1(ξ j,1).
However, in the interval 0< x ≤ ξ−j,1, J j(x) > J j+1(x)> 0, so
ξ j,1 > ξ
−
j,1 > m j, thus Eq. (86) is satisfied.
For the equation with κ < 0, use p
E+M > 0 and J j(x) >
J j+1(x) > 0 when 0 < x ≤ ξ−j,1, one can easily know the first
nonzero root is larger than ξ−j,1, thus Eq. (86) is satisfied.
Now let’s turn to the chiral case (ς = −1), the eigen equa-
tions (78) becomes:
J j(pR)+
p
E +M
J j+1(pR) = 0, κ > 0,
J j(pR)− E +M
p
J j+1(pR) = 0, κ < 0.
(88)
For the equation with κ > 0, use p
E+M > 0 and J j(x) >
J j+1(x) > 0 when 0 < x ≤ ξ−j,1, one can easily know the first
nonzero root is larger than ξ−j,1, thus Eq. (86) is satisfied.
For the equation with κ > 0, it can be written in the follow-
ing form:
p
J j(pR)
J j+1(pR)
= M+E, (89)
which is the formula (3.49) in Ref [6]. Then one can follow
the proof below (3.49) in [6] and finally Eq. (86) is satisfied.
Yet, we have proved there is no EE˜ < 0 modes and thus
the rotating and nonrotating vacua are equivalent for the MIT
boundary condition case.
3. Normalization
To perform the second quantization for MIT boundary con-
dition case, we have to calculate the normalization constants
CMITk . The inner product for two particle modes U
MIT
k and
UMIT
k′ is:
〈UMITk ,UMITk′ 〉=CMIT∗k CMITk′ δ (k,k′)[I+j+ 12 (pE jκ ,iR)
+ sgn(κ)
M
E
I
−
j+ 1
2
(pE jκ ,iR)],
(90)
where δ (k,k′) = δ j j′δm j ,m′j δκ ,κ ′δii′θ (EE
′), and I±
j+ 12
are
given by Eq. (66).
Combine the Eq. (78) with Eq. (90), one can get the nor-
malized constants:
CMITk =
√
2
R| j
j+ 1
2
(pE jκ ,iR)|
√
E +M
2ER− ς(2 j+ 1)+ ς M
E
, κ > 0,
(91)
CMITk =
√
2
R| j
j− 12 (pE jκ ,iR)|
√
E +M
2ER+ ς(2 j+ 1)+ ς M
E
, κ < 0.
(92)
The anti-particle modes are also normalized since the particle
modes are normalized, and one can check UMITk has the same
normalization constant with its charge conjugateVMITk .
4. Second quantization
The second quantization can be performed as before. Ex-
pand the field by normalized modes:
ψMIT =
∑
k
θ (E)
[
UMITk b
MIT
k +V
MIT
k d
MIT†
k
]
, (93)
where
∑
k
=
∞∑
j=1/2
j∑
m j=− j
∑
κ=±( j+1/2)
∞∑
i=1
∑
E=±|E|
. (94)
The vacuum state |0MIT〉 for MIT boundary condition case is
defined by
bMITk |0MIT〉= dMITk |0MIT〉= 0. (95)
Thus, we have finished the field quantization for the Dirac
field in rotating coordinates with two kinds of boundary con-
ditions.
IV. FERMION CONDENSATE
In this section, we calculate the thermal expectation value
of fermion condensate in an thermal equilibrium rigidly-
rotating sphere. The spectral and MIT boundary conditions
are considered separately.
We calculate the fermion condensate ψψ in a straight for-
ward way. The field operator ψ(x) and ψ(x) can be expanded
9by creation and annihilation operators:
ψ(x) =
∑
k
θ (Ek)Ck[bkUk(x)+ d
†
kVk(x)],
ψ(x) =
∑
k
θ (Ek)C
∗
k [dkV k(x)+ b
†
kUk(x)],
(96)
where Ck are the normalization constants. We have
〈ψψ〉=
∑
kk′
θ (Ek)θ (Ek′)C
∗
kCk′ [〈b†kbk′〉UkUk′ + 〈dkd†k′〉V kVk′
+ 〈b†kd†k′〉UkVk′ + 〈dkbk′〉V kUk′ ],
(97)
where 〈·〉 means the ensemble average for a thermal equilib-
rium rotating system. According to [10, 12],
〈b†kbk′〉=
1
eβ (E˜k−µ)+ 1
δ (k,k′),
〈dkd†k′〉= 1−〈d†k′dk〉= (1−
1
eβ (E˜k+µ)+ 1
)δ (k,k′),
〈b†kd†k′〉= 〈dkbk′〉= 0.
(98)
Using Vk(x) = iγ
2ˆU∗k (x), one has V kVk =−UkUk. Let
w(E˜k) = (1−〈d†k dk〉− 〈b†kbk〉)θ (Ek)
=
θ (Ek)
2
(tanh
β (E˜k − µ)
2
+ tanh
β (E˜k + µ)
2
),
(99)
then the condensate can be written as:
〈ψψ〉=−
∑
k
|Ck|2w(E˜k)UkUk. (100)
Set
A jm jκ i(r,θ ) = sgn(κ)
1
2
[ j2
j− 1
2
(pkr)(χ
+
jm j
)†χ+jm j
− j2
j+ 1
2
(pkr)(χ
−
jm j
)†χ−jm j ],
(101)
and
B jm jκ i(r,θ ) =
M
2E
[ j2
j− 1
2
(pkr)(χ
+
jm j
)†χ+jm j
+ j2
j+ 1
2
(pkr)(χ
−
jm j
)†χ−jm j ].
(102)
We have
UkUk = A jm jκ i +B jm jκ i. (103)
Finally the condensate can be expressed as:
〈ψψ〉=−
∞∑
j=1/2
∑
κ=±
∞∑
i=1
j∑
m j=− j
|C jm jκ i|2w(E˜ jm jκ i)(A jm jκ i +B jm jκ i).
(104)
For the case of spectral boundary condition, one notices
that p j,m j ,κ ,i = p j,−m j ,−κ ,i, (χ
±
j,m j
)†χ±j,m j = (χ
±
j,−m j )
†χ j,−m j ,
C j,m j ,κ ,i =C j,−m j ,−κ ,i, so one has
A j,m j ,κ ,i =−A j,−m j ,−κ ,i, B j,m j ,κ ,i = B j,−m j ,−κ ,i. (105)
Thus the expression of the condensate can be simplified as:
〈ψψ〉=−
∞∑
j=1/2
∑
κ=±
∞∑
i=1
|C jκ i|2
j∑
m j=1/2
{[w(E˜ jm jκ i)−w(E jm jκ i)]A jm jκ i +[w(E˜ jm jκ i)+w(E jm jκ i)]B jm jκ i}, (106)
where E = E +Ωm j andC jκ i is the abbreviation ofC jκ i,m j>0,
which only depends on j,κ , i when m j > 0. The condensate
is a function of θ and r in general. In the special case Ω = 0,
one can simplify the expression further. Using the additional
formula:∑
m
Ylm(θ ,φ)Y
∗
lm(θ
′,φ ′) =
∑
m
Y ∗lm(θ ,φ)Ylm(θ
′,φ ′)
=
2l+ 1
4pi
Pl(cosΘ),
(107)
where cosΘ = cosθcosθ ′+ sinθ sinθ ′cos(φ −φ ′), we can get
j∑
m j=− j
(χ±jm j )
†χ±jm j =
2 j+ 1
4pi
P
j∓ 1
2
(cosΘ = 1) =
2 j+ 1
4pi
.
(108)
Then Eq. (106) with Ω = 0 can be simplified as:
〈ψψ〉=−
∞∑
j=1/2
∑
κ=±
∞∑
i=1
|C jκ i|2w(E jκ i)B jκ i,m>0, (109)
where E jκ i is the abbreviation of E jκ i,m j>0 and
B jκ i,m>0 =
j∑
m j=1/2
2B jm jκ i(r,θ )
=
M
2E
2 j+ 1
4pi
[ j2
j− 1
2
(p jκ i,m>0r)+ j
2
j+ 1
2
(p jκ i,m>0r)],
(110)
which only depends on r. So the condensate inside a static
sphere with spectral boundary condition only depends on co-
ordinate r.
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For MIT boundary condition, the discretized momentum
pE jκ i and normalization constantsC jκ i are independent of m j.
Consider (χ±j,m j)
†χ±j,m j = (χ
±
j,−m j)
†χ j,−m j , we have
A j,m j ,κ ,i = A j,−m j ,κ ,i, B j,m j ,κ ,i = B j,−m j ,κ ,i. (111)
Thus the condensate Eq. (104) can be simplified as:
〈ψψ〉=−
∞∑
j=1/2
∑
κ=±
∞∑
i=1
|C jκ i|2
j∑
m j=1/2
[w(E˜ jm jκ i)+w(E jm jκ i)](A jm jκ i +B jm jκ i),
(112)
which is a function of θ and r. When the system is nonrotat-
ing, i.e., Ω = 0, we can also simplify the expression further:
〈ψψ〉=−
∞∑
j=1/2
∑
κ=±
∞∑
i=1
|C jκ i|2w(E jκ i)(A jκ i+B jκ i), (113)
where
A jκ i =
j∑
m j=− j
A jm jκ i(r,θ )
= sgn(κ)
2 j+ 1
4pi
1
2
[ j2
j− 12
(pkr)− j2j+ 12 (pkr)],
B jκ i =
j∑
m j=− j
B jm jκ i(r,θ )
=
M
2E
2 j+ 1
4pi
[ j2
j− 12
(pkr)+ j
2
j+ 12
(pkr)].
(114)
So the condensate inside a sphere with MIT boundary condi-
tion also only depends on coordinate r.
The condensate we calculate above are divergent. We can
subtract its divergent part which is independent of temperature
to get the condensate 〈: ψψ :〉 which is finite. To do this, we
just need to replace ω(E˜) by
ω ′(E˜) =− θ (E)
1+ eβ (E˜−µ)
− θ (E)
1+ eβ (E˜+µ)
. (115)
Yet, we have finished the calculation of the condensate in-
side a sphere with spectral andMIT boundary conditions. One
can notice that the expectation value of the condensate de-
pends on the boundary condition.
V. SUMMARY
In this paper, we studied a Dirac field enclosed inside a
sphere in Minkowski space-time. The solutions to the Dirac
equation in rotating spherical coordinates have the same form
with the solutions to the Dirac equation in nonrotating spher-
ical coordinates, but the spectrum in rotating spherical coor-
dinates is different from that in nonrotating spherical coordi-
nates by a term relative to the rotation speed. To constrain the
system inside the speed of light surface, we considered two
kinds of boundary conditions, namely, the spectral and MIT
boundary conditions. The rotating quantum states of the sys-
tem inside the sphere have been constructed for each boundary
condition. And the equivalence of the rotating and nonrotat-
ing vacua when the boundary is placed inside the speed of
light surface was proved. Combining our proof and the proof
for cylindrical boundary case in [6], one may expect that a
possible physical field in rotating coordinates has a unique
quantization scheme, and the problems when quantizing an
unbounded field in rotating coordinates will not occur.
Finally, the thermal expectation value of the fermion con-
densate for a thermal equilibrium rotating field was calculated.
We found it depends on the boundary condition, and of course,
varies with coordinates and rotation speed. Calculating ther-
mal expectation values has some practical meaning for the
study of rapidly rotating matter. For example, in noncentral
heavy-ion collisions, the strong interacting matter can carry
large angular momentum [23], which can influence the phase
transition of the matter [24, 25]. The fermion condensate can
be used as an order parameter to characterize the chiral phase
transition for strong interacting matter [26]. Compared with
unbounded and cylindrical rotating system, a spherical rotat-
ing system is more related to real rotating systems, especially
when real systems are small enough, such as the "fireballs"
created in heavy-ion collisions. Thus, thermal expectation
values calculated based on this paper would have advantages
when applying to some real rotating systems.
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