We describe the model and controller reduction software recently developed for the control and systems library SLICOT. Based on the latest algorithmic developments, a powerful collection of Fortran 77 subroutines has been implemented to cover the relative error and frequency-weighted model reduction, as well a s special controller reduction approaches. The new model and controller reduction routines are among the most powerful and numerically most reliable software tools available for model and controller reduction. To facilitate their usage in user friendly environments, easy-to-use and flexible interfaces have been developed to integrate them in MATLAB and Scilab.
Introduction
NICONET' and is part of the Fortran 77 control and systems library SLICOT [3] . In contrast, software suitable for controller reduction is scarce and, until now, was only available as commercial software [14] . This is why, a systematic effort has been undertaken within the NICONET Project t o complement the available design tools with high quality, numerically robust software for model and controller reduction suitable to be employed in obtaining low order controllers.
In this paper we describe the results of the concen- weighted balancing related methods [12, 271 and coTherefore. the orders of these controllers tend often to prime factorization based techniques [U]. be too high for practical use, where simple controllers are preferred over complex ones. To allow the practical applicability of advanced controller design methods for high order systems, the model reduction methods capable to address controller reduction problems are of primary importance. the absolute approximation error (1). When 0 -+ w, the BST method produces identical results with the BT method. The BST can be employed also in conjunction with the SPA approach [13] . An accuracy enhanced BST algorithm has been proposed in [28] .
The above mentioned additive and relative error methods have many convenient features which recommend them in solving model and controller reduction p r o b lems. All these methods have a priori guaranteed a p proximation error bounds, which can be employed to determine reduced order models satisfying a given a p proximation error. Moreover, all these methods, when applied t o a stable system, produce stable reduced order approximations. In conjunction with modal separation, all these methods preserve the unstable eigenvalues, which is necessary requirement when these methods are employed for controller reduction. 
or can be used, while performance-preserving considerations lead to twwsided weights
factorized form K , = M;'N,. For state-feedback and observer-based controllers, "natural" leftlright coprime factorizations can be easily determined.
When using the above approach, there is no guarantee for preserving closed-loop stability. This is why, the CD prime factorization approach has been combined with frequency weighting in order to enforce the closed-loop (8) for M, and N,, where G = XY-' is a right coprime factorization of the plant. Note that a particularly simple computational method is obtained in the case of using full-order observer-based controllers.
4 N e w model and controller reduction routines in SLICOT In what follows we shortly discuss some particular functionality provided by the main user callable routines. The FWHNA routine ABOSJD implements the enhanced approach proposed in 1241, which allows for invertible proper weights satisfying appropriate stability/antistability conditions. ABOSJD is very flexible in allowing arbitrary combinations of four types of input and output weights: standard, inverse, conjugated, and conjugated inverse. Furthermore, ABOSJD allows latter option is always used when the feedtrough matrices of the weights are exactly or nearly singular. For implementing the discrete-time FWHNA method, bilinear continuous-tediscrete transformations are employed. Since ABOSJD can handle the unweighted case as well, this routine also covers the functionality of existing ABOSCD and ABOSED routines.
The controller reduction routine SBIGAD is practically a specialization of ABOSID to the case of controller reduction with special weights used to enforce closedloop stability and performance when using the reduced controller instead of the full order one. This routine works on a general stabilizing controller.
The coprime factorization based controller reduction routines SB16BD and SB16CD are specially adapted to reduce state feedback and observer-based controllers. The routine SB16BD allows arbitrary combinations of BT and SPA methods with "natural" left and right coprime factorizations of the controller. The routine SBIGCD, implementing the frequency-weighted COprime factorization based approach, can be employed only in conjunction with the BT technique. This routine allows to work with both left and right coprime factorization based approaches.
In implementing the new model and controller reduction software, a special emphasis has been put on an appropriate modularization of the routines by isolating some basic computational tasks and implementing them in supporting computational routines. For example, the balancing related approaches (implemented in ABOSHD, ABOSID, SBIGAD), as well as the frequencyweighted coprime factorization based controller reduction method (implemented in SBIGCD), share a common two step computational scheme: (1) compute two non-negative definite matrices P and Q, called generically "gramians"; (2) determine suitable truncation matrices and apply them to obtain the matrices of the reduced model/controller using the BT or SPA meth- 
