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STAR PRODUCT INDUCED FROM COHERENT STATES
ON L2(Sn) n = 2, 3, 5
DI´AZ-ORTI´Z ERIK IGNACIO
Abstract. We consider the bounded linear operators with domain in
the Hilbert space L2(Sn), n = 2, 3, 5 and describe its symbolic calculus
defined by the Berezin quantization. In particular, we derive an explicit
formula for the composition of Berezin’s symbols and thus a noncom-
mutative star product, which in turn is invariant under the action of the
group SU(2), SU(2)× SU(2) and SU(4) on C2, C4 and C8 respectively.
1. Introduction and summary
The star product is an important tool for deformation quantization and
noncommutative geometry. The most well studied star product is often
referred to as Moyal star product. One way to obtain this star product is
through the Berezin quantization. Let us briefly recall the definition of the
latter (see Ref. [3] for details).
Let H be a Hilbert space endowed with the inner product (·, ·) and M be
some set with the measure dµ. Let {K(·, α) ∈ H | α ∈ M} be a family of
functions in H such that it form an (overcomplete) basis for H.
The prototype of the space H is a reproducing kernel Hilbert space of
complex-valued holomorphic functions on a complex domain M , that is, for
each α ∈ M , there exists an element K(·, α) of H, such that (f,K(·, α)) =
f(α) for each f ∈ H.
In this case, one can directly define the Berezin symbol of a bounded
linear operator A on H as the complex-valued function B(A) on M given
by
B(A)(α) =
(
AK(·, α),K(·, α))(
K(·, α),K(·, α)) , α ∈M.
and thus a symbolic calculus on B(H), the algebra of all bounded linear
operators on H [3].
The Berezin map B : A 7→ B(A) has some nice properties: is a linear
operator, the unit operator corresponds to the unit constant, Hermitian
conjugation of operators corresponds to complex conjugation of symbols.
Moreover, if we assume that the Berezin symbol may be extended in a
neighbourhood of the diagonal M ×M to the function
B(A)(β, α) =
(
AK(·, α),K(·, β))(
K(·, α),K(·, β)) ,
1
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then an associative product for two Berezin symbols is defined by
B(A)#B(B)(α) = B(AB)(α)
=
∫
M
B(A)(γ, α)B(B)(α, γ)
∣∣(K(·, α),K(·, γ))|2(
K(·, α),K(·, α)) dµ(γ).
The product # allows us to define a noncommutative star product on the
algebra which consists of Berezin symbols for bounded linear operators with
domain in H.
In [3] Berezin applied this method to Ka¨hler manifold. In this case H
is the Hilbert space of holomorphic functions in L2(M,dµ) so that the em-
bedding from H into L2(M,dµ) is the inclusion, and the complete family
{K(·, α)} is obtained by freezing one variable in the reproducing kernel. In
those cases, the spaces M have an obvious disadvantage in that their very
definition requires a holomorphic structure (hence, in particular, they can
make sense only on complex manifolds).
On the other hand, the Berezin transform make sense not only for holo-
morphic spaces, but for any space with an overcomplete family of functions.
Hence it is of interest to investigate whether any such spaces other than can
be used for quantization.
One such candidate, namely, the Hilbert space L2(Sn), n = 2, 3, 5, consist-
ing of all square integrable functions with respect to the normalized surface
measure dΩ on Sn endowed with the inner product
〈φ,ψ〉Sn =
∫
Sn
φ(x)ψ(x)dΩ(x),
and Sn = {x ∈ Rn+1 | |x| = 1} is the unit sphere inmersed in Rn+1.
The aim of the present paper is to introduce a symbolic calculus for the
Hilbert spaces L2(Sn), n = 2, 3, 5. In order to introduce this symbolic cal-
culus, we first need to find an overcomplete family of functions in L2(Sn),
n = 2, 3, 5. Since it is not possible to define a reproducing kernel in L2(Sn),
we can not use the same idea applied by Berezin to Ka¨hler manifold. How-
ever, in general, the coherent states are a specific complete set of vectors in
a Hilbert space satisfying a certain resolution of the identity condition.
In [9] Villegas-Blas introduced a system of coherent states for L2(Sn),
n = 2, 3, 5. In addition, he defined an embedding BSn from L
2(Sn), n =
2, 3, 5, to BCm , m = 2, 4, 8 respectively, where BCm denotes the Bargmann
space of all entire functions in L2(Cm,dµ~m) for the Gaussian measure dµ
~
m =
(π~)−me−|z|
2/~dzdz, with dzdz denoting the Lebesgue measure on Cm and ~
the Planck’s constant (see Sec. 2 for details on the notation and some general
facts about the transformation BSn and the coherent states for L
2(Sn),
n = 2, 3, 5).
Starting from this and adopting the approach along the lines of Berezin
quantization, in Sec. 3 we describe the rules for symbolic calculus on
B(L2(Sn)), n = 2, 3, 5. In particular, we derive an explicit formula for the
composition of Berezin’s symbols and thus a star product on the algebra
which consists of Berezin symbols for bounded linear operators with domain
in L2(Sn). In addition, we show some properties of the extended Berezin
symbol that we will use, in Sec. 4, to prove that this noncommutative star
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product satisfies the usual requirement on the semiclassical limit; to proof
this result the Laplace’s method is also used (see the Appendix B for details
of the way in which this method is used).
Finally, by the way in which Villegas-Blas introduced both the embedding
BSn and the coherent states, we will prove in Sec. 5 the invariance of our
star product under the action of the group SU(2), SU(2)×SU(2) and SU(4)
on C2, C4 and C8 respectively.
It should be noted that, sinceH = L2(Sn) and L2(M,dµ) = L2(Cn,dµ~m),
in our construction there is no inclusion of H into L2(M,dµ). Furthermore,
the functions of the complete family are not obtained by the reproducing
kernel. This situation is thus slightly different Berezin’s situation.
Throughout the paper, we will use the following basic notation. For
every z,w ∈ Ck, z = (z1, . . . , zk), w = (w1, . . . , wk), and for every multi-
index ℓ = (ℓ1, . . . , ℓk) ∈ Zk+ of length k, where Z+ is the set of nonnegative
integers, let
z·w =
k∑
s=1
zsws, |z| =
√
z · z, |ℓ| =
k∑
s=1
ℓs, ℓ! =
k∏
s=1
ℓs!, z
ℓ =
k∏
s=1
zℓss .
Whenever convenient, we will abbreviate ∂/∂vj , ∂/∂vj , etc., to ∂vj , ∂vj , etc.,
respectively, and ∂v1∂v2 . . . ∂vk to ∂v1v2···vk .
2. Preliminaries
In this section, we review some results on the transformation BSn and
the system of coherent states for L2(Sn), n = 2, 3, 5 introduced by Villegas-
Blas in [9]. Here and in the sequel, the letters n and m will only denote
integer numbers in the sets {2, 3, 5} and {2, 4, 8} respectively. Further-
more, whenever we write (n,m) we mean the three possible cases (n,m) =
(2, 2), (3, 4), (5, 8) unless a particular value of (n,m) is specified.
In order to describe both the transformation BSn and the coherent states,
let us consider, for z ∈ Cm, the map ρ(n,m)(z) = (ρ1(z), . . . , ρn+1(z)) ∈ Cn+1
defined by
Case (n,m) = (2, 2)
(2.1) ρ1(z) =
1
2
(z22 − z21), ρ2(z) =
ı
2
(z21 + z
2
2), ρ3(z) = z1z2.
Case (n,m) = (3, 4)
(2.2)
ρ1(z) = z1z3 + z2z4, ρ2(z) = ı(z1z3 − z2z4)
ρ3(z) = ı(z1z4 + z2z3), ρ4(z) = z1z4 − z2z3.
Case (n,m) = (5, 8)
(2.3)
ρ1(z) = ı(−z1z6 + z3z8 + z2z5 − z4z7), ρ2(z) = z1z6 + z3z8 + z2z5 + z4z7,
ρ3(z) = z2z6 + z3z7 − z1z5 − z4z8, ρ4(z) = ı(−z1z5 + z4z8 − z2z6 + z3z7),
ρ5(z) = ı(−z1z8 − z2z7 − z3z6 − z4z5), ρ6(z) = z1z8 + z2z7 − z3z6 − z4z5.
Notice that the range of the map ρ(n,m) is Q
n := {α ∈ Cn+1 | α21 +
· · · + α2n+1 = 0}. Moreover, ρ(n,m) is not one to one because it is invariant
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under the action of the group Gm = Z2, S1 and SU(2) on C2, C4 and C8,
respectively, described by the following equation:
z′ = T(g)z
with T(g) given by
Case m = 2:
(2.4) T(g) = ±1.
Case m = 4: For θ ∈ R and therefore g = exp(ıθ) ∈ S1
(2.5) T(g) =


exp(−ıθ) 0 0 0
0 exp(−ıθ) 0 0
0 0 exp(ıθ) 0
0 0 0 exp(ıθ)

 .
Case m = 8: For g ∈ SU(2)
(2.6) T(g) = L†V(g)L,
with L† denoting the adjoint of the following matrix
(2.7)
L =


1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 1 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 1


, and V(g) =


g 0 0 0
0 g 0 0
0 0 g 0
0 0 0 g

 ,
where all the entries in V(g) are 2× 2 matrices.
In fact, if we want the map ρ(n,m) to be an injection, its domain must be
C˜m/Gm, where
C˜2 = C2,
C˜4 =
{
z ∈ C4 : |z1|2 + |z2|2 = |z3|2 + |z4|2
}
,(2.8)
C˜8 =
{
z ∈ C8 :
4∑
j=1
|zj |2 =
4∑
j=1
|zj+4|2, z7z1 + z5z3 = z8z2 + z6z4
}
.(2.9)
2.1. The transformation BSn with n = 2, 3, 5. Let BCk denote the
Bargmann space of complex valued holomorphic functions on z ∈ Ck which
are square integrable with respect to the following measure on Ck:
(2.10) dµ~m(z) =
1
(π~)m
e
−|z|2/~dzdz,
with |z|2 = |z1|2 + · · · + |zk|2 and dzdz the Lebesgue measure in Ck ≃ R2k.
Let us consider the following transformation BSn from L
2(Sn), n = 2, 3, 5
to BCm, m = 2, 4, 8 repectively
(2.11)
BSnψ(z) =
∫
Sn
(
∞∑
ℓ=0
√
2ℓ+ n− 1
ℓ!
√
n− 1
(
ρ(n,m)(z) · x
~
)ℓ)
ψ(x)dΩ(x), z ∈ Cm,
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where ~ denotes the Planck’s constant (regarded as a parameter).
Villegas-Blas proved that BSn is a unitary transformation onto its range
Fm ⊂ BCm , where the space Fm is defined by
Case m = 2: Let F2 be the closed subspace of BC2 generated by the
monomials with even degree.
Case m = 4: Let F4 ⊂ BC4 be the kernel of the following operator:
(2.12) L = v1∂v1 + v2∂v2 − v3∂v3 − v4∂v4 .
The domain of L is defined as {f ∈ BC4 | Lf ∈ BC4}.
Case m = 8: Let F8 ⊂ BC8 be the intersection of the kernel of the
following three operators:
R1 = v1∂v1 + v2∂v2 + v3∂v3 + v4∂v4 − v5∂v5 − v6∂v6 − v7∂v7 − v8∂v8 ,
R2 = v7∂v1 − v8∂v2 + v5∂v3 − v6∂v4 − v3∂v5 + v4∂v6 − v1∂v7 + v2∂v8 ,
(2.13)
R3 = z7∂v1 − v8∂v2 + v5∂v3 − v6∂v4 + v3∂v5 − v4∂v6 + v1∂v7 − v2∂v8 .
The domains of Rℓ, ℓ = 1, 2, 3 are defined in a similar way as the domain
of L.
Notice that, for m = 2, 4, 8, the elements of the Hilbert spaces Fm are
given by the invariant functions in BCm under the action of the group Gm =
Z2, S
1,SU(2) on C2,C4,C8 respectively (see Eqs. (2.4), (2.5) and (2.6)).
2.2. Coherent states for L2(Sn), n = 2, 3, 5. In [10] Villegas-Blas intro-
duced the coherent states as the complex conjugate of the integral kernel
defining the transformation BSn (see Eq. (2.11)). For z ∈ Cm − {0}, let us
define
(2.14) Φ
(~)
ρ(n,m)(z)
(x) =
∞∑
ℓ=0
√
2ℓ+ n− 1
ℓ!
√
n− 1
(
x · ρ(n,m)(z)
~
)ℓ
, x ∈ Sn.
Note that Φ
(~)
ρ(n,m)(z)
is in L2(Sn) because it is a bounded function. More-
over, the action of the transformation BSn on a function Ψ in L
2(Sn) is a
function in BCm whose evaluation in z ∈ Cm is equal to the L2(Sn)-inner
product of Ψ with the coherent state labeled by ρ(n,m)(z) (see Eq. 2.11).
This is
(2.15) BSnΨ(z) = 〈Ψ,Φ(~)ρ(n,m)(z)〉Sn .
For w ∈ Cm, let us denote by Q(~)m (·,w) the action of the transforma-
tion BSn of the coherent state Φ
(~)
ρ(n,m)(w)
. The function Q
(~)
m (·,w) has the
following expression
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Q
(~)
2 (z,w) := BSnΦ
(~)
ρ(2,2)(w)
(z) =
∞∑
k=0
1
(2k)!~2k
(z1w1 + z2w2)
2k,
Q
(~)
4 (z,w) := BSnΦ
(~)
ρ(3,4)(w)
(z) =
∞∑
k=0
1
(k!)2~2k
(z1w1 + z2w2)
k(z3w3 + z4w4)
k,
(2.16)
Q
(~)
8 (z,w) := BSnΦ
(~)
ρ(5,8)(w)
(z) =
∞∑
k=0
1
k!(k + 1)!~2k
(̺(z,w))k ,
with
(2.17)
̺(u,v) = [u1v1 + u2v2 + u3v3 + u4v4][u5v5 + u6v6 + u7v7 + u8v8]
+ [u7v1 − u8v2 + u5v3 − u6v4][u2v8 − u3v5 + u4v6 − u1v7].
We can express the functions Q
(~)
m (·,w) in terms of the modified Bessel
functions of the first kind of order ν, Iν (see Secs. 8.4 and 8.5 of Ref.
[5] for definition and expressions for this special function) as the following
proposition establishes it:
Proposition 2.1. For z,w ∈ Cm − {0} :
(2.18) Q(~)m (z,w) = Γ
(
n− 1
2
)(
α · β
2~2
)3−n
4
In−3
2
(√
2α · β
~
)
,
with α = ρ(n,m)(z) and β = ρ(n,m)(w). We are taking the branch of the
square root function defined by
√
z = |z|1/2exp(ıθ/2), where θ = Arg(z) and
−π < θ < π.
Proof. Using the explicit expression definition of ρ(n,m) (see Eqs. (2.1), (2.2)
and (2.3)) we obtain the following relations
ρ(2,2)(z) · ρ(2,2)(w) =
1
2
(z ·w)2,
ρ(3,4)(z) · ρ(3,4)(w) = 2(z1w1 + z2w2)(z3w3 + z4w4),(2.19)
ρ(5,8)(z) · ρ(5,8)(w) = 2̺(z,w),
with ̺(z,w) defined in Eq. (2.17). From Eqs. (2.16), (2.19) and using the
following expression by Iν (see formula 9.6.10 of Ref. [1])
Iν(ω) =
(ω
2
)ν ∞∑
ℓ=0
(
1
4ω
2
)ℓ
ℓ!Γ(ν + ℓ+ 1)
we obtain Eq. (2.18). 
Proposition 2.1 and Eqs. (2.15), (2.16) allow us to express the inner
product of two coherent states in terms of the modified Bessel functions: for
α = ρ(n,m)(z) and β = ρ(n,m)(w), with z,w ∈ Cm − {0}
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〈
Φ
(~)
β ,Φ
(~)
α
〉
Sn
= Q(~)m (z,w)(2.20)
= Γ
(
n− 1
2
)(
α · β
2~2
)3−n
4
In−3
2
(√
2α · β
~
)
.(2.21)
Moreover, from Eq. (2.21) and the fact that the modified Bessel function
Iϑ, ϑ ∈ R, has the following asymptotic expression when |ω| → ∞ (see
formula 8.451-5 of Ref. [5])
(2.22) Iϑ(ω) =
eω√
2πω
∞∑
k=0
(−1)k
(2ω)k
Γ(ϑ+ k + 12)
k!Γ(ϑ− k + 12)
, |Arg(ω)| < π
2
,
we can obtain the asymptotic expansion for the inner product of two coher-
ent states:
Proposition 2.2. Let z,w ∈ Cm − {0} and α = ρ(n,m)(z), β = ρ(n,m)(w).
Assume α · β 6= 0 and |Arg(α · β)| < π. Then
〈
Φ
(~)
β ,Φ
(~)
α
〉
Sn
= Γ
(
n− 1
2
)(
~2
2α · β
)n−2
4 2
n−4
2√
π
exp
(√
2α · β
~
)
[1+O(~)] .
In addition to the expression indicated in Eq. (2.18) for the functions
Q
(~)
m (·,w), with w ∈ Cm, we can also express these functions as the average
of the map exp((·) ·w) under the corresponding group Gm = Z2, S1,SU(2)
(see Eqs. (2.4), (2.5) and (2.6)), as the following proposition establishes it:
Proposition 2.3. For z,w ∈ Cm − {0} :
Q
(~)
2 (z,w) =
1
2
(
exp
(
z1w1 + z2w2
~
)
+ exp
(−z1w1 − z2w2
~
))
,
Q
(~)
4 (z,w) =
1
2π
∫ 2π
0
exp
(
1
~
z · T(g(ψ))w
)
dψ,
(2.23)
Q
(~)
8 (z,w) =
∫ π/2
θ=0
∫ 2π
α=0
∫ 2π
γ=0
exp
(
1
~
z · T(g(θ, α, γ))w
)
dm(θ, α, γ).
with T(g) given by the action of Gm = Z2, S1,SU(2) on C2,C4,C8 indicated
in Eqs. (2.4), (2.5) and (2.6). We are using the notation g = g(ψ) =
exp(ıψ) ∈ S1 for the m = 4 case and g = g(θ, α, γ) ∈ SU(2) for the m = 8
case where
(2.24) g(θ, α, γ) =
(
cos(θ) exp(ıα) sen(θ) exp(ıγ)
−sen(θ) exp(−ıγ) cos(θ) exp(−ıα)
)
,
with θ ∈ [0, π/2] and α, γ ∈ [−π, π]. The measure appearing in the integral
expression for Q8(z,w) is the Haar measure of SU(2) under the parametriza-
tion of SU(2) indicated in Eq. (2.24): dm(θ, α, γ) = 1
2π2
sen(θ) cos(θ)dθdαdγ.
Proof. Use the Taylor series expansion for the exponential function in the
integral on the right-hand side of Eqs. (2.23). The last case (n,m) =
(5, 8) requires a more elaborated calculation. For this case, integrate first
with respect to β and then with respect to α. To perform the integration
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with respect to θ use the identity
∫ π/2
0 (cos θ)
2k+1(sin θ)2(ℓ−k)+1dθ = (ℓ −
k)!k!/2(ℓ + 1)!, which in turn can be obtained using the formula 2.511-4 of
Ref. [5]. 
We end this section by showing that the family of coherent states is com-
plete
Proposition 2.4. The family of coherent states forms a complete system
in L2(Sn).
Proof. Let φ,ψ ∈ L2(Sn), since the transformation BSn is unitary and Eq.
(2.15)
〈φ,ψ〉Sn = 〈BSnφ,BSnψ〉Fm =
∫
Cm
〈φ,Φ(~)ρ(n,m)(z)〉Sn〈Φ
(~)
ρ(n,m)(z)
, ψ〉Sndµ~m(z).

3. Berezin symbolic calculus
In order to introduce our star product we consider the following:
Definition 3.1. The Berezin symbol of a bounded linear operator A with
domain in L2(Sn) is defined, for every z ∈ Cm, by
(3.1) B
(~)
(n,m)(A)(z) =
〈
AΦ
(~)
ρ(n,m)(z)
,Φ
(~)
ρ(n,m)(z)
〉
Sn〈
Φ
(~)
ρ(n,m)(z)
,Φ
(~)
ρ(n,m)(z)
〉
Sn
.
We will denote by A
(~)
(n,m) the algebra of these Berezin symbols, that is
A
(~)
(n,m) =
{
B
(~)
(n,m)(A) | A ∈ B(L2(Sn))
}
.
Example. Let’s us consider the operators Aℓ, ℓ = 1, . . . , n+1, for which the
coherent states Φ
(~)
ρ(n,m)(z)
, z ∈ Cm, are their eigenfunctions with eigenvalue
(ρ(n,m)(z))ℓ (see appendix A for details). From Eq. (3.1) it’s not difficult to
show
B
(~)
(n,m)(Aℓ)(z) = (ρ(n,m)(z))ℓ , B
(~)
(n,m)(A
∗
ℓ )(z) = (ρ(n,m)(z))ℓ ,
where A∗ℓ denotes the adjoint of the operator Aℓ.
Thus, by taking appropriate compositions of the operators Aℓ,A
∗
j , ℓ, j =
1, . . . , n+ 1, it can be shown that
E(n,m) :=
{
(ρ(n,m)(z))
s(ρ(n,m)(z))
k | k, s ∈ Zn+1+
}
⊂ A(~)(n,m).
Moreover, since the map ρ(n,m) is invariant under the action of the group
Gm = Z2, S1 and SU(2) on C2, C4 and C8, respectively (see Eqs. (2.4), (2.5)
and (2.6)), we can prove that the space Pinv of all invariant polynomials,
in the variables z and z, under the action of the group Gm on Cm belong
to A
(~)
(n,m). We will not go into great details of the proof and we will only
sketch the structure of it. In order to show this assert, we first show that
all polynomials in Pinv have even degree.
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For k, s ∈ Zm+ , let us define the function Pk,s : Cm → C by Pk,s(w) :=
wkws. If we assume that Pk,s ∈ Pinv, then Pk,s = (Pk,s)ave, with (Pk,s)ave
denoting the average of the polynomial Pk,s under the group Gm, i.e.
Pk,s(w) =
1
2
(
Pk,s(w) + Pk,s(−w)
)
, for m = 2,
Pk,s(w) =
1
2π
∫ π
0
Pk,s(T(g(ψ))w)dψ , for m = 4,
(3.2)
Pk,s(w) =
∫ π/2
θ=0
∫ 2π
α=0
∫ 2π
γ=0
Pk,s(T(g(θ, α, γ))w)dm(θ, α, γ) , for m = 8,
(3.3)
with T(g) given by the action of Gm on Cm indicated in Eqs. (2.4), (2.5)
and (2.6). We claim that if Pk,s is odd then it must be equal to the zero
polynomial: Using the explicit expression of T(g(ψ)), T(g(θ, α, γ)) (see Eqs.
(2.5), (2.6)) on the right-hand side of Eqs. (3.2), (3.3) and integrating the
result with respect to the variable ψ, θ, respectively, we obtain that the
right-hand side of Eqs. (3.2), (3.3) must be equal to zero, where for the case
m = 8 we have used the formulas 2.511-1, 2.511-3, 2.512-1 and 2.512-3 of
Ref. [5].
Let ℓ ∈ Z+, since the set of polynomials {Pk,s | k, s ∈ Zm+ , |k| +
|s| = 2ℓ}, is a basis of the space W2ℓ of homogeneous polynomials of
degree 2ℓ in the complex variable w,w ∈ Cm, then the set of polyno-
mials
{
(Pk,s)ave | k, s ∈ Zm+ , |k|+ |s| = 2ℓ
}
is a basis of the subspace of
W2ℓ consisting of all invariant polynomials under the group Gm. Moreover,
by induction and algebraic manipulations it can be proved that (Pk,s)ave,
|k|+ |s| = 2ℓ, belongs to the span of the set S(n,m) defined by
S(2,2) =
{
(z21)
a1(z22)
a2(z1z2)
a3
∣∣ aj ∈ Z+, j = 1, 2, 3, a1 + a2 + a3 = ℓ} ,
S(3,4) =
{
(z1z3)
a1(z2z4)
a2(z1z4)
a3(z2z3)
a4
∣∣ aj ∈ Z+, j = 1, . . . , 4, a1 + . . .+ a4 = ℓ},
S(5,8) =
{
(z3z8 + z2z5)
a1(z1z6 + z4z7)
a2(z2z6 + z4z8)
a3(z3z7 − z1z5)a4(z1z8 + z2z7)a5
(z3z6 + z4z5)
a6
∣∣ aj ∈ Z+, j = 1, . . . , 6, a1 + . . .+ a6 = ℓ}.
Finally, since the functions in S(n,m) belong to the span of the set E(n,m) we
have Pinv belongs to A(~)(n,m).
From Eq. (2.21) we have
||Φ(~)ρ(n,m)(z)||
2
Sn = Γ
(
n− 1
2
)( |ρ(n,m)(z)|2
2~2
) 3−n
4
In−3
2
(√
2|ρ(n,m)(z)|
~
)
> 0,
hence the functions Φ
(~)
ρ(n,m)(z)
are continuous, i.e. the map z 7→ |Φ(~)ρ(n,m)(z)|
is continuous. Therefore, if A : L2(Sn) → L2(Sn) is a bounded linear
operator, its Berezin symbol can be extended uniquely to a function defined
on a neighbourhood of the diagonal in Cm × Cm in such a way that it is
holomorphic in the first factor and anti-holomorphic in the second. In fact,
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such an extension is given explicitly by
(3.4) B
(~)
(n,m)(A)(w, z) :=
〈AΦ(~)ρ(n,m)(z),Φ
(~)
ρ(n,m)(w)
〉Sn
〈Φ(~)ρ(n,m)(z),Φ
(~)
ρ(n,m)(w)
〉Sn
.
Remark 3.2. By Eq. (2.21), the extended Berezin symbol has singularities
at the zeros of the modified Bessel function In−3
2
(z), which are well known
(see Ref. [8] Sec. 5.13) and at ρ(n,m)(w) · ρ(n,m)(z) = 0.
We now give the rules for symbolic calculus
Proposition 3.3. Let A,B be bounded linear operators with domain in
L2(Sn). Then for z,w ∈ Cm and φ ∈ L2(Sn) we have
B
(~)
(n,m)(Id) = 1 ,with Id denoting the identity operator,
B
(~)
(n,m)(A
∗)(z,w) = B
(~)
(n,m)(A)(w, z) ,
BSn(Aφ)(z) =
∫
Cm
BSnφ(u)B
(~)
(n,m)(A)(z,u)Q
(~)
m (z,u)dµ
~
m(u).(3.5)
B
(~)
(n,m)(AB)(z,w) =
∫
Cm
B
(~)
(n,m)(B)(u,w)B
(~)
(n,m)(A)(z,u)
× Q
(~)
m (z,u)Q
(~)
m (u,w)
Q
(~)
m (z,w)
dµ~m(u),(3.6)
Proof. The first two equalities follow from the definition of extended Berezin
symbol (see Eq. (3.4)). Eq. (3.5) follows from Eqs. (2.15), (3.4) and
Proposition 2.4
BSn(Aφ)(z) =
〈
φ,A∗Φ
(~)
ρ(n,m)(z)
〉
Sn
=
∫
Cm
BSnφ(u)B
(~)
(n,m)(A)(z,u)Q
(~)
m (z,u)dµ
~
m(u).
The formula in Eq. (3.6) follows from Proposition 2.4 and Eq. (3.4). 
Corollary 3.4. Let A : L2(Sn)→ L2(Sn) be a bounded linear operator, and
define the function on Cm × Cm,
KA(z,w) :=
〈
AΦ
(~)
ρ(n,m)(w)
,Φ
(~)
ρ(n,m)(z)
〉
Sn
.
Let A♯ be the operator on Fm with Schwarz kernel KA. Then
(3.7) A♯f(z) = BSnA(BSn)
−1f(z) ∀f ∈ Fm , z ∈ Cm.
Proof. Let f ∈ Fm, and φ = (BSn)−1f . We obtain Eq. (3.7) from Eqs.
(3.5), (3.4) and (2.20). 
Now we show some properties of the extended Berezin symbol that we
will use in the next section to obtain the asymptotic expansion of the star-
product.
Proposition 3.5. Let A be a bounded linear operator on L2(Sn), n = 2, 3, 5
and z,w ∈ Cm, m = 2, 4, 8, respectively. Then
(3.8) B
(~)
(n,m)(A)
(
T(g)w,T(g˜)z
)
= B
(~)
(n,m)(A)(w, z) , ∀g, g˜ ∈ Gm
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where T(g),T(g˜) are given by the action of Gm on Cm(see Eqs. (2.4), (2.5)
and (2.6)).
Proof. Since the elements of the Hilbert spaces Fm are invariant functions
under the action of the corresponding group Gm, andQ(~)m (·,v) = BSnΦ(~)ρ(n,m)(v) ∈
Fm, v ∈ Cm (see Eqs. (2.15) and 2.20)), we have
(3.9) Q(~)m (s,T(g)v) = Q
(~)
m (s,v), ∀s,v ∈ Cm, ∀g ∈ Gm ,
where we have used Q
(~)
m (s,v) = Q
(~)
m (v, s). Thus, from Corollary 3.4 and
Eq. (3.9)
(3.10) BSnA(BSn)
−1Q(~)m (·,T(g)s) = BSnA(BSn)−1Q(~)m (·, s), ∀s ∈ Cm.
Since the transformation BSn is unitary, we obtain from Eq. (3.4)
(3.11) B
(~)
(n,m)(A)(w, z) =
〈
BSnA(BSn)
−1Q
(~)
m (·, z),Q(~)m (·,w)
〉
Fm〈
Q
(~)
m (·,w),Q(~)m (·, z)
〉
Fm
.
Therefore, from Eqs. (3.11), (3.10) and (3.9) we obtain Eq. (3.8). 
Corollary 3.6. Let A be a bounded linear operator on L2(Sn), n = 2, 3, 5,
then for z ∈ Cm fixed, m = 2, 4, 8 respectively, the extended Berezin symbol
B
(~)
(n,m)(A)(·, z) is invariant under the action of the group Gm on Cm (see
Eqs. (2.4), (2.5) and (2.6)), i.e.
(3.12) B
(~)
(n,m)(A)(T(g)w, z) = B
(~)
(n,m)(A)(w, z) , ∀w ∈ Cm , ∀g ∈ Gm .
A similar result is obtained by freezing the first variable in the extended
Berezin symbol.
Proof. Let g0 be the identity element in Gm. From the explicit expression for
T(g) (see Eqs. (2.4), (2.5) and (2.6)), we obtain T(g0)v = v for all v ∈ Cm.
Thus, taking g˜ = g0 in Eq (3.8), we obtain Eq. (3.12).
Similarly, we obtain the second part of this Corollary. 
In addition to satisfying the property indicated in Proposition 3.5, the
extended Berezin symbol belongs to the kernel of the operator L (for the
case (n,m) = (3, 4)) and the kernel of the operators R1, R2, R3 (for the
case (n,m) = (5, 8)), as the following proposition establishes it:
Proposition 3.7. Let A be a bounded linear operator on L2(Sn), n = 3, 5,
and w,v ∈ Cm, m = 4, 8 respectively. Assume ρ(n,m)(v) ·ρ(n,m)(w) 6= 0 and
Arg(ρ(n,m)
(
v) · ρ(n,m)(w)
)
< π. Then
For (n,m) = (3, 4) : L B(~)(3,4)(A)(v,w) = 0 ,
For (n,m) = (5, 8) : Rj B(~)(5,8)(A)(v,w) = 0 , j = 1, 2, 3
with L, Rj, j = 1, 2, 3, defined in Eqs. (2.12), (2.13) and where we think of
B
(~)
(n,m)(A)(v,w) as a function of v for w fixed.
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Proof. The case (n,m) = (3, 4). Let g(θ) = exp(ıθ) and T(g(θ)) given in
Eq. (2.5). From Corollary 3.6
(3.13) B
(~)
(3,4)(A)
(
T(g(θ))v,w
)
= B
(~)
(3,4)(A)(v,w).
By considering the partial derivative of both sides in Eq. (3.13) with
respect to θ and evaluating the resulting equation at the point θ = 0, we
obtain that B
(~)
(3,4)
(A)(z,w) must belong to the kernel of the operator L.
The case (n,m) = (5, 8). Let g(θ, α, γ) ∈ SU(2) and T(g(θ, α, γ)) given
in Eq. (2.6). From Corollary 3.6
(3.14) B
(~)
(5,8)(A)
(
T(g(θ, α, γ))v,w
)
= B
(~)
(5,8)(A)(v,w).
We consider the expression for g(θ, α, γ) ∈ SU(2) given in Eq. (2.24).
In a similar way that for the case n = 3, we can prove that B
(~)
(5,8)
(z,w)
is in the kernel of the operators R1, R2 and R3 by considering the partial
derivatives of both sides in Eq. (3.14) with respect to α, θ, γ, respectively,
and then evaluating at the point (θ, α, γ) = (0, 0, 0) (we actually need to
take the limit θ → 0 in the last case).

4. The star product
In this section we defined a noncommutative star product on the algebra
A
(~)
(n,m) which consists of Berezin symbols for bounded linear operators with
domain in L2(Sn). See Ref. [2] for the standard definition of star product.
Following a way similar to that followed by Berezin in Ref. [3], from Eq.
(3.6) we can define on A
(~)
(n,m) a noncommutative operation. Thus, we have
the following
Definition 4.1. For f1, f2 ∈ A(~)(n,m), let us defined on the algebra A
(~)
(n,m)
the following operation
(
f1 ∗m f2
)
(z) =
∫
Cm
f1(z,u)f2(u, z)
|Q(~)m (u, z)|2
Q
(~)
m (z, z)
dµ~m(u),(4.1)
where the functions fj(v,w), j = 1, 2, are the analytic continuation of fj(v)
to Cm × Cm (see Eq. (3.4)).
Remark 4.2. From Eqs. (3.8) and (3.9), it follows that the above operation
is Gm-invariant in the sense that
(4.2)
(f1 ◦T(g)) ∗m (f2 ◦T(g)) = (f1 ∗m f2) ◦T(g) , ∀g ∈ Gm, ∀f1, f2 ∈ A(~)(n,m),
where T(g) is given by the action of Gm on Cm (see Eqs. (2.4), (2.5) and
(2.6)). Even more, in the next section we will prove that the operation ∗m
is Fm-invariant, where F2 = SU(2), F4 = SU(2)× SU(2) and F8 = SU(4).
In the following theorem we will prove that the operation ∗m satisfies the
usual requirement of a star product, namely, it’s associative and when ~→ 0
f1 ∗m f2(z) = f1(z)f2(z) + ~B˜(f1, f2)(z) +O(~2), z ∈ C˜m, f1, f2 ∈ A(~)(n,m),
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where B˜(·, ·) is a certain bidifferential operator of the first order.
Theorem 4.3. The operation ∗m (see Eq. (4.1)) satisfies
a) f ∗m 1 = 1 ∗m f = f , for all f ∈ A(~)(n,m), with 1 denoting the unit
constant function,
b) ∗m is associative, and
c) for f1, f2 ∈ A(~)(n,m) and z ∈ C˜m, we have the following asymptotic
expression when ~→ 0
f1 ∗m f2(z) = f1(z)f2(z) + ~
[
m∑
ℓ=1
∂uℓf2(u, z)∂uℓf1(z,u)
]
u=z
+O(~2),
(4.3)
where the functions fj(z,u), j = 1, 2, are the analytic continuation
of fj(z) to C
m × Cm (see Eq. (3.4)).
Proof. a) Let f ∈ A(~)(n,m), then f = B
(~)
(n,m)(A) with A ∈ B(L2(Sn)). From
Eqs. (2.20), (3.4) and Proposition 2.4 we have
f ∗m 1(z) =
∫
Cm
〈
AΦ
(~)
ρ(n,m)(w)
,Φ
(~)
ρ(n,m)(z)
〉
Sn
〈
Φ
(~)
ρ(n,m)(z)
,Φ
(~)
ρ(n,m)(w)
〉
Sn〈
Φ
(~)
ρ(n,m)(z)
,Φ
(~)
ρ(n,m)(z)
〉
Sn
dµ~m(w)
= f(z).
Analogously, 1 ∗m f = f .
b) The associativity follows from the fact that the composition in the
algebra of all bounded linear operator on L2(Sn) is associative.
c) Let us first assume that z 6= 0. The case z = 0 can be easily studied,
see below.
Case (n,m) = (2, 2): From Eq. (2.23)
|Q(~)2 (u, z)|2
Q
(~)
2 (z, z)
e
−|u|2/~ =
exp(−|u− z|2/~)
2(1 + exp(−2|z|2/~)) +
exp(−|u+ z|2/~)
2(1 + exp(−2|z|2/~))
+
cos(2Im(u · z)/~) exp(−|u|2/~) exp(−|z|2/~)
1 + exp(−2|z|2/~) .(4.4)
Since the last term in Eq. (4.4) is O(~∞), where O(~∞) denotes a quantity
tending to zero faster than any power of ~, we have from Eqs. (4.1) and
(2.10)
(4.5) (f1 ∗2 f2)(z) = I(z) + I(−z)
2(1 + exp(−2|z|2/~)) + O(~
∞)
where
(4.6) I(v) :=
1
(π~)2
∫
βz(u,u)exp
(
−1
~
|u− v|2
)
dudu
with βz(u,u) = f1(z,u)f2(u, z). Notice however that I(v) is just the stan-
dard formula for the solution at time t = ~/4 of the heat equation on C2 = R4
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with initial data βz; i.e.
(4.7) I(v) =
∞∑
ℓ=0
~ℓ
(
∂uu
)ℓ
βz
∣∣∣∣∣
u=v
,
where ∂uu =
∑
j ∂ujuj denotes the Laplace operator. Eq. (4.7) can also be
obtained using the stationary phase method (see Eq. (B.1)), however we do
not include its description in order not to make this proof too long.
Thus, from Eqs. (4.5), (4.6) and (4.7)
(4.8) (f1∗2f2)(z) =
(
1+~∂uu
) [ 1
2
βz(u,u)
∣∣∣∣
u=z
+
1
2
βz(u,u)
∣∣∣∣
u=−z
]
+O(~2).
where we have used 1 + exp(−2|z|2/~) = 1 + O(~∞).
Note that for v ∈ C2, the function βz(v,v) = f1(z,v)f2(v, z) satisfies
βz(v,v) = βz(−v,−v) because f1, f2 ∈ A(~)(2,2) and Corollary 3.6.
Thus, from the chain rule and Eq. (4.8)
(f1 ∗2 f2)(z) = f1(z)f2(z) + ~
2∑
ℓ=1
[
∂uℓf2(u, z)∂uℓf1(z,u)
]
u=z
+O(~2),
where we have used that the extended Berezin symbol is holomorphic in the
first factor and anti-holomorphic in the second.
Case (n,m) = (3, 4): From Eqs. (4.1), (2.23) and (2.10) we have
(
f1 ∗4 f2
)
(z) =
e
|z|2/~
Q
(~)
4 (z, z)
1
4π6~4
2π∫
ψ=0
∫
w∈C4
2π∫
θ=0
βz(u,u)exp
( ı
~
pψ(u,u, θ)
)
dθdududψ,(4.9)
where βz(u,u) = f1(z,u)f2(u, z) and the phase function pψ is
pψ(u,u, θ) = ı
(
|u|2 + |z|2 − u · T(g(ψ))z − u · T(g(θ))z
)
,
with g(ψ) = exp(ıψ) and g(θ) = exp(ıθ). To obtain the asymptotic expan-
sion (4.3), we can use the stationary phase method with complex phase, see
Eq. (B.1), in the integral appearing on the right hand side of Eq. (4.9).
For our purpose, we need to consider the gradient and Hessian matrix of
the function pψ with respect to the nine variables θ, xj = ℜ(uj), yj = ℑ(uj),
j = 1, 2, 3, 4. It is actually more convenient to consider the derivatives of pψ
with respect to the variables θ, uj, uj , j = 1, 2, 3, 4. Namely,
i) the condition ∇x,y,θpψ = 0 is equivalent to ∇u,u,θpψ = 0 with x =
(x1, . . . , x4), y = (y1, . . . , y4), u = (u1, . . . , u4), and
ii) to obtain the Hessian matrix of pψ with respect to the variables
x,y, θ we use the following equalities: ∂xjxk = ∂ujuk+∂ujuk+∂ujuk+
∂ujuk , ∂xjyk = ı(∂ujuk − ∂ujuk + ∂ujuk − ∂ujuk), ∂yjyk = −∂ujuk +
∂ujuk + ∂ujuk − ∂ujuk , ∂xjθ = ∂ujθ + ∂ujθ, ∂yjθ = ı(∂ujθ − ∂ujθ).
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Notice that ℑpψ ≥ 0 because for all ψ and θ
|ℜ(zjujeıψ + zjuje−ıθ)| ≤ 2|zj | |uj | with j = 1, 2, 3, 4.
Given ψ fixed, ψ ∈ (0, 2π), the gradient ∇u,u,θpψ is zero if and only if θ =
ψ, and u = T(g(ψ)z) (i.e. uj = zjexp(−ıψ), j = 1, 2 and uj = zjexp(ıψ),
j = 3, 4), where we have used that z ∈ C˜m, i.e. z satisfies the condition
|z1|2 + |z2|2 = |z3|2 + |z4|2 (see Eq. (2.8)). Moreover, the Hessian matrix of
pψ evaluated at the critical point x0+ ıy0 = u0 = T(g(ψ)z), θ0 = ψ is equal
to
(4.10) A := p′′ψ(u0,u0, θ0) =


2ıI4 04 B4u0
04 2ıI4 −ıB4u0
(B4u0)
t −ı(B4u0)t ı|z|2


where Is and 0s denote the identity matrix and zero matrix of size s respec-
tively, St denotes the transpose matrix of a given matrix S and
B2ℓ =
( −Iℓ 0ℓ
0ℓ Iℓ
)
, ℓ ∈ N.
Then from Eqs. (4.10) and (B.2), with D = ı|z|2, we have
det(p′′ψ(u0,u0, θ0)) = (2ı)
8ı|z|2.
From the stationary phase method we obtain that
(4.11)(
f1 ∗4 f2
)
(z) =
e
|z|2/~
Q
(~)
4 (z, z)
√
2~
22π
√
π|z|
∫ 2π
0
[∑
ℓ<k
~ℓMℓβz
∣∣∣
cp
+O(~k)
]
dψ
where
(4.12) Mℓβz
∣∣∣
cp
=
3ℓ∑
s=ℓ
ı−ℓ2−s
s!(s− ℓ)!
[(−A−1) Dˆ · Dˆ]s βz(pcp)s−ℓ
∣∣∣∣
cp
with g
∣∣
cp
denoting the evaluation at the critical point u0, θ0 of a given func-
tion g,
(4.13)
pcp = pcp(u,u, θ) = ı (−T(g(θ))z + u0 + ı(θ − ψ)B4u0) · u− ı
2
|z|2(θ − ψ)2,
and Dˆ the column vector of size 9 whose entries are defined by: (Dˆ)j = ∂xj ,
(Dˆ)4+j = ∂yj , j = 1, . . . , 4, and (Dˆ)9 = ∂θ. The last Eq. (4.13) is a
consequence of equalities |u0| = |z| and pψ(u0,u0, θ0) = 0.
In order to estimate M1βz
∣∣
cp
, we first need to obtain the inverse of the
matrix A. From Eqs. (4.10) and (B.3), with D = ı|z|2,
A−1 =


1
2ı
I4 − 1
4ı|z|2B4u0u
t
0B4
1
4|z|2B4u0u
t
0B4
1
2|z|2B4u0
1
4|z|2B4u0u
t
0B4
1
2ı
I4 +
1
4ı|z|2B4u0u
t
0B4
1
2ı|z|2B4u0
1
2|z|2u
t
0B4
1
2ı|z|2u
t
0B4
1
ı|z|2


.
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Using the following equalities: B4u0u
t
0B4p·p = ((B4u0)tp)2 for all p ∈ C4
and ∂uj = (∂xj−ı∂yj)/2, and easy linear algebra manipulations, we can show
(4.14) − (A−1)Dˆ · Dˆ = 2ı∂uu − ı|z|2
[
(B4u0)
t∂u − ı∂θ
]2
,
where ∂uu =
∑4
j=1 ∂ujuj and ∂u denote the Laplace operator and the column
vector of size 4 whose j entry is ∂uj (i.e (∂u)j = ∂uj ) respectively.
From Eqs. (4.12) and (4.14)
M0βz
∣∣∣
cp
= βz(u0,u0),
(4.15)
M1βz
∣∣∣
cp
=
[
∂uu − 1
2|z|2
(
(B4u0)
t∂u
)2 − 1
2|z|2u
t
0∂u +
1
23|z|2
]
βz(u0,u0).
(4.16)
where we have used the equality B4u0 · u0 = 0 to obtain Eq. (4.16).
Notice that the right side of Eqs. (4.15) and (4.16) still depend on the
variable ψ because u0 = T(g(ψ))z.
Thus, from Eqs. (4.11), (4.15) and (4.16)
(f1 ∗4 f2)(z) = e
|z|2/~
Q
(~)
4 (z, z)
√
2~
22π
√
π|z|
{∫ 2π
0
[
1 + ~
(
∂uu − 1
2|z|2
(
(B4u0)
t∂u
)2
− 1
2|z|2u
t
0∂u +
1
23|z|2
)]
βz(u0,u0)dψ +O(~
2)
}
.(4.17)
Note that for v ∈ C4 and g(θ) ∈ S1, the function βz(v,v) = f1(z,v)f2(v, z)
satisfies
βz(v,v) = βz(T(g(θ))v,T(g(θ))v),
because f1, f2 ∈ A(~)(3,4) and Corollary 3.6. Then, from the chain rule
vt∂vβz(v,v)
∣∣∣v=z
θ=ψ
= ut0∂uβz(u0,u0),
∂vvβz(v,v)
∣∣∣v=z
θ=ψ
= ∂uuβz(u0,u0),(4.18)
[(
vtB4∂v
)2 − vt∂v]βz(v,v)∣∣∣v=z
θ=ψ
=
( 4∑
j,k=1
(B4)j,j(B4)k,kvjvk∂vj∂vk
)
βz(v,v)
∣∣∣∣v=z
θ=ψ
=
(
(B4u0)
t∂u
)2
βz(u0,u0).
Thus, from Eqs. (4.17), (4.18), Proposition 2.1, the asymptotic expres-
sion of the modified Bessel function Iν (see Eq. (2.22)) and the relation√
2|ρ(3,4)(z)| = |z|2 we have
(f1 ∗4 f2)(z) =
[
1 + ~
(
∂uu − 1
2|z|2 (u
tB4∂u)
2
)]
βz(u,u)
∣∣∣∣
u=z
+O(~2).
Using the equality utB4∂uf2(u, z) = 0 (see Proposition 3.7) and that
the extended Berezin symbol is holomorphic in the first factor and anti-
holomorphic in the second we finally obtain Eq. (4.3).
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Case (n,m) = (5, 8): This case is similar to the case when (n,m) = (3, 4)
but the computations are more involved. First note that from Eqs. (4.1),
(2.23) and (2.10)
(
f1 ∗8 f2
)
(z) =
e
|z|2/~
Q
(~)
8 (z, z)
1
(π~)8
∫
θ,α,γ
∫
u∈C8
∫
θ˜,α˜,γ˜
exp
( ı
~
pθ,α,γ(u,u, θ˜, α˜, γ˜)
)
× βz(u,u)dm(θ˜, α˜, γ˜)dududm(θ, α, γ),(4.19)
with βz(u,u) = f1(z,u)f2(u, z) and the phase function pθ,α,γ is given by
pθ,α,γ(u,u, θ˜, α˜, γ˜) = ı
(
|u|2 + |z|2 − u · T(g(θ, α, γ))z − u · T(g(θ˜, α˜, γ˜))z
)
,
where we are considering the expression for g(θ, α, γ), g(θ˜, α˜, γ˜) ∈ SU(2)
given in Eq. (2.24). For θ, α, γ fixed, θ ∈ (0, π/2) and α, γ ∈ (−π, π),
the equations ∂uℓpθ,α,γ = 0 and ∂uℓpθ,α,γ = 0, ℓ = 1, . . . , 8 imply u =
T(g(θ, α, γ))z = T(g(θ˜, α˜, γ˜))z, which in turn implies (see Eq. (2.6))
(4.20) V
(
g−1(θ˜, α˜, γ˜)g(θ, α, γ)
)
Lz = Lz,
where V(g) and L are defined in Eq. (2.7). Since z 6= 0 then Lz 6= 0,
therefore we obtain from Eq. (4.20) that g−1(θ˜, α˜, γ˜)g(θ, α, γ) must be the
identity matrix, which in turn implies (θ˜, α˜, γ˜) = (θ, α, γ).
Even more, we claim that
(4.21) ∂ϑ˜pθ,α,γ
∣∣∣
cp
= 0, for ϑ = θ, α, γ,
where ∂ϑ˜pθ,α,γ
∣∣∣
cp
denotes ∂ϑ˜pθ,α,γ evaluated at u = T(g(θ, α, γ))z and (θ˜, α˜, γ˜) =
(θ, α, γ). To show this fact, note that from the explicit expression of the
function pθ,α,γ and Eq. (2.6), we have
∂ϑ˜pθ,α,γ
∣∣∣
cp
= −ıV(g−1(θ, α, γ))∂ϑV(g(θ, α, γ))Lz · Lz, ϑ = θ, α, γ.
From the expression for g = g(θ, α, γ) given in Eq. (2.24) we find
∂θ˜pθ,α,γ
∣∣∣
cp
= 2ℑ
(
eı(γ−α)[z7z1 + z5z3 − z6z4 − z8z2]
)
,
∂α˜pθ,α,γ
∣∣∣
cp
= cos2 θ[|z1|2 + |z2|2 + |z3|2 + |z4|2 − |z5|2 − |z6|2 − |z7|2 − |z8|2]
+ 2ℜ
(
sin(θ) cos(θ)eı(γ−α)[z5z3 − z6z4 + z7z1 − z8z2]
)
,
∂γ˜pθ,α,γ
∣∣∣
cp
= sin2 θ[|z5|2 + |z6|2 + |z7|2 + |z8|2 − |z1|2 − |z2|2 − |z3|2 − |z4|2]
+ 2ℜ
(
eı(γ−α) sin(θ) cos(θ)[z5z3 − z6z4 + z7z1 − z8z2]
)
.
Since z ∈ C˜8 (see Eq. (2.9)), then Eqs. (4.21) hold. Thus, the critical
point is
(4.22) u0 = T(g(θ, α, γ))z, (θ˜0, α˜0, β˜0) = (θ, α, γ).
One can also check that ℑpθ,α,γ ≥ 0 on the domain of pθ,α,γ and that
pθ,α,γ = 0 at the critical point. Moreover, the Hessian matrix of pθ,α,γ with
18 DI´AZ-ORTI´Z ERIK IGNACIO
respect to the variables x,y, θ˜, α˜, γ˜ (with x = ℜu and y = ℑu) evaluated at
the critical point is equal to
(4.23)
A :=


2ıI8 08 −ıTθ(g)z −ıTα(g)z −ıTβ(g)z
08 2ıI8 −Tθ(g)z −Tα(g)z −Tβ(g)z
−ı(Tθz)t −(Tθz)t ı|z|2 0 0
−ı(Tαz)t −(Tαz)t 0 ı|z|2 cos2 θ 0
−ı(Tβz)t −(Tβz)t 0 0 ı|z|2 sin2 θ


where Tϑ(g)z := ∂ϑT(g(θ, α, γ))z = L
†∂ϑV(g(θ, α, γ))Lz, ϑ = θ, α, γ (see
Eq. (2.6)).
From Eqs. (4.23) and (B.2), with D the diagonal matrix
(4.24) D = diag(ı|z|2, ı|z|2 cos2 θ, ı|z|2 sin2 θ),
we have that det(A) = (2ı)16ı3|z|6 cos2 θ sin2 θ.
Thus, from the stationary phase method
(
f1 ∗8 f2
)
(z) =
e
|z|2/~
Q
(~)
8 (z, z)
1
(π~)8
∫
θ,α,γ
(
23(π~)19
|z|6 cos2 θ sin2 θ
) 1
2 1
2π2
×
[∑
ℓ<k
~ℓMℓ
(
cos θ˜ sin θ˜βz
) ∣∣∣
cp
+O(~k)
]
dm(θ, α, γ)(4.25)
where
(4.26)
Mℓ
(
cos θ˜ sin θ˜βz
) ∣∣∣
cp
=
3ℓ∑
s=ℓ
ı−ℓ2−s
s!(s− ℓ)!
[(−A−1) Dˆ · Dˆ]s cos θ˜ sin θ˜βz(pcp)s−ℓ
∣∣∣∣
cp
with g
∣∣
cp
denoting the evaluation at the critical point u0, θ0, α0, γ0 of a given
function g,
pcp = pcp(u,u, θ˜, α˜, γ˜)
= ı
(
u0 −T(g(θ˜, α˜, γ˜))z+ (θ˜ − θ)Tθ(g)z + (α˜− α)Tα(g)z
+ (γ˜ − γ)Tγ(g)z
)
· u− ı
2
|z|2
[
(θ˜ − θ)2 + cos2 θ(α˜− α)2
+ sin2 θ(γ˜ − γ)2
]
,(4.27)
and Dˆ the column vector of size 19 whose entries are defined by: (Dˆ)j = ∂xj ,
(Dˆ)8+j = ∂yj , j = 1, . . . , 8, (Dˆ)17 = ∂θ˜, (Dˆ)18 = ∂α˜ and (Dˆ)19 = ∂γ˜ . The
last Eq. (4.27) is a consequence of equalities |u0| = |z| and Tϑ(g)z · u0 = 0,
ϑ = θ, α, γ.
In a similar way as we did for the case n = 3, we obtain the inverse of the
matrix A (see Eq. (4.23)) using Eq. (B.3), with D the diagonal matrix given
in Eq. (4.24). By considering the explicit expression for the inverse matrix
A−1, using the equality Tϑ(g)z (Tϑ(g)z)
t
p · p = (Tϑ(g)z · p)2, ϑ = θ, α, γ,
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for all p ∈ C8, and easy linear algebra manipulations, we can show
−(A−1)Dˆ · Dˆ = 2ı∂uu + ı|z|2
[
1
cos2 θ
(
(Tα(g)z)
t∂u + ∂α˜
)2
+
1
sin2 θ
(
(Tγ(g)z)
t∂u + ∂γ˜
)2
+
(
(Tθ(g)z)
t∂u + ∂θ˜
)2]
,(4.28)
where ∂uu =
∑8
j=1 ∂ujuj and ∂u denote the Laplace operator and the column
vector of size 8 whose j entry is ∂uj (i.e (∂u)j = ∂uj ) respectively.
From Eqs. (4.26) and (4.28)
M0
(
cos θ˜ sin θ˜βz
) ∣∣∣
cp
= cos θ sin θβz(u0,u0),
(4.29)
M1
(
cos θ˜ sin θ˜βz
) ∣∣∣
cp
=
cos θ sin θ
2|z|2
[
2|z|2∂uu − (T(g)z)t∂u +
[
(Tθ(g)z)
t∂u
]2
+
[
(Tα(g)z)
t∂u
]2
cos2 θ
+
[
(Tγ(g)z)
t∂u
]2
sin2 θ
− (B8Tα(g)z)
t∂u
ı cos2 θ
− (B8Tγ(g)z)
t∂u
ı sin2 θ
+
(
cos θ
sin θ
− sin θ
cos θ
)
(Tθ(g)z)
t∂u − 3
4
]
βz(u0,u0).(4.30)
Notice that the right side of Eqs. (4.29) and (4.30) still depend on the
variables θ, α, γ, because u0 = T(g(θ, α, γ))z (see Eq. (4.22)).
On the other hand, since f1, f2 ∈ B(~)(5,8), we obtain from Corollary 3.6
that, for v ∈ C8 and g(θ˜, α˜, γ˜) ∈ SU(2), the function βz(v,v) = f1(z,v)f2(v, z)
satisfies
βz(v,v) = βz(T(g(θ˜, α˜, γ˜))v,T(g(θ˜, α˜, γ˜))v).
Then, from the chain rule
vt∂vβz(v,v)
∣∣∣
p
= ut0∂uβz(u0,u0) = − (Tθθ(g)z)t ∂uβz(u0,u0)
∂vvβz(v,v)
∣∣∣
p
= ∂uuβz(u0,u0)
[
− (R1)2 + (R2)2
−(R3)2 + 2vt∂v
]
βz(v,v)
∣∣∣
p
=
([
(Tθ(g)z)
t∂u
]2
+
[
(Tα(g)z)
t∂u
]2
cos2 θ
(4.31)
+
[
(Tγ(g)z)
t∂u
]2
sin2 θ
)
βz(u0,u0)
−2vt∂vβz(v,v)
∣∣∣
p
=
(
−(B8Tα(g)z)
t∂u
ı cos2 θ
− (B8Tγ(g)z)
t∂u
ı sin2 θ
+
(
cos θ
sin θ
− sin θ
cos θ
)
(Tθ(g)z)
t∂u
)
βz(u0,u0)
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where for a given function g we denote by g|p the evaluation of g at v = z,
(θ˜, α˜, γ˜) = (θ, α, γ) and Rℓ, ℓ = 1, 2, 3 are give in Eq. (2.13).
Thus, from Proposition 2.1, the asymptotic expression of the modified
Bessel function Iν (see Eq. (2.22)), Eqs. (4.25), (4.29), (4.30), (4.31), and
the relation
√
2|ρ(5,8)(z)| = |z|2 we have
(f1 ∗ f2)(z) =
(
1 + ~
[
∂uu +
1
2|z|2
(
− (R1)2 + (R2)2
−(R3)2
)])
βz(u,u)
∣∣∣∣
u=z
+O(~2).
Then, from Proposition 3.7 (applying to f2) and using that the extended
Berezin symbol is holomorphic in the first factor and anti-holomorphic in
the second we obtain Eq. (4.3).
Finally, suppose we have the case |z| = 0. Then ρ(n,m)(z) = 0 and
therefore the coherent state Φ
(~)
ρ(n,m)(z)
is the constant function 1 on the whole
sphere with L2(Sn) norm equal to one. Thus, in a similar way as we did for
the case n = 2 (see Eqs. (4.6) and (4.7)) we conclude from the stationary
phase method:
f1 ∗m f2(z) = 1
(π~)m
∫
Cm
f1(0,u)f2(u,0)exp
(
−|u|
2
~
)
dudu
= f1(0)f2(0) + ~
m∑
ℓ=1
[
∂uℓf2(u,0)∂uℓf1(0,u)
]
u=0
+O(~2).

5. Invariance of star-product ∗m
In this section we show that the star product ∗m defined on the algebra
A
(~)
(n,m) is invariant under the group Fm = SU(2),SU(2) × SU(2),SU(4) for
m = 2, 4, 8 respectively, i.e. it satisfies(
f1 ◦ L(g)
) ∗m (f2 ◦ L(g)) = (f1 ∗m f2) ◦ L(g), ∀g ∈ Fm, ∀f1, f2 ∈ A(~)(n,m),
where L(g) denotes the action of the group Fm on C
m and it is defined by
the following equation
(5.1) z′ = L(g)z, g ∈ Fm
with L(g) given by:
Case m = 2: For g ∈ SU(2)
L(g) = g
Case m = 4: For g = (V,W ) ∈ SU(2)× SU(2)
L(g) =
(
V 02
02 W
)
,
where 0ℓ denotes the zero matrix of size ℓ.
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Case m = 8: For g ∈ SU(4)
(5.2) L(g) =
(
U 04
04 EUE
)
,
where E is the following orthogonal matrix
E =


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0

 .
In order to prove that the start product ∗m is Fm-invariant, we first give
the explicit relation between the SO(n+1) action of rotations on the quadric
Qn, n = 2, 3, 5 (whose elements are expressed in term of the map ρ(n,m))
and the action of the group Fm on C
m, m = 2, 4, 8, respectively.
Proposition 5.1. Let g ∈ Fm and L(g) the action defined above, m = 2, 4, 8,
then exist R ∈ SO(n+ 1), n = 2, 3, 5 respectively, such that
(5.3) Rρ(n,m)(z) = ρ(n,m)(L(g)z), ∀z ∈ Cm,
where for w ∈ Cn+1, Rw = Rℜ(w) + ıRℑ(w) with Rℜ(w) and Rℑ(w) de-
noting the usual action of R on the real and imaginary part of w, respectively
(regarded as elements of Rn+1).
Proof. The main idea is the same for the three cases n = 2, 3, 5. We describe
in detail the most complicated case n = 5. The cases n = 2, 3 follow in a
similar way and we will only sketch the structure of the proof.
The case n = 5: let us write the map ρ(5,8)(z) =
(
ρ1(z), ρ2(z), . . . , ρ6(z)
)
in matrix form
(5.4) ρℓ(z) = (z1, z2, z3, z4)Aℓ


z5
z6
z7
z8

 , z = (z1, . . . , z8),ℓ = 1, . . . , 6,
where the matrices Aℓ are defined as follows:
A1 =


0 −ı 0 0
ı 0 0 0
0 0 0 ı
0 0 −ı 0

 , A2 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 , A3 =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 ,
A4 =


−ı 0 0 0
0 −ı 0 0
0 0 ı 0
0 0 0 ı

 , A5 =


0 0 0 −ı
0 0 −ı 0
0 −ı 0 0
−ı 0 0 0

 , A6 =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 .
From Eqs. (5.1), (5.2) and (5.4)
ρℓ(z
′) = (z1, z2, z3, z4)U
tAℓEUE


z5
z6
z7
z8

 .
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Let V denote the real vector space generated by the matrices Aℓ, ℓ =
1, . . . , 6. The vector space V is the set of complex matrices of the form
(5.5)


−ϑ µ 0 γ
µ ϑ γ 0
0 −γ ϑ µ
−γ 0 µ −ϑ

 , with µ, ϑ, γ ∈ C.
We now claim that, for U ∈ SU(4), the matrix U tAℓEUE is in the vector
space V. To prove this fact, let us denote by Ujk the matrix elements of U .
Since det(U) = 1 and U † = U−1 then by considering the explicit expression
for the inverse matrix U−1 we find that the matrix elements of U must
satisfy the following relations:
U11U23 − U21U13 = U42U34 − U32U44 , U11U43 − U41U13 = U32U24 − U22U34 ,
U11U33 − U31U13 = U22U44 − U42U24 , U21U43 − U41U23 = U12U34 − U32U14 ,
U31U23 − U21U33 = U12U44 − U42U14 , U41U33 − U31U43 = U12U24 − U22U14 .
Then by using the last equalities and computing the explicit expression
for the matrix U tAℓEUE, we find that U tAℓEUE has the form indicated
in Eq. (5.5).
The vector spaces V is endowed with the real valued inner product
〈A,B〉V = 1
2
(
trace(AB†) + trace(BA†)
)
.
The set of matrices
{
1
2Aℓ | ℓ = 1, . . . , 6
}
gives an orthonormal basis for
the space V. Thus U tAℓEUE must be the following linear combination of
the basis elements (summation over repeated indexes):
U tAℓEUE = 1
4
〈
U tAℓEUE,Ak
〉
V
Ak , ℓ = 1, . . . , 6.
Therefore we have
ρℓ(z
′) = (z1, z2, z3, z4)RℓkAk


z5
z6
z7
z8,

 = Rℓkρk(z),
with the real numbers Rℓk, ℓ, k = 1, . . . , 6, given by
(5.6) Rℓk =
1
4
〈
U tAℓEUE,Ak
〉
V
.
Thus to each element U ∈ SU(4) we associated a 6 × 6 matrix R whose
matrix elements are Rℓk given by Eq. (5.6). Since the matrix R satisfies
the relation RjkRsk = δjs (thus R must be an orthogonal matrix) then we
have a continuous map U 7→ R from SU(4) into O(6). Since SU(4) is a
connected manifold and the identity element of SU(4) goes to the identity
element of O(6) (see Eq. (5.6)), then the image of SU(4) under the map we
are considering must be the connected component of the identity matrix in
O(6). Thus R ∈ SO(6).
For the cases n = 2, 3, let us write the maps ρ(n,m)(z) = (ρ1(z), . . . , ρn+1(z))
in the following matrix form
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For the case n = 2:
ρℓ(z) = (z1, z2)Bℓ
(
z1
z2
)
z = (z1, z2),
ℓ = 1, 2, 3,
where the matrices Bℓ are defined as follows:
B1 = 1
2
(−1 0
0 1
)
, B2 = 1
2
(
ı 0
0 ı
)
, B3 = 1
2
(
0 1
1 0
)
.
For the case n = 3:
ρℓ(z) = (z1, z2)Cℓ
(
z3
z4
)
z = (z1, z2, z3, z4),
ℓ = 1, 2, 3, 4,
where the matrices Cℓ are defined as follows:
C1 =
(
1 0
0 1
)
, C2 =
(
ı 0
0 −ı
)
, C3 =
(
0 ı
ı 0
)
, C4 =
(
0 1
−1 0
)
.
In a similar way we did for the case n = 5 we need to prove, for the case
n = 2, that the matrix U tBℓU (for all U ∈ SU(2)) is in the vector space
generated by matrices Bℓ, ℓ = 1, 2, 3, which is not difficult to prove using the
parametrization of SU(2) indicated in Eq. (2.24). And for the case n = 3
we need to prove that the matrix V tCℓW (for all V,W ∈ SU(2)) is in the
vector space generated by matrices Cℓ, ℓ = 1, . . . , 4, which is a consequence
of Cℓ ∈ SU(2), ℓ = 1, . . . , 4.
The rest of the proof is similar to the case n = 5, therefore we will omit
it. 
Theorem 5.2. The star product ∗m defined on the algebra A(~)(n,m) is Fm-
invariant in the sense that(
f1 ◦ L(g)
) ∗m (f2 ◦ L(g)) = (f1 ∗m f2) ◦ L(g), g ∈ Fm, ∀f1, f2 ∈ A(~)(n,m),
where L(g) is given by the action of the group Fm = SU(2),SU(2)×SU(2),SU(4)
on C2,C4, C8 respectively, indicated in Eq. (5.1).
Proof. Given R˜ ∈ SO(n + 1), define the operator TR˜ : L2(Sn)→ L2(Sn) by
TR˜ψ(x) = ψ(R˜−1x). Let A be a bounded linear operator with domain in
L2(Sn), n = 2, 3, 5 and g ∈ Fm, m = 2, 4, 8 respectively. Let R ∈ SO(n+ 1)
be the orthogonal matrix mentioned in the hypothesis of Proposition 5.1
associated to g.
From the expression for the coherent states (see Eq. (2.14)) and Eq. (5.3)
we obtain
(5.7) Φ
(~)
ρ(n,m)(L(g)z)
= TRΦ(~)ρ(n,m)(z), ∀z ∈ C
m.
Then from Eqs. (3.1) and (5.7) we have
B
(~)
(n,m)(A) ◦ L(g)(z) = B
(~)
(n,m)(TR−1ATR)(z), ∀z ∈ Cm.(5.8)
ThusB
(~)
(n,m)(A)◦L(g) can be expressed as the Berezin symbol of the bounded
linear operator TR−1ATR and from Eqs. (3.4) and (5.7) its extended Berezin
symbol is
(5.9) B
(~)
(n,m)(TR−1ATR)(w, z) = B
(~)
(n,m)(A)(L(g)w,L(g)z).
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Moreover, from Eqs. (2.20), (5.7) and the unitarity of BSn
Q(~)m (u,L(g)z) =
〈
TRΦ
(~)
ρ(n,m)(z)
,Φ
(~)
ρ(n,m)(u)
〉
Sn
= Q(~)m (L(g
−1)u, z),(5.10)
where we have used that the orthogonal matrix associated to g−1 which
makes Eq. (5.3) holds is R−1.
Thus we conclude from Eqs. (4.1) and (5.10)
(f1 ∗m f2)(L(g)z) =
∫
Cm
f1(L(g)z,w)f2(w,L(g)z)
|Q(~)m (w,L(g)z)|2
Q
(~)
m (L(g)z,L(g)z)
dµ~m(w)
=
∫
Cm
f1 (L(g)z,L(g)u) f2 (L(g)u,L(g)z)
|Q(~)m (u, z)|2
Q
(~)
m (z, z)
dµ~m(u)
=
(
f1 ◦ L(g)
) ∗m (f2 ◦ L(g))(z)
where we have made the change of variables u = L(g−1)w, used the invari-
ance of the Gaussian measure dµ~m with respect to the action of L(g
−1) and
Eqs. (5.8) and (5.9). 
Appendix A. The coherent states are eigenfunctions of an
operator
In this appendix, we define operators on L2(Sn) for which the coherent
states are their eigenfunctions. Below we will consider differential operators
and we will not go into details about their domains we are considering since
they are not of main relevance for our work.
For α = ρ(n,m)(z), z ∈ Cm, let us first note that the coherent states Φ(~)α
can be written in terms of the functions exp(x ·α/~). Let
(A.1) M =
√
2
n− 1 ∆
1/4
Sn ,
defined by functional calculus, where ∆Sn denotes the self-adjoint and nor-
malized spherical Laplacian on the n-sphere with discrete spectrum given
by {(k + n−12 )2 | k = 0, 1, 2, . . .}. Since ∆
−1/4
Sn is a continuos operator and
(A.2) ∆Sn (x ·α)ℓ =
(
ℓ+
n− 1
2
)2
(x · α)ℓ , x ∈ Sn, ℓ = 0, 1, . . . ,
then M−1Φ
(~)
α (x) = exp(x ·α/~), and therefore
(A.3) Φ
(~)
α (x) =M exp(x ·α/~)
with exp(x ·α/~) regarded as a function on Sn.
Let Ek, k = 1, . . . , n+1 be the following operators with domain in L
2(Sn)
Ek =
n+1∑
j=1
−ıx˜j
[
−ı~L˜kj
]
+ x˜kN ,
where x˜j are regarded as multiplicative operators by the coordinates xj and
acting on L2(Sn),
N = ~
(√
∆Sn − n− 1
2
)
, and L˜kj =
(
yk
∂
∂yj
− yj ∂
∂yk
) ∣∣∣∣
Sn
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with yj, j = 1, . . . n + 1 denoting the cartesian coordinates for R
n+1 and
for a given operator A on L2(Rn+1) we denote by A|Sn the restriction of
the operator A to the n-sphere. Note that the Laplacian ∆Sn is equal to
L˜2 + (n−12 )
2 with L˜2 =
∑
k<j L˜
2
kj.
Let us consider the angular momentum operators
Lkj = yk
∂
∂yj
− yj ∂
∂yk
, k, j = 1, . . . , n+ 1
with domain in L2(Rn+1).
Introduce spherical coordinates (r,θ) = (r, θ1, . . . , θn) for R
n+1 and de-
note these with the equation y = T (r,θ), where r is the radial coordinate
r =
√
y21 + · · ·+ y2n+1.
From the chain rule we obtain that for a given smooth function f(y),
Lkjf(y) = Lkj(f ◦ T ◦ T−1)(y)
=
n∑
q=1
[
yk
∂θq
∂yj
− yj ∂θq
∂yk
]
∂f ◦ T
∂θq
(T−1(y)).
Therefore evaluating both sides of last equation at y = T (r,θ) and then at
r = 1 we obtain
(A.4) Lkjf(T (1,θ)) = L˜kjf(T (1,θ)).
Note that Eq. (A.4) in particular implies
(A.5) L˜kjexp(x · α/~) = 1
~
(xkαj − xjαk) exp(x · α/~).
On the other hand, from (A.2) and the continuity of the operator ∆
−1/2
Sn
we have
∆
−1/2
Sn
∞∑
k=0
1
k!
(
k +
n− 1
2
)(x · α
~
)k
= exp
(x ·α
~
)
,
which in turn implies
(A.6) Nexp
(x · α
~
)
= (x ·α)exp
(x ·α
~
)
.
Hence, from Eqs. (A.5) and (A.6)
(A.7) Ekexp
(x ·α
~
)
= αkexp
(x ·α
~
)
.
Let Ak, k = 1, . . . , n+ 1, be the operator
(A.8) Ak =MEkM
−1.
From Eqs. (A.3) and (A.7) we finally conclude that the coherent states Φ
(~)
α
are eigenfunctions of the operators Ak, k = 1, . . . , n+1, with eigenvalue αk.
Remark A.1. It is well known that L2(Sn) =
⊕Vℓ, where Vℓ, ℓ = 0, 1, . . . ,
is the space of spherical harmonics of degree ℓ defined as the vector space of
restrictions to the n-sphere of harmonic homogeneous polynomials of degree
ℓ defined initially on the ambient space Rn+1 (here by harmonic we mean a
function in the kernel of the usual Laplacian operator on Rn+1).
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We assert that the operators Ak maps Vℓ on Vℓ−1, ℓ > 0, and Akϕ = 0
for ϕ ∈ V0. Since the family of functions {(α ·x)ℓ | α ∈ Qn} ⊂ L2(Sn) is an
overcomplete set on Vℓ (see [7]) we just need to prove the assertion in the
functions (α · x)ℓ for α ∈ Qn. From Eqs. (A.1), (A.2) and (A.4)
Ak(α · x)ℓ =MEk
(
2
n− 1ℓ+ 1
)− 1
2
(α · x)ℓ
= ~ℓ
(
2ℓ+ n− 1
n− 1
)− 1
2
Mαk(α · x)ℓ−1
= ~ℓ
(
2(ℓ− 1) + n− 1
2ℓ+ n− 1
) 1
2
αk(α · x)ℓ−1.
Thus the operators Ak, k = 1, . . . , n+ 1, can be regarded as annihilation
operators.
Appendix B. Necessary results: Stationary phase method and
partitioned matrix
In this appendix, we mention two known results needed to prove Theorem
4.3. We start with the stationary phase method which, for our purpose, we
apply in the following way (see Theorem 7.7.5 of Ref. [6] for details):
Theorem B.1 (Stationary Phase Method). Let p and β be two smooth
complex valued functions defined on Rd with d any positive integer. Assume
that β has compact support, ℑ(p) ≥ 0, p has a critical point at x0 and
p′(x) 6= 0 for x 6= x0 (where p′ denotes the gradient of p). Moreover, assume
that ℑ(p(x0)) = 0 and det(p′′(x0)) 6= 0 (where p′′(x0) denotes the Hessian
matrix of p evaluated at the critical point x0). Then
(B.1)∫
eıp(x)/~β(x)dx = eıp(x0)/~
[
det
(
p′′(x0)
2πı~
)]− 1
2
[∑
ℓ<k
~ℓMℓβ(x0) + O(~
k)
]
where dx denotes the Lebesgue measure on Rd and
Mℓβ(x0) =
3ℓ∑
s=ℓ
ı−ℓ2−s
s!(s− ℓ)!
[(−(p′′(x0))−1) Dˆ · Dˆ]s β(px0)s−ℓ
∣∣∣∣∣
x=x0
,
with (p′′(x0))
−1 the inverse of the matrix p′′(x0), Dˆ the column vector of
size d whose j entry is ∂/∂xj , and
px0(x) = p(x)− p(x0)−
1
2
p′′(x0)(x− x0) · (x− x0).
The second result we mentioned is used in Theorem 4.3 to avoid laborious
calculations by obtaining both the determinant and the inverse matrix of a
partitioned matrix.
Lemma B.2. Let A,B, C,D be matrices of ℓ×ℓ, ℓ×s, s×ℓ, s×s respectively,
and A invertible. Then
det
(A B
C D
)
= det(A) det(D − CA−1B).(B.2)
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Furthermore, if we assume that D is nonsingular, BtB = 0 and A = Iℓ where
Iℓ denotes the identity matrix of size ℓ. Then,(A B
Bt D
)−1
=
(
Iℓ + BD−1Bt −BD−1
−D−1Bt D−1
)−1
.(B.3)
Proof. The first part of this Lemma (Eq. (B.2)) is a direct consequence from
proposition 2.8.3 of Ref. [4]. To prove the second part of this Lemma (Eq.
B.3), we used the following analytical inversion formula for a partitioned
matrix, provided that H = A − BD−1Bt is nonsingular (see proposition
2.8.7 of Ref. [4])(A B
Bt D
)−1
=
( H−1 −H−1BD−1
−D−1BtH−1 D−1 +D−1BtH−1BD−1
)
,
and the fact that (Iℓ − BD−1Bt)−1 = Iℓ + BD−1Bt. 
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