Abstract. Artificial boundary conditions are devised for small incompletely parabolic perturbations of hyperbolic systems, which are local, consistent with the hyperbolic equation, well posed, and produce weak boundary layers. The general strategy is applied to the Navier-Stokes system.
Although the mathematical analysis of these nonlinear equations is not entirely satisfactory, and due to the increasing complexity of the physical problems involved, the Navier-Stokes model is more and more widely used in today's computational fluid dynamics.
In many problems of interest, the computational domain is infinite, so that an important task is the design and analysis of reliable numerical boundary conditions. Very often the Euler equations have replaced the Navier-Stokes system in computations (i.e., assuming the viscosity and heat conductivity coefficients negligible). In that case stable boundary conditions are provided by prescribing the entering characteristic quantities (see, for instance, [OS] ). For better accuracy strategies were described in [EM1] , [EM2] , and [BT1] , [BT2] , [BT3] , which led to higher-order differential operators on the boundary.
For the Navier-Stokes system, it is well known that more boundary conditions are needed to ensure the well posedness. Considering the Navier-Stokes equation as a perturbation of the Euler system, it has been suggested that extra boundary conditions (in general, it is supposed to be constant). The derivation and analysis can then be carried out for the linear equation. In [GS] boundary conditions were built by adding conditions on the normal derivatives to the "hyperbolic" boundary conditions to produce dissipation. In [RS1 and [RS2] "hyperbolic" boundary conditions were tested for a flow over a fiat plate to force the convergence to the steady state. More recently in [ABL] Abarbanel, Bayliss, and Lustman worked directly on the Navier-Stokes equation for the flow past an airplane. They decoupled the domain into the boundary layer region and the hyperbolic region, and in the former region used a modal expansion and an approximation of the solution. This approximation is made in the regime of long wavelength.
We develop here a general strategy for the derivation of artificial boundary conditions for incompletely parabolic perturbations of hyperbolic systems. Because of the remark above we shall consider linear systems with constant coefficients. Using the Fourier transform as an essential tool, we shall write artificial boundary conditions for a half-space in such a way that the well posedness and the convergence to the hyperbolic equation are ensured by the well posedness of a reduced hyperbolic problem.
The strategy has been introduced in [HI and [HS] for incompressible flows and consists of expanding the modes in terms of the small parameter u. For the analysis of these boundary conditions we shall rely on the results by Strikwerda in IS] on the well posedness of incompletely parabolic systems, and by Michelson in [M] on the boundary layer expansion and convergence to the "inviscid" equation. This strategy theoretically allows for a convergence up to any accuracy, but the well posedness is not guaranteed (note that in the hyperbolic case, no well-posedness proof is available for general artificial boundary condition; see [EM1] ).
Consider an incomplete singular perturbation of a hyperbolic system, i.e., OXj OX k where the n x n matrices p(jk) are assumed of the form
with rank (k=r, (k is nonsingular, and p(k= p(k. The matrices A ( are partitioned in the same way: In 1 we shall recall the modal analysis for the Cauchy problem. Most results in this section are known (see, for instance, [YS] for Navier-Stokes, [S] for the general case), but we need to set our notation clearly.
In 2 we derive the local and nonlocal boundary conditions for a half-space. The transparent boundary condition is first written in terms of generalized eigenvalues and eigenfunctions for the system. It is then approximated with respect to the small parameter , we shall call viscosity for obvious reasons. This yields boundary conditions that are differential of first order in the normal direction, but still integral in time and the tangential derivatives (like the transparent boundary condition for the pure hyperbolic problem). Those boundary conditions are, in turn, approximated by differential operators which are of order zero in time and one in the tangential direction, using the strategy in [EM1] .
In 3, necessary and sufficient conditions for the well posedness of the corresponding initial boundary value problem are set. The same conditions ensure the convergence to the unperturbed hyperbolic problem, with an error estimate. These results are a direct application of the general analysis in [M] .
In 4 the construction above is carried out explicitly for the two-dimensional compressible Navier-Stokes system.
Finally in 5, we indicate how to produce more accurate boundary conditions. For the sake of clarity, explicit calculations are made in the special case of the two-dimensional linearized shallow water equation. Nevertheless, the construction carries over to any incompletely parabolic system provided the diagonalizability assumption (0.6) is fulfilled.
1. The Cauchy problem. 1.1. Normal modes for the Cauchy problem. The following analysis can be partly found in [S] , but we include it here in order to set our notation and to study more particularly the eigenmodes as functions of the parameter ,.
The normal modes are the solutions of (0.1) with F--- 
('j does not actually depend on s and r/ if j _-> m + 1) and (1.14)
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and we can write but we prefer to use the form (1.18), which seems more fitted to the multidimensional case.
2. Derivation of the artificial boundary conditions. We shall use the transmission conditions we wrote above to derive the transparent boundary condition. Let F and w be compactly supported in -; consider the Cauchy problem:
It is equivalent to the transmission problem We shall see in the next section how this boundary condition leads to a well-posed problem in the left half-space -, whose solution converges as , tends to zero toward the restriction to fl-of the solution of the full hyperbolic problem in R". The latter will be done using a boundary layer expansion and the criterion in [M] . Before carrying over the analysis we shall write local boundary conditions. In order to make the mechanisms clear, and since we shall need it later, we shall first recall the derivation of transparent and approximate boundary conditions for the hyperbolic problem.
2.3. Absorbing boundary conditions for the hyperbolic problem. Here we will follow the lines drawn in [EM1] . We keep the notation and assumptions set in the first section. .12) propagates in the (xl > 0)-direction (respectively, xl < 0).
The transparent boundary condition at x 0 for the half-space ll-expresses that no wave can propagate from the boundary toward the interior of fU, i.e., (2.14) m + 1,. , n, hi O.
Let us define T as the matrix of the eigenvectors" (2.15) T0(s n)= II(s, r/). By (2.15), (2.14) can be rewritten as (2.16)
This is the transparent boundary condition at xl 0 for the half-space ll-, i.e., the equivalent of (2.7) for u=0. We shall see in the next section that (2.7) (or (2.10)) actually reduces to (2.16) when v tends to zero, so that the solution of (0.1) coupled with (2.7) (or (2.10)) tends to the solution of (2.11) with the boundary condition (2.16). This boundary condition is nonlocal in time and space. Following [EM1] , we shall make an approximation with respect to the angle of incidence of the wave on the boundary. This is easily achieved by letting r/=0 in (2.13), so that ak is nothing but S/Ak where /k is an eigenvalue of A (1) For (2.7) and (2.16), we shall see that it converges to (2.17) when u tends to zero, so that the solution of (0.1) coupled with (2.20) tends to the solution of (2.11) coupled with the first absorbing boundary condition (2.17).
We shall discuss in 5 further approximations to these boundary conditions, with respect to either parameters u or the angle of incidence on the boundary. These boundary conditions will involve higher derivatives in time and the tangential variables.
3. Analysis of the approximate boundary conditions. We shall use here the analysis by Michelson [M] of the well posedness and boundary layer for initial boundary value problems related to parabolic perturbations of hyperbolic equations.
3.1. Well posedness of the boundary value problems. As already pointed out by Strikwerda IS] , the well posedness of the initial boundary value problem for (0.1) is equivalent to the well posedness of the purely parabolic problem for P and purely hyperbolic problem for A, provided the boundary conditions satisfy certain decoupling conditions, which are automatically satisfied for boundary conditions of the form (2.7). Proof The first asseion is a mere consequence of the result by Strikwerda in IS].
As for the second a priori estimate, it follows directly from the general theory on parabolic peurbations for hyperbolic systems by Michelson in [M] . [M] that under the same hypothesis as in Theorem 3.1, the expansion (3.6) was actually valid. We shall apply this result to our paicular case. THEOREM 3.2. Let w(x, t, ) be the solution of (0.1), (2.10) ( (2) Boundary condition (2.16) is actually the transparent boundary condition for the hyperbolic problem, so that the solution of (0.1), (2.10) converges to the solution of the Cauchy problem for (2.1).
Proofof eorem 3.2. According to Michelson [M] , the following estimate holds: We reintroduced here the density p for the sake of consistency. These boundary conditions are stable in the sense of Kreiss (see [EM1] ).
4.2. The Navier-Stokes system. Here the number of boundary conditions is n-p, where p is the number of negative eigenvalues of ). fil) reduces to -u, so that we must distinguish only between the inflow and the outflow cases" Inflow boundary: u < 0. We must determine the other part of the family (J), i.e., the 0j and (R) solutions
The cubic equation for 0 has an immediate root we shall call 0 3 (4.9) 03=ul. to pseudodifferential operators of order 1 on the boundary, which are, of course, far from being local. We thus shall in turn approximate these modes with the techniques described in [EM] . The first realistic approximation is similar to (2.17): we shall set 7 0, and approximate the quantities in (2.7) to first order in v.
We shall restrict ourselves here to the particular case of the viscous linearized shallow-water system, though the procedure carries over without modification to more general systems, provided they possess a symmetrizer. This property ensures that the eigenvalues :i for the system have an expansion (s, *1, v) (s, q)+ vx(s, q)+ O(v2), In the supersonic case, the calculations are much easier. Unfortunately, the decoupling conditions prescribed in [M] 
