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1 Introduzione 
 
Una delle maggiori cause dell’estinzione di molte specie animali è, attualmente, l'alterazione, la 
perdita e la frammentazione dei loro habitat, principalmente ad opera dell’uomo.  
Nel corso dei secoli la crescita demografica, lo sviluppo industriale e tecnologico hanno prodotto 
profondi cambiamenti del territorio. Ad esempio, l’aumento demografico che ha caratterizzato 
l’ultimo secolo, ha prodotto un notevole sfruttamento del suolo atto ad aumentare le superfici 
utilizzate per l’agricoltura e l’allevamento.  
La perdita di habitat e la conseguente estinzione di diverse specie si traducono in una perdita di 
biodiversità, in altre parole di ricchezza in specie, a livello ecosistemico. Questo fenomeno, da un 
lato determina una diminuzione della capacità da parte degli ecosistemi di rispondere ad eventi di 
disturbo di varia natura (perdita di stabilità), dall’altro diminuisce la capacità degli ecosistemi di 
“fornire” servizi essenziali per l’uomo quali il riciclo dei nutrienti, l’assorbimento dell’energia 
solare, la gestione dei cicli idrogeologici.  
In quest'ottica, lo studio dei fattori che determinano e influenzano la persistenza di popolazioni, o 
meglio sottopopolazioni, che vivono in habitat frammentati, e sono quindi potenzialmente soggette 
ad estinzione, diventa di primaria importanza. 
Con il termine habitat frammentato intendiamo un ambiente parcellizzato in sottoaree tra loro 
parzialmente connesse o totalmente isolate, che risulta distribuito sul territorio a “macchia di 
leopardo ”. 
La frammentazione è dovuta sia alla perdita di habitat originari sia alla costruzione di barriere (quali 
strade, linee elettriche, canali artificiali e impianti sciistici), in entrambi i casi viene impedito il 
libero movimento delle popolazioni, con un’influenza diretta, ad esempio, sulle possibilità 
d’incontro e riproduzione e, in definitiva, sul rischio d’estinzione. 
 
In habitat frammentati, aree (dette patches), favorevoli si alternano ad altre meno favorevoli e/o 
ostili. Di conseguenza gli animali, in cerca di cibo e di condizioni favorevoli alla riproduzione, sono 
spesso costretti a muoversi lungo strette fasce d’ambiente che assicurano le condizioni minimali a 
garantire lo spostamento: queste aree di passaggio preferenziale e/o obbligato sono chiamate 
corridoi ecologici (Figura 1). 
 
 
Figura 1-Corridoio biologico presso Birchiwald/Berna (immagine: Martin Frick, TBA[a]) 
 
 
 
Essi giocano un ruolo fondamentale nel mantenere il grado di connettività tra le diverse 
sottopopolazioni che occupano patches abitabili.  
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Come detto in precedenza, in condizioni naturali molte specie sono strutturate in complessi di 
gruppi d’individui isolati spesso poco numerosi, che fanno parte di quella che è definita una 
“metapopolazione” (popolazione di popolazioni, [14]); ovvero un insieme di differenti 
sottopopolazioni (di una stessa specie) separate da patches d’ambienti non favorevoli. 
 
La capacità di movimento è un elemento fondamentale per la sopravvivenza di una 
metapopolazione, in quanto consente agli individui che la compongono di colonizzare patches 
vuoti, garantendo, in questo modo, la persistenza della popolazione nel suo insieme anche in seguito 
all’estinzione d’alcune popolazioni locali.   
 
Per esempio, la farfalla Euphydrya edita (Figura 2) si estingue ogni anno in alcuni patches, ma 
colonizza contemporaneamente altri patches, compensando in questo modo le estinzioni locali e 
mantenendo così una densità di (meta)popolazione pressoché costante. In questo modo le 
metapopolazioni, nel loro complesso, non si estinguono. 
 
 
Figura 2 - Euphydrya edita ([b]). 
 
Altri fattori determinanti per la persistenza delle specie che vivono in un mosaico ambientale, sono 
la dispersione, ossia il processo attraverso il quale una popolazione migra per colonizzare nuovi 
patches, la connettività, i.e. in che maniera i patches sono collegati fra loro: la crescente 
connettività tra patches garantisce, per esempio, un minor rischio d’estinzione locale di una specie, 
e la frammentazione, che invece ha l’effetto opposto della connettività.  
 
Una ragionevole previsione del destino delle popolazioni frammentate nel tempo può essere fornita 
dai modelli di dispersione e frammentazione.  
La base teorica per lo studio delle metapopolazioni è fornita dalla “Biogeografia delle Isole” ([23]). 
Questa teoria stabilisce le condizioni per il raggiungimento ed il mantenimento di un numero di 
specie in equilibrio sulle isole e in ambienti frammentati ed impiega modelli matematici per stimare 
tasso di crescita intrinseco e di dispersione. Da essa deriva, inoltre, che una popolazione isolata è 
destinata all’estinzione, perché ogni patch ospita un numero finito d’individui soggetti ad eventi 
casuali. Nelle popolazioni a rischio (di piccole dimensioni) questo numero non può essere un 
numero reale, ma deve essere un intero (un numero discreto). 
  
Di recente lo studio delle metapopolazioni è stato affrontato mediante tre tipi di modelli: 
1) modelli Markoviani, che sono discreti e stocastici;  
2) modelli compatti, che invece sono continui e sono sistemi d’equazioni differenziali ordinarie;  
3) automi cellulari, ossia sistemi complessi formati da un numero finito d’unità che interagiscono 
tra loro, simulando in maniera spazialmente esplicita i vari spostamenti da un patch all’altro. A 
differenza dei precedenti, che sono spazialmente impliciti, lo spazio, in questo tipo di modello è 
espresso esplicitamente e questo implica la necessità di conoscere dettagliatamente le caratteristiche 
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e la demografia di una specie ed un’enorme quantità di dati, come la distribuzione spaziale e 
temporale d’abbondanze locali(si vedano per esempio [30] e [18]). 
 
Quando ci si avvicina allo studio della dinamica delle metapopolazione e quindi ad una 
schematizzazione del reale problema biologico, bisogna decidere come descrivere la struttura 
spaziale dell’habitat e le caratteristiche demografiche locali e come modellizzare il moto degli 
individui che abbandonano il patch d’origine (dispersi). 
Come già anticipato, è possibile descrivere lo spazio sia implicitamente sia esplicitamente. Nel 
primo caso si considera l’ambiente come un insieme finito di patches identici ed equidistanti ([22]), 
nel secondo come un paesaggio caratterizzato da un numero finito di habitat favorevoli ognuno dei 
quali è caratterizzato da un’area specifica ed una posizione geografica (modelli spazialmente 
realistici). 
Per la demografia locale si può considerare solo la presenza o l’assenza di una specie in ogni patch, 
oppure esplicitare le abbondanze locali con una variabile continua ([15]), anche se è più appropriato 
che sia un numero discreto, poiché ogni patch può contenere un piccolo numero d’individui (scelta 
tipica dei modelli individual-based, [8]). In alternativa si può assumere che la crescita demografica 
sia logistica. 
Infine per quanto riguarda il moto dei dispersi, negli approcci spazialmente impliciti di solito si 
assume che essi si raggruppino in una pioggia globale di propaguli (con propagulo in genere 
s’indicano gli individui o le parti di una pianta, usati allo scopo di propagare la specie), ciò significa 
che i patches sono egualmente raggiungibili da ogni propagulo proveniente da una qualunque 
posizione. Mentre, nei modelli spazialmente espliciti si considera un processo di diffusione a corto 
raggio a partire da un nucleo di dispersione ([9]). 
 
Inizialmente in questa tesi saranno presentati, come introduzione al lavoro di ricerca vero e proprio, 
un modello Markoviano ed un modello compatto ([4] e [5]), da esso derivato, per lo studio 
dell’evoluzione di una sola metapopolazione in un ambiente frammentato. 
Di seguito, nella prima parte del lavoro, sarà proposta la verifica analitica dei grafici ricavati tramite 
simulazioni in Locbif del modello compatto. Nessun nuovo risultato è stato prodotto, ma l’analisi 
fatta conferma le conclusioni ottenute tramite le simulazioni. 
Infine, nella seconda parte del lavoro, si disquisirà sulla costruzione e lo studio di un nuovo modello 
a partire da quello compatto, tale modello è un ampliamento del precedente che consente di studiare 
l’evoluzione di due metapopolazioni che risiedono in due penisole.  
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2 Modello Markoviano 
 
Come anticipato, cominciamo descrivendo il modello Markoviano dovuto a Casagrandi-Gatto ([4]) 
per lo studio di una metapopolazione. 
2.1 Il Modello 
 
Consideriamo un habitat frammentato in cui nel tempo non ci sia ulteriore perdita di habitat. 
Un territorio frammentato è, per certi aspetti, simile a un arcipelago: i patches adatti ad una certa 
specie sono simili a isole e l'ambiente circostante, meno ospitale, è simile all'Oceano. 
 
Il modello di partenza è spazialmente implicito, i.e. si suppone che il territorio sia diviso in numero 
elevato (teoricamente infinito) di patches tutti uguali (Figura 3). 
 
 
 
 
 
 
 
 
 
 
 
Figura 3 - Territorio Frammentato. 
In rosso sono evidenziati i patch ostili in verde quelli abitabili. 
 
Indichiamo con i  il numero (discreto) d’individui presenti in un singolo patch. 
L’estinzione è, allora, univocamente caratterizzata da 0=i , in questo modo si evita l’inserimento di 
una soglia artificiale sotto la quale le popolazioni locali dovrebbero considerarsi estinte ([12]). 
 
Considerando un numero finito di patches identici, si può mostrare che se questo numero è 
abbastanza grande, si possono scegliere le probabilità { ( )tpi } che un patch contenga i  individui al 
tempo t , come variabili di stato del sistema ([6] e [7]). 
Questo è l’approccio tipico dei processi di nascita–morte, ma è anche usato nell’ecologia dei 
parassiti ([2]), infatti, ogni ospite può essere visto come patch contenente un certo numero di 
parassiti. 
 
Siano iν , iµ e iD  rispettivamente i tassi di natalità, mortalità e dispersione pro capite in un patch 
contenente i  individui ( )...3,2,1=i , dove dti ⋅ν , dti ⋅µ , dtDi ⋅  rappresentano rispettivamente le 
probabilità che uno dei i  individui produca un nuovo individuo, muoia e si disperda, nell’intervallo 
di tempo dt . Il numero medio di dispersi per patch è allora: 
 
( ) ( )tpiDtS i
i
ip ∑
∞
=
⋅⋅=
1
. 
 
(2.1.1) 
 
Riguardo alla modellizzazione dei dispersi, si assume che i dispersi provenienti da tutti i patches si 
raggruppino in una riserva di dispersi,“Common Pool”, ([26]) per poi dirigersi verso i patches 
come una pioggia di propaguli (Figura 4), si ricorda che in questo tipo di modellizzazione si 
suppone che i patches siano identici ed ugualmente raggiungibili.  
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Figura 4 - Common Pool 
Le frecce gialle simboleggiano i dispersi che migrano verso la common 
pool, le rosa la pioggia di propaguli. 
Si osservi che i dispersi possono partire solo dalle aree abitate(in verde, 
mentre possono arrivare anche in quelle ostili (in rosso) trovando la 
morte. 
 
La dinamica dei dispersi per patch che vivono nella Common Pool può essere descritta da: 
 
( ) ( ) ( ) ( )tStRtR
dt
dR
tR p+−−== εχ&  
 
dove χ  e ε sono rispettivamente il tasso di mortalità nella Common Pool e quello di migrazione 
dalla stessa. 
 
Se il tempo medio speso nella common pool è breve in confronto all’ampiezza della vita di un 
individuo ([20]), si può assumere che la variabile R(t) sia praticamente all’equilibrio, i.e. ( ) 0=tR& , 
per ogni t.  
Quindi: 
 
( ) ( )
εχ +
=
tS
tR p . 
 
Giacché non tutti gli individui che migrano dalla Common Pool riescono ad arrivare in un patch 
favorevole, il numero medio F(t) di colonizzatori, che hanno successo, per patch è dato da: 
 
( ) ( )tSktF pεχ
ε
+
=  
 
(2.1.2) 
 
dove k<1 rappresenta la probabilità che un individuo arrivi in un patch abitabile e quindi dipende 
anche dall’habitat, mentre 
εχ
ε
+
 è la probabilità di sopravvivenza nella common pool e dipende 
principalmente dalle caratteristiche della specie. 
 
Per alleggerire la notazione si può porre:  
 
ka =
εχ
ε
+
  
 
(2.1.3) 
 
e quindi  
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( )tF ( )taS p= .  (2.1.4) 
 
Si osservi che ( )tF  è un tasso di rientro, cioè un numero/unità tempo. 
 
Usando le assunzioni Poisson-like, ossia non più di un evento nascita, morte o dispersone in un 
intervallo di tempo molto piccolo, si possono scrivere le equazioni per ognuna delle ( )tpi  al variare 
di i=0,1,2,…. 
 
Considerando che l’incremento [decremento] di un individuo in un patch occupato può essere 
causato da un evento nascita [morte] od un arrivo [partenza], e che eventi nascita, morte e partenza 
sono impossibili in un patch vuoto, si ottiene: 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( )
( ) ( )[ ] ( )
+





≥∀⋅+⋅++
⋅+⋅++−⋅+−⋅=
++−=
+++
−−
11
1
111
11
11100
itpiD
tptaSiDtptaSitp
tpDtptaStp
iii
ipiiiipii
p
µ
µνν
µ
&
&
 
 
 
(2.1.5) 
 
dove: 
 
( ) ( )tptaS p 0  probabilità che almeno un individuo raggiunga un patch vuoto, 
( ) ( )tpD 111 +µ  probabilità che l’unico individuo che abita il patch muoia o si 
disperda; 
( )[ ] ( )tptaSi ipi 11 )(1 −− ⋅+−⋅ν  probabilità che in un patch con i-1 individui nasca o arrivi un 
individuo, 
( )[ ] ( )tptaSiD ipiii ⋅+⋅++ )(µν  probabilità che in un patch con i individui nasca,muoia o parta un 
individuo, 
( ) ( )[ ] ( )tpiD iii 111 1 +++ ⋅+⋅+µ  probabilità che in un patch con i+1 individui muoia o parta un 
individuo. 
 
Le equazioni (2.1.5) determinano un processo di Markov, uno strumento matematico spesso usato 
in ecologia, per esempio per il modello interazione ospite-parassita ([2]) e per le dinamiche 
vegetative ([29]). 
 
Il sistema completo è non lineare (infatti ( )tS p  dipende da tutte le variabili eccetto ( )tp0  ) e non 
standard nel contesto dei processi di Markov, a causa del modo in cui viene tenuto conto della 
dispersione e della colonizzazione. 
 
Poiché il sistema è non lineare e d’elevata dimensione la popolazione può persistere in due modi: 
 
 raggiungendo una distribuzione stazionaria 
 esibendo una dinamica ciclica o caotica. 
 
Benché non vi sia nella letteratura un'analisi esaustiva del modello, il secondo caso è ritenuto poco 
probabile e non è stato riscontrato in simulazioni del sistema. Gli sforzi sono invece stati concentrati 
sulla caratterizzazione degli eventuali equilibri del sistema. 
 
Si osservi, che eccetto che nel caso poco realistico di demografia maltusiana([27]), qualsiasi sia la 
scelta della demografia, il valore della dispersione è cruciale per la persistenza della 
metapopolazione. Se, infatti, la specie è incapace di muoversi tra i patches, 0=iD , allora il 
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secondo membro della prima equazione del sistema è sempre positivo e questo implica che 
l’estinzione è sicura ([17]). 
Di conseguenza, affinché la metapopolazione sopravviva il tasso di dispersione, deve essere 
positivo, 0>iD , almeno per qualche stato i. 
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2.2 Le Distribuzioni Stazionarie 
 
Si vede subito che il vettore colonna: 
 
[ ]Textp ...0...00001=  (2.2.1) 
 
(la T  indica la matrice trasposta) è sempre un equilibrio del modello (2.1.5). 
 
Infatti se 10 ≥∀= ipi  il secondo membro di tutte le equazioni, tranne la prima, va a zero. 
D’altronde il numero di dispersi per patch espresso dalla (2.1.1) è nullo e quindi come ci si aspetta 
la popolazione si estingue. 
Tale equilibrio rappresenta, dunque, l’estinzione globale della metapopolazione. 
 
Analizziamo gli equilibri non triviali. 
In equilibrio, il processo si può rappresentare con il seguente grafo delle intensità di transizione, 
tipico delle catene di Markov in tempo continuo: 
 
 
 
Gli stati della catena rappresentano il numero d’individui per patch, mentre: 
  
pii Sai +⋅=νλ       
( ) iDiii ⋅+= µη  
 
(2.2.2) 
 
sono le intensità di probabilità con cui si va un passo avanti o indietro sul grafo. 
 
Ad esempio, partendo dallo stato 1, quindi in un patch in cui c’è un solo individuo, si può passare 
allo stato 2 tramite un evento nascita o arrivo, oppure allo stato 0 con un evento morte o dispersione 
(Poisson-like assumption). 
 
Utilizzando le assunzioni (2.2.2), il sistema (2.1.5) in posizione d’equilibrio, si può riscrivere nella 
forma: 
 
( )

≥∀=⋅+⋅+−⋅
=⋅+⋅−
++−− 10
0
1111
1100
ippp
pp
iiiiiii ηηλλ
ηλ
. 
 
 
 
Si noti che il termine d’immigrazione definito dalla (2.1.1) rimane una funzione delle soluzioni del 
sistema stazionario: 
 
( )tS p i
i
i piD∑
∞
=
⋅⋅=
1
pS=  
 
 
1−nλ  3λ  2λ  1λ  0λ  
1η  2η  3η  4η  nη  
…0 3 2 1 
nλ  
1+nη  
n n-1 
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ma per l'analisi seguente viene considerato, in un primo momento, come una costante positiva 
indipendente dal sistema. 
 
Con dei semplici calcoli otteniamo, poi: 
 
0
1
0
1 pp η
λ
=  
0
21
10
2 pp ηη
λλ
=  
…  
0
21
110
..
..
pp
n
n
n ηηη
λλλ
−
=  
 
… 
con 1
0
=∑
∞
=i
ip . 
 
 
 
 
 
 
(2.2.3) 
 
 
 
 
 
 
 
 
Consideriamo la seguente distribuzione: 
 
[ ] 0210 ...... pp Tjpers ⋅= pipipipi  (2.2.4) 
 
definita tramite le relazioni: 
 
10 =pi  
1,
..
..
21
110 ≥= − j
j
j
j ηηη
λλλ
pi . 
 
Si può provare che la distribuzione (2.2.4) è un equilibrio del modello (2.1.5)([17]). 
Tale distribuzione rappresenta, quindi, la distribuzione d’equilibrio, ma dipende da due parametri 
pS e 0p . 
La frazione di patch vuoti 0p  è determinata dalla condizione 1
0
=∑
∞
=i
ip , perciò si ricava da: 
 
∑
∞
=
=
0
0
1
i
i
p
pi
 
 
Si osservi che se 00 =p  si annullano tutte le probabilità descritte da (2.2.3). Questa soluzione 
rappresenta "l'esplosione" del processo o, più formalmente, l'allocazione di tutta la probabilità allo 
stato "infinito". Assumiamo, perciò, che ∑
∞
=0i
ipi  converga ad un valore finito e non nullo. 
La media dei dispersi sarà data da: 
 
j
j
jp pjDS ∑
∞
=
⋅⋅=
1
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dove  
 
0pp jj ⋅= pi . 
 
Poniamo: 
 
( )111
1
D
z
+
=
µ
 
( )∏
−
=
≥
+
+
+
=
1
1
2,
!
1 j
k kk
pk
jj
j jD
Sak
Djz µ
ν
µ
. 
 
Possiamo, allora, scrivere: 
 
jj zSa ⋅=pi   
∑
∑
∞
=
∞
=
⋅⋅
=
0
1
i
i
j
j
j
p
jD
S
pi
pi
 
 
da cui si ricava: 
 ( )ppp SfSS =  (2.2.5) 
 
dove: 
 
( )
∑
∑
∞
=
∞
=
+
⋅⋅⋅
=
1
1
1
j
jp
j
j
j
p
zSa
zjDa
Sf . 
 
Naturalmente 0=pS  è sempre una soluzione dell’equazione (2.2.5) e corrisponde all’equilibrio 
banale [ ]Textp ...0...00001= . 
 
Equilibri non banali si possono avere per i valori positivi di pS  che soddisfano l’equazione: 
 ( ) 1=pSf . (2.2.6) 
 
Casagrandi e Gatto ([4]) osservano che la persistenza della metapopolazione è garantita se c’è 
almeno una soluzione positiva dell’equazione (2.2.6) e che ciò avviene se : 
 
( ) ( ) 10 1 >⋅+= ∑
∞
=j
j
jj
j
D
D
af ρ
µ
 
 
con  
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11 =ρ  
( )11
1
2 D+
=
µ
νρ  
( ) ( ) 3,...
...
1111
121 ≥
++
⋅⋅⋅
=
−−
− j
DD jj
j
j µµ
νννρ . 
 
Hanno poi osservato che ( )0f  coincide con 0E , il numero atteso di emigranti che hanno successo e 
che partono da un patch, che inizialmente ha un solo individuo e nel quale l’immigrazione è esclusa.  
 
Di conseguenza, affinché la metapopolazione persista deve valere la seguente la relazione: 
 
( ) 100 >= fE . (2.2.7) 
 
La (2.2.7) è un criterio equivalente a quello proposto da Chesson ([7]). 
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2.3 Simulazioni in Locbif 
 
Il modello Markoviano è stato studiato da Casagrandi e Gatto ([4]) anche tramite simulazioni al 
computer, utilizzando il Locbif (LOCal BIFurcation Analyzer [19]) un software per l’analisi dei 
punti di biforcazione dei sistemi d’equazioni differenziali ordinari che dipendono da uno o più 
parametri (fino a 10). Il Locbif si basa su una procedura continuativa che rileva le curve di 
biforcazione locali (fino a codimensione 3) del sistema dinamico in esame, le proiezioni di queste 
curve nel piano dei parametri determinano le frontiere d’esistenza e stabilità degli equilibri. 
 
 Per effettuare le simulazioni in Locbif si è supposto che: 
 
 il tasso di dispersione sia indipendente dalla densità e costante DDi = . Recenti studi ([24]) 
hanno dimostrato che tale assunzione è realistica per alcune specie di carabidi, una famiglia 
di coleotteri, come i Pterostichus Niger (Figura 5). 
 
 la crescita sia logistica, con la seguente parametrizzazione: 
 






−=−
K
i
rii 1µν    
 
(2.3.1) 
 
con 
 
iii ⋅+=+ γβµν   
 
dove r e K  sono rispettivamente il tasso di crescita intrinseco e la capacità portante, in 
effetti, ogni patch può ospitare un numero limitato di individui(si osservi che K  è intero 
perché stiamo considerando individui discreti e piccole abbondanze locali), 
inoltre 0,, >βKr  e R∈γ . 
Inoltre sono state aggiunte le seguenti restrizioni: 
 
( )












⋅





−−+⋅= 0,
2
1
max i
K
r
ri γβν  
( ) 





⋅





++−= i
K
r
ri γβµ 2
1
 
K
r
K
r
<<− γ  e r>β  
 
 
 
(2.3.2) 
  
onde evitare che i tassi di natalità e mortalità diventino negativi. 
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Figura 5 - Pterostichus Niger [c] 
 
Tramite il confronto tra simulazioni e dati acquisiti sul campo si conclude che il modello simula 
abbastanza bene la realtà. Inoltre poiché il tasso di dispersione è una misura della frequenza dei 
dispersi, possiamo utilizzare i rapporti: 
 
ii
D
dti
dtiD
νν
=
⋅⋅
⋅⋅
 
  
oppure 
  
i
D
µ
 
 
come valutazione della frequenza o infrequenza dei dispersi, con una opportuna scelta dello stato i   
di paragone. 
I due rapporti, infatti, rappresentano, rispettivamente, il confronto tra le probabilità di eventi 
dispersione nell’unità di tempo con la probabilità di nascita o di morte nello stesso tempo. 
In maniera analoga si può considerare il rapporto: 
  
( )ii
D
µν −
 
  
ossia il rapporto con la probabilità di crescita della popolazione. 
 
Per basse densità (i.e. valori piccoli di i ) è naturale utilizzare rD / , dove r  è il tasso di crescita 
intrinseco. 
 
Si può dunque definire un organismo frequent disperser se rD > , i.e. le variazioni nelle 
abbondanze locali sono influenzate principalmente dalla dispersione piuttosto che dalla demografia, 
e di contro infrequent disperser se rD < . 
 
Con queste assunzioni dalle simulazioni al computer si ricavano i limiti di persistenza-estinzione 
( 10 =E ) nello spazio dei parametri di base della metapopolazione (Figura 6). 
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Figura 6 - Limiti di Persistenza-Estinzione della 
Metapopolazione. 
Limiti di persistenza-estinzione nello spazio dei 
parametri ( )rD, . L’area bianca corrisponde alla 
persistenza della metapopolazione, mentre la grigia e 
la nera corrispondono all’estinzione globale. L’area 
nera ( )arD −> 1  deriva dalla condizione di 
stabilità per l’equilibrio di estinzione del modello 
deterministico. L’area grigia corrisponde alle 
soluzioni negative dell’equazione ( ) 1=pSf  e 
rappresenta l’effetto della demografia stocastica.  
La retta rD =  separa i frequent disperser dagli 
infrequent, per fissati valori degli altri parametri.[4] 
 
 
Nel grafico sono presenti due curve, la prima ottenuta dal modello Markoviano , la seconda, la retta 
che delimita la zona "deterministic extinction", dal modello deterministico semplicistico: 
 
( )MaD
K
M
rM
dt
dM
−−





−= 11  
 
dove M è la media di individui per patch. 
 
La condizione d’estinzione in questo modello è data da ( )aDr −< 1 . 
 
L’area bianca corrisponde alla persistenza della popolazione, mentre la grigia (che deve intendersi 
contenente la nera) e la nera rappresentano la globale estinzione. 
L’area nera è individuata da entrambe le curve come area d’estinzione, mentre la grigia viene 
rilevata solo tramite il modello Markoviano. Ciò significa che il modello deterministico non 
prevede l’estinzione per bassi valori della dispersione e del tasso di crescita intrinseco. 
Questa discrepanza tra i due modelli deriva dal fatto che in quello deterministico non si è tenuto 
conto della stocasticità demografica. 
 
Infine dal grafico è evidente che con queste assunzioni gli infrequent dispersers hanno più chances 
di sopravvivere dei frequent. 
 
La robustezza dei risultati ottenuti con questo modello è stata testata da Casagrandi-Gatto([3]) 
utilizzando un automa cellulare 6x6 caratterizzato da dispersione locale (con direzione scelta a caso 
e ristretta ai 4 patch più vicini su un toro) e da eventi nascita e morte casuali ma logisticamente 
dipendenti dalle abbondanze locali. I limiti persistenza-estinzione ottenuti mostrano una forma che 
è qualitativamente simile alla Figura 6 e differisce solo sulla grandezza della zona d’estinzione che 
è ovviamente leggermente più larga. 
Facendo altre simulazioni con gli automi hanno concluso che, se lo scopo principale è valutare le 
chances di sopravvienza per una metapopolazione, si può affermare che considerare un numero 
discreto d’individui in ogni patch ([10]) e negare la struttura spaziale può essere sufficiente per 
giungere a conclusioni realistiche (vedi [11] per una discussione recente e molto interessante su 
quest’argomento). 
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3 Modello Compatto 
 
Di seguito, sarà presentato il modello compatto scritto ed analizzato da Casagrandi e Gatto ([5]) e la 
verifica analitica dei grafici ricavati tramite simulazioni in Locbif da Casagrandi-Gatto. 
3.1 Il Modello 
 
E’ naturale chiedersi se è possibile scrivere un modello deterministico che approssimi meglio quello 
markoviano. 
D’altronde il modello diventa poco maneggevole, quando si considerano gli effetti distruttivi, 
dovuti sia all’uomo sia alla natura, su un ambiente già frammentato (quindi su una 
metapopolazione). 
 
Si è allora pensato di costruire con un modello compatto in cui le variabili di stato sono la 
probabilità che un patch sia vuoto ed il numero medio d’individui per patch. 
Tramite questo modello è stato analizzato il “disturbo” provocato dalla perdita permanente di 
patches, erosione di patches esistenti e catastrofi casuali che incidono solo sugli individui che 
popolano un patch (per esempio epidemie, che possono distruggere l’intera popolazione di un 
patches). 
Il fine del modello consiste nel valutare il rischio d’estinzione legato a questi tre disturbi, 
differenziando i casi di dispersione attiva (moto degli animali) e passiva (trasporto dovuto ad altri 
mezzi, tipo il vento). 
 
Ricordiamo che il numero medio ( )tF  di colonizzatori (per patch) che hanno successo è dato dalle 
(2.1.1), (2.1.2), (2.1.3): 
 
( ) ( )taStF p=    
con  
( ) ( )tpiDtS i
i
ip ⋅⋅=∑
∞
=1
 
 
cksa =   
 
dove 1<k  rappresenta invece la probabilità che un individuo arrivi in un patch abitabile e 
 
cs  εχ
ε
+
=  
 
 
è probabilità di sopravvivenza nella Common Pool. 
 
Se l’immigrazione avviene attraverso un ambiente su cui l’uomo agisce distruggendo 
permanentemente parti di patches, il successo durante la colonizzazione dipende anche dalla 
frazione di patches, che indichiamo con h , che rimangono intatti (al di fuori dell’habitat originale). 
Il parametro h  sarà dunque un indicatore di perdita di habitat: 0=h  significa che il paesaggio è 
stato completamente alterato e reso inabitabile per la specie in esame, mentre 1=h  indicherà che 
tutti i patches originali sono stati preservati. 
 
Con la perdita di habitat, il numero medio ( )tF  di dispersi che giungono in un patch abitabile, è 
dato da: 
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( ) ( ) ( )tShatF pφ=  (3.1.1) 
 
dove ( )hφ  è la misura del successo durante la colonizzazione ( ( ) ( ) ( ) 1100 =≤≤= φφφ h ). 
Più precisamente ( )hφ  è una funzione monotona crescente di h , poiché la probabilità di trovare un 
habitat favorevole prima di morire decresce al decrescere dell’habitat disponibile. La forma 
analitica di ( )hφ  dipende dall’abilità della specie di riconoscere i patches abitabili, ed in generale, 
valgono le proprietà:  
 
( ) 0>
dh
hdφ
 , 
( ) 02
2
≤
dh
hd φ
 
 
poiché la ricerca di un habitat favorevole dipende dal tipo di dispersione: casuale se è passiva, non 
casuale ( e quindi funzione dell’abilità della specie) se è attiva. Una forma semplice di ( )hφ  che 
soddisfi le condizioni precedenti è ( ) αφ hh = , con α  positiva costante e minore o uguale ad uno. 
Il parametroα  è legato inversamente alla specifica abilità di distinguere un habitat favorevole da 
uno ostile, di conseguenza 1=α  indicherà che il processo di dispersione è passivo (es. semi): non si 
è per niente abili ad individuare patch favorevoli. 
 
Intuitivamente si può considerare come indicatore dell’abilità di colonizzazione di una specie, il 
numero massimo di territori in cui un animale riesce a cercare prima di morire ([21]). 
 
Oltre alla distruzione fisica dei patches, si può considerare il disturbo causato dalle catastrofi casuali 
che può estinguere intere popolazioni locali lasciando intatti i patches (epidemie o variazioni 
microclimatiche). 
Gli effetti di queste catastrofi ambientali possono essere incorporati nel modello di Markov in 
diversi modi a seconda di come li intendiamo. 
 
Un’epidemia, per esempio, può uccidere solo una frazione della popolazione locale(disastro 
parziale) oppure tutti gli individui della popolazione locale. Nel secondo caso parleremo di disastro 
totale([1], [13] e [25]). 
 
Supponendo di essere nel caso di disastro totale, basterà introdurre un singolo parametro m, tasso 
d’occorrenza di catastrofe, nella catena Markoviana. 
Quindi tenendo conto sia della perdita di habitat, che riduce le probabilità di arrivare ad un patch 
favorevole, sia dei disastri ambientali, che possono ridurre a zero il numero d’individui che abitano 
un patch, il modello markoviano (2.1.5) diviene: 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( )
( ) ( )[ ] ( )



⋅+⋅++
+⋅++⋅++−⋅+−⋅=
−+++−=
+++
−−
tpiD
tpmtSahiDtptSahitp
pmtpDtptSahtp
iii
ipiiiipii
p
111
11
011100
1
1
1
µ
µνν
µ
αα
α
&
&
    , 1≥∀i  
 
 
 
(3.1.2) 
 
Se inoltre assumiamo che il tasso di crescita demografica locale, ii µν − , si annulli in 
corrispondenza del parametro 1≥K , detto capacità portante, K  può essere considerato un 
indicatore della taglia del patch, in questo modo si può descrivere anche il disturbo legato 
all’erosione di un patch tramite la  decrescita della capacità portante, che verrà ridotta di una certa 
quantità, i.e. ( )Kη−1 , dove η  è la frazione di patch eroso. 
L’erosione dell’habitat, è un’altra causa d’estinzione per le specie poiché riduce l’area dei patches 
abitabili ([16]). 
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Il modello (3.1.2) risulta essere molto complesso. L’espressione analitica della distribuzione 
all’equilibrio non è disponibile se il tasso di disastro ambientale non è trascurabile, quindi non si 
può utilizzare il criterio di persistenza 10 =E . Inoltre è abbastanza difficile registrare le esatte 
dinamiche in tutti i patches e coerentemente derivare la distribuzione delle abbondanze locali, 
mentre semplici informazioni come frequenza dei patches vuoti e media e varianza d’abbondanze 
per patch sono più facilmente disponibili.  
 
Una delle tecniche per passare dalla catena di Markov al modello compatto è quella del “Moment 
closure, usata anche nelle dinamiche ospite-parassita ([2]). L’idea consiste nel derivare dal sistema 
Markoviano le equazioni per le dinamiche dei primi pochi momenti centrali della distribuzione dei 
ip , ottenendo così un modello compatto in cui si considerano solo il rischio d’estinzione ed i primi 
due momenti della distribuzione delle abbondanze nei patches occupati (permane l’effetto della 
stocasticità demografica) . 
 
Come primo passo esprimeremo il modello in termini di iδ , ossia delle probabilità condizionali che 
un patch sia occupato da uno o più individui: 
 
( ) ( )( )( ) ( )( )11 00 ≠⇒−= tptp
tp
t iiδ  
 
(3.1.3) 
 
questa ultima assunzione semplificherà il modello compatto, permettendoci di scriverlo in due 
blocchi uno in funzione di ( )tp0& , l’altro in ( )tiδ& . 
 
La (2.1.1) diviene allora:  
 
( ) ( ) =⋅⋅=∑
∞
=
tpiDtS i
i
ip
1
( ) ( )( )tptiD i
i
i 0
1
1−⋅⋅∑
∞
=
δ ( ) ( )( )tptS 01−=   (3.1.4) 
 
dove: 
 
( ) ( ) ( )( )tp
tS
tiDtS p
t
ii
01 1−
=⋅⋅= ∑
∞
=
δ . 
 
(3.1.5) 
 
Si noti che: 
( ) ( )( )( )tp
tp
t
0
0
0 1−
=δ . 
 
Si osservi, ora, che le dinamiche di iδ  non dipendono direttamente dal tasso di disastro ambientale 
m, poiché queste probabilità dipendono dalle zone che sono occupate. 
Di conseguenza, se nel modello Markoviano con l’aggiunta dei disturbi (3.1.2), si sostituisce iδ , 
facendo un po’ d’algebra, si ottiene un sistema d’equazioni nelle incognite: 
 
o ( )tp0  probabilità che il patch sia vuoto; 
o ( ) ( )titM
i
i∑
∞
=
⋅=
1
δδ , media condizionale delle abbondanze nei patches occupati; 
o ( ) ( ) ( )tMit
i
i∑
∞
=
⋅−=
1
22 δσ δ , varianza ; 
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o …., momenti centrali d’ordine superiori al secondo. 
 
Troncando poi il modello ai primi due momenti si ha un sistema in tre equazioni in tre incognite. 
 
Questa operazione, però,  richiede due differenti ipotesi: 
 
1. si devono fare alcune assunzioni specifiche sulla dipendenza dalla densità dei tassi  ii µν , , e 
iD  in maniera che i secondi membri delle equazioni riguardanti media e varianza siano 
espressi come funzioni di 1δ  ed i momenti di iδ . 
2. 1δ  ed i momenti del terzo ordine o più grandi devono essere specificati come funzioni di 
δM  e ( )t2δσ . 
A tal scopo dobbiamo assumere che in ogni istante di tempo t  la distribuzione condizionale 
iδ  sia uguale ad una teorica distribuzione ∆   per il numero d’individui nei  patches 
occupati, vale a dire: 
( ) ( ) ( )( )ttMiti 2,, δδ σδ ∆=  
Per esempio, se la distribuzione teorica è specificata dal solo suo momento del primo ordine 
(Poisson e binomiale negativa con parametri clumping fissati) allora 1δ , ( )t2δσ  ed il 
momento del terzo ordine sono funzioni di δM  ed il modello compatto consiste in due sole 
equazioni  che specificano le dinamiche della probabilità che un patch sia vuoto e della 
media dell’abbondanza in patches non vuoti. 
 
Dunque, la crescita è logistica, con la parametrizzazione definita dalle (2.3.1) e (2.3.2), che nel 
nostro caso diventano: 
 






−=−
K
r
1111 µν    ,   (con γβµν +=+ 11  )   (3.1.6) 












−−+=
K
r
11
2
1
1 γβµ , con K
r
K
r
<<− γ  e r>β   (3.1.7) 
 
e se la dispersione è indipendente dalla densità ( DDi = ), si otterrà il seguente sistema autonomo: 
 
( ) ( )[ ]
( ) ( )[ ]
( )[ ] ( )
( )[ ]( )







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−−+−−++
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
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
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∑
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δδ
α
σδσδµ
σγσβσ
δµσ
δµ
&
&
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(3.1.8) 
 
dove le variabili SMp ,,,0 δδ σ  sono funzioni del tempo. 
 
Se infine, si sceglie come distribuzione la binomiale negativa: 
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( ) ( )
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si ottiene il modello compatto:  
 
( )[ ]( )
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(3.1.9) 
 
dove per alleggerire la notazione si è omesso il pedice δ . 
 
Si osservi che, come già anticipato, poiché la distribuzione binomiale negativa è specificata dal solo 
suo momento del primo ordine il modello è stato troncato a due equazioni in due incognite. 
 
Tenendo conto che DDi = DMS =⇒  la (3.1.9) si può scrivere: 
 
( )[ ]( )
( ) ( )




+−−++−−


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

−=
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DMahpDMahDMDMM
K
r
K
M
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100
11
1
&
&
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(3.1.10) 
 
In generale affinché le soluzioni del sistema abbiano senso, dal punto di vista biologico, esse 
devono soddisfare la condizione: 
 
( )
( )

≥
≤≤
1
10 0
tM
tp
. 
 
Quindi i punti d’equilibrio che indicano la sopravvivenza della specie saranno del tipo: 
 



≥
<≤
1
10 0
M
p
 
 
(3.1.11) 
 
mentre l’equilibrio che rappresenta l’equilibrio associato all’estinzione, sarà del tipo 
 



≥
→
1
10
M
p
. 
  
(3.1.12) 
 
Si noti, infine, che ( ) ( )tMtM δ= è una media condizionata ad essere diversa da zero (perché è 
condizionata dal fatto che il patch non sia vuoto), quindi assumerà valori maggiori od uguali ad uno 
(il numero successivo a zero nel caso discreto).  
La media reale d’individui per patch sarà data, invece, da: ( ) ( )( )tpMtM r 01−= δ . 
Pertanto quando ( ) ( ) 010 =⇒→ tMtp r , mentre ( ) 1≥tM δ . 
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3.2 Simulazioni in Locbif  
 
Dalle simulazioni con il Locbif sono stati ricavati ([5]) i limiti di persistenza-esistinzione della 
specie come biforcazioni transcritiche nel piano di due parametri: tasso di dispersione e di crescita 
intrinseco. In assenza di disturbo il modello con la binomiale negativa approssima bene il risultato 
ottenuto col modello markoviano(Figura 7). 
 
 
 
Figura 7 - Limiti di Persistenza-Estinzione del 
Modello Compatto. 
Limiti di Persistenza-Estinzione di differenti 
modelli compatti con crescita logistica e dispersione 
indipendente dalla densità, nello spazio dei 
parametri ( )rD, , nel caso d’assenza di disturbi 
( 1,0 == hm ). La popolazione persiste sopra alle 
curve. La linea punteggiata è stata ricavata dal 
modello compatto supponendo che la distribuzione 
ipotetica nella tecnica della chiusura dei momenti 
sia una Poissoniana. Mentre le curve tratteggio-
punteggiate sono i limiti nel caso in cui la 
distribuzione ipotetica sia una negativa binomiale 
quando il clumping parameter κ  è fissato a valori 
differenti, in particolare è evidenziata in verde la 
curva relativa al valore 1=κ . 
Infine la curva continua corrisponde al limite 
d’estinzione per il modello infinito dimensionale 
Markoviano.([ 5]). 
  
Inserendo i possibili disturbi nel modello si conclude che le catastrofi ambientali incrementano il 
rischio d’estinzione sia per frequent disperser sia per gli infrequent, mentre la perdita casuale di 
patches ha più influenza sui frequent, così come l’erosione danneggia maggiormente gli infrequent 
disperser. Tuttavia i danni maggiori sono provocati dalla sinergia di tutti i disturbi, infatti, si ottiene 
che essi danneggiano entrambi i tipi di disperser sia nel caso di dispersione attiva sia in quello di 
dispersione passiva (Figura 8). 
 
 
Figura 8 - Curve di Persistenza in presenza di disturbi. 
Curve di persistenza estinzione nello spazio dei parametri ( )rD, , nel caso d’assenza di disturbo, 
perdita di habitat, catastrofi ambientali e nel caso di sinergia dei due fenomeni. La sopravvivenza 
della metapopolazione è garantita sopra la curva in esame, mentre sotto c’è l’estinzione([5]) 
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3.3 Verifica dei risultati ottenuti da Casagrandi-Gatto 
 
Eseguiamo, ora, uno studio analitico dei risultati ottenuti tramite simulazioni con Locbif del 
modello compatto, in assenza di disturbi, di Casagrandi-Gatto([5]).  Tale analisi, pur non avendo 
prodotto nessun nuovo risultato, conferma le conclusioni ottenute dai due autori tramite le 
simulazioni. 
Tale studio è servito come preparazione all’analisi del modello da me introdotto nel caso di due 
metapopolazioni. 
3.3.1 Esistenza delle soluzioni: Estinzione  
 
In assenza di disturbi ( 1,0 == hm ), il modello (3.1.10) diviene:  
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(3.3.1.1) 
 
fissiamo poi gli altri parametri: 
 
001.0;2.0;10;75.0 ==== γβKa . 
 
Allora, i punti d’equilibrio del modello compatto (3.3.1.1) sono dati dal sistema: 
 
( ) ( )
( )







=++





−+−−
=−



++− −
0
4
1
10
11
4
3
10
2
01
4
3
1
2
0
2
0
1
10
DMDrMDprM
pMDDMp
µ
µ
  .        
 
 
(3.3.1.2) 
 
Studiamo l’equilibrio associato all’estinzione: 
 



≥
→
1
1
,0
ext
ext
M
p
 
 
di conseguenza, dalla seconda equazione del sistema (3.3.1.2) si ricava: 
 
( ) ( ) ( ) 0522
20
1154
20
1
1
2
=++−++− DMDrMDr µ  
( ) ( ) ( ) 020522154 12 =+−−−+ DMDrMDr µ  
 
il delta è positivo essendo: 
 
( ) ( )( ) 015480522 12 >+++−=∆ DrDDr µ    
 
e le soluzioni sono date da: 
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( )
( )Dr
DrM ext 1542
522
+
∆±−
= . 
 
Osserviamo che ci sono sempre due radici discordi indipendentemente dal segno della quantità 
Dr 522 − , quindi prenderemo solo quella positiva che in ogni caso è: 
 
( )
( )Dr
DrMM extext 1542
522
+
∆+−
==
+
 
 
(3.3.1.3) 
 
per ogni valore di D . 
 
Bisogna ora studiare per quali valori dei parametri rD,  la soluzione (3.3.1.3) è accettabile, i.e. 
soddisfa la seconda della (3.1.11) ossia: 
 
( )
( ) 11542
522 ≥
+
∆+−
=
Dr
DrM ext . 
 
 
Si osservi subito che  
 
1=extM   
 
non è soluzione del sistema (3.3.1.2), infatti sostituendola nella seconda equazione del sistema si 
ottiene:  
 
0
10
9
1 =+ µr  
 
il che è un assurdo, perché i parametri sono sempre positivi. 
 
Cerchiamo, dunque, i valori dei parametri dispersione e tasso di crescita intrinseco che soddisfano 
la relazione: 
 
1>extM  (3.3.1.4) 
 
ossia la disequazione: 
 
 
( )
( ) 11542
522
>
+
∆+−
Dr
Dr
 
 
Facendo un po’ di conti si ottiene: 
 
 
( ) DrDr 308522 +>∆+−  
rD 1435 −>∆  
( ) 0154801080288 12 >+++ DrDrr µ  
 
l’ultima disequazione è sempre verificata per valori positivi dei parametri. 
Quindi la (3.3.1.4) è dimostrata per ogni valore di D ed r . 
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Possiamo, dunque, concludere che la soluzione: 
 
( )
( )



>
+
∆+−
=
=
1
1542
522
1
,0
Dr
DrM
p
ext
ext
    con    ( ) ( )( ) 015480522 12 >+++−=∆ DrDDr µ  
 
 
(3.3.1.5) 
 
 
è un punto d’equilibrio del sistema (3.3.1.1) per ogni coppia di valori ( )rD, , tale equilibrio 
rappresenta l’estinzione della metapopolazione. 
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3.3.2 Esistenza delle soluzioni: Persistenza 
 
I punti d’equilibrio del modello compatto (3.3.1.1) che rappresentano la persistenza sono invece dati 
dal sistema: 
 
( )
( )






=++





−+−−
=++− −
0
4
1
10
11
4
3
10
2
0
4
3
1
2
0
2
1
10
DMDrMDpMr
MDDMp
µ
µ
   
 
 
con  10 ≠p                               (3.3.2.1) 
 
da cui si ottiene subito l’espressione della probabilità: 
 
( )
( )






=++





−+−−
+
=
0
4
1
10
11
4
3
5
1
3
4
1
2
0
2
2
1
,0
DMDrMDprM
DM
D
p pers
µ
µ
. 
 
 
(3.3.2.2) 
 
 
 
Si noti che, anche in questo, caso 1≠M , perché se così non fosse si avrebbe: 
 
( ) 1
3
4
3
4
3
4
3
4
3
4 111
,0 >+=+=
+
=
DD
D
DD
D
p pers
µµµ
 
 
quindi il valore 1=M  non può essere accettato, altrimenti la funzione persp ,0  non rappresenta più 
una probabilità.  
 
Dalla prima equazione del sistema (3.3.2.2) si ricava: 
 
( )DpDM pers += 1,024
3 µ  
 
semplificando nella seconda ,allora, si trova:  
 
( )







=











−+−
+
=
0
4
1
10
11
5
3
4
2
1
,0
MDrMr
DM
D
p pers
µ
. 
 
Scartiamo subito la soluzione 0=M  ed osserviamo che 0
,0 >persp  sempre. 
 
Dunque: 
 
( )
( )






−
=
+
=
r
DrM
DM
D
p pers
522
3
4
2
1
,0
µ
. 
 
 
(3.3.2.3) 
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L’equilibrio è ammissibile solo se: 
 




>
<<
1
10
,0
pers
pers
M
p
. 
 
(3.3.2.4) 
 
Studiamo prima la funzione media d’individui per patch: 
 
1
4
522
>
−
=
r
DrM pers . 
 
Analizziamo, quindi, l’equazione:  
 
rDr 4522 =−  
 
al variare dei parametri D ed r . 
 
Ricavando il tasso di crescita intrinseco come funzione della dispersione si ottiene l’equazione della 
retta passante per l’origine: 
 
Dr
18
5*
=  
 
(3.3.2.5) 
 
Nello spazio dei parametri allora tale retta è rappresentata da: 
 
 
Figura 9 - Grafico della retta Dr 518 * =  
 
Si osservi che sopra *r , si ha:  
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Dr
18
5
>  
 
(3.3.2.6) 
 
di conseguenza: 
 
1
4
522
>
−
=
r
DrM pers  
 
mentre al di sotto della retta (3.3.2.5) 1<persM . 
 
E’ dunque necessario che la scelta dei parametri sia fatta in modo che la coppia ( )rD, si trovi sopra 
la retta  *r , ma bisogna anche controllare quali di queste coppie sono tali che: 
 
( ) 1
3
4
2
1
,0 <
+
=
DM
D
p pers
µ
. 
 
(3.3.2.7) 
 
Ricordando che valgono le (3.1.6) e (3.1.7) si ricavano le seguenti relazioni: 
 
=1µ 



−++ r
K
rγβ
2
1
 
 
 
 onde ricordando che abbiamo fissato 001.0;2.0;10 === γβK : 
 
1µ   





−= r9
10
201
20
1
2  
(3.3.2.8) 
 
ed inoltre:  
 
2.001.0 << r . (3.3.2.9) 
 
Osserviamo allora che la retta (3.3.2.5) va considerata per i valori di D tali che: 
 
 2.0
18
501.0 * <=< Dr    
 
 
cioè per 
 
72.0
25
18
500
18
=<< D . 
 
  
 
 
Sostituendo poi il valore della media nella funzione probabilità: 
 
=persp ,0
( )
( )2
1
2
5223
64
DrD
Dr
−
+µ
  
 
(3.3.2.10) 
  
si osserva subito che la funzione non è definita per i valori di  rD,   tali che:  
0=D
     ed    rD
5
22
=  
 
(3.3.2.11) 
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ma se scegliamo i parametri al di sopra della retta *r  allora   
 
DDr
22
5
18
5
>>  
 
(3.3.2.11bis) 
 
ed il secondo punto di discontinuità della (3.3.2.11) è automaticamente escluso; se imponiamo 
anche 0≠D , la funzione ( )rDp pers ,,0  è sempre definita al di sopra della retta (3.3.2.5). 
 
Ora bisogna vedere quando vale la (3.3.2.7), ossia quando:  
 
persp ,01−
( )
( ) 05223
641 2
1
2
>
−
+
−=
DrD
Dr µ
  
 
 
onde: 
 
( ) ( ) 0645223 122 >+−− DrDrD µ  
 
allora sostituendo il valore del tasso di mortalità espresso dalla (3.3.2.8) si ha: 
 
( ) 0209
100
201
20
6422025223 2222 >





+−−−+ DrrDrDrD  
037533006940
25
804144 32223 >+−+− DrDDrrr . 
 
Poniamo: 
 
( ) =rDF , 32223 37533006940
25
804144 DrDDrrr +−+−  
 
essendo poi: 
 
( ) ( )rDprDF ,1, 0−=  
 
(3.3.2.12) 
 
 
 
(3.3.2.13) 
 
tale funzione è tale che: 
 
( ) 10, 0 <⇔> prDF . (3.3.2.14) 
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3.3.3 Simulazioni Matlab 
 
Simulando la funzione ( )rDF ,  in tre dimensioni si ottiene il grafico: 
 
 
Figura 10 – Grafico Tridimensionale della funzione ( )rDF ,  
 
da cui si ricavano le curve di livello nel piano Dr : 
 
 
Figura 11 - Curve di livello della funzione ( )rDF ,  
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e quindi le curve di livello relative a ( ) 0, =rDF : 
 
 
Figura 12 - Curve di livello della funzione ( )rDF ,  nel piano ( ) 0, =rDF  
(in rosso, mentre la retta nera è Dr 518 * = ). 
 
 
Confrontando Figura 11 e Figura 12, si deduce che, la (3.3.2.14) è soddisfatta sopra la curva rossa. 
Ricordando poi che al di sopra della retta (3.3.2.5), (in Figura12 la retta nera)  la media è maggiore 
di uno, si conclude che le coppie di parametri accettabili sono quelli sopra la curva rossa, cioè 
nell’area intersezione delle due identificate rispettivamente dalla curva rossa e dalla retta nera.  
 
Il grafico di Figura 12 presenta lo stesso andamento trovato da Casagrandi-Gatto con le simulazioni 
in Locbif (Figura 7).  
Si osservi però che il grafico di Figura 12 è stato ricavato dal solo studio dell’esistenza del punto 
d’equilibrio mentre il grafico di Figura 7 evidenzia la zona del piano Dr  in cui la soluzione non 
solo esiste ma è anche asintoticamente stabile. 
I due grafici hanno lo stesso andamento perché dimostreremo (sez. 3.3.5) che l’equilibrio (3.3.2.4) 
laddove esiste, nello spazio dei parametri ( )rD, , è asintoticamente stabile. 
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3.3.4 Studio analitico del caso 08.0=r  
 
Fissando il tasso di crescita intrinseco le funzioni espresse dalle (3.3.2.3) e (3.3.2.12) diventano 
funzioni in una sola variabile, D , in particolare la (3.3.2.12) si può studiare come funzione di terzo 
grado in D . 
 
Sia 08.0=r , di conseguenza per la (3.3.2.8) anche 1µ  sarà fissato:  
 
1µ   0645.0102
129
3 =
⋅
= . 
 
(3.3.4.1) 
 
Iniziamo studiando la funzione probabilità che un patch sia vuoto in funzione del parametro D : 
 
( ) =Dp pers,0 ( )( )2
1
2
5223
64
DrD
Dr
−
+µ
 . 
  
Abbiamo già visto che la funzione non è definita nei punti  
 
Inoltre si vede subito che : 
 
( ) +∞=
+→
Dp pers
D
,00
lim  , 
( ) +∞=
+→
Dp pers
rD
,0522
lim , 
( ) 0lim
,0 =
+∞→
Dp persD , 
( ) −∞=
−→
Dp pers
D
,00
lim  , 
( ) +∞=
−→
Dp pers
rD
,0522
lim , 
( ) 0lim
,0 =
−∞→
Dp persD . 
    
La sua derivata: 
 
=
∂
∂
D
p pers,0
 
( ) ( )( )
( )( ) 





−
−++−−
22
1
2
1
2
522
52210522
3
64
DrD
DrDDDrr µµ
 
 
si annulla se: 
 
0221510 112 =−+ µµ rDD . 
 
Essendo il delta positivo, 
 
( ) ( ) 0880225224015 11121 >+=⋅+=∆ µµµµ rrD  
 
le soluzioni sono discordi: 
 
01653884207.0
20
15 1 <−≅∆−−=
−
µD          
00686384207.0
20
15 1 >≅∆+−=+
µD  
 
 
(3.3.4.3) 
0=D
     ed    rD
5
22
= . 
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Inoltre: 
 
⇔>
∂
∂
0,0
D
p pers 0221510 112 >−+ µµ rDD



>
<
⇔
+
−
DD
DD
 
 
altrimenti è negativa. 
 
Di conseguenza, ( )
−
Dp pers,0 è un punto di massimo, mentre ( )+Dp pers,0 è un punto di minimo della 
funzione ( )Dp pers,0 . 
 
Con queste informazioni siamo ora in grado di tracciare il grafico della funzione ( )Dp pers,0 : 
 
 
Figura 13 - Grafico della funzione ( )Dp pers,0  
(in rosso la retta per rD 5/22= ) 
 
Si noti che, com’ è stato in precedenza osservato, fissando il tasso di crescita intrinseco 08.0=r  
resta  fissato anche 1µ , inoltre affinché valga la condizione d’esistenza (3.3.2.7) bisogna studiare la 
disequazione:  
 
( )Dp pers,0 ( )( ) 15223
64
2
1
2
<
−
+
=
DrD
Dr µ ( ) ( )212 522364 DrDDr −<+⇔ µ  
 
ossia: 
 
( ) ( ) 0522364 212 <−−+ DrDDr µ . (3.3.4.4) 
 
Con un pò di conti si ricava:  
 
064138866075 21223 >−+− rDrrDD µ .  
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Definiamo ora  la funzione: 
 
( ) 21223 64138866075 rDrrDDDg µ−+−= . (3.3.4.5) 
 
Si osservi che  
 
( ) ( )DpDg 01−=  (3.3.4.6) 
 
confrontando pertanto la (3.3.4.6) con la (3.3.2.13) è facile notare che: 
 
( ) ( )08.0,DFDg = .  
 
Laddove si annulla la funzione (3.3.4.5), si ha ( )Dp pers,0 1= , mentre dov’è positiva ( ) 1,0 <Dp pers . 
Con dei semplici calcoli si ricavano le relazioni: 
 
( ) 0640 21 <−= rg µ  
( ) =−+−= 21333 64138866075 rrrrrg µ ( ) 064803 21 >− rr µ  
 
per cui, di sicuro la funzione si annulla almeno una volta. 
 
Studiamo la derivata prima: 
 
( ) =′ Dg 22 13881320225 rrDD +−  (3.3.4.7) 
 
Poiché il delta è positivo: 
 
013730
4
22 >⋅=
∆
r  
 
le soluzioni della (3.3.4.7) sono reali ed entrambe positive: 
 
225
13730600 rrD −=+  137
15
2
15
44
rr −=  r
15
44
<      
225
13730600 rrD +=++ 137
15
2
15
44
rr += r
15
44
>  
 
inoltre: 
 
( ) =′′ Dg rD 1320450 −  
 
onde: 
 
( ) 0>′′ Dg rD
15
44
>⇔  
 
 
(3.3.4.8) 
 
quindi la derivata seconda è positiva in ++D  e negativa in +D , quindi ( )++Dg  è un minimo è 
( )+Dg  é un massimo. 
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Con il Matlab è possibile ricavare immediatamente le soluzioni in cui si annulla la funzione ( )Dg . 
Calcolando le radici dell’equazione: 
 
064138866075 21223 =−+− rDrrDD µ  
 
si ottengono i punti: 
 
45534312350126.0
90672697366487.0
63800030283385.0
*
3
*
2
*
1
≅
≅
≅
D
D
D
. 
 
Si dimostra (Appendice A) che: 
 ( ) 0>+Dg  e ( ) 0<++Dg  
 
e che per i seguenti valori accoppiati: 
 
0
80
3
<





rg  e 0
800
31
>





rg  
0
80
269
>





rg  e 0
8
27
<





rg  
0
80
431
<





rg  e 0
5
27
>





rg  
 
quindi in ognuno dei tre intervalli individuati cade uno zero della funzione. 
 
Confrontando gli intervalli con i trovati col Matlab si ha che:  
 






∈






∈






∈
rrD
rrD
rrD
5
27
;
80
431
8
27
;
80
269
800
31
;
80
3
*
3
*
2
*
1
 
 
 
 
 
(3.3.4.9) 
 
lo studio analitico concorda con la simulazione. 
Il grafico della funzione ( )Dg  sarà quindi: 
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Figura 14 - Grafico della funzione ( ) ( )DpDg pers,01−=  
 
onde: 
 
( ) 1
,0 <Dp pers ⇔  




>
<<
*
3
*
2
*
1
DD
DDD
 . 
 
Si osservi però che affinché la media abbia senso( 1>persM ), deve essere rispettata la condizione 
(3.3.2.6), di conseguenza i valori del parametro maggiori di 





∈ rrD
5
27
;
80
431*
3  vanno esclusi, 
essendo: 
 
rrD
80
431
5
18
<< . 
 
Possiamo, dunque, concludere che i valori del parametro D  per cui, fissato 08.0=r ,  possiamo 
accettare la soluzione (3.3.2.3), cioè quella che rappresenta la persistenza della metapopolazione, 
sono: 
 
*
2
*
1 DDD <<  
 
con *2
*
1 , DD appartenenti agli intervalli definiti dalla (3.3.4.9). 
 
Osserviamo, infine se nella Figura 12 tracciamo la retta 08.0=r , si ottiene il seguente grafico: 
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Figura 15 - Grafico delle curve d’esistenza dell'equilibrio di Persistenza. 
 
La retta nera è la retta per cui ( ) 1, =rDM pers , mentre le due curve rosse sono quelle  lungo le 
quali ( ) 1,
,0 =rDp pers . L’area in cui esiste questa soluzione è data dall’intersezione delle aree 
del grafico che si trovano sopra le tre curve , quindi l’area sopra la curva rossa. 
(Per alleggerire le notazioni sono stati omessi i pedici “pers”.) 
 
In Figura 15  è possibile confrontare i risultati ottenuti con le simulazioni tridimensionali della 
funzione ( ) 0, =rDF  (sez. 3.3.3) e quelli ricavati con lo studio della funzione ( )Dg  in questa 
sezione. 
Si vede che la retta 08.0=r  interseca la curva e la retta rossa, che ricordiamo rappresentano la 
funzione ( ) 0,1
,0 =− rDp pers  in tre punti, uno dei quali si trova al di sotto della retta ( ) 1, =rDM , di 
conseguenza tale punto va scartato. 
 
Le simulazioni sono coerenti con i risultati analitici. 
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3.3.5 Studio della stabilità 
 
Linearizziamo il sistema (3.3.1.1). 
 
Poniamo:  
 
( )[ ]( )
( ) ( )




++





−−+−−=
−++−= −
DMDarMaDprMF
pMDaDMpF
1
2
0
2
2
0
1
101
1
10
11
10
2
1
µ
µ
 
 
e calcoliamo le derivate nel punto d’equilibrio di persistenza: 
 
( )
( ) ( )
( )
( )[ ]( )
( )
( )
( )DarpMaDMr
M
F
MaD
p
F
pMDpaD
M
F
pMaDMD
p
F
Mp
Mp
Mp
Mp
−−+−−=





∂
∂
<−=





∂
∂
<−+−−=





∂
∂
−−+−=





∂
∂
−
−
1
10
112
10
4
0
01
21
0
,
2
2
,0
2
0
2
10
,
1
0
1
1
,0
1
0
0
0
0
µ
µ
 
 
 
 
 
 
(3.3.5.1) 
 
Si noti che per alleggerire la scrittura è stato posto: 
 
( )
( )






−
==
+
==
r
DrMM
aDM
D
pp
pers
pers
4
522
2
1
0,0
µ
 . 
  
 
(3.3.5.2) 
 
Dalla prima equazione delle (3.3.5.2) si ricava: 
 
( ) 110 −+= MDpMaD µ  
 
e con dei semplici conti allora dalla prima equazione delle (3.3.5.1) si ricava: 
 
( )
( ) ( ) ( ) 0121 0011
,0
1
0
<−−=−−+−=





∂
∂
− pMaDpMaDMD
p
F
Mp
µ . 
 
(3.3.5.3) 
 
Studiamo ora il segno dell’ultima derivata delle (3.3.5.1): 
 
( )
( ) 0
,
2 21
10
11
10
4
0
pMaDDarMr
M
F
Mp
−−−+−=





∂
∂
. 
 
Prima però dimostriamo che vale la relazione: 
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( ) =−−+− DarMr 1
10
11
10
4 0
4
1
10
11
10
4
<−+− DrMr . 
 
(3.3.5.4) 
 
Infatti: 
 
0
4
1
10
11
10
4
<−+− DrMr  
rDDr
5
220
20
522
<⇔<
+−
 
 
l’ultima disuguaglianza vale per la (3.3.2.11bis). 
 
Di conseguenza 
 
( )
( ) 021
10
11
10
4
0
,
2
0
<−−−+−=





∂
∂
pMaDDarMr
M
F
Mp
 
 
(3.3.5.5) 
 
essendo somma algebrica di termini negativi per la (3.3.5.4). 
 
Calcoliamo gli autovalori della matrice linearizzata nel punto d’equilibrio(3.3.5.2): 
 
=
−
∂
∂
∂
∂
∂
∂
−
∂
∂
λ
λ
M
F
p
F
M
F
p
F
2
0
2
1
0
1
M
F
p
F
p
F
M
F
M
F
p
F
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
−





∂
∂
+
∂
∂
−
2
0
1
0
212
0
12 λλ  
 
02
0
1
0
212
0
12
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
−





∂
∂
+
∂
∂
−
M
F
p
F
p
F
M
F
M
F
p
F λλ  
 
(3.3.5.6) 
il cui delta è:  
 
=
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
+





∂
∂
+
∂
∂
=∆
M
F
p
F
p
F
M
F
M
F
p
F 2
0
1
0
21
2
2
0
1 44  
04
0
21
2
2
0
1 >
∂
∂
⋅
∂
∂
+





∂
∂
−
∂
∂
=
p
F
M
F
M
F
p
F
. 
 
 
Poiché il delta dell’equazione caratteristica (3.3.5.6) è positivo, allora le soluzioni e quindi gli 
autovalori sono negativi se: 
 
02
0
1 <
∂
∂
+
∂
∂
M
F
p
F
 
(3.3.5.7) 
0
0
212
0
1 >
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
p
F
M
F
M
F
p
F
. 
(3.3.5.8) 
 
La (3.3.5.7) è vera poiché per la (3.3.5.3) e la (3.3.5.5): 
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( ) ( )
0,0
,
2
,0
1
00
<





∂
∂
<





∂
∂
MpMp
M
F
p
F
 
 
mentre per la (3.3.5.8) basta fare qualche conto per ottenere: 
 
=
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
0
212
0
1
p
F
M
F
M
F
p
F
 
( ) ( ) ( ) ( )[ ]=+−−−−



−−+−−−−= −2100
2
00 1110
112
10
41 MDpaDpMaDDarpMaDMrpMaD µ  
( ) 



−+−−−= DrMrpMaD
4
1
10
11
10
41 0 . 
 
La (3.3.5.8) è dunque provata grazie alla (3.3.5.4). 
 
Di conseguenza, il punto d’equilibrio: 
 
( )
( )






−
=
+
=
r
DrM
DM
D
p
pers
pers
4
522
3
4
2
1
,0
µ
 
 
che rappresenta la persistenza della metapopolazione, è asintoticamente stabile, relativamente al 
sistema linearizzato. 
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3.4 Conclusioni  
 
Si osservi subito che poiché nello studio degli autovalori (sez. 3.3.5) si è usata solo la condizione 
d’esistenza dell’equilibrio persistente, ossia le relazioni: 
 
( )
( )



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>
−
=
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µ
 
 
l’asintotica stabilità è provata, non solo nel caso  r  sia fissato a 0.08, ma per tutti i valori dei 
parametri ( )rD,  per cui la soluzione esiste. 
 
Come già anticipato (sez. 3.3.4), dunque, la curva ottenuta tramite lo studio analitico per l’esistenza 
dell’equilibrio persistente (Figura 12 ) è anche la curva nel piano dei parametri che divide l’area 
dove la persistenza è stabile, sopra la curva, dall’area dove non è più stabile, ossia sotto la curva 
stessa. 
 
 
Figura 166 - Confronto tra la curva ricavata con Locbif (verde) e quella di verifica(rossa). 
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Come mostra la Figura 16 la curva ricavata tramite simulazioni in Locbif (in verde) si sovrappone 
perfettamente alla curva di stabilità da noi ricavata (in rosso) di Figura 12, possiamo dunque , 
concludere che il risultato analitico ottenuto concorda perfettamente con quello trovato da 
Casagrandi-Gatto tramite le sole simulazioni in Locbif  ( Figura 7). 
 
Si noti infine che poiché è stata imposta la (3.3.2.9) onde evitare che i tassi di mortalità e natalità 
diventassero negativi, i valori cercati non sono proprio tutti quelli descritti dall’area sopra la curva, 
bensì quelli per cui: 
 
2.001.0 << r   .  
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4 Modello Compatto con due Metapopolazioni  
 
In questa sezione sarà presentato il lavoro vero e proprio, ossia la costruzione e l’analisi di un nuovo 
modello compatto, ampliamento del precedente, che consenta di studiare l’evoluzione di due 
metapopolazioni, in un ambiente frammentato. 
4.1 Il Modello 
 
Dopo le considerazioni fatte sinora, sorge spontaneo chiedersi cosa accade se data una 
metapopolazione risiedente in un’isola, viene aperto un corridoio biologico che la colleghi ad 
un’altra isola abitata dalla stessa specie. 
 
Ci si chiede se una metapopolazione che persiste da sola, continuerà a persistere o si estinguerà e 
viceversa in quali condizioni una popolazione destinata all’estinzione se isolata, può trarre beneficio 
dalla creazione di questo corridoio. 
 
Consideriamo quindi, una specie divisa in due metapopolazione risiedenti in due penisole collegate 
fra loro. 
 
In questa nuova situazione un disperso potrà scegliere se spostarsi all’interno della sua penisola 
d’origine oppure avventurarsi verso la seconda (Figura 17). 
 
 
Figura 177 - Schema di due penisole abitate da due metapopolazioni. 
 
 
Indicheremo allora con { }2,1,
,
=iD ii  la short dispersion , la dispersione verso la penisola  
d’appartenenza e con jiD ji ≠,,  la long dispersion, quella orientata verso l’altra penisola.  
In natura di solito il rapporto tra  long e short  dispersion è di 1:10 oppure 1:100. 
Si ricorda che { }2,1,0
,
=≥ iD ii . 
 
Supponendo sempre che le dispersioni siano tutte indipendenti dalla densità ( ) jikji DD ,, = , 
immaginiamo che ci siano due vasche di dispersione: nella prima (Common Pool 1) si radunano 
Dispersione da 1 verso 2  
1Penisola 2Penisola
2,1D
1,1D
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tutti gli individui, provenienti sia dalla prima sia dalla seconda penisola, diretti verso la prima, nella 
seconda (Common Pool 2) tutti quelli diretti verso la seconda (Figura 18). 
 
 
Figura 18 - Common Pool nel caso di due penisole e due metapopolazioni. 
 
 
Definiamo poi: 
 
 0>ir , 0,1 >iµ  e 0>im , rispettivamente il tasso di crescita intrinseco, il tasso di mortalità in 
un patch con un individuo e quello d’occorrenza di catastrofe  relativa alla popolazione i ; 
 
 1≥iK  la capacità portante della penisola i ; 
 
 it  probabilità d’arrivo in un patch abitabile nella penisola i  (dipende dall’habitat i  ); 
 
 
( ) ijji hh αφ = misura del successo durante la colonizzazione dei dispersi della popolazione i   
nella penisola j , dove:  
 
 jh indice di perdita di habitat in j ,  
 
 iα  inversamente proporzionale alla capacità della metapopolazione i  di individuare habitat 
abitabili; 
 
 ji,ε  tasso di migrazione della popolazione i  dalla vasca j ; 
 
 ji,χ  tasso di mortalità della popolazione i  nella vasca di dispersione j . 
 
 
Possiamo quindi indicare con il rapporto: 
 
1,21,1 , DD
1CommonPool
2CommonPool
2,22,1 , DD
1Penisola 2Penisola
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jiji
ji
jis
,,
,
, εχ
ε
+
=  
 
la probabilità di sopravvivenza della popolazione i  nella vasca di dispersione j , e scrivere in forma 
compatta:     
 
jiji
ji
jjijji tsta
,,
,
,, εχ
ε
+
==
 
 
la probabilità che un individuo i   giunga in un patch abitabile di j (essendo sopravvissuto nella 
Common Pool j ). 
 
Osserviamo che si potrebbe considerare anche una sola Common Pool dal momento che la 
distinzione tra le due avviene solo in termini di tasso di migrazione e mortalità della prima e della 
seconda metapopolazione nella vasca. Tuttavia, ipotizzarne due rende più semplice l’analisi del 
flusso dei dispersi uscenti ed entranti dalle penisole. 
 
Con queste assunzioni, iniziamo a lavorare sulla funzione ( )tFp , ossia la media di colonizzatori che 
riescono a raggiungere un patch abitabile, che nel caso di una sola metapopolazione, ricordiamo 
essere definita dalle (3.1.1) e (2.1.1) e (2.1.3).  
 
Si osservi, preliminarmente, che stiamo lavorando con probabilità reali e non con quelle 
condizionate che saranno introdotte in seguito. 
 
Allora possiamo definire la media d’individui di i  che si disperdono verso j  come: 
 
( ) ( ) ( )tpkDtS ik
k
jijip ,
1
,
,
⋅⋅= ∑
∞
=
 
 
(4.1.1) 
 
ikp , chiaramente è la  probabilità che un patch della penisola i  contenga k  individui. 
 
In particolare: 
 
( ) ( ) ( )tpkDtS k
k
p 2,
1
1,21,2
⋅= ∑
∞
=
 
 
rappresenta la media d’individui che partono dalla seconda penisola diretti alla prima, mentre: 
 
( ) ( ) ( )tpkDtS k
k
p 1,
1
1,11,1
⋅= ∑
∞
=
 
 
sarà la media d’individui che partono dalla prima diretti alla penisola d’origine. 
 
Di conseguenza, omettendo il tempo per alleggerire le notazioni, definiamo: 
 ( ) ( )( ) jipjijijip ShaF ,,, φ=  (4.1.2) 
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il numero medio d’individui provenienti dalla i-esima penisola che giungono sani e salvi in un patch 
abitabile della j-esima penisola, ovviamente jia ,  e ( )ji hφ  assumono i valori definiti all’inizio del 
paragrafo. 
 
Di conseguenza: 
 ( ) ( )( )
1,1111,11,1 pp
ShaF φ=  
 
sarà il numero medio d’individui provenienti dalla prima penisola che giungono sani e salvi in un 
patch abitabile della prima penisola, così come: 
 ( ) ( )( )
1,2121,21,2 pp
ShaF φ=  
 
sarà il numero medio d’individui provenienti dalla seconda penisola che giungono sani e salvi in un 
patch abitabile della prima penisola. 
 
Analogamente le medie d’individui provenienti dalla prima e dalla seconda penisola, che hanno 
successo colonizzando nella seconda saranno date rispettivamente da : 
 ( ) ( )( )
2,1212,12,1 pp
ShaF φ=  
  
 e 
 ( ) ( )( )
2,2222,22,2 pp
ShaF φ= . 
 
Al fine di ampliare il modello compatto di Casagrandi-Gatto riscriviamo il sistema (3.1.10) facendo 
comparire le funzioni ( ) ( )tStF , , ossia nella forma: 
 
( ) ( )[ ]( )
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


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
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(4.1.3) 
 
Si osservi che nel modello compatto (4.1.3) le funzioni ( ) ( )tStF ,  non sono quelle reali, ma quelle 
condizionate, i.e. valgono le relazioni (3.1.4) e (3.1.5), dunque: 
 
( ) ( ) ( ) == tShatF pφ ( ) ( ) ( )( )tptSha 01−φ . (4.1.4) 
 
Inoltre se la dispersione è indipendente dalla densità: 
 
( ) MDtSDDi ⋅=⇒=      
 
allora la (4.1.4) diviene: 
(4.1.5) 
 
( ) ( ) ( )01 pDMhatF −= φ  
 
(4.1.4bis) 
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Relazioni analoghe alle (3.1.4) e (3.15), e quindi della (4.1.4bis), si possono scrivere anche per il 
nuovo modello introducendo il condizionamento tramite le ki,δ , ossia delle probabilità 
condizionate: 
 
( ) ( )( )tp
tp
t ii
1,0
1,
1, 1−
=δ      e    ( ) ( )( )tp
tp
t ii
2,0
2,
2, 1−
=δ  ( ( ) jtp j ∀≠ ,1,0 ).  (4.1.6) 
 
Le ki,δ  così definite rappresentano rispettivamente le probabilità condizionali che un patch della 
prima o della seconda penisola sia occupato da uno o più individui.  
 
Assumendo le (4.1.6) possiamo ora riscrivere una relazione analoga alla (3.1.4): 
 
( ) ( ) ( )tp
S
tkDS
i
jip
k
ikjiji
,0
,
1
,,, 1−
=⋅⋅= ∑
∞
=
δ . 
 
(4.1.7) 
 
Inoltre, essendo jiD ,  indipendente dalla densità di popolazione: 
 
ijiji MDS ,,, δ⋅=  (4.1.8) 
 
Si osservi che la iM ,δ  che compare nella (4.1.8) è la media condizionale delle abbondanze nei 
patches occupati nella penisola i , quindi è definita dalla relazione: 
 
( ) ( )tktM
k
iki ∑
∞
=
⋅=
1
,,
δδ . 
  
Si può, dunque, ridefinire anche ( )tF , ossia la media d’individui che dopo essersi dispersi ritornano 
in un patch abitabile della penisola, come la somma dei dispersi provenienti sia dalla prima sia dalla 
seconda penisola.  
 
Nel caso della prima penisola possiamo, allora scrivere: 
 ( ) ( )
1,21,11 pp
FFF +=  
 
esplicitando la ( ) jipF ,  si ottiene: 
 
( ) ( ) ( ) ( )2,02112211,01111111 11 pShapShaF −+−= φφ  (4.1.9) 
 
dove per la (4.1.8) 
 
=11S 1,11 δMD  
=21S 2,21 δMD . 
 
Siamo ora in grado di modificare direttamente la funzione ( )tF nel sistema (4.1.3), piuttosto che 
riscrivere le equazioni aggiungendo le variazioni. 
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Relativamente alla media e alla probabilità della 1 penisola possiamo scrivere: 
 ( ) ( ) ( )
( ) ( ) ( ) ( )1,1,01,0
1
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2
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K
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Con lo stesso procedimento si ricavano le equazioni relative alla seconda metapopolazione, si 
ottiene quindi il sistema: 
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dove, naturalmente, si è posto : 
 
2F ( ) ( ) ( ) ( )1,011221122,02222222 11 pMDhapMDha −+−= φφ . (4.1.10) 
 
Esplicitando tutti i termini ed omettendo il pedice delta si ricava il sistema: 
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(4.1.11) 
 
Supponendo infine che entrambe le distribuzioni siano binomiali negative con il clumping 
parameter uguale ad uno, i.e.: 
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il sistema (4.1.11) diventa: 
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(4.1.12) 
 
Se poi esplicitiamo anche la funzione della perdita di habitat: 
 
( ) jiij hh αφ =  
 
il modello (4.1.12) si può scrivere: 
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(4.1.13) 
 
Si noti che il modello (4.1.13) può essere ricavato anche a partire dal modello Markoviano. 
Basterà ampliare a due metapopolazioni il modello Markoviano per poi applicare la tecnica della 
chiusura dei momenti (si veda Appendice B).
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4.2 Osservazioni Preliminari 
 
Ponendo: 
 
ijjijij Dhab i
α
=  (4.2.1) 
 
il sistema (4.1.13) diviene: 
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(4.2.2) 
 
Si osservi che : 
 
 Se  
 
jiDhab ijjijij i ≠∀== ,0α  (4.2.3) 
 
i due gruppi d’individui diventano indipendenti ( 02112 == bb ), infatti in questo caso o sono 
nulle le dispersioni oppure sono nulle le probabilità di sopravvivenza durante i viaggi lunghi (da 
una penisola all’altra) oppure 021 == hh . 
Nel primo caso allora, questo vuol dire che non c’è migrazione verso le penisole opposte,mentre 
nel secondo c’è migrazione ma si muore durante il viaggio, quindi in entrambi i casi non c’è 
scambio tra le due penisole e quindi è come se fossero isolate. Infatti, in questi casi, il modello 
si riduce a 4 equazioni che sono indipendenti a coppie (probabilità e media della uno sono 
indipendenti dalla probabilità e media della seconda e viceversa). Le coppie d’equazioni sono 
analoghe a quelle del modello compatto Casagrandi-Gatto e quindi si comportano secondo 
quanto studiato dai suddetti autori, indipendentemente l’una dall’altra. 
Infine il caso, poco interessante, 021 == hh , rappresenta la situazione in cui c’è la completa 
perdita di habitat in tutte e due le penisole e quindi indipendentemente dal valore della 
dispersione o dalla probabilità di sopravvivenza durante il viaggio, un disperso raggiungerà 
sempre un patch ostile e morirà. 
 
 Se  
 
0,0 122112121 2 ≠== bDhab
α
 
(4.2.4) 
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(oppure il contrario), allora vuol dire che il flusso di dispersi avviene solo dalla seconda 
penisola alla prima, quindi è come se la seconda penisola fosse isolata, di conseguenza si 
estinguerà o persisterà indipendentemente dalla prima. 
La prima invece, se la seconda si estingue sarà anch’essa indipendente, mentre se la seconda 
raggiunge un equilibrio allora non potrà mai estinguersi, poiché riceverà un flusso costante 
d’individui dalla seconda penisola. 
Il modello si potrebbe allora riscrivere considerando solo la penisola che riceve i dispersi, 
tenendo conto, oltre della dispersione locale, del flusso constante d’individui provenienti 
dall’esterno.   
Questa situazione può essere interpretata, biologicamente, in diversi modi. 
Si può pensare ad una sorta di “dispersione a senso unico” ( 0,00 211212 ≠=⇔= bDb ), 
riscontrabile in natura, quando la specie in esame presenta un comportamento passivo e quindi 
la dispersione è passiva, ad esempio, è biocora, cioè avviene tramite parassitismo sugli animali, 
per esempio, su quelli che migrano oppure è antropocora (tramite l’uomo). 
Diversamente si può immaginare che una delle due metapopolazioni non riesca a sopravvivere 
al viaggio verso la penisola opposta ( 0,00 211212 ≠=⇔= bab ). 
Per esempio, alcune famiglie di Carnivori sudamericani tendono a disperdersi più attivamente 
verso nord di quanto non riescano quelle nordamericane verso sud. Il fenomeno si spiega 
tenendo conto del fatto che le specie sudamericane, appartenenti a comunità più altamente 
strutturate e quindi con maggiori interazioni competitive, sono più abili di quelle settentrionali 
ad inserirsi nelle nuove comunità. Il corridoio biologico è rappresentato in questo caso dalla 
strettoia panamense, che svolge un’azione di “filtro” in una sola direzione. In quest’area si 
assiste, infatti, ad una forte competizione tra le specie settentrionali e meridionali a vantaggio di 
queste ultime([31]). In sostanza, volendo rapportarsi all’equazione, è come se la probabilità di 
sopravvivenza nella Common Pool fosse quasi nulla per gli individui  nordamericani. 
Si noti che, in generale, l’azione di filtro può essere esercitata sia da vere e proprie strettoie 
geografiche, ponti continentali, istmi, etc. sia da barriere ecologiche in senso ampio. 
 
 Se infine nessuno dei ijb  è nullo, allora o si estinguono o persistono entrambe, tutto dipenderà 
dai valori dei parametri. 
 
A conclusione di queste osservazioni preliminari, riprendiamo la domanda iniziale su cosa accade 
se una metapopolazione isolata è messa in comunicazione con un’altra tramite un corridoio 
biologico, ora abbiamo un’idea di cosa accade se il corridoio è unilaterale, ma è ancora presto per 
poter dire qualcosa nel caso del corridoio bilaterale. 
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4.3 Punti d’Equilibrio 
 
In questa sezione saranno analizzati gli equilibri del sistema nel caso generale. 
4.3.1 Esistenza dell’Equilibrio di Totale Estinzione 
 
Riscrivendo il sistema (4.1.13) all’equilibrio: 
 
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )[ ]
( ) ( )
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )[ ]
( ) ( )
















=⋅−⋅
−
−+−
+
+++++−++−
=−+−+++−+−−
=⋅−⋅
−
−+−
+
+++++−++−
=−+−+++−+−−
−
−
01
1
11
12
01111
01
1
11
12
01111
22,0
2,0
1,01122122,0222222
21222,12212222
2
22
2
2
2
2,022,0
1
221222,12,01,01122122,0222222
11,0
1,0
2,02211211,0111111
12111,11121111
1
12
1
1
1
1,011,0
1
112111,11,02,02211211,0111111
12
12
21
21
Mp
p
pMDhapMDha
DDMDDMK
K
r
M
K
r
pmpMDDppMDhapMDha
Mp
p
pMDhapMDha
DDMDDMK
K
r
M
K
r
pmpMDDppMDhapMDha
αα
αα
αα
αα
µ
µ
µ
µ
 
 
 
 
 
 
 
 
(4.3.1.1) 
 
Cerchiamo, ora di studiare l’equilibrio che rappresenta l’estinzione d’entrambe le metapopolazioni: 
 
11,0 →p  e  12,0 →p , 
 
tale assunzione, però, ha un senso se solo se si suppone che le due funzioni vadano a 1 con la stessa 
legge, in particolare ciò è ragionevole nel caso di totale simmetria del sistema. 
 
In queste ipotesi dalla seconda equazione del sistema (4.3.11) si ricava: 
 
( ) ( ) ( ) 012 12111,1112111
1
12
1
1
1
=++−





+−+− DDMDDK
K
r
M
K
r µ  
 
il delta dell’equazione è positivo, essendo: 
 
( ) ( ) ( ) 081 12111,1
1
1
2
12111
1
1 >+++





+−+=∆ DD
K
r
DDK
K
r µ  
 
per cui le soluzioni sono discordi: 
 
( ) ( )
1
12111
1
1
11 4
1
r
DDK
K
r
KM
∆±





+−+
= . 
 
 
(4.3.1.2) 
 
Possiamo accettare solo quella positiva, ammesso che soddisfi la condizione: 
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( ) ( )
1
4
1
1
12111
1
1
11 >
∆+





+−+
=
+
r
DDK
K
r
KM  
 
 
(4.3.1.3) 
 
ossia se vale la disuguaglianza: 
 
( ) ( )
1
1
12111
1
1 41
K
r
DDK
K
r
>∆±+−+  
 
quindi se: 
 
( ) 12111
1
1 3 DDK
K
r
++−−>∆ . 
 
Sostituendo il delta e facendo un po’ di conti si giunge alla disuguaglianza: 
 
( ) 018 1,11
1
1
1
1 >





+−




 µK
K
r
K
r
 
 
che è sempre verificata, perché 11 ≥K ; ricordiamo che 1K  la capacità portante è un indicatore della 
taglia del patch e quindi se 11 <K , il patch conterrebbe meno di un individuo e quindi sarebbe 
inabitabile. Quindi la (4.3.1.3) è provata. 
 
Dunque 11 >
+M  per ogni valore dei parametri. 
 
Analogamente si ricava: 
 
( ) ( )
1
4
1
2
12112
2
2
22 >
∆+





+−+
=
+
r
DDK
K
r
KM . 
 
 
(4.3.1.4) 
 
Si conclude che l’equilibrio associato all’estinzione: 
 ( )++ →→ 22,011,0 ,1,,1 MpMp  (4.3.1.5) 
 
definito dalle (4.3.1.2) e (4.3.1.4) esiste sempre per i valori dei parametri scelti in partenza (sez. 
4.1). 
 
Si osservi che è stato scelto 
 
{ }2,1,1 =∀>+ iM i  (4.3.1.6) 
 
infatti se 11 =
+M , allora dalla seconda equazione del sistema (4.3.1.1): 
 
( ) ( ) ( ) 012 12111,11121111
1
12
1
1
1
=++++−++− DDMDDMK
K
r
M
K
r µ  
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si ottiene: 
 
( ) 01 1,11
1
1
=+− µK
K
r
 
 
che è assurdo essendo somma di due quantità positive. 
 
In maniera del tutto analoga, se 12 =
+M  dalla quarta equazione della (4.3.1.1) si giunge ad un 
assurdo.  
 
Di conseguenza la (4.3.1.6) è provata. 
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4.3.2 Esistenza degli Equilibri di Totale Persistenza 
 
Studiamo ora il caso di totale persistenza, con questo intendiamo che entrambe le metapopolazioni 
persistono nel tempo. 
Dunque prenderemo: 
 
11,0 ≠p  ,  
12,0 ≠p . 
 
(4.3.2.1) 
  
Proviamo che anche in questo, relativamente al valore della media vale la (4.3.1.6), ossia: 
2,1,1 => iM i . 
 
Se per assurdo 11 =M  allora dalla prima equazione del sistema (4.3.1.1)si ricava: 
 
( ) ( )[ ] ( )( ) ( )1,011,012111,11,02,02211211,011111 1111 21 pmpDDppMDhapDha −+−++=−+− µαα  
 
che sostituito nella seconda equazione del sistema, fornisce :  
 
( ) ( )( ) ( ) 0111
1,0
1,011,012111,1
1,11
1
1
=
−+−++
++−
p
pmpDD
K
K
r µµ  
 
da cui possiamo ricavare il valore della probabilità: 
 ( )
( )





−−++
+++
=
11
1
1
11211
112111,1
1,0
K
K
r
mDD
mDD
p
µ
 
 
che ha senso solo se è compreso tra zero ed uno, ossia se 
 ( )
( )
1
1
0
1
1
1
11211
112111,1 <






−−++
+++
<
K
K
r
mDD
mDDµ
 
  
con dei semplici conti si giunge a: 
 
( )





−−< 11
1
1
1,1 KK
rµ  
 
il che è assurdo essendo il tasso di mortalità una quantità sempre positiva. 
Di conseguenza 11 ≠M  indipendentemente dal valore di 2M . 
Analogamente si prova che 12 ≠M  indipendentemente da 1M  
Si conclude che le disuguaglianze sono sempre strette, qualsiasi sia il valore delle probabilità. 
 
Infine osserviamo che data la complessità del sistema non è possibile aggiungere altro allo studio 
preliminare di questo tipo di soluzioni. 
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4.3.3 Esistenza degli Equilibri Misti 
 
Chiameremo equilibrio misto, il punto d’equilibrio che corrisponde al caso biologico in cui una 
metapopolazione persiste e l’altra si estingue.  
 
In termini matematici: 
 
1
,0 →ip   e  1,0 ≠jp , ij ≠ . (4.3.3.1) 
 
Si osservi che nel sistema (4.1.13) supporre ad esempio che  
 
11,0 →p   e  12,0 ≠p  
 
ha senso solo se  
 
( ) 01 2,0221121 2 =− pMDha α  
 
ossia se vale la (4.2.4) : 
 
021121 2 =Dha
α
 
 
e quindi per quanto detto nel paragrafo  4.2 è come se uno dei corridoi, quello che porta dalla 
seconda alla prima penisola fosse chiuso. 
 
Discorso analogo si può fare nel caso opposto. 
 
Possiamo, dunque, concludere che se i parametri jiDha ijjij i ≠,,, α  sono tutti non nulli e quindi 
entrambi i corridoi biologici sono agibili, allora gli equilibri misti non ci sono, ciò significa che 
entrambe le metapopolazioni o persistono o si estinguono. 
 
Questa conclusione è ragionevole poiché se quei parametri sono non nulli vuol dire che 
all’equilibrio c’è un flusso costante di dispersi che si sposta da una penisola all’altra, in questo 
modo nessuna delle penisole sarà mai vuota a meno che non siano vuote entrambe 
contemporaneamente. 
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4.4 Conclusioni del caso Generale 
 
Concludiamo questa sezione riassumendo le informazioni sugli equilibri finora acquisite. 
 
Abbiamo visto che l’equilibrio che rappresenta l’estinzione totale esiste sempre, anche se bisogna 
studiarne la stabilità caso per caso. 
 
L’equilibrio che rappresenta la totale persistenza, invece è funzione dei 4 parametri di dispersione e 
dei due tassi di crescita intrinseco. 
 
Infine, gli equilibri misti esistono solo se uno degli jiDha ijjij i ≠,,, α  è nullo, cioè se uno dei due 
corridoi non viene utilizzato. Ciò non stupisce poiché se immaginiamo la situazione biologica è 
ragionevole pensare che finché c’è scambio tra le due penisole, ci sarà un continuo afflusso di 
individui da una parte all’altra, di conseguenza sarebbe strano che una metapopolazione 
s’estinguesse e l’altra no. 
 
Terminiamo questa breve discussione soffermandoci sul caso in cui entrambi i corridoi biologici 
sono entrambi agibili. In questo caso, come abbiamo appena visto gli equilibri misti non ci sono, di 
conseguenza i possibili equilibri sono due: totale persistenza e totale estinzione. 
Ciò significa che esiste sempre una funzione soglia, che dipenderà dai parametri considerati, che 
divide lo spazio dei parametri nelle due aree che rappresentano i due soli comportamenti possibili. 
 
Come vedremo nei paragrafi successivi, in alcuni casi, riducendo il numero dei parametri, è 
possibile scrivere e studiare analiticamente questa funzione. 
 
Per quanto concerne le simulazioni in Locbif nel caso generale, cioè supponendo che tutti e quattro 
i parametri di dispersione e i due tassi di crescita intrinsechi varino indipendentemente l’uno 
dall’altro, osserviamo che dato che ci sono 6 parametri è complicato decidere da quali valori dei 
parametri iniziare, anche perché se ne può far variare solo uno all’inizio e quando viene rilevata una 
biforcazione si può far variare anche un altro parametro.  
È dunque inutile e dispersivo fare simulazioni del caso generale senza avere un punto di riferimento 
iniziale, magari dei dati biologici ricavati tramite osservazioni sul campo.
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4.5  Caso particolare Totale Simmetria 
 
Data la complessità del caso generale, analizziamo inizialmente la situazione che appare più 
semplice, cioè il caso totale simmetria tra le metapopolazioni e tra le penisole, in assenza di 
disturbi. 
 
Quindi, supporremo che le due penisole siano strutturalmente identiche ( KK i = , 2,1=i ), i corridoi 
biologici offrano le stesse possibilità di sopravvivenza a tutti gli individui ( jiaa ji ,,, ∀= ) e che le 
due metapopolazioni appartengano alla stessa specie ( rri =  e 1,1 µµ =i , 2,1=i ) e siano 
caratterizzate dagli stessi parametri di dispersione ( DDD == 2,21,1  e DDD 10
1
2,12,1 == ).  
 
In assenza di catastrofi e perdita di habitat ( ihm ii ∀== 1,0 ), il sistema (4.1.13) diviene:  
 
( ) ( ) ( )
( ) ( ) ( )( ) ( )
( ) ( ) ( )
( ) ( ) ( )( ) ( )











⋅−⋅
−
−
+⋅−⋅+





++−++−=
−





++



−+−−=
⋅−⋅
−
−
+⋅−⋅+





++−++−=
−





++



−+−−=
−
−
22,0
2,0
1,0
122,02122
2
22
2,0
1
212,01,012,022,0
11,0
1,0
2,0
211,01111
2
11
1,0
1
111,02,021,011,0
1
1
1
10
11
10
11
10
1112
1
10
111
10
11
1
1
1
10
11
10
11
10
1112
1
10
111
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11
Mp
p
p
aDMMpaDMDDMMK
K
rM
K
rM
pMDppaDMpaDMp
Mp
p
p
aDMMpaDMDDMMK
K
rM
K
rM
pMDppaDMpaDMp
µ
µ
µ
µ
&
&
&
&
 
 
 
 
 
(4.5.1) 
 
In situazione di totale simmetria è ragionevole prendere in considerazione le soluzioni lungo le 
quali )()( 0201 tptp =  e )()( 21 tMtM =  lungo tutto il moto. Mettiamoci inoltre nella situazione di 
persistenza, in altre parole nella situazione in cui le probabilità siano ≠1. Osserviamo che vale la 
seguente equivalenza: 
    
).()()()( 210201 tMtMtptp =⇔=  
 
Infatti, se )()()( 0201 tptptp ==  per ogni t lungo le soluzioni di (4.5.1), la differenza tra le derivate 
lungo tali soluzioni è nulla, quindi sottraendo membro a membro la seconda e la quarta equazione 
di (4.5.1) si ha:  
  
( ) ,0))()((
10
)(9))()((
10
11)(1 2112111 =





−+−





+− −− tMtMtaDptMtMDtp µ  
  
da cui, essendo p(t)≠1 per ogni t, risulta 
  
,0))()((
10
)(9))()((
10
11
21
1
211 =−





+




 + − tMtMtaDptMtMDµ  
 
cioè )()( 21 tMtM = . Viceversa se assumiamo )()()( 21 tMtMtM ==  lungo tutto il moto, la 
differenza delle derivate lungo tali soluzioni è ancora una volta nulla, quindi dalla seconda e dalla 
quarta equazione, sottraendo membro a membro si ottiene: 
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( ) ( ) ( ) ( ) ( )( )( ) 0)(1)(1
)()(1)(1)()(1)(1
10
)()()(
0201
02
2
0101
2
02
0201
2
=
−−
−−−−−
+−−
tptp
tMtptptMtptpaD
tptptaDM  
 
da cui segue 
 
( ) ( ) ( ) 0)()(1
10
)()()(
105
1)()()()( 020102010201 =





−+++





−− tptptaDMtptpaDtMaDtptptM . 
 
Dato che )(tM >1 e )()( 0201 tptp <1, deve essere allora )()( 0201 tptp − =0, e l’equivalenza richiesta è 
dimostrata.  
Allora la varietà bidimensionale W definita dalle equazioni: 210201   , MMpp ==  è invariante 
rispetto al sistema (4.5.1). Tale sistema sulla varietà si riduce a: 
  
( ) ( ) ( )
( ) ( ) ( )( ) ( )




−
−
−
+−+





++−++−=
−





++



−+−−= −
pM
p
p
aDMpMaDMDDMMK
K
rM
K
rM
pMDppaDMpaDMp
1
1
1
10
11
10
11
10
1112
1
10
111
10
11
11
2
1
1
µ
µ
&
&
 
 
 
(4.5.2) 
 
 
dove abbiamo posto MMMppp ==== 210201 , .  
Per ottenere i punti d’equilibrio dobbiamo annullare i secondi membri di (4.5.2).  
 
Ricordiamo che dallo studio nel caso generale (sez. 4.3), sappiamo già che possono esserci solo due 
tipi d’equilibrio: quello che rappresenta la persistenza e quello che indica l’estinzione. Ci 
occupiamo di determinare le condizioni per l’esistenza dell’equilibrio di Totale Persistenza.  
 
Essendo p≠1, si ottiene in questo modo il punto d’equilibrio: 
  
2
1
10
11
10
11
MaD
D
p






+
=
µ
 , 
 
( )
r
aDDrM
2
11 +−= . 
 
(4.5.3)  
  
Tale punto in 4ℜ  corrisponde al punto d’equilibrio ( )MpMp ,,, .   
Affinché il punto d’equilibrio sia ammissibile biologicamente, deve essere 0< p <1, M >1. 
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4.5.1 Analisi dell’esistenza dell’equilibrio ( )MpMp ,,,  in un caso di scelta 
particolare dei parametri. 
 
Fissiamo tutti i parametri, tranne r  e D  nel modo seguente: 
 
  10=K  
 4/375.0 ==a  
 2.0=β  e 001.0=γ  
 
I parametri β , γ , K  servono per calcolare il tasso di mortalità: 
 
( ) ( )[ ]Kr /115.02/1 −−+= γβµ . 
 
Essendo 4/3=a , sostituendo in (4.5.3)2, si ottiene:  
 
( )
r
DrM
8
411 −= . 
 
Quindi nel nostro caso, affinché ( )MpMp ,,,  sia un equilibrio ammissibile biologicamente, devono 
essere verificate le seguenti disuguaglianze: 
 
1
11
10
11
10 2
1
<






+
=
MaD
D
p
µ
,    
( ) 1
8
411 >−=
r
DrM . 
 
 
(4.5.1.1) 
 
 
Osserviamo preliminarmente che la media è una funzione limitata superiormente: 
 
( )
2
11
8
411 <−=
r
DrM . 
 
Inoltre affinché sia accettabile: 
 
( ) ( ) DrDrrDr
r
DrM
36
110113684111
8
411 >⇔>−⇔>−⇔>−=  
 
cioè 
 
DrM
36
111 >⇔> .  (4.5.1.2) 
 
Di conseguenza i valori di D  ed r  che soddisfano 1>M  sono tutti quelli che nello spazio dei 
parametri ( )rD, , si trovano sopra la retta: 
 
( ) DDr
36
11*
= , 
 
interpretando r , come funzione di D  (si veda Figura18). 
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Figura 19 - Grafico della retta Dr 1136 * =  
 
Resta da vedere per quali valori dei parametri vale la (4.5.1.1)1 ossia quando: 
 
1
11
10
11
10 2
1
<






+
=
MaD
D
p
µ
. 
 
Per inciso, si noti che la probabilità è sempre positiva e non nulla.  
 
Sostituendo il valore della media si ottiene: 
 
( )23
1
2
411
10
11640
DraD
Dr
p
−






+
=
µ
, 
 
quindi tale funzione è definita per tutti i valori dei parametri D  ed r  tali che: 
 
0≠D
 e rD 4≠ . 
 
Imponendo la condizione d’esistenza (4.5.1.1)1: 
 
 61 
( ) 0
10
1164041101 1
223 >





+−−⇔>− DrDraDp µ .  (4.5.1.3) 
 
Si noti che esattamente come nel caso di una sola metapopolazione anche in questo caso si trova 
una disequazione di terzo grado nei due parametri essendo:  
 












−−+=
K
r
11
2
1
1 γβµ , 
  
con i limiti: 
 
K
r
K
r
<<− γ  e r>β . 
 
Ricordando che 001.0;2.0;10 === γβK  si ha: 
 




−⋅=
−
r
10
910201
2
1 3
1µ   





−= r9
10
201
20
1
2 , 
 
(4.5.1.4) 
2.001.0 << r . (4.5.1.5) 
 
Introducendo la funzione in due variabili: 
 
( ) ( ) 





+−−= DrDraDrDF
10
11640411, 1
223 µ ,  (4.5.1.6) 
 
si ha che: 
 
( ) 10, <⇔> prDF . (4.5.1.7) 
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4.5.1.1 Simulazioni Matlab 
 
Simulando la funzione ( )rDF , , definita dalla (4.5.1.6), in tre dimensioni si ottiene il seguente 
grafico: 
 
Figura 20 - Grafico Tridimensionale di ( )rDF ,  
I parametri sono fissati ai valori scelti all’inizio della sezione 4.5.1 
 
da cui si ricavano le curve di livello nel piano Dr : 
 
 
Figura 21 - Curve di livello della funzione ( )rDF ,  
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Invece le curve di livello relative a ( ) 0, =rDF sono rappresentate nel seguente grafico: 
 
 
Figura 22 - Curve di livello della funzione ( )rDF , , relative al piano ( ) 0, =rDF   
in rosso, in nero la retta rD 4=  
 
 
Osserviamo che in maniera del tutto analoga al caso di una sola metapopolazione, anche stavolta 
troviamo una curva con un andamento analogo a quello di Figura 12, sopra la quale l’equilibrio di 
totale persistenza esiste sempre, infatti, ricordiamo che sopra la retta nera la media è maggiore di 
uno, mentre sopra la curva rossa vale la (4.5.1.7) e quindi la probabilità è minore di uno, di 
conseguenza le coppie di parametri accettabili sono quelli che si trovano nell’intersezione delle due 
aree individuate dalla parte di piano sopra la curva rossa e quella sopra la retta nera (si veda Figura 
22). 
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4.5.1.2 Studio analitico del caso 08.0=r  
 
Se fissiamo il tasso di crescita intrinseco allora la disequazione(4.5.1.3) diventa una disequazione di 
terzo grado in D  di cui è possibile fare uno studio analitico. 
 
Fissiamo quindi 08.0=r  di conseguenza anche 1µ  sarà fissato,allora dalla (4.5.1.4) si ricava: 
 
0645.01 =µ   3102
129
⋅
= . 
 
(4.5.1.2.1) 
 
Studiamo la funzione probabilità che un patch sia vuoto in funzione del parametro D : 
 
( )23
1
2
411
10
11640
DraD
Dr
p
−






+
=
µ
. 
 
Abbiamo già visto che la funzione non è definita nei punti  
 
Inoltre si vede subito che: 
 
( ) +∞=
+→
Dp
D 0
lim  , 
( ) +∞=
+→
Dp
rD 4
lim , 
( ) 0lim =
+∞→
Dp
D
, 
( ) −∞=
−→
Dp
D 0
lim  , 
( ) +∞=
−→
Dp
rD 4
lim , 
( ) 0lim =
−∞→
Dp
D
. 
 
Calcoliamone la derivata: 
 
=
∂
∂
D
p
 
( )
( ) ( ) ( ) 










++





+−−−
−
− DDDDrDrD
DrDa
Dra
r
10
112
10
1144
10
11
4
4
11
640
11422
2
3 µµ . 
 
Poiché rD 4≠  allora la derivata si annullerà quando: 
 
( ) 0
10
112
10
11
10
114 11 =





++





−−− DDDDDr µµ  
da cui: 
( ) 0
10
2224 211 =++−− DDDr µµ  
0201511 112 =−+ µµ rDD . 
 
Il discriminante dell’equazione è positivo: 
 
0880225 1
2
1 >+=∆ µµ r  
 
quindi l’equazione ammette due radici discordi: 
0=D
     ed   rD 4= . 
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0
22
15 1 >∆+−=+ µD , 0
22
15 1 <∆−−=− µD . 
 
(4.5.1.2.2) 
 
Osservando poi che il segno della derivata dipende dal prodotto: 
 ( )( )DrrDD −−+ 4201511 112 µµ  
 
allora, la derivata avrà segno positivo, e quindi la funzione sarà crescente, quando: 
 




>
<
+
−
DD
DD
    e   rD 4<  
 
altrimenti è negativa. 
 
Tutto ciò ha senso essendo: 
 
rD 4<+  
 
In conclusione in +D  la funzione assume valore minimo, mentre in −D  ha un massimo. 
 
Mettendo insieme tutte le informazioni trovate siamo ora in grado di tracciare il grafico della 
funzione ( )Dp  (Figura 23). 
 
 
Figura 23 - Grafico della funzione ( )Dp  
(in rosso la retta per rD 4= ) 
 
Dal grafico della funzione probabilità è facile dedurre che, per trovare i valori della dispersione per 
i quali ( ) 1<Dp  è sufficiente trovare i valori per cui ( ) 1=Dp , tali valori ci daranno gli estremi 
degli intervalli in cui prendere D . 
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Quindi bisogna calcolare le soluzioni dell’equazione: 
 
( ) 0
10
11640411 1
223
=





+−− DrDraD µ  
 
ossia: 
 
06403474461111 1222333 =−⋅+⋅− µrDrrDaD . (4.5.1.2.3) 
 
Studiamo la funzione: 
 
( ) .6403474461111 1222333 µδ rDrrDaDD −⋅+⋅−=   
 
Si vede subito che: 
 
( ) ,06400 12 <−= µδ r  
( ) 1233333 6403474461111 µδ rrrarr −⋅+⋅−= 0,3.975296 >≅  
 
quindi sicuramente c’è un punto in cui la funzione si annulla per poi cambiare segno. 
 
Studiamo la derivata: 
 
2323 347441211
4
911 rrDD
D
⋅+⋅−⋅=
∂
∂δ
 
 
e vediamo dove si annulla: 
 
0347441211
4
9110 2323 =⋅+⋅−⋅⇔=
∂
∂
rrDD
D
δ
 
 
quindi per i valori della dispersione che soddisfano l’equazione: 
 
034741211
4
911 2222 =⋅+⋅−⋅ rrDD . 
 
Il discriminante è positivo: 
 
( ) ( ) 0113137347411119
4
2222 >⋅⋅=−⋅⋅=
∆
rr  
 
allora esistono due soluzioni positive: 
 
0998332128.0137
33
1
3
24
911
137336114~ 2
2
≅





−⋅=
⋅
−⋅
⋅=
−
rr
rrD  
3268334538.0137
33
1
3
24~ ≅





+⋅=+ rrD . 
 
 
(4.5.1.2.4) 
 
 
Inoltre il segno della derivata dipende dal segno della quantità:  
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2222 34741211
4
911 rrDD ⋅+⋅−⋅  
 
quindi è positiva, e la funzione ( )Dδ è crescente se : 
 




>
<
+
−
DD
DD
~
~
 
 
altrimenti decresce. 
 
In conclusione, in corrispondenza di +D
~
 c’è un minimo, mentre in 
−
D~ c’è un massimo.  
 
Con il Matlab è possibile ricavare immediatamente le soluzioni dell’equazione: 
 
06403474461111 1
222333
=−⋅+⋅− µrDrrDaD  
 
e si ottengono i punti: 
 
77753920318296.0
64252452151352.0
58000027530350.0
*
3
*
2
*
1
≅
≅
≅
D
D
D
. 
 
 
(4.5.1.2.5) 
 
Risulta inoltre, (Appendice C ) , che: 
 ( ) 0~ >
−
Dδ  e ( ) 0~ <+Dδ  
 
e che per i seguenti valori accoppiati: 
 
0
400
13
<





rδ  e ,0
200
7
>





rδ  
0
200
613
>





rδ  e ,0
800
2453
<





rδ  
0
800
3919
<





rδ  e ,0
800
3921
>





rδ
 
 
quindi in ognuno dei tre intervalli così trovati si trova uno zero della funzione. 
 
Si osservi che i valori trovati col Matlab sono tali che: 
 






∈






∈






∈
rrD
rrD
rrD
800
3921
;
800
3919
800
2453
;
200
613
200
7
;
400
13
*
3
*
2
*
1
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Il grafico della funzione ( )Dδ  sarà allora: 
 
Figura 24 - Grafico della funzione ( )Dδ  
 
Quindi: 
 
( ) 1<Dp ⇔  




>
<<
*
3
*
2
*
1
DD
DDD
. 
 
Si osservi però che affinché la media abbia senso:  
 
1>M  
 
deve essere rispettata la condizione (4.5.1.2) e poiché:  
 
rrD
800
3919
11
36
<<  
 
i valori della dispersione maggiori di 





∈ rrD
800
3921
;
800
3919*
3  vanno esclusi. 
 
Possiamo dunque concludere che i valori del parametro D  per cui, fissato 08.0=r , possiamo 
accettare la soluzione ( )MpMp ,,, , dove: 
 
2
1
11
10
11
10
MaD
D
p






+
=
µ
, 
( )
r
DrM
8
411 −=  
 
sono i valori di D  tali che: 
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*
2
*
1 DDD <<  
 
con: 
 






∈






∈
rrD
rrD
800
2453
;
200
613
200
7
;
400
13
*
2
*
1
 
 
 
(4.5.1.2.6) 
 
Infine se nella Figura 22 tracciamo la retta 08.0=r , si ottiene: 
 
 
Figura 25 - Grafico delle curve d’esistenza di ( )Mp,  
 
La retta nera è la retta per cui ( ) 1, =rDM , mentre le due curve rosse sono quelle  lungo le quali 
( ) 1, =rDp . L’area in cui esiste questa soluzione è data dall’intersezione delle aree del grafico 
che si trovano sopra le tre curve , quindi l’area sopra la curva rossa. 
 
 
In Figura 25 si vede che la retta 08.0=r  interseca la curva e la retta rossa, che ricordiamo 
rappresentano la funzione ( ) 0,1 =− rDp  in tre punti, uno dei quali si trova sotto la retta 
( ) 1, =rDM . Le simulazioni iniziali in Matlab sono, dunque, coerenti con i risultati analitici. 
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Infine si osservi che la media d’individui per patch rivista come funzione della dispersione è 
strettamente decrescente essendo: 
 
0
8
11
<−=
∂
∂
rD
M
 
 
dunque: 
 ( ) ( ) ( )*2*1 DMDMDM >>  (4.5.1.2.7) 
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4.5.1.3 Simulazioni in Locbif  
 
Confrontiamo ora i dati ottenuti con lo studio analitico con le simulazioni in Locbif. 
 
 
 
Figura 26 - Confronto tra la curva ricavata con il Locbif (verde) e quella del Matlab(rossa) 
I parametri sono fissati ai valori scelti all’inizio della sezione 4.5.1 
 
 
In Figura 26 sono rappresentate, nello spazio dei parametri, la curva ricavata con il Locbif (in verde 
e tratteggiata) e la curva di Figura 22 ricavata col Matlab (in rosso). Come nel caso di una singola 
metapopolazione osserviamo che i due studi, analitico e simulazioni, hanno portato allo stesso 
risultato, infatti le curve coincidono. 
 
E’ bene ricordare, tuttavia, che la curva analitica è stata ricavata in modo che fossero soddisfatte le 
condizioni d’esistenza dell’equilibrio di persistenza, mentre la curva ricavata con le simulazioni 
rappresenta il confine tra l’area in cui la soluzione persistente è instabile, sotto la curva, da quella 
dov’è stabile (sopra la curva). 
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4.5.2 Studio della stabilità del punto d’equilibrio  ( )MpMp ,,,  condizionata alla 
varietà W  
 
Facciamo lo studio della stabilità nel caso particolare della scelta dei parametri effettuata nella 
sezione 4.5.1, vale a dire 10=K , 4/375.0 ==a , 2.0=β , 001.0=γ .  
 
Studiare la stabilità condizionata alla varietà W , significa studiare la stabilità del punto d’equilibrio 
( )Mp,  relativamente a perturbazioni dei dati iniziali che giacciono su W e quindi in definitiva, 
rispetto al sistema (4.5.2).  Indichiamo i secondi membri di questo sistema con: 
 
( ) ( )
( )( )












 ++−−+−−=
−



++−= −
.
10
111
10
11
10
11
10
2),(
1
10
11),(
1
22
2
1
11
DMDarpaDMrMMpG
pMDaDMpMpG
µ
µ
 
 
Studieremo la stabilità dell’equilibrio esaminando la parte lineare del sistema(4.5.2). Le derivate nel 
punto d’equilibrio ( )Mp,  sono: 
 
( )
( ) ( ) ( ) 01
10
1121
10
111
1
,
1 <−−=−−+−=





∂
∂
− pMaDpMaDMD
p
G
Mp
µ  
 
( )
( )[ ]( ) ( ) 01
10
22121
,
1 <−−=−++−=





∂
∂
− ppaDpMDpaD
M
G
Mp
µ  
 
( )
0
10
11 2
,
2 <−=





∂
∂ MaD
p
G
Mp
 
 
( )
( ) =−−+−−=





∂
∂ DarpMaDMr
M
G
Mp
1
10
11
10
11
10
22
10
4
,
2
 
( )
.0
10
22
2
4
10
11
<−
−
− pMaDDr  
 
Gli autovalori della matrice linearizzata nel punto d’equilibrio ( )Mp,  si ottengono risolvendo 
l’equazione caratteristica: 
 
02121212 =
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
+





∂
∂
+
∂
∂
−
p
G
M
G
M
G
p
G
M
G
p
G λλ . 
 
Indipendentemente dal segno del delta, tale equazione ammette due autovalori a parte negativa (o 
negativi se sono reali) se: 
 
021 <
∂
∂
+
∂
∂
M
G
p
G
,        .02121 >
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
p
G
M
G
M
G
p
G
 
 
Nell’Appendice D mostreremo che ciò è vero, come pure dimostreremo che il discriminante 
dell’equazione è positivo. 
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Di conseguenza, il punto d’equilibrio ( )Mp, , laddove esiste è asintoticamente stabile sulla varietà 
W, inoltre si osservi che poiché nello studio degli autovalori si è usata solo la condizione 
d’esistenza della soluzione, i.e. la (4.5.1.1), questo risultato vale sia nel caso r  sia fissato a 0.08, 
sia nel caso vari insieme al tasso di dispersione, dunque, la curva ottenuta tramite lo studio analitico 
(Figura 22) è la curva che divide il piano dei parametri nell’area di persistenza, sopra la curva, e 
quella d’estinzione, al di sotto, ma solo nella varietà W.  
Nel prossimo paragrafo dimostreremo la stabilità incondizionata dell’equilibrio, vale a dire la 
stabilità del punto d’equilibrio ( )MpMp ,,,  in 4ℜ . 
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4.5.3 Studio della stabilità incondizionata del punto d’equilibrio ( )MpMp ,,,   
 
Per la dimostrazione della stabilità incondizionata del punto d’equilibrio, avremo bisogno di 
illustrare alcuni risultati generali d’altri autori sulle relazioni tra stabilità condizionata e 
incondizionata di un insieme compatto invariante. Dividiamo quindi il paragrafo in due parti: nella 
prima illustreremo i suddetti risultati, nella seconda li applicheremo al caso che stiamo studiando. 
 
4.5.3.1 Relazione tra proprietà di stabilità condizionata e incondizionata di un insieme 
compatto invariante. 
 
Abbiamo bisogno d’alcuni concetti preliminari, per enunciare un teorema che ci permetterà di 
risolvere completamente il problema della stabilità asintotica per il punto d’equilibrio in 4ℜ .  Sia i 
concetti, sia il teorema a cui facciamo riferimento sono contenuti in un articolo di L. Salvadori e F. 
Visentin([28]). 
 
Sia C un sottoinsieme di nℜ .  
Per ogni 0>a denoteremo con ρ  la distanza indotta dalla norma usata in nℜ  e porremo: 
} :{),( a(x,C)xaCB nn <ℜ∈= ρ , } :{],[ a(x,C)xaCB nn ≤ℜ∈= ρ . Se }0{=C , allora tali insiemi 
saranno indicati con )(aBn e ][aBn  rispettivamente. Sia A un sottoinsieme di nℜ×ℜ . Per ogni 
ℜ∈t , l’insieme } :{)( A (t,x)xtA n ∈ℜ∈=  rappresenta la sezione in nℜ  di A .  
Diremo che A  è s -compatto se ogni sezione )(tA  è compatta e inoltre esiste un compatto nQ ℜ⊂  
tale che QtA ⊂)(  per ogni ℜ∈t .  
 
Consideriamo il sistema d’equazioni differenziali 
   
( )ztf
dt
dz
,= , 
 
(4.5.3.1.1) 
 
con ),( nnCf ℜℜ×ℜ∈  e f  soddisfacente condizioni che assicurano l’unicità delle 
soluzioni. Supponiamo inoltre che ammetta un sottoinsieme M  s -compatto e invariante in nℜ×ℜ . 
Per ogni nzt ℜ×ℜ∈),( 00  indichiamo con ),,( 00 zttz  la soluzione massimale di (4.5.3.1.1) passante 
per ),( 00 zt . Diremo inoltre che un insieme A  ha una proprietà di stabilità “vicino a M ” se esiste 
0>γ  tale che la proprietà è soddisfatta rispetto alle perturbazioni iniziali ],[),( 00 γMIzt ∈ , dove 
abbiamo posto: ]}),([  ,  : ),{(],[ γγ tMBztztMI n∈ℜ∈= . Indichiamo ora con ubL  l’insieme delle 
funzioni ),,( ,: ztg (t,z)g nn →ℜ→ℜ×ℜ  tali che per ogni compatto nK ℜ⊂ esiste una costante 
( ) 0>KL tale che ( ) ( ) ( ) ℜ∈∀∈∀−≤− tKzzzzkLztgztg ,,,,, 212121  e se esiste almeno un 
valore nz ℜ∈  tale che ),( zg ⋅ è limitata in ℜ .  
 
Assumiamo ancora l’esistenza di una varietà invariante, rispetto al sistema (4.5.3.1.1), Φ  
contenente M . 
 
 
Siamo ora in grado di enunciare il seguente teorema.  
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Teorema 1 ([28]) 
 
Supponiamo che f  in (4.5.3.1.1) sia continua e ubLf ∈ . Inoltre supponiamo che M  sia 
uniformemente asintoticamente stabile per perturbazioni iniziali Φ∈),( 00 zt . Assumiamo inoltre 
che la varietà Φ  possa essere scritta nella forma: 
 
( ) ( ){ }xtgyyxt ,:,, ==Φ , ( ) ,, zyx = n-mm yx ℜ∈ℜ∈  , ( )xLgCg ub′∈∈ ,1 . 
 
(In questo caso ( )xLg ub′∈  significa che ( )xLg ub∈  insieme con le sue derivate parziali prime.) 
Allora se Φ  è uniformemente asintoticamente stabile vicino a M , M  è uniformemente 
asintoticamente stabile. 
 
Questo risultato sarà utilizzato in un contesto più semplice. Infatti, il nostro sistema di riferimento è 
indipendente da t, e anche M  e Φ  saranno insiemi particolari. 
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4.5.3.2 Applicazione allo studio della stabilità incondizionata del punto d’equilibrio 
( )MpMp ,,,
 
 
Cominciamo a scrivere il sistema (4.5.1), sempre con la scelta dei parametri 10=K , 
4/375.0 ==a , 2.0=β , 001.0=γ , in forma diversa. 
 
Facciamo la trasformazione di cooordinate (invertibile): 
 
MMx
ppx
−=
−=
12
1,01
 
MMy
ppy
−=
−=
22
2,01
 
 
da cui 
 
MxM
pxp
+=
+=
21
11,0
 
MyM
pyp
+=
+=
22
12,0
 
 
dove: 
 
2
11
8
411 <−=
r
DrM   e 1>M  solo se  rD
11
36
< , 
( )23
2
4
10
11
10
1164
DraD
Dr
p
−






+
=
µ
     , con    *2
*
11 DDDp <<⇔<  , definiti dalla (4.5.1.2.6). 
 
In questo modo le equazioni della varietà W assumono la forma: 
 



=
=
22
11
xy
xy
 
 
(4.5.3.2.1) 
 
cioè  
 
( )xgy = . 
 
Inoltre, il punto d’equilibrio da studiare si trasforma nell’origine del sistema di riferimento.  
Le equazioni del (4.5.1) nelle nuove variabili sono allora: 
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( )( ) ( ) ( )( )( ) ( )
( ) ( )( ) ( ) ( )( )[ ]
( )( )
( ) ( )( )[ ] ( )
( )( ) ( ) ( )( )( ) ( )
( ) ( )( ) ( ) ( )( )[ ]
( )( )
( ) ( )( )[ ] ( )






















=++−
−−
−−+
+
+++−++





+++−++−==
=+−−+−−−










++−
+
+
==
=++−
−−
−−+
+
+++−++





+++−++−==
=+−−+−−−










++−
+
+
==
2121421
1
12
21212
2
222
21213112112
2
1
2,01
2121221
1
12
21212
2
212
21211112112
2
1
1,01
,,,1
1
1
10
1
1
10
11
10
11
10
2
,,,1
10
1110
11
,,,1
1
1
10
1
1
10
11
10
11
10
2
,,,1
10
1110
11
yyxxfMypy
py
pxMx
aD
MypyMyaDDMyDrMyrMy
yyxxfpypxMxaDpypyMyaD
My
D
py
yyxxfMxpx
px
pyMy
aD
MxpxMxaDDMxDrMxrMx
yyxxfpxpyMyaDpxpxMxaD
Mx
D
px
µ
µ
µ
µ
&&
&&
&&
&&
 
 
Dato che ( )0,0,0,0  è soluzione di questo sistema il termine di grado zero in ( )2121 ,,, yyxx  nello 
sviluppo dei secondi membri si annulla. 
 
Possiamo allora scrivere le equazioni nella forma: 
 
( )
( )
( )
( )














+





∂
∂
+





∂
∂
+





∂
∂
+





∂
∂
=
+





∂
∂
+





∂
∂
+





∂
∂
+





∂
∂
=
+





∂
∂
+





∂
∂
+





∂
∂
+





∂
∂
=
+





∂
∂
+





∂
∂
+





∂
∂
+





∂
∂
=
,,,,
,,,
,,,
,,,
21212
02
4
1
01
4
2
02
4
1
01
4
2
21212
02
3
1
01
3
2
02
3
1
01
3
1
21212
02
2
1
01
2
2
02
2
1
01
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(4.5.3.2.2) 
 
con: 
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Si osservi che: 
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onde il sistema (4.5.3.2.2) diviene: 
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(4.5.3.2.3) 
 
Riduciamo ora la varietà (4.5.3.2.1) all’iperpiano: 
 
0=u . 
 
Consideriamo la nuova trasformazione (invertibile) di coordinate: 
 
( )xgyu −= . 
 
Si ha: 
 



−=
−=
222
111
xyu
xyu
 
 
con inversa: 



+=
+=
222
111
xuy
xuy
. 
 
Con la nuova trasformazione di coordinate, il sistema (4.5.3.2.3) diventa: 
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(4.5.3.2.4) 
 
Notiamo che il sistema(4.5.3.2.4) sulla varietà 0=u  si riduce a: 
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(4.5.3.2.5) 
 
Ovviamente l’origine è un punto asintoticamente stabile per il sistema (4.5.3.2.5)ed è una soluzione 
del sistema (4.5.3.2.4). 
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Siamo ora in grado di applicare il Teorema 1.  
 
Nel nostro caso n=4 e m=2, inoltre il sistema (4.5.3.2.4) è indipendente da t. L’insieme M  coincide 
con }0{×ℜ , con 0  origine di 4ℜ . Inoltre la varietà Φ  coincide con l’insieme 
}0  , , : ),{( 22 =ℜ∈ℜ∈×ℜ=×ℜ uuxuxφ , dove φ  è la trasformata di W, nel nuovo sistema di 
coordinate. 
 
Osserviamo subito che dato che tutte le funzioni coinvolte sono indipendenti dal tempo, e regolari, 
le condizioni del teorema su tali funzioni sono ovviamente soddisfatte. Inoltre, dato che l’origine 
sulla varietà φ  coincide con il punto ( )Mp,  di W, e la proprietà di stabilità asintotica non dipende 
dalla scelta delle coordinate, la condizione che M  sia asintoticamente stabile rispetto alle 
perturbazioni iniziali scelte su Φ  è soddisfatta. 
 
Resta pertanto solo da dimostrare che Φ è (uniformemente) asintoticamente stabile per (4.5.3.2.4) 
vicino all’origine. Dobbiamo quindi dimostrare che  
  
(a) ( ) ( )ασα 400 ,:0 , Bux ∈>∃  implica che ( ) +∞→→ ttu ,0  lungo le soluzioni per le quali  
( ) ( ) 0,2 >∀∈ tBtx σ , uniformemente in ( )00 ,ux .  
 
Di conseguenza, per ottenere la (a), dobbiamo anche dimostrare che : 
 
(b) lungo le soluzioni del sistema (4.5.3.2.4), esiste un intorno, sempre in 4ℜ , tale che scegliendo 
( )00,ux  in questo intorno: ( ) ( ) 0,2 >∀∈ tBtx σ . 
 
Cominciamo col dimostrare (a). 
 
Le ultime due equazioni del sistema (4.5.3.2.4) possono essere scritte nella forma  
   
),,(  uxoAu
dt
du
+=  
 
(4.5.3.2.6) 
 
dove A è la matrice  dei coefficienti delle 2,1 , =iui   nelle due equazioni.  
Allora se gli autovalori della parte lineare di (4.5.3.2.6) sono a parte reale negativa, possiamo 
affermare che 0>∃σ  tale che ( ) 0→tu  lungo le soluzioni del sistema (4.5.3.2.4) per cui 
( ) ( ) 0,2 >∀∈ tBtx σ . Verifichiamo quando ciò accade.  
Si ha 
 
=





∂
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


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∂
∂
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1
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1
y
f
x
f ( ) 02011
10
<−− pMaD     se  
20
11
<p  .      
 
Si dimostra, con un’analisi analoga alle precedenti per lo studio dei valori della dispersione in 
funzione della probabilità, che esiste una coppia di valori ( )DD, della dispersione tale che se 
*
2
*
1 DDDDD <<<<  allora 20
11
<p  ( si veda Appendice E).  
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Si osservi però che nell’effettuare l’analisi dei valori della dispersione tali che 
20
11
<p , 
analogamente a quanto già fatto, s’è dovuto fissare il valore del tasso di crescita intrinseco ( 
08.0=r ). 
 
Mentre per le altre: 
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essendo: 
 
( ) ( ) 0121922992911 >−+−=−+−=−− MpMMpMMpMM , 
 
infine: 
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La matrice degli autovalori è: 
 
( ) ( )
( ) ( ) 


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
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10
22911
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e l’equazione caratteristica è quindi: 
 
( ) ( ) +





++−+





+++−+ pMaDaDMrpMaDpMaDaDMrpMaD 2
10
2
10
22011
10
2
10
2
10
22011
10
2 λλ  
( ) 02911
10
2 22
=−−− pMMpMDa . 
 
Il coefficiente di λ  è positivo, perché stiamo prendendo i valori della dispersione per cui 
20
11
<p , le 
radici caratteristiche sono tutte a parte reale negativa (o negative), se il termine noto è positivo, i.e. 
se:  
 
( ) ( ) 02911
1010
2011
10
2
>





−−−





++− pMMpaDpMaDaDMrpMaD   
 
 
(4.5.3.2.7) 
osserviamo che: 
 
( ) ( ) =





−−−





++− 2911
1010
2011
10
2 pMMpaDpMaDaDMrpMaD  
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



−−+= 2112
10
11
10
11
10
2 pMaDpMraDMrMaD  
 
dunque la (4.5.3.2.7) vale se : 
 
0112
10
11
10
11 2 >



−−+ pMaDpMraDMr  
ovvero se  
( ) 0
10
11211 2 <+−+ aDMrpMrpMaD  
 
Anche in questo caso si riesce a trovare un intervallo di valori della dispersione ( )21 ˆ,ˆ DD , più 
piccolo del precedente, che soddisfa la disequazione (vedi Appendice F). 
 
Si può dunque concludere che, in un intorno dell’origine, ( ) 0→tu  lungo le soluzioni del sistema 
(4.5.3.2.4) per cui ( ) ( ) tBtx ∀∈ ,2 σ . 
 
Dimostriamo ora (b). 
 
Dobbiamo provare quindi che ( )tx  è limitata lungo le soluzioni del sistema (4.5.3.2.4) in un intorno 
dell’origine in 4ℜ . 
 
Osserviamo innanzi tutto che per i teoremi inversi di Liapunov ([32]), relativi alla stabilità 
asintotica dell’origine sulla varietà, esiste una funzione di Liapunov  V  definita in 2ℜ , a valori 
reali, associata al sistema (4.5.3.2.5) per la quale  esiste 0>χ  per cui per ogni ( )χ2Bx ∈  si abbia 
 
( ) ( ) ( )xbxVxa ≤≤ , 
( ) ( )xcV −≤5.2.3.5.4& ,     
 
(4.5.3.2.8) 
 
dove ( )ra  e ( )rb , ( )rc  sono funzioni continue, crescenti e a valori positivi.  
 
Inoltre il gradiente di V è limitato in norma, cioè esiste 0>H tale che H
x
V
<
∂
∂
 per ogni 
( )χ2Bx ∈  . 
 
Scegliamo ora ( ) ( )σχσ 400 ,:),0( Bux ∈∈  comporta che ( ) +∞→→ ttu  ,0  lungo le soluzioni per 
le quali ( ) ( ) tBtx ∀∈ ,2 σ , uniformemente in ( )00 ,ux . 
 
Sia ( )( )( )σγ ab 1,0 −∈  e ( )γδ  il delta della stabilità in 2ℜ  scelto in modo che: 
 
( ) ( ) 











∈
kMH
c γγδ min,0  
 
(4.5.3.2.9) 
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dove k  è la costante di Lipschitz del secondo membro dell’equazione in ][4 σB , M  è il massimo di 
u
f
∂
∂
 in ][4 σB  e H  è il massimo di 
x
V
∂
∂
 in ][4 σB . 
Sia ora ( )( )γδTT =  il numero legato a ( )γδ  dalla proprietà d’attrattività della varietà, cioè T è tale 
che 
 
( ) ( ) .origineall'  vicino di attrazione di regionenella    ),( e ,,, 0000 Φ∀≥∀< uxTtuxtu γδ  
  
Inoltre, per la continuità nei dati iniziali possiamo scegliere un numero che indichiamo con 
( )( ) 0>γδα  tale che: 
 
( ) ( )( )( ) ( ) ( ) [ ].,0,, 400 TttuBux ∈∀<⇒∈ γδγδα  
 
Possiamo sempre ottenere che ( )( )( )γδα4B  sia contenuta nella regione d’attrazione di Φ  vicino 
all’origine.  Scegliamo, dunque ( ) ( )( )( )γδδ400 , Bux ∈  e proviamo che: 
 
( ) 0,,, 00 ≥∀< tuxtx σ  
 
(4.5.3.2.10) 
 
lungo le soluzioni del sistema (4.5.3.2.4). 
 
Osserviamo che per la scelta di T  e di ( )( )γδα , si ha ( ) ( ),,, 00 γδ<uxtu   
( ) ( )( )( ) 0 e , 400 ≥∀∈∀ tBux γδα . Supponiamo, per assurdo che (4.5.3.2.10) non sia vera, allora 
esistono ℜ∈21 , tt  tali che, ponendo per brevità ( )00 ,,)( uxtxtx = : 
 
 
 
210 tt <<   
 
( ) γ=1tx  
 
( ) σ=2tx  
 
( ) [ ]21 ,, ttttx ∈∀≤≤ σγ . 
 
Faremo ora riferimento, nel seguito della dimostrazione, ad una tecnica utilizzata in alcuni risultati 
di L. Salvadori e F. Visentin, non ancora pubblicati, concernenti le relazioni tra stabilità 
condizionata e non, nel caso non asintotico (anche rispetto alle perturbazioni iniziali sulla varietà).  
 
Calcoliamo la derivata della funzione V  lungo le soluzioni del sistema (4.5.3.2.4), e quindi lungo la 
componente ( )00 ,, uxtx . Si ha 
 
( ) ( ) ( )05.2.3.5.400)4.2.3.5.4( ff
x
VVff
x
Vf
x
Vf
x
VV −⋅
∂
∂
+=−⋅
∂
∂
+⋅
∂
∂
=
∂
∂
=
&&
 
 
(4.5.3.2.11) 
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avendo posto 0fx =&  nel sistema (4.5.3.2.5) e avendo indicato con la funzione vettoriale f  le 
funzioni al secondo membro in (4.5.3.2.4) .   
 
Dalla (4.5.3.2.11) utilizzando la (4.5.3.2.9), lo sviluppo al primo ordine in termini di polinomio di 
MacLaurin per f  e ricordando l’intervallo d’appartenenza di γ , si ottiene: 
 
( ) ( ) ( ) ( ) ( ) 05.2.3.5.4)4.2.3.5.4( =+−<+−≤



∂
∂
+≤ γγγδ cckHMxcu
u
fkHVV && , [ ]21, ttt ∈∀ . 
 
Allora V  è una funzione non crescente nell’intervallo [ ]21, tt  e quindi 
 
( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )( ) ( )σσγσ aabbbtxVtxVtxaa ≤<≤≤≤= −1122 , 
 
onde ( ) ( )σσ aa < , che è assurdo. 
 
Dunque ( ) 0,,, 00 ≥∀< tuxtx σ lungo le soluzioni del sistema (4.5.3.2.4), se ( ) ( )( )( )γδα400, Bux ∈ . 
 
Quindi applicando il Teorema 1, concludiamo che la soluzione ( )MpMp ,,,  è (uniformemente) 
asintoticamente stabile incondizionatamente per ( )21 ˆ,ˆ DDD ∈ . 
 
 
 
Terminiamo lo studio analitico del caso di totale simmetria osservando che, poiché lo studio della 
stabilità è stato fatto applicando un teorema per il quale è stato utile  porre dei limiti più stretti di 
quelli reali (a partire dal fatto cha abbiamo dovuto fissare il tasso di crescita intrinseco), la stabilità 
è stata provata in un intervallo più piccolo di quello reale (si veda Appendice F) , di conseguenza 
anche più piccolo di quello rilevato dalle simulazioni (Figura 26). Nulla toglie che si possano 
analizzare i punti rimasti al di fuori (ma appartenenti alla presunta area di stabilità) e provarne la 
stabilità , in questo modo l’area di stabilità della soluzione persistente coinciderebbe con quella in 
cui esiste, esattamente come rilevato dalla simulazione in Locbif  nel paragrafo 4.5.1.3. 
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4.5.4 Simulazioni in Locbif 
 
A questo punto facciamo un po’ di simulazioni: partiamo da qualcuna di controllo dei nostri 
risultati, per poi spingerci un po’ oltre creando piccole perturbazioni dei nostri parametri per vedere 
cosa succede.  
 
Si osservi che inizialmente in tutte le simulazioni i parametri sono fissati come in sezione 4.5 ,ossia: 
  10=K  
 75.0=a  
 2.0=β  e 001.0=γ  
4.5.4.1 Orbite delle soluzioni 
 
Queste simulazioni mostrano che le soluzioni che non partono dalla varietà W, sulla quale 
)()( 0201 tptp =  e )()( 21 tMtM = , (nel grafico sono blue tratteggiato) convergono al punto 
d’equilibrio (in verde). In rosso, invece, le soluzioni che partono dalla varietà W. 
 
 
Figura 27 - Orbite delle soluzioni. 
In rosso le orbite delle soluzioni che partono dalla varietà 
W, in blue quelle che partono al di fuori di W. 
 
Il grafico di Figura 27 mostra che anche questa volta le simulazioni concordano con lo studio 
analitico delle sezioni precedenti. 
Si osservi che per la totale simmetria del sistema, il grafico delle orbite in ( )11 , Mp  è del tutto 
analogo a quello di Figura 27. 
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4.5.4.2 Apertura dei corridoi biologici 
 
Date due popolazioni isolate identiche, con i parametri fissati (anche *2211 DDD == ) facciamo 
delle simulazioni per la curva soglia nel piano dei parametri Dr  (in verde), e confrontiamo questa 
curva con quelle del caso in cui siano aperti i due corridoi che mettono in comunicazione le due 
penisole, possiamo avere almeno due casi: 
 
a) la dispersione totale della metapopolazione non cambia il che significa che: 
 
*
1211 DDD =+  e  
*
2122 DDD =+  (curva arancione); 
 
b) l’apertura del corridoio aumenta la dispersione: 
 
*
11 DD =  e  
*
12 10
1 DD =  ,di conseguenza *1211 DDD >+ ,  
 
così come *22 DD =  e  
*
21 10
1 DD = , implicano *2122 DDD >+  (curva blue). 
 
Si osservi che continuiamo a mantenere la simmetria anche se apriamo i corridoi, quindi valgono 
ancora le relazioni: *DDii =  e  
*
10
1 DDij =  , ji ≠∀ . 
Dalle simulazioni, allora, si ottiene il seguente grafico: 
 
 
Figura 28 - Limiti di persistenza-estinzione 
Nel caso le penisole siano isolate (verde), e dopo l’apertura dei corridoi, 
nel caso di dispersione totale costante(arancione) ed in quello in cui a 
dispersione aumenta(blue). 
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Ingrandiamo la Figura 28: 
 
 
Figura 29 - Ingrandimento della Figura 28 
 
Indubbiamente anche se le popolazioni persistono, dopo l’apertura dei corridoi aumenta l’area di 
possibile estinzione d’entrambe, infatti, la curva che rappresenta il caso in cui siano isolate (la 
verde) è quella che si trova più in basso. Le altre due sono molto prossime l’una all’altra, ( forse 
perché la long dispersion è molto più piccola della short), quindi, in questo caso, non sembra 
cambiare molto la situazione se si considera una aumento della dispersione totale rispetto a quando 
la dispersione totale rimane costante. 
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4.5.4.3 Diminuzione del flusso dei Dispersi 
 
In Figura 30 osserviamo che diminuendo il traffico da una penisola all’altra, agendo sul rapporto tra 
la long e la short dispersion, dalle simulazioni risulta che una riduzione della long dispersion 
implica un aumento dell’area di persistenza. 
 
Ciò non stupisce data totale simmetria del sistema e la totale assenza di disturbi. 
 
 
Figura 30 - Curve di persistenza in relazione alla long dispersion 
Curve di persistenza in corrispondenza di diversi rapporti tra long e short dispersion: 
nei casi  DL=1/10Ds (rosa) DL=1/20Ds (verde) DL=1/100Ds (blue). 
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4.5.4.4 Presenza di Disturbi 
 
Le curve del grafico di Figura 31 sono state ricavate mediante simulazioni del modello compatto nel 
caso di totale simmetria aggiungendo i vari tipi di disturbi e combinandoli fra loro. 
 
 
 
Figura 31 - Confronto con vari tipi di disturbi 
 
 
Osserviamo che la curva corrispondente ad una maggiore area di persistenza della specie è 
ovviamente quella relativa all’assenza di disturbi (in rosa), mentre la peggiore è quella ottenuta nel 
caso in cui entrambe le penisole siano colpite sia da perdita di habitat che da catastrofi (in rosso). 
 
Mentre si direbbe che il caso in cui una sola delle due penisole è deteriorata (in verde) , sia da 
perdita di habitat che da epidemie, è migliore del caso in cui ognuna delle due penisole è oppressa 
da un tipo diverso di disturbo(in blue). 
Infine, se distribuiamo il disturbo tra le penisole (in nero) la situazione peggiora ulteriormente. 
 
Questo fa pensare che una specie distribuita in due penisole rischia maggiormente l’estinzione se le 
due penisole sono colpite contemporaneamente da catastrofi e perdita di habitat, rispetto alla 
situazione in cui solo una delle due diviene poco ospitale. 
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4.5.4.5 Mortalità durante i lunghi viaggi 
 
Nella totale simmetria, analizzata in questa sezione, abbiamo anche supposto che le probabilità di 
sopravvivere ad un viaggio verso la penisola opposta fossero le stesse rispetto a quelle verso la 
penisola d’origine, in natura però spesso non è vero, basti pensare che solitamente spostarsi da una 
penisola all’altra significa percorrere un tragitto più lungo esponendosi alla predazione per più 
tempo. 
 
Tramite la seguente simulazione si vede che se le probabilità di sopravvivenza nei viaggi lunghi 
( 12a  e 21a  ), che in ogni caso supponiamo uguali, diminuisce, allora si riduce anche l’area di 
persistenza della specie. 
 
Si ricorda che durante tutto lo studio effettuato nelle sezioni 4.5.1, 4.5.2 e 4.5.3 si è supposto 
75.011222112 ==== aaaa . 
 
 
Figura 32 - Curve di persistenza al variare della probabilità di sopravvivenza durante i viaggi lunghi. 
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4.6 Conclusioni  
 
Questo studio ha permesso di fare chiarezza sul funzionamento del modello fondamentale per una 
metapopolazione e ha dato delle risposte, anche se non esaustive, alla domanda posta all'inizio del 
paragrafo 4.1, circa l'interazione di due metapopolazioni:  
 
“Cosa accade se una metapopolazione che vive in un habitat frammentato è messa in 
comunicazione con un’altra metapopolazione tramite un corridoio? ” 
 
Risultati più o meno espliciti sono stati trovati per il caso simmetrico. Si può notare che le risposte 
variano a seconda di come funziona il corridoio biologico (per esempio, grandezza dei flussi di 
dispersione , cambiamento totale dei flussi, probabilità di sopravvivenza durante i viaggi), e 
soprattutto se il corridoio è a senso unico o a doppio senso, cioè se ci sono due corridoi praticabili (e 
praticati) o uno solo, e che dunque non esiste una risposta univoca alla domanda, ma risposte 
differenti a secondo di varie relazioni quantitative tra parametri. 
 
Ci sono molte possibilità di sviluppo del lavoro presentato, tra cui la ricerca di un’espressione 
esplicita per la funzione soglia tra i due comportamenti fondamentali del modello, l'estinzione e 
l'equilibrio persistente (in teoria sarebbe anche utile poter escludere in via teorica altri tipi di 
comportamento per combinazioni particolari dei parametri), uno studio esaustivo del modello 
simmetrico, ad esempio traendo spunto dalle simulazioni fatte in Locbif e riportate nella sezione 
4.5.4, uno studio del modello intermedio di comunicazione unidirezionale e, infine, risultati 
maneggevoli per il modello generale che, purtroppo, a causa dei suoi 16 parametri e molte 
nonlinearità, si è finora rivelato molto arduo da studiare. 
 
 
Una differente, ma sempre interessante, possibilità di sviluppo del modello e dei risultati potrebbe 
essere trovata nell'interazione più approfondita con studiosi di ecologia e biologia, orientando lo 
studio verso le domande più dettagliate che ci si può porre ispirati da situazioni pratiche. 
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Appendici 
Appendice A 
 
.Modello Compatto con una Metapopolazione: Studio del segno della funzione g(D). 
 
Valgono le seguenti disuguaglianze: 
 ( ) 0>+Dg  e ( ) 0<++Dg  
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



 −






=
2
1
33
2
64
800
311388
160
21027
800
315 rrr µ  
=−





+⋅−





=
2
1
3 641388
800
31
32
21027
800
31
rr µ  
=−





⋅
−





=
2
1
3 64
32800
34880963
800
31
rr µ  
=


 ⋅
⋅−⋅⋅
⋅
=
2
5
12916
100
1
100
8
800
31
32800
34880963
r  
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010135463296.6258
160
31
32800
34880963
500
8 42 >⋅≅



−⋅
⋅
=
−
r  
 
e 
 
0
80
269
>





rg  
=−





+





−





=




 2
1
2
23
64
80
2691388
80
269660
80
26975
80
269
rrrrrrrg µ  
=−





+





−





=
2
1
33
2
64
80
2691388132
80
26915
80
2695 rrr µ  
=−





+




 −






=
2
1
33
2
64
80
2691388
16
2112807
80
2695 rrr µ  
=−





+




 −






=
2
1
33
2
64
80
2691388
16
1305
80
2695 rrr µ  
=−





+⋅−





=
2
1
3 641388
16
269
16
1305
80
269
rr µ  
=


 ⋅
⋅−⋅⋅=
2
2 5
12916
100
1
100
8
16
4283
80
269
r  
010383975002.212916
512
4283269
500
1 32 >⋅≅



⋅−
⋅
=
−
r  
 
e  
 
0
8
27
<





rg  
=−





+





−





=




 2
1
2
23
64
8
271388
8
27660
8
2775
8
27
rrrrrrrg µ  
=−





+





−





=
2
1
33
2
64
8
271388132
8
2715
8
275 rrr µ  
=−





+





−





=
2
1
33
2
64
8
271388
8
651
8
275 rrr µ  
=−





+⋅⋅−





=
2
1
3 6413885
8
27
8
651
8
27
rr µ  
=−




 +−






=
2
1
3 64
64
8883287885
8
27
rr µ  
=


 ⋅
⋅−⋅⋅=
2
5
12916
100
1
100
8
8
27
64
947
r  
010502000000.8
5
2064
64
25569
100
1 42 <⋅−≅



−=
−
r  
 
inoltre: 
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0
80
431
<





rg  
=−





+





−





=




 2
1
2
23
64
80
4311388
80
431660
80
43175
80
431
rrrrrrrg µ  
=−





+





−





=
2
1
33
2
64
80
4311388132
80
43115
80
4315 rrr µ  
=−





+





−⋅





=
2
1
33
2
64
80
43113881323
16
431
80
4315 rrr µ  
=−





+




 −






=
2
1
33
2
64
80
4311388
16
819
80
4315 rrr µ  
=−





+⋅−





=
2
1
3 641388
16
431
16
819
80
431
rr µ  
=−











=
2
1
3
2 6416
2339
80
431
rr µ  
=


 ⋅
⋅−⋅⋅=
2
2 5
12916
100
1
100
8
80
431
16
2339
r  
010216474992.12582339
16
431
500
8 32
3 <⋅−≅



−⋅=
−
r  
 
infine: 
 
0
5
27
>





rg  
=−





+





−





=




 2
1
2
23
64
5
271388
5
27660
5
2775
5
27
rrrrrrrg µ  
=−





+





−





=
2
1
33
2
64
5
271388132
5
2715
5
275 rrr µ  
( ) =−





+−





=
2
1
33
2
64
5
27138813281
5
275 rrr µ  
( ) =−





+−





=
2
1
33
2
64
5
27138851
5
275 rrr µ  
( ) =−+⋅−





=
2
1
3 6413882751
5
27
rr µ  
=−





⋅=
2
1
3 6411
5
27
rr µ  
=


 ⋅
⋅−⋅=
2
5
12916
100
1
100
8
5
297
r  
[ ] =−= 2258297
500
8
r  
239
500
8
r⋅= 010993600000.3 3 >⋅≅ −  
C.V.D. 
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Appendice B 
 
.Modello con Due Metapopolazioni: Derivazione dal Modello Markoviano. 
 
Per ampliare il modello compatto di Casagrandi-Gatto facciamo prima un passo indietro, ampliando 
quello Markoviano, poi con la tecnica della chiusura dei momenti otterremo quello compatto. 
Nell’ipotesi di dispersione indipendente da densità, ossia DDi = , ed in presenza di catastrofi 
naturali,il modello Markoviano di una sola metapopolazione era: 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( )



⋅+⋅++⋅+⋅++−⋅+−⋅=
−+++−=
+++−− tpiDtptaSiDtptaSitp
pmtpDtptaStp
iiiipiiiipii
p
11111
011100
11
1
µµνν
µ
&
&
 
 
Quindi nel caso di due metapopolazioni il modello, scritto solo per la prima penisola, diviene:  
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )[ ] ( )
( ) ( ) ( ) ( ) ( )[ ] ( )
( ) ( )[ ] ( )
1
1
1
1
1,12,11,11,1
1,11,21,21,11,12,11,11,1,
1,11,21,21,11,11,11,
1,011,12,11,11,11,01,21,21,01,11,11,0
≥∀







⋅+⋅+++
+⋅+++⋅++++
−⋅++−⋅=
−++++−−=
++
−−
i
tpiDD
tpmtSatSaiDD
tptSatSaitp
pmtpDDtptSatptSatp
ii
ippii
ippii
pp
µ
µν
ν
µ
&
&
 
 
ove: 
 ( ) ( ) ( ) ( ) 1,01,21,21,01,11,1 ptSaptSa pp +  
 
probabilità che almeno un individuo, proveniente da una qualsiasi delle due penisole raggiunga un 
patch vuoto della prima, 
 ( ) ( )tpDD 1,12,11,11,1 ++µ  
 
probabilità che l’unico individuo che abita un pach della prima penisola muoia o si disperda; 
 
( ) ( ) ( ) ( ) ( )[ ] ( )tptSatSai ippi 1,11,21,21,11,11,1 1 −− ⋅++−⋅ν  
 
probabilità che in un patch con i -1 individui nasca o arrivi un individuo, da una qualsiasi penisola 
 ( ) ( ) ( ) ( ) ( )[ ] ( )tptSatSaiDD ippii 1,1,21,21,11,12,11,11,1, ⋅++⋅+++ µν  
 
probabilità che in un patch con i individui nasca,muoia, parta o arrivi un individuo, 
 ( ) ( )[ ] ( )tpiDD ii 1,12,11,11,1 1 ++ ⋅+⋅++µ  
 
 probabilità che in un patch con i +1 individui muoia o parta un individuo. 
 
In maniera più compatta: 
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( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )[ ] ( ) ( ) ( )[ ] ( )
( ) ( )[ ] ( )
1
1
1
1
1,12,11,11,1
1,11,2,11,11,1,1,11,1,11,
1,011,12,11,11,11,01,1,0
≥∀





⋅+⋅+++
+⋅++⋅+++−⋅+−⋅=
−++++−=
++
−−
i
tpiDD
tpmtFiDDtptFitp
pmtpDDtptFtp
ii
ipiiipii
p
µ
µνν
µ
&
&
 
 
Avendo posto: 
 
( ) ( ) ( ) ( ) ( )tSatSatF ppp 1,21,21,11,11, +=  
 
A questo punto usiamo la tecnica della chiusura dei momenti per rendere il modello compatto, 
consideriamo quindi le probabilità condizionate: 
 
( ) ( )( )tp
tp
t ii
1,0
1,
1, 1−
=δ     ; ( ) ( )( )tp
tp
t ii
2,0
2,
2, 1−
=δ  ( ( ) jtp j ∀≠ ,1,0 ) 
 
Di conseguenza: 
 
( ) ( )( ) +−= tp
tp
t ii
1,0
1,
1, 1
&
&δ ( )( ) ( )ttp
tp
i 1,
1,0
1,0
1
δ
−
&
 
 
(si ricava derivando: ( ) ( )( ) ( )ttptp ii 1,1,01, 1 δ−=  ) 
 
Ne deriva subito che: 
 
 
  
 
 
mentre 
 
( ) ( ) ( )tpkDtS k
k
p 2,
1
1,21,2
⋅⋅= ∑
∞
=
( )( )2,02,
1
2,2 1 ptiD i
i
−⋅⋅= ∑
∞
=
δ ( )( )2,02,2 1 ptS −=  
 
Onde: 
 
( ) ( )( ) ( )( )2,01,21,21,01,11,11, 11 ptSaptSatFp −+−=  
 
Poiché  
 
( )( ) ( ) ( )tpttp ii 1,1,1,01 =− δ  
 
Allora, omettendo il tempo: 
 
+
−
=
1,0
1,
1, 1 p
pi
i
&
&δ =
−
1,
1,0
1,0
1 ip
p δ&    
( ) ( ) ( )tpkDtS k
k
p 1,
1
1,11,1
⋅⋅= ∑
∞
=
( )( )1,01,
1
1,1 1 ptiD i
i
−⋅⋅= ∑
∞
=
δ ( )( )1,01,1 1 ptS −=   
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( )[ ] ( ) ( )[ ] ( )
( ) +−
−⋅++⋅+++−−⋅+−⋅
=
−−
1,0
1,01,11,2,11,11,1,1,01,11,1,1
1
111
p
pmFiDDpFi ipiiipi δµνδν
 
( ) ( )[ ] ( )
( ) +−
−⋅+⋅++
+ ++
1,0
1,01,12,11,11,1
1
11
p
piDD ii δµ
( ) ( ) ( )
( ) =−
−+−+++−
+ 1,
1,0
1,011,01,12,11,11,11,01,
1
11
i
p
p
pmpDDpF δδµ  
( )[ ] ( )[ ] +⋅+⋅+++−⋅+−⋅=
−− 1,1,2,11,11,1,1,11,1,1 1 ipiiipi FiDDFi δµνδν
( ) ( )[ ] +⋅+⋅++ ++ 1,12,11,11,1 1 ii iDD δµ     
( ) ( ) =+++−− 1,1,12,11,11,11,1,0
1,01,
1 ii
p DD
p
pF δδµδ  
( )[ ] ( ) ( ) ( ) +⋅





++−
−
++⋅+++−⋅+−⋅=
−− 1,1,12,11,11,1
1,0
1,01,
1,2,11,11,1,1,11,1,1 1
1 i
p
piiipi DDp
pF
FiDDFi δδµµνδν
 ( ) ( )[ ] 1,12,11,11,1 1 ++ ⋅+⋅+++ ii iDD δµ  
 
Essendo poi  
 
( ) ( ) ( )1,0
1,
1,0
1,01,0
1,
1,0
1,01,
1, 11
1
1 p
F
p
pp
F
p
pF
F pp
p
p
−
=








−
+−
=
−
+  
 
Si ha  
 
=1,iδ& ( )[ ] ( ) ( ) ( ) +⋅





++−
−
+⋅+++−⋅+−⋅
−− 1,1,12,11,11,1
1,0
1,
2,11,11,1,1,11,1,1 1
1 i
p
iiipi DDp
F
iDDFi δδµµνδν
( ) ( )[ ] 1,12,11,11,1 1 ++ ⋅+⋅+++ ii iDD δµ  
 
Dunque trovo il sistema nelle probabilità condizionate delta: 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )[ ] ( ) ( ) ( )( )( ) ( ) ( ) ( )
( ) ( )[ ] ( )
1
1
1
1
1
1,12,11,11,1
1,1,12,11,11,1
1,0
1,
2,11,11,1,1,11,1,11,
011,12,11,11,11,01,1,0
≥∀







⋅+⋅+++
+⋅








++−
−
+⋅+++−⋅+−⋅=
−++++−=
++
−−
i
tiDD
ttDD
tp
tF
iDDttFit
pmtDDtptFtp
ii
i
p
iiipii
p
δµ
δδµµνδνδ
δµ
&
&
 
(1B) 
 
La prima equazione del sistema (1B) diviene allora: 
 
( ) ( ) ( )( ) ( ) ( )( )[ ] ( ) ( ) ( )[ ] ( )( )tpmtDDtptptSatptSatp 1,011,12,11,11,11,02,01,21,21,01,11,11,0 111 −++++−+−−= δµ&
 
 
Mentre la media si ricava dalla: 
 
( ) ( )∑
∞
=
⋅=
1
1,1,
i
i titM δδ  
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Calcoliamola utilizzando la seconda equazione del sistema(1B):  
 
 
Studiamo i pezzi che la compongono: 
 
( ) 3211, ZZZtM +−=δ&  (2B) 
 
dove si è posto: 
 
 
avendo preso: 
 
ji =−1  
 
e : 
 
( ) ( )∑
∞
=
⋅=
1
1,1,
i
i titM δδ  
 
ed avendo osservato che : 
 
( ) ( )( )( ) ( )( )∑ ∑
∞
=
∞
=
−
=
−
=
0 0 1,01,0
1,
1, 1
1
1j j
j
j tptp
tp
tδ  
 
e che 
 
( ) ( ) ( )( )tp
F
ttF pj
j
p
1,0
1,
1,
0
1, 1−
=∑
∞
=
δ ( ) ( ) ( )( )( )( )tp
tp
tSatSa
1,0
2,0
1,21,21,11,1 1
1
−
−
+= ; 
 
passando poi al secondo pezzo: 
 
( ) ( )( )( ) ( ) ( ) ( ) =⋅





++−
−
+⋅+++⋅= ∑
∞
=
ttDD
tp
tF
iDDiZ i
p
ii
i
1,1,12,11,11,1
1,0
1,
2,11,11,1,
1
2 1
δδµµν  
( ) ( )
( ) ( )[ ] ( ) ( ) ( )( )( ) ( ) ( ) ( )
( ) ( )[ ] ( ){ }tiDD
ttDD
tp
tF
iDDttFii
titM
ii
i
p
iiipi
i
i
i
1,12,11,11,1
1,1,12,11,11,1
1,0
1,
2,11,11,1,1,11,1,1
1
1
1,1,
1
1
1
++
−−
∞
=
∞
=
⋅+⋅+++
+⋅












++−
−
+⋅+++−⋅+−⋅⋅=
=⋅=
∑
∑
δµ
δδµµνδν
δδ &&
( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ] ( )∑∑∑ ∞
=
∞
=
−−
∞
=
=⋅+⋅+⋅+⋅⋅=⋅+−⋅⋅=
0
1,1,1,1,1,1,
0
1,11,1,1
1
1 1
j
jpjjpj
j
ipi
i
ttFjttFjjttFiiZ δνδνδν  
( ) ( ) ( ) ( ) ( ) ( )∑ ∑∑∑
∞
=
∞
=
∞
=
∞
=
=⋅+⋅⋅+⋅⋅+⋅⋅=
0 0
1,1,1,1,1,1,
0
1,1,
0
2
j j
jpjjjp
j
jj
j
ttFtjttFjtj δδνδδν  
( ) ( ) ( ) ( ) ( )( )( )∑∑
∞
=
∞
=
−
+⋅+⋅⋅+⋅⋅=
0 1,0
1,
1,1,1,1,1,1,
0
2
1j
p
pjjjj
j tp
tF
tMtFtjtj δδνδν  
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( ) ( )( )( ) ( ) ( ) =++⋅−−⋅++++⋅= ∑ ∑∑
∞
=
∞
=
∞
= 1 1
1,12,11,11,11,
1,0
1,
1,1,2,11,11,1,
1
2
1i i
i
p
iiii
i
tDDi
tp
tF
iDDi δµδδδµν  
( ) ( )( )( ) ( ) ( ) ( ) ( )tMtDDtMtp
tF
DDi piii
i
1,1,12,11,11,11,
1,0
1,
1,2,11,11,1,
1
2
1 δδ
δµδµν ++−
−
++++⋅= ∑
∞
=
 
 
ed infine al terzo pezzo: 
 
( ) ( )[ ] ( ) =⋅+⋅++⋅= ++∞
=
∑ tiDDiZ ii
i
1,12,11,11,1
1
3 1 δµ  
( ) ( ) ( ) =⋅⋅++⋅−= ∑∞
=
tjDDj jj
j
1,2,11,11,
2
1 δµ  
( ) ( ) ( ) ( ) =⋅++⋅−⋅++⋅= ∑∑ ∞
=
∞
= 2
1,2,11,11,1,2,11,11,
2
2
j
jjjj
j
tDDjtDDj δµδµ  
( ) ( ) ( ) ( )+⋅++−⋅++⋅= ∑∞
=
tDDtDDj jjj
j
1,12,11,11,1,2,11,11,
1
2 δµδµ  
( ) ( ) ( ) ( ) =⋅++−⋅++⋅−∑∞
=
tDDtDDj j
j
jj 1,12,11,11,
1
1,2,11,11, δµδµ  
( ) ( )tDDj jj
j
1,2,11,11,
1
2 δµ ⋅++⋅= ∑
∞
=
( ) ( )∑∞
=
⋅++⋅−
1
1,2,11,11,
j
jj tDDj δµ . 
 
Sostituendo le espressioni trovate nella (2B) si ha: 
 
( ) =+−= 3211, ZZZtM δ&  
( ) ( ) ( ) ( ) ( )( )( )∑∑
∞
=
∞
=
+
−
+⋅+⋅⋅+⋅⋅=
0 1,0
1,
1,1,1,1,1,1,
0
2
1j
p
pjjjj
j tp
tF
tMtFtjtj δδνδν  
( ) ( )( )( ) ( ) ( ) ( ) ( )++++−−+++⋅−∑
∞
=
tMtDDtM
tp
tF
DDi piii
i
1,1,12,11,11,11,
1,0
1,
1,2,11,11,1,
1
2
1 δδ
δµδµν  
( ) ( )tDDj jj
j
1,2,11,11,
1
2 δµ ⋅++⋅+∑
∞
=
( ) ( ) =⋅++⋅−∑∞
=1
1,2,11,11,
j
jj tDDj δµ  
( ) ( ) ( ) ( ) ( )( )( )∑∑
∞
=
∞
=
+
−
+⋅+⋅⋅+⋅⋅=
0 1,0
1,
1,1,1,1,1,1,
0
2
1j
p
pjjjj
j tp
tF
tMtFtjtj δδνδν  
( ) ( ) ( ) ( ) ( )( )( ) ( )+−−+−−⋅− ∑∑∑
∞
=
∞
=
∞
=
tM
tp
tF
tDDititi p
i
iii
i
ii
i
1,
1,0
1,
1
1,2,11,1
2
1,1,
1
2
1,1,
1
2
1 δ
δδµδν  
( ) ( ) ( )++++ tMtDD 1,1,12,11,11,1 δδµ ( )tj jj
j
1,1,
1
2 δµ ⋅⋅∑
∞
=
( ) ( )+⋅+⋅+∑∞
=
tDDj j
j
1,2,11,1
1
2 δ  
( )∑
∞
=
⋅⋅−
1
1,1,
j
jj tj δµ ( ) ( ) =⋅+⋅−∑∞
=1
1,2,11,1
j
j tDDj δ  
( ) ( ) ( ) ( )( )( )
( )
( )( ) ( )∑
∞
=
+
−
−
−
+⋅+⋅⋅=
0
1,
1,0
1,
1,0
1,
1,1,1,1, 11j
pp
pjj tMtp
tF
tp
tF
tMtFtj δδδν  
( ) ( ) ( )tMtDD 1,1,12,11,11,1 δδµ +++ ( )∑∞
=
⋅⋅−
1
1,1,
j
jj tj δµ ( ) ( )∑∞
=
⋅+⋅−
1
1,2,11,1
j
j tDDj δ  
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quindi: 
 
( ) =tM 1,δ& ( ) ( ) ( ) ( ) ( )( )( )
( )
( )( ) ( )∑
∞
=
+
−
−
−
+⋅+⋅−−−⋅
0
1,
1,0
1,
1,0
1,
1,1,1,2,11,11,1, 11i
pp
piii tMtp
tF
tp
tF
tMtFtDDi δδδµν  
( ) ( ) ( )tMtDD 1,1,12,11,11,1 δδµ +++  
 
poiché 
 
( ) ( ) ( )( )( ) ( ) =−−⋅ tMtp
tF
tMtF pp 1,
1,0
1,
1,1, 1 δδ
( ) ( ) ( )( )( ) =−
−−
−⋅
tp
tp
tMtFp
1,0
1,0
1,1, 1
11
δ
( ) ( ) ( )
( )( )tp
tptMtFp
1,0
1,01,1,
1−
−
δ
 
 
allora: 
 
( ) =tM 1,δ& ( ) ( ) ( )( )( ) ( ) ( )( )∑
∞
=
+⋅−
−
+⋅−−−⋅
0
1,1,0
1,0
1,
1,2,11,11,1, 11i
p
iii tMtptp
tF
tDDi δδµν ( ) ( ) ( )tMtDD 1,1,12,11,11,1 δδµ ++  
(3B) 
 
Poi osservo che: 
 
( ) ( )[ ] ( )∑∞
=
=⋅−=
1
1,
2
1,
2
1,
i
i ttMit δσ δδ ( ) ( )[ ] ( )∑∞
=
=⋅+⋅⋅−
1
1,
2
1,1,
2 2
i
i ttMtMii δδδ  
( )∑
∞
=
⋅=
1
1,
2
i
i ti δ ( ) ( )∑
∞
=
⋅−
1
1,1,2
i
i titM δδ ( ) ( )∑
∞
=
=+
1
1,
2
1,
i
i ttM δδ  
( )∑
∞
=
⋅=
1
1,
2
i
i ti δ ( )tM 21,2 δ− ( ) =+ tM 21,δ  
( )∑
∞
=
⋅=
1
1,
2
i
i ti δ ( )tM 21,δ−  
 
essendo: 
 
( ) =∑
∞
=1
1,
i
i tδ
( )
( )
( )
( ) 11
1
1 1,0
1,0
1 1,0
1,
=
−
−
=
−
∑
∞
=
tp
tp
tp
tp
i
i
 
 
quindi  
 
( )t21,δσ ( )∑
∞
=
⋅=
1
1,
2
i
i ti δ ( )tM 21,δ−  
 
da cui 
 
( ) =⋅∑
∞
=1
1,
2
i
i ti δ ( )t21,δσ ( )tM 21,δ+ . 
 
Ipotizziamo che la crescita della metapopolazione sia logistica, ossia: 
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





−=−
1
11,1, 1 K
i
rii µν  
 
si ha che: 
 
( ) ( )∑∞
=
=⋅−−−⋅
0
1,2,11,11,1,
i
iii tDDi δµν ( )∑
∞
=
⋅





−⋅
0
1,
1
1 1
i
i tK
i
ri δ ( ) ( )∑∞
=
=⋅+⋅−
0
1,2,11,1
i
i tDDi δ  
( )∑
∞
=
⋅⋅=
0
1,1
i
i tri δ ( )∑
∞
=
⋅⋅−
0
1,
1
12
i
i tK
ri δ ( ) ( )∑∞
=
=⋅+⋅−
0
1,2,11,1
i
i tDDi δ  
( ) ( )∑
∞
=
⋅−=
0
1,
2
1
1
1,1
i
i tiK
r
tMr δδ ( ) ( ) =⋅+− tMDD 1,2,11,1 δ  
( ) ( ) ( )( )tMt
K
r
tMr 21,
2
1,
1
1
1,1 δδδ σ +−= ( ) ( )tMDD 1,2,11,1 δ⋅+−  
 
sostituendo nell’equazione della media (3B) si ottiene: 
 
( ) =tM 1,δ& ( ) ( ) ( )( )tMtKrtMr 21,2 1,111,1 δδδ σ +− ( ) ( )tMDD 1,2,11,1 δ⋅+−
( )
( )( ) ( ) ( )( )+⋅−−+ tMtptp
tFp
1,1,0
1,0
1, 1
1 δ
 
( ) ( ) ( )tMtDD 1,1,12,11,11,1 δδµ +++  
 
Quindi il sistema relativo a media e probabilità della 1 penisola, diventerà  
 
( ) ( ) ( ) ( ) ( )( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( )( ) ( ) ( )( )








⋅−⋅
−
++−
++++−−=
−+−+++−=
tMtp
tp
tF
tMDD
tMDDt
K
r
tM
K
r
tMrtM
tpmtpDDtptFtp
p
p
1,1,0
1,0
1,
1,2,11,1
1,1,12,11,11,1
2
1,
1
12
1,
1
1
1,11,
1,011,01,12,11,11,11,01,1,0
1
1
11
δδ
δδδδδ δµσ
δµ
&
&
 
dove: 
 
( ) ( ) ( )( ) ( ) ( )( )tptSatptSatFp 2,021211,011111, 11 −+−=  
 
Si osservi che avendo supposto che la dispersione sia indipendente dalla densità: 
 
( ) =tS11 ( )tMD 1,11 δ  
( ) =tS21 ( )tMD 2,21 δ  
( ) ( ) ( )( ) ( ) ( )( )tptMDatptMDatFp 2,0221211,0111111, 11 −+−=  
 
Lo stesso procedimento si ripete per la seconda metapopolazione ( con le stesse assunzioni), si 
ottiene quindi il sistema: 
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( ) ( ) ( ) ( ) ( ) ( )( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
( )( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
( )( ) ( ) ( )( )















⋅−⋅
−
+
++−+++−−=
−+−+++−=
⋅−⋅
−
+
++−+++−−=
−+−+++−=
tMtp
tp
tF
tMDDtMDDt
K
r
tM
K
r
tMrtM
tpmtptDDtptFtp
tMp
tp
tF
tMDDtMDDt
K
r
tM
K
r
tMrtM
tpmtptDDtptFtp
p
p
p
p
2,2,0
2,0
2,
2,21222,2,121222,1
2
2,
2
22
2,
2
2
2,22,
2,022,02,121222,12,02,2,0
1,1,0
1,0
1,
1,12111,1,112111,1
2
1,
1
12
1,
1
1
1,11,
1,011,01,112111,11,01,1,0
1
1
11
1
1
11
δ
δδδδδδ
δ
δδδδδδ
δµσ
δµ
δµσ
δµ
&
&
&
&
 
 
naturalmente, si è posto : 
 
( )tFp 2, ( ) ( )( ) ( ) ( )( )tptMDatptMDa 1,0112122,022222 11 −+−=  
 
Quindi esplicitando tutti i termini ed omettendo il tempo: 
 ( ) ( )( )[ ] ( ) ( ) ( )
( ) ( )
( ) ( )[ ]
( ) ( )
( ) ( )[ ] ( ) ( ) ( )
( ) ( )
( ) ( )[ ]
( ) ( )















⋅−⋅
−
−+−
+
++−+++−−=
−+−+++−+−−=
⋅−⋅
−
−+−
+
++−+++−−=
−+−+++−+−−=
22,0
2,0
1,0112122,022222
2212222,121222,1
2
2
2
22
2
2
2
222
2,022,02,121222,12,01,0112122,0222222,0
11,0
1,0
2,0221211,011111
1121111,112111,1
2
1
1
12
1
1
1
111
1,011,01,112111,11,02,0221211,0111111,0
1
1
11
1111
1
1
11
1111
Mp
p
pMDapMDa
MDDMDD
K
r
M
K
r
MrM
pmpDDppMDapMDap
Mp
p
pMDapMDa
MDDMDD
K
r
M
K
r
MrM
pmpDDpptMDapMDap
δµσ
δµ
δµσ
δµ
&
&
&
&
 
 
Supponendo infine che entrambe le distribuzioni siano binomiali negative con il clumping 
parameter uguale ad uno, ossia: 
 
( )



−=
=
−
111
2
1
1
11,1
MM
M
σ
δ
   e             ( )



−=
=
−
122
2
2
1
22,1
MM
M
σ
δ
 
 
Si ottiene: 
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( ) ( )[ ] ( ) ( ) ( )
( ) ( )
( ) ( )[ ]
( ) ( )
( ) ( )[ ] ( ) ( ) ( )
( ) ( )
( ) ( )[ ]
( ) ( )















⋅−⋅
−
−+−
+
++−++++−−=
−+−+++−+−−=
⋅−⋅
−
−+−
+
++−++++−−=
−+−+++−+−−=
−
−
22,0
2,0
1,0112122,022222
2212221222,12
2
22
2
2
22
2
2
2
222
2,022,0
1
221222,12,01,0112122,0222222,0
11,0
1,0
2,0221211,011111
1121112111,11
1
12
1
1
12
1
1
1
111
1,011,0
1
112111,11,02,0221211,0111111,0
1
1
11
1111
1
1
11
1111
Mp
p
pMDapMDa
MDDDDM
K
r
M
K
r
M
K
r
MrM
pmpMDDppMDapMDap
Mp
p
pMDapMDa
MDDDDM
K
r
M
K
r
M
K
r
MrM
pmpMDDppMDapMDap
µ
µ
µ
µ
&
&
&
&
 
 
da cui 
 
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )[ ]
( ) ( )
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )[ ]
( ) ( )















⋅−⋅
−
−+−
+
+++++−++−=
−+−+++−+−−=
⋅−⋅
−
−+−
+
+++++−++−=
−+−+++−+−−=
−
−
22,0
2,0
1,0112122,022222
21222,12212222
2
22
2
2
2
2
2,022,0
1
221222,12,01,0112122,0222222,0
11,0
1,0
2,0221211,011111
12111,11121111
1
12
1
1
1
1
1,011,0
1
112111,11,02,0221211,0111111,0
1
1
11
12
1111
1
1
11
12
1111
Mp
p
pMDapMDa
DDMDDMK
K
r
M
K
r
M
pmpMDDppMDapMDap
Mp
p
pMDapMDa
DDMDDMK
K
r
M
K
r
M
pmpMDDppMDapMDap
µ
µ
µ
µ
&
&
&
&
 
 
Inserendo poi la perdita di habitat (da j ad i): 
 
( ) ( )tF
ijp , ( ) ( ) ( )tMDhatMDha jjiiijjjiijij jαφ ,, ==  
 
si ottiene: 
 
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )[ ]
( ) ( )
( ) ( )[ ] ( ) ( ) ( )
( ) ( ) ( )
( ) ( )[ ]
( ) ( )
















⋅−⋅
−
−+−
+
+++++−++−=
−+−+++−+−−=
⋅−⋅
−
−+−
+
+++++−++−=
−+−+++−+−−=
−
−
22,0
2,0
1,01122122,0222222
21222,12212222
2
22
2
2
2
2
2,022,0
1
221222,12,01,01122122,02222222,0
11,0
1,0
2,02211211,0111111
12111,11121111
1
12
1
1
1
1
1,011,0
1
112111,11,02,02211211,01111111,0
1
1
11
12
1111
1
1
11
12
1111
12
12
21
21
Mp
p
pMDhapMDha
DDMDDMK
K
r
M
K
r
M
pmpMDDppMDhapMDhap
Mp
p
pMDhapMDha
DDMDDMK
K
r
M
K
r
M
pmpMDDppMDhapMDhap
αα
αα
αα
αα
µ
µ
µ
µ
&
&
&
&
 
che è proprio il sistema(4.1.13).
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Appendice C 
 
.Modello con Due Metapopolazioni: Studio del segno di ( )Dδ   
 
Dimostriamo che :  
 ( ) 0~ >
−
Dδ  e ( ) 0~ <+Dδ  
e che per i seguenti valori accoppiati: 
0
400
13
<





rδ  e ,0
200
7
>





rδ  
0
200
613
>





rδ  e ,0
800
2453
<





rδ  
0
800
3919
<





rδ  e ,0
800
3921
>





rδ
 
 
dove: 
 
( ) 1222333 6403474461111 µδ rDrrDaDD −⋅+⋅−=  
 
e 
 
( ) 3268334538.013722
33
4~
≅+⋅=+ rD  
( ) 0998332128.013722
33
4~
≅−⋅=
−
rD  
 
Prima di iniziare osserviamo che: 
 
25
1298
10
645640640 41 ⋅=⋅=µ . 
Dunque: 
 
( ) ( ) ( ) ( ) =−−⋅⋅+−⋅⋅⋅−−⋅⋅=
− 1
2332
2
2
333
3
3
3 64013722
33
43474413722
33
461113722
33
411~ µδ rrrraD  
( ) ( ) ( ) =−





−⋅⋅+−⋅⋅⋅





−−⋅= 1
232
2
2
3 64013722
33
43474413722
33
4311213722
33
1 µrr  
( ) ( ) ( ) =−





−⋅⋅+−⋅⋅−−= 1
23
22
2
2
64013722
3
434713722
3
444137 µrr  
( )( )( ) ( ) =−





−⋅⋅⋅+−−−= 1
23
3
2
64013722
3
434731372244137 µrr  
( ) ( ) =−





−⋅⋅++−−= 1
23
3
2
64013722
3
410411374496813722137 µrr  
( ) ( ) =−





−⋅⋅+= 1
23
3
2
64013722
3
413722210 µrr  
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( ) =





−⋅⋅−+−⋅= 212
2
640137221374841372104620
3
4
rr µ  
( ) =





⋅−⋅+⋅= 222
2
25
1298
10
81372741606
3
4
r  
( )[ ] 011678745.4312913727416064
925
8 22 >≅⋅−+
⋅
= r  
 
( ) ( ) ( ) ( ) =−+⋅⋅++⋅⋅⋅−+⋅⋅=+ 1233222333333 6401372233434744137223346111372233411~ µδ rrrraD  
( ) ( ) ( ) =−





+⋅⋅++⋅⋅⋅





−+⋅= 1
232
2
2
3 64013722
33
43474413722
33
4311213722
33
1 µrr  
( ) ( ) ( ) =−





+⋅⋅++⋅⋅−= 1
23
22
2
2
64013722
3
434713722
3
444137 µrr  
( )( )( ) ( ) =−





+⋅⋅⋅++−= 1
23
3
2
64013722
3
434731372244137 µrr  
( ) ( ) =−





+⋅⋅+−−+= 1
23
3
2
64013722
3
410411374496813722137 µrr  
( ) ( ) =−





+⋅⋅−= 1
23
3
2
64013722
3
413722210 µrr  
( ) =





−⋅⋅−−+⋅= 212
2
640137221374841372104620
3
4
rr µ  
( ) =





⋅−⋅−⋅=
2
22
2
25
1298
10
81372741606
3
4
r  
( )[ ] 0721537673.1312913727416064
925
8 22 >≅⋅−−
⋅
= r  
 
=





r
400
13δ =−⋅+⋅⋅⋅−⋅⋅⋅ 12332
2
33
3
3
3 640
400
1334744
400
13611
400
13
4
311 µrrrr  
=−





⋅+⋅⋅





−= 1
23
2
2
3 640
400
1334744
400
133112
1600
13 µrr  
=−





⋅+⋅⋅⋅−= 1
23
2
2
3 640
400
1334744
400
13311
1600
3187 µrr  
=−



⋅+⋅⋅⋅−⋅= 1
232 6403474
400
13311
1600
318711
400
13 µrr  
=





⋅−⋅





⋅+⋅⋅
⋅
−⋅=
2
2
2
4 12925
8
10
834743911
1064
318711
400
13
r  
0014433763.012934743911
1064
318711
1600
13
25
8 22
4 <−≅





−





⋅+⋅⋅
⋅
−⋅= r  
 
=





r
200
7δ =−⋅+⋅⋅⋅−⋅⋅⋅ 12332
2
33
3
3
3 640
200
734744
200
7611
200
7
4
311 µrrrr  
 108 
=−





⋅+⋅⋅





−= 1
23
2
2
3 640
200
734744
200
73112
800
7 µrr  
=−





⋅+⋅⋅⋅−= 1
23
2
2
3 640
200
734744
200
7311
800
1593 µrr  
=−



⋅+⋅⋅⋅−⋅= 1
232 6403474
200
7311
800
159311
200
7 µrr  
=





⋅−⋅





⋅+⋅⋅
⋅
−⋅=
2
2
2
4 12925
8
10
834742111
1016
159311
200
7
r  
0104236544.412913882111
1016
159311
800
7
25
8 322
4 >⋅≅





−





+⋅⋅
⋅
−⋅=
−
r  
 
=





r
200
613δ =−⋅+⋅⋅⋅−⋅⋅⋅ 12332
2
33
3
3
3 640
200
61334744
200
613611
200
613
4
311 µrrrr  
=−





⋅+⋅⋅





−= 1
23
2
2
3 640
200
61334744
200
6133112
800
613 µrr  
=−





⋅+⋅⋅⋅−= 1
23
2
2
3 640
200
61334744
200
613311
800
987 µrr  
=−



⋅+⋅⋅⋅−⋅= 1
232 6403474
200
613311
800
98711
200
613 µrr  
=





⋅−⋅





⋅+⋅⋅⋅
⋅
−⋅=
2
2
2
4 12925
8
10
83474613311
1016
98711
200
613
r  
01037860708.51291388183911
1016
98711
800
613
25
8 422
4 >⋅≅





−





+⋅⋅
⋅
−⋅=
−
r  
 
=





r
800
2453δ =−⋅+⋅⋅⋅−⋅⋅⋅ 12332
2
33
3
3
3 640
800
245334744
800
2453611
800
2453
4
311 µrrrr  
=−





⋅+⋅⋅





−= 1
23
2
2
3 640
800
245334744
800
24533112
3200
2453 µrr  
=−





⋅+⋅⋅⋅−= 1
23
2
2
3 640
800
245334744
800
2453311
3200
3947 µrr  
=−



⋅+⋅⋅⋅−⋅= 1
232 6403474
800
2453311
3200
394711
800
2453 µrr  
=





⋅−⋅





⋅+⋅⋅⋅
⋅
−⋅=
2
2
2
2 12925
8
10
834742453311
8004
394711
800
2453
r  
010015003341.312913882453311
8004
394711
3200
2453
25
8 322
2 <⋅−≅





−





+⋅⋅⋅
⋅
−⋅=
−
r  
 
=





r
800
3919δ =−⋅+⋅⋅⋅−⋅⋅⋅ 12332
2
33
3
3
3 640
800
391934744
800
3919611
800
3919
4
311 µrrrr  
=−





⋅+⋅⋅





−= 1
23
2
2
3 640
800
391934744
800
39193112
3200
3919 µrr  
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=−





⋅+⋅⋅⋅−= 1
23
2
2
3 640
800
391934744
800
3919311
3200
2481 µrr  
=−



⋅+⋅⋅⋅−⋅= 1
232 6403474
800
3919311
3200
248111
800
3919 µrr  
=





⋅−⋅





⋅+⋅⋅⋅
⋅
−⋅=
2
2
2
2 12925
8
10
834743919311
8004
248111
800
3919
r  
01051193696.712913883919311
8004
248111
3200
3919
25
8 322
2 <⋅−≅





−





+⋅⋅⋅
⋅
−⋅=
−
r  
 
 
=





r
800
3921δ =−⋅+⋅⋅⋅−⋅⋅⋅ 12332
2
33
3
3
3 640
800
392134744
800
3921611
800
3921
4
311 µrrrr  
=−





⋅+⋅⋅





−= 1
23
2
2
3 640
800
392134744
800
39213112
3200
3921 µrr  
=−





⋅+⋅⋅⋅−= 1
23
2
2
3 640
800
392134744
800
3921311
3200
2479 µrr  
=−



⋅+⋅⋅⋅−⋅= 1
232 6403474
800
3921311
3200
247911
800
3921 µrr  
=





⋅−⋅





⋅+⋅⋅⋅
⋅
−⋅=
2
2
2
2 12925
8
10
834743921311
8004
247911
800
3921
r  
010891773848.312913883921311
8004
247911
3200
3921
25
8 322
2 >⋅≅





−





+⋅⋅⋅
⋅
−⋅=
−
r  
 
E tutte le disequazioni sono provate. 
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Appendice D 
 
.Modello con Due Metapopolazioni: Calcolo degli autovalori. 
 
Gli autovalori della matrice linearizzata nel punto d’equilibrio ( )Mp,  si ottengono risolvendo 
l’equazione caratteristica:  
 
02121212 =
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
+





∂
∂
+
∂
∂
−
p
G
M
G
M
G
p
G
M
G
p
G λλ . 
 
Indipendentemente dal segno del delta, tale equazione ammette due autovalori a parte negativa (o 
negativi se sono reali) se: 
 
021 <
∂
∂
+
∂
∂
M
G
p
G
,        .02121 >
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
p
G
M
G
M
G
p
G
 
(1D) 
 
la prima delle (1D) è vera poiché  
 
( ) ( )
0,0
,
2
,
1 <





∂
∂
<





∂
∂
MpMp M
G
p
G
 
 
mentre per la seconda si ha : 
 
=
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
p
G
M
G
M
G
p
G 2121 ( )pMaD −− 1
10
11











 −
−−
4
4
10
11
10
22 DrpMaD 2
10
11 MaD− ( ) =−⋅ ppaD 1
10
22
 
( )pMaD −−= 1
10
11
=





+




 −
−− pMaDDrpMaD
10
22
4
4
10
11
10
22
 
( )pMaD −= 1
10
11 0
4
4
10
11
>










 − Dr
 
 
quindi anche la seconda è provata. 
 
Infine mostriamo che il discriminante è sempre positivo: 
 
 
=
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
+





∂
∂
+
∂
∂
=∆
M
G
p
G
p
G
M
G
M
G
p
G 2121
2
21 44  
=
∂
∂
⋅
∂
∂
−
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
+





∂
∂
+





∂
∂
=
M
G
p
G
p
G
M
G
M
G
p
G
M
G
p
G 212121
2
2
2
1 442  
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
−





∂
∂
+





∂
∂
=
p
G
M
G
M
G
p
G
M
G
p
G 2121
2
2
2
1 42  
04 21
2
21 >
∂
∂
⋅
∂
∂
+





∂
∂
−
∂
∂
=
p
G
M
G
M
G
p
G
. 
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Appendice E 
.Modello con Due Metapopolazioni. 
 
Vedere per quali valori di D  vale la disuguaglianza: 
 
( ) 20
11
411
10
11640
23
1
2
<
−






+
=
DraD
Dr
p
µ
 
 
 
(1E) 
 
Per fare questo, come prima cosa dobbiamo fissare il tasso di crescita intrinseco 
 
08.0=r  
 
Se nel grafico della funzione ( )Dp  Figura 23 tracciamo la retta: 
 
20
11
=p  
 
si ha il seguente grafico: 
 
 
Figura 1E 
 
 
ci aspettiamo,quindi di trovare tre valori della dispersione che soddisfano l’uguaglianza : 
 
( ) 0
10
116404
20
11
20
11
1
22
4
=





+−−⇔= DrDraDp µ  
 
(2E) 
 
dei tre valori però come sempre scarterò quello maggiore di 36/11r e quindi troverò i due valori di 
D  tali che l’intervallo soddisfa la (1E). 
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Studiamo quindi l’equazione (2E) 
 
( ) 0
10
116404
20
11
1
22
4
=





+−− DrDraD µ  
 
da cui si ricava 
 
01012816161281111 21
222434
=⋅−+⋅− rDararDaD µ  
 
poniamo 
 
 
Cercando le radici della funzione (3E) tramite simulazioni in matlab si ottiene: 
 
*
3
*
2
*
1
17154167521713.0
02052179501857.0
60800052976411.0
DD
DD
DD
>≅
<≅
>≅
(
 
 
Come negli Appendici A e C è possibile trovare degli intervalli di valori in cui cadono tali punti: 
 






∈






∈






∈
rrD
rrD
rrD
80
417
;
5
26
40
109
;
80
217
40
3
;
16
1
(
 
 
e tali che: 
 
0
5
26
0
80
217
0
16
1
<





>





<





rh
rh
rh
 e  
0
80
417
0
40
109
0
40
3
>





<





>





rh
rh
rh
 
 
Il grafico della funzione ( )Dh  sarà analogo a quello delle funzioni ( ) ( )DDg δ, ( Figura 14 e Figura 
24). 
 
Si osservi che anche in questo caso escludiamo il valore della dispersione più grande D
(
 essendo: 
 
rr
11
36
5
26
>  
 
( ) 21222434 1012816161281111 rDararDaDDh µ⋅−+⋅−=  (3E) 
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e quindi poiché: 
 
⇔> 1M rD
11
36
<  
 
questo valore della dispersione non è accettabile. 
 
Si conclude che la  (1E) vale per ogni ( )DDD ,∈ . 
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Appendice F 
 
.Modello con Due Metapopolazioni. 
 
Dimostreremo che esiste un intervallo di valori ( )21 ˆ,ˆ DD , con DDDD <<< 21 ˆˆ , per il quale sia 
anche verificata la condizione 
20
11
<p , in cui vale la disequazione: 
 
( ) 0
10
11211 2 <+−+ aDMrpMrpMaD   (1F) 
 
che assicura la stabilità asintotica della soluzione nulla del sistema lineare (4.5.3.2.6). 
Si vede subito che sostituendo le espressioni di media e probabilità nella (1F) la disequazione 
diventa di 6 grado in D  e quindi difficile da studiare, di conseguenza cercheremo un intervallo di 
valori che soddisfi la disequazione in un altro modo. 
 
Osserviamo che per 2=M  la (1F) non è verificata, infatti se calcoliamo il valore della dispersione 
in questo caso, si ha: 
 
( )
rD
r
DrM
11
282
8
411 =⇔=−=  
 
da cui la probabilità: 
 
=






+
=
2
1
10
11
10
11
MaD
D
p
µ
=
⋅⋅






⋅+
4
4
3
10
11
11
28
10
11
1 rµ
r
r
42
145 1 +µ
 
 
allora la (1F) diventa: 
 
0
11
28
4
32
10
11
42
14522
42
145
11
28
4
311 11 <





⋅+−
+
⋅⋅





+
+
⋅⋅⋅ rr
r
r
r
r
r
r
µµ
 
0
11
28
4
32
10
11
42
14522
2
145 11 <





⋅+−
+
⋅⋅





+
+
rr
r
r
r
r µµ
 
( ) 0
11
212
10
11
21
1454145 11 <





+−
+
⋅++ rr
r
r
rr
µµ  
( )( ) 0
11
43
10
11
21
145185 11 <⋅−++ r
r
rr µµ
 
( )( ) 0
10
43
21
145185 11 <−++ r
r
rr µµ
 
0
10
43
21
252709025 211
2
1 <−
+++
r
r
rrr µµµ
 
090325201600250 221
2
1 <−++ rrrµµ  
016171500250 21
2
1 <++ rrµµ   assurdo. 
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Invece per 3=M  la (1F) è verificata, infatti con lo stesso procedimento di prima: 
 
( ) ( ) rD
r
DrDM
11
203
8
411 =⇔=−=  
 
da cui: 
 
( ) =






+
=
2
1
10
11
10
11
MaD
D
Dp
µ
=
⋅⋅






⋅+
ar
r
9
11
20
10
11
11
20
10
11
1µ
..2078703704.0
27
42 1 ≅+
r
rµ
 
 
allora la (1F) diventa: 
 
0
11
20
4
33
10
11
27
4232
27
42
11
20
4
311 11 <





⋅+−
+
⋅⋅





+
+
⋅⋅⋅ rr
r
r
r
r
r
r
µµ
 
0
11
153
10
11
27
4232
9
2010 11 <





+−
+
⋅⋅





+
+
rr
r
r
r
r µµ
 
( ) 0
11
153
10
11
27
42
3
162010 11 <





+−
+
⋅⋅++ rr
r
r
rr
µµ  
( )( ) 0
11
48
10
11
81
422610 11 <⋅−++ r
r
rr µµ
 
( )( ) 0
5
24
81
421352 11 <−++ r
r
rr µµ
 
( )( ) 0
5
6
81
2135 11 <−++ r
r
rr µµ
 
( )( ) 048621355 211 <−++ rrr µµ  
04862610135 2211
2
1 <−+++ rrrr µµµ  
097091875.2460235 21
2
1 <−≅−+ rrµµ                                     c.v.d. 
 
Osserviamo che  
 
+>= DrD
11
20
**
 
 
ossia il valore trovato è maggiore del valore +D   in cui la funzione probabilità è minima(si veda 
paragrafo 4.5.1.3 ),di conseguenza esisterà un valore ( )+∈ DD ,0
*
 in cui  
 
( ) 3
*
=DM  
( ) =
*
Dp
5
1
..207.0
27
42 1 <≅+
r
rµ
 
 
per cui varrà la  (1F). 
 
Mostreremo ora, che se ( )
5
1
<Dp  allora vale la (1F). 
Per cominciare vediamo quando si verifica la disuguaglianza: 
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( ) ( ) 5
1
411
10
11640
23
1
2
<
−






+
=
DraD
Dr
Dp
µ
. 
 
 
(2F) 
 
Analogamente a quanto fatto in Appendice E se nel grafico della funzione ( )Dp  Figura 23 
tracciamo la retta: 
 
5
1
=p  
 
ci rendiamo subito conto che per trovare i valori che soddisfano la (2F) è sufficiente studiare 
l’equazione: 
 
( ) 0
10
113200411 1
223
=





+−− DrDraD µ  
 
da cui 
 
( ) 0
10
11103281611 1
22223
=





+⋅−+− DrDrDraD µ  
 
con un po’ di conti si ottiene: 
 
010322834481111 21
222333
=⋅−⋅+⋅− rDrarDaD µ  
 
Poniamo, dunque: 
 
 
Calcolando le radici della funzione (3F) tramite simulazioni in Matlab si ottiene:  
 
*
33
2
1
0984791549844.0ˆ
50761413040813.0ˆ
08260195444202.0ˆ
DD
DD
DD
>≅
<≅
>≅
 
 
osserviamo come sempre che il terzo valore, nonché il più grande va scartato perché dobbiamo 
rimanere nell’intervallo ),( DD . 
 
Inoltre si ha che: 
 
**21 11
20
ˆˆ DrDDD =<<<  
 
per questi valori della dispersione vale la (2F), inoltre si ricordi che la media vista come funzione 
della sola dispersione è una funzione strettamente decrescente per cui  per questi stessi valori della 
media si ha che: 
 
( ) 21222333 10322834481111 rDrarDaDD µρ ⋅−⋅+⋅−=  (3F) 
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( ) ( ) ( ) ( ) 3ˆˆ
**21 =>>> DMDMDMDM  
 
cioè 
 
( ) 3ˆˆ 21 >⇒<< DMDDD  
 
Mostriamo ora che questi valori della dispersione soddisfano la (1F) 
 
( ) <+−+ aDMrpMrpMaD
10
11211 2  
( ) =+−+⋅⋅⋅< aDMrMrMr
10
11
5
2
25
1
11
20
4
311  
( ) =+−+= aDMrMrMr
10
11
5
2
5
3
 
=−−= aDMrMr
10
11
10
11
 
( ) 011
10
1
<−−= aDMr  
 
Concludo che se ( )21 ˆ,ˆ DDD ∈  la (1F) è soddisfatta. 
 
Quindi esiste certamente un intervallo di valori in cui la (1F) è soddisfatta. 
 
Si osservi che in realtà l’intervallo è sicuramente più grande, cioè esistono βα DD ,  t.c. 
 
*
221
*
1
ˆˆ DDDDDDDDD <<≤<<≤<< βα  
 
per cui la (1F) vale ancora. 
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