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The valuation of American options in a multidimensional
exponential Le´vy model
Tomasz Klimsiak and Andrzej Rozkosz
Abstract
We consider the problem of valuation of American options written on dividend-
paying assets whose price dynamics follow a multidimensional exponential Le´vy
model. We carefully examine the relation between the option prices, related par-
tial integro-differential variational inequalities and reflected backward stochastic
differential equations. In particular, we prove regularity results for the value func-
tion and obtain the early exercise premium formula for a broad class of payoff
functions.
Key words: American option, exponential Le´vy model, optimal stopping, obstacle
problem, backward stochastic differential equation.
1 Introduction
In this paper, we consider the problem of valuation of American options in a market
model consisting of d ≥ 1 assets whose prices Xs,x,1, . . . ,Xs,x,d on the time interval
[s, T ] under some risk-neutral probability measure P are represented by
(1.1) Xs,x,it = xie
(r−δi)(t−s)+ξit−ξ
i
s , t ∈ [s, T ], i = 1, . . . , d.
Here, xi > 0, i = 1, . . . , d, r ≥ 0 is the interest rate, δi ≥ 0, i = 1, . . . , d, are dividend
rates and ξ = (ξ1, . . . , ξd) is a d-dimensional Le´vy process such that ξ0 = 0. We assume
that ξ has a nondegenerate Gaussian component and that its Le´vy measure ν satisfies
some natural integrability conditions. Note that, in case that ν ≡ 0, our model reduces
to the classical multidimensional Black and Scholes model with dividend-paying assets.
Let ψ : Rd → R+ be a continuous function with polynomial growth. Under the fixed
risk-neutral measure P , in the Le´vy model (1.1), the value at time s of the European
option with payoff function ψ and expiration time T is given by
V E(s, x) = Ee−r(T−s)ψ(Xs,xT ),
while the value of an American option is given by
(1.2) V (s, x) = sup
τ∈Ts,T
Ee−r(τ−s)ψ(Xs,xτ ),
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where the supremum is taken over the set Ts,T of all stopping times (with respect to
the filtration generated by ξ) with values in [s, T ]. It is known (see Pham (1998)) and
also Cont and Tankov (2004), and Reich, Schwab and Winter (2010)) that, for some
assumptions of ψ, ν, the value function V can be characterized as the unique viscos-
ity solution of the obstacle problem (or, in another terminology, integro-differential
variational inequality) of the form
(1.3) min{−∂sV − Lu+ rV, V − ψ} = 0, V (T ) = ψ,
where L is the infinitesimal generator of the process Xs,x. The main purpose of this
paper is to study two different, but, as we shall see, closely related goals. The first is
to carefully examine the relation between the stopping problem (1.2) and the Sobolev
solutions of (1.3). In particular, the problem is to investigate the regularity of the
solution of (1.3). The second goal is to derive the early exercise premium formula, i.e.,
a formula for the difference V − V E.
In the case of the multidimensional Black and Scholes model, these problems are
quite well investigated (see Jaillet, Lamberton and Lapeyre (1990), Broadie and De-
temple (1997), Villeneuve (1999), Detemple, Feng and Tian (2003), Laurence and Salsa
(2009), Klimsiak and Rozkosz (2016), and the monograph by Detemple (2006)). In the
case of ν 6= 0, the situation is different. Although the valuation of American options
in the exponential Le´vy model has been a subject of numerous investigations (see, e.g.,
Pham (1997, 1998), Gukhal (2001), Lamberton and Mikou (2008, 2013), Reich et. al.
(2010), and the monograph by Cont and Tankov (2004); for numerical methods see,
e.g., Cont and Tankov (2004), Hilber, Reich, Schwab and Winter (2009), and Matache,
von Petersdorff and Schwab (2004)), relatively little is known about regularity of V ,
and no general formula for V − V E is known, even in the case of d = 1. Partial results
in this direction were obtained in Pham (1997), Gukhal (2001) and Lamberton and
Mikou (2008, 2013) in the case that d = 1. In particular, in Lamberton and Mikou
(2008), it is shown that the value of the American put satisfies (1.3) in the sense of
distributions, and in Lamberton and Mikou (2013), the exercise premium formula is
derived. In Pham (1997) an exercise premium formula for American put is derived by
using the theory of the viscosity solutions of (1.3).
In the present paper, we consider the Sobolev space solutions of (1.3). From the
general theory of variational inequalities, it follows that (1.3) has a variational solution
u in the space W0,1̺ with some weight ̺ depending on ψ (for the definitions of various
Sobolev spaces, see Section 4.1). To obtain better regularity of u, we regard (1.3) as a
complementarity problem (see Bally, Caballero, Fernandez and El Karoui (2002), and
Kinderlehrer and Stampacchia (1980)). This means that, by a solution of (1.3), we
mean a pair (V, µ) consisting of V ∈ W0,1̺ ∩C([0, T ]× Rd) and a Radon measure µ on
QT = [0, T ] × R
d such that
(1.4) V (T ) = ψ, u ≥ ψ,
∫
QT
(V − ψ)̺2 dµ = 0
and the equation
(1.5) ∂su+ LV = rV − µ
is satisfied in the strong sense. Our main result says that, for a broad class of pay-
off functions ψ, the measure µ is absolutely continuous with respect to the Lebesgue
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measure and that its density g is square integrable with weight ̺2. This shows that,
in fact, V satisfies (1.4), (1.5) with µ replaced by g, which allows us to use results on
the regularity of solutions of the Cauchy problem to show that u ∈ W 1,2̺ (in fact, our
results on the Cauchy problem consist of suitable modification of the classical results
of Bensoussan and Lions (1982)). We also compute a formula for g. Roughly speak-
ing, this formula can be translated into the exercise premium formula. Our exercise
premium formula considerably generalizes the results of Lamberton and Mikou (2008,
2013) (note, however, that, in these papers, the case with no Gaussian component is
also considered). Alternately, it generalizes the formula proved in Klimsiak and Rozkosz
(2016) in the setting of the multidimensional Black and Scholes model.
The proof of our main results relies on careful analysis of the reflected backward
backward stochastic differential equation associated with the problem (1.4), (1.5). This
general idea comes from Klimisk and Rozkosz (2011, 2016).
2 Exponential Le´vy model
Let ξ = {ξt : t ≥ 0} be a d-dimensional Le´vy process with generating triplet (a, ν, γ),
i.e., a stochastically continuous ca`dla`g stochastic process with independent and sta-
tionary increments such that ξ0 = 0, and for t > 0, the characteristic function of ξt has
the following Le´vy-Khintchine representation
Eei(z,ξt) = etφ(z), z ∈ Rd,
where
φ(z) = −
1
2
(z, az) + i(γ, z) +
∫
Rd
(ei(z,y) − 1− i(z, y)1{|y|≤1}) ν(dy)
(see, e.g., Sato (1999)). In the above formula a is a symmetric nonnegative definite
d × d matrix, γ ∈ Rd and ν is a Borel measure on Rd such that ν({0}) = 0 and∫
Rd
(1 ∧ |x|2) ν(dx) <∞.
In this paper, we assume that, under the risk-neutral measure P (generally non-
unique), the prices Xs,x,1, . . . ,Xs,x,d of financial assets on the time interval [s, T ] are
modeled by (1.1) with ξ being a Le´vy process under P . This means that, in particular,
if δi = 0, i = 1, . . . , d, then under P the discounted prices t 7→ e
−r(t−s)Xs,x,it = e
ξit−ξ
i
s ,
i = 1, . . . , d, are martingales under P . It is known (see, e.g., Reich et al. (2010, lemma
2.1)) that the last requirement is equivalent to the following conditions on the triplet
(a, ν, γ)
(2.1)
∫
{|y|>1}
eyi ν(dy) <∞, i = 1, . . . , d
and
(2.2) γi +
1
2
aii +
∫
Rd
(eyi − 1− yi1{|y|<1})ν(dy) = 0, i = 1, . . . , d.
We will also assume that
(2.3) det a > 0.
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By Itoˆ’s formula, under the measure P we have
Xs,x,it − xi =
∫ t
s
(r − δi)X
s,x,i
θ dθ +
∫ t
s
Xs,x,iθ− dξ
i
θ +
1
2
∫ t
s
Xs,x,iθ d[ξ
i]cθ(2.4)
+
∑
s<θ≤t
{Xs,x,iθ− (e
∆ξi
θ − 1)−Xs,x,iθ− ∆ξ
i
θ}.
Let J denote the Poisson random measure on R+ × (R
d \ {0}) with intensity ν and
let J˜(dt, dy) = J(dt, dy) − dt ν(dy). By the Le´vy-Itoˆ decomposition (see, e.g., Protter
(2004, theorem I.42) or Sato (1999, section 19)), for i = 1, . . . , d we have
ξit = ξ
i
s +
d∑
i,j=1
∫ t
s
σij dW
j
θ +
∫ t
s
γi dθ +
∫ t
s
∫
{|y|<1}
yiJ˜(dθ, dy) +
∑
s<θ≤t
∆ξiθ1{|∆ξθ|≥1},
where σ is a d × d-matrix such that σσ∗ = a and (W 1, . . . ,W d) is a standard d-
dimensional Wiener process. Using this and (2.2), one can show by direct computation
that, from (2.4), it follows that Xs,x,i is a solution of the equation
Xs,x,it = xi +
∫ t
s
(r − δi)X
s,x,i
θ dθ +
d∑
j=1
∫ t
s
σijX
s,x,i
θ dW
j
θ(2.5)
+
∫ t
s
∫
Rd
Xs,x,iθ− (e
yi − 1)J˜(dθ, dy)
= xi +
∫ t
s
(r − δi)X
s,x,i
θ dθ +
∫ t
s
d(M c,iθ +M
d,i
θ )
with
M c,it =
∫ t
s
σijX
s,x,i
θ dW
j
θ , M
d,i
t =
∫ t
s
∫
Rd
Xs,x,iθ− (e
yi − 1)J˜(dθ, dy), t ≥ s.
Let Xs,x = (Xs,x,1, . . . ,Xs,x,d) be the process defined by (1.1) and let Ps,t denote its
transition function, i.e., Ps,t(x,B) = P (X
s,x
t ∈ B) for all t > s and Borel set B ⊂ R
d.
Of course, Ps+h,t+h(x,B) = Ps,t(x,B) for h ≥ 0.
In what follows by Xs = ((Xt)t≥s , (F
s
t )s≥t , (Ps,x)x∈Rd) we denote a temporally
homogeneous Markov process with transition function Pt(x,B) = P (X
s,x
t ∈ B), t > s.
With this notation, the law of Xs,x under P is the same as X under Ps,x. By Es,x we
denote the expectation with respect to Ps,x.
Let I = {0, 1}d. Set
Dι = {x ∈ R
d : (−1)ikxk > 0, k = 1, . . . , d} for ι = (i1, . . . , id) ∈ I, D =
⋃
ι∈I
Dι.
Remark 2.1. (i) Let x ∈ Dι for some ι ∈ I. Then, from (1.1), it immediately follows
that Ps,x(Xt ∈ Dι, t ≥ s) = 1 for every s ≥ 0,
(ii) If (2.3) is satisfied, then for all t > 0 and x ∈ Dι, the distribution of Xt under P0,x
is absolutely continuous. Let p(t, x, y) denote its density. Then, (0, T ) × Dι × Dι ∋
(t, x) 7→ p(t, x, y) is strictly positive and continuous. To see this, let us first note that,
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by Sato (1999, theorem 19.2(iii)), for every t > 0 and x ∈ Rd, the distribution of the
random variable x+ξt is equal to the convolution of the Gaussian measure N (x+γt, at)
and the distribution µt of ξ¯t, where ξ¯ is a Le´vy process with the characteristic triplet
(0, ν, 0). Therefore, the distribution of x+ ξt has density of the form
(2.6) q(t, x, y) =
∫
Rd
gx(t, y + z)µt(dz), y ∈ R
d ,
where gx(t, y) denotes the density of the measure N (x+ γt, at). From (2.6), it immedi-
ately follows that q(·, x, ·) is strictly positive on (0, T )×Rd. Using (2.6) and performing
elementary calculations, one may also show that (0, T )×Rd ∋ (t, y) 7→ q(t, x, y) is con-
tinuous. The desired properties of p now follow from (1.1).
3 Optimal stopping problem and reflected BSDEs
In this paper, we assume that ψ : Rd → R+ is a measurable function such that
(3.1) ψ(x) ≤ K(1 + |x|p), x ∈ Rd
for some K ≥ 0, p ≥ 0. As for ν, in this section, we assume that, for some ε > 0,
(3.2)
∫
{|y|>1}
e((1∨p)+ε)yi ν(dy) <∞, i = 1, . . . , d.
By Sato (1999, theorem 25.3), the condition (3.2) implies that Es,x|XT |
(1∨p)+ε < ∞
for every (s, x) ∈ QT = [0, T ] × R
d. In particular, if ψ, ν satisfy (3.1), (3.2), then
Es,xψ(XT ) <∞ for (s, x) ∈ QT .
The value at time t ∈ [s, T ] of the American option with terminal payoff ψ(XT ) is
given by
(3.3) Vt = ess supτ∈Tt,TEs,x
(
e−r(τ−s)ψ(Xτ )|F
s
t
)
,
where Es,x denotes the expectation with respect to Ps,x and Ts,T is the set of all (F
s
t )-
stopping times with values in [s, T ]. It is known that
(3.4) Vt = u(t,Xt), t ∈ [s, T ], Ps,x-a.s.,
where
(3.5) u(s, x) = sup
τ∈Ts,T
Es,xe
−r(τ−s)ψ(Xτ ) (= V (s, x)).
The optimal stopping problem (3.3) is closely related to the solution of some re-
flected backward stochastic differential equation (reflected BSDE). To state the relation,
let us first recall that a triple (Y s,x,M s,x,Ks,x) consisting of a ca`dla`g (Fst )-adapted pro-
cess Y s,x of class D, a ca`dla`g ((Fst ), Ps,x)-local martingale M
s,x such that M s,xs = 0
and a ca`dla`g (Fst )-predictable increasing process K
s,x such that Ks,xs = 0 is a solution,
on the filtered probability space (Ω, (Fst ), Ps,x), of the reflected BSDE
(3.6) Y s,xt = ψ(XT )−
∫ T
t
rY s,xθ dθ +
∫ T
t
dKs,xθ −
∫ T
t
dM s,xθ , t ∈ [s, T ]
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with barrier ψ(X) if
Y s,xt ≥ ψ(Xt), t ∈ [s, T ],
∫ T
s
(Y s,xt− − ψ(Xt−)) dK
s,x
t = 0, Ps,x-a.s.
and (3.6) is satisfied Ps,x. Let us observe that, if the restriction ψ|D of ψ to D is
continuous, then by Remark 2.1(ii), the barier ψ(X) is a ca`dla`g process under Ps,x for
every (s, x) ∈ [0, T ) ×D.
Theorem 3.1. Assume that ψ satisfies (3.1) and that ψ|D is continuous, ν satisfies
(3.2), and let (s, x) ∈ [0, T )×D.
(i) There exists a unique solution (Y s,x,M s,x,Ks,x) of (3.6). Moreover, M s,x is an
((Fst ), Ps,x)-uniformly integrable martingale, K
s,x is continuous and Es,xK
s,x
T <
∞.
(ii) Vt = Y
s,x
t , t ∈ [s, T ], Ps,x-a.s. Hence, if we define u : [0, T ] ×D → R+ by (3.5),
then
(3.7) Y s,xt = u(t,Xt), t ∈ [s, T ], Ps,x-a.s.
Moreover, u is continuous.
(iii) For every s ∈ [0, T ), there exists a continuous process Ks on [s, T ] such that Ks
is Ps,x-indistinguishable from K
s,x for every x ∈ D, and for every s ∈ [0, T ),
there exists a martingale M s on [s, T ] such that M s is Ps,x-indistinguishable from
M s,x for every x ∈ D.
Proof. As Es,xψ(XT ) <∞ and the filtration (F
s
t ) is quasi-left continuous (see Protter
(2004, exercise III.9)), the existence and uniqueness of a solution (Y s,x,M s,x,Ks,x) of
(3.6) such that Es,xK
s,x
T <∞ follows from Corollary 2.2 and Theorem 2.13 in Klimsiak
(2015). Moreover, M s,x is uniformly integrable (see the remark following eq. (2.28) in
Klimsiak (2015)). Set
Y¯t = e
−r(t−s)Y s,xt , M¯t =
∫ t
s
e−r(θ−s) dM s,xθ , K¯t =
∫ t
s
e−r(θ−s) dKs,xθ , t ∈ [s, T ].
By integrating by parts, one can check that the triple (Y¯ , M¯ , K¯) is a solution of the
reflected BSDE
(3.8) Y¯t = ξ¯ +
∫ T
t
dK¯θ −
∫ T
t
dM¯θ, t ∈ [s, T ], Ps,x-a.s.
with ξ¯ = e−r(T−s)ψ(XT ) and barrier L¯t = e
−r(t−s)ψ(Xt), t ∈ [s, T ]. Therefore, from
Klimsiak (2015, corollary 2.9) (with f = 0, V = 0, Lˆ = L¯), it follows that
e−r(t−s)Y s,xt = Y¯t = ess supτ∈Ts,TEs,x
(
e−r(τ−s)ψ(Xτ )|F
s
t
)
,
which implies the first part of (ii). The second part of (ii) now follows from (3.4).
Now, we are going to show that V defined by (1.2) is continuous and hence that u
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is continuous. By Corollary 2.2 and Theorem 2.13 in Klimisak (2015), there exists a
unique solution (Y˜ s,x, M˜ s,x, K˜s,x) of the reflected BSDE
Y˜ s,xt = η
s,x +
∫ T
t
dK˜s,xθ −
∫ T
t
dM˜ s,xθ , t ∈ [s, T ], P -a.s.
with terminal condition ηs,x = e−r(T−s)ψ(Xs,xT ) and barrier L
s,x
t = e
−r(t−s)ψ(Xs,xt ),
t ∈ [s, T ]. In what follows, we extend Xs,x and Ls,x to [0, T ] by putting Xs,xt = x for
t ∈ [0, s]. Suppose that x ∈ Dι for some ι ∈ I. Fix q ∈ (1, 1 + (ε/p)) and consider
sequences {sn} ⊂ [0, T ], {xn} ⊂ Dι such that sn → s, xn → x. By Klimisak (2015,
proposition 5.1),
|Y˜ sn,xnt − Y˜
s,x
t |
q ≤ |Y˜ sn,xnT − Y˜
s,x
T |
q(3.9)
+ q
∫ T
t
|Y˜ sn,xnθ− − Y˜
s,x
θ− |
q−1sign(Y˜ sn,xnθ− − Y˜
s,x
θ− ) d(K˜
sn,xn
θ − K˜
s,x
θ )
− q
∫ T
t
|Y˜ sn,xnθ− − Y˜
s,x
θ− |
q−1sign(Y˜ sn,xnθ− − Y˜
s,x
θ− ) d(M˜
sn,xn
θ − M˜
s,x
θ ),
where sign(x) = 1 if x > 0 and sign(x) = −1 if x ≤ 0. We have
Int :=
∫ T
t
1{Y˜ sn,xn
θ−
>Y˜ s,x
θ−
}|Y˜
sn,xn
θ− − Y˜
s,x
θ− |
q−1sign(Y˜ sn,xnθ− − Y˜
s,x
θ− ) d(K˜
sn,xn
θ − K˜
s,x
θ )
≤
∫ T
t
1{Y˜ sn,xn
θ−
>Y˜ s,x
θ−
}1{Lsn,xnθ− ≤L
s,x
θ−
}|Y˜
sn,xn
θ− − Y˜
s,x
θ− |
q−1
Y˜ sn,xnθ− − Y˜
s,x
θ− ∧ Y˜
sn,xn
θ−
|Y˜ sn,xnθ− − Y˜
s,x
θ− |
dK˜sn,xnθ
+
∫ T
t
1{Y˜ sn,xn
θ−
>Y˜ s,x
θ−
}1{Lsn,xnθ− >L
s,x
θ−
}|Y˜
sn,xn
θ− − Y˜
s,x
θ− |
q−1 dK˜sn,xnθ =: I
n,1
t + I
n,2
t .
Observe that
In,1t ≤
∫ T
t
1{Y˜ sn,xn
θ−
>Y˜ s,x
θ−
}|Y˜
sn,xn
θ− − Y˜
s,x
θ− |
q−1
Y˜ sn,xnθ− − L
sn,xn
θ−
|Y˜ sn,xnθ− − Y˜
s,x
θ− |
dK˜sn,xnθ = 0.
As 0 ≤ Y˜ sn,xnt− − Y˜
s,x
t− ≤ Y˜
sn,xn
t− − L
sn,xn
t− + L
sn,xn
t− − L
s,x
t− if Y˜
sn,xn
t− > Y˜
s,x
t− , we have
In,2t ≤ 2
q−1
∫ T
t
1{Y˜ sn,xn
θ−
>Y˜ s,x
θ−
}1{Lsn,xnθ− >L
s,x
θ−
}
× ((Y˜ sn,xnθ− − L
sn,xn
θ− )
q−1 + (Lsn,xnθ− − L
s,x
θ−)
q−1) dK˜sn,xnθ
≤ 2q−1
∫ T
t
1{Y˜ sn,xn
θ−
>Y˜ s,x
θ−
}(Y˜
sn,xn
θ− − L
sn,xn
θ− )
q−2(Y˜ sn,xnθ− − L
sn,xn
θ− ) dK˜
sn,xn
θ
+ 2q−1 sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q−1K˜sn,xnT .
Because the first integral on the right-hand side of the above inequality is equal to zero,
combining the estimates for In,1 and In,2 yields
(3.10) Int ≤ 2
q−1 sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q−1Ksn,xnT .
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In much the same manner as above, one can prove that
∫ T
t
1{Y˜ sn,xn
θ−
≤Y˜ s,x
θ−
}|Y˜
sn,xn
θ − Y˜
s,x
θ |
q−1sign(Y˜ sn,xnθ− − Y˜
s,x
θ− ) d(K˜
sn,xn
θ − K˜
s,x
θ )(3.11)
≤ 2q−1 sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q−1Ks,xT .
Let (F˜st ) denote the usual augmentation of the filtration generated by X
s,x. By (3.9),
(3.10) and (3.11),
|Y˜ sn,xnt − Y˜
s,x
t |
q = E(|Y˜ sn,xnt − Y˜
s,x
t |
q|F˜st )
≤ E
(
|ηsn,xn − ηs,x|q + 2q sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q−1(K˜sn,xnT + K˜
s,x
T )|F˜
s
t
)
.
By the above inequality and Briand et al. (2003, lemma 6.1),
E( sup
0≤t≤T
|Y˜ sn,xnt − Y˜
s,x
t |
q/2)(3.12)
≤ 2
(
E|ηsn,xn − ηs,x|q + 2qE sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q−1(K˜sn,xnT + K˜
s,x
T )
)1/2
≤ 2
(
E|ηsn,xn − ηs,x|q
+ 2q(E sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q)(q−1)/q(E(K˜sn,xnT + K˜
s,x
T )
q)1/q
)1/2
.
Our next claim is that
(3.13) lim
n→∞
E sup
0≤t≤T
|Xsn,xnt −X
s,x
t |
q = 0
and
(3.14) sup
n≥1
E(Ksn,xnT +K
s,x
T )
q <∞.
To prove (3.13), let us first observe that for every x, y ∈ Rd and i = 1, . . . , d,
E sup
0≤t≤T
|Xs,x,it −X
s,y,i
t |
q ≤ C|xi − yi|q(3.15)
for some C > 0 depending only on T, r, δ, q and ν. Indeed, |Xs,x,it − X
s,y,i
t |
q = 0 for
t ∈ [0, s]. Furthermore, because [s, T ] ∋ t 7→ eξ
i
t−ξ
i
s is a martingale under P , it follows
from (1.1) and Doob’s inequality that
E sup
s≤t≤T
|Xs,x,it −X
s,y,i
t |
q ≤ |xi − yi|qeq|r−δi|(T−s)E| sup
s≤t≤T
eξ
i
t−ξ
i
s |q
≤ |xi − yi|q(
q
q − 1
)qeq|r−δi|(T−s)Eeq(ξ
i
T
−ξis),
which when combined with (3.2) and Sato (1999, theorem 25.3) yields (3.15). Further-
more,
(3.16) lim
h→0
E sup
0≤s≤T
|Xs+h,xt −X
s,x
t |
q = 0.
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Indeed, if h ≥ 0 and s+ h ≤ T , then
sup
s+h≤t≤T
|Xs+h,x,it −X
s,x,i
t |
q
= |xi|q sup
s+h≤t≤T
eq(r−δi)(t−s)+q(ξ
i
t−ξ
i
s)|e−(r−δi)h+ξ
i
s−ξ
i
s+h − 1|q
≤ |xi|qeq|r−δi|(T−s)|e−(r−δi)h+ξ
i
s−ξ
i
s+h − 1|q sup
s+h≤t≤T
|eξ
i
t−ξ
i
s |q.
By Doob’s inequality and (3.2), E sups≤t≤T |e
ξit−ξ
i
s |q <∞. From this and the fact that
|e−(r−δi)h+ξ
i
s−ξ
i
s+h − 1|q → 0 in probability P as h → 0, it follows that the right-hand
side of the above inequality converges in probability P to zero as h → 0. A similar
argument shows that sups≤t≤s+h |X
s+h,x,i
t −X
s,x,i
t |
q → in probability P , and hence that
(3.17) Is,h := sup
0≤t≤T
|Xs+h,x,it −X
s,x,i
t |
q → 0 in probability P
as h → 0+. In the same manner, we can see that (3.17) holds true if h → 0−. Us-
ing Doob’s inequality and (3.2), one can also show that for each fixed s ∈ [0, T ],
suphE|I
s,h|α <∞ for some α > 0, so for each s ∈ [0, T ], the family {Is,h} is uniformly
integrable. This and (3.17) imply (3.16). Combining (3.15), (3.16) with the inequality
sup
0≤t≤T
|Xsn,xnt −X
s,x
t |
q ≤ 2q−1( sup
0≤t≤T
|Xsn,xnt −X
sn,x
t |
q + sup
0≤t≤T
|Xsn,xt −X
s,x
t |
q)
we get (3.13). By Klimsiak (2015, proposition 5.4), for every (s, x) ∈ [0, T ) × Rd and
k ≥ 0, there exists a unique solution (Y˜ k, M˜k) of the BSDE
Y˜ kt = η
s,x + k
∫ T
t
(Y˜ kθ − L
s,x
θ )
− dθ −
∫ T
t
dM˜kθ , t ∈ [s, T ].
Moreover, from the proof of Proposition 5.4 in Klimsiak (2015), it follows that there is
C not depending on k, s, x such that
E sup
s≤t≤T
|Y˜ kt |
q ≤ CE
(
|ηs,x|q + (
∫ T
s
|ψ(Xs,xθ )| dθ)
q
)
.
As ψ satisfies (3.1), it follows from the above estimate, Doob’s inequality and (3.2)
that E sups≤t≤T |Y˜
k
t |
q ≤ C1E sups≤t≤T |X
s,x
t |
qp ≤ C2 for some constants C1, C2 not
depending on k, s, x. Because by Klimsiak (2015, theorem 2.13), Y˜ 0t ≤ Y˜
k
t ր Y˜
s,x
t ,
t ∈ [s, T ], as k ր ∞, applying Fatou’s gives E sups≤t≤T |Y˜
s,x
t |
q ≤ C2. By this and
Klimisak (2015, lemma 5.6), E|Ks,xT |
q ≤ C3 for some C3 not depending on s, x, which
proves (3.14). Observe now that
(3.18) lim
n→∞
E|ηsn,xn − ηs,x|q = 0, lim
n→∞
E sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q = 0.
To see this, for R > 0 set An,R = {sups≤t≤T (|X
sn,xn
t |+|X
s,x
t |) ≤ R}. As ψ is continuous,
it follows from (3.13) that
(3.19) lim
n→∞
E(1An,R sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q) = 0.
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From (3.13) it also follows that supn≥1 P (A
c
n,R)→ 0 as R→∞. Hence
(3.20) lim
R→∞
sup
n≥1
E(1Ac
n,R
sup
0≤t≤T
|Lsn,xnt − L
s,x
t |
q) = 0,
because by (3.1) and (3.2), supn≥1E sup0≤t≤T |L
sn,xn
t − L
s,x
t |
q1 < ∞ for some q1 >
q. From (3.19), (3.20), we get the second convergence in (3.18). In much the same
manner, we prove the first convergence. Combining (3.12) with (3.14) and (3.18), we
see that E(sup0≤t≤T |Y˜
sn,xn
t − Y˜
s,x
t |
q/2) → 0. We may now repeat the argument from
the beginning of the proof of El Karoui at al. (1997, lemma 8.4) to conclude that
Y˜ sn,xnsn → Y˜
s,x
s . This proves the continuity of V , because V (sn, xn) = Y˜
sn,xn
sn and
V (s, x) = Y˜ s,xs . By (3.6) and (3.7),
(3.21) u(t,Xt) = u(s,Xs) + r
∫ t
s
u(θ,Xθ) dθ −K
s,x
t +M
s,x
t , t ∈ [s, T ], Ps,x-a.s.
Because the filtration (Fst ) is quasi-left continuous, the jump times of the martingale
M s,x are all totally inaccessible (see, e.g., Protter (2004, p. 192)). As the jump times of
the Le´vy process X are also totally inaccessible, it follows from (3.21) that the jumps of
Ks,x can occur only at totally inaccessible stopping times. Therefore,Ks,x is continuous
because we know that Ks,x is an increasing predictable process of integrable variation
(see, e.g., Corollary to Theorem III.25 in Protter (2004)). For n ∈ N, let (Y n,Mn)
denote a solution of the BSDE
(3.22) Y nt = ψ(XT )−
∫ T
t
rY nθ dθ +
∫ T
t
dKs,nθ −
∫ T
t
dMnθ , t ∈ [s, T ],
where Ks,nt = n
∫ t
s (Y
n
θ − ψ(Xθ))
− dθ, t ∈ [s, T ]. One can show (see, e.g., the proof of
Theorem 4.7 in Klimsiak and Rozkosz (2013)) that Y nt = un(t,Xt), t ∈ [s, T ], where
un(s, x) = Y
n
s . AsK
s,x is continuous, it follows from Klimisak (2015, theorem 2.13) that
sups≤t≤T |K
s,n
t −K
s,x
t | → 0 in probability Ps,x as n→∞. From this and Fukushima at
al. (2011, lemma A.3.4), we deduce that there is a continuous process Ks on [s, T ] such
that Ks is Ps,x-indistinguishable from K
s for every x ∈ Rd. Consequently, by (3.21),
there is a martingale M s on [s, T ] such that M s is Ps,x-indistinguishable from M
s,x for
every x ∈ Rd.
Remark 3.2. If ψ is continuous on Rd and satisfies (3.1), then in the formulation of
Theorem 3.1, we may replace D by Rd.
The following lemma will be needed in the proof of our main result in Section 5.
Lemma 3.3. For s ∈ [0, T ), let Ks be the process of Theorem 3.1. There exists a
unique positive Radon measure µ on (0, T )×D such that, for all s ∈ [0, T ) and x ∈ D,
(3.23) Es,x
∫ T
s
f(t,Xt) dK
s
t =
∫ T
s
∫
D
f(t, y)p(t− s, x, y) dµ(t, y)
for every continuous f : (s, T )×D → R with compact support.
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Proof. We first prove the existence of µ. Suppose that x ∈ Dι for some ι ∈ I. Let
un,K
n be defined as in the proof of Theorem 3.1. Then, for every f ∈ Cc((0, T )×R
d),
(3.24) Es,x
∫ T
s
f(t,Xt) dK
s,n
t =
∫ T
s
∫
D
f(t, y)p(t− s, x, y) dµn(t, y),
where µn = n(un(t, y)−ψ(y))
− dt dy. As f is bounded and by Klimsiak (2015, theorem
2.13), sups≤t≤T |K
s,n
t − K
s
t | → 0 in probability Ps,x and Es,xK
s,n
T → Es,xK
s
T as n →
∞,
∫ T
s f(t,Xt) dK
s,n
t →
∫ T
s f(t,Xt) dK
s
t in probability Ps,x and {
∫ T
s f(t,Xt) dK
s,n
t } is
uniformly integrable with respect to Ps,x. Hence
(3.25) Es,x
∫ T
s
f(t,Xt) dK
s,n
t → Es,x
∫ T
s
f(t,Xt) dK
s
t .
By (3.22),
e−rTψ(XT )− Y
n
0 = −
∫ T
0
e−rt dK0,nt +
∫ T
0
e−rt dMnt .
From this and the fact that ψ ≥ 0 and Y n0 = un(0, x), it follows that
E0,xK
0,n
T ≤ e
rTE0,x
∫ T
0
e−rt dK0,nt ≤ e
rTun(0, x).
Let νn = n(un(t, y)−ψ(y))
− p(t, x, y) dt dy. Because by Klimsiak (2015, theorem 2.13),
un(0, x) = Y
n
0 ≤ Y
0,x
0 = u(0, x) with u, Y
0,x of Theorem 3.1, the above inequality shows
that
sup
n≥1
νn((0, T ) ×Dι) = sup
n≥1
E0,xK
0,n
T <∞.
Let µ¯n denote the restriction of µn to (0, T )×D. Because by Remark 2.1, the function
(0, T ) × Dι ∋ (t, y) 7→ p(t, x, y) is strictly positive and continuous, it follows from
the above that for every compact set K ⊂ (0, T ) × Dι, supn≥1 µ¯n(K) < ∞. Because
this estimate holds true for each ι ∈ I, we in fact have supn≥1 µ¯n(K) < ∞ for every
compact subset K ⊂ (0, T ) × D. Therefore there is a subsequence, still denoted by
n, such that {µ¯n} converges locally weakly
∗ to some positive Radon measure µ on
(0, T ) ×D. Consequently,
(3.26)
∫ T
s
∫
D
f(t, y)p(t− s, x, y) dµ¯n(t, y)→
∫ T
s
∫
D
f(t, y)p(t− s, x, y) dµ(t, y).
Combining (3.24)–(3.26) proves (3.23). Uniqueness of µ follows easily from the fact
that p(·, x, ·) is strictly positive on (0, T )×Dι for each ι ∈ I.
Note that, from Lemma 3.3, it follows in particular that, for every x ∈ D,
(3.27) Es,xK
s
T =
∫ T
s
∫
D
p(t− s, x, y) dµ(t, y).
To see this it suffices to approximate the function 1(s,T )×D by an increasing sequence
of positive continuous functions with compact support and use monotone convergence.
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4 Cauchy problem
Let C0(R
d) denote the set of continuous functions on Rd vanishing at infinity and let L
denote the infinitesimal generator of the semigroup on C0(R
d) induced by the process
Xs,x, i.e.,
(4.1) Lf(x) = LBSf(x) + LIf(x)
for f ∈ C20 (R
d), where
LBSf(x) =
1
2
d∑
i,j=1
aijxixj∂
2
xixjf(x) +
d∑
i=1
(r − δi)xi∂xif(x)
and
LIf(x) =
∫
Rd
(
f(xey)− f(x)−
d∑
i=1
xi(e
yi − 1)∂xif(x)
)
ν(dy)
with the convention that
(4.2) f(xey) = f(x1e
y1 , . . . , xde
yd), x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ R
d.
We have mentioned in the introduction that, in the present paper, we reduce the
problem of regularity of the value function V to the problem of regularity of the solution
of the Cauchy problem
(4.3) ∂sv + Lv = rv − g, v(T ) = ψ,
where g ∈ L2(0, T ;L2̺) with some suitably chosen weight ̺. By a standard change of
variables, the last problem reduces to the problem of regularity of the solution of the
Cauchy problem
(4.4) ∂sv˜ + L˜v˜ +
d∑
i=1
(r − δi −
1
2
aii)∂xi v˜ = rv˜ − g˜, v˜(T ) = ψ˜
with suitably defined g˜, ψ˜ and with operator L˜ being the infinitesimal generator of the
semigroup on C0(R
d) induced by the Le´vy process ξ, i.e.,
L˜f(x) =
1
2
d∑
i,j=1
aij∂
2
xixjf(x) +
d∑
i=1
γi∂xif(x)
+
∫
Rd
(
f(x+ y)− f(x)−
d∑
i=1
yi1{|y|≤1}∂xif(x)
)
ν(dy)
for f ∈ C20 (R
d). The diffusion part of L˜ is a uniformly elliptic operator, so to prove
the regularity of v˜, one can apply the methods of the theory of parabolic equations
involving integro-differential operators developed in Bensoussan and Lions (1982). It
is worth pointing out, however, that the results of Bensoussan and Lions (1982) do not
apply directly to our problem (in fact, they provide existence results under too-strong
assumptions on ψ, g) Therefore, in this section, we carefully investigate problem (4.3).
In our study, special emphasis is placed on the minimal regularity assumptions on ψ
and the integrability assumptions on the Le´vy measure ν. At the end of this section,
we provide a stochastic representation of the solution of (4.3).
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4.1 Variational solutions
We assume that ψ satisfies (3.1). In what follows
ρ(x) = e−β|x|, ̺(x) = e−β| lnx| ·
1
|x1 · . . . · xd|1/2
, x ∈ D,
where β ≥ 0 is some constant and
(4.5) lnx = (ln(−1)i1x1, . . . , ln(−1)
idxd))
for x ∈ Dι with ι = (i1, . . . , id). In what follows we will use some Sobolev spaces with
weight ̺ or ρ. Our choice of the weights ̺, ρ will be justified in Remark 4.2.
Let ∂t, ∂xi , i = 1, . . . , d, denote partial derivatives in the distribution sense, and let
L2̺ = L
2(D; ̺2 dx), H1̺ = {u ∈ L
2
̺ : xi∂xiu ∈ L
2
̺ , i = 1, . . . , d},
W0,1̺ = {u ∈ L
2(0, T ;H1̺ ) : ∂tu ∈ L
2(0, T ;H−1̺ )},
where H−1̺ denotes the dual space of H
1
̺ . For ϕ,ψ ∈ C
2
c (R
d) we set
(4.6) B̺(ϕ,ψ) = B
BS
̺ (ϕ,ψ) +B
I
̺(ϕ,ψ),
where
BBS̺ (ϕ,ψ) = −
1
2
d∑
i,j=1
aij(∂xiϕ, ∂xj (xixjψ̺
2))2 +
d∑
i=1
((r − δi)xi∂xiϕ,ψ̺
2)2
and
BI̺(ϕ,ψ) =
∫
Rd
( ∫
Rd
(
ϕ(xey)− ϕ(x)−
d∑
i=1
xi(e
yi − 1)∂xiϕ(x)
)
ν(dy)
)
ψ(x)̺2(x) dx.
In the above definitions, (·, ·)2 denotes the usual inner product in L
2(Rd; dx) and we
use our convention (4.2). We will prove in Proposition 4.3 that, if β ≥ 0 and
(4.7)
∫
{|y|>1}
|y|eβ|y| ν(dy) <∞,
then
(4.8) |B̺(ϕ,ψ)| ≤ c‖ϕ‖H1̺ ‖ψ‖H1̺
for some c > 0. Therefore, under (4.7), the form B̺ can be extended to a bilinear form
on H1̺ × H
1
̺ , which we still denote by B̺. Let us also observe that, for ϕ ∈ C
2
c (R
d),
ψ ∈ H1̺ , we have
B̺(ϕ,ψ) = (Lϕ,ψ)L2̺ = (Lϕ,ψ̺
2)2,
where L is defined by (4.1).
Denote by C([0, T ];L2̺) the space of all continuous functions on [0, T ] with values in
L2̺ equipped with the norm ‖u‖C = sup0≤t≤T ‖u(t)‖L2̺ . It is known (see, e.g., Zhikov et
al. (1981, theorem 2)) that there is a continuous embedding of W0,1̺ into C([0, T ];L2̺).
In particular, for every v ∈ W0,1̺ , one can find w ∈ C([0, T ];L2̺) such that v(t) = w(t)
for a.e. t ∈ [0, T ]. In what follows, we adopt the convention that any element of W0,1̺
is already in C([0, T ];L2̺). With this convention, v(T ) is well defined for v ∈ W
0,1
̺ .
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Definition. Let ψ ∈ L2̺, g ∈ L
2(0, T ;L2̺) for some β ≥ 0. We call v ∈ W
0,1
̺ a
variational solution of the Cauchy problem (4.3) if v(T ) = ψ and for every η ∈ C∞c (QT ),
∫ T
0
〈∂tv(t), η(t)〉 dt +
∫ T
0
B̺(v(t), η(t)) dt = r
∫
QT
vη̺2 dt dx−
∫
QT
ηg̺2 dt dx,
where 〈·, ·〉 denotes the duality pairing between H−1̺ and H
1
̺ .
Now, set
H˜1ρ = {u ∈ L
2
ρ : ∂xiu ∈ L
2
ρ , i = 1, . . . , d},
W˜0,1ρ = {u ∈ L
2(0, T ;L2ρ) : ∂tu ∈ L
2(0, T ; H˜−1ρ )},
where H˜−1ρ denotes the dual space of H˜
1
ρ , and for ϕ,ψ ∈ C
2
c (R
d) set
B˜ρ(ϕ,ψ) = B˜
BS
ρ (ϕ,ψ) + B˜
I
ρ(ϕ,ψ),
where
B˜BSρ (ϕ,ψ) = −
1
2
d∑
i,j=1
aij(∂xiϕ, ∂xj (ψρ
2))2 +
d∑
i=1
((r − δi + γi −
1
2
aii)∂xiϕ,ψρ
2)2
:= B˜BS,1ρ (ϕ,ψ) + B˜
BS,2
ρ (ϕ,ψ)(4.9)
and
B˜Iρ(ϕ,ψ) =
∫
Rd
( ∫
Rd
(
ϕ(x+ y)− ϕ(x) −
d∑
i=1
yi1{|y|≤1}∂xiϕ(x)
)
ν(dy)
)
ψ(x) ρ2(x) dx.
We will see in Proposition 4.1 that B˜ρ can be extended to a bilinear form on H˜
1
ρ × H˜
1
ρ ,
which we still denote by B˜ρ.
Consider the space C([0, T ];L2ρ) defined as C([0, T ];L
2
̺) but with L
2
̺ replaced by
L2ρ. Because the embedding of W˜
0,1
ρ into C([0, T ];L2ρ) is continuous, as before, we may
and will assume that any element of W˜0,1ρ is already in C([0, T ];L2ρ).
Definition. Let ψ˜ ∈ L2ρ, g˜ ∈ L
2(0, T ;L2ρ) for some β ≥ 0. We call v˜ ∈ W˜
0,1
ρ a
variational solution of the Cauchy problem (4.4) if v˜(T ) = ψ˜, and for every η ∈ C∞c (QT ),
∫ T
0
〈∂tv˜(t), η(t)〉 dt +
∫ T
0
B˜ρ(v˜(t), η(t)) dt = r
∫
QT
v˜ηρ2 dt dx−
∫
QT
ηg˜ρ2 dt dx,
where 〈·, ·〉 denotes the duality pairing between H˜−1ρ and H˜
1
ρ .
Proposition 4.1. Assume that ψ˜ ∈ L2ρ, g˜ ∈ L
2(0, T ;L2ρ) and (4.7) is satisfied for some
β ≥ 0. Then, there exists a unique variational solution v˜ ∈ W˜0,1ρ of (4.4). Moreover,
there is C > 0 such that
(4.10) ‖v˜‖L2(0,T ;H˜1ρ)
+ ‖∂tv˜‖L2(0,T ;H˜−1ρ ) ≤ C(‖ψ˜‖L2ρ + ‖g˜‖L2(0,T ;L2ρ)).
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Proof. By making a standard change of variables, we may and will assume that r = 0.
If we prove that
(4.11) |B˜ρ(ϕ,ψ)| ≤ c‖ϕ‖H˜1ρ · ‖ψ‖H˜1ρ , B˜ρ(ϕ,ϕ) ≥ a‖ϕ‖
2
H˜1ρ
− b‖ϕ‖2L2ρ
for some strictly positive constant a and positive b, c, then the existence of a unique
variational solution of (4.4) and (4.10) follows from Theorem 4.1 and Remark 4.3 in
Chapter 3 of Lions and Magenes (1968). The proof of (4.11) in the case that d = 1 is
given in Mateche et al. (2004, appendix). Because the proof in the case that d > 1
proceeds as in the case that d = 1, with some modifications, here we only sketch it.
We provide, however, a detailed proof of estimates for the nonlocal part of B˜ρ because
it shows why we adopt assumption (4.7). As C2c (R
d) is dense in L2ρ and in H˜
1
ρ , in the
proof of (4.11), we may assume that ϕ,ψ ∈ C2c (R
d). We have
(4.12) (ϕ(x + y)− ϕ(x))1{|y|>1} =
d∑
i=1
∫ 1
0
yi1{|y|>1}∂xiϕ(x+ θy) dθ
and
(ϕ(x+ y)− ϕ(x)−
d∑
i=1
yi∂xiϕ(x))1{|y|≤1}(4.13)
=
d∑
i=1
∫ 1
0
yi1{|y|≤1}(∂xiϕ(x+ θy)− ∂xiϕ(x)) dθ
=
d∑
i,j=1
∫ 1
0
( ∫ θ
0
yiyj1{|y|≤1}∂
2
xixjϕ(x+ θ
′y) dθ′
)
dθ.
Hence,
B˜Iρ(ϕ,ψ) =
∫
Rd
( ∫
Rd
(∫ 1
0
d∑
i=1
yi1{|y|>1}∂xiϕ(x+ θy) dθ
)
ν(dy)
)
ψ(x)ρ2(x) dx
+
∫
Rd
(∫
Rd
( ∫ 1
0
( ∫ θ
0
d∑
i,j=1
yiyj1{|y|≤1}∂
2
xixjϕ(x+ θ
′y) dθ′
)
dθ
)
ν(dy)
)
× ψ(x)ρ2(x) dx =: I1 + I2.
As ρ(x)/ρ(x+ θy) ≤ eβ|y| and
∫
Rd
d∑
i=1
∂xiϕ(x+ θy)ψ(x)ρ
2(x) dx
=
∫
Rd
d∑
i=1
∂xiϕ(x+ θy)ρ(x+ θy)
ρ(x)
ρ(x+ θy)
ψ(x)ρ(x) dx,
applying Fubini’s theorem, we obtain
(4.14) |I1| ≤ c1
∫
Rd
|y|eβ|y|1{|y|>1} ν(dy) · ‖∂xϕ‖L2ρ‖ψ‖L2ρ ,
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where ∂x = (∂x1 , . . . , ∂xd). To estimate I2, we first observe that∫
Rd
∂2xixjϕ(x+ θ
′y)ψ(x)ρ2(x) dx
= −
∫
Rd
∂xiϕ(x+ θ
′y){∂xjψ(x)− 2β
xj
|x|
ψ(x)}ρ2(x) dx
= −
∫
Rd
∂xiϕ(x+ θ
′y)ρ(x+ θ′y)
ρ(x)
ρ(x+ θ′y)
{∂xjψ(x) − 2β
xj
|x|
ψ(x)}ρ(x) dx.
For 0 < δ ≤ 1, let Iδ2 denote the integral defined as I2 but with 1{|y|≤1} replaced by
1{|y|≤δ}. As ρ(x)/ρ(x + θy) ≤ e
β if |y| ≤ δ ≤ 1, it follows from the above estimate and
Fubini’s theorem that
(4.15) |Iδ2 | ≤ c2
∫
Rd
|y|21{|y|≤δ} ν(dy) · ‖ϕ‖H˜1ρ‖ψ‖H˜1ρ .
By the second equation in (4.13) with 1{|y|≤1} replaced by 1{δ<|y|≤1}, we have
∫
Rd
(∫ 1
0
(∫ θ
0
d∑
i,j=1
yiyj1{δ<|y|≤1}∂
2
xixjϕ(x+ θ
′y) dθ′
)
dθ
)
ψ(x)ρ2(x) dx
=
∫
Rd
(∫ 1
0
d∑
i=1
yi1{δ<|y|≤1}(∂xiϕ(x+ θy)− ∂xiϕ(x)) dθ
)
ψ(x)ρ2(x) dx
=
∫
Rd
(∫ 1
0
d∑
i=1
yi1{δ<|y|≤1}(∂xiϕ(x+ θy)ρ(x+ θy)
ρ(x)
ρ(x+ θy)
dθ
)
ψ(x)ρ(x) dx
−
∫
Rd
( ∫ 1
0
d∑
i=1
yi1{δ<|y|≤1}∂xiϕ(x)) dθ
)
ρ(x)ψ(x)ρ(x) dx.
Hence
(4.16) |I2 − I
δ
2 | ≤ c3
∫
Rd
|y|1{δ<|y|≤1} ν(dy) · ‖∂xϕ‖L2ρ‖ψ‖L2ρ .
As ν is a Le´vy measure, limδ→0+ I
δ
2 = 0. From this and (4.15), (4.16), it follows that,
for every ε ∈ (0, 1), there exists Cε ≥ 0 such that |I2| ≤ ‖ϕ‖H˜1ρ (ε‖ψ‖H˜1ρ + Cε‖ψ‖L2ρ).
By this and (4.14),
(4.17) |B˜Iρ(ϕ,ψ)| ≤ c4‖∂xϕ‖L2ρ‖ψ‖L2ρ + ‖ϕ‖H˜1ρ (ε‖ψ‖H˜1ρ + Cε‖ψ‖L2ρ).
One can check that
(4.18) |B˜BS,1ρ (ϕ,ψ)| ≤ c5‖ϕ‖H˜1ρ‖ψ‖H˜1ρ , B˜
BS,1
ρ (ϕ,ϕ) ≥ a1‖∂xϕ‖
2
L2ρ
− b1‖ϕ‖
2
L2ρ
for some strictly positive constants c5, a1, b1 (in the proof of the second inequality, we
use (2.3)). Moreover,
(4.19) |B˜BS,2ρ (ϕ,ψ)| ≤ c6‖∂xϕ‖L2ρ‖ψ‖L2ρ .
From (4.17)–(4.19), we deduce (4.11) by standard calculations. This completes the
proof of the proposition.
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Given ψ : D → R, g : [0, T ]×D → R, let us set
(4.20) ψ˜(x) = ψ((−1)i1ex1 , . . . , (−1)idexd), g˜(t, x) = g(t, (−1)i1ex1 , . . . , (−1)idexd)
if x ∈ Dι with ι = (i1, . . . , id). Observe that, with this notation,
ψ˜(ln x) = ψ(t, x), g˜(t, lnx) = g(t, x), x ∈ D,
where lnx is defined by (4.5).
Remark 4.2. (i) ψ ∈ L2̺ if and only if ψ˜ ∈ L
2
ρ and g ∈ L
2(0, T ;L2̺) if and only
if g˜ ∈ L2(0, T ;L2ρ), because, by the change of variables formula, for any measurable
f : [0, T ] ×D → [0,∞), we have
∫
Rd
f(t, x)̺2(x) dx =
∫
P
f˜(t, ln x)̺2(x) dx =
∫
Rd
f˜(t, x)ρ2(x) dx.(4.21)
(ii) If a measurable ψ : D → R+ satisfies (3.1) and β > p, then ψ ∈ L
2
̺. Indeed, we
have ∫
Rd
|ψ˜(x)|2ρ2(x) dx ≤ c
∫
Rd
(1 + ep|x|)2e−2β|x| dx <∞
for some c depending on d, p. Hence, ψ˜ ∈ L2ρ, and consequently, ψ ∈ L
2
̺.
Proposition 4.3. Let β > p. Assume that ψ satisfies (3.1), ν satisfies (2.1), (4.7)
and g ∈ L2(0, T ;L2̺). Then, there exists a unique variational solution v ∈ W
0,1
̺ of the
Cauchy problem (4.3).
Proof. We first show (4.8). Let ϕ,ψ ∈ C2c (R
d), and let ϕ˜, ψ˜ be defined by (4.20). Then
BI̺(ϕ,ψ) =
∫
P
( ∫
Rd
(
ϕ˜(y + lnx)− ϕ˜(lnx)−
d∑
i=1
yi1{|yi|<1}∂xiϕ˜(lnx)
)
ν(dy)
)
× ψ˜(lnx) ̺2(x) dx
−
∫
P
( ∫
Rd
( d∑
i=1
(eyi − 1− yi1{|yi|<1})∂xiϕ˜(lnx)
)
ν(dy)
)
ψ˜(lnx) ̺2(x) dx
=: I1 + I2.
Changing the variables xk 7→ (−1)
ikezk , we obtain
I1 =
∫
Rd
( ∫
Rd
(
ϕ˜(y + z)− ϕ˜(z)−
d∑
i=1
yi1{|yi|<1}∂ziϕ˜(z)
)
ν(dy)
)
ψ˜(z) ρ2(z) dz.
Therefore, the proof of Proposition 4.1 shows that there is c2 > 0 such that |I1| ≤
c‖ϕ˜‖H˜1ρ‖ψ˜‖H˜1ρ if (4.7) is satisfied. Hence,
(4.22) |I1| ≤ c2‖ϕ‖H1̺‖ψ‖H1̺
because by (4.21), ‖ϕ˜‖H˜1ρ
= ‖ϕ‖H1̺ for any ϕ ∈ C
1
c (R
d). From (2.2) it follows easily
that (4.22) (perhaps with different constant) holds for I1 replaced by I2. Using (4.21),
one can also check that
BBS̺ (ϕ,ψ) ≤ c1‖ϕ‖H1̺‖ψ‖H1̺
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for some c1 ≥ 0, which with the estimates for I1 and I2 yield (4.8). Thus, the form
B̺ is well defined. Now, let ψ denote the function appearing in the formulation of the
proposition and let ψ˜(x), g˜(t, x) be defined by (4.20). By Remark 4.2, ψ˜ ∈ L2ρ and
g˜ ∈ L2(0, T ;L2ρ). Therefore, by Proposition 4.1, there exists a unique solution v˜ ∈ W˜
0,1
ρ
of (4.4). Define v : [0, T ]×D → R as
v(t, x) = v˜(t, lnx), t ∈ [0, T ], x ∈ D.
From the fact that v˜ ∈ W˜0,1ρ , equalities (4.21) with f replaced by v˜ and similar equalities
with f replaced by xi∂xi v˜, it follows that v ∈ W
0,1
̺ . One can also check that, if v˜
satisfies (4.4), then v satisfies (4.3) (in the calculations, we use (2.2)), which completes
the proof.
Remark 4.4. For every β ≥ 0 and x ∈ Dι with ι = (i1, . . . , id), we have
̺2(x) ≥ e−2β(| ln(−1)
i1x1|+...+| ln(−1)
idxd|)
1
|x1 · . . . · xd|
=
∏
k:|xk|≥1
1
|xk|2β+1
·
∏
k:0<|xk|<1
|xk|
2β−1.
4.2 Improved regularity and stochastic representation
Set
H2̺ = {u ∈ L
2
̺ : xi∂xiu ∈ L
2
̺ , xixj∂
2
xixju ∈ L
2
̺ , i, j = 1, . . . , d},
W 1,2̺ = {u ∈ L
2(0, T ;H2̺ ) : ∂tu ∈ L
2(0, T ;L2̺)}.
and
H˜2ρ = {u ∈ L
2
ρ : ∂xiu ∈ L
2
ρ , ∂
2
xixju ∈ L
2
ρ , i, j = 1, . . . d},
W˜ 1,2ρ = {u ∈ L
2(0, T ; H˜2ρ ) : ∂tu ∈ L
2(0, T ;L2ρ)}.
In the case that β = 0 (i.e., ρ ≡ 1), we will omit the subscript ρ in the above notation.
For ϕ ∈ C2c (R
d), set
L˜Iϕ(x) =
∫
Rd
(ϕ(x+ y)− ϕ(x)−
d∑
i=1
yi∂xiϕ(x))1{|y|≤1} ν(dy)
+
∫
Rd
(ϕ(x+ y)− ϕ(x))1{|y|>1} ν(dy) := L˜
1
I + L˜
2
I .
By Bensoussan and Lions (1982, lemma 3.1.3), for r > 0, there exist constants a(r),
b(r) such that a(r)→ 0 as r → 0 and
(4.23) ‖L˜1Iϕ‖L2ρ ≤ c(a(r)‖ϕ‖H˜2ρ + b(r)‖ϕ‖L2ρ).
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(in fact, this can be shown by using (4.13) and modifying the argument from the proof
of (4.17)). Let c(ν) = ν({y : |y| > 1}). By (4.12), we have
‖L˜2Iϕ‖
2
L2ρ
=
∫
Rd
∣∣∣
∫
Rd
( d∑
i=1
∫ 1
0
yi1{|y|>1}∂xiϕ(x+ θy) dθ
)
ν(dy)
∣∣∣2ρ2(x) dx
≤ c(ν)
∫
Rd
(∫
Rd
∣∣∣
d∑
i=1
∫ 1
0
yi1{|y|>1}∂xiϕ(x+ θy) dθ
∣∣∣2 ν(dy)
)
ρ2(x) dx
≤ c(ν)
∫
Rd
(∫
Rd
∫ 1
0
|y|21{|y|>1}|∂xiϕ(x+ θy)|
2 dθ ν(dy)
)
ρ2(x) dx
= c(ν)
∫
Rd
∫
Rd
∫ 1
0
|y|21{|y|>1}|∂xiϕ(x+ θy)|
2ρ2(x+ θy)
ρ2(x)
ρ2(x+ θy)
dθ ν(dy) dx
≤ c(ν)
∫
Rd
|y|2e2β|y|1{|y|>1} ν(dy)
∫
Rd
|∂xϕ(x)|
2ρ2(x) dx.
As a consequence, if
(4.24)
∫
{|y|>1}
|y|2e2β|y| ν(dy) <∞,
then
(4.25) ‖L˜2Iϕ‖L2ρ ≤ c‖∂xϕ‖L2ρ ≤ c(
ε
2
‖ϕ‖H˜2ρ
+
1
2ε
‖ϕ‖L2ρ)
for ε > 0. Thus, if (4.24) is satisfied, then the operator L˜I may be extended to an
operator on H˜2ρ . This extension will still be denoted by L˜I .
Lemma 4.5. If ψ˜ ∈ H˜1ρ and g˜ ∈ L
2(0, T ;L2ρ) for some β ≥ 0, then there exists a
unique solution u ∈ W˜ 1,2ρ of the Cauchy problem
(4.26) ∂tu− L˜BSu = g˜, u(0) = ψ˜.
Moreover, there is c(ρ) > 0 depending only on ρ such that
(4.27) ‖u‖W˜ 1,2ρ ≤ c(ρ)(‖ψ˜‖H˜1ρ + ‖g˜‖L2(0,T ;L2ρ)).
Proof. Choose ψN ∈ H˜
1, gN ∈ L
2(0, T ;L2) so that ψN → ψ˜ in H˜
1
ρ and gN → g˜
in L2(0, T ;L2ρ). By classical results (see, e.g., Garroni and Menaldi (1992, theorem
V.4.2), for each N , there exists a unique solution uN ∈ W˜
1,2 of the problem
(4.28) ∂tuN − L˜BSuN = gN , uN (0) = ψN .
By Proposition 4.1 (with ν ≡ 0),
(4.29) ‖uN‖L2(0,T ;H˜1ρ) ≤ c(‖ψN‖L2ρ + ‖gN‖L2(0,T ;L2ρ)).
We check by direct calculation that uN · ρ ∈ W˜
1,2 is a solution of the problem
(∂t − L˜BS)(uN · ρ) = gN · ρ+ hN , uN · ρ(0) = ψN · ρ
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with some hN ∈ L
2(0, T ;L2ρ) such that
(4.30) ‖hN‖L2(0,T ;L2ρ) ≤ c‖uN‖L2(0,T ;L2ρ)‖ρ‖H˜2ρ
.
By Garroni and Menaldi (1992, theorem V.4.2) and (4.29), (4.30),
‖uN · ρ‖W˜ 1,2 ≤ c(‖ψN · ρ‖H˜1 + ‖gN · ρ+ hN‖L2(0,T ;L2))
≤ c1(ρ)(‖ψN‖H˜1ρ + ‖gN‖L2(0,T ;L2ρ) + ‖uN‖W˜ 0,1ρ )
≤ c2(ρ)(‖ψN‖H˜1ρ
+ ‖gN‖L2(0,T ;L2ρ))
for some constants c1(ρ), c2(ρ) depending only on ρ. As
‖∂tuN‖L2(0,T ;L2ρ) = ‖(∂tuN ) · ρ‖L2(0,T ;L2) = ‖∂t(uN · ρ)‖L2(0,T ;L2),
it follows in particular that
‖∂tuN‖L2(0,T ;L2ρ) ≤ c2(ρ)(‖ψN‖H˜1ρ
+ ‖gN‖L2(0,T ;L2ρ)).
From this, (4.28), (4.29) and (2.3), we deduce that
(4.31) ‖uN‖W˜ 1,2ρ ≤ c(ρ)(‖ψN‖H˜1ρ
+ ‖gN‖L2(0,T ;L2ρ)).
By Proposition 4.1, there exists a unique variational solution u ∈ W˜0,1ρ of (4.26), and by
(4.10), uN → u in W˜
0,1
ρ as N →∞. From this and (4.31), we conclude that u ∈ W˜
1,2
ρ
and (4.27) is satisfied.
Proposition 4.6. Assume that ψ˜ ∈ H˜1ρ , g˜ ∈ L
2(0, T ;L2ρ) and (4.24) is satisfied for
some β ≥ 0. Then, the variational solution v˜ of (4.4) belongs to W˜ 1,2ρ .
Proof. We first show that there exists a unique solution u ∈ W˜ 1,2ρ of the Cauchy problem
(4.32) ∂tu− L˜u = −g, u(0) = ψ˜,
where g(t, x) = g˜(T − t, x). To see this, we define F : W˜ 1,2ρ → W˜
1,2
ρ by putting F (w)
to be a unique solution u ∈ W˜ 1,2ρ of the Cauchy problem
∂tu− L˜BSu = −g + L˜Iw, u(0) = ψ˜.
By (4.23) and (4.25), L˜Iw ∈ L
2(0, T ;L2ρ), so by Lemma 4.5 the mapping F is well
defined. Let u1 = F (w1), u2 = F (w2) for some w1, w2 ∈ W˜
1,2
ρ , and let w = w1−w2, u =
u1 − u2. Then, u is a solution of the problem
∂su− L˜BSu = L˜Iw, u(0) = 0.
Using (4.27) and then (4.23), (4.25), we obtain
‖u‖W˜ 1,2ρ ≤ c‖L˜Iw‖L2(0,T ;L2ρ)
≤ c1(a(r) +
ε
2
)
∫ T
0
‖w(t)‖H˜2ρ dt+ (b(r) +
1
2ε
)
∫ T
0
‖w(t)‖L2ρ dt.
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As w(0) = 0 a.e. and w ∈ W˜ 1,2ρ ,
‖w(t)‖L2ρ ≤ t
1/2(
∫ t
0
‖∂sw(s)‖
2
L2ρ
ds)1/2 ≤ t1/2‖w‖W˜ 1,2ρ .
Hence
‖u‖W˜ 1,2ρ ≤ c1(a(r) +
ε
2
)T 1/2‖w‖W˜ 1,2ρ + (b(r) +
1
2ε
)T 3/2‖w‖W˜ 1,2ρ .
Therefore, choosing first r, ε so that c1(a(r)+
ε
2)T
1/2 ≤ 1/4 and then choosing T0 ≤ T so
that (b(r)+ 12ε)T
3/2
0 ≤ 1/4, we see that F is a contraction for T := T0. Therefore, there
exists a unique solution u of (4.32) with T replaced by T0 and hence, by the standard
argument, a unique solution u of (4.32). The function v defined as v(t, x) = u(T − t, x)
is then a unique strong solution of (4.4). Of course, a strong solution is a variational
solution, so v = v˜ by uniqueness. This proves the proposition.
As a corollary to Proposition 4.6 we get improved regularity of the solution of (4.13)
under assumption (4.24).
Proposition 4.7. Let β > p. Assume that ψ satisfies (3.1) and ψ˜ ∈ H˜1ρ , where ψ˜ is
defined by (4.20). Moreover, assume that ν satisfies (2.1), (4.24) and g ∈ L2(0, T ;L2̺).
Then, the variational solution v of (4.3) belongs to W 1,2̺ .
Proof. From the proof of Proposition 4.3, it follows that
(4.33) v(t, x) = v˜(t, ln x), t ∈ [0, T ], x ∈ D,
where v˜ ∈ W˜ 0,1ρ is a variational solution of (4.4) with ψ˜, g˜ defined by (4.20). By Remark
4.2, g˜ ∈ L2(0, T ;L2ρ). Therefore, v˜ ∈ W˜
1,2
ρ by Proposition 4.6. Using (4.21) and (4.33),
one can check that v ∈W 1,2̺ .
Remark 4.8. If ψ : Rd → R+ is Lipschitz continuous, then ψ satisfies (3.1) and
ψ˜ ∈ H˜1ρ .
Proposition 4.9. Let β > p and let (a, ν, γ) satisfy (2.2), (2.3), (3.2), (4.7). Assume
that ψ : Rd → R+ satisfies (3.1), that ψ|D is continuous, and that g ∈ L
2(0, T ;L2̺) is a
nonnegative function such that Es,x
∫ T
s g(t,Xt) dt <∞ for every (s, x) ∈ [0, T ]×D.
(i) There exists a unique function v : [0, T ] ×D → R such that
Es,x
∫ T
s
|v(t,Xt)| dt <∞
and
(4.34) v(s, x) = Es,x
(
ψ(XT ) +
∫ T
s
(−rv(t,Xt) + g(t,Xt)) dt
)
for every (s, x) ∈ [0, T ]×D.
(ii) v ∈ W0,1̺ and v is a variational solution of the Cauchy problem (4.3).
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(iii) Assume additionally that ψ˜ ∈ H˜1ρ , where ψ˜ is defined by (4.20), and that ν satisfies
(4.24). Then, v ∈W 1,2̺ and
(4.35) ∂sv + Lv = rv − g a.e. in QT .
Proof. For (s, x) ∈ [0, T ]×D set
(4.36) w(s, x) = Es,x
(
e−rTψ(XT ) +
∫ T
s
e−rtg(t,Xt) dt
)
and Yt = w(t,Xt), t ∈ [s, T ]. Let M
s,x be a ca`dla`g martingale on the probability space
(Ω, (Fst ), Ps,x) defined as
M s,xt = Es,x
(
e−rTψ(XT ) +
∫ T
s
e−rθg(θ,Xθ) dθ
∣∣Fst
)
− w(s,Xs), t ∈ [s, T ].
Then
e−rTψ(XT ) +
∫ T
t
e−rθg(θ,Xθ) dθ −
∫ T
t
dM s,xθ
= Es,x
(
e−rTψ(XT ) +
∫ T
t
e−rθg(θ,Xθ) dθ
∣∣Fst
)
,
By the Markov property and (4.36), the right-hand side of the above equality is equal
to w(t,Xt). Hence, the pair (Y,M
s,x) is a solution of the BSDE
Yt = e
−rTψ(XT ) +
∫ T
t
e−rθg(θ,Xθ) dθ −
∫ T
t
dM s,xθ , t ∈ [s, T ]
on (Ω, (Fst ), Ps,x). Integrating by parts, we obtain
ersYs = ψ(XT ) +
∫ T
s
(−rertYt + g(t,Xt)) dt +
∫ T
s
ert dM s,xt .
Therefore, v defined as v(s, x) = ersw(s, x), (s, x) ∈ [0, T ]×D, satisfies (4.34). Because
in much the same way, one can show that, if v satisfies (4.34), then w defined as
w(s, x) = e−rsv(s, x) is given by (4.36), v satisfying (4.34) is unique. This proves (i).
It is easily seen that v is a variational solution of (4.3) in W0,1̺ if and only if w is a
variational solution of the problem
(4.37) ∂sw + Lw = −e
−rsg, w(T, ·) = e−rTψ
in W0,1̺ . Therefore, it suffices to show that w defined by (4.36) is a variational solution
of (4.37) in the space W0,1̺ . Set
ηt = lnXt = (ln(−1)
i1X1t , . . . , ln(−1)
idXdt ), t ∈ [s, T ]
and define w˜, ψ˜, g˜ by (4.20), i.e., w˜(t, x) = w(t, x˜), ψ˜(x) = ψ(x˜), g˜(t, x) = g(t, x˜),
where x˜ = ((−1)i1ex1 , . . . , (−1)idexd) for x ∈ Dι with ι = (i1, . . . , id). Observe that for
every x ∈ D the process η is under Ps,x˜ a Le´vy process with the characteristic triplet
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(a, ν, γ + r − δ) starting at time s from x. By (4.36), for every (s, x) ∈ [0, T ] ×D we
have
(4.38) w˜(s, x) = Es,x˜
(
e−rT ψ˜(ηT ) +
∫ T
s
e−rtg˜(t, ηt) dt
)
.
By Remark 4.2, g˜ ∈ L2(0, T ;L2ρ). Suppose for the moment that ψ˜ is bounded. Let
{ψn} ⊂ C
2
c (R
d) be a sequence such that supn≥1 ‖ψ‖∞ < ∞ and ψn → ψ˜ in L
2
ρ, and
let gn = g˜ ∧ n. Then, by Bensoussan and Lions (1982, theorem 3.3.3), for each n ∈ N,
there exists a unique variational solution wn ∈ W˜
0,1
ρ (in fact wn ∈ W˜
1,2
ρ ) of the problem
(4.39) ∂swn + L˜wn +
d∑
i=1
(r − δi −
1
2
aii)∂xiwn = −e
−rsgn, wn(T, ·) = e
−rTψn.
By Bensoussan and Lions (1982, theorem 3.8.1), wn has the representation
(4.40) wn(s, x) = Es,x˜
(
e−rTψn(ηT ) +
∫ T
s
e−rtgn(t, ηt) dt
)
.
By a priori estimate (4.10), {wn} converges in W˜
0,1
ρ to the unique variational solution
wˆ ∈ W˜0,1ρ of problem
(4.41) ∂swˆ + L˜wˆ +
d∑
i=1
(r − δi −
1
2
aii)∂xiwˆ = −e
−rtg˜, wˆ(T, ·) = e−rT ψ˜.
On the other hand, Es,x˜e
−rTψn(ηT ) → Es,x˜e
−rT ψ˜(ηT ) by the dominated convergence,
and Es,x˜
∫ T
s e
−rtgn(t, ηt) dt → Es,x˜
∫ T
s e
−rtg˜(t, ηt) dt by the monotone convergence, so
the right-hand side of (4.40) converges to the right-hand side of (4.38), that is, wn → w˜
pointwise. It follows that if ψ˜ is bounded then w˜ is a version of the solution wˆ of (4.41).
Consider now the general case. For k ∈ N, set ψ˜k = ψ˜ ∧ k. By what has already been
proved, w˜k defined by
(4.42) w˜k(s, x) = Es,x˜
(
e−rT ψ˜k(ηT ) +
∫ T
s
e−rtg˜(t, ηt) dt
)
is a version of the solution wˆk of (4.41) with ψ˜ replaced by ψ˜k. By (4.10), {w˜k}
converges in W˜0,1ρ to the unique variational solution wˆ ∈ W˜
0,1
ρ of (4.41). By monotone
convergence, the right-hand side of (4.42) converges to the right-hand side of (4.38).
Thus, for ψ, g satisfying the assumptions of the proposition, the function w˜ is a version
of the solution wˆ of (4.41), and hence w defined by (4.36) is a variational solution of
(4.37) (see the end of the proof of Proposition 4.3). This completes the proof of part
(ii).
By Proposition 4.7, v ∈ W 1,2̺ . From this and part (ii), it follows that, for every
η ∈ C∞c ((0, T ) × R
d),
∫ T
0
(
∂tv(t) + Lv(t)− rv(t) + g(t), η(t)̺
2
)
2
dt = 0,
which implies (4.35).
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5 Obstacle problem and reflected BSDEs
In this section, we consider the obstacle problem
(5.1) min{−∂su− Lu+ ru, u− ψ} = 0, u(T ) = ψ
associated with the optimal stopping problem (3.5) (and hence with the reflected BSDE
(3.6)). For reasons briefly explained in the introduction, we regard (5.1) as a comple-
mentarity problem (1.4), (1.5). In what follows, we will show that its unique solution
is of the form (u, µ), where u is defined by (3.5) and µ is the measure corresponding
to Ks in the sense of Lemma 3.3. Using the convexity of ψ, we also show that µ is
absolutely continuous with respect to the Lebesgue measure, and we give a formula for
its density. To do this, we carefully examine the process Ks.
Assume that ψ : Rd → R is convex. Let m denote the Lebesgue measure on Rd,
∇iψ denote the usual partial derivative with respect to xi, i = 1 . . . , d, and let E be
the set of all x ∈ Rd for which the gradient
∇ψ(x) = (∇1ψ(x), . . . ,∇dψ(x))
exists. As ψ is locally Lipschitz continuous, m(Ec) = 0 and ∇ψ = (ψx1 , . . . , ψxn) a.e.
(recall that ψxi stands for the partial derivative in the distribution sense). Moreover,
for a.e. x ∈ E, there exists a d-dimensional symmetric matrix {H(x) = {Hij(x)} such
that
(5.2) lim
E∋y→x
∇ψ(y)−∇ψ(x)−H(x)(y − x)
|y − x|
= 0,
i.e., Hij(x) are defined as limits through the set where ∇iψ exists (see, e.g., Alberti
and Ambrosio (1999, section 7.9)). By Alexandrov’s theorem (see, e.g., Alberti and
Ambrosio (1999, theorem 7.10)), if x ∈ E is a point where (5.2) holds, then ψ has a
second-order differential at x and H(x) is the Hessian matrix of ψ at x, i.e., H(x) =
{∇2ijψ(x)}.
The second-order derivative of ψ in the distribution sense D2ψ = {∂xixjψ}i,j=1,...,d
is a matrix of real-valued Radon measures {µij}i,j=1,...,d on R
d such that µij = µji, and
for each Borel set B, {µij(B)} is a nonnegative definite matrix (see, e.g., Evans and
Gariepy (1992, section 6.3)).
Let (s, x) ∈ [0, T ) ×D. As ψ is convex, by Bouleau (1984, theorem 3), there exists
a ca`dla`g adapted increasing process V s on [s, T ] such that for every x ∈ Rd,
(5.3) ψ(Xt) = ψ(Xs) +
d∑
i=1
∫ t
s
∇iψ(Xθ−) dX
i
θ + V
s
t , t ∈ [s, T ], Ps,x-a.s.
Moreover, the process As defined as
Ast = V
s
t − J
s
t , t ∈ [s, T ],
where
Jst =
∑
s<θ≤t
{ψ(Xθ)− ψ(Xθ−)−
d∑
i=1
∇iψ(Xθ−)∆X
i
θ},
is a continuous increasing process.
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Lemma 5.1. Assume that ψ : Rd → R is convex. Let V s, As be defined as above and
let
As,at =
1
2
∫ t
s
d∑
i,j=1
aijX
i
θX
j
θ∇
2
ijψ(Xθ) dθ, t ∈ [s, T ],
Then, V st −A
s,a
t , t ≥ s, is an increasing process under the measure Ps,x.
Proof. Let {ρε}ε>0 be some family of mollifiers and let
ψε = ψ ∗ ρε, γ
ε(dx) =
1
2
d∑
i,j=1
aijxixj∇
2
ijψε(x) dx.
By Js,ε, denote the process defined as Js but with ψ replaced by ψε, and set
As,εt =
1
2
d∑
i,j
∫ t
s
aijX
i
θX
j
θ∇
2
ijψε(Xθ) dθ, t ≥ s.
By Itoˆ’s formula,
ψε(Xt) = ψε(Xs) +
d∑
i=1
∫ t
s
∇iψε(Xθ−) dX
i
θ + V
s,ε
t , t ≥ s,
where
V s,εt =
1
2
∫ t
s
aijX
i
θX
j
θ∇
2
ijψε(Xθ) dθ + J
s,ε
t = A
s,ε
t + J
s,ε
t .
Let T > s. By Carlen and Protter (1992, theorem 2) and the remarks preceding
it, there exist stopping times τR increasing to infinity Ps,x-a.s. as R ↑ ∞ such that
|X·∧τR−| ≤ R, V
s
·∧τR−
≤ R and
(5.4) Es,x sup
s≤t≤T
|
d∑
i=1
∫ t∧τR−
s
∇i(ψε − ψ)(Xθ)(r − δi)X
i
θ dθ + V
s,ε
t∧τR−
− V st∧τR−| → 0
as ε ↓ 0. Clearly,
Es,x sup
s≤t≤T
|
d∑
i=1
∫ t∧τR−
s
∇i(ψε − ψ)(Xθ)(r − δi)X
i
θ dθ|(5.5)
≤
d∑
i=1
∫ T
s
∫
BR
|∇i(ψε − ψ)(y)(r − δi)yi|p(t− s, x, y) dy.
By Carlen and Protter (1992, lemma), supε>0 sup|y|≤R |∇ψε(y)| < ∞, while from the
proof of Rockafellar (1970, theorem 25.7) and the fact that ψ is a.e. differentiable
it follows that ∇iψε(y) → ∇iψ(y) for a.e. y ∈ R
d (see Grinberg (2013, theorem 4)).
Therefore, applying the Lebesgue dominated convergence theorem shows that the right-
hand side of (5.5) converges to zero as ε ↓ 0. By this and (5.4),
(5.6) Es,x sup
s≤t≤T
|V s,εt∧τR− − V
s
t∧τR−
| → 0.
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As ψε is convex, J
s,ε is an increasing process. Therefore, for all R > 0, α > 0 and
nonnegative f ∈ Cc(R
d),
LεR(x) := Es,x
∫ T∧τR−
s
e−α(t−s)f(Xt) dV
s,ε
t(5.7)
≥ Es,x
∫ T∧τR−
s
e−α(t−s)f(Xt) dA
s,ε
t =: P
ε
R(x).
By (5.6) and the Lebesgue dominated convergence theorem,
(5.8) lim
ε↓0
LεR(x) = Es,x
∫ T∧τR−
s
e−α(t−s)f(Xt) dV
s
t .
Let µij = µ
a
ij+µ
s
ij be the Lebesgue decomposition of the measure µij into the absolutely
continuous and singular parts, i.e., µaij ≪ m and µ
s
ij⊥m. Set [D
2ψ] = {µij}i,j=1,...,d
and [D2ψ]a = {µ
a
ij}i,j=1,...,d , [D
2ψ]s = {µ
s
ij}i,j=1,...,d , so that [D
2ψ] = [D2ψ]a+[D
2ψ]s.
From the fact that the matrix-valued measure [D2ψ]s is concentrated on some set
S such that m(S) = 0 and [D2ψ] is nonnegative definite, it follows that [D2ψ]s is
nonnegative definite. Hence, the matrix-valued measure [D2ψ]s ∗ρε = {µ
s
ij ∗ρε}i,j=1,...,d
is nonnegative definite because, for every Borel set B ⊂ Rd and every z = (z1, . . . , zd) ∈
R
d, we have
d∑
i,j=1
µsij ∗ ρε(B)zizj =
d∑
ij=1
(∫
Rd
µsij((B − x)ρε(x) dx
)
zizj
=
∫
Rd
( d∑
ij=1
µsij((B − x) ∩ S)zizj
)
ρε(x) dx ≥ 0,
the last inequality being a consequence of the fact that [D2ψ]s is nonnegative definite.
Because [D2ψε] = [D
2ψ] ∗ ρε = [D
2ψ]a ∗ ρε + [D
2ψ]s ∗ ρε and by Theorem 1 in Section
6.4 in Evans and Gariepy (1992), the density of [D2ψ]a is given by the Hessian matrix
H = ∇2ijψ, it follows that
(5.9) γε(dx) ≥
1
2
d∑
i,j=1
aijxixj((∇
2
ijψ)) ∗ ρε(x) dx.
For t ≥ s, set
Bs,εt =
1
2
d∑
i,j=1
∫ t
s
aijX
i
θX
j
θ ((∇
2
ijψ) ∗ ρε)(Xθ) dθ
and
As,ε,kt =
∫ t
s
1{|Xθ |≤k} dA
s,ε
θ , B
s,ε,k
t =
∫ t
s
1{|Xθ |≤k} dB
s,ε
θ .
If α > 0, then Es,x
∫∞
s e
−α(t−s) d(As,ε,kt +B
s,ε,k
t ) <∞, so from (5.9) it follows that, for
every k > 0 and every nonnegative f ∈ Cc(R
d),
Es,x
∫ ∞
s
e−α(t−s)f(Xt) dA
s,ε,k
t ≥ Es,x
∫ ∞
s
e−α(t−s)f(Xt) dB
s,ε,k
t .
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Therefore, from the proof of Revuz and Yor (1991, proposition X.1.7), it follows that
As,ε,k−Bs,ε,k is increasing for k > 0. Letting k →∞ shows that the process As,ε−Bs,ε
is increasing. Consequently,
P εR(x) ≥ Es,x
∫ T∧τR
s
e−α(t−s)f(Xt) dB
s,ε
t .
Let gij(y) = lim infε↓0(∇
2
ijψ) ∗ ρε(y), y ∈ R
d. Applying Fatou’s lemma and the mono-
tone convergence theorem, we conclude from the above inequality that
lim inf
ε↓0
P εR(x) ≥ Es,x
∫ T∧τR
s
e−α(t−s)f(Xt)
1
2
d∑
ij=1
aijX
i
tX
j
t gij(Xt) dt.
Because (∇2ijψ) ∗ ρε → ∇
2
ijψ, m-a.e. as ε ↓ 0, gij = ∇
2
ijψ, m-a.e. From this and the
fact that p(t, x, ·) ≪ m, it follows that, on the right-hand side of the above inequality,
we may replace gij by ∇
2
ijψ. Thus,
lim inf
ε↓0
P εR(x) ≥ Es,x
∫ T
s
e−α(t−s)f(Xt) dA
s,a
t .
Combining this with (5.7) and (5.8), we get
Es,x
∫ T∧τR−
s
e−α(t−s)f(Xt) dV
s
t ≥ Es,x
∫ T∧τR−
s
e−α(t−s)f(Xt) dA
s,a
t .
Letting T →∞ in the above inequality yields
Es,x
∫ ∞
s
e−α(t−s)f(Xt) dV
s
t∧τR−
≥ Es,x
∫ ∞
s
e−α(t−s)f(Xt) dA
s,a
t∧τR−
for any x ∈ D and nonnegative f ∈ Cc(R
d). From this and arguments from the proof of
Revuz and Yor (1991, proposition X.1.7), it follows that, for every R > 0, the process
V s,at∧τR− −A
s,a
t∧τR−
is increasing, and hence that V s −As,a is increasing.
Remark 5.2. If ν = 0, then Ast = A
s,a
t , t ∈ [s, T ] (see Klimsiak and Rozkosz (2016)).
Definition. (a) We say that a pair (u, µ), where u ∈ W0,1̺ ∩C([0, T ]× Rd) and µ is a
Radon measure on QT , is a variational solution of problem (5.1) if
u(T ) = ψ, u ≥ ψ,
∫
QT
(u− ψ)̺2 dµ = 0
and the equation
∂su+ Lu = ru− µ
is satisfied in the weak sense, i.e., for every η ∈ C∞c (QT ),∫ T
0
〈∂tu(t), η(t)〉 dt +
∫ T
0
B̺(u(t), η(t)) dt = r
∫
QT
uη̺2 dt dx−
∫
QT
η̺2 dµ,
where 〈·, ·〉 denotes the duality pairing between H−1̺ and H
1
̺ .
(b) If µ in the above definition admits a density (with respect to the Lebesgue measure)
of the form Ψu(t, x) = Ψ(t, x, u(t, x)) for some measurable Φ : QT × R→ R+, then we
say that u is a variational solution, in the space W0,1̺ , to the semilinear problem
(5.10) ∂su+ Lu = ru− Φu, u(T, ·) = ψ, u ≥ ψ.
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Let
LBS =
1
2
d∑
i,j=1
aijxixj∇
2
ij +
d∑
i=1
(r − δi)xi∇i
and for ψ : Rd → R such that ψ|Dι is convex for every ι ∈ I set
(5.11) Ψ = −rψ + LBSψ.
In the sequel, Ψ− stands for (−Ψ) ∨ 0.
Theorem 5.3. Let β > p and let (a, ν, γ) satisfy (2.2), (2.3), (3.2), (4.24). Assume
that ψ is a measurable function satisfying (3.1) and ψ˜ ∈ H˜1ρ , where ψ˜ is defined by
(4.20). Moreover, assume that, for every ι ∈ I, the restriction of ψ to Dι is a convex
function, which can be extended to a finite convex function on all of Rd, and that
(5.12) Ψ− ∈ L2̺.
Then, u defined by (3.5) has the following properties.
(i) u ∈W 1,2̺ and u is a unique variational solution of the problem
(5.13) ∂tu+ Lu = ru+ 1{u=ψ}1{Ψ<0}(−Ψ
− + LIu), u(T ) = ψ, u ≥ ψ,
where Ψ is defined by (5.11).
(ii) Let Yt = u(t,Xt), t ∈ [0, T ], and let M be a ca`dla`g martingale defined as
Mt = Es,x
(
ψ(XT ) +
∫ T
s
{−ru(θ,Xθ)
+ 1{u(θ,Xθ)=ψ(Xθ)}1{Ψ(Xθ)<0}(Ψ
− − LIu)(θ,Xθ)} dθ
∣∣Fst
)
− u(s,Xs)
for t ∈ [s, T ]. Then, for every (s, x) ∈ [0, T )× P , the pair (Y,M) is a solution of
the BSDE
Yt = ψ(XT )−
∫ T
t
rYθ dθ −
∫ T
t
1{u(θ,Xθ)=ψ(Xθ)}1{Ψ(Xθ)<0}(Ψ
− − LIu)(θ,Xθ) dθ
−
∫ T
t
dMθ, t ∈ [s, T ], Ps,x-a.s.
Proof. Let (s, x) ∈ [0, T )×D, (Y = u(·,X),M s,Ks) be a solution of (3.6) (see Theorem
3.1), and let V s, As,a be the processes defined in Lemma 5.1. Because
Yt = Ys +
∫ t
s
rYθ dθ −
∫ t
s
dKsθ +
∫ t
s
dM sθ , t ∈ [s, T ], Ps,x-a.s.,
it follows from (2.5) and (5.3) that
Yt − ψ(Xt) = Ys − ψ(Xs)−
∫ t
s
{−rYθ + LBSψ(Xθ)} dθ(5.14)
−
∫ t
s
dKsθ +
∫ t
s
d(M sθ −M
ψ
θ )−
∫ t
s
d(V sθ −A
s,a
θ ),
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where
Mψt =
d∑
i=1
∫ t
s
∇iψ(Xθ−) d(M
c,i
θ +M
d,i
θ ).
By the Meyer-Tanaka formula (see Protter (2004, theorem IV.68)) and the fact that
Yt ≥ ψ(Xt) for t ∈ [s, T ], we have
(Yt − ψ(Xt))
+ − (Ys − ψ(Xs))
+ =
∫ t
s
1{Yθ−>ψ(Xθ−)} d(Yθ − ψ(Xθ)) +B
s
t
= (Yt − ψ(Xt))
+ − (Ys − ψ(Xs))
+
−
∫ t
s
1{Yθ−=ψ(Xθ−)} d(Yθ − ψ(Xθ)) +B
s
t ,
where Bs is some adapted ca`dla`g increasing process on [s, T ] such that Bss = 0. From
the above, it follows that, in fact,
Bst =
∫ t
s
1{Yθ−=ψ(Xθ−)} d(Yθ − ψ(Xθ)).
By the above equality and (5.14),
Bst = −
∫ t
s
1{Yθ−=ψ(Xθ−)}(−rYθ + LBSψ(Xθ)) dθ
−
∫ t
s
1{Yθ−=ψ(Xθ−)} d(K
s
θ + V
s
θ −A
s,a
θ ) +
∫ t
s
1{Yθ−=ψ(Xθ−)} d(M
s
θ −M
ψ
θ ).
Because ∫ t
s
1{Yθ−=ψ(Xθ−)} dK
s
θ = K
s
t ,
it follows that
Kst +B
s
t +
∫ t
s
1{Yθ−=ψ(Xθ−)} d(V
s
θ −A
s,a
θ )
= −
∫ t
s
1{Yθ−=ψ(Xθ−)}(−rYθ + LBSψ(Xθ)) dθ +
∫ t
s
1{Yθ−=ψ(Xθ−)} d(M
s
θ −M
ψ
θ ).
Write
Cst = B
s
t +
∫ t
s
1{Yθ−=ψ(Xθ−)} d(V
s
θ −A
s,a
θ ), t ∈ [s, T ],
and by C˜s denote the compensator of Cs. Then,
Kst + C˜
s
t = −
∫ t
s
1{Yθ−=ψ(Xθ−)}(−rYθ + LBSψ(Xθ)) dθ(5.15)
+
∫ t
s
1{Yθ−=ψ(Xθ−)} d(M
s
θ −M
ψ
θ ) + C˜
s
t − C
s
t .
AsKs is a continuous increasing process, the left-hand side of equality (5.15) is a special
semimartingale under Ps,x. Similarly, the right-hand side is a special semimartingale
under Ps,x. Suppose that x ∈ Dι for some ι ∈ I and denote by ψι a convex function on
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R
d whose restriction to Dι coincides with ψ|Dι . By Remark 2.1(i), under the measure
Ps,x, the processes V
s, As,a defined in Lemma 5.1 coincide with the processes defined
analogously to V s, Aa,s, but with ψ replaced by ψι. Therefore, by Lemma 5.1 applied to
ψι, the process C
s is increasing under Ps,x, and hence C˜
s is also increasing (see Protter,
(2004, p. 120)). Because the decomposition of the special semimartingale is unique
and the process on the left-hand side of (5.15) is increasing, it follows from (5.15) that
dKst + dC˜
s
t = 1{Yt−=ψ(Xt−)}(−rYt + LBSψ(Xt))
− dt.
From the above equality and the fact that C˜s,· is increasing, we conclude that
0 ≤ dKst ≤ 1{Yt−=ψ(Xt−)}(−rYt + LBSψ(Xt))
− dt(5.16)
= 1{u(t,Xt)=ψ(Xt)}(−rψ(Xt) + LBSψ(Xt))
− dt.
Define Ψ by (5.11) and by µ denote the measure of Lemma 3.3. By (5.16) and Lemma
3.3, for every f ∈ Cc((0, T ) ×D), we have
∫ T
0
∫
D
f(t, y)p(t, x, y) dµ(t, y) = E0,x
∫ T
0
f(t,Xt) dK
0
t
≤ E0,x
∫ T
0
f(t,Xt)1{u(t,Xt)=ψ(Xt)}Ψ
−(Xt) dt
=
∫ T
0
∫
D
f(t, y)p(t, x, y) dν(t, y),
where ν = 1{u(t,y)=ψ(y)}Ψ
−(y) dt dy. Let x ∈ D. Then, p(·, x, ·) > 0 by Remark 2.1, so
from the above inequality it follows that µ(B) ≤ ν(B) for every Borel set B ⊂ (0, T )×D.
In particular, µ ≪ ν, so by the Radon-Nikodym theorem, there exists a nonnegative
measurable α : (0, T )× Rd → R such that
(5.17) dµ(t, y) = α(t, y)1{u(t,y)=ψ(y)}Ψ
−(y) dt dy.
In fact, as µ ≤ ν, we have α ≤ 1, ν-a.e., and hence α ≤ 1 a.e. on the set where
1{u=ψ}Ψ
− > 0. By (3.27) and (5.17),
Es,xK
s
T = Es,x
∫ T
s
α(t,Xt)1{u(t,Xt)=ψ(Xt)}Ψ
−(Xt) dt
for (s, x) ∈ (0, T ) ×D. Therefore, by (3.6) and Theorem 3.1,
(5.18) u(s, x) = Es,x
(
ψ(XT ) +
∫ T
s
{−ru(t,Xt) + α(t,Xt)1{u(t,Xt)=ψ(Xt)}Ψ
−(Xt)} dt
)
for every (s, x) ∈ (0, T )×D. Because (5.12) is satisfied, it follows from Proposition 4.9
that u is a unique, in the space W0,1̺ , solution of the Cauchy problem
(5.19) ∂su+ (LBS + LI)u− ru = −α1{u=ψ}Ψ
−, u(T ) = ψ.
In fact, u ∈W 1,2̺ because ψ˜ ∈ H˜1ρ . We now show that
(5.20) − α1{u=ψ}Ψ
− = 1{u=ψ}1{Ψ<0}(−Ψ
− + LIu) a.e. on QT .
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As u ∈ W 1,2̺ , u(t, ·) ∈ H2̺ for a.e. t ∈ (0, T ). Therefore, by Remark (ii) following
Theorem 4 in Section 6.1 in Evans and Gariepy (1992), the distributional derivatives
∂xiu, ∂
2
xixju are a.e. equal to the approximate derivatives ∇
ap
i u, (∇
ap)2iju. Let L
ap
BS
denote the operator defined as LBS but with ∇i, ∇ij replaced by ∇
ap
i , (∇
ap)2ij . Then,
u is a variational solution of (5.19) with LBS replaced by L
ap
BS , i.e., a solution of the
problem
∂su+ L
ap
BSu+ LIu− ru = −α1{u=ψ}Ψ
−, u(T ) = ψ.
Therefore, using the argument from the proof of Proposition 4.9(iii), we show that
(5.21) ∂su+ L
ap
BSu+ LIu− ru = −α1{u=ψ}Ψ
− a.e. on QT .
As ψ is convex, ψ ∈ BVloc(R
d) as a locally Lipschitz continuous function and, by
Theorem 3 in Section 6.3 in Evans and Gariepy (1992), ψxi ∈ BVloc(R
d), i = 1, . . . , d.
Therefore, ψ is twice approximately differentiable a.e. by Theorem 4 in Section 6.1 in
Evans and Gariepy (1992). Therefore, from Theorem 3 in Section 6.1 in Evans and
Gariepy (1992), it follows that Lapu = Lapψ a.e. on {u = ψ}. Furthermore, as ψ is
convex, LapBSψ = LBSψ a.e. on R
d by Remark (i) following Theorem 4 in Section 6.1 in
Evans and Gariepy (1992). Furthermore, as the functions u and (t, x) 7→ ψ(x), together
with their first distributional derivatives, are integrable on each relatively compact open
set of (0, T ) × D, it follows from Theorem 4(iv) in Section 4.2 in Evans and Gariepy
(1992) that ∂tu = ∂tψ = 0 a.e. on {u = ψ}. Therefore, by (5.21),
LBSψ + LIu− rψ = −αΨ
− a.e. on {u = ψ}.
This and (5.11) imply that −α1{u=ψ}Ψ
− = 1{u=ψ}(Ψ + LIu) a.e. on QT , from which
(5.20) follows. Combining (5.19) with (5.20), we see that u satisfies (5.13), which
completes the proof of (i). Because p(s, x, t, ·) ≪ m, it follows from (5.18) and (5.20)
that
u(s, x) = Es,x
(
ψ(XT )
+
∫ T
s
{−ru(t,Xt) + 1{u(t,Xt)=ψ(Xt)}1{Ψ(Xt)<0}(Ψ
− − LIu)(t,Xt)} dt
)
.
From this we deduce (ii) (see the beginning of the proof of Proposition 4.9).
Remark 5.4. By (5.20), Ψ− − LIu ≥ 0 a.e. on {u = ψ} ∩ {Ψ < 0}.
Proposition 5.5. Assume that (2.2), (2.3), (3.1), (3.2) are satisfied and ψ is a con-
tinuous function such that ψ(x) > 0 for some x ∈ Dι. Then, for every s ∈ [0, T ),
{x ∈ Dι : u(s, x) = ψ(x)} ⊂ {x ∈ Dι : ψ(x) > 0}.
Proof. We use the argument from the proof of Villeneuve (1999, proposition 1.1). Fix
s ∈ [0, T ), x ∈ Dι and set O = {y ∈ Dι : ψ(y) > 0}. Then, O is a nonempty open set.
Because, by Remark 2.1, the density of the distribution of XT under Ps,x is strictly
positive on Dι, Ps,x(XT ∈ O) > 0. By this and (3.5), u(s, x) ≥ e
−r(T−s)Es,xψ(XT ) > 0,
from which the proposition follows.
From Proposition 5.5, it follows that, for nontrivial ψ, we may replace 1{u=ψ} by
1{u=ψ}∩{ψ>0} in the formulation of Theorem 5.3. This often makes the computation of
Ψ easier because usually ψ is regular on {ψ > 0} (see examples in Section 6). Moreover,
because in the model (1.1), the initial prices are strictly positive, it follows from Remark
2.1(i) that it suffices to compute Ψ(x) for x = (x1, . . . , xd) such that xi > 0, i = 0, . . . , d.
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6 The early exercise premium formula
Let η denote the payoff process for an American option with payoff function ψ, i.e.,
ηt = e
−r(t−s)ψ(Xt), t ∈ [s, T ].
Let V be the process defined by (3.3) and let Yt = u(t,Xt), t ∈ [s, T ], where u is defined
by (3.5). By (3.4) and (3.8), the process
V˜t = e
−r(t−s)Vt, t ∈ [s, T ]
is an (Fst )-supermartingale under Ps,x. In fact, by Klimsiak (2015, lemma 2.8), it is
the smallest supermartingale on [s, T ] that dominates the process η, i.e., V˜ is the Snell
envelope for η. Applying Theorem 5.3(ii) gives the following representation for V˜ .
Corollary 6.1. Let the assumptions of Theorem 5.3 hold. Then, for all s ∈ [0, T ) and
x ∈ D,
V˜t = Es,x
(
e−r(T−s)ψ(XT )(6.1)
+
∫ T
t
e−r(θ−s)1{u(θ,Xθ)=ψ(Xθ)}1{Ψ(Xθ)<0}(Ψ
−(Xθ)− LIu(θ,Xθ)) dθ
∣∣Fst
)
.
Putting t = s in (6.1), we get the following early exercise premium representation
formula.
Corollary 6.2. Let the assumptions of Theorem 5.3 hold. Then, for all s ∈ [0, T ) and
x ∈ D,
u(s, x) = uE(s, x)(6.2)
+ Es,x
∫ T
s
e−r(t−s)1{u(t,Xt)=ψ(Xt)}1{Ψ(Xt)<0}(Ψ
−(Xt)− LIu(t,Xt)) dt,
where
uE(s, x) = Es,xe
−r(T−s)ψ(XT )
is the value of the European option with payoff function ψ and expiration time T .
We close this section with some examples of continuous payoff functions satisfying
(3.1). Using the results of Sections 4 and 5 in Rockafellar (1970), one can easily check
that, apart from put index option, in all examples ψ is convex. In the case of put index
option, ψ|Dι are convex and can be extended to convex functions on all of R
d. In each
example, we have computed the corresponding function Ψ− on the set {ψ > 0} (see
Proposition 5.5). From formulas for Ψ−, it will be clear that, in each case, Ψ− satisfies
(3.1), and hence by Remark 4.2, Ψ− satisfies (5.12). Moreover, the payoff functions in
Examples 6.3 and 6.4 are Lipschitz continuous, so by Remark 4.8, ψ˜ ∈ H˜1ρ if β > p.
In Example 6.5, the payoff function ψ is not Lipschitz continuous, but the fact that
ψ˜ ∈ H˜1ρ follows directly from the formula for ψ. Summarizing, the payoff functions
given below satisfy the assumptions of Theorem 5.3, so in each case, the results of
Sections 4 and 6 apply to exponential Le´vy models satisfying (2.2), (2.3) and (3.2),
(4.24) with some ε > 0, β > p.
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Example 6.3. In the following examples p = 0, so we can take arbitrary β > 0 in
condition (4.24). Therefore, (6.1), (6.2) hold true if (4.24) is satisfied for some β > 0
and (3.2) is satisfied for some ε > 0. Also note that, in the case that d = 1, the examples
below reduce to the American put considered in Lamberton and Mikou (2013).
1. Min options (put)
ψ(x) = (K −min{x1, . . . , xd})
+,
Ψ−(x) =
(
rK −
d∑
i=1
δi1Ci(x)xi)
+, where Ci = {x ∈ R
d : xi < xj , j 6= i},
if xi ≥ 0 for i = 1, . . . , d, and ψ(x) = K, otherwise.
2. Index options (put)
For simplicity, we consider the case d = 2. Below, w1 ≥ 0, w2 ≥ 0.
ψ(x) =
(
K −
2∑
i=1
wixi
)+
, Ψ−(x) =
(
rK −
2∑
i=1
wiδixi
)+
if x1 ≥ 0, x2 ≥ 0, ψ(x) = (K − w1x1)
+ if x1 ≥ 0, x2 < 0, ψ(x) = (K − w2x2)
+ if
x2 ≥ 0, x1 < 0 and ψ(x) = K if x1 < 0, x2 < 0.
Example 6.4. In the following examples p = 1, so β > 1. Therefore, (6.1), (6.2) hold
true if (4.24) is satisfied for some β > 1.
1. Spread option (put)
ψ(x) =
(
K −
2∑
i=1
wixi
)+
, Ψ−(x) =
(
rK −
d∑
i=1
wiδixi
)+
(Here, wi ∈ R, i = 1, . . . , d).
2. Index options and spread options (call)
ψ(x) =
( d∑
i=1
wixi −K
)+
, Ψ−(x) =
( d∑
i=1
wiδixi − rK
)+
(Here, wi ∈ R, i = 1, . . . , d).
3. Max options (call)
ψ(x) = (max{x1, . . . , xd} −K)
+
Ψ−(x) =
( d∑
i=1
δi1Bi(x)xi − rK
)+
,
where Bi = {x ∈ R
d : xi > xj , j 6= i}.
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4. Multiple strike options
ψ(x) = (max{x1 −K1, . . . , xd −Kd})
+,
Ψ−(x) =
( d∑
i=1
1Bi(x−K)(δixi − rKi)
)+
,
where K = (K1, . . . ,Kd) and the sets Bi are defined as in the preceding example.
Example 6.5. Power-product options
ψ(x) = (|x1 · . . . · xd|
γ −K)+ for some γ > 1.
If x ∈ Dι with ι = (i1, . . . , id) ∈ {0, 1}
d then
Ψ−(x) =
(
(r − γ
d∑
i=1
(r − δi − aii)− γ
2
d∑
i,j=1
aij)f(x)− rK
)+
,
where f(x) = ((−1)|ι| x1 · . . . · xd)
γ and |ι| = i1 + . . . + id. From the formula for ψ and
the fact that the geometric mean is less then or equal to the arithmetic mean, it follows
that ψ satisfies (3.1) with p = γd. It is also clear that, if β > p, then ψ˜ defined by
(4.20) belongs to the space H˜1ρ . Therefore, (6.1), (6.2) hold true if (4.24) is satisfied for
some β > γd.
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