Abstract. The validity of segmentation is an important issue in image processing because it has a direct impact on surgical planning. Binary manual segmentation is not only time-consuming but also lacks the ability of differentiating subtle intensity variations among voxels, particularly for those on the border of a tumor and for different tumor types. Previously we have developed an automated segmentation method that yields voxel-wise continuous probabilistic measures, indicating a level of tumor presence. In this work, we examined several accuracy metrics based on two-sample statistical methods, against the estimated composite latent ground truth derived from several experts' manual segmentation by a maximum likelihood algorithm. We estimated the distribution functions of the tumor and control voxel data parametrically by assuming a mixture of two beta distributions with different shape parameters. We derived the resulting receiver operating characteristic curves, Dice similarity coefficients, and mutual information, over all possible decision thresholds. Based on each validation metric, an optimal threshold was then computed via maximization. We illustrated these methods on MR imaging data from nine brain tumor cases, three with meningiomas, three astrocytomas, and three other low-grade gliomas. The automated segmentation yielded satisfactory accuracy, with varied optimal thresholds.
Introduction
Surgical planning and image-guided intervention procedures increasingly employ semiautomated segmentation algorithms. MR imaging of the brain provides useful information about its anatomical structure, enabling quantitative pathological or clinical studies. Brain segmentation frequently assigns unique labels to several classes, e.g., skin, brain tissue, ventricles and tumor, representing an anatomic structure to each voxel in an input gray-level image.
Binary (two-class) manual segmentation is a simple and yet time-consuming procedure. It also has the difficulty of differentiating subtle intensity variations among voxels, particularly for those on the border of a tumor. However, the results of such manual segmentations may ultimately influence the amount and degree of tumor removal.
Recently, Warfield et al. have proposed an automated segmenter that yields voxelwise continuous probabilistic measures indicative of malignancy (see [1] for an example). Thus, methods for validating continuous segmentation data are required. The aim of this study was to evaluate the performance of this segmenter by examining three validation metrics, compared against combined experts' manual segmentations as the ground truth.
The most important element in validating the accuracy of a segmentation algorithm is the ground truth, which is the classification truth of each voxel. For simplicity, we assume a two-class truth by labeling the non-tumor class as C 0 and tumor class as C 1 .
For the purpose of comparing two sets of binary segmentation results, several accuracy and reliability metrics may be found in the literature [2] . For example, Jaccard (JSC) [3] and Dice (DSC) [4] similarity coefficients are typically used as a measure of overlap; DSC ranges from 0, indicating no similarity between these two sets of binary segmentation results, to 1, indicating complete agreement.
In order to evaluate the performance of a "continuous classifier", the distributions in the two distinct classes, C 0 and C 1 , may be directly compared using two-sample statistics such as a Student's t-test or a nonparametric Mann-Whitney U-statistic. Alternatively, a Komogorov-Smirnov test may be used to directly compare the two underlying distributions. Other distance measures between the two sets may also be considered.
Several statistical methods may be adopted for assessing the performance of a continuous classifier. A popular method for assessing the overall classification accuracy is a receiver operating characteristic (ROC) curve, a function of sensitivity vs.
(1-specificity). Zou et al. developed several methods, including nonparametric, semiparametric, and parametric, for estimating and comparing ROC curves derived from continuous data [5, 6] . Here we examined three accuracy metrics, ROC curve, mutual information, and Dice similarity coefficient, to validate automated probabilistic brain tumor segmentations.
Notations and Assumptions
For simplicity, we assume that individual voxels belong to one of two distinct and independent populations (i.e., non-tumor control class, C 0 vs. tumor class, C 1 ), determined by the ground truth, T . Consider two random samples, γ2 . Thus, we may construct Table 1 : Table 1 . A two-by-two table of the joint probabilities of the truth (T ) vs. the corresponding segmentation decision (D γ ) at each possible threshold γ.
Decision vs. Truth
Marginal Total π π where 
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Composite Latent Ground Truth based on Experts' Manual Segmentations
Instead of directly observing the ground truth, T , we conduct manual segmentations by having R expert readers, each perform binary manual segmentation B lr (l
. Each expert gave a 0r and a 1r correct counts (agreements with the truth) for classes C 0 and C 1 , respectively. Let Q 0r and Q 1r represent the true accuracy rates under these two classes. The experts' decisions are assumed to be conditionally independent, given the latent truth. We only observe binary classification decision B lr , i.e.,
, for any two different experts, r B ¢ rC . We wish to estimate the latent vector T, of length N, byT
n voxels. However, these classification probabilities Q 0 and Q 1 , each a vector of length K, are unknown quantities. An iterative maximum likelihood algorithm [7, 8] has been developed by realizing that the quality fractions n as their estimates.
A Beta Mixture Model of Probabilistic Segmentation Data
Recall that the continuous random variables, X and Y , are the probabilistic segmentation results for classes C 0 and 
Three Validation Accuracy Metrics
Sensitivity, Specificity, and ROC Analysis
The accuracy of a diagnostic test can be summarized in terms of an ROC curve [5, 6] . It is a plot of sensitivity (true tumor fraction) vs. 
. There is always a tradeoff between these two error rates, false positive and false negative rates, both taken values in
An overall summary accuracy measure is the area under the ROC curve, AUC:
Dice Similarity Coefficient
At any arbitrary threshold γ, Dice similarity coefficient (DSC), D γ may be computed as a function of the sensitivity and specificity. Following the convention of an ROC plot, label the false positive rate p γ
According to the definition of DSC γ [4] for the tumor class and Bayes' Theorem, the Jaccard similarity coefficient at γ, JSC γ ,is defined as the voxel ratio of union and intersection between the two tumor classes determined separately by D γ and by T [3] :
(Note that the DSC for the non-tumor may be computed similarly but may not be of interest.) An overall DSC, DSC, based on JSC γ is defined by integrating over γ:
Entropy and Mutual Information
The mutual information between the binary decision D γ at any threshold γ and the ground truth T can be computed as follows [9] : , given in Table 1 . The mutual information between the continuous random variable Z and T may also be computed using a conditioning entropy approach (with proof omitted):
Determination of an Optimal Threshold
Each of the above criteria, e.g., the square-root of the sum of squared sensitivity and specificity,
2 , mutual information MI γ , and Dice similarity coefficient (DSC γ ) may be maximized numerically over the entire range of γ in order to obtain an optimal thresholdγ opt . Computations and optimizations were performed on a SunMicrosystem SunBlade 100 Workstation and in Matlab6, S-Plus6.0 and C languages.
A Clinical Example: MRI of Three Types of Brain Tumors
Materials and Methods
(1) The Cases: A total of nine patients were selected from a neurosurgical database of 260 brain tumor patients, of which three had meningiomas (M), three astrocytomas (A), and three other low-grade gliomas (G) [10] . The meningiomas enhanced well but the gliomas did not. 
Results
We show semi-automated binary segmenations of a meningioma to derive the probabilistic results, with the empirical and approximated beta densities by truth (Fig 1) . For all cases, we reported the voxel counts m£ n , stratified by the ground truth. The sample means and SD's of the non-tumor and tumor probability data were reported and were used to estimate the shape parameters of the beta distributions ( Table 2) .
The overall validation accuracies were generally high but were variable, and generally the highest for meningiomas but lowest for astrocytomas. Furthermore, the recommended optimal thresholds varied by metric and case (Table 3) . 
Summary
In this work, we have presented systematic approaches to validating the accuracy of automated segmentation results that generates voxel-wise probabilistic interpretation of the tumor class. We developed an M.L.E. algorithm for estimating the latent ground truth. In addition, we modeled the probabilistic segmentation results using a mixture of two beta distributions with different shape parameters. Summary accuracy measures, including ROC curve, mutual information, and Dice similarity coefficient, are estimated. An optimal threshold was derived under each metric. The example data showed satisfactory accuracy of our automated segmentation algorithm. The recommended optimal threshold, however, was case-and task (metric)-dependent. The main advantage of our approaches is that the parametric modeling is simple and probabilistic. The estimation procedures are straightforward and are generalizable to similar tasks.
