Nonlinear dynamics of the spiral Poiseuille problem for moderate axial through flow is investigated numerically within the corotating regime for medium gap geometry. The neighborhood of a double Hopf bifurcation point of the linear stability boundary, where spiral waves of opposite axial phase propagation compete, is explored by accurately solving time-dependent Navier-Stokes equations with a solenoidal spectral method. The mode interaction generates a quasiperiodic stable regime of interpenetrating spirals, which coexists with stable limit cycles associated with the aforementioned spiral waves of opposite helicoidal orientation. The spatiotemporal properties of the computed solutions are explained and discussed in terms of equivariant bifurcation and normal form theories. Similar flows have also been observed experimentally in the past within the corotating region.
I. INTRODUCTION
The spiral Poiseuille problem deals with the behavior of an incompressible viscous fluid confined between two coaxial cylinders independently rotating around their common axis. In addition, the fluid is enforced to flow downstream by an imposed pressure gradient in the axial direction. The resulting steady spiral flow is a combination of a rotation due to the azimuthal Couette flow and an axial parabolic profile, due to the pressure gradient, also termed spiral Poiseuille flow 1 ͑SPF͒. The SPF is subject to shear and centrifugal instability mechanisms, which can destabilize the flow for sufficiently high values of the axial pressure gradient and angular speeds of the cylinders. The nonlinear study of the complex secondary flows arising in terms of symmetry breaking bifurcations constitutes a major challenge.
The stability of this flow was studied experimentally by Snyder 2 for narrow gap geometry and a fixed outer cylinder, showing that the primary transition leads to axially propagating structures. For low values of the through flow, the transition is observed to toroidal vortices, which are superseded by spiral vortices for higher values of the through flow. 2, 3 A most interesting feature of this flow was reported by Nagib, 4 who observed secondary flows where two spiral structures coexist simultaneously in space and time in the corotating regime. The systematic exploration of secondary flows for this problem has also been studied more recently for a fixed outer cylinder, 5, 6 who observed several flow regimes of toroidal and spiral vortices. The velocity fields of some of these regimes were carefully studied 7 and compared to their counterparts in the case of no axial flow, i.e ,Taylor-Couette.
A saddle-point analysis 8 of the counter-rotating SPF has recently provided the boundaries between convective and absolute instabilities for low through flow, the results being confirmed experimentally. 9 Recent numerical computations 10 based on a hybrid finite-differences-Galerkin method have also studied nonlinear dynamics of the SPF for moderate axial flow, also focusing on the counter-rotating regime.
Former numerical linear stability analyses of the SPF were carried out in the axisymmetric case 11, 12 or for specific angular rotation speed ratio values of the cylinders. 3, 13 A first comprehensive linear stability analysis 14, 15 for medium gap geometry covered a wide range of independent corotating angular speeds of the cylinders as well as axial flow velocities, where a bicritical curve of the coexistence of spiral waves of opposite helical orientation was provided. Over that curve, two, or even three, independent modes bifurcate simultaneously. Linear stability analysis cannot predict which of these secondary regimes will be dominant beyond transition, and a nonlinear analysis is required.
In this work we study the nonlinear dynamics of the SPF within the corotating regime and for moderate axial flow speed. In particular, we focus on the competition between spiral waves of opposite axial phase velocity and azimuthal wavenumbers, n = ± 1, in the neighborhood of a double Hopf point. Our approach combines the general theory of double Hopf bifurcations with nonlinear spectrally resolved computations, allowing the identification of the scenario corresponding to the present case. Assuming axial periodicity, the incompressible Navier-Stokes equations, along with the axisymmetric nonslip boundary conditions on the inner and outer cylinders, are invariant to rotations around the common axis of the cylinders and also to axial translations, endowing the system with the SO͑2͒ ϫ SO͑2͒ symmetry group. These symmetries play a key role in the spatiotemporal properties of the secondary regimes and also their stability, as predicted by equivariant bifurcation and normal form theories.
Experimental explorations of the corotating SPF carried out by Nagib in the 1970s for a small gap revealed the presence of secondary stable regimes consisting of a superposition of traveling spiral waves of opposite helicoidal orientation. 4 As noted by Joseph, these flows are characterized by traveling spirals with very high axial and azimuthal wavenumbers, thus being unfeasible to reproduce them numerically, due to the current computational limitations. 1 The results obtained in the present study provide numerical evidence of the existence of these secondary regimes for much lower angular and streamwise speeds of the flow, where the spatial resolution required is less demanding.
The paper is structured as follows. The mathematical and numerical formulation of the problem are presented in Sec. II. Section III is devoted to a general description of the double Hopf bifurcation scenario corresponding to the case of study. The main results are presented in Sec. IV, where different secondary regimes are studied in a neighborhood of the bicritical point. In Appendix A we address specific technical details regarding the numerical method. Finally, the normal form associated with the double Hopf bifurcation with the SO͑2͒ ϫ SO͑2͒ symmetry group is obtained in Appendix B, where the spatiotemporal properties of the bifurcated solutions are discussed within the framework of the dynamical systems theory.
II. FORMULATION AND NUMERICAL METHOD
We consider an incompressible fluid of kinematic viscosity and density that is contained between two concentric rotating cylinders whose inner and outer radii and angular velocities are r i * , r o * , and ⍀ i , ⍀ o , respectively. In addition, the fluid is driven by an imposed axial pressure gradient. The independent dimensionless parameters appearing in this problem are the radius ratio = r i 
Let v = ͑u , v , w͒ be the physical components of the velocity field in cylindrical coordinates ͑r , , z͒. The boundary conditions for v are
where r i = r i
−͒ are the nondimensional radii of the cylinders. The steady velocity field v B ͑spiral Poiseuille flow͒, independent of the axial and azimuthal coordinates ͑ , z͒, and satisfying ͑1͒ and ͑2͒ is
where
͑7͒
Throughout the paper we will use ͑Ri , Ro͒ as nondimensional parameters, keeping = 0.5 and Re= 33 fixed. In addition, we assume that the flow is L * periodic in the axial direction. In cylindrical nondimensional coordinates ͑r , , z͒, the spatial domain of the problem is D = ͓r i , r o ͔ ϫ ͓0,2͒ ϫ ͓0,⌳͒, where ⌳ = L * / d is the aspect ratio. The governing equations are invariant to rotations R ␣ about the cylinder axis and to axial translations T a :
T a ͑v͒͑r,,z͒ = v͑r,,z + a͒. ͑9͒
Rotations generate the symmetry group SO͑2͒, and due to the imposed axial periodicity, axial translations generate another SO͑2͒ symmetry group. As rotations and translations commute, the complete symmetry group of the problem is G = SO͑2͒ ϫ SO͑2͒. The steady basic flow ͑3͒ is invariant to G.
The velocity field consists of the basic velocity field v B and pressure p B , and perturbations u, q: v͑r,,z,t͒ = v B ͑r͒ + u͑r,,z,t͒, ͑10͒
u is a solenoidal velocity field vanishing at the cylinder walls. This decomposition simplifies the numerical scheme. On introducing the perturbed fields in the Navier-Stokes equations, we obtain a nonlinear initial-boundary problem for the perturbations u and q:
u͑r, + 2,z,t͒ = u͑r,,z,t͒, ͑16͒ u͑r,,z + ⌳,t͒ = u͑r,,z,t͒, ͑17͒ u͑r,,z,0͒ = u 0 , ١ · u 0 = 0, ͑18͒
for ͑r , , z͒ D and t Ͼ 0. Equation ͑13͒ describes the nonlinear space-time evolution of the perturbation of the velocity field. Equation ͑14͒ is the solenoidal condition for the perturbation, and Eqs. ͑15͒-͑17͒ describe the homogeneous boundary conditions for the radial coordinate and the periodic boundary conditions for the azimuthal and axial coordinates, respectively. Finally, Eq. ͑18͒ is the initial solenoidal condition for the perturbation field at t =0. We discretize the perturbation u by a solenoidal spectral approximation u S of order L in z, order N in , and order M in r,
where ⌽ lnm are trial bases of solenoidal vector fields of the form ⌽ lnm ͑r,,z͒ = e i͑lk 0 z+n͒ v lnm ͑r͒, ͑20͒
The trial bases ͑20͒ are therefore ͑⌳ ,2͒periodic in the axial and azimuthal directions, respectively. The radial functions v lnm appearing in ͑20͒ must satisfy homogeneous boundary conditions at the inner and outer radii of the cylinders,
The spectral scheme is accomplished when introducing expansion ͑19͒ in ͑13͒ and projecting over a suitable set of test solenoidal fields,
Both sets v lnm and ṽ lnm can be found in the Appendix A. The projection is carried out via the standard volume integral over the domain D,
and where * stands for the complex conjugate. The pressure term is canceled in the projection, 16 i.e., ͑⌿ lnm , ١q͒ D =0, leading to a dynamical system only involving the amplitudes a lmn ͑t͒ of the velocity approximation ͑19͒, i.e,
where we have used the convention of summation with respect to repeated subscripts. In ͑26͒, the matrices A and B stand for the projection of the time differentiation and linear Laplacian-advection operators, whereas N is the projected nonlinear advective term. The system of ODE's ͑26͒ is integrated in time by means of a linearly implicit method, where backward differences are used for the linear part and polynomial extrapolation is used for the nonlinear one. Overall, the solenoidal scheme used here is mainly based on previous spectral schemes recently formulated and extensively tested for cylindrical geometries. 17, 18 Nevertheless, the spectral accuracy of the scheme and the convergence of the time stepper have been tested and compared with linear and nonlinear former spectral Galerkin computations of flows in annular geometries. 15, 19 
III. SO"2… Ã SO"2…-DOUBLE HOPF BIFURCATION: TRANSITION SCENARIOS
In the double Hopf bifurcation, the presence of SO͑2͒ ϫ SO͑2͒ symmetry alters the generic normal form only in the presence of resonances. In Appendix B, we present a derivation of the normal form for the double Hopf bifurcation with SO͑2͒ ϫ SO͑2͒ symmetry. We show that the symmetries inhibit resonances, as in the double Hopf bifurcation with SO͑2͒ symmetry 20 and with SO͑2͒ ϫ Z 2 symmetry. 21 The resonance condition is, in this instance, 2 0 / 1 0 = n 2 / n 1 = k 2 / k 1 ; i 0 are the Hopf frequencies at the bifurcation, n i are the critical azimuthal wavenumbers, and k i are the critical axial wavenumbers. Resonance is only possible if the frequencies and the azimuthal and axial wavenumbers are in the same ratio. We shall show below that our double Hopf bifurcation is not resonant, so its corresponding normal form is that for the generic double Hopf bifurcation. In terms of the moduli and phases of the complex amplitudes of the eigenvectors, the normal form can be written, up to fourth order, as ͑B19͒, The normal form ͑27͒ admits a multitude of distinct dynamical behaviors, depending on the values of p ij and q i . These are divided into so-called simple ͑p 11 p 22 Ͼ 0͒ and difficult ͑p 11 p 22 Ͻ 0͒ cases. In the simple cases, the topology of the bifurcation diagram is independent of the q i terms. Even in the simple case, several different bifurcation diagrams exist. A comprehensive description of all the simple and difficult scenarios is given in Ref. 22 . In our problem, the double Hopf bifurcation is of simple type IV, as rendered by computations presented in Sec. IV. The remainder of this section is devoted to a qualitative description of this scenario. Figure 1 shows the parametric portrait in a neighborhood of the double Hopf bifurcation point, for the case corresponding to our problem. Parameter space is divided into six regions, delimited by bifurcation curves. The number of solutions and their stability is different in each region. Figure 2 shows typical phase portraits in these six different regions. P 1 and P 2 are spiral waves with negative and positive azimuthal wavenumbers emerging from the basic state P 0 when the Hopf bifurcation curves H 1 and H 2 are crossed. There is a region ͑3, 4, and 5 in Fig. 1͒ where a stable two-torus solution P 3 ͑interpenetrating spirals of opposite azimuthal wavenumber͒ exists. In this scenario, there is precisely one stable solution in each of the six regions in parameter space.
IV. RESULTS
A comprehensive linear stability analysis of the steady SPF has recently been carried out for medium gap geometry, 14, 15 covering a wide range of independent corotating angular speeds Ri, Ro of the cylinders and axial flow velocities Re, providing a bicritical curve where spiral patterns featuring opposite axial propagation compete. Figure 3 shows a projection of the critical surface Ri = Ri c ͑Re, Ro͒, as computed in former linear stability analyses, 15 where the aforementioned bicritical curve ͑bold line͒ is shown. In the gray region, above the bicritical curve, upstream propagating spiral waves are dominant, whereas below that curve the spiral waves propagate downstream, i.e., with the imposed axial flow. Downstream ͑upstream͒ propagation of the spiral patterns corresponds to positive ͑negative͒ azimuthal wavenumbers of the bifurcating modes.
In this work we present a study of the nonlinear dynamics arising in the neighborhood of a double Hopf point of the aforementioned bicritical curve. For computational reasons, the bicritical point at Re= 33 ͑the dashed line in Fig. 3͒ has been chosen, since the bifurcated spirals feature the lowest nonzero azimuthal wavenumbers n = ±1. Figure 4͑a͒ shows the neutral stability curves ͑k , Ri c ͒ provided by the linear stability analysis for Re= 33 and When considering nonlinear computations, the spectrum of axial wavenumbers becomes discrete ͑20͒, and it has to be suitably fixed so that the discretization resolves those modes responsible for the instability, as well as their harmonics. At this point, a fundamental axial wavenumber has to be fixed so that the aforementioned discretization covers the unstable dynamics. Therefore, a good choice for k 0 appearing in ͑20͒ is crucial to reproduce the critical axial wavenumbers found in the infinite cylinder case where the axial wavenumber k is continuous.
In the present work we use a spectral resolution consisting of ͑L , M , N͒ = ͑66, 24, 8͒ modes along with k 0 = 0.35, leading to an aspect ratio ⌳ ϳ 18. The value of k 0 has been suitably chosen in order to capture the two values k ϱ,1 c and
. This is accomplished by the axial discretization used, where the modes ͑l , n͒ = ͑13, 1͒ and ͑l , n͒ = ͑10, −1͒ consistently reproduce the nearby critical k 1 c =13k 0 = 4.55 and k −1 c =10k 0 = 3.5 values of the continuum case, respectively. In addition, up to four harmonics of the two previous modes are also included in the dynamical system of amplitudes. Nevertheless, the resulting equispaced set of discretized axial wavenumbers lk 0 leads to minor discrepancies when trying to reproduce the instability mechanisms. This is mainly due to the fact that the critical Reynolds number Ro at which these modes bifurcate simultaneously is slightly different from the ideal value Ro ϱ = 200.48. This small discrepancy can be spotted from Overall, the critical values of the spectral approximation differ nearly by 1% from the values obtained by linear stability computations using a continuous range of k. The linear stability of the basic flow ͑3͒ has been studied in region
for the spectral discretization above. The Hopf bifurcation curves Ri −1 c = H 1 ͑Ro͒ and Ri 1 c = H 2 ͑Ro͒ in R were computed, rendering the double Hopf point H 1 പ H 2 ͑29͒. In this particular case, the expressions for the normalized bifurcation parameters 1,2 appearing in ͑27͒, are
where H i = ͕ i =0͖, for i =1,2. The Neimark-Sacker bifurcation curves N 1 and N 2 in Fig. 1 have been computed by time evolution, using the three dimensional ͑3D͒ Navier-Stokes solver. Figure 5 shows the bifurcation curves and the com- 
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six regions of the corresponding theoretical scenario in Fig. 1 . The steady spiral Poiseuille flow SPF is stable below H 1 and H 2 curves. The stability of any solution is monitored in time through the measurement of the kinetic energy density associated with each azimuthal Fourier mode
where V is the volume of the cylinder and u n is the n azimuthal component of the perturbation field.
When crossing H 2 from below, the basic flow becomes unstable, as shown in the energy-time plot of Fig. 7 . The instability leads to a secondary regime consisting of a stable limit cycle corresponding to spiral vortices of azimuthal wavenumber n = 1 rotating and propagating in the axial direction, henceforth termed as Left spiral waves ͑L-SW͒.
In order to detect the Neimark-Sacker boundary N 2 , the L-SW was continued by increasing Ri until the limit cycle eventually became unstable, as shown in its energy-time evolution; see Fig. 8 . In this case, the instability leads to a stable quasiperiodic mixed mode consisting of Interpenetrating spirals ͑IPS͒.
The same scenario was observed when crossing H 1 from below, leading to a stable limit cycle between H 1 and N 1 that corresponds to propagating spiral vortices of opposite azimuthal wavenumber n = −1, i.e., Right spiral waves ͑R-SW͒. As shown in Fig. 5 , the regions where L-SW or R-SW are stable are very narrow, whereas the mixed mode solution is stable in a much wider region of parameter space. Note that the stability region for the L-SW is slightly wider than the R-SW, Figure 6 . In addition, all the bifurcations observed were found to be supercritical.
A. Characterization of L-SW and R-SW solutions
The spiral patterns arising from Hopf bifurcations H 1 ͑R-SW͒ and H 2 ͑L-SW͒ break the rotational and translational symmetries of the problem. However, these solutions are time-periodic and, essentially, one-dimensional, since their dependence on t, z and occurs through the phase variable
Therefore, these patterns rotate with angular speed w p =− / n and propagate axially with phase speed c =− / ͑lk 0 ͒, so that the symmetries have become spatiotemporal, see Appendix B Eqs. ͑B26͒ and ͑B27͒. These solutions retain a purely spatial symmetry, a combination of an axial translation T a and a rotation R ␣ such that lk 0 z + n = 0,
͑36͒
corresponding to helical motion. Therefore the symmetry H ␣ = R ␣ T −n␣/͑lk 0 ͒ generates a subgroup SO͑2͒ H of G, see Appendix B for details. These spiral patterns are simultaneously rotating and traveling waves, resembling a barber pole, and for this reason we use the term spiral waves for them. The geometrical shape of these solutions can be seen in Fig. 9 , showing isosurfaces of azimuthal vorticity. Each spiral wave is composed of two spiral vortices with opposite vorticity ͑light and dark in the figure͒, within an axial wavelength. Within the explored regions between H 1 -N 1 and H 2 -N 2 , the R-SW and L-SW are found to corotate with the cylinders, precessing with angular speeds of order p L ϳ 400 and p R ϳ 30, respectively. However, the L-SW pattern exhibits a downstream phase speed c faster than the base flow axial mean velocity ͑measured by Re͒, whereas the R-SW slowly propagate upstream. It is shown in the Appendix B that opposite axial propagation is a sufficient condition to inhibit resonances, thus the case of study is nonresonant. Accurate angular and axial speeds of these described patterns within their domains of stability are reported in Table I .
The L-SW have an axial wavelength of h L = 1.38 and are mainly concentrated on the inner cylinder wall, where strong azimuthal vorticity spots are generated, as shown in Fig.  10͑a͒ . On the other hand, the R-SW have an axial wavelength of h R = 1.8 but are mainly concentrated on the outer cylinder wall, where similar azimuthal vorticity spots are produced, as shown in Fig. 10͑b͒ . However, for the L-SW the azimuthal vorticity is confined within a region close to the inner cylinder, whereas the R-SW feature high values of the azimuthal vorticity along all the radial domain. Figure 11 shows the perturbation velocity field u on a -constant cross section, for both solutions in Fig. 10 . The center of the vortices is slightly displaced toward the inner ͑outer͒ cylinder for the L-SW ͑R-SW͒. Figure 12 shows contours of the components of the perturbation velocity u for both solutions. Their maxima and minima are also located near the inner ͑L-SW͒ or outer ͑R-SW͒ cylinders, as occurs with the azimuthal vorticity. 
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B. Characterization of IPS solutions
The interpenetrating spirals ͑IPS͒ consist of quasiperiodic regimes exhibiting the main features of the two limit cycles corresponding to L-SW and R-SW. Similar interpenetrating spirals regimes were found experimentally in the past by Nagib, 4 termed as Double Spiral Secondary Flow ͑DSSF͒. The experiments were carried out at higher Reynolds numbers Re, Ro, Ri than our computations, and with a smaller gap = 0.77. Figure 13 shows a photograph of the aforementioned DSSF found by Nagib. 4 Recent linear stability results 23 suggest that these solutions come from a similar instability mechanism, although much higher azimuthal modes ͑typically within the range 13Յ ͉n ͉ Յ 15͒ are responsible for the transition, rendering nonlinear computations unaffordable.
The dependence of the IPS on t, z, and occurs through the two independent phase variables,
corresponding to the unstable L-SW and R-SW. This fact, predicted in Appendix B using normal form theory, is confirmed by the good agreement between the frequencies observed in the IPS regime and the eigenfunctions of the linear stability problem that generate L-SW and R-SW ͑disagreement below a 0.5%͒. The power spectral density of the IPS is plotted in Fig. 14͑a͒ , where the associated L-SW and R-SW frequencies and their harmonics are clearly observed. The two frequencies differ in more than one order of magnitude, being R about 16 times smaller than L . They can be clearly observed in the time series of the radial velocity at a convenient point, shown in Fig. 14͑b͒ .
The IPS regime can be interpreted as a superposition of two waves, with phases L and R , corresponding to L-SW and R-SW, respectively, but precessing with different angular speeds while propagating downstream and upstream, respectively. Angular and axial speeds of both waves are also provided in Table II . Figure 15 shows isosurfaces of the azimuthal vorticity and helicity of the perturbation velocity field u, illustrating that the waves associated with the L-SW and R-SW are clustered on the inner and outer cylinder, respectively.
In order to illustrate the opposite axial propagation of the L-SW and R-SW components of the interpenetrating spirals IPS, several snapshots of the azimuthal vorticity at different times are shown in Fig. 16 , where the two periods T L =2 / L Ӎ 0.016 and T R =2 / R Ӎ 0.25 have been considered. In the first row, covering one T L period, we observe the downstream propagation associated with the L-SW, clearly concentrated on the inner cylinder. In the second row, covering one T R period, the upstream propagation associated with the R-SW is observed on the outer cylinder ͑note that downstream propagation corresponds to motion on the positive axial direction in the plots͒. The interaction of the two spiral waves, R-SW and L-SW, with different periods and axial wavelengths, makes it difficult to analyze the resultant pat- tern, except where one of the spiral waves is clearly dominant, i.e., close to the inner or the outer cylinder. The interpenetrating spirals IPS are quasiperiodic both in space and time. Quasiperiodicity in time is clearly manifested in Fig. 14͑b͒ . Figure 17 shows the vector field u and contours of its components on a -constant section for the IPS regime. The radial-azimuthal velocity field clearly shows a nonuniform cell height throughout the cross section, as a result of the incommensurate wavelengths of the R-SW and L-SW spiral waves. The superposition of the two coexisting solutions is better seen in the azimuthal velocity contours ͑the third column of Fig. 17͒ , where a ⌳ shape is identified close to the mean radius. The axial wavelengths corresponding to the L-SW ͑R-SW͒ can still be identified close to the inner ͑outer͒ cylinder in the contours for u r ͑compare with Fig. 12͒ .
V. CONCLUSIONS
Nonlinear dynamics of the corotating spiral Poiseuille flow with constant through flow have been investigated numerically by means of an accurate solenoidal spectral method that solves the time-dependent three-dimensional Navier-Stokes equations assuming axially periodic boundary conditions.
The explorations have been focused on a neighborhood of a double Hopf point where low azimuthal modes compete. Normal form analysis with the symmetry group G = SO͑2͒ ϫ SO͑2͒ has been combined with a numerical exploration for different inner/outer cylinder velocities, allowing the identification of the bifurcation scenario corresponding to this problem. It has been shown that the symmetry group G does not alter the generic normal form but imposes a stronger constraint for resonance, rendering the present case of study non-resonant.
Numerical simulations confirm that spiral vortices of opposite wavenumber n = ± 1 and a mixed mode solution of interpenetrating spirals are born at the double Hopf bifurcation. All these solutions break both SO͑2͒ symmetries, though in the case of the spiral waves L-SW and R-SW the symmetries become spatiotemporal.
In the present study, the dominant solution is the quasiperiodic state IPS, which is stable in a wide region of parameter space, confining the spiral waves periodic solutions L-SW and R-SW to a very narrow parameter region. L-SW and R-SW can be viewed as rotating and traveling waves that precess with independent angular speeds, corotating with the cylinders, but exhibit opposite streamwise phase propagation. The stability region for the downstream traveling L-SW is slightly wider than the upstream R-SW, as observed in the counterrotating case. 10 The stable IPS solution can be regarded as the superposition of both pure mode solutions, where the features of the L-SW and R-SW regimes can be observed close to the inner and outer cylinder, respectively, where one or the other are dominant. The spatiotemporal properties of the computed solutions are in very good agreement with bifurcation theory predictions provided.
The coexistence of spiral patterns of opposite helical orientation and streamwise propagation had been formerly observed experimentally in this problem for much higher angular speeds of the cylinders and also for narrow gap geometries, where the dominant azimuthal modes at transition are one order of magnitude larger than in the present study, thus being extremely expensive a well-resolved computation of the resulting patterns with current computational capabilities. 
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Above the studied range of inner and outer angular speeds, additional bifurcations take place, and the dynamics may exhibit more complex mode interactions. These issues will be addressed in future works. 
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APPENDIX A: SOLENOIDAL SPECTRAL BASES
In what follows, we define
that maps the radial domain r ͓r i , r o ͔ to the interval x ͓−1 , 1͔, and
where T m ͑r͒ is the Chebyshev polynomial of degree m, and w͑x͒ =1/ ͱ 1−x 2 is the weight function within the interval ͑−1,1͒. The functions in ͑A2͒ satisfy
where D stands for the radial differentiation operator d / dr. The trial basis for axisymmetric fields ͑n =0͒ is given by
except 
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APPENDIX B: NORMAL FORM OF THE DOUBLE HOPF BIFURCATION WITH SO"2… Ã SO"2… SYMMETRY
The technique of Iooss and Adelmeyer, 24 which provides a clear and simple method to obtain normal forms, incorporating symmetry considerations, is now used for the double Hopf bifurcation with the G = SO͑2͒ ϫ SO͑2͒ symmetry group. In the codimension-1 Hopf bifurcation, the presence of SO͑2͒ ϫ SO͑2͒ symmetry does not alter the generic normal form, and the same is true for the double Hopf bifurcation without resonance. However, it is important to specify what the resonance conditions are, because as we shall see, SO͑2͒ ϫ SO͑2͒ inhibits resonance. Resonance is only possible if both the temporal frequencies ͑imaginary parts of the eigenvalues at the bifurcation point, 1 0 and 2 0 ͒ and the spatial frequencies ͑azimuthal wavenumbers, n 1 and n 2 , and axial wavenumbers, k 1 and k 2 , at the bifurcation point͒ satisfy the resonance condition 2 0 / 1 0 = n 2 / n 1 = k 2 / k 1 = p / q, where p and q are positive irreducible integers. We will follow closely the analysis of the double Hopf bifurcation with SO͑2͒and with SO͑2͒ ϫ Z 2 symmetries provided in former related works. 20, 21 The normal form theorem says that the dynamical system in a neighborhood of the fixed point ͑steady, axisymmetric basic state͒ in the center manifold can be cast in the form
plus a complex conjugate, for i =1,2. z i are the amplitudes of the eigenvectors that bifurcate simultaneously, and are parameters. The functions S i are second order in z for = 0 and satisfy
where L o is the linear part of the dynamical system at criticality and L o * is the corresponding adjoint operator. We have used vector notation z = ͑z 1 , z 2 , z 1 , z 2 ͒ and S = ͑S 1 , S 2 , S 1 , S 2 ͒ in order to keep the expressions compact. In this notation the matrices e 
T a = diag͑e ik 1 a ,e ik 2 a ,e −ik 1 a ,e −ik 2 a ͒, ͑B7͒
Equation ͑B2͒ gives the simplest form of S attainable using the structure of the linear part L o , and Eqs. ͑B3͒ and ͑B4͒ give the additional constraints on S imposed by the symmetry group SO͑2͒ ϫ SO͑2͒.
be an admissible monomial in S 1 ; it must satisfy Eqs. ͑B2͒-͑B4͒, i.e.,
This system always admits the trivial solution j 1 − l 1 −1= j 2 − l 2 = 0. If there are no other solutions, we are in the nonresonant case; the normal form is not modified by the presence of the symmetry group SO͑2͒ ϫ SO͑2͒. The nonresonant normal form is
where Q i ͉͑z 1 ͉ 2 , ͉z 2 ͉ 2 ͒, which coincides with the generic case analyzed in 22. In order that Eqs. ͑B8͒-͑B10͒ have nonzero solutions, the resonant case, the condition
must be satisfied. The extra solutions are of the form
where p / q is the irreducible form of the fraction n 2 / n 1 . Additional monomials 2 , j Z, appear in the normal form. As k 1 and k 2 are positive, p and q are also positive, and we obtain
This is in accordance with Theorem 4.2 in Ref. 25 .
Resonance in the presence of the SO͑2͒ ϫ SO͑2͒ symmetry group is only possible if the resonance condition ͑B12͒ is satisfied. The spatial ͑both azimuthal and axial͒ and temporal modes must satisfy the same resonance condition. Notice that this condition can never be satisfied if the two rotating waves do not precess in the same direction, or do not propagate in the same axial direction. When these simultaneous resonance conditions are satisfied, the normal form is given by ͑B14͒ and ͑B15͒.
Substituting ͑B11͒ into ͑B1͒, we obtain the normal form in the nonresonant case:
In terms of the moduli and phases of z i , z i = r i e i i , we have
where Q i R and Q i I are the real and imaginary parts of Q i , respectively. Up to fourth order in r 1 and r 2 , and assuming that the coefficients of second order in Q i R are nonzero, the normal form can be written as This effective normal form has four fixed points that after introducing the phase dependence, become one fixed point, two periodic solutions, and a quasiperiodic solution. The stability and regions of the existence of these solutions depend on the values of p ij and q i . There are 11 different scenarios classified in 2 categories: simple ͑p 11 p 22 Ͼ 0͒ and difficult ͑p 11 p 22 Ͻ 0͒. For a specific problem, in order to determine the corresponding scenario, there are two options. One option is to compute the normal form coefficients p ij and q i using the eigenvectors at the bifurcation point, which is very complicated in the present case. The other option is to numerically compute a regime diagram in parameter space, delineating the regions of existence of the solutions, and determine their stability in a neighborhood of the double Hopf bifurcation point, and use this information to determine the corresponding scenario; this is the approach we have employed here. Figure 6 is the regime diagram we have obtained, by computing several solutions for different parameter values close to the double Hopf bifurcation point, and computing the Hopf curves using linear stability analysis. There is only one double Hopf scenario compatible with our results, and it is the type IV of the simple case. 22 We describe this scenario in detail in Sec. III.
For the simple cases ͑p 11 p 22 Ͼ 0͒, the fourth order terms in ͑B19͒ can be neglected. Introducing new variables, 1 =−p 11 r 1 2 and 2 =−p 22 r 2 2 , we obtain
where = p 12 / p 22 and ␦ = p 21 / p 11 . In our problem, Ͻ 0, ␦ Ͻ 0, and ␦ Ͻ 1. This normal form admits up to four fixed points:
͑B22͒
P 0 exists for all values of 1 and 2 , and is stable for 1 , 2 Ͻ 0. This corresponds to our basic state. P 1 exists for 1 Ͼ 0 and is stable for 2 Ͻ ␦ 1 ͑below the N 1 curve in Fig.  1 , region 6͒; P 2 exists for 2 Ͼ 0 and is stable for 2 Ͻ −1 1 ͑below the N 2 curve in Fig. 1 , region 2͒. By including the phase information, P 1 and P 2 are limit cycles corresponding to spiral waves. P 3 exists and is stable between N 1 and N 2 ͑regions 3, 4, and 5 in Fig. 1͒ . As both moduli are nonzero for P 3 , by including the phase information, it is recognized as a quasiperiodic solution on a two-torus, and in our case it corresponds to interpenetrating spirals. For P 1 , P 2 , and P 3 , r 1 and r 2 are constant, and so they have constant angular frequencies: In the nonresonant case, we have seen that the normal form is unaltered by the symmetry group G. Nevertheless, the symmetries act on the bifurcating solutions in a welldetermined fashion. From ͑B6͒ and ͑B7͒, we see that the action of G leaves the moduli ͑r 1 , r 2 ͒ invariant, and G acts only on the phases ͑ 1 , 2 ͒. The action of G on the phases is
ͪ.
͑B25͒
The basic state P 0 is a steady solution, r 1 = r 2 = 0, there are no phases, and hence it is G invariant. The solution P 1 has r 2 = 0, and so we only need to consider 1 ; as k 1 and n 1 are different from zero, both symmetries are broken. The actions of R ␣ and T a are equivalent to appropriate time translations ␣ and a :
T a : 1 a = k 1 a Þ a = k 1 a/ 1 : ͑B27͒ R ␣ and T a become spatiotemporal symmetries; time evolution is equivalent to a rotation around the axis and also to a translation along the axis. The limit cycle can be viewed simultaneously as a rotating wave ͑with precession frequency p =− 1 / n 1 ͒ and also as a traveling wave in the axial direction ͑with axial speed c =− 1 / k 1 ͒. In fact, P 1 retains a helical symmetry: H ␣ = R ␣ T −n 1 ␣/k 1 leaves P 1 invariant; these helical symmetries generate a SO͑2͒ H symmetry group, which is a subgroup of G. The periodic solution P 1 is pointwise SO͑2͒ H invariant, and as a set it is G invariant. For this reason we call this solution a spiral wave. The solution P 2 has r 1 = 0, and so we only need to consider 2 ; exactly the same considerations as for P 1 show that P 2 is a rotating wave/traveling wave with helical symmetry SO͑2͒, i.e., a spiral wave; but the helical symmetries that keep P 2 invariant are different from the ones that leave P 1 invariant. P 2 is invariant to H ␣ Ј = R ␣ T −n 2 ␣/k 2 . The helical symmetries for P 1 and P 2 are the same only when there is spatial resonance: n 2 / n 1 = k 2 / k 1 .
The time evolution of a P 3 solution is given by ⌽ t ͩ 1 and 2 . If 2 / 1 is rational, P 3 is a periodic solution; it is the temporal resonance case. If not, it is a quasiperiodic solution. From P 3 , the action of G generates a two-torus ͑in the nonresonant case, where ͑B12͒ is not satisfied͒. The twotorus as a set is G invariant, but the individual P 3 solutions do not retain any pointwise spatial symmetry ͑except in the case of spatial resonance͒. Although P 3 is quasiperiodic, in an appropriate rotating ͑or traveling axially͒ frame of reference, it becomes a periodic solution; using ͑B24͒, in an arbitrary reference frame rotating with angular velocity r , the time evolution of P 3 is given by R − r t ⌽ t ͩ 1 2 ͪ=ͩ 1 + ͑ 1 − n 1 r ͒t 2 + ͑ 2 − n 2 r ͒t ͪ.
͑B29͒
When r is such that ͑ 1 − n 1 r ͒ / ͑ 2 − n 2 r ͒ is rational, P 3 is periodic in the rotating reference frame. The two simplest choices are r = i / n i , for i = 1 and 2. These choices are precisely the precession frequencies of the pure modes P 1 and P 2 .
