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1. INTRODUCTION 
In [4], 151, [6], Martini and Boer investigated contraction semigroups 
(T(f)),,o of class C, on the Banach space C[a, b] (equipped with the supremum 
norm) generated by an operator A of the form 
(1.1) Au = aD2u + pm, 
where a and ,i? are continuous real-valued functions on [a, b], with a(x) > 0 for 
a <xc b. The domain of A, denoted by D(A), is given by 
(1.2) D(A): =(u~C[a,b]lu~C~(a,b), lim Au(x)= liz Au(x)=O}. x-a 
The boundary conditions lim,,, A u(x) = lim,+, A u(x) = 0 are usually called 
Ventcel’s boundary conditions [9], [lo] and arise in a natural way in approxi- 
mation theory [6]. 
In [5, Th. 1 p. 17-181 sufficient conditions on a and j3 are given for A to be 
the generator of a Co-contraction semigroup on C[a,b], namely it is assumed 
that a and fi satisfy: 
a> a, B E C2@, b) f-l Cb, bl, 
b) o(x)>0 for x~(a,b), cr(a)=/3(b)=O, 
c) (Y-l is not integrable over neighbourhoods of a and b, 
d) c$-” is bounded on (a,b). 
The goal of this note is twofold: firstly we consider not necessarily bounded 
open intervals J and secondly we give necessary and sufficient conditions for 
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A to be the generator of a Co-contraction semigroup on C(J), where I denotes 
the two points compactification of J. In section 4 it is shown that our results 
drastically extend those of [5], even when a vanishes at a and b. The proofs are 
partly based on arguments of Feller [3] concerning semigroups generated by 
second order differential operators. Since we are concerned with special 
boundary conditions and since the lecture of [3] is not completely straight- 
forward, we shall give a self-contained proof here. In Proposition 1 of section 
2, we observe that under very general assumptions on a and /3, A defined by 
(1.1) and (1.2) is a densely defined closed dissipative [7] operator on C(l) with 
positive resolvent. In Theorem 2 of section 2 we give necessary and sufficient 
conditions for A to satisfy 
(1.3) R(Z-A) = C(J), 
where Z?(Z-A) denotes the range of Z-A. It is known [7, p. 141 that the 
condition (1.3) for closed densely defined dissipative operators A in a Banach 
space (X, 11 1) is necessary and sufficient for A to be the generator of a Ce- 
contraction semigroup on X. 
2. MAIN RESULTS 
Let J denote a non-empty open interval of R (not necessarily bounded), 7 the 
two points compactification of J and aJ: = J\ J. C(J) is the Banach space of 
real-valued continuous functions on J equipped with the supremum norm, 
denoted by /I . II. 
PROPOSITION 1. Let a and p be real-valued continuous functions on J with 
a>*0 on J. Let 
D(A) : = {U E C(J)lu E C2(J), lim (cD2u + /Du)(x) = 01 
x-aJ 
and let 
Au=aD2u+j3Du 
for u E D(A). Then A : D(A)-+C(J), and the following conditions are satisfied: 
(i) D(A) is dense in C(J), 
(ii) A is closed, 
(iii) if we have u - )3Au 2 0 for some Iz > 0 and some u E D(A), then either u is 
strictly positive on J or u is identically zero, 
(iv) A is dissipative. 
In order to state the conditions on cr and /3 in Theorem 2, we define the 
function W as follows: 
W(x) : = exp - 1 $ (W]. 
Moreover, L (resp. Z?) denotes the left (resp. right) boundary point of J and x0 
denotes a point in J. 
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THEOREM 2. Let A be defined as in proposition 1. Then the range of I-A is 
C(J), i.e. A is the generator of a C,-semigroup on C(J), if and only if o and 
p satisfy 
WL) WEL’(L,X~) or i W(x) i a-‘W-‘(t)dt dx=o3 or both 
L L 
WR) WEL'(X~,R) or ? W(x) i a-‘W-‘(t)dt dx=o3 or both. 
x0 x 
REMARK. The reader familiar with Feller’s terminology will recognize that 
(HL) (resp. (HR)) is satisfied if and only if L (resp. R) is not an entrance 
boundary point. Note that in the original paper of Feller a misprint occurs in 
the definition of entrance boundary point [3, p. 5161, but it is clear from the 
context that it is meant that R is an entrance boundary point if 
W$L’(xO,R) and f W(x) i a-‘W-‘(t)dt dx<o3, 
aI x 
or, equivalently IV4 L ‘(xc, R) and Q E L’(xO, R), where 
Q(x): =a-%-‘(~) i W(t)dt. 
x0 
Observe that Q EL ‘(xc, R) implies a - ’ W- ’ E L’(x,, R). 
3. PROOFS 
PROOF OF PROPOSITION 1 
(i) D(A) is dense in C(J). Let us denote by C,(J) (resp. C:(J)) the subset of 
functions of C(J) (resp. of C(J)fl C2(J)) which are constant outside of a 
bounded closed subinterval of J. Clearly C,(J) is dense in C(J) and a simple 
regularization procedure shows that C%(J) is dense in C(J). Finally we note that 
Ci(J) CD(A). 
(ii) A is closed. Let (u,)cD(A), u and u in C(J) be such that lirnn+@ 
I/U, - u/l = 0 and lim,,, IIAu, - VI/= 0. We have to show that u ED(A) and 
Au = u. Let us denote Au, by u,. For every a, b E R such that [a, b] c J there is 
a constant c> 0 such that a(x) > c for all x E [a, b]. Therefore the restriction on 
[a, b] of aD2u +bDu is a regular Sturm-Liouville operator [2]. Since u,(a) 
(resp. u,(b)) converges to u(a) (resp. u(b)), it follows from the classical 
theory [2] that u; and u,” are Cauchy sequences in C[a, b], and therefore that 
u E C2[a, b], and au” + bu’= o on [a, b]. Since a and b are arbitrary, u E C2(J) 
and au”+&‘= u on J. Since u E C(J), lim,,a, u,(x) =0 and u, converges 
uniformly to u, we see that lim,+, (u”+@‘)(x) exists and is equal to zero. 
Thus UED(A) and Au=u. 
(iii) If 1> 0 and u E D(A) then u - 1Au 2 0 implies u 2 0. It follows from the 
boundary condition that lim,,aJ U(X) 2 0. If there is an y E J such that u(y) <O, 
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then u possesses a negative minimum at some point z E J. But then u’(z) = 0 and 
u”(z) 10, thus u(z) - L&‘(z) - A/?u’(z) < 0, a contradiction. Note that from the 
strong maximum principle [8, p. 6, Th. 31 it follows that either u(x) >O for every 
XE J or u is identically zero. 
(iv) A is dissipative. It follows from (iii) that for Iz>O, I-AA:D(A)-+ 
-+R(I-- IA) is injective. Indeed, if u E D(A) and u - llAu = 0, then u L 0 and 
-U ~0, hence u = 0. Let us define J* = (I- AA) - ‘. Then Jn is a positive 
operator (u>O* J~u10)) and J1, I= 1, where 1 is the constant function 
equal to 1. (Note that 1 ED(A)). Then it follows that 11 Jnul/ 5 /lull for every 
u ER(I-AA). This completes the proof of Proposition 1. 
The proof of Theorem 2 is based on the following lemma. 
LEMMA 3. Let A be defined as in Proposition 1. Then I- A is surjective in 
C(J) if and only if there exist two functions uL and uR, such that 
(i) uL and uR are in C2(J) and satisfy 
(3.1) u-aD2u-pDu=O 
on (L,R), 
(ii) uL is positive, increasing on (L, R) and lim,,, uL(x) = 0, 
(iii) uR is positive, decreasing on (L, R) and lim,,R uR(x) = 0. 
PROOF OF LEMMA 3 
Necessity. We assume R(I- A) = C(J). Let a, b E IR be such that L <a< b < R. 
Let f E C(J) be positive on (a, b) and zero outside of (a, b). Let 17 be the unique 
function in D(A) satisfying ii - aD2ii -/3Dzi = f. From Proposition 1, (iii), it 
follows that ii is positive on J. Moreover, since limXdaJ f(x) =0, we have 
lim x+a~ @x)=0. a satisfies ii-aD2ii-BDii=O outside of (a, b). For x1 b, 
ii’(x) # 0. Otherwise there is an RZ b such that S’(x) = 0 and a”(x) > 0, hence ii 
has a local minimum of ii. Since ii >0 and lim,+R ii(x) = 0, there must be a 
local maximum at some y>R, hence a’(~+=0 and ii”(y) =(a-‘ii)(y)>O, a 
contradiction. Thus iz is positive and decreasing on (b, R) with lim,+R a(x) = 0. 
Next define UR to be the unique solution of (3.1) on (L, R) satisfying 
uR(b) = ii(b) and z.&(b) = ii’(b). Note that uk(b) < 0 and uh does not vanish on 
(L, b), because otherwise UR would have a local minimum r , which (by a 
similar argument as above) is impossible. Hence uk < 0 on (L, R). It follows 
that UR satisfies the conditions of the lemma. Similarly we prove the existence 
of an increasing function uL satisfying the conditions of the lemma. 
Sufficiency. Since A is closed and dissipative, R(I- A) is closed. Since C,(J) 
is dense in C(J), it is sufficient to prove that R(Z-A)> C,(J). Let f be in 
C,(J).Thustherearea,b,c,d~IRsuchthatL<a<b<R,f(x)=cforxlaand 
f(x) =d for xk b. Note that ui(a)>O and uk(b)<O. For ~,BE [R we define: 
u,=cl+yuL on (L,a], with 1(x)=1, 
u,=dl +6uR on [b,R). 
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Then uY E C2(L, a] fl C[L, a], u,, satisfies uy - au; - /?u; =f on (L, a] and lim,,L 
(au”+/3u’)(x) =O. Similarly for u6 on [b,R). Let us denote by uf the unique 
solution in C2[a, b] of u - au”-/3u’=fsatisfying U&Z) = z.+(b) = 0. For ,B, v E R, 
we set 
up,“=uf +p.4,+vu, 
on [a, b]. If we can find y, a,,~, v E IR, such that u defined by uY on (L, a), uP, y 
on [a, b] and ug on [b,R) is Cl&R), then it follows from the differential 
equation that u E C2(J), u belongs to D(A) and u--Au =f. The continuity of u 
and u’ is insured at a and b if and only if the following system possesses a 
solution: 
where A =u~(II)>O, B=uk(a)>O, C=u,(b)>O, D=u;(b)>O, E= U,(a)>O, 
F= uh(a) < 0, G = uR(b) > 0, H= uk(b) < 0, K= u;(a) and M= uj(b), and 
where uJ(a) =uf(b)=O. The determinant of the system is equal to 
(/IF- BE)(GD- CH)<O. Thus p, v, y and 6 are uniquely determined. This 
completes the proof of Lemma 3. 
In the next lemmata we shall find necessary and sufficient conditions for the 
existence of uL and uR as in Lemma 3. Since the conditions for uL are similar 
to those for uR we shall restrict ourselves to the case of uR. Since uR is positive 
on (L,R) we can assume without loss of generality that u&&c) = 1 for some 
x0 E (~5, R). From now on x0 denotes an arbitrary fixed element of (L, R). 
LEMMA 4. Let a and /I be as in Proposition 1. Then there exists a unique 
minimal positive decreasing solution ii of (3.1) satisfying a(~,) = 1, i.e., if u is 
any positive decreasing solution of (3.1) satisfying u(xo) = 1, then ii I u. 
PROOF. Foro E R, let us denote by u, the unique solution of (3.1) satisfying 
u(xo) = 1, z/(x0) = w. Set 
B: = {cu E Rlthere is a r~(x~,R) such that u,(~)<O}. 
For o = 0 the solution u, satisfies z&(x0) = 0, u”(xo) = (~(x~)/a(x~)) > 0. Thus u 
is increasing in a right neighbourhood of x0, and since no solution has a 
positive maximum it follows that u, is strictly increasing for x>x,. Thus 
0 $ B. Moreover, B is not empty. Indeed, let [ E (x0, R). Since a> 0 on [x0, Q, 
there is a unique 6 satisfying (3.1) and ti(xo) = 1, u”(r) = - 1. B is open. For 
o E B, let < E (x0, R) be such that a, C= 0. Then there is an E > 0 such that 
u,(c)<0 for Iv--ol<e. Moreover, if oleB and if CC)~~C(),, then 02eB. 
Finally, if o E B, then uk<O. First note that &(x0) CO. Let w denote the first 
zero of 24;, if it exists. If u&?)>O, then by (3.1) u, has a minimum at x and 
since u, cannot have a positive maximurn and U, vanishes somewhere, this is 
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not possible. If U,(X) = 0, then U, has to be identically zero, which is not the 
case. If U,(X) <0, then R would be by (3.1) a negative maximum of U, which 
is also impossible. Thus ul, < 0 on (x0, R). Set Q = sup B and ii = uQ. Then ii is 
the desired function. Indeed, ii r0 on (x0,@ since G $ B, B being open. 
Furthermore, ii is non-increasing since ~2 is the supremum of decreasing 
functions. ii>0 follows from the maximum principle [8, Th. 3 p. 61. Finally if 
~20 is a decreasing solution of (3.1) on [x0, r] satisfying u(x,J = 1 and ura, 
then w: =ii-u satisfies (3.1) on [xe,R), w?O and either w=O or w’(x,)>O. If 
w/(x,,) > 0, then &(x0) < EI and u/(x0) E B, a contradiction. Thus u = ii, and zi is 
minimal. This completes the proof of Lemma 4. 
REMARK. In [3], Lemma 4 is proved under the additional assumption a~ 
E C’(J). We shall define 
y= lim ii(x) = inf U(x). 
x+R x E (xo, RI 
Then it is clear that condition (iii) of Lemma 3 is satisfied if and only if y = 0. 
It will be easier to find necessary.and sufficient conditions for y to be positive. 
This is done in the next lemmata. 
LEMMA 5. If y>O, then W$L1(xo,R). 
PROOF. We shall denote by ii the solution of Lemma 4. First we define u 
to be the unique solution of u - a~” -/I&= 0 on [x0, R) satisfying u(xO) = 0 and 
u’(xO) = 1. Note that o and u’ are positive on (x,,, R). Let 
M= sup u(x). 
x E (xo, RI 
Then, if y>O, M= 03. Otherwise, ti: =zVi- yM-‘o would be decreasing, 
satisfying lim,,R u”(x) = 0, and ti< ii, contradicting the minimality of ii. Next 
observe that W= o’ii - 20. Indeed (u’ii - ii’u)(xe) = 1 and an easy computation 
shows that 
(O’S - a) P =-- 
v’ii-ii’0 a’ 
(note that u’a - ii’u > 0). Hence 
(u’iz - h)(x) = exp [ - j0 (t)(t)&] = W(x). 
Since - ~2% 10 we have 052 I W, and since ~‘2 0, u(x,,) = 0 and y 5 a, we get 
yo(x)5 i W(t)&. 
x0 
Since y>O and M=oJ, we obtain W@L1(xo,R). 
LEMMA 6. If a-l W-’ E L’(xo, R), then 
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(i) 72: =ii’(xO)+ SF0 ~a-‘W-‘dt50, 
(ii) yZ-nWI -ii’liiZ-rW, 
where ii denotes the solution defined in Lemma 3 and 
Z(x) : = W(x) ‘s a - ’ W- ‘(t)dt. 
x 
PROOF. From the differential equation satisfied by ii we get 
(3.2) a’(x)= W(x){ii’(x,,)+ j m-‘W-‘dt}. 
x0 
Since ii’(x) < 0, W(x) > 0, n = lim,,, a’(x)W-‘(x)10. Next rewrite (3.2) as 
ii’(x)=zW(x)-{ i iicr-‘W-‘dt}W(x). 
x 
Since y I a, we get 
yz-nW5 --ii’. 
On the other hand, since u is positive decreasing and Z is positive, we have 
- a’(x) 5 - n W(x) + ii(x)Z(x) . 
LEMMA 7. If y>O, then ZEL’(X~,R). 
PROOF. From (3.2) we get, for every XE (xO,R), 
y j a-‘W-‘dtr j aa-‘W-‘dts -ii’( 
x0 .%I 
Since y>O, it follows that (x-i W- ’ EL ‘(x0, R). By using Lemma 6, we get 
yZ< -ii’. But y>O and -ii’~L’(x,,,R) imply ZeL1(xo,R). 
LEMMA 8. If ZeL’(xo,R) and W$L1(xO,R) then y>O. 
PROOF. If ZE L’(x,,, R), it is easily seen that cK* W-’ E L’(x,,, R). From 
Lemma 6 it follows that - n WS -ii’, with n<O. Since iifeL1(xo,R) and 
W$L’(xO, R), it follows that n=O. By using Lemma 6 again, we obtain 
-u’<iiZ, and since ii>O, 
Or -; IZEL’(X,,,R). 
It follows that 
llog a(R)] = llog y-log n(x,)j = i - 5 < 00. 
6l 
Hence y>O. 
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COROLLARY. It follows from Lemmata 5, 7 and 8 that y=O is satisfied if and 
only if WE L’(x,,R) or Z@ L’(xo,R). This completes the proof of Theorem 2. 
4. COMPARISON WITH MARTINI’S RESULTS 
In this last section we show how the conditions a)-d) given in the introduction 
can be improved. Let a, DE C[a, b] be such that a> 0 on (a, b). We look for 
sufficient conditions which imply that b is not an entrance boundary point. If 
/3=p+ - j--, where p’ (resp. p-) denotes the positive (resp. negative) part of 
p, it is easily seen that WE L’((a + b)/2, b) if a- ‘p- E L’((a + b)/2, b) and thus 
b is not an entrance boundary point. In particular, if a(b)>O, or a(b) =0 and 
o-i l L’((a+b)/2,b), then a-lb- ~L’((a+b)/2,b). These cases are not 
contained in Th. 1 of [5]. 
Moreover, if a(b)=O, a-‘$L’((a+b)/2,b) and P(b)>O, then a-‘P- E 
EL ‘((a + b)/2, b). This case is also not included in Th. 1 of [5]. 
Next we show that, if a-t $L’((a+ b)/2,b) and a-*P- EL’=‘((~+ b)/2,b), 
then b is no entrance boundary point. Observe that condition HR of Theorem 
2 is satisfied for a and p if and only if it is satisfied for Aa and AD with A > 0. 
Thus, without loss of generality we can assume a - ’ $ L’((a+ b)/2, b) and 
1 
(Y lb- 5 1 on ((a + b)/2, b). By using Proposition 1 and Lemmata 3 and 4 it is 
sufficient to show that y = 0. Let ii denote the function defined in Lemma 4. 
We have 
a=aii”+/3n’ on (a,b), 
and since a’< 0 on (a, b), 
iisaii”+p-(-ii’) on (a,b). 
I Since a>0 and a-‘P- I 1 on ((a+ b/2), b), we obtain 
Hence, using Young’s inequality, 
++ i 
(a + b)/2 
a-‘a2dt++ ( +ij,2 (ii’)2dt for XE 
0 
Thus 
i 
(a + b)/2 
aw1ii2dfr2~ii’(~)1 .u(y) for x.(y,b). 
If y> 0, we obtain 
y2 ,,+j,2 c1dts21ii’(~)I-ii(~), x.($b), 
contradicting the fact that a - ’ $ L ‘((a + b)/2, b). Thus y = 0. 
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We have shown that the conditions a-‘P- ~L’((a+b)/Zb) and a-“P- E 
E L”((a + b)/2, b) are sufficient for b not to be an entrance boundary point. If 
a = 0, b = 1, a(x) = 1 -x and P(b) < 0, both conditions are not satisfied. An easy 
computation shows that if p(b) > - 1, then b is not an entrance boundary point. 
Thus, if a - t $ L ‘((a + b)/2, b), P(b) may even be negative. 
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