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Approximate empirical models of thermal convection can allow us to identify the essential proper-
ties of the flow in simplified form, and to produce empirical estimates using only a few parameters.
Such “low-dimensional” empirical models can be constructed systematically by writing numerical or
experimental measurements as superpositions of a set of appropriate basis modes, a process known
as Galerkin projection. For three-dimensional convection in a cylinder, those basis modes should be
vector-valued, mutually orthogonal, and defined in cylindrical coordinates. Here we construct such
a basis set and demonstrate that it has these desired properties and boundary conditions when the
exact constraint of incompressibility is relaxed. We show its use for representing sample simulation
data and point out its potential for low-dimensional convection models.
INTRODUCTION
Given the inherent complexity of fluid flow, the scarcity
of closed-form solutions to its equations of motion, and
the computational expense of large-scale numerical simu-
lation, it is often practical to seek empirical models with
a limited number of degrees of freedom, that is “low-
dimensional” models. Ideally, such models would require
less input information than the full velocity field, but
would characterize the essential flow dynamics. The in-
put could come from either simulation or experiment, and
the model could be used to forecast future flow states or
to estimate the flow at the present time in regions which
have not been measured directly. Here and throughout,
we consider flows in the usual three spatial dimensions;
all subsequent discussion of dimensionality refers to the
phase space required to represent the system, or equiv-
alently, the number of parameters used to represent the
flow. Many low-dimensional models for fluid dynami-
cal systems have been developed in previous work. Here
we will focus on a particular problem: building low-
dimensional models of thermal convection in a cylindrical
vessel from experimental measurements.
Historically, we might consider the first modern low-
dimensional convection model to be that of Lorenz [1],
whose three-parameter model for atmospheric convection
displayed such a strikingly sensitive dependence to initial
conditions that it spurred a new understanding of fluid
dynamics in terms of chaos and dynamical systems the-
ory. Lorenz built his model by writing the equations of
motion for convection in spectral form (that is, as a su-
perposition of flow modes with different wave numbers)
and truncating the equations to just three modes. Later,
Howard and Krishnamurti [2] produced a six-mode trun-
cation that captured more intricate dynamics, and Thif-
feault and Horton [3] showed that retaining a seventh
mode produced the lowest-dimensional truncated model
that conserves total energy in the dissipationless limit.
Many convection models have focused on the large-scale
circulation, whose shape is a single, large roll that nearly
fills the container. (The large-scale circulation is also
called the mean wind or the wind of turbulence.) Sreeni-
vasan et al. [4] used laboratory measurements to build
a model for the large-scale circulation and attributed
reversals of the large-scale circulation to imbalance be-
tween buoyancy and friction. Benzi [5] found that rever-
sals were well-modeled by a set of stochastic differential
equations. Brown and Ahlers [6] also built a model from
stochastic ordinary differential equations, using one for
flow strength and another for flow orientation, and found
predictions consistent with their experimental measure-
ments. Models of many fluid systems, including ther-
mal convection systems, are frequently constructed us-
ing proper orthogonal decomposition [7], balanced proper
orthogonal decomposition [8], and related techniques.
Navarro et al. [9] constructed a low-dimensional model
for convection in a cylinder whose upper and lower sur-
faces counter-rotate and found that a model with 41 de-
grees of freedom successfully reproduced the representa-
tive states considered. Bailon-Cuba and Schumacher [10]
constructed a low-dimensional model for convection in a
square domain by projecting simulation data onto a set
of basis modes found via proper orthogonal decomposi-
tion. Bailon-Cuba et al. [11] used a similar procedure to
produce a model applicable in a more complex domain
having inlets, outlets, and localized heat sources.
If we have only experimental measurements as inputs,
then model construction methods which require high-
resolution a priori simulations spanning space and time
(like proper orthogonal decomposition) are unavailable
to us. We have been initially motivated by characteriz-
ing the flow in liquid metal batteries [12–14], which are
built with cylindrical shapes having different aspect ra-
tios than the most commonly studied convection systems,
and which are subject additional physical processes; their
dominant flow features have not yet been characterized
with low dimensional models. The general method that
we describe herein has direct application to these sys-
tems.
A rational and systematic procedure for producing low-
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2dimensional models, without prior simulation results or
knowledge of dominant flow features, is Galerkin projec-
tion [15–17], in which numerical or experimental mea-
surements are represented as a superposition of weighted
basis modes. The weights of the modes then express
the information contained in the measurements, just as
a Fourier transform expresses the information contained
in the function from which it is produced. Truncating
the projection to a small number of modes produces a
low-dimensional model, in which only the degrees of free-
dom associated with the remaining modes are considered.
Galerkin projection also allows making estimates at lo-
cations other than those where measurements were col-
lected, by summing the weighted modes. Performing a
Galerkin projection, however, requires an appropriate set
of modes. Though similar considerations apply across a
diverse array of other applications beyond fluid mechan-
ics, there has been very little work on these methods in
cylindrical coordinates for three spatial dimensions. One
exception is Wang et al. [18], in the context of image
processing.
In the present paper we construct a basis set appro-
priate for low-dimensional models of fluid flow, including
convection, in cylindrical geometry. We begin in § with
the mathematical background necessary for projecting
convection measurements onto a basis set, which identi-
fies the required characteristics for the basis. In §, we
show how to construct a vector-valued basis set in which
every mode satisfies no-slip boundary conditions and is
orthogonal to every other mode, as desired for flow mod-
eling. We provide a few examples of vector cylindrical
harmonics and discuss the properties of the basis. In §,
we demonstrate the use of the basis via Galerkin pro-
jection of one velocity field, taken from a simulation of
convection in a cylindrical container. Characteristics of
the resulting modal weights are considered. By truncat-
ing the projections to varying mode counts, we consider
how the fidelity of a low-dimensional model depends on
its dimensionality (that is, the number of parameters),
at least for this set of measurements. Finally, we close
with §, which summarizes our conclusions and points out
opportunities for future work.
GALERKIN PROJECTION AND DESIRED
CHARACTERISTICS OF BASIS
Given a set of scalar basis modes ψj , any scalar quan-
tity f(xn) measured at locations xn (where each n labels
a different point in space) can be written as a superposi-
tion of weighted modes
f(xn) =
Nj∑
j=1
αjψj(xn), (1)
where Nj is the mode count and αj is the scalar weight
of the jth mode. A Fourier series is one example of such
a superposition, in which the modes ψj are sinusoids. A
finite mode count Nj may not allow an exact match be-
tween the measurements and their reproduction in terms
of the basis modes. Then, the representation in Eq. 1 is
only approximate, and the squared error is
ε =
Nn∑
n=1
f(xn)− Nj∑
j=1
αjψj(xn)
2 ,
where Nn is the number of measurements. It can be
shown [19] that the error ε is minimized by the particular
values of the weights αj that satisfy the matrix equations
Nn∑
n=1
Nj∑
j=1
ψj(xn)ψj(xn)αj =
Nn∑
n=1
ψj(xn)f(xn), (2)
known as the “normal equations” of the linear, least-
squares fit. Minimizing the error is mathematically iden-
tical to maximizing the probability that the weights αj
correctly model the measured data, assuming Gaussian
errors. It is often convenient to solve Eq. 2 via singu-
lar value decomposition [20], and we require Nj ≤ Nn.
Choosing Nj  Nn provides a systematic and natural
technique for constructing a low-dimensional model of
the original measurements f(xn). Galerkin projection
(also known as least-squares projection) requires, how-
ever, that the basis modes ψj(xn) be orthogonal and
span the domain xn. Reproducing arbitrary measure-
ments f(xn) to maximal accuracy also requires that the
basis set be complete and that Nj → ∞. However, as
we shall see, explicit demonstration of completeness is
not required for the method to yield practical results in
a given application.
Our goal is to model velocity fields of a convecting
system in a cylindrical vessel. Because velocity is a vec-
tor, we require a vector-valued basis set. Considering a
cylindrical vessel, we seek a basis set defined in terms of
cylindrical coordinates (ρ, ϕ, z), made dimensionless so
that 0 ≤ ρ ≤ 1/2 and 0 ≤ z ≤ 1. (Cylindrical containers
of other sizes and other aspect ratios can be accommo-
dated by scaling.) Two vector basis modes ψj(ρ, ϕ, z)
and ψk(ρ, ϕ, z) (here labeled generically with a single
subscript) are orthogonal if and only if the volume in-
tegral of their product vanishes for non-identical modes
(j 6= k):∫
ψj ·ψk dV =
∫ 1
0
∫ 2pi
0
∫ 1/2
0
ψj ·ψk ρ dρ dϕ dz = 0. (3)
Working with experimental measurements, we consider
no-slip boundary conditions at the outer radius of the
cylindrical volume. Thus we would prefer to ensure
such a boundary condition by finding modes that sat-
isfy ψk(ρ = 1/2) = ψk(z = 0) = ψk(z = 1) = 0 for any
3k. In general, we also prefer a basis set that is complete
so that it can represent any incompressible vector field
in the spatial domain.
Though Galerkin projection is a well-known technique,
we found it necessary to devise a new basis set after find-
ing no existing basis sets with all of the desired character-
istics for three-dimensional cylinders. Our approach was
initially inspired by vector spherical harmonics [21, 22],
widely used for spectral simulations in atmospheres [23],
oceans [24], planetary cores [25], solar convection and
dynamos [26, 27] and helioseismology [28] in spherical
coordinates. Vector spherical harmonics are also useful
for producing low-dimensional models from laboratory
measurements of velocity fields and magnetic fields in
spherical systems [29]. Vector spherical harmonics are
vector-valued, mutually orthogonal, and have the proper
periodic boundary conditions for representing functions
on the surface of any sphere. Additionally, because vec-
tor spherical harmonics are constructed via curls, each
harmonic individually has zero divergence, making them
useful for representing incompressible flows and magnetic
fields.
One might expect to produce a set of functions with the
same attractive features for incompressible flows in cylin-
drical coordinates by using steps analogous to those for
deriving vector spherical harmonics, but this procedure
does not work. First, individual vector spherical har-
monics do not satisfy no-slip boundary conditions at the
wall of a spherical vessel. Rather, when vector spherical
harmonics are used in spectral simulations, radial bound-
ary conditions are enforced by careful choice of the modal
weights (analogous to αj in Eq. 1) Hollerbach [30]. In our
mathematical investigations we find that analogous basis
sets constructed in cylindrical coordinates suffer from the
same trouble satisfying boundary conditions. A second
problem arises in cylindrical coordinates as well. When
we constructed basis sets in cylindrical coordinates using
curls that enforce incompressibility, the requirements for
modes to be mutually orthogonal were not easy to sat-
isfy with any common functions. These two fundamental
problems require that we construct a new basis in which
we relax the exact constraint of incompressibility.
CONSTRUCTING VECTOR CYLINDRICAL
HARMONICS
We represent velocity fields in terms of separable scalar
harmonics of the form
ψlmk = J1(2ζkρ)
cos lϕ
sin lϕ sinmpiz, (4)
where now we label each mode with three positive in-
teger indices (k, l,m), J1 is the Bessel function of the
first kind (Jn with n = 1) and ζk is the k
th zero of J1.
The azimuthal factor in the ψlmk can be constructed us-
ing either a cosine or a sine, and we will use both modes
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FIG. 1. Bessel functions of the first kind.
FIG. 2. Scalar cylindrical harmonics as given by Eq. 4, plotted
on the cylinder ρ = 0.45 and on the plane y = 0. (a–b), ψ2c31 .
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when we reconstruct data. In Eq. 4, l, m and k are wave
numbers in the azimuthal, axial, and radial directions
respectively. Figure 1 shows the situation: Bessel func-
tions of the first kind oscillate as ρ varies. The radial
factor J1(2ζkρ) is scaled such that the no-slip boundary
condition is satisfied and there are k/2 oscillations over
the range 0 ≤ ρ ≤ 1. Here and below we will denote
cosine and sine modes with the suffixes “c” and “s”, re-
spectively. For example, ψ3c42 = J1(2ζ2ρ) cos 3ϕ sin 4piz
and ψ2s31 = J1(2ζ1ρ) sin 2ϕ sin 3piz. A few of the scalar
harmonics ψlmk are shown in Fig. 2.
We can use the scalar harmonics ψlmk to approximate
vector-valued functions u in cylindrical coordinates by
4summing over (k, l,m) in all three coordinate directions:
u(ρ, ϕ, z) =
∞∑
k=1
∞∑
l=−∞
∞∑
m=1
(
αlmk ρˆ+ β
lm
k ϕˆ+ γ
lm
k zˆ
)
ψlmk ,
(5)
where (ρˆ, ϕˆ, zˆ) are unit vectors in the radial, azimuthal,
and axial directions, respectively. We shall refer to each
ρˆψlmk as a radial basis mode, each ϕˆψ
lm
k as an azimuthal
basis mode, and each zˆψlmk as an axial basis mode. To-
gether, the ρˆψlmk , ϕˆψ
lm
k , and zˆψ
lm
k form a set which
we shall call the “vector cylindrical harmonics”. The
(αlmk , β
lm
k , γ
lm
k ) are dimensionless coefficients.
Such an approximation has many of the characteristics
desired for constructing low-dimensional models of con-
vection in a cylinder. The vector cylindrical harmonics
are defined in cylindrical coordinates. Each mode has
magnitude zero at the boundaries z = 0, z = 1, and
ρ = 1/2, as is clear from Eq. 4. Each mode therefore
satisfies the required no-slip boundary condition, as do
any superpositions of modes. Each mode satisfies the
periodicity boundary condition in the azimuthal direc-
tion: ψlmk (ϕ = 2pi) = ψ
lm
k (ϕ = 0). Each mode is also
orthogonal to every other. By scalar products,
ρˆψ · ϕˆψ = ϕˆψ · zˆψ = zˆψ · ρˆψ = 0,
where we have not written the indices (k, l,m) because
their values do not matter; Eq. 3 is satisfied for pairs of
modes of different coordinate direction regardless of their
wave numbers. For pairs of modes of the same coordinate
direction, orthogonality is guaranteed by the facts that,
if (k, l,m) 6= (p, q, r),∫ 1/2
0
J1(2ζkρ) J1(2ζpρ)ρ dρ = 0∫ 2pi
0
cos lϕ cos qϕ dϕ = 0∫ 2pi
0
sin lϕ sin qϕ dϕ = 0∫ 2pi
0
cos lϕ sin qϕ dϕ = 0∫ 1
0
sinmpiz sin rpiz dz = 0;
again, Eq. 3 is satisfied.
If the vector cylindrical harmonics formed a complete
basis set, then the approximation stated in Eq. 5 is exact:
as long as an infinite number of modes are included in the
sum, any vector-valued function defined in the cylindrical
domain considered here can be represented without er-
ror. Still, even an incomplete basis can represent a large
variety of flows of practical interest with good fidelity.
The set of all cosines and sines, used in the azimuthal
factor, is known to be complete. The set of all sines,
used in the axial factor, is also known to be complete for
no-slip boundaries. For the radial factor, we expect the
Bessel functions to be able to match functions of arbi-
trary spatial frequency because of the oscillatory nature
of the J1(kρ). However, the envelope of their oscillation
always decreases with radius ρ, as shown in Fig. 1, which
is similar to Fig 1a of Wang et al. [18]. Thus functions
whose amplitude is minimum at small radius ρ ∼ 0 may
not be well-matched with Bessel functions. In general,
construction and rigorous proof of a complete basis set is
a challenge beyond the present scope.
EXAMPLE USING CONVECTION SIMULATION
RESULTS
To test the applicability of vector cylindrical harmonics
for representing data, we consider an example. J. Schu-
macher has graciously provided us with results of a nu-
merical experiment in which he and colleagues solved the
Boussinesq equations for thermal convection in a cylin-
der of height H and diameter d = H. The side wall
was thermally insulated, such that the heat flux through
the wall, or equivalently the radial temperature gradient
at the wall, was zero. The temperatures of the top and
bottom were held constant and uniform. All boundaries
were no-slip (zero velocity). The equations were solved
using a spectral element method with the Nek5000 pack-
age. The Rayleigh number (dimensionless buoyancy) was
Ra = 107. The Prandtl number was Pr = ν/α = 0.7
(the value for water), where ν is the kinematic viscos-
ity and α is the thermal diffusivity. We will examine a
single snapshot from the simulation, with all three ve-
locity components tabulated on a cylindrical grid of size
97× 193× 128 in ρ, ϕ, and z, respectively, equivalent to
7.2 × 106 individual measurements. An illustrative part
of the three-dimensional snapshot is is plotted in Fig. 3.
We need not retain all information from this high-
resolution, high-dimensional simulation to demonstrate
the use of vector cylindrical harmonics for constructing
low-dimensional models. Rather, we retain only every
fourth grid point in each direction; part of the reduced-
resolution snapshot is shown in Fig. 3b. We reiterate that
the entire three-dimensional snapshot includes more data
than the two surfaces displayed in the figure. The method
described below could be readily applied to the original
snapshot at full resolution, given sufficient computational
resources.
Using the reduced data set as an example, we pro-
ceed with Galerkin projection. We can write the velocity
measurements u(xn), as a superposition of vector cylin-
drical harmonics according to Eq. 5, where each of the
wave numbers (k, l,m) is summed over some (possibly
infinite) set of integers. The weights αlmk , β
lm
k , and γ
lm
k
can be then calculated if we rewrite the normal equations
(Eq. 2) more explicitly in terms of the vector cylindrical
5FIG. 3. (a) Example simulation results. Speed on the sur-
faces y = 0 and the ρ = 0.9H are indicated in color. Gravity
points downward. (b) The same results, plotted at reduced
resolution used for projection onto vector cylindrical harmon-
ics.
harmonic modes, specifically,∑
n,k,l,m
(
αlmk ρˆ+ β
lm
k ϕˆ+ γ
lm
k zˆ
)
ψlmk · (ρˆ+ ϕˆ+ zˆ)ψqrp
=
∑
n
(ρˆ+ ϕˆ+ zˆ)ψqrp u(xn), (6)
and we remind that ψqrp = ψ
qr
p (xn).
As an example, we allow modes with 1 ≤ k ≤ kmax, 0 ≤
l ≤ lmax, and 1 ≤ m ≤ mmax and (kmax, lmax,mmax) =
(16, 10, 12). Solving Eq. 6 with u(xn) given by the
reduced-resolution simulation results, we arrive at the
values of αlmk , β
lm
k , and γ
lm
k , the strongest 10% of which
are plotted in Fig. 4. These weights provide a spectral
representation of the snapshot because each weight cor-
responds to one vector cylindrical harmonic mode, and
each mode has a well-defined wave number in each spatial
direction. Examining the weights directly can therefore
provide insight into the spectral structure of the snap-
shot, often revealing features that are more difficult to
visualize when working with the original measurements.
For example, the αlmk have large magnitudes for wide
range of all three wave numbers (k, l,m), indicating that
the radial velocity component of the snapshot contains
a broad range of spatial frequencies in the radial, az-
imuthal, and axial directions. The βlmk rarely have large
magnitudes when k or l is large, indicating that the az-
imuthal velocity component of the snapshot varies more
gradually in the radial and azimuthal directions. Large
βlmk for large m, however, indicate that the azimuthal
velocity component varies over short length scales in the
axial direction. In contrast, the γlmk have large magni-
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FIG. 4. Spectral representation of the simulation snapshot
shown in Fig. 3. (a) Weights αlcmk corresponding to the
strongest 10% of cosine modes in the ρˆ direction, indicated
in color. (b) Weights αlsmk corresponding to the strongest
10% of sine modes in the ρˆ direction, indicated in color. (c)
Weights βlcmk corresponding to the strongest 10% of cosine
modes in the ϕˆ direction, indicated in color. (d) Weights
βlsmk corresponding to the strongest 10% of sine modes in the
ϕˆ direction, indicated in color. (e) Weights γlcmk correspond-
ing to the strongest 10% of cosine modes in the zˆ direction,
indicated in color. (f) Weights γlsmk corresponding to the
strongest 10% of sine modes in the zˆ direction, indicated in
color.
tude only for small m, indicating that the axial veloc-
ity component varies gradually in the axial direction. It
varies over short length scales, however, in both the ra-
dial and azimuthal directions, as shown by large values
of γlmk for large k and l. Finally, though the spectra are
not identical for sine and cosine modes, they follow the
same general trends.
Once calculated, the weights αlmk , β
lm
k , and γ
lm
k can be
used in Eq. 5 to reproduce u(xn). With a finite set of vec-
tor cylindrical harmonics, the reproduction is imperfect,
6FIG. 5. Example simulation results projected onto vec-
tor cylindrical harmonics, plotted as in Fig. 3. With
(kmax, lmax,mmax) = (16, 10, 12), the reproduction closely
matches the original measurements.
but may still provide a useful model; we will denote the
reproduction ur(xn) to distinguish it from the original
field u(xn). We used the weights plotted in Fig. 4 to pro-
duce ur(xn), and the results are shown in Fig. 5. As in
Fig. 3, the plot illustrates a three-dimensional snapshot
by displaying the speed on two surfaces in the volume.
Comparing to the original velocity field (Fig. 3), we see
that though the match is not exact, the reproduction
closely resembles the original data, demonstrating that
vector cylindrical harmonics as defined in Eqs. 4 and 5
can reproduce a typical convection simulation with good
fidelity. Though we have not proved completeness, and
completeness is required for representing arbitrary func-
tions, a basis set may be robust for specific practical ap-
plications even without being strictly complete [18]. At
least in this example, vector cylindrical harmonics are
robust in that sense.
We built the reproduction shown in Fig. 5 to demon-
strate that the vector cylindrical harmonics are robust
for producing low-dimensional models. The reproduction
shown does have lower dimensionality than the measure-
ments from which it was built, which comprised three
velocity components at 3.8× 104 locations — 1.12× 105
measurements altogether — compared to 1.21× 104 har-
monics in the reproduction. The dimensionality of the
system has been reduced by an order of magnitude, with
minimal loss in fidelity. Still, a reproduction using 104
modes is more complex than the low-dimensional models
we intend to build. Our goal is to continue reducing the
dimensionality as long as the dominant flow features can
be retained. To do so, we must determine the required
dimensionality.
Figure 6 shows a series of reproductions of decreas-
FIG. 6. Example simulation results projected onto vec-
tor cylindrical harmonics, with decreasing dimensional-
ity. Each reproduction is plotted as in Fig. 3, and
each uses fewer harmonics than the one before. (a)
(kmax, lmax,mmax) = (16, 10, 12): 12,096 harmonics (Identi-
cal to Fig. 5). (b) (kmax, lmax,mmax) = (13, 8, 10): 6630
harmonics. (c) (kmax, lmax,mmax) = (9, 6, 7): 2457 har-
monics. (d) (kmax, lmax,mmax) = (5, 4, 5): 675 harmon-
ics. (e) (kmax, lmax,mmax) = (4, 3, 4): 336 harmonics. (f)
(kmax, lmax,mmax) = (3, 2, 3): 135 harmonics. The fidelity of
the reproduction decreases monotonically with dimensional-
ity.
ing dimensionality, beginning the with same reproduc-
tion shown in Fig. 5, and continuing to reproductions
with as few as 135 harmonics, as described in detail in
the figure caption. In all cases, harmonics with the lowest
wave numbers are retained, whereas more and more har-
monics with high wave numbers are dropped with each
subsequent reproduction. The maximum wave numbers
in the radial, azimuthal, and axial directions are all re-
duced from each reproduction to the next. As expected,
the features with high spatial frequency fade as the maxi-
mum wave numbers are decreased. When few harmonics
are used, reproductions tend to be inaccurate near the
ρ = 0 axis, consistent with the fact that ψlmk (ρ = 0) = 0
according to Eq. 4 and Fig 1. However, the high-speed
region near the top center of the snapshot is retained for
most of the reproductions, and the high-speed region at
left is retained for all. Even a reproduction that reduces
1.12 × 105 numerical measurements to 135 modes can
provide useful insight into the flow state in an industrial
setting.
We can go beyond qualitative examination of snap-
7shots by quantifying the fidelity of reproduction. One
measure of the fidelity of a low-dimensional model is the
ratio of the root-mean-square velocity of the model to
the root-mean-square velocity of the original data,
〈u2r〉1/2
〈u2〉1/2 , (7)
where the brackets 〈·〉 signify averaging over the spatial
domain. A perfect model captures all motions, such that
the velocity ratio is unity. A real model does not ex-
actly match the input data; rather, at different locations
it either underestimates or overestimates the speed. Any
mode in the infinite sum in Eq. 5 that has a nonzero
weight contains some spectral power, and if that mode is
neglected when the sum is truncated, its spectral power
is lost. In low-dimensional models for which many modes
are necessarily neglected, the speed is underestimated
more often than it is overestimated, such that the velocity
ratio defined in Eq. 7 falls below unity, dropping to zero
in the extreme case of all modes being eliminated. Speed
can occasionally be overestimated, however, because of
aliasing onto modes with lower spatial frequency.
A second measure of fidelity is the normalized error,
〈(ur − u)2〉1/2
〈u2〉1/2 .
The normalized error would be zero for a perfect model
that matches the original data exactly. To identify a
suitable minimal model that captures basic features of
the dynamics, both the velocity ratio and the normalized
error must be considered in light of the count of modes
retained in the reproduction,
Nr = 3kmax(2lmax + 1)mmax,
which is necessarily less than the number of measure-
ments: Nr ≤ Nn.
Figure 7 shows the velocity ratio and normalized error
for the six reproductions plotted in Fig. 6. As the mode
count Nr (or equivalently, the ratio Nr/Nn) decreases,
the measured fidelity of the reproductions behaves as ex-
pected. With fewer modes, the velocity ratio is lower,
and the normalized error is higher.
Choosing the number of modes to retain in a low-
dimensional model requires striking a balance between
the required fidelity and the complexity of information
to be retained (as well as the complexity of the measure-
ments required). The balance will vary depending on the
application at hand, so by quantifying fidelity, modelers
can make an informed decision. Figure 7 shows that both
velocity ratio and normalized error are monotonic with
mode count — but neither is linear. An astute choice of
mode count will consider that fact. For example, Fig. 7a
shows that the velocity ratio stays above 80% with just
675 modes, for which Nr/Nn = 0.6% and the complexity
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FIG. 7. Fidelity and information content of the six repro-
ductions shown in Fig. 6. (a) Velocity ratio. (b) Normalized
error. Both are plotted against mode count Nr and normal-
ized mode count Nr/Nn, which decrease from left to right. As
mode count decreases, velocity ratio decreases monotonically
and normalized error increases monotonically.
of information retained has been reduced by more than
two orders of magnitude.
Constructing a useful low-dimensional model requires
not only considering the total mode count Nr, but the
maximum wave number in each spatial direction, since
different data sets by definition have different spatial
structure, and may have features that are either broad
or narrow in any of the three spatial directions, therefore
presenting different spectra. We can examine the spec-
tral content of the velocity snapshot shown in Fig. 3 in
each spatial dimension by varying kmax, lmax, and mmax
independently. Figure 8 shows the results. We first held
lmax = 6 and mmax = 10 constant, varying kmax, then
held kmax = 15 and mmax = 10 constant, varying lmax,
and finally held kmax = 15 and lmax = 6 constant, vary-
ing mmax. To speed the calculations, we used every tenth
grid point from the original snapshot. The velocity ratio,
normalized error, and mode count is plotted in each case.
Again we find that the velocity ratio decreases monoton-
ically as the mode count decreases. With this snapshot,
the effect is stronger for kmax and mmax than for lmax.
Setting mmax < 2 has an especially strong effect, suggest-
ing that there is substantial energy in flow shapes with
higher-order symmetry than the m = 1 mean wind.
Likewise, we find that the normalized error increases
monotonically as the mode count decreases, but not al-
ways at the same rate, as shown in Fig. 8(d–f). Normal-
ized error increases fastest in the same ranges of wave
number where velocity ratio decreases fastest, confirm-
ing the observation that the effect of removing additional
modes from the model is not always the same.
CONCLUSIONS
Summary
We have constructed a set of basis functions appropri-
ate for representing velocity fields in cylindrical coordi-
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FIG. 8. Fidelity and information content of low-dimensional
models, varying maximum wave numbers systematically. (a)
Velocity ratio for models with lmax = 6, mmax = 10, and
1 ≤ kmax ≤ 15. (b) Velocity ratio for models with kmax =
15, mmax = 10, and 1 ≤ lmax ≤ 6. (c) Velocity ratio for
models with kmax = 15, lmax = 6, and 1 ≤ mmax ≤ 10. (d)
Normalized error for models with lmax = 6, mmax = 10, and
1 ≤ kmax ≤ 15. (e) Normalized error for models with kmax =
15, mmax = 10, and 1 ≤ lmax ≤ 6. (f) Normalized error for
models with kmax = 15, lmax = 6, and 1 ≤ mmax ≤ 10. (g)
Normalized mode count for models with lmax = 6, mmax = 10,
and 1 ≤ kmax ≤ 15. (h) Normalized mode count for models
with kmax = 15, mmax = 10, and 1 ≤ lmax ≤ 6. (i) Normalized
mode count for models with kmax = 15, lmax = 6, and 1 ≤
mmax ≤ 10. In all plots, the mode count decreases from
left to right. Decreasing the mode count always decreases
the velocity ratio and increases the normalized error, but not
always by the same rate.
nates, and we call them “vector cylindrical harmonics”.
The functions are Bessel functions in the radial direction,
sines and cosines in the azimuthal direction, and sines in
the axial direction. Every function in the basis is orthog-
onal to every other according to Eq. 3 and satisfies no-slip
boundary conditions at the vessel walls. The versatility
of our approach is facilitated by the absence of imposing
an exact constraint of incompressibility.
We have demonstrated the use of this basis set by rep-
resenting a velocity snapshot of a simulation of thermal
convection in a cylinder. We used least-squares projec-
tion to determine the set of modal weights αlmk , β
lm
k ,
and γlmk that best model the simulation results. Those
weights give a spectral representation of the snapshot,
and we have used them to characterize its spectral con-
tent. We have demonstrated the use of the basis set for
making low-dimensional models by varying the number
of basis modes used to represent the simulation results.
As expected, including fewer modes produces a simpler
model with less fidelity.
However, the fidelity of the model varies nonlinearly
with mode count; some modes capture more information
than others. Proving that the vector cylindrical harmon-
ics comprise a complete basis set is beyond the scope of
this paper. Completeness is not be necessary for the basis
to be robust for practical application, however [18].
Applications and Outlook
Our original motivation for developing these general
vector cylindrical harmonics was for the future applica-
tion to characterizing convection and magnetoconvection
in cylindrical liquid metal batteries, given measurements
of the flow using ultrasound velocimetry. Liquid metal
batteries [12–14] are a new technology intended for stor-
ing large amounts of electrical energy, thereby allowing
widespread incorporation of intermittent wind and solar
power on the world’s electrical grids. Because the batter-
ies are built with a liquid electrolyte and two liquid metal
electrodes, fluid flow can affect battery performance [31].
Flow is driven by thermal gradients, since liquid metals
require high temperatures. Flow is also driven by the
electrical currents running through the batteries, whose
magnitudes are on the order of 100 mA/cm2 [32]. We
hope that low-dimensional models will give battery de-
signers and operators useful information about battery
charge state, electrode uniformity, and battery health,
all of which can be affected by flow. Magnetic fields
might also be expressed in terms of the vector cylindri-
cal harmonics, though finding a set of weights to make
the reproduction have divergence as near zero as possible
would be important.
Practical questions will require attention in future
work to construct low-dimensional modes using vector
cylindrical harmonics. Already we have raised the ques-
tion of how many modes should be retained, and finding
a definitive answer will depend on characteristics of the
flow being measured as well as the uses intended for the
model being constructed. There is also the question of
which modes should be retained. Above we have simply
retained the modes with lowest wave number, but our
measurements show that the lowest modes are not al-
ways the modes that capture the most information. Re-
taining a non-consecutive set of modes would sometimes
be useful.
Having chosen a set of modes, one should ask which
measurements are most useful. Solving the normal equa-
tions (Eq. 6), either directly or via singular value decom-
position, involves inverting the characteristic matrix that
appears on the left-hand side of the equations. If the ma-
trix is singular, it cannot be inverted, and Galerkin pro-
9jection fails. If the matrix is nearly singular, inversion
produces substantial numerical error, and Galerkin pro-
jection produces a poor representation of the measure-
ments. The matrix can be characterized by its condition
number, that is, the ratio of its largest eigenvalue to its
smallest eigenvalue. Condition numbers near unity sig-
nify a matrix which is far from singular, and therefore
invertible with negligible error. The characteristic ma-
trix in Eq. 6 has elements calculated by evaluating all
the basis modes at all the measurement locations. Thus
its condition number — and therefore the quality of the
representation it produces — depends on both the choice
of modes and the choice of measurement locations. We
have seen in our own past work that optimizing the con-
dition number is not trivial [33]. Perhaps future work
can find an optimization algorithm.
Finally, the vector cylindrical harmonics may be useful
not only for producing models of simulation results, but
for constructing spectral and/or pseudospectral simula-
tions. In simple geometries like cylinders, spectral simu-
lations are more accurate than simulations based on finite
differences or finite elements, given the same computa-
tional resources. The vector spherical harmonics are used
widely for simulating atmospheric flow [23], flow in astro-
physical objects [28], and magnetic fields of stars [26, 27]
(though, as mentioned above, radial boundary conditions
are satisfied by appropriate choice of modal weights, not
by the modes themselves). Similarly, spectral simulations
using the vector cylindrical harmonics could be applied to
a wide variety of cylindrical systems, including Rayleigh-
Be´nard convection [34]) and flow in astrophysical disks
[35]).
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