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A partially ordered abelian group G is said to be ultrasimplicial if for every nite
set P of positive elements of G there is a nite set B of positive elements which are
linearly independent in the Z-module G, and such that P belongs to the monoid
generated by B. In this paper we prove the result stated in the title. ' 2000 Academic
Press
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1. INTRODUCTION
The ultrasimplicial property was dened in [4] by Elliott, who established
this property for several classes of partially ordered abelian groups, includ-
ing totally ordered abelian groups. In the same paper, Elliott proved that
not every dimension group is ultrasimplicial. The property has interest-
ing consequences for the C∗-algebras canonically associated to dimension
groups via Grothendieck’s functor K0 (see, e.g. [3]).
Mundici and Panti [9] showed that every lattice-ordered abelian group
(for short, `-group) with three generators is ultrasimplicial: while the geo-
metrical ideas contained in their proofs have been the primary source of
inspiration for our work, in the present paper we do not make use of any
geometrical machinery. Other classes of groups were shown to be ultrasim-
plicial in [8].
After Mundici’s proof in [7] that every free `-group is ultrasimplicial, to
solve the problem whether every `-group is ultrasimplicial it is enough to
prove that the ultrasimplicial property is preserved under formation of `-
homomorphic images. Unfortunately, the argument in Handelman’s proof
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of [6, Theorem 3(ii)] has a gap. We shall introduce a sufcient condition
for a dimension group to have the ultrasimplicial property, and show that
every `-group satises this condition. In Section 2, we collect some de-
nitions and standard results on partially ordered groups. In Section 3 we
introduce the key notion of dimensional consistency, and in Theorem 3.7
we shall show that for all dimension groups this is stronger than the ul-
trasimplicial property. In Section 4 we prove that every abelian `-group is
dimensionally consistent. In the nal Section 5 we discuss further research
and open problems.
Daniele Mundici has been, for me, a constant source of encouragement
and an invaluable guide through the subtleties of the matters dealt with
here; I wish to take this occasion to gratefully acknowledge his influence.
2. ULTRASIMPLICIAL DIMENSION GROUPS
We refer to [2] and [1] for background on partially ordered groups.
Throughout this paper Z shall denote the additive group of integers with
natural order. We call N = 1; 2; 3; : : : the set of natural numbers. We
shall need to order tuples of integers lexicographically. We shall say that
z1; : : : ; zn is greater or equal than w1; : : : ; wn in the lexicographic or-
der from left to right (respectively, from right to left) if and only if they are
equal, or else there exists some 1 ≤ i ≤ n such that zj = wj for 1 ≤ j < i
(i < j ≤ n), and zi > wi.
Let G = G;+; 0 be an abelian group, and let ≤ be a partial order on
G; if ≤ is translation invariant with respect to +, in the sense that a ≤ b
implies a + t ≤ b + t for all a; b; t ∈ G, then G = G;+; 0;≤ is said to
be a partially ordered abelian group. The set G+ = x ∈ G  x ≥ 0 is
called the positive cone of G; an element x ∈ G is positive if and only if
x ∈ G+, and it is strictly positive if and only if x ∈ G+ − 0. If ≤ is a lattice
order, G is said to be an `-group. When this is the case, for any a; b ∈ G,
a ∧ b and a ∨ b shall, respectively, denote the inmum and supremum of
a; b in G; more generally, for any nite nonempty set A ⊆ G we shall,
respectively, denote by ∧A and ∨A the inmum and supremum of A in
G. Two elements of an `-group G are orthogonal if their inmum is 0. We
shall need the following two well-known facts:
Proposition 2.1. Let G be an `-group. If a; b; c are in G+, a ∧ c = 0,
and a+ b = c, then a = 0.
Proposition 2.2. Let G be an `-group, and let a; b ∈ G+. Let µ = a∧ b,
a∗ = a− µ, b∗ = b− µ. Then a∗ ∧ b∗ = 0.
Given a partially ordered abelian group G = G;+; 0;≤ and a set S ⊆
G, by S we shall denote the submonoid of G generated by S. A set S ⊆ G
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is independent (resp., dependent) if it is linearly independent (resp., linearly
dependent) in the Z-module G.
The cardinality of a set E shall be denoted  E .
Denition 2.3. Let G be a partially ordered abelian group. A nite
nonempty set P ⊆ G+ is called commensurable if there exists a nite inde-
pendent subset U ⊆ G+ such that P ⊆ U; such U is said to be a set of
units for P . If every nite nonempty set P ⊆ G+ is commensurable, G is
said to be ultrasimplicial.
Example. Suppose that a nite dependent set P is commensurable.
Then there need not exist a set U of units for P such that U  < P. Con-
sider the free abelian group Z3 of rank 3 with the product (lattice) order.
The three positive elements E2 = 2; 2; 2; Eb = 1; 3; 5; Ec = 5; 3; 1 form a
dependent set P , because 3E2 = Eb + Ec; further, none of the proper subsets
of P is dependent. Trivially, P is commensurable, a set of units being for
instance the canonical basis of Z3. Indeed, it is not hard to show that there
is no set of units U such that U  < 3. Generalizations to higher ranks are
possible.
Handelman’s assumption in [6, Theorem 3(ii)] that (in our notation)
there exists a set of units U  such that U  < P is thus seen to be un-
warranted.
A partially ordered abelian group G is said to be directed if each one
of its elements may be written as the difference of two positive elements
of G; it is unperforated if for any x ∈ G and for any n ∈ N, the fact that
nx ≥ 0 implies x ≥ 0; further, we say that G satises the Riesz decompo-
sition property if for any x1; x2; y ∈ G+ such that x1 + x2 ≥ y, there exists
z1; z2 ∈ G+ such that xi ≥ zi for 1 ≤ i ≤ 2, and y = z1 + z2; this is easily
generalized to an arbitrary nite number of xi. A partially ordered abelian
group is a dimension group if it is directed, unperforated, and satises the
Riesz decomposition property; while every `-group is a dimension group,
the converse does not hold.
3. A CRITERION FOR THE ULTRASIMPLICIAL PROPERTY
Elliott exhibited in [4] a dimension group that is not ultrasimplicial; we
shall provide a sufcient condition for a dimension group to be ultrasimpli-
cial. As a preliminary step, we shall extend to dimension groups the usual
`-group-theoretical notion of orthogonality; further, we shall introduce a
notion of fully intersecting set of positive elements, for later use in this
paper.
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Denition 3.1. Let G be a dimension group. A nite nonempty subset
P ⊆ G+ is called a clique if it dominates a strictly positive element of G. In
symbols,
0 6= m ∈ G+  ∀p ∈ P x m ≤ p:
Given sets P ⊆ E ⊆ G+ we say that P is a maximal clique in E if P is a
clique and for each e ∈ E − P , it is not the case that P ∪ e is a clique.
Finally, a subset D ⊆ G+ is said to be pairwise orthogonal if every clique
contained in D is a singleton, i. e., no two elements of D have a common
strictly positive lower bound.
In case G is an `-group, P is a clique if and only if ∧P > 0; also, D is
pairwise orthogonal if and only if its elements are pairwise orthogonal in
the usual `-group-theoretical sense.
An atom in a partially ordered abelian group is a strictly positive element
a such that if a ≥ b ≥ 0 then b = 0. Shen proved in [10] that the set of
atoms of a dimension group is independent; the following proposition is an
easy generalization of that result.
Proposition 3.2. Let G be a dimension group and suppose
D = d1; d2; : : : ; dn ⊆ G+ − 0
is pairwise orthogonal. Then D is independent.
Proof. If n = 1, D is obviously independent. Suppose n ≥ 2 and assume
D is dependent. By induction on n one may assume that any dependence
equation
Pn
i=1 zidi = 0 is such that zi 6= 0 for 1 ≤ i ≤ n. Moreover, since all
elements of D are strictly positive, then, necessarily,
Qn
i=1 zi < 0, whence
we can safely write
a1d1 + · · · + ahdh = b1dh+1 + · · · + bn−hdn
for some natural numbers ai; bj . Then
d1 ≤ b1dh+1 + · · · + bn−hdn:
By the Riesz decomposition property we have the identity d1 = c1 + · · · + ct
for suitable elements ci ∈ G+ such that there are dji ∈ dh+1; : : : ; dn with
dji ≥ ci i = 1; : : : ; t. On the other hand, from d1 ≥ ci i = 1; : : : ; t it
follows that d1 and dji have a common lower bound ci: however, not all ci
can be zero, because d1 > 0. We conclude that D must contain a clique of
cardinality at least two, a contradiction.
Denition 3.3. A dependent set D of elements in a dimension group
G is said to be minimally dependent if no proper subset of D is dependent.
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Denition 3.4. Let G be a dimension group, and suppose Eq =
q1; : : : ; qn and Et = t1; : : : ; tm are two vectors of positive (not neces-
sarily distinct) elements of G; an n × m-matrix R with positive integer
entries such that Eq = REt is called a writing of Eq in terms of Et.
Suppose that P = p1; : : : ; pn ⊆ G+ is contained in the submonoid of G
generated by U = u1; : : : ; um ⊆ G+, in symbols, P ⊆ U. Equivalently,
there exists a writing W of Ep in terms of Eu, where Ep = p1; : : : ; pn, and
Eu = u1; : : : ; um. Denote by Wi the ith column of W , 1 ≤ i ≤ m. Then
W is said to be a dimensional reduction (of P by U) if for every clique
C = ui1; : : : ; uik ⊆ U , with 1 ≤ i1 < i2 < · · · < ik ≤ m, the number
of rows having at least one nonzero entry in the submatrix of W whose
columns are Wi1; : : : ;Wik is strictly greater than k. The set L of elements
of P having the same indexes as those rows is called the image of C lifted
by W .
Finally, we say that G is dimensionally consistent if for every minimally
dependent nite nonempty subset A ⊆ G+ there exists a dimensional re-
duction of A by some nite B ⊆ G+.
Remark 1. It is easy to check that the lifted image L of C by W , is itself
a clique; in fact, each lower bound of C is also a lower bound of L.
Remark 2. Every element ui ∈ U − 0 must be actually used by a
dimensional reduction W , in the sense that there must be at least two strictly
positive integers occurring in column Wi: otherwise, the clique ui would
violate the dening condition of a dimensional reduction. (Note however
that, in case ui = 0, Wi can be a zero column, because the singleton 0 is
not a clique.) Therefore, given ui ∈ U − 0, there must exist at least two
elements p ∈ P such that p ≥ ui > 0.
In order to prove that dimensional consistency implies the ultrasimplicial
property we prepare the following
Lemma 3.5. Let G be a dimension group, and let M ⊆ P ⊆ G+, with
P and M both nite and nonempty. Suppose that there exists a dimensional
reduction W of M by U ⊆ G+ (whence U must be nite and nonempty, too).
Let P˜ = P −M ∪ U . Then for every clique C ⊆ P˜ such that C ∩ U 6= ∅
there exists a clique K ⊆ P such that  K > C  and K ∩M 6= ∅.
Proof. Let us partition C as C = CU ∪ R, where CU = C ∩ U ⊆ U
and R = C − CU ⊆ P˜ − U , so that CU ∩ R = ∅. Then CU is nonempty,
because C ∩ U 6= ∅ by hypothesis. Let L be the image of CU lifted by W ,
and let K = L ∪ R. Trivially, L ∩ R = ∅, because M ∩ R = ∅, and L ⊆ M .
Further, L > CU , because W is a dimensional reduction. It follows that
K > C. It now sufces to show that K is a clique. Since C is a clique,
there exists a strictly positive lower bound c of the elements of C; further,
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any lower bound of the set CU also is a lower bound of L (see Remark 1).
Therefore, c is a strictly positive lower bound of L. Moreover, c is also a
strictly positive lower bound of R, because R ⊆ C. In conclusion, K is a
clique, as required to complete the proof.
The proof of Theorem 3.7 below will be by induction on the clique-
structure of a dependent set of elements, in the following sense:
Denition 3.6. Let G be a dimension group, and M ⊆ G+ − 0 be
nite and nonempty. Let n ≥ 1 be the greatest integer such that there
exists a clique of cardinality n in M . Then the n-tuple DM = d1; : : : ; dn
is dened by stipulating that for each i ∈ 1; : : : ; n,
di = C ⊆M  C is a clique, C = i; C is maximal in M:
Thus di counts the number of distinct maximal cliques of cardinality i of
M . We shall say that DM is the dimensional structure of M . The number n
is said to be its length, in symbols, n = lenDM. Dimensional structures
can be ordered lexicographically from right to left: thus, given DN =
c1; : : : ; cm, we write DM ≺ DN if and only if either lenDM <
lenDN, or lenDM = lenDN, dk < ck, and ci = di for all 1 ≤
k < i ≤ n.
We shall now prove that dimensional consistency implies the ultrasim-
plicial property. The terminology adopted in this paper affords a quick de-
scription of the central idea of the proof: given a nite dependent nonempty
set P of positive elements, a sequence of dimensional reductions of mini-
mally dependent subsets leads to a set of units that commensurate P; this
process actually terminates, because, by Lemma 3.5, at each step the dimen-
sional structure of the current set of candidate units eventually becomes
simpler. In the worst case, the set of units becomes pairwise orthogonal, a
condition which, by Proposition 3.2, implies independence.
Theorem 3.7. Let G be a dimension group. If G is dimensionally consis-
tent, it is ultrasimplicial.
Proof. Let P ⊆ G+ − 0 be nite and nonempty. If lenDP = n = 1,
P is pairwise orthogonal, and hence, by Proposition 3.2, independent. Now
assume by induction that every nite nonempty Q ⊆ G+ − 0 such that
DQ ≺ DP is commensurable. If P is independent there is nothing to
prove; if P is dependent, let M be a minimally dependent set in P . Since
G is dimensionally consistent there exists a dimensional reduction of M
by some nite nonempty U ⊆ G+. Let us dene P˜ = P −M ∪ U . Since
M ⊆ U, then P ⊆ P˜, whence any set of units that commensurate P˜
also commensurates P . To complete the proof it now sufces to show that
DP˜ ≺ DP. This shall be done in three steps, as follows.
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Claim 1. lenDP˜ ≤ lenDP.
Suppose on the contrary lenDP˜ = l > lenDP. Then there exists
a maximal clique A ⊆ P˜ of cardinality l. If A ∩U = ∅, then A ⊆ P , and P
contains a clique of cardinality l, against the fact that lenDP > l. Having
thus shown that A∩U 6= ∅, by Lemma 3.5 there exists a clique K ⊆ P such
that K > l, which is again a contradiction. The claim is settled.
If lenDP˜ < lenDP, the theorem is proved; otherwise, write
DP = d1; : : : ; dn, DP˜ = d˜1; : : : ; d˜n. Let m be the maximum integer
such that P contains a clique of cardinality m having nonempty intersection
with U , in symbols,
m = maxC  C is a clique of P and C ∩M 6= ∅:
Clearly m ≤ n. For each 1 ≤ j ≤ n, let CjP (resp., CjP˜) be the set of
maximal cliques of P (resp., of P˜) of cardinality j.
Claim 2. For m + 1 ≤ j ≤ n, CjP˜ = CjP; furthermore, CmP˜ ⊆
CmP. Hence, dj = d˜j for m+ 1 ≤ j ≤ n, and dm ≥ d˜m.
Indeed, for each m + 1 ≤ j ≤ n, let C be a maximal clique of P of
cardinality j. Since j > m, C ∩M = ∅ by denition of m, and therefore
C is a clique of P˜ . Suppose C is not maximal in P˜ . Then there exists
w ∈ P˜ − C such that C ∪ w is a clique (and in particular w 6= 0). It
follows that w ∈ U , for otherwise w would be an element of P extending
C to a larger clique, against the assumption that C is maximal in P . Now,
by Remark 2, there is an element q ∈ M such that q ≥ w; trivially, q 6∈ C
(because C ∩M = ∅), and hence C ∪ q has cardinality j + 1. Moreover,
C ∪ q is a clique, because the inequality q ≥ w implies that any lower
bound of C ∪ w is also a lower bound of C ∪ q, and a strictly positive
lower bound of C ∪ w exists by the absurdum hypothesis. Then C is not
maximal in P , a contradiction.
Vice versa, let C be a maximal clique of P˜ of cardinality j, and assume
now m ≤ j ≤ n. If C ∩ U 6= ∅, then by Lemma 3.5 there exists a clique
K ⊆ P such that K > j ≥ m and K ∩M 6= ∅: this is against the denition
of m. Hence C ∩U = ∅, and C ⊆ P . It is not hard to see that C is maximal
in P: if this were not the case, there would be some e ∈ P − C such that
C ∪ e is a clique; hence, e ∈ M , for otherwise C ∪ e ⊆ P˜ , against the
maximality of C in P˜ . Since e ∈ M contradicts the denition of m, then C
is maximal in P , and the claim is settled.
Claim 3. There exists a maximal clique C ∈ CmP such that C 6∈
CmP˜. Hence CmP˜ is a proper subset of CmP, and dm > d˜m.
By denition of m there is a maximal clique C ⊆ P of cardinality m,
and moreover C ∩M 6= ∅. Then C 6⊆ P˜ unless C ∩M ⊆ U , in which case
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C ⊆ P˜ and C ∩ U 6= ∅. By Lemma 3.5, there exists a clique K ⊆ P such
that K > m and K ∩M 6= ∅, against the denition of m. Hence C 6⊆ P˜ ,
and the claim is proved.
The proof is complete.
4. EVERY ABELIAN `-GROUP IS ULTRASIMPLICIAL
The purpose of this section is to prove that dimensional consistency is a
property of all `-groups. Instead of giving a direct proof, we shall modify
Denition 3.4 so as to be able to handle n-tuples (alias vectors, in our
present terminology), rather than sets, of positive elements.
Denition 4.1. Let G be a dimension group, and suppose Ep =
p1; : : : ; pn is a vector of (not necessarily distinct) elements pi ∈ G+, for
1 ≤ i ≤ n; suppose further that there exists a set U = u1; : : : ; um ⊆ G+
and a writing W of Ep in terms of Eu, where Eu = u1; : : : ; um, in symbols,
Ep = W Eu. For each i = 1; : : : ;m let Wi be the ith column of W .
We say that a writing W is a formal dimensional reduction (of Ep by U) if
for every clique C = ui1; : : : ; uik ⊆ U , where 1 ≤ i1 < i2 < · · · < ik ≤ m,
the number of rows having at least one nonzero entry in the submatrix
of W whose columns are Wi1; : : : ;Wik is> k. The vector
El of elements of
Ep having the same indexes as these rows is called the formal image of C
lifted by W . (While El also depends on the order in which its terms are
arranged, as we shall see below, this is immaterial: in any case, for the sake
of clarity, we shall assume that we retain the order naturally induced from
Ep by restriction).
Given a vector Ea = a1; : : : ; as with ai ∈ G+ for each i = 1; : : : ; s;
let us agree to say that Ea is globally dependent if there exists an equationPs
i=1 ziai = 0, such that z1; : : : ; zs ∈ Z− 0.
Finally, we say that G is formally dimensionally consistent if for every
globally dependent vector Ea = a1; : : : ; as of elements ai ∈ G+; i =
1; : : : ; s, there exists a formal dimensional reduction of Ea by some nite
B ⊆ G+.
Remark 3. In the light of Remark 1, it is easy to check that El, the formal
lifted image of C by W , consists of elements of G+ that, considered as a
set, form a clique.
Remark 4. The fact that a vector is globally dependent need not imply
that the set of its elements is minimally dependentthough that set will
certainly be dependent; however, when one builds a vector without repeti-
tions out of a minimally dependent set, one obtains a globally dependent
vector.
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Remark 5. If a formal dimensional reduction exists for a vector Ea =
a1; : : : ; as, then one also exists for σ Ea = aσ1; : : : ; aσs, where σ is
any permutation of the set 1; : : : ; s.
Proposition 4.2. Let G be a dimension group. If G is formally dimen-
sionally consistent, then it is dimensionally consistent.
Proof. Let P = p1; : : : ; pn ⊆ G+ be a nite nonempty minimally de-
pendent set. Dene Ep = p1; : : : ; pn. Then Ep is globally dependent (see
Remark 4), and therefore there exists a formal dimensional reduction W
of Ep by some nite nonempty U ⊆ G+. In order to see that W also is a
dimensional reduction of P by U , let us choose a clique C ⊆ U , and let
El = l1; : : : ; ls be the formal image of C lifted by W ; let SEl = pp = li
for some 1 ≤ i ≤ s. Since all li’s are distinct elements of P , it follows that
SEl = s; since s > C, then W is a dimensional reduction of P by U .
Lemma 4.3. Every abelian `-group G is formally dimensionally consistent.
Proof. Let Ep = a1; : : : ; as; b1 : : : ; bt be a globally dependent vector of
elements of G+, with the intent of proving that Ep is formally dimensionally
reducible. Let us dispose rst of some trivial cases. If Ep = 0; : : : ; 0, then
a dimensional reduction can be immediately constructed by taking U =
0, and letting W be any positive integer matrix of the appropriate size.
Accordingly, we shall henceforth assume that at least one entry of Ep is
nonzero. Since Ep is globally dependent, there exist at least two nonzero
entries of Ep (whence in particular, s + t ≥ 2). Recalling Remark 5, we can
safely assume that there exists an equation  of the form
n1a1 + · · · + nsas = m1b1 + · · · +mtbt; (1)
where ni;mj ∈ N.
The (ordered) triplet of positive integers
8 = χ;multχ; δ
is dened by the following stipulations:
 The number χ = maxni ∪ mj is the maximum value taken by
coefcients in the above equation (1).
 The number multχ is dened by
multχ = i ∈ 1; : : : ; s  ni = χ + j ∈ 1; : : : ; t  mj = χ:
Thus, multχ counts the number of occurrences of χ in the above equa-
tion (1).
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 In order to dene δ, for each i ∈ 1; : : : ; s let γai be the num-
ber of indices j ∈ 1; : : : ; t such that ai ∧ bj > 0; similarly, for each
j ∈ 1; : : : ; t let
γbj = i  i ∈ 1; : : : ; s and bj ∧ ai > 0;
γA = minγai  i ∈ 1; : : : ; s and ni = χ;
γB = minγbj  j ∈ 1; : : : ; t and mj = χ:
Finally, let δ = minγA ; γB .
We shall now argue by induction on the set of triplets 8 ordered
lexicographically from left to right. Suppose 8 = 1; 2; 1; then  is a1 =
b1, where a1 and b1 are nonzero. Let U = b1, W = 1; 1T. It is trivial to
check that W is a formal dimensional reduction of Ep = a1; b1 by Eu = b1.
Now suppose 8 = χ;multχ; δ is greater than 1; 2; 1 with re-
spect to lexicographic order. In the light of Remark 5, we can safely assume
that n1 = χ, δ = γa1. If δ = 0 then by Proposition 2.1, n1a1 = 0,
whence a1 = 0 (because n1 ∈ N). We can write the equation
n2a2 + · · · + nsas = m1b1 + · · · +mtbt
whence by induction there exists a formal dimensional reduction R of Eq =
a2; : : : ; as; b1 : : : ; bt by some U . Let W be the matrix obtained from R
by adjoining to it a rst row of zeros. Then W is a formal dimensional
reduction of Ep by U .
Now assume δ > 0, and again without loss of generality assume µ = a1 ∧
b1 > 0. Let a
∗
1 = a1 − µ, b∗1 = b1 − µ. Clearly a∗1; b∗1 ∈ G+, and a∗1 ∧ b∗1 = 0
by Proposition 2.2. By our choice of n1, we can write n1 ≥ m1. We shall
now conclude the proof arguing by cases:
Case 1. n1 > m1.
Then we can write the following equation, denoted ξ:
n1 −m1µ+ n1a∗1 + n2a2 + · · · + nsas = m1b∗1 +m2b2 + · · · +mtbt:
Let Eq = µ; a∗1; a2; : : : ; as; b∗1; b2 : : : ; bt. From a∗1 ∧ b∗1 = 0 it follows that
γξa∗1 < γa1, whence δξ < δ, and 8ξ precedes 8 in the lexico-
graphic order of triplets. By induction, there exists a formal dimensional
reduction R of Eq by some U = u1; : : : ; um; R is an n + 1 × m-
dimensional writing. Dene the n ×m-matrix W as follows: let W i de-
note the ith row of W , where i ∈ 1; : : : ; n, and let Rj be the jth row of
R, where j ∈ 1; : : : ; n+ 1; let further W 1 = R2 +R1, W s+1 = Rs+2 +R1,
W i = Ri+1 if i 6= 1 and i 6= s + 1. Since a1 = a∗1 + µ and b1 = b∗1 + µ, we
get that W is a writing of Ep in terms of Eu, where Eu = u1; : : : ; um. It is
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not hard to see that W also is a dimensional reduction of Ep by U . Indeed,
choose a clique C ⊆ U ; let El be its formal image lifted by R, and let Et be its
formal image lifted by W . Furthermore, let SEl  = l  l is an entry of El. If
µ 6∈ SEl , it is clear that the length of El equals the length of Et, so that the
length of Et is strictly greater than C. Assume µ ∈ SEl , and notice that
this implies that both a1 and b1 occur in Et; therefore, if SEl  ∩ a∗1; b∗1 = ∅,
the length of El is strictly smaller than the length of Et, and the length of Et
is strictly greater than C; if, however, SEl  ∩ a∗1; b∗1 6= ∅, then exactly
one of a∗1, b
∗
1 belongs to SEl , because the latter is a clique by Remark 3,
whereas a∗1 ∧ b∗1 = 0. Now, since both a1 and b1 occur in Et, the length of
the latter equals the length of El, and the claim is settled.
Case 2. n1 = m1.
Then we can write the following equation, also denoted ξ:
n1a
∗
1 + n2a2 + · · · + nsas = m1b∗1 +m2b2 + · · · +mtbt:
Let us dene Eq = a∗1; a2; : : : ; as; b∗1; b2 : : : ; bt. Reasoning exactly as in
Case 1, we conclude that 8ξ precedes 8 in the lexicographic order.
By induction, there exists a formal dimensional reduction R of Eq by some
U = u1; : : : ; um; R is an n×m-dimensional writing.
Case 2.1. µ ∈ U , say µ = u1.
We then dene the n×m-dimensional matrix W as follows: W is equal
to R except that the two entries of indexes (1,1) and (s+1,1) are to be
augmented by 1. Then it is easily seen that W is a writing of Ep in terms of
Eu, where Eu = u1; : : : ; um. It is not hard to see that W also is a dimensional
reduction of Ep by U . Indeed, for any clique C ⊆ U , let El be its formal image
lifted by R, and let Et be its formal image lifted by W . Then the length
of El is equal to the length of Et, so that the length of Et is strictly greater
than C.
Case 2.2. µ 6∈ U .
Then we let Q = U ∪ µ, and Eq = u1; u2; : : : ; um;µ. Let the n ×
m + 1-matrix W be obtained from R by adjoining to it a last column
entirely consisting of zeros except for the elements in the rst and s+ 1th
rows, which are to be set equal to 1. Then W is a writing of Ep in terms of
Eq. We shall now prove that W is also a dimensional reduction of Ep by Q.
Indeed, given any clique C ⊆ Q, let Et be its formal image lifted by W , and
let El be the formal image of C − µ lifted by R. If µ 6∈ C, then the length
of Et equals the length of El, whence the length of Et is strictly greater than
C. If, on the other hand, µ ∈ C, then the length of Et is strictly greater
than the length of El: as a matter of fact, both a1 and b1 are entries of Et,
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whereas at most one of a∗1, b
∗
1 occurs in El (because a∗1 ∧ b∗1 = 0). Since the
length of El is ≥ C, it follows that the length of Et is > C, and the claim is
settled.
This completes the proof.
Theorem 4.4. Every abelian `-group G is ultrasimplicial.
Proof. By Lemma 4.3, G is formally dimensionally consistent; therefore,
by Proposition 4.2, G is dimensionally consistent; hence, by Theorem 3.7,
it is ultrasimplicial.
5. FINAL REMARKS
The ultrasimplicial property of `-groups may be seen as a generaliza-
tion of classical commensurability: as a matter of fact, Lemma 4.3, when
specialized to Z, boils down to the Euclidean algorithm for computing the
greatest common divisor of two integers. Whether this is a good generaliza-
tion, however, it is an entirely different matter: it would be interesting to
see if other properties of commensurability can be generalized to abelian
`-groups. For instance, in view of the uniqueness of the greatest common
divisor of two integers, one can ask what sort of uniqueness, if any, is en-
joyed by the units given by Theorem 4.4; in the same vein, one might also
wonder whether this (or some other) solution can in any reasonable sense
be considered the greatest one, among all possible sets of units.
On a somehow vaguer plane, one may reasonably ask to which extent the
syntactical proof of Lemma 4.3 can be replaced by a more direct algebraic
analysis of dimensional consistency.
Finally, an important open problem is to characterize ultrasimplicial
dimension groups: in this connection, it would be desirable to ascertain
whether the ultrasimplicial property implies dimensional consistency; a
positive answer, together with Theorem 3.7, would yield one such charac-
terization.
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