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CHAPTER-I 
INTRODUCTION 
1.1 Background and Scope 
The best (minimum variance unbiased) estimate of the probability 
F(h), where 
F(h) i h 1 
= _oo ..fi:ia e 
2 
_ lx - µ\ 
\ a ) dx, µER,~-> o; x ER, (1.1) 
has been investigated by Folks, Pierce and Stewart [(J for (i) known 
mean and unknown variance, (ii) unknown mean and known.variance, and 
(iii) unknown mean and unknown.variance. In that paper the estimates of 
the probabilities of Equation (1.1) for various cases of the parameters 
being expressed in terms of either the cumulative distribution of the 
standard normal variate or the cumulative Student's distribution are 
hence made more useful to the non-mathematically oriented reader. An 
attempt is made in the same vein.by this writer to extend the .integrand 
of Equation ,(1.1) to a bivariate normal density, That·is, if necessary 
and possible, the expectation of the conditional density, if it exists, 
has resulted from the search of the best estimates of the probabilities 
of a bivariate normal distribution for various cases of the parameters 
are to be transformed to some recognizable distributions of which tables 
1 
2 
are available. Specifically, this writer has attempted to find the best 
estimates of F(h,k), where 
F(h,k) 
(1. 2) 
for the following cases. 
p µx µ cr cr x 
1 u u u u u 
2 k u u k k 
3 0 u u k k 
4 0 k ~ u u 
I 
5 0 u k u k 
6 0 u u u u 
(u = unknown, k = known) 
Small sample problems are investigated and numerical examples are given 
for each case. An attempt is made tq find the best estimate of 
3 
(1.3) 
µERP, t positive definite, 
for unknownµ and unknown t. 
1.2 Method of Estimation 
The basic:method used throughout,this paper to derive the best 
estimate of the probability F(h,k) as given by Equation (1.2) for var-
ious.cases of the parameters is the application of the Rao-Blackwell and 
Lehmann-Scheffe theorems [2] and [3], Namely if T. is a complete suf-
ficient statistic fore, where 6 is a d-dimensional·parameter vector 
(d ~ 1), and if g(S) is an unbiased estimator of g(S) then the minimum 
variance unbiased estimator g(S) of g(S) is given by 
g(S) = E(g(e)!T]. 
A more detailed description of the method as generalized by Basu [4] is 
given below. 
sample of size n from a.given bivariate normal distribution. Partition 
this sample into two subsamples {(Xl'Y1)} and {(x2 ,Y2), ,,,, (Xn,Yri)}. 
Let 
g(S) = 1 if x1 <hand Y1 < k; 
= 0 otherwise. 
4 
Then t[g(8~ = F(h,k). Let T be a complete sufficient statistic for 8, 
if one exists, from the entire sample. By Rao-Blackwell and Lehmann-
Sheffe·theorems the best estimate of F(h,k) is given by.E[g(8)IT]. But 
One.approach.to evaluate this probability is to find th~ conditional 
density fx Y IT(x1,y1 jt) if it exists. Let T* be a complete sufficient 
1' 1 
statistic fore from the subsample {(x2,Y2), ••• , (Xn,Yn)}. One can. 
find the joint probability density function (p.d.f.) fX y T*(xi,y1,t*) 
1' 1' 
and hence the joint p.d.f. fX y T(x1,y1,t) from which the conditional 
1' 1' . 
density fX .Y I T(xl'yl It) can be obtained. Then 
1' 1 · 
(1. 4) 
is the desired estimate provided the integral exists. Now; if necessary 
and passible, Equation (1.4) is to be transformed to some special 
distribution so that the desired probability can be obtained from exist-
ing taqles. 
CHAPTER II ·. 
EXTENSION TO BIVARIATE_NORMAL DISTRIBUTIQN 
AND SPECIAL CASES 
It has been shown in Folks, Pierce and Stewart [!]. that the best 
estimate g(6) of Equatiqn (1.1) in a sample of stze n .is 
(i) µ unkpown, cr2 known 
g(6) = F (./n(h-x)/crJn~l) z . 
where F. is the cumulative distribu.tion of tq.e standard normal.variate. 
z 
2 (ii)µ known, a unknown 
g(8) = o, h < µ - ~ 
1, h <,µ + ~-
where Ft,n-l denotes the cumulat~ve Student's t disiribution with n - 1 
degrees of freedom and where 
2 n 2 no - i: (X:-µ) • 
i=l I 
(iii)µ and cr2 unknown 
5 
where 
g(8) = O, h < x,- (n-l)S/}n 
1,. h > x + (n-l)S/./n 
2 (n~l)S = n 2 E (X.-X) • 
i=l l. 
Extension is developed in.this chapter to find the best :estimate 
6 
of F(h,k) as given by Equation (l.2) for various cases of the parameters. 
Also, small sample probl~ms are consi~ered and examples are given for 
each case. 
2.1 · ~, µ µ o2 cr2 Unkno.wn 
I"' x' y' x' y 
from a population with density 
f(x,y) = ---· -1----2--!,,: exp {- _.....;l ...... .,.... -· 
2TIG O (1-p ) 2 2(1-TI2) 
x y 
+ R1i]} 
µ , µ e: R,cr , cr > O, O < IPI <.1, x, ye: R. x y x y . . 
Let 
(2.1.1) 
1 n 
X = - E Xi' 
n i=l 
- 1 n y = - E y 
n i=l i' 
n -2 
= E·(X -i) , 
i=l 'i 
n 
= E (X.-X)(yi.-Y) 
i=l l. 
n . 2 
= E (Y -Y) 
i=l i 
7 
T = {X, Y, A11 , A12 , A22 } is complete sufficient for µ , µ , cr2 , cr2 ,' and x y. x y 
p (A.l, Appendix). The p.d.f. of Tis given,by 
(2.1.3) 
where the second.fact~r to.the right,of th~ equality sign is the Wishart 
density [?] . 
Let 
g (6) = ) if x1 < h and Y 1 < k; 
= 0 otherwise 
where (h,k) £ R2 is fixed. g(6) is unbiased.for F(h,k). The·best 
estimat~r g(6) of F(h,k) is then given,by 
g(B) = E(g(B)I~ = P(Xl <·h, yl < klT). 
In order.to evaluate this probability, partitton the random-sample 
{(x1,Y1), (X2,Y2), ••• , (Xn,Yn)} into two subsamples, {(x1,Y1)} and 
1 n ~ L n ·-* E xi, E Yi x =·- =-n-1 i=2 n-:-1 i=2 · 
n 
* ~· (Y -°r)2 * E (X-r) 2 , All = A22 = i=2 i · i ' ' i=2 · 
n 
E (Xi-r)(Y1-~). 
i=2 
and p. 
independent .their joint p,d.f. is ·given by 
8 
Let (A.2, Appendix) 
---'* nX-X1 
X = n-1 ' 
, nY-Y 
.-,Jc 1 y = ---""' 
n-1 · 
A*ll = All-- ....!L.(x-x )2 A* - A - _.!l.._(Y-Y )2 
n-1 1 ' 22 - 22 n-1 1 ' 
* * *2 Since a11 a22 - a12 > O, Equations (2.1.6) give 
1 ·- n~l [a22<x1-x>2 - 2al2(xl-x) (?-y) 
all a22 - a12 
9 
(2.1.5) 
• 
(2.1.6) 
This fact appears in later derivations. With Equations (2.1.6) and 
Equation (2.1.5) the joint p.d.f. of Xl'Yl and Tis obtained (A.3, 
10 
Appendix) as 
(2. L 7) 
=.O oth~rwise 
where jAj = a11a22-ai2 
Then g(8) = F(h,k) = [E g(8) I TJ gives (A,4, Appendix) 
F(h,k) = 1 h > S(k), y > S 
= rkf B(k;(•)dxdy., h .::_ a(k), a < k < B 
J ex. O'. (k) 
= rkf h. f(•)dxdy a(h) < h < B(k), a < k < B 
J ~ ct(k) 
= 0 otherwise 
11 
where f(•) is Equation (2,1.7) and where 
j t(n-l)a22 - - 2] 
a (k-y) -- IAI · - (k-y) 
a. (k) = x + 12 _ _ n . - __ _ _ , 
a22 --
· j' --r<n-l)a22 - - - il 
- al2(k-y) + IAI t -n. - - - (k-y)] 
= x + . .. .. . -· .· . 
a22 
ji>(k) (2.1.8) , 
Cl.,= y -
n 
,-
_ j (ri~J)a22 , s = y + • 
- n 
In order to make Estimate (2.1.8) more useful it is to be,trans~ 
formed into some special distribut~on for which t~bles are availabl~. 
Let 
z = {_IAI)~- [n(n~~~ ~(Xl-X) 
l \a·u {<n~l)IAl-~[a22<xcx> 2 ~ 2a12<x'cx><Y1-Y)'+ au(Y1-Y>2J}~ 
(2.1.9) 
Using this transformat:f,on Equation (2. L7) takes the form (A. 5·, _ 
AppendiX.) 
Z e: R2 -
(2.1.10) 
12 
where 
r =, ' 
)a11~22 
and Estimate· (2.1.8) becomes 
" F(oo,oc;,) = .1 
[ .fz1(h,k) F(h;k) = l .2 ~ 
27T(l-r ·) 
00 -00 
1 
- z<n-1) 
(1 + - 1-_ Z'R-lz\ dZ dZ n~3 - i 1. 2 
1 
- -(n-1) 
) 2 (1 + _L_ Z'R-lZ dZ dZ n-3 - - 1. 2 
(2.1.11) 
1 
- -(n-1) 
(1 + - 1- Z'R'.""1z) 2 dZ dZ n-3 - - 1 2 
= 0 otherwise 
where 
13 
~ -n[a22 (h-il-- 2~12 (h-::x)·(k-y) + a11(k-y)2J} ~ 
(2.1.-12) 
z2 (h,,k) (I Al )~ _,, .. ____ ..,._ __ [ __ n.._(n.,...-3.....,)]...,.~_(k_--_y)_, _._, .__..__.__..,......._,, _____ ,,,.,..,... 
= a22 J(n-1) A - n [a (h-,x) 2- - 2a. (h-x) (k.a.y) + a (k-y) 2]\ ~ · L 22 -12 . 11 IJ 
Equation (2~ 1. lq) is. a bivariate· t density with ·n - . 3 degrees of free-
dom. The desired probabilities may be found,fromtables by Dunnett and· 
Sobel. (6] • 
In the above,derivatiens it is assumed that;,the sample size is at 
least .. four. This fact first appears in Equation (2.1.5). Best esti-
mates of.F(h,k) for samples of size one.and two are· investigated in.this 
section. The c,;1-s:e n = 3 · is discussed in the Summary. ' 
Far n = 1, let (XU Y1 )_ be a randol)l sample af size one. fram the 
. · { 2 2 population with a density given by Equation (2.1.1). T = Xl'Yl'Xl':l', 
x1.y1} is complete sufficient for µx' µy' cr;, cr;, and p (A.6, Appendix). 
Let:g(8) be the.same unbiased estimator of F(h,k). Then 
= 1 x1 .::, h,. y 1 ,< k 
= 0 otherwise. 
For n = 2, let {(Xl'Y1), (x2 ,Y2)} be a random sample of size two from 
th~s population. T = {x1 + x2 , Y1 + Y2 , xf + Xi, Yf + Yi, x 1Y1 + X2Y2} 
l.'s 1 ff' · f cr2 ~2 d comp ete.su 1.c1.ent or µx' µy' x' vy' an·~· Let g(8) be similarly 
defined. Then (A.7, Appendix) 
= 1 otherwise 
T = t. 
Exampl.e. 1 
The shear strength Y and t~e well diameter X of spot welds have a 
bivariate .normal distributian. Specifications call for X greater than 
0.1978 inches and Y greater tqijn 11@3.98 -pounds. A random sample size 
of 33 pair observations of :a populatien of such wells yield . 
x = 0.1978 
s = 0.1518 
x 
y ·= 1103.98 
s = 1.8330 
xy 
r = 0.5003 
s = 24.1350 y 
14. 
what fractien of this pepulatiqn of welds having X and Y,less than,the 
specification? 
From Equations (2 .11) and (2 .12) the estimate of the prebability 
is given by 
15 
JOJO 1 ~ 1 -1)-16 ---2 -,-~ 1 + 30 ~'R ~ dZ 1dz 2 2rr(l-r ) 
-00 -00 
which is a bivariate t distribution with 30 degrees of freedom. Its 
value from Dunnet and Sobel [6] is found to be 0.33333. The use of the 
cumulative bivariate normal by substituting the estimates for the 
parameters also gives a value of 0.33333. 
2.2 p Known, µ , µ Unknown, ,/ cr2 Known 
x y x' y 
Let {(x1,Y1), ••• , (Xn,Yn)} be a random salllple of size n from a 
population with density 
f(x,y) 1 { 1 r r:-:-µJq 2 (x-µ~ (y-µy) 
= .-2rr-cr---cr-.-(-1--2-),,_~ exp - 2 (1-p2) L\a:l . -2p crx cry J 
x y 
+~J} 
(2.2.1) 
whereµ andµ are unknown. T = {X,Y} is complete sufficien_t forµ 
x y x· 
andµ. The p.d.f. of Tis y 
(2.2.2) 
-* -* Let g(8), X and Y be similarly defined as in Section 2.1. 
T = {x*,";f} is complete sufficient forµ andµ. 
x y * The p.d.f. of T is 
16 
-t r2 c::µx~ c::µ~ n - 1 x -µ n - 1 x _2 fT* (x* ,Y*) = 27TG" cr ( 1-p 2 ) ~ 2(1-l) ( "x j x y 
+ (Y:~µY) 2]} µx' µ E R, x*, y* E R y 
Th . d f f ( -* -*) * i e joint p, •• X y T* x 1 ,y1,x ,y of x1 , Y1 ,, and T s just 
1' 1' . 
where f(xl'y/ is Equation (2.2.1), Let 
--« nX-Xl 
x = 
n-1 ' 
--« nY-Y1 
y = --.--
n-1 
(2.2.3) 
(2.2.4) 
(2.2.5) 
With Equations (2.2.4) and (2.2.5) the joint p.d.f. fX y T(xi,yl'x,y) 
1' 1' 
is obtained; and with Equation (2.2.2) the cond~tional density of x1 and 
Y1 given Tis 
n { . n [(x cx)2 (x ex) (Y CY) =. . exp - - -2p -- --
(n-1) 27Tcr C'J (1.,.p2)~ . 2(n-1) (1-p2) 0 x 0 x cry 
x y 
Then E [g (6) IT] gives 
17 
(2.2.6) 
To evaluate this integral let 
Integral (2.2.6) becomes 
,... f z2 (k) f zl (h) 1 
F(h,k) = ~ exp [-
2'1T(l-p2) 
_oo -oo 
1_2 (Z21-2pZ1Z2+z22~ dZldZ2 
2 (1-p ) J 
(2.2.7) 
h, k ER 
where 
- (-lL'~(b) Z2(k) - n-V cr. • 
y. 
This probal?ility can be readily found from a bivariate normal table. 
Estimator (2.2.6) applies for n > 2. If n = 1, let {(Xl'Y1)} be a 
random sample.· T = {Xl'Yl} is compJ,.ete sufficient for µx and µy. Then 
F(h,k) = E[g(8)ITI 
= 0 otherwise • 
Example 2 
In.evaluating the drop-eut rate in, a large university, th~ office 
of student testing and evaluat.ion _has nqted .that ,X, _the combined score 
on the college board examination, and Y, the g~ade point: at the en4 of 
tQe freshman year, have a bivariate nermal distribut~on with p = _0.60, 
cr = 80. 00, and <J = -0. 50 •. The ·effice has alse noted that an X score x . y 
less than 1220 and,a Y score less tqan 1.8 would result: in a drop-out~ 
A grade point of 4.00 correspondes to A. A random sample of size 6 
from a freshman class yield an x ef 1300 and a y of 2.30. What would 
be tqe drop-out rate of .the freshman class? 
By Equation (2.2.7) this rate is estimated as 
J-1.1 J-1.1 n2(0,0,1.1,0~6)dxdy = 
-00. -00 
0.058, 
or the drep-eut rate is 5.8 pereent~ The use of the cumulative 
bivariate normal by substituting X and Y for µx andµ gives a rate of 
y . 
f
-1:of-1.0 
n2(0,o,1,1,o.~)dxdy = 
-oo, -00 
0.073, 
er 7.3 percent. 
2.3 p = O, µ, .µ Un.known, cr2 cr2 Known 
x y x' y 
This case parallels the case given in Sect'ion 2.2. 'i'he best 
estimate F(h,k) of F(h,k) where 
18 
19 
2 2 µx' µ ER, 0x' 0 > o, x,y ER y . y 
is given by 
F(h,k) " F fin~lj ~ h~:J F lin~l} ·~] , (2.3.1) 
where Fis th~ cumulative distribution of a st~ndard normal variate. 
A 
For n,= l; the best estimate F(h,k) of F(h,k) is again either O or 
1 as given in Section 2.2. 
Example ._3 
If, in Example 2, the C<i>rrelation between X and Y is zero, what 
would be the drop~out rate? 
By Equatiqn (2.3.1), the rate is approximated by 
F(l220, 1.8) = F~-Ll)F(-1.,1) 
= .018 
or 1.8 percent .while by using X and Y for µx and µy respectively the 
i 
rate is about 2.5 percent as given by F(-l)F(-1). 
2.4 2 2 P = _O, µx; µY Known, 0, 0 Unknown 
x y 
from a populatiqn with density 
Let 
1 
f (x 'y) = 27TG 9' 
·x y 
exp 
n 2 
I: (Xi-µ) , 
i=l x 
20 
(2.4.1) 
(1 2 ~2 0 R 
' 
v , > : , x,y E: • 
x y 
T = _{A1pA22} is cemplete sufficient for G'! and a; (A.8, ·Appendix) •. 
All 
Let U = ---z· Uhas a Chi-Square distribution with n degrees ef freedem. 
(!1 
X-
That is~ 
f(u) e 
Neting that All 2 = GxU' the density of A11 _is then 
> o. 
Since A11 and A22 are independent, the density ef Tis 
n-2 
2 _ ~all + a22) 
2 2 2 
e. 0' G . 
x y 
Let g(8) be similarly de:l;ined. Let 
* n 2 
All= E (Xi-µ) ' 
. i=2 x 
n 
= E (Y -µ >2 
i=2 i y · 
21 
* * * 2 2 T = {A11 ,A22 } is complete sufficient for Q"x and CJY; The· density of 
* T · is 
* The joint p.d.f. ·of x1, Y1 , and T is 
Let 
*~ _~all· a22 2 - 2 +. 2 · 
G1 CJ 
x y 
' 
(2.4.3) 
(2.4.4) 
(2.4.5) 
forwardly,obtained. Then the conditional density of x1 _and Y1 given.T 
is 
where Sis the beta function. Let· 
The Jacobian of the transformatic,m is (A.8, Appendix) 
3(xl'rl) 
a (wl ,w2) 
Equation (2.4.6) in w1 and w2 takes the form 
1 
- 2 
22 
(2.4.6) 
(2. 4. 7) 
(2 •. 4.8) 
23 
Then the best .estimate F(h,k) of F(h,k) as given by E g(S)IT is 
F(h,k) = 1 h > µx + Ft;.~ k > µy + Ja22 (2.4.9) 
= 0 otherwise 
where F denotes the cumulative Student '_s distribution and where t,n-1 
w = (n-l)~(h-µ ) / la -(h-µ >2]~ 10 x r22 x , 
(2.4.10) 
Estimator (2,4.9) applies for n ~ 2. For n = 1, let {(X1,Y1)} be a 
random sample of size one. 2 · 2 T = {(X1-µx) , (Y1-µy) } is complete suf-
ficient for c/ and cr2• Let g(6) be similarly defined as before. Then 
x y 
(A. 8, Appendix) 
24 
= 0 0therwise 
For convenience it is 
Example 4 
Suppose that in Example 2 µx = 1300, µy = _2. 30, p = 0, o-x and a y 
are.unknown. 2 A random s~mple of size ten gives s 
x 
= 6400 and s 2 = y 0.25. 
What.would be the drop-out rate? 
By Equations (2.4.10) w10 and:.w20 are 0 computed as -1.06 and-1.06. 
The estimate of the drop-out rate is [Ft, 32 (-1.06~ 2 as given by Equa-
tion (2,4,9). By linear interpolation from the Table [3], 
[Ft 9(-1,06~ 2 is about 0.0293. The drop-out rate is about 2.5 percent_ 
' 
if the cumulative bivariate normal distribution is used. 
2.5 2 2 p = O, µ, o- Known,µ, a Unknown. y x x y 
Let (X1,Y1), (X2,Y2), ••• , (Xn,Yn) be a random sample of size n 
from a population with density 
.'"' .. , .. 
25 
{ 1 K:X".'"µ 12 f (x ,. y) = _...,.l __ .._ exp - 2· . ,,., xx.. + 27TC:1 G - v 
x y 
(2.5.1) 
T = {X, A22 } is compl~te sufficient for µx and e: .. The density of Tis 
Also, T* = {x*, A;2} is camplete sufficient for µx and e:. The density 
fT*(x*, a;2) of T* patterns after Equation (2.5.2) with n being n - 1. 
The joint p.d.f. ef Xl' Y1 and T* is 
(2.5.3) 
Let 
With Equations (2.5.4) and (2.5.3) the jeint p.d.f. fX. y T(xl'yl'x,a22 ) 
1' 1 ', · . 
is easily obtained. Then 
n [ n x/x')2l 1 [ 
= j(n-1)2rrcrx exp. - _2.....;(n~--1-) (-a-.x- Ja{;,n;l)Ja22 1 -
Let 
~(x -x) 
Z = (n~l} ;x ' 
The Jacobian of the transformation is 
Equation (2.5.5) is transformed to 
f(Z,w) 
Then E (g(6)IT] gives 
n 
2 (1 + :~1) , 
26 
(2.5.5) 
(2. 5 ;6) 
Z e: R, w e: R. 
27 
F(h,k) = 0 
(2. 5. 7) 
= F n. \ h-x F ( ) [ ~ -J ;:fJ crx t ,n-1 WO 
where Fis the standard normal distribution and Ft n-l is the Student's 
' 
distribution with n - 1 degrees of .freedom where 
2 Equation (2. 5. 7) is valid for n 2:_ 2 for n = 1, T ={ x1, (Y 1-µy) } 
is complete sufficient for µx and cr;. Let (.Q,1 ,m1) and (.R,2 ,m2) be the 
values of (X1,Y1) to the solution of T = t, and m1< m2• Then 
E g(6)IT gives 
A 
F(h,k) = 1 h > t 1 , k > m2 
= 0 otherwise 
Example 5 
If in Example 2 µ 
. y 
2 2 
= 2.3, G'x = 6400, p = O, µx and cry unknown, a 
random sample of size ten gives an X of 1300 and s 2 of 0.25. tiJhat would y 
be the drop-out rate? 
Equations (2.5.6) and (2.5.7) give F(-1.05)Ft, 9(-1.06) 
= (.1469)(.1713) = 0.025 as the estimate. The use of a cumulative 
bivariate normal also gives a drop-out rate of 2.5 percent. 
2.6 p = O µ · µ cr 2 cr 2 Unknown 
' x' y' x' y 
Let {(X1,Y1), ••• , (Xn,Yn)} be a random sample from a population 
with density 
28 
f(x,y) = -2TI......,..;XO'-y exp {- ~ [c::x) 2 + (::y) 2n (2.6.1) 
Let 
- 1 n 
X = - E x1, 
n i=l 
n - 2 E (X1-X) , 
i=l 
µx' µ ER, cr 'cr > O; x, y ER. y x y 
- 1 n 
y = - E y 
n i=l i' 
n -2 
E (Yi-Y) • 
i=l 
T = {X, Y, A11 , A22 } is complete sufficient for µx' µy' cr;, cr;. The 
density of Tis 
Let 
n 
E (X -x*) 2 , 
i=2 ~ 
n 
~y 1.. ~y 
= -- (J i' 
n-1 i=2 
A2*2 = ~ (Y _y*)2. 
i=2 i 
T* = {x*, y*, A~l' A;2} is complete sufficient for µx' µy' e:r;, and 0;. 
The d~nsity fT*~,y*,a1l'a~ 2) is obtained from Equation (2,6.2) with 
n being replaced by n - 1. Then the joint p.d.f, of x1, Y1 and T* is 
29 
(2.6.3) 
Let 
-* x = 
nX-X 
. 1 
n-1 ' 
(2.6.4) 
With Equations (2.6.4) and (2.6.3) the joint p.d.f. fx y T(xl'yl'x,y, 
1' 1' . 
a11 ,a22 ) is obtained. Then the conditional density of x1 and Y1 _given 
T is 
· Let 
r. il~ -Ln(n-2~ (X1-x) 
The Jacobian is 
(n-1) Ja11a22 
n(n-2) . 
Equation (2.6.5) in w1 and w2 is 
1 
· ~- 1 n-2) (n-2) f3 2'_2_. 
30 
(2.6.5) 
.. · .· . . 2 ~. 
lrn-l)a -n(Y -Y) ] L' 22 · 1 
2 
(1 + wl .\ 
n-2"} 
w~) 
+ n-2 
n-1 
- -2-
where w1 and w2 are the Student's variates with n - 2 degrees of 
freedom. 
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Hence E[g(9) I rJ gives 
F(h,k) = 1 h > x +J(n-l)a·11 ;n~ k > .y + jfo-l)a22 /n 
- F (w ) 
- t,n-2 10 
(2.6.6) 
y <j(n-1)~2/n < k < y + j(n-l)a22/n 
= 0 etherwise . 
where 
(2.6. 7) 
,,..2 2 is complete sufficient far µ , µ ., v , cr .• 
· x. y ·x y Then 
F(h,k) = E[_g(B)lt] 
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= 1 if x 1 .::_ h and y 1 .::_ . k, 
= 0 otherwise. 
For n = 2, T 
2 2 for.µ , µ , a and G • "Given T = t; the solution set in terms of. 
x y x' y 
= 0 otherwise. 
Example·6 
Suppose that in Example 2 ~ = 0 and all other,parameters are 
unknown~ If a random sample of size 10 gives x = 1300, y = 2.3, · 
2 
s = 6400, and 
x 
Equatiens 
(2.6.6) gives 
2 
s = .Q.25,.,.,wha.t wauld be the drop-out rate? y . 
(2.6.7) give w10 = -1.06 and w20 = -1.06 •. Equation 
[Ft, 8 (-1.06~ 2 as t~e estimate·of .this rate. By linear 
interpolatien from the Table [3], [Ft, 8 (-1.06)] 2 is about .029. The· 
drop-out rate is about,2.9 percent as compared to 2.5 percent if the 
cumul~tive bivariate·normal.is used. 
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CHAPTER III 
EXTENSION TO A p-VARIATE NORMAL, 
DISTRIBUTION 
Extension is developed in this c~~pter to obtairi. the·best estimate. 
of F(h1 , •••. , hp), where F is the cumulative distribution of a .p-variate 
normal variable. 
Let 
x = 
-
x '. 
1 
x i 
p· 
3.1 µ, t Unknown. 
be a p x 1 r.andom vector with density 
µ = (µ1 , ••• , µp) 1 e: RP, t positive defd.i:l.ite. 
34 
(3.1.1) 
35 
Let (!(l) ,!<2), ,,,, !(n)) be a random sample of size n from a popula-
tion with density Equation (3.1~1), Let 
n 
X = .!. E X(k) = 
n k=l 
and 
.!. ~ x<k) 
n k=l 1 
n 1 E X(k) 
n k=l P 
= 
x p 
The densities of~ and A are respectively 
1 1 1 2(n-l)p 4(p-l)p 2(n-1) p B ~ 
2 TI ltl TI f -(n-i) 
i=l -
(3.1.2) 
(3.1.3) 
T = {X,A} is complete sufficient for~ and t (A,9, Appendix). Since X 
and A are stochastically independent the density of Tis the product of 
Equations (3.1.2) and (3.1.3), That is, 
(3.1.4) 
Partition the sample {x<1>,x<2), 
... ' 
- ·-
and {x<2>, Let 
= 0 etherwise 
where e denet~s the paramet~r space~ and t. 
g(8) is unbiased for F(hi, ... ' h ). p 
n 
...L I: x<k) 
n-lk=2 1 · 
n i* = _1_ I: x<k) • 
- n-1 k=2-
n . 
_1_ r x<k) 
n-1 k=2 p 
and 
Let 
36 
. The.densities fx*~) and fA*(a*) ef x* and A* are respecti"ltely obtained 
frem Equatiens (3.1.2) and (3.1.3) with n being replaced by n - 1. The 
joint density of !(l) and .·T* is 
(3.1.5) 
Let 
x* = - 1-(nX - x<l)) 
n-1 - -
The Jacobian of the transformation is (A.10, Appendix) 
acx(l) ,x*,a*) 
a(~ (1) ,?5,a) 
Equations (3.1.5), (3.1.6), and (3.1.7) give the joint density 
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(3.1.6) 
(3.1.7) 
( ( 1) - ) (1) d fx(l),T ~ ,~,a of X an T. The conditional density of X(l) given 
X and A is (A.11, Appendix) 
f ( (1) - ) 
~(l)i~,A ~ ~,a 
= (....!!....)! (t) [1 
n-1 .E.. 
7T2r(n?~ !Al~ 
= 0 otherwise. 
Then E[g(6) IT] gives 
dx. p 
In order to evaluate Integral (3.1.9) more conveniently, let 
(3.1.8) 
(3.1.9) 
where aii are the diagonal elements of A. 
The Jacobian (A.12, Appendix) is 
where 
... ' 
... ' z ) p 
£. p ;;;;; 2 1T a .. 
= (n~l) i=l · 1.1. .E. 
(n-p-1)2 
~+ 
and where (A.12 ,· Appendix) 
Integral (3.1.9) becomes 
1 
- -(p+2) 
(~Z)'A-l(~Z)l 2 
n-p-1 J 
1 
- -(n-1) 
~·R-1~ ) 2 
+ dZ 
n-p-1 1 
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..• , dZ p 
where R is the sample correlation matrix.and where. 
[ n(n-p-l)j~ hi-xi zi (hl' ••• ,hp) = (n-l)aii'. -[-..,..(-'""') ..... -· - .. ~ ....... 1---J....,1,-l- _!L (h-x)A- {h-x) ~ 
n-1 - .- - -
,1i=l, ••• ,p. 
Equation (3.1.10) is the cumulative distribution of a p-variate t 
variate with n-p-1 degrees of freedom [8] • 
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CHAPTER IV 
SUMMARY 
In the study of a biyari~te n(?rmal populat::l,on f~r which a"Q. estimate 
l 
of the probability F(h,.k) i~ desired, one.co~on approach has be~n to, 
replace t~e parameter (qr paramet;:ers) appearing in:the distr::f,bution 
function by estimates of.the parameters. The·parameters are usually 
either maximum likelihood estimates or unbia~ed estimates. !he-use of 
maximum likeliheod estimates of the parameters will give a. m~imum like- .·. 
lihood estimate of · ..the distribut:!,on ft1-nction. However, -if unbiased 
estimates of F(h,.k) ar.e·desired, these cannot necessari+y be'-obtained 
by the use of unh,iased parameter e$timates. Just to i+lustrate thi~ 
point; Sl,lppose ·that· on~ wis~es to find an estimate· of ,the, probabiltty 
I 2 . F(h µ,O' ·) wher,e F is the, cumulatiye normal. distribution with unkn9wn 
mean and known variance. One common approach has been, to find )( from a 
random sample. !hen the .use of a cumulative norm,1 · distril)Ution by 
substituting x for_µ gives F z [(h-x)/o] as an estimate· of F(hjy,o2). 
But the unbiased estimate·of F(hjµ,,-G 2) as given in.Chapter·II is 
' 
F z [ln(h-3~") /o,Jn::r)] , Hen~e, F z [(h-x) /e] is. biase4 for F(h f.µ,e:1 2). This . 
thesis offers the probl~m a solution which is not only direct b~t·al~o 
the best in the sense of minimum variance.and unbi,ae,;edness. 
Even thoughonly-six cases.of the parametets,-in terms of·their 
being kne.wn or unknown, of a biyariate nqrmal density have been .. 
presented, it has been found. that, for many of. the·. unpresented cases. 
40 
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there exist no complete sufficient statistics. One such case, for 
instan9e, is when the corr~lation and means are known and·th~ variances 
are unknown, Hence the Rao-Blackwell and Lehmann...:Scheffe theorems do 
not apply. 
In the Case 2.1 where all the parameters are unknown, the best 
estimate of the desired probapility has been found for all sample sizes 
except n = 3. Fo;r n = 3, 
3 
E Yi, 
i=l 
3 2 
E X., 
i=l l. 
3 2 
E Yi' 
i=l 
~ XiY;} 
. 1 l. l.= 
is complete sufficient for the five parameters. The best estimate of 
the probability is given by 
However, this writer has not·been able to express this as an explicit 
function of h, k, and T. This is typical.of several of the other cases 
in that·the solution for very small sample sizes is.more.difficult than 
for larger sample sizes. The small sample size problems are of no 
practical significance as far as can be seen, but present interesting 
problems. 
There still remain some cases that could.be of interest. For 
inst~nce, what would be the best estimate of the desired probability 
for the.case when some subsets of the mean vector are equal but unknown, 
in conjunction with a known or an unknown,variance-covariance matrix? 
Perhaps of f9remost interest is the_problem of finding the exact 
variance of the estimators. If the problem is formidable, an 
42 
expression o~ the.lower bound or,even an upper bound of the variance of 
the estimators.may be.manageable. 
[l] 
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APPENDIX 
A.1. Let. (X1,Y1), (X2,Y2), ••• , (Xn,Yn) be a random sample of size 
n from a bivariate normal distribution with means µ and µ , positive 
x y 
variance o2 and o2 , and correlation coefficient.P, where O < IPI < 1. 
x y 
Show that 
and 
- 1 n 
X = - E xi, 
n i=l 
n 
- 1 n 
Y = - E Yi, 
n i=l · 
E (Xi-X) (Y .-Y), 
i=l l. 
n -2 E (Xi-X) , 
i=l 
are jointly complete sufficient for the ftve parameters. 
Proof: 
f((x 1 ,y1), (x2,y2) __ , ••• , (x ,Y ) Iµ , · µ , o , o , p) n n. x y x y 
1 
= ---------------
44 
(X , Y .) is 
n n 
(A.1.1) 
1 
= --------,-n exp 
2 
(2n) n0 n0 n (1-p2) 
x y 
{ 1 n 
- 2(1-l) ~ 
1 2 ( 2pµ . 2µx) +-y + _;__:t_ __
2 i a a 2 
a x y a y x 
x. + 
J. 
( 2pµ. x 2µ ) -- - _J_ 
axay 0 2 
y 
Equation (A. L 1) can, be written in the form 
with 
and 
and 
I 2 2 f(x,y µ,µ,a ,a ,p) 
x y x y 
1 
2 2 ' 2(1-p )a , 
x 
<1>2 = 
_;__y_ - -
1 
1 (2pµ 2µx) 
2 a cr 2 ' 2(1-p) x y a 
x 
n 2 n 2 
Tl = t: xi, T2 = t: y.' 
i=l i=l J. 
n n 
T4 t: xi, TS t: Y. 
i=l i=l J. 
n 
T3 =· t: 
i=l 
Xi Yi, 
( 2. pµx 2µ ) 
-- - _J_ 
a a 2 
x y a y 
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(A, 1. 2) 
(A, 1. 3) 
and 
2 2 C(µ ,µ ,cr ,cr.,p) 
x y x y . 
h(x,y) =.O. 
= ,-
n 
. n n n 2 ~ 2] 1 2'11') cr a (1-p.) ,· x y 
n = { -oo < µ , µ . < · oo cr2 cr2 > o, o < I p I > 1 } 
x y 'x~ y 
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contains a five-dimensional rectangle defined by Equation (A.1.2), 
hence, by.Lehmann and Sche~fe [9], the statistics defined by Equation 
(A.1.3) are jointly complete sufficient for the.parameters. The trans-. 
formation bet~een Equation (A.1.3) and X, Y, A11 , A12 ; A22 is one tCi>. 
one. Hence X, Y, A1p A12 , A22 .are jaintly complete sufficient for 
cr2 · cr2 anc;l p • µx' .µy' x' y 
a biv~riate·distributien; Let 
x = 
n 
E 
i=l 
n 
n Y. 
y = E --!., 
i=l n · ' 
-2 (X·-X) 1 ··. ' 
E (Xi -X) (Yi -Y); · 
i=l 
-* n x1 
x = }: - ' 
i=2 ll"."'1 
(x ... ~)2 i . ' 
Show that 
Proof; 
* n 
A22 = }: 
i=2 
-« 2 (Y. -Y ) , 
l. 
n 
(a) A11 = }: 
' i=l 
n 
(X -x) 2 = }: X~ - nX.2 
i i=l· l. 
n [(n-l)°i* + x1] 2 · 
= r x2 - --------~ 
i=l i n 
n 2-*2 · -« 2 
= r x2 + x2 _ (n~l) x + 2(n-l)X x1 + x1 
i=2 i 1 · n 
, 47 
48 
n n 
(b) Al2 = E (Xi-X)(Yi-Y) = E XiYi - nXY 
i=l i=l 
--'* -* 
n [(n"'."l)X +x1J [ (n-l)Y +Y1] 
E 
~iyi + XlYl -
= n i=2 
-* ·' -* ......1/(-.,k -*--'* 
n (n-l)X1Y1-(n-1) (X Y1+Y x 1)+(n-l)X: Y -n(n-l)X Y 
E X.Y. - --------------------
i=2 1. l. n 
A.3. Show that 
(n-l)r(n;l) 
[ I n 
- ll'-1 
1 
- 2 - - - ]2(n-5) 
_(x_-_x __ 1 .. )_a2_2_-_2 _(x_-_x_l,...) _(y_-_Y_1_) a_1 __ 2 ___ +_(y_-_Y_1_) a--. l ___ l 
2 
all a22 - a12 
Proof: 
(n-1) ~(
nx-x1 _ )2 (nx-x1 _ ~(n~-yl _ ) 
n-1 µx n".'"l. µJt n-1 · · µY 
-2P · -
a a a 
x x y 
(
ny-y 1 -µ )2] 
+ n-1 y + 
a y 
- 2] ( y-µ ) all + ~ +--(J 2 y CJ 
x 
a12 a22} 2p-+-.- • 
a CJ 2 
x y CJ 
. y 
The constant of th~ quotient is 
1. !l. 
(n-1)2nTI2CJ~C9";(1-p2) 2 r (~) r (¥) = 
5 .. 
(n-1) (n-l)r 1 
.. 1 . • 
r (n;2) r (n;3) n'!T2r (n;3) 
Since 
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(A.3.1) 
50 
(
nx-x1 _. ) 2 
n-1 . µx 
(j 
x 
- n 
- 2 
c::x) 
2 
( x-x j n .. 1 
--~a:-' 
( nx-x~ . _. ) (ny-,-y 1. ) (xl"".µx) (y~µY) · ___ n_-__ .l_. __ µ_x ____ n_-__ l_.-_µ_Y_.+ n(x-µx) (y-µy) 
cr a - (n-l) a a a a 
x y x.y x y 
n 
= - n-1. 
(x-xl) (y-y 1) 
a cr 
x y 
the exponents reduce to zero. .Thus since exi>. {O} = .. 1, the expres.sion 
takes the form · 
(A.3.2) 
1 
= ___ 1 ___ [1 - . ..a:. (l<--xl)2a22-2(lr-"I. ~.(y-y1)ai2+(y-yl}2a1112(n-5) 
· 2 ) 1 n-1. 2 · 
~11~22 - a12 ~ alla22 - a12 
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The proof is completed by multiplying Equations (A.3.1) ·and (A.3.2) 
together. 
A.4. The domain of Equation (2.1.7) 
x. 
n-,-1· < ...._ 
n 
A.5. Show.that,under transformation (2.1.9), Estimate (2.1.8) 
becomes Estimate (2 .1.11). 
Proof: Given that 
(n-1) 
= (n-lH-:;:-
n1rr( n;3·) I Al~ 
Let 
x -x 1 
Ti =1· (n-q a . ' n > 1. 
n J 22 · 
Equation (A.5.1) in t 1 and t 2 takes th~ form 
- r(¥) 
- 1rr (n;3) (l-r2/~ 
where. 
Let 
Set 
1 
1 - Qt= --Q-, 
1 +-z-
n-=-3 
then 
r(~) Ja11~22 
= 1rr(n;3) I Al~ 
IAI . . 
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(A.5.2) 
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(A. 5. 3) 
Als<;>, 
(n-3)Qt 
Q =---z 1 - Q . 
t. 
(A.5.4) 
Express t.in terms of Z by the following equation 
(A. 5. 5) 
This suggests the transformation 
zl 
t = -------
1 . [(n-3)+Qz]~ ' 
. l • 
[ (n-3)+Qz} ~ 
Equation (A.5.5) also gives 
3(tl,t2) 
a cz 1 ,z2) 
1 
= --
n-3 
Equation (A.5.2) in terms of z 1 and z 2 takes the form 
- lcn-1) 2 
54 
r(¥) 
(1 + - 1-.. Z 'R-lz)' Z e: R2• 
n-3 -. - -
(A. 5. 6) 
IR I \n-3 ),rr( n;3) 
where jRj 2 = (1-r ). Equation (A.5.6) is in the form 
r G21 c v+p > J - le v+p > 
f(Zl'Z2) = ----1------ (l+v-ltR-1~) 2 
(,rv)F r(;) IRI~ 
with v = n - 3 and p = 2. It ·is then a bivariate t density with n - 3 
degrees of freedom. 
A.6. The proof is the same as that given in A.l with n being one. 
This fact shows that completeness does not depend on sample size. 
A.7. Given T = t, that is, x1 + x2 = t 1, xf + x~ = t 2, Y1 + Y2 = 
2 2 t 3 , Y1 + Y2 = t 4, x1Y1 + x2Y2 = t 5, the solution set in the x1Y1x2Y2-
space consists of two points. Let them be denoted by CR,1 , Illl, · R-2, m2) 
and (:R-2, m2, ~l ', m1); and let \ < !ii2 , m1 < m2, Then the probability 
mass function at C\, m1, R- 2, m2) is derived heuristically in.the 
following, 
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= lim hi""~o, ki"'~o h1kif(\,m1)h2k2f(Jl,2,m2) 
h2 +o, k2-+0 h1 kl(\ ,m1 )h2k2f (Jl,2 ,m2)+h1 k1f (t2 ,m2)h2k2f (Jl.1 ,m1) 
where h1, k1, h2, and k2 are small positive quantities. With this fact 
the result of the case for n = 2 is easily obtained •• 
A.8. Equation (2,4.1) is in.the regular exponential class with 
1 
<j>X = 2 ' 
cr 
x 
T = 1 
n 
T2 - I: (Y.-µ ) 2 i=l ]. y 
The parameter space n = {(0, 00) X (0, 00)} contains a two-dimensional 
rectangle. 
and cr2• y 
So I:(Xi-µx) 2 and E(Y.-µ ) 2 are complete sufficient for cr2 ]. y x 
A.9. If X - n (xlµ,t), then X and A are complete sufficient for 
p - -
!: and t. 
Proof: Let (1) {x , ••• , X(n)} {.· (1) 0 (n) 0 } and X , ••• , X be two random 
samples of,size n each. Then 
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.•• , ~(n)o) 
___ 1__ exp {- l ~ [<x (k) -µ), i-1 (x (k) -µ)]} 
(2Tr)np/21tln/2 2 k=l - - - -
= -----------,------,,..._ ________ ..,....... _____________ __ 
1 . { 1 n [ (k) 0 1 (k) 0 ]~ exp - - E (x -µ)'t- (x -µ) . (2Tr)np/21tln/2 2 k~l - -. - -
{ 1 f. .,-1 o _j) .,-1 -0 l } = exp - 2Ltrt A-tr A +(!-~ ) • t ~-~ )J . 
.,-1 0 - ..:.s, This ratio is free oft if A= A and x = x. Then by Lehmann and 
-. .,. 
Sheffe {1Q}, T = . {X, A} is minimal sufficient for ~ and t. Now 
n.. n'= ),.,-1(- ) p/2 [ ] I L exp - -\x-µ t x-µ • (2Tr)p 2,i,~ 2 - - - -
1 1 . 1 . . 
2(n-l)p ·"t;"P(p-1) 2(n-1) p [l J 
2 Tr I ti· :rr r -(n-i) 
. "1 2 1.= . 
.,-1 Lett be denoted by~. 
L = log fT(~,A) 
1 1 
= I log n - I log 2Tr + 2(n-2-p)logjAj - 2(n-l)p log 2 -
1 n-1 I I 1 1 - , -
- L;i>(p-1) log TI+ ~2~ log'¥ + - tr'¥A - -::n(x-µ) '¥(x-µ) 2 . 2 - - - -
= C + l n log I '¥1 - l tr'¥A' - l· n(x-µ) ''¥(x-µ) 
2 2 2 - - - -
where C denotes the sum of the constant terms. This L has exactly the 
same expression as given by Anderson [s]. The·values ofµ and'¥ that. 
-1 
maximize L are.X and nA · respectively. But the relation between 
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{!, A} and {X, nA-1} is one-to-one. Hence by Kempthorne and Folks [3], 
T = {X, A} is F-sufficient forµ and t. This implies that.n (xlµ,t) is 
p - -
of the FKPD form and T ={!,A} is complete sufficient for~ and t. 
A.10. Show that 
where 
X(l) (1) 
= x ' 
(1) -* * 
ax · ,x ,A ( )p 
- '(1)-- · = n~l 
ax x A 
-- ,_, 
-t = ...!L x - ...!L x<l) 
n-1 - n-1 -
A* = A - ...!L (x .. 2'(1)\ (x - x<l))' 
n-1 - - ) - -
Proa£: 
a(x(l), x*, a*)/a(x(l), x, a) is the determinant of a matrix whose 
- . - -
elements are skematically given by: 
(1) 
x p 
x* 1 
* a pp 
* a12 
.. 
a* p-1,p 
11 
~ 
0 
... &,-.~ 
,--
• • • x 
(1) 
p 
0 
• 0 
.. 
1 
-n 
n-1 
cl . 
• 
. 
c2 
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p al 1 • • • a . pp a12 ••• a 1 .P- .p 
0 ·o 
0 0 
-n 
n-i 
1 
.. 
• 0 • 
1 
-
1 
• 0 . • 
1 
where c 1 and c2 .are some non-zero submatrices which will not affect the 
determinant of this triangular matrix. The·absolute value of the 
determinant of this matrix is seen to be 
(n~l)p, n > 1.. 
A.11. Derive Equation (3.J..8) 
where 
. . . , - . . - .· . . - ' ~ ·- . 
2~p/2,rp Cp+1> /41 t Inn ~ rr.1 Cn-i>] 
i=l I) 
· 
1 
, 
1 
!cn,...3-p) 
. A - 7 ( x:-x ( l )) (x-x (1)) . @= . n .1 ....... 1 ... ... . . . _. . 
· . -(n-2-p) 
IAl 2 
1 2(n-3-p,) 
l 
PP ( (1) -) (. (1) - ~ 2(n-3-p) 
le -3- ) EEAi. xi -xi x. -xj· I 
I 2 n P 1 -ij J · J Al 1 - ~ .. · -- I I ' ' .. ' 
. . · n 1 A.·· 
= . - -. 1-. ·-· 
--(n-:2--p) 
IAl 2 
-1 
where Aij are c9factors.of aij and A is the.inverse of A, 
' ' 
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@= exp - .!.. fcn-1) ri._tnx-.xo>\ -11 ' r·1[L(nx-x<0\ _11l + 
2 ~· Ln-1, - - J ~J Ln-1 - - J ~J 
( ~ (1) -1:) 1 t"'.°1 ( ~ ( 1) -1:)-n <¥-1:> I t-1 <"!~!:) + 
t<t-lG- ~(~-/ll)(~-~(1)) J _ trt-lA} 
= exp - t ~:1 [n~-~) +-~(!))]'t-lG~~~) + (~-:(1))1 + 
(n~o(~(l)_H)'t-1(~<1)_!:) + n (~(l)_!)'t-1(~(1)_1:) -
n2(:-~) ·t-1 (¥-~) + n(!-~) ·t-1 {¥-d} 
. exp{- t[+(l)_~) 't-1(:(1)_~) _ n(:;(1):'tl(/ll_:) + 
n(¥-~). r 1 <¥-el]} 
~, exp.{- n [(x(l) _x)' t-1(x (1) _x) - (x (1) _:ll'.)'t-l (x (1) _)J 2(n-1). - - - ' N - - - ~ 
= exp {O} = 1. 
The product of @, ®, and @ gives Equation (3.2.8). 
A.12. Derive the integral (3.1.10). 
Let 
60 
i= 1, 2, ••. ,p 
then i.··--··. 
61 · 
1 - - 1-(x(l)_x)'A-l(x(l)_x) = rl + l (a-Z)'A-1(a_z)1-l, 
n-1 - - - - LJ n-1-p ~ ~ 
where 
Also, 
' ( (1)) 
a ?5 = (n-1.\ p/2 
a (Z) n j 
p 
'IT h __ l(p+2) 
i=l ii r, 1 (~~), A-1 (~~)1 2 
( l) p/2 l: + n-p-1 -- -- ~ n-p-
Equation (3.1.8) in~ takes the form 
( 1 + 1 n-1-p 
where Aij is the cofactor of aij and where R is the inverse of the sample 
correlation matrix R. As xi's vary from - 00 to h., the Z.'s vary from 
l. l. 
-
00 to 
z. (hl' .•. ,h ) 
l. p 
= fr<n-1-p) j~----h __ i__ -x_i __ · ----( l)a 1 1 ~' 
n n- 11 [1 - - (h-x) 'A- (h-x)J 2 
n-1 - - - -
Integral (3.1.10) is thus obtained. 
• 
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