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Sommes de Ga´l et applications
Re´gis de la Brete`che & Ge´rald Tenenbaum
Abstract. We evaluate the asymptotic size of various sums of Ga´l type, in particular
S(M) :=
∑
m,n∈M
√
(m,n)
[m,n]
,
where M is a finite set of integers. Elaborating on methods recently developed by Bondarenko and
Seip, we obtain an asymptotic formula for
log
(
sup
|M|=N
S(M)/N
)
and derive new lower bounds for localized extreme values of the Riemann zeta-function, for extremal
values of some Dirichlet L-functions at s = 1
2
, and for large character sums.
Keywords : Ga´l’s theorem, GCD sums, Dirichlet polynomials, the Riemann zeta function, Dirichlet
L-functions, character sums, resonance method.
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1. Introduction et e´nonce´ des re´sultats
1·1. Sommes de Ga´l
Soit M un ensemble fini de N entiers. Nous conside´rons les sommes de Ga´l
(1·1) Sα(M) :=
∑
m,n∈M
(m,n)α
[m,n]α
(α > 0).
Ces expressions faisant apparaˆıtre des plus grands communs diviseurs ont e´te´ introduites par Erdo˝s.
Ga´l [12] a re´solu la conjecture d’Erdo˝s correspondante dans le cas α = 1. De nombreux articles
re´cents [3], [5], [6], [7], [19] concernent le comportement asymptotique de la quantite´
(1·2) Γα(N) := sup
|M|=N
Sα(M)
|M| ,
(1)
elles-meˆme lie´e aux majorations de certains polynoˆmes de Dirichlet et a` celles de maximums
localise´s de la fonction zeˆta de Riemann sur la droite verticale d’abscisse α.
Soit N1 l’ensemble des entiers sans facteur carre´. Nous notons Γ
∗
α(N) la quantite´ analogue a`
Γα(N) obtenue en imposant M ⊂ N1.
Nous avons essentiellement restreint la pre´sente e´tude au cas α = 12 , qui se re´ve`le eˆtre l’un des plus
inte´ressants — voir le survol [21]. Nous posons en conse´quence S(M) = S1/2(M), Γ(N) = Γ1/2(N)
et Γ∗(N) = Γ∗1/2(N).
Soit
L (x) := exp
{√
log x log3 x
log2 x
}
(x > 16),
ou`, ici et dans la suite, nous notons logk la k-ie`me ite´re´e de la fonction logarithme. Dans [6],
Bondarenko et Seip ont e´tabli l’existence d’une constante A > 0 telle que l’on ait
(1·3) Γ(N) 6 L (N)A (N > N0(A)).
Il est indique´ dans le meˆme travail que la valeur A = 7 est admissible. Il y est e´galement e´tabli
que (1·3) n’est pas valable pour A < 1 ([7], the´ore`me 2).
Nous nous proposons ici de pre´ciser ces re´sultats.
The´ore`me 1.1. Lorsque N tend vers l’infini, nous avons
(1·4) Γ(N) = L (N)2
√
2+o(1).
1. En fait, dans les travaux cite´s, le supremum est pris sur |M| 6 N . La de´finition adopte´e ici permet un
gain de pre´cision.
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Remarque. Notre approche fournit e´galement l’estimation
(1·5) Γ∗(N) = L (N)2+o(1).
Notons ‖c‖2 la norme quadratique d’une suite complexe c := {cn}∞n=1. Posons
(1·6) Q(M) := sup
c∈CN
‖c‖2=1
∣∣∣∣∣∣
∑
m,n∈M
cmcn
√
(m,n)
[m,n]
∣∣∣∣∣∣ .
En vertu du the´ore`me 5 de [3], nous avons
(1·7) Γ(N) 6 sup
|M|=N
Q(M) 6 (e2 + 1)(logN + 2)Γ+(N),
ou` Γ+(N) := maxn6N Γ(n). Alors que l’ine´galite´ de gauche est triviale, celle de droite est
remarquable : elle exprime que certains des vecteurs propres de la forme quadratique associe´e a` une
somme de Ga´l maximale sont proches de la droite vectorielle engendre´e par le vecteur (1, . . . , 1).
Il est a` noter que, quitte a` remplacer Γ(N) par Γ∗(N), l’encadrement (1·7) persiste lorsque le
supremum est restreint aux ensembles M ⊂ N1.
L’estimation suivante de´coule imme´diatement de (1·7).
The´ore`me 1.2. Lorsque N tend vers l’infini, nous avons
sup
|M|=N
Q(M) = L (N)2
√
2+o(1).
La structure multiplicative des sommes de Ga´l est plus simple lorsque l’ensemble M est choisi
comme l’ensemble TD de tous les diviseurs d’un entier D. Ainsi que l’on peut s’y attendre, les
analogues des maximums pre´ce´dents subissent une re´duction significative. Distinguons deux cas
selon que D est ou non sans facteur carre´ :
Γ′(N) := sup
τ(D)6N
S(TD)
N
, Γ′′(N) := sup
τ(D)6N
µ(D)2S(TD)
N
·
Soit B la constante de´finie par
(1·8) B := 4
√∑
k>1
1
k2(1 + k)2 log(1 + 1/k)
·
The´ore`me 1.3. Lorsque N tend vers l’infini, nous avons
log Γ′(N) = B
√
logN
log2N
{
1 +O
( log3N
log2N
)}
,(1·9)
log Γ′′(N) =
2√
log 2
√
logN
log2N
{
1 +O
( log3N
log2N
)}
.(1·10)
Remarques. (i) On voit que B > 2/
√
log 2 en conside´rant le premier terme de la se´rie de (1·8). On
a en fait B ≈ 2, 78422 alors que 2/√log 2 ≈ 2, 40224
(ii) Une minoration du type log Γ′′(N) > c
√
(logN)/ log2N est e´tablie dans [3].
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1·2. Maximums localise´s de la fonction zeˆta
Dans le prolongement des travaux de Montgomery [20] et Balasubramanian–Ramachandra [4],
Bondarenko et Seip ont re´cemment obtenu — voir notamment [7], [8] — des bornes infe´rieures
pour la quantite´
(1·11) Zβ(T ) := max
Tβ6τ6T
∣∣ζ(12 + iτ)∣∣ (0 6 β < 1, T > 1)
en minorant la norme de la forme quadratique associe´e a` la sous-somme S(M). Leur approche re-
pose sur la me´thode de re´sonance, de´veloppe´e inde´pendamment, dans ce cadre, par Soundararajan
[23] et Hilberdink [14]. Elle est adaptable a` l’e´tude des maximums d’autres se´ries de Dirichlet —
voir la publication re´cente [8].
En adaptant la me´thode de [7], nous de´duisons de nos estimations le re´sultat suivant.
The´ore`me 1.4. Soit β ∈ [0, 1[ et c une constante ve´rifiant 0 < c <
√
2(1− β). Lorsque T est
suffisamment grand, nous avons
Zβ(T ) > L (T )
c.
Remarques. (i) Dans [7], il est montre´ que c <
√
min{ 12 , 1− β} est une condition admissible. Dans
[9], ce re´sultat est e´tendu a` c <
√
1− β ce qui repre´sente une ame´lioration d’un facteur
√
2(1− β)
lorsque β 6 12 . Le The´ore`me 1.4 ame´liore donc les exposants obtenus par Bondarenko et Seip d’un
nouveau facteur
√
2 pour tout β ∈ [0, 1[.
(ii) Notre approche diffe`re sensiblement de celle de [9] : a` l’instar des me´thodes de´veloppe´es dans
[14] et [1], nous relions le carre´ du maximum a` la somme de Ga´l comple`te S(M). L’introduction
du carre´ explique que le gain obtenu n’est que la moitie´ de celui qui a e´te´ obtenu pour la somme
de Ga´l soit 122
√
2 =
√
2. Voir e´galement la remarque a` la fin du § 5.
1·3. Valeurs maximales de |L(1
2
, χ)|
Conside´rons les fonctions L associe´es aux caracte`res de Dirichlet χ, soit
L(s, χ) :=
∑
n>1
χ(n)
ns
(σ := ℜe (s) > 1).
Notons
X+q := {χ(mod q) : χ(−1) = 1}, X−q := {χ(mod q) : χ(−1) = −1}.
Le The´ore`me 1.1 peut eˆtre combine´ a` la me´thode de re´sonance pour obtenir une minoration des
quantite´s
L+q := max
χ∈X+q
χ6=χ0
∣∣L(12 , χ)∣∣ (q > 3),
ou` χ0 de´signe le caracte`re principal modulo q. Nous nous limitons ici au cas ou` q est un
nombre premier. La restriction aux caracte`res pairs provient ici de la forme particulie`re de la
relation d’orthogonalite´ des caracte`res de parite´ donne´e (cf. formule (6·3) infra) et de la nature
des coefficients obtenus lors du de´veloppement des sommes ponde´re´es de valeurs |L(12 , χ)|2 :
cf. (6·6) infra.
The´ore`me 1.5. Lorsque le nombre premier q tend vers l’infini, nous avons
L+q > L (q)
1+o(1).
Des estimations de meˆme nature ont e´te´ abondamment conside´re´e dans la litte´rature. Citons-en
quelques unes.
Dans [23], Soundararajan a e´tabli que
max
x<|d|62x
logL(12 , χd) > (1 + o(1))
√
log x
5 log2 x
(x→∞),
ou` d parcourt la suite des discriminants fondamentaux et χd de´signe le caracte`re re´el associe´ a` d
(nous avons rectifie´ une faute de frappe apparaissant dans l’e´nonce´ correspondant de [23]).
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Dans [17], Hough montre que, pour tout nombre premier q suffisamment grand,
max
χmod q
χ6=χ0
log
∣∣L(12 , χ)∣∣ > 14
√
log q
2 log2 q
avec la pre´cision supple´mentaire que l’argument de L(12 , χ) peut eˆtre choisi proche de tout
ϑ ∈ [0, 2π] fixe´ a` l’avance. On se reportera a` [17] pour un e´nonce´ pre´cis.
Des minorations de |L(σ, χ)| ont e´te´ e´tablies re´cemment dans [2] pour σ ∈] 12 , 1[. Dans ce travail,
il est notamment prouve´ que
max
χmod q
χ6=χ0
log |L(σ, χ)| ≫σ (log q)1−σ(log2 q)σ (q > 3, 12 < σ < 1).
Cette minoration avait pre´ce´demment e´te´ e´tablie dans [18] sous l’hypothe`se de Riemann ge´ne´ralise´e.
1·4. Grandes valeurs de sommes de caracte`res
Posons, pour tout caracte`re de Dirichlet χ,
S(x, χ) :=
∑
n6x
χ(n).
Dans [16], ame´liorant des estimations de [13], Hough e´tablit une minoration de la quantite´
∆(x, q) := max
χ6=χ0
χmod q
|S(x, χ)| ,
lorsque q est un nombre premier. Notant x = qϑ, cette estimation est valide dans le domaine
(1·12) 4
√
log2 q
log q
log3 q 6 ϑ 6 1− 4
√
log2 q
log q
log3 q.
Nous pouvons de´duire rapidement du The´ore`me 1.1 le re´sultat suivant, valide sans restriction
sur le module q. Ici et dans la suite, nous notons ω(q) le nombre des facteurs premiers distincts
d’un entier q.
The´ore`me 1.6. Soit ε > 0. Sous la condition e(log q)
1/2+ε
6 x 6 q/e(1+ε)ω(q), nous avons
(1·13) ∆(x, q)≫ √xL (q/x)
√
2+o(1) (q →∞).
Remarque. On a en toute circonstance q/e(1+ε)ω(q) > q1−{1+ε+o(1)}/ log2 q lorsque q →∞.
Dans son domaine de validite´, cette minoration ame´liore celle de Hough ([16], the´ore`me 3.1) d’un
facteur
√
2 log3(q/x) dans l’exposant. Cependant, lorsque q est premier, le domaine (1·12), plus
grand que celui de (1·13), englobe celui du changement de phase observe´ autour de
log x =
√
log q log2 q.
Nous renvoyons le lecteur a` [16] pour plus de de´tails. Lorsque ϑ > 1 − C/ log3 q, la minoration
donne´e dans [16] est meilleure que celle de (1·13). Dans [15], Hough conside`re e´galement le cas de
modules q compose´s, sous la condition ϑ 6 1− ε.
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2. Preuve du The´ore`me 1.1 : minoration
2·1. Re´duction du proble`me
Le re´sultat suivant permet de re´duire la minoration contenue dans (1·3) et (1·5) aux cas de
supremums pour |M| 6 N .
Lemme 2.1. Soient N ∈ N et M un ensemble d’entiers de cardinal 6 N . Alors, il existe un
ensemble d’entiers M′ de cardinal N tel que
S(M′)
|M′| >
S(M)
2|M| ·
De plus, si M ⊂ N1, on peut choisir M′ ⊂ N1.
De´monstration. La premie`re e´tape consiste a` montrer qu’il existe un ensemble M′′ de cardinal
N ′′ ∈] 12N,N ] tel que
S(M′′)
|M′′| >
S(M)
|M| ·
Si N/2 < |M| 6 N , il n’y a rien a` de´montrer. Si |M| 6 N/2, il existe un entier k > 1 tel que
N/2 6 2k|M| 6 N . Conside´rons alors un ensemble P de k nombres premiers distincts ne divisant
aucun e´le´ment de M. Posant D :=
∏
p∈P p, nous de´finissons
M
′′ :=
{
dm : d | D, m ∈M}.
Nous avons d’une part |M′′| = 2k|M| ∈ [N/2, N ] et, d’autre part,
S(M′′) =
∑
d,d′|D
(d, d′)√
dd′
S(M′) > 2kS(M) = |M′′|S(M)|M| ,
ou` l’ine´galite´ est obtenue en restreignant la sommation a` d = d′.
Pour achever la preuve, il suffit de comple´ter l’ensemble M′′ en un ensemble M′ de cardinal N
et d’observer que S(M′) > S(M′′). ⊓⊔
2·2. Construction d’un ensemble M
Ce paragraphe est consacre´ a` la construction d’ensemblesM pour lesquels la somme S(M) atteint
de grandes valeurs. Dans [7] les ensembles construits e´taient constitue´s d’entiers sans facteur carre´.
Notre ame´lioration est notamment due au fait que nous nous affranchissons de cette restriction.
Par ailleurs, nous minorons directement S(M) alors que la me´thode employe´e dans [7] ne´cessite de
conside´rer la forme quadratique associe´e.
Dans toute la suite, nous notons P l’ensemble de tous les nombres premiers et nous conside´rons
un entier N arbitrairement grand. Soient u ∈]1, e], a ∈]1,+∞[ et γ ∈]0, 1[ trois parame`tres borne´s
dont les valeurs seront choisies ulte´rieurement. Introduisons les intervalles
Ik :=
]
uk logN log2N, u
k+1 logN log2N
] (
1 6 k 6 (log2N)
γ
)
,
de sorte que
(2·1) Pk := |Ik ∩ P| = π(uk+1 logN log2N)− π(uk logN log2N) 6 uk+1 logN.
De plus
Pk = u
k(u− 1) logN
{
1 +O
(k + log3N
log2N
)}
.
Posons encore
(2·2) Jk := 2
⌊
a logN
2k2 log3N
⌋ (
1 6 k 6 (log2N)
γ
)
et choisissons a > 1 tel que aγ < 1/ logu.
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Notant Nk :=
∏
p∈Ik p, nous conside´rons les ensembles
Mk :=
{
m : m =
ℓ
q
Nk, ω(ℓ) 6
1
2Jk, ω(q) 6
1
2Jk, ℓq | Nk
}
et nous choisissons
(2·3) M :=
{
m =
∏
16k6(log2 N)
γ
mk : mk ∈Mk
(
1 6 k 6 (log2N)
γ
)}
.
Lemme 2.2. Sous la condition a < 1/(γ log u), nous avons |M| 6 N.
De´monstration. Nous avons
(2·4) |M| =
∏
16k6(log2 N)
γ
|Mk|.
avec |Mk| =
∑
06j6Jk/2
06h6Jk/2
(Pk
j
)(Pk − j
h
)
.
Les relations(
Pk
j − 1
)
6
1
2
(
Pk
j
)
,
(
Pk − j
h− 1
)
6
1
2
(
Pk − j
h
) (
1 6 j, h 6 12Jk 6
2
3Pk
)
et (
Pk
j
)(
Pk − j
Jk/2
)
=
(
Pk
Jk/2
)(
Pk − Jk/2
j
) (
0 6 j 6 Jk/2
)
fournissent
(2·5)
(
Pk
Jk/2
)(
Pk − Jk
Jk/2
)
6 |Mk| 6 2
∑
06j6Jk/2
(
Pk
j
)(
Pk − j
Jk/2
)
6 4
(
Pk
Jk/2
)(
Pk − Jk/2
Jk/2
)
.
Graˆce a` l’ine´galite´ (
m
n
)
6 en
(m
n
)n
(1 6 n 6 m)
qui de´coule par exemple de la formule d’Euler-Maclaurin, et a` (2·1), nous obtenons, pour N assez
grand,
|Mk| 6 4
(2ePk
Jk
)Jk
6
(
ek2uk+1 log3N
)Jk
.
En reportant dans (2·4), cela implique
|M| 6 Naγ log u+o(1).
⊓⊔
2·3. Comple´tion de l’argument
Il reste a` minorer le rapport S(M)/|M| lorsque M est de´fini par (2·3) et les parame`tres a, u, γ
sont choisis comme indique´ plus haut. Nous avons
(2·6) S(M) =
∏
16k6(log2 N)
γ
S(Mk).
Lorsque les entiers
m :=
ℓ
q
Nk, m
′ :=
ℓ′
q′
Nk
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sont dans Mk, nous avons
(m,m′) =
Nk
[q, q′]
( ℓq′
(q, q′)
,
ℓ′q
(q, q′)
)
=
Nk(ℓ, ℓ
′)
[q, q′]
,
et donc
m
(m,m′)
=
ℓ
(ℓ, ℓ′)
q′
(q, q′)
,
m′
(m,m′)
=
ℓ′
(ℓ, ℓ′)
q
(q, q′)
·
Ainsi
S(Mk) =
∑
ℓ,ℓ′|Nk
ω(ℓ),ω(ℓ′)6Jk/2
(ℓ, ℓ′)√
ℓℓ′
∑
q,q′|Nk
(q,ℓ)=(q′,ℓ′)=1
ω(q),ω(q′)6Jk/2
(q, q′)√
qq′
·
De´signons par Sk = Sk(ℓ, ℓ
′) la somme inte´rieure. L’identite´ n =
∑
d|n ϕ(d) permet d’e´crire
Sk =
∑
d1|Nk
ω(d1)6Jk/2
(d1,ℓℓ
′)=1
ϕ(d1)
d1
∑
n1,n
′
1|Nk
(n1,ℓd1)=(n
′
1,ℓ
′d1)=1
ω(n1),ω(n
′
1)6Jk/2−ω(d1)
1√
n1n′1
=
∑
d1|Nk
ω(d1)6Jk/2
(d1,ℓℓ
′)=1
ϕ(d1)
d1
σ(12Jk − ω(d1), ℓd1)σ(12Jk − ω(d1), ℓ′d1)
ou` l’on a pose´
σ(R, r) :=
∑
n|Nk
(n,r)=1
ω(n)6R
1√
n
(r > 1, R > 1).
Comme
ϕ(d)
d
≫ exp
{
−
∑
p∈Ik
1
p
}
(d | Nk),
il suit
(2·7) Sk ≫
∑
d1|Nk
ω(d1)6Jk/2
(d1,ℓℓ
′)=1
σ(12Jk − ω(d1), ℓd1)σ(12Jk − ω(d1), ℓ′d1).
En utilisant la meˆme identite´ pour exprimer (ℓ, ℓ′), nous obtenons
S(Mk)≫
∑
d1,d2|Nk
ω(dj)6Jk/2
(d1,d2)=1
∑
n2,n
′
2|Nk
(n2n
′
2,d1d2)=1
ω(n2),ω(n
′
2)6Jk/2−ω(d2)
σ(12Jk − ω(d1), n2d2d1)σ(12Jk − ω(d1), n′2d2d1)√
n2n′2
·
Soit
jk :=
⌊
α
k
√
logN
log2N log3N
⌋
ou` α est un parame`tre borne´ a` optimiser. Restreignons la somme exte´rieure aux couples (d1, d2)
tels que ω(dj) 6
1
2Jk − jk et la somme inte´rieure aux entiers n2, n′2 tels que ω(n2) = ω(n′2) = jk.
Pour n = n2 ou n = n
′
2, nous avons
(2·8) σ(12Jk − ω(d1), nd2d1) > σ(jk, nd2d1)≫
1
jk!
( ∑
p∈Ik
p∤nd2d1
1√
p
)jk
.
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Or ∑
p∈Ik
1√
p
= 2uk/2(
√
u− 1)
√
logN
log2N
{
1 +O
(k + log3N
log2N
)}
tandis que, lorsque d1d2n | Nk et ω(d1) + ω(d2n) 6 Jk,
∑
p|d1d2n
1√
p
≪ Jk
uk/2
√
logN log2N
≪ 1
k2uk/2 log3N
√
logN
log2N
·
Nous pouvons donc e´crire
(2·9)
∑
p∈Ik
p ∤ d1d2n
1√
p
= 2uk/2(
√
u− 1)
√
logN
log2N
{
1 +O
( 1
log3N
)}
.
En utilisant la formule de Stirling sous la forme jk! = exp
{
jk log jk−jk+O(log jk)
}
et en reportant
dans (2·8), nous obtenons donc
(2·10) σ(jk, nd2d1) > T jkeo(jk)
avec
(2·11)
T :=
2e(
√
u− 1)uk/2
jk
√
logN
log2N
=
2ke(
√
u− 1)uk/2
α
√
log3N
{
1 +O
(√
log2N log3N√
logN
)}
,
puis
S(Mk)≫ T 2jkeo(jk)
∑
d1,d2|Nk
ω(dj)6Jk/2−jk
(d1,d2)=1
∑
n2,n
′
2|Nk
(n2n
′
2,d1d2)=1
ω(n2)=ω(n
′
2)=jk
1√
n2n′2
·
Par un calcul paralle`le a` celui qui fournit (2·10), l’estimation (2·9) permet de montrer que la somme
inte´rieure vaut ( ∑
n|Nk
(n,d1d2)=1
ω(n)=jk
1√
n
)2
≫ T 2jkeo(jk).
Nous avons ainsi e´tabli que
(2·12) S(Mk)≫ T 4jkeo(jk)Vk
avec
(2·13)
Vk :=
∑
d1,d2|Nk
ω(dj)6Jk/2−jk
(d1,d2)=1
1 =
∑
06j6Jk/2−jk
06h6Jk/2−jk
(
Pk
j
)(
Pk − j
h
)
>
(
Pk
Jk/2− jk
)(
Pk − Jk/2 + jk
Jk/2− jk
)
=
(
Pk
Jk/2
)(
Pk − Jk/2
Jk/2
)
(Jk/2)!
2(Pk − Jk)!
(Jk/2− jk)!2(Pk − Jk + 2jk)!
>
1
4 |Mk|
( Jk
2Pk
)2jk
> |Mk|
(
a+ o(1)
2k2uk(u− 1) log3N
)2jk
,
en vertu de (2·5).
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Graˆce a` (2·11), (2·12) et (2·13), nous pouvons e´crire
S(Mk)
|Mk| ≫
(
h
α2
)2jk
eo(jk)
ou` l’on a pose´ h := 2e2a(
√
u− 1)/(√u+ 1). En reportant (2·6), nous obtenons
(2·14) S(M)|M| > L (N)
β+o(1)
avec β := 2γα log(h/α2). Le choix optimal α :=
√
h/e fournit
β =
4γ
√
h
e
= 4γ
√
2a(
√
u− 1)√
u+ 1
·
En choisissant aγ log u proche de 1 puis u proche de 1, nous constatons que β peut eˆtre pris
arbitrairement proche de 2
√
2.
Cela ache`ve la de´monstration de la minoration du The´ore`me 1.1.
3. Preuve du The´ore`me 1.1 : majoration
3·1. Majoration de sommes ponde´re´es
Nous adaptons ici la me´thode de´veloppe´e par Bondarenko et Seip dans [6], qui repose sur les
re´sultats de [3]. Conside´rons les sommes de Ga´l ponde´re´es
(3·1) S(M; g) :=
∑
m,n∈M
g
(
[m,n]
(m,n)
)
ou` g est une fonction sous-multiplicative,(2) de sorte que
(3·2) S(M; g) 6 S
+(M; g) :=
∑
m,n∈M
g
( m
(m,n)
)
g
( n
(m,n)
)
=
∑
ℓ
∑
m,n∈M
[m,n]=ℓ
g
( ℓ
m
)
g
( ℓ
n
)
·
D’apre`s [6], nous avons
(3·3) Γ(N) 6 4 sup
|M|6N
M⊂N1
S
(
M; 2ωg0
)
|M| ,
ou`, ici et dans la suite, ω de´signe la fonction nombre de facteurs premiers, compte´s sans multiplicite´,
et g0(n) := 1/
√
n (n > 1).
Comme dans [6], nous convenons qu’un ensemble d’entiers M est dit divisoriellement clos s’il
contient tous les diviseurs de chacun de ses e´le´ments, et qu’il est dit complet si, pour chaque
e´le´ment m =
∏r
j=1 p
νj
j de M ou` les pj sont distincts l’entier n :=
∏r
j=1 q
νj
j est e´galement dans M
de`s que les qj sont distincts et satisfont qj 6 pj .
Nous dirons qu’un ensemble fini d’entiers est strict s’il est divisoriellement clos et complet. D’apre`s
les lemmes 1 et 2 de [6], pour chaque α de ]0, 1[, le supremum Γ∗α(N) est atteint pour un ensemble
strict M.
Le lemme-clef de notre de´monstration de´coule d’un argument de comple´tude, essentiellement
identique au lemme 3 de [6].
Dans toute la suite, nous notons {pj}j>1 la suite croissante des nombres premiers et posons
y := p⌊logN/ log 2⌋.
Lemme 3.1. Soient M un ensemble strict de N entiers distincts et n ∈M. Si
y < pj1 < pj2 < . . . < pjν
2. Autrement dit telle que g(mn) 6 g(m)g(n) pour tous entiers m,n premiers entre eux.
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sont les facteurs premiers de n exce´dant y, alors
(3·4)
∑
16h6ν
log(jh/2h) 6 logN.
De plus, ν = νn 6 (logN)/ log 2.
De´monstration. Comme indique´ plus haut, il s’agit d’une variante du lemme 3 de [6]. Nous donnons
les de´tails pour la commodite´ du lecteur.
Il existe au moins R :=
∏
16h6ν(jh − h+1)/ν! entiers de la forme
∏
16h6ν p
jh
sh avec ν < sh 6 jh
et tels que la suite {sh}νh=1 soit strictement croissante. Comme M est complet, nous avons R 6 N .
Comme de plus M est divisoriellement clos, nous avons e´galement 2ν 6 N . En observant que
(h− 1)/jh 6 (h− 1)/(ν + h) 6 12 pour 1 6 h 6 ν, il suit
1
2νν!
∏
16h6ν
jh 6 R 6 N.
On obtient bien (3·4) en prenant les logarithmes. ⊓⊔
De´signons par g1 la fonction arithme´tique multiplicative de´finie par
g1(n) :=
µ(n)2∏
p|n(
√
p− 1) ·
Lemme 3.2. Soient M ⊂ N1 un ensemble de N entiers sans facteur carre´ et C > 1. Alors
(3·5) S(M;Cωg1) 6 NL (N)2C+o(1).
Remarques. (i) Dans [6] — cf. e´quation (12) —, cette majoration est e´nonce´e avec un exposant
2
√
6C mais il semble que la de´monstration contienne une erreur et ne fournisse que 2
√
6C.
Par conse´quent, il faut modifier la majoration finale Γ(N) 6 L (N)A+o(1) obtenue dans [6] en
remplac¸ant A = 2
√
12 < 7 par A = 4
√
6 < 10.
(ii) Notre approche permet d’employer la majoration (3·5) avec C = √2 au lieu de C = 2 comme
dans [7], ce qui fournit un gain de pre´cision.
(iii) La me´thode du §2 infra fournit, pour chaque N > 1, l’existence d’un ensemble MN ⊂ N1 de
cardinal N et tel que
S
(
MN ;C
ωg1
)
> NL (N)2C+o(1).
Nous omettons les de´tails.
De´monstration du Lemme 3.2. En vertu des re´sultats de [3] et [6] rappele´s plus haut, nous pouvons
supposer que M est strict. Nous de´duisons deux proprie´te´s de cette hypothe`se.
Lorsque les pjh sont les ν facteurs premiers > y d’un entier m ∈M, nous avons donc, d’apre`s le
Lemme 3.1, ∑
16h6ν
{
log(jh)− log(2 logN/ log 2)
}
6 logN,
et ν 6 (logN)/ log 2. Comme log j = log(pj/ log pj)+O(1), il existe une constante B > 0 telle que
(3·6)
∑
p|m
p>y
log
( p
B logN log p
)
6 logN (m ∈M).
Par ailleurs, si n ∈ M posse`de un facteur premier plus grand que pN , ce nombre premier est
dans M, car M est divisoriellement clos. Cela implique que tous les nombres premiers pj avec
j 6 N + 1 sont dans M, car M est complet, et contredit donc l’hypothe`se |M| = N . Ainsi, nous
pouvons e´noncer que
(3·7) P+(m) 6 pN (m ∈M).
Sommes de Ga´l et applications 11
Ici et dans la suite, nous de´signons par P+(m) (resp. P−(n)) le plus grand (resp. le plus petit)
facteur premier d’un entier naturel n avec la convention P+(1) = 1 (resp. P−(1) =∞).
Notons M∗ :=
{
[m,n] : m ∈M, n ∈M}. La majoration (3·2) permet d’e´crire
(3·8) S(M;Cωg1) 6 ∑
ℓ∈M∗
( ∑
m|ℓ
m∈M
Cω(ℓ/m)g1
( ℓ
m
))2
.
Soit f la fonction multiplicative de´finie par
f(p) =

1√
p− 1 si p 6 2By,
C
√
log3N
logN log2N
log
(
p
Bπ(y) log p
)
si p > 2By.
L’ine´galite´ de Cauchy-Schwarz fournit
(3·9)
( ∑
m|ℓ
m∈M
Cω(ℓ/m)g1
( ℓ
m
))2
6
∑
d|ℓ
d∈M
f
( ℓ
d
) ∑
t|ℓ
t∈M
C2ω(ℓ/t)
f(ℓ/t)
g1
( ℓ
t
)2
·
Nous avons ∑
d|ℓ
d∈M
f
( ℓ
d
)
6 F (ℓ) :=
∏
p|ℓ
(1 + f(p))
et
(3·10)
∑
p62By
f(p)≪
√
y
log y
≪
√
logN
log2N
,
alors que, de`s que m ∈M,
∑
p|m
p>2By
f(p) 6 C
√
log3N
logN log2N
∑
p|m
p>y
log
(
p
Bπ(y) log p
)
6 C
√
log3N logN
log2N
·
Ainsi,
(3·11) F (m) 6 exp
(∑
p|m
f(p)
)
6 L (N)C+o(1) (m ∈M).
En reportant (3·9) dans le membre de droite de (3·8), nous obtenons donc
S
(
M;Cωg1
)
6
∑
ℓ∈M∗
∑
m|ℓ
m∈M
C2ω(ℓ/m)
f(ℓ/m)
g1
( ℓ
m
)2
F (ℓ) 6
∑
m∈M
F (m)
∑
P+(d)6pN
C2ω(d)g1(d)
2F (d)
f(d)
6 |M|L (N)C+o(1)
∑
P+(d)6pN
C2ω(d)g1(d)
2F (d)
f(d)
= |M|L (N)C+o(1)
∏
p6pN
(
1 +
C2(1 + f(p))
(
√
p− 1)2 f(p)
)
6 |M|L (N)C+o(1) exp
( ∑
p6pN
C2(1 + f(p))
(
√
p− 1)2f(p)
)
.
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Comme ∑
p6pN
1
(
√
p− 1)2 ≪ log2N
et ∑
p>2By
C2
(
√
p− 1)2f(p) 6
√
logN log2N
log3N
∑
p>2By
C
(
√
p− 1)2 log(p/Bπ(y) log p)
= {C + o(1)}
√
logN log3N
log2N
nous obtenons bien (3·5). ⊓⊔
3·2. Comple´tion de la preuve du The´ore`me 1.1
Nous adaptons la me´thode de Bondarenko et Seip dans [6]. La premie`re e´tape consiste a` re´duire
la majoration de S(M) au cas d’un ensemble divisoriellement clos de meˆme cardinal — voir [3].
A` cette fin, nous modifions les e´le´ments de M en alte´rant successivement, pour chaque nombre
premier p, les puissances de p qui les divisent.
Conside´rons donc un nombre premier p. Notant M∗p := {m/pvp(m) : m ∈ M}, nous pouvons
e´crire
(3·12) M =
⋃
t∈M∗p
{tpνα(t) : 0 6 α 6 r(t)},
ou` ν(t) := {να(t)}r(t)α=0 de´signe la suite strictement croissante des valuations p-adiques des e´le´ments
de M dont t est la partie premie`re a` p. Il suit
(3·13) S(M; g0) =
∑
m,n∈M∗p
g0
( [m,n]
(m,n)
)
σp(m,n),
avec
σp(m,n) :=
∑
06α6r(m)
06β6r(n)
1
p|να(m)−νβ(n)|/2
·
Commenc¸ons par e´tablir la majoration
(3·14) max
r(m)=r
r(n)=s
σp(m,n) 6 σ
∗
p(r, s)
ou` l’on a pose´
(3·15) σ∗p(r, s) :=

r + 1 +
2r√
p− 1 si r = s > 0,
r + 1 +
2r + 1√
p− 1 si r > 0, s = r + 1,
r + 1 +
2r + 2√
p− 1 si r > 0, s > r + 2.
A` cette fin, nous notons que, dans les deux premiers cas, l’optimum est atteint lorsque les ensembles
ν(m) et ν(n) sont constitue´s des plus petits entiers possibles, autrement dit ν(m) = {0, 1, . . . , r}
et ν(n) = {0, 1, . . . , s}. Dans le troisie`me cas, la situation est plus complique´e. La configuration
ν(m) = {0, 1, . . . , r}, ν(n) = {j, 2, . . . , r + j} avec j = ⌊(s − r)/2⌋ est un exemple fournissant
l’optimum. Nous distinguons les cas s = r, s = r + 1, et s > r + 2.
Si s = r, nous avons
σp(m,n) 6 r + 1 +
∑
16k6r
2(r + 1− k)
pk/2
6 r + 1 +
2r√
p− 1 = σ
∗
p(r, r),
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alors que, si s = r + 1,
σp(m,n) 6 r + 1 +
2r + 1√
p
+
∑
16k6r
2r + 1− 2k
p(s−r+k)/2
6 r + 1 +
2r + 1√
p− 1 = σ
∗
p(r, r + 1).
Lorsque s > r + 2, nous observons que, pour chaque k > 1, le nombre de couples (α, β) tels que
|α− β| = k n’exce`de pas 2(r + 1). Il s’ensuit que
σp(m,n) 6 r + 1 +
∑
k>1
2r + 2
pk/2
= r + 1 +
2r + 2√
p− 1 = σ
∗
p(r, s).
Cela comple`te la preuve de (3·14).
Posons
(3·16) h(pα, pβ) :=

1 si α = β,
g1(p) si |α− β| = 1,
0 si |α− β| = 2 et min(α, β) > 1,
g1(p) si |α− β| = 2 et min(α, β) = 0,
0 si |α− β| > 3,
de sorte que
h(pα, pβ)
p|α−β|/2
=
1
(
√
p− 1)min(|α−β|,1)
(|α− β| 6 2−min{1, αβ}).
De´finissons alors les quantite´s
(3·17) σ+p (r, s) :=
∑
06α6r
06β6s
h(pα, pβ),
Dans l’optique d’ite´rer une majoration issue de (3·13), nous allons a` pre´sent montrer que
(3·18) σ∗p(r, s) 6 σ+p
(
r, s
)
(r > 0, s > 0).
Par syme´trie, nous pouvons supposer s > r.
Nous avons
σ+p (r, s) = u+
v + w√
p− 1 ,
avec
u :=
∑
06α6r
1 = r + 1, v :=
∑
06α6r
06β6s
|α−β|=1
1, w :=
∑
06α6r
06β6s
|α−β|=2, αβ=0
1.
Si r = s, alors v = 2r, et
w =
{
0 (r = s 6 1),
2 (r = s > 2).
Ainsi 2r/(
√
p− 1) 6 σ+p (r, r)− r − 1 6 (2r + 2)/(
√
p− 1) et l’ine´galite´ (3·18) est bien satisfaite.
Si s = r + 1, alors v = 2r + 1, et
w =

0 (r = 0, s = 1),
1 (r = 1, s = 2),
2 (r > 2, s = r + 1).
D’ou` (2r+1)/(
√
p− 1) 6 σ+p (r, r+1)− r− 1 6 (2r+3)/(
√
p− 1), et nous obtenons encore (3·18).
Si enfin s > r + 2, alors v = 2r + 1, et
w =
{
1 (r 6 1, s > r + 2),
2 (r > 2, s > r + 2).
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Il suit (2r + 2)/(
√
p− 1) 6 σ+p (r, s)− r − 1 6 (2r + 3)/(
√
p− 1), ce qui confirme bien (3·18).
Posons a` pre´sent
(3·19) Mp =
⋃
n∈M∗p
{npα : 0 6 α 6 r(n)},
de sorte que |M| = |Mp|. Il re´sulte de (3·13), (3·14), (3·17) et (3·18) que
S(Mp; g) 6
∑
m,n∈M∗p
g0
( [m,n]
(m,n)
)
h
(
pr(m), pr(n)
)
.
Par ite´ration, nous obtenons un ensemble M′ divisoriellement clos tel que |M′| = |M| et
(3·20) S(M; g) 6 S∗(M′;h)
avec
S∗(M′;h) :=
∑
m,n∈M′
h(m,n)
et h est la fonction multiplicative de deux variables de´finies par (3·16).
La deuxie`me e´tape, e´galement pre´sente dans [6], consiste a` montrer que l’on peut essentiellement
se ramener au cas ou` les e´le´ments de M′ sont sans facteur carre´.
Pour simplifier les notations, nous conside´rons dans la suite un ensemble M divisoriellement clos
et entreprenons de majorer S∗(M;h) tel que de´fini plus haut. Il re´sulte en particulier de notre
hypothe`se que maxm∈M ω(m) 6 (logN)/ log 2.
De´signons par k(m) le noyau sans facteur carre´ d’un entierm. NotantM0 l’ensemble des e´le´ments
sans facteur carre´ de M et Mk := {m ∈M0 : k(m) = k} (k ∈M0), nous avons la partition
M =
⋃
k∈M0
Mk.
et donc |M| = N =∑k∈M0 |Mk|. Semblablement,
(3·21) S∗(M;h) =
∑
j,k∈M0
Sj,k
avec
Sj,k :=
∑
m∈Mj, n∈Mk
h(m,n) (j, k ∈M0).
Dans la somme inte´rieure, effectuons la de´composition m = jm1m2, n = kn1n2, avec, pour
d := (j, k), h(m,n) 6= 0,
m2n2 | d∞, m1 | j/d, n1 | k/d.
puisque h(m,n) est nul si [m,n]/(m,n) a des facteurs cubiques. Nous avons
(m1,m2) = (n1, n2) = (m1, n1) = 1, ℓ :=
[m,n]
(m,n)
=
[j, k]
(j, k)
[m2, n2]
(m2, n2)
m1n1.
Cela implique
h(m,n) = g1
( [j, k]
(j, k)
)
g1
( [m2, n2]
(m2, n2)
)
·
On ve´rifie cette formule par multiplicativite´ en se restreignant au cas (m,n) = (pα, pβ). Ainsi,
par exemple, si (α, β) = (2, 0), nous avons j = p, m1 = p, k = n1 = m2 = n2 = 1, et donc
h(p2, 1) = g1(p).
Notons respectivement M(j, k;m2) et M(k, j;n2) les ensembles constitue´s de toutes les valeurs
admissibles de m1 et n1. Nous retrouvons l’ine´galite´ utilise´e par Bondarenko et Seip au lemme 5
de [6] en observant que ∑
m1∈M(j,k;m2)
n1∈M(k,j;n2)
1 6
∑
m1|j/d
n1|k/d
1 6 2ω([j,k]/d).
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Posons
(3·22) s(j, k;m2) =
∑
m1∈M(j,k;m2)
µ(m1)
2.
Nous avons ∑
m1∈M(j,k;m2)
n1∈M(k,j;n2)
µ(m1n1)
2 = s(j, k;m2)s(k, j;n2).
De plus, l’ine´galite´ de Cauchy–Schwarz fournit
(3·23) s(j, k;m2)2 6 |M(j, k;m2)|
∑
m1|j/d
1 6 |M(j, k;m2)|2ω(j/d).
Il s’ensuit que
Sj,k 6
√
2
ω([j,k]/d)
g1
(
[j, k]
(j, k)
)
S′j,k,
avec
S′j,k :=
∑
M(j,k;m2) 6=∅
M(k,j;n2) 6=∅
g1
( [m2, n2]
(m2, n2)
)√
|M(j, k;m2)| · |M(k, j;n2)|.
Une nouvelle application de l’ine´galite´ de Cauchy–Schwarz permet alors d’e´crire
(S′j,k)
2
6
∑
M(j,k;m2) 6=∅
M(k,j;n2) 6=∅
g1
( [m2, n2]
(m2, n2)
)
|M(j, k;m2)|
∑
M(j,k;m2) 6=∅
M(k,j;n2) 6=∅
g1
( [m2, n2]
(m2, n2)
)
|M(k, j;n2)|.
Comme max{ω(j), ω(k)} 6 (logN)/ log 2, toutes les valeurs conside´re´es de j et k satisfont
(3·24) G :=
∏
p|(j,k)
(
1 + 2g1(p)
)≪ GN := e5√(logN)/ log2 N .
Pour chaque m2 fixe´ tel que M(j, k;m2) 6= ∅, nous avons∑
M(k,j;n2) 6=∅
g1
( [m2, n2]
(m2, n2)
)
6
∏
p|(j,k)
(
1 + 2g1(p)
)
= G≪ GN .
Puisque ∑
M(j,k;m2) 6=∅
|M(j, k;m2)| = |Mj|,
∑
M(k,j;n2) 6=∅
|M(k, j;n2)| = |Mk|,
nous obtenons
S′j,k ≪ GN
√
|Mj| · |Mk|
et donc, en vertu de (3·23),
Sj,k 6 GN
√
2
ω([j,k]/(j,k))
g1
( [j, k]
(j, k)
)√
|Mj| · |Mk|.
En reportant dans (3·21) et en appliquant le the´ore`me 5 de [3], nous obtenons
S(M)≪ GN
∑
j,k∈M
µ(j)2µ(k)2
√
2
ω([j,k]/(j,k))
g1
( [j, k]
(j, k)
)√
|Mj| · |Mk|
≪ (logN)GN sup
|M|6N
M⊂N1
S(M,
√
2
ω
g1).
Le Lemme 3.2 fournit alors la majoration du The´ore`me 1.1. ⊓⊔
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Remarque. Cette dernie`re e´tape de la de´monstration vaut pour tout exposant α ∈]0, 1[ : pour
chaque ensemble M de cardinal N , nous avons
(3·25) Sα(M)≪ GN (α)O(1) sup
|M′|=N
M
′⊂N1
S
(
M
′,
√
2
ω
g2α
)
.
avec
gα(n) :=
µ(n)2∏
p|n(pα/2 − 1)
, GN (α) := exp
{
(logN)1−α(log2N)
−α}.
Cela permet donc de majorer efficacement Sα(M) lorsque
1
2 < α 6
1
2 + o(1).
4. Cas d’un ensemble de diviseurs : preuve du The´ore`me 1.3
Un calcul standard, effectue´ dans [19] lorsque α = 1, fournit
(4·1) Sα(TD) = τ(D)
∏
pµp‖D
(
1 +
2µp
(1 + µp)pα
∑
06k<µp
1− k/µp
pkα
)
.
Il suit, pour α := 1/2,
(4·2) S(TD) 6 τ(D) exp
{ ∑
pµp‖D
2µp
(1 + µp)(
√
p− 1)
}
.
Commenc¸ons par traiter le cas des estimations de Γ′′(N).
Lorsque D est sans facteur carre´, nous de´duisons de (4·1) que
(4·3) exp
{∑
p|D
1√
p
}∏
p|D
(
1 +
1
2p
)−1
6
S(TD)
τ(D)
6 exp
{∑
p|D
1√
p
}
.
Nous observons e´galement que la contribution a` S(TD) de chaque entier m ∈ TD est alors une
fonction de D seul : en effet, pour m | D, µ(D)2 = 1 et α > 0, nous avons∑
d|D
(d,m)α
[d,m]α
=
∑
t|m
tα
mα
∑
s|D/m
1
sα
=
∏
p|D
(
1 +
1
pα
)
.
La valeur maximale du membre de droite de (4·3) lorsque ω(D) = k est atteinte lorsque
D = Dy :=
∏
p6y p avec π(y) = k = ⌊(logN)/ log 2⌋ . Graˆce a` l’estimation
(4·4)
∑
p6y
1√
p
=
2
√
y
log y
{
1 +O
( 1
log y
)}
=
2√
log 2
√
logN
log2N
{
1 +O
( log3N
log2N
)}
,
nous obtenons
log Γ′′1/2(N) 6
2√
log 2
√
logN
log2N
{
1 +O
( log3N
log2N
)}
.
La minoration correspondante peut eˆtre obtenue de manie`re analogue. Nous omettons les de´tails.
Conside´rons a` pre´sent le cas de Γ′(N).
Pour optimiser la somme, disons s(D), apparaissant au membre de droite de (4·2) sous la
contrainte log τ(D) 6 logN , nous e´crivons la de´composition canonique de D sous la forme
D := Dy =
∏
p6y p
µp . La suite µp doit eˆtre de´croissante au sens large. En effet, comme la fonction
t 7→ 2t/(t+ 1) est croissante, si l’on avait µp > µq avec p < q, en intervertissant les valeurs de µp
et µq, nous ne changerions pas la valeur de τ(D) tout en accroissant s(D).
De´finissons alors une suite croissante au sens large {rk}∞k=1 ∈ [1,∞[N et un entier K > 1 par les
conditions
µp = k⇔ p ∈ Ik :=]y/rk+1, y/rk]
(
k > 1
)
, K := inf{k > 1 : rk > (log y)2}.
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Les intervalles Ik peuvent eˆtre vides : si la valeur k n’est pas atteinte par les µp, nous choisissons
rk+1 = rk. L’ine´galite´ (4·2) implique
log
(S(MD)
τ(D)
)
6
∑
16k6K
2k
1 + k
∑
y/rk+1<p6y/rk
1√
p− 1 +
∑
p6y/(log y)2
2√
p− 1
6
4C1
√
y
log y
{
1 +O
( 1
log y
)}
,
ou` la se´rie
C1 :=
∑
k>1
k
(1 + k)
(
1√
rk
− 1√
rk+1
)
=
∑
k>1
1
k(1 + k)
√
rk
est convergente. La condition τ(D) 6 N implique
(4·5) y
log y
{
C2(K) +O
( 1
log y
)}
6 logN
ou` l’on a pose´
(4·6) C2(K) :=
∑
16k6K
log(k + 1)
(
1
rk
− 1
rk+1
)
=
∑
16k6K
log(1 + 1/k)
rk
− log(K + 1)
rK
·
Pour e´valuer le maximum de C1 sous la contrainte (4·5), nous utilisons la me´thode des
multiplicateurs de Lagrange en conside´rant r := {rk}Kk=1 comme variable et en ne´gligeant
initialement les termes d’erreur ainsi que le deuxie`me terme du membre de droite de (4·6), qui
est ne´gatif ou nul. Posons
s(r) :=
∑
16k6K
1
k(1 + k)
√
rk
, ψ(r) :=
∑
16k6K
log(1 + 1/k)
rk
− logN log y
y
,
de sorte que nous cherchons le maximum de s(r) sous la contrainte ψ(r) 6 0. Le multiplicateur de
Lagrange λ est donc de´fini par les e´quations
∂
∂λ
(s(r)− λΨ(r)) = 0, ∂
∂rk
(s(r)− λΨ(r)) = 0 (1 6 k 6 K).
Ainsi Ψ(r) = 0 et
− 1
2r
3/2
k k(k + 1)
+
λ
r2k
log(1 + 1/k) = 0 (1 6 k 6 K),
ce qui fournit
(4·7) rk = {2λk(k + 1) log(1 + 1/k)}2.
Nous choisissons alors λ = 1/(4 log 2) de sorte que r1 = 1. Il s’ensuit que rk ≍ k2, K ≍ log y et
C2(K) = C2 +O
(
(log2 y)/(log y)
2
)
avec C2 := limK→+∞ C2(K).
De plus, compte-tenu de (4·5), nous avons y = (logN){ log2N +O(1)}/C2. Il suit
log Γ′(N) 6 log
{S(TD)
τ(D)
}
6
4C1√
C2
{
1 +O
( log3N
log2N
)}√ logN
log2N
·
Comme (4·7) implique 4C1/
√
C2 = B, nous obtenons bien la majoration contenue dans (1·9).
Le meˆme choix des parame`tres fournit alors la minoration correspondante. ⊓⊔
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5. Valeurs extreˆmes de la fonction zeˆta de Riemann
5·1. Me´thode de Bondarenko–Seip et sous-sommes de Ga´l
Dans leurs travaux sur le sujet, Bondarenko et Seip minorent les valeurs extreˆmes localise´es de
la fonction zeˆta de Riemann — et donc en particulier la quantite´ (1·11) — en e´valuant les normes
de formes quadratiques associe´es a` certaines sous-sommes de Ga´l, soit
(5·1) Sα(M) :=
∑
m,n∈M
n|m
( n
m
)α
(α > 0).
Nous avons bien, pour tout ensemble fini M et tout α > 0,
Sα(M) 6 Sα(M),
puisque [m,n]/(m,n) = m/n lorsque n | m.
Les minorations issues, comme dans [6], de cette approche sont obtenues en construisant des
ensembles M ade´quats qui sont divisoriellement clos, une condition naturelle pour obtenir de
grandes valeurs. Or, il est facile de constater que les sous-sommes de Ga´l S(M) = S1/2(M) sont
dans ce cas d’un ordre de grandeur tre`s infe´rieur a` celui des sommes de Ga´l maximales S(M).
Lemme 5.1. Pour tout ensemble d’entiers M divisoriellement clos et de cardinal N , nous avons
S(M) 6 N exp
{
2 + o(1)√
log 2
√
logN
log2N
}
(N →∞).
De´monstration. Pour tout m, nous avons
∑
n|m
g0
(m
n
)
6
∏
p|m
1
1− 1/√p ·
De plus, si M de cardinal N est divisoriellement clos nous avons vu que ω(m) 6 (logN)/ log 2 pour
tout m ∈M, de sorte que
∏
p|m
1
1− 1/√p 6 exp
{
2 + o(1)√
log 2
√
logN
log2N
}
.
La majoration annonce´e en de´coule imme´diatement. ⊓⊔
Posons
Q(M) := sup
c∈CN
‖c‖2=1
∣∣∣∣∣∣∣∣
∑
m,n∈M
n|m
cmcn
√
n
m
∣∣∣∣∣∣∣∣ .
Bondarenko et Seip e´tablissent dans [6] l’existence d’un ensemble M divisoriellement clos et de
cardinal 6 N tel que
(5·2) Q(M)≫ L (N)1+o(1).
Cela met en e´vidence que la proprie´te´ remarquable, mentionne´e dans l’introduction, relative aux
vecteurs propres des formes quadratiques associe´es aux sommes de Ga´l n’est plus valable pour les
sous-sommes de type S(M), du moins lorsque M est divisoriellement clos.
Nous avons vu plus haut qu’en vertu des lemmes 1 et 2 de [6], le supremum Γ∗(N) est obtenu
pour un ensemble strict. Nous savons e´galement que tout ensemble strict ve´rifie
(5·3) sup
m∈M
P+(m) 6 pN (|M| = N).
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Notons A l’ensemble de toutes les parties finies de N1 satisfaisant (5·3). Ainsi A contient a` la fois
les ensembles conside´re´s dans [7] et ceux qui ont permis d’e´tablir la minoration du The´ore`me 1.1.
Le re´sultat suivant, relatif aux e´le´ments de A, laisse supposer que la taille maximale de Q(M)
lorsque M de´crit les sous-ensemble de N1 de taille N vaut Γ
∗(N)1/2+o(1). Cette question demeure
ouverte en l’e´tat. Rappelons la de´finition des normes Q(M) en (1·6).
Lemme 5.2. Soit M ∈ A, |M| = N . Alors
(5·4) Q(M)2 ≪ (logN)Q(M).
En particulier,
(5·5) sup
M∈A
|M|=N
Q(M) = L (N)1+o(1).
De´monstration. Soit c ∈ CN tel que ‖c‖2 = 1. Posant
sd :=
∑
m∈M
d|m
cmg0
(m
d
)
,
de sorte que la quantite´ a` majorer s’e´crit |Λ|2 avec Λ :=∑d∈M cdsd, nous appliquons l’ine´galite´ de
Cauchy-Schwarz pour obtenir
|Λ|2 6
∑
d∈M
|sd|2 =
∑
d∈M
∑
m,n∈M
d|m,d|n
cmcn
g0(m)g0(n)
g0(d)2
6
∑
m,n∈M
g0(m)g0(n)|cmcn|
∑
d|(m,n)
1
g0(d)2
·
Or, pour tout entier D tel que P+(D) 6 pN , nous avons
∑
d|D
1
g0(d)2
6
1
g0(D)2
∏
pν‖D
1− 1/p−ν−1
1− 1/p ≪
logN
g0(D)2
·
Il suit
(5·6) |Λ|2 ≪ (logN)
∑
m,n∈M
g0
( [m,n]
(m,n)
)
|cmcn| 6 (logN) sup
c∈CN
‖c‖2=1
∣∣∣∣∣∣
∑
n,m∈M
cmcn
√
(m,n)
[m,n]
∣∣∣∣∣∣ .
Cela e´tablit bien (5·4).
La variante du the´ore`me 5 de [3](3) relative aux sous-ensembles de N1 permet, graˆce a` (1·5), de
majorer le membre de droite de (5·6) par L (N)2+o(1). La minoration contenue dans (5·5) a e´te´
e´tablie dans [7]. ⊓⊔
5·2. Preuve du The´ore`me 1.4
Nous ferons appel a` la variante suivante du lemme 1 de [9]. Signalons incidemment qu’une erreur
de signe s’est glisse´e dans ce dernier e´nonce´ : les deux membres du terme de droite de la formule (6)
de [9] doivent eˆtre se´pare´s par un signe − et non +.
Nous notons z un nombre complexe ge´ne´rique et de´finissons implicitement ses parties re´elle et
imaginaire par z = x + iy. Lorsque F ∈ L1(R), nous de´finissons la transforme´e de Fourier par la
formule
F̂ (ξ) :=
∫
R
F (x)e−ixξ dx (ξ ∈ R).
3. Voir (1·7).
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Lemme 5.3. Soient σ ∈] − ∞, 1[ et F une fonction holomorphe dans la bande horizontale
y = ℑmz ∈ [σ − 2, 0], satisfaisant a` la condition de croissance
(5·7) sup
σ−26y60
∣∣F (z)∣∣≪ 1
x2 + 1
·
Alors, pour tout s = σ + it ∈ C, t 6= 0, nous avons∫
R
ζ(s+ iu)ζ(s− iu)F (u) du
=
∑
k,ℓ>1
F̂ (log kℓ)
ksℓs
− 2πζ(1 − 2it)F (is− i)− 2πζ(1 + 2it)F (is− i).
De´monstration. La formule re´sulte d’une application standard du the´ore`me des re´sidus a` w 7→
ζ(s+ w)ζ(s + w)F (−iw), suivie d’un passage a` la limite. Nous omettons les de´tails. ⊓⊔
De´monstration du The´ore`me 1.4. Soient T > 1, κ = 1−β, et N := ⌊T κ⌋ . E´tant donne´ un ensemble
d’entiers M de cardinal N , posons
(5·8) Mj := M ∩
]
(1 + 1/T )j, (1 + 1/T )j+1
]
(j > 0),
notons hj := minMj lorsque Mj 6= ∅, et de´signons par H l’ensemble des hj. De´finissons alors
r : H → R+ par la formule r(hj)2 :=
∑
m∈Mj 1. Le facteur de re´sonance associe´ au proble`me est
choisi sous la forme |R(t)|2 avec
R(t) :=
∑
h∈H
r(h)
hit
·
Nous avons trivialement
(5·9) R(0)2 6 N
∑
h∈H
r(h)2 6 N |M| 6 N2.
Conside´rons alors la densite´ de Gauss Φ(t) := e−t
2/2, de sorte que Φ̂(ξ) =
√
2πΦ(ξ). La me´thode
de re´sonance repose classiquement [7] sur une minoration du rapport M2(T )/M1(T ) ou` l’on a pose´
M1(T ) :=
∫
R
|R(t)|2Φ
( t
T
)
dt, M2(T ) :=
∫ T
Tβ
|ζ(12 + it)|2|R(t)|2Φ
( t
T
)
dt.
La technique de [9], consistant, une fois adapte´e a` notre situation, a` remplacer, dans M2(T ),
le terme |ζ(12 + it)|2 par un produit de convolution, permet un gain de pre´cision lorsque β 6 12 .
D’apre`s le lemme 5 de [9], nous avons
(5·10)
∫
R
|R(t)|2Φ
( t logT
T
)
dt≪ T |M|
logT
·
Soit ε ∈ ]0, 1[. Posons
K(u) :=
sin2(εu logT )
πu2ε logT
(u ∈ R)
de sorte que
K̂(ξ) =
{
1− |ξ|
2ε logT
}+
.
Notons e´galement, a` fins d’utilisation ulte´rieure, que K est prolongeable en une fonction entie`re et
satisfait (5·7).
Conside´rons
Z(t, u) := ζ(12 + it+ iu)ζ(
1
2 − it+ iu)K(u),
I(T ) :=
∫
R
|R(t)|2Φ
( t logT
T
)∫
R
Z(t, u) du dt.
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Nous allons montrer dans un premier temps que les contributions a` I(T ) des domaines |t| 6 2T β
et {|t| > T/2, |u| > |t|/2} sont ne´gligeables. Il s’ensuivra que seules des valeurs de ζ(12 + iv) avec
v ∈ [T β, T ] interviendront dans la contribution principale, ce qui permettra de majorer I(T ) en
fonction de Zβ(T ). Dans un second temps, nous relierons I(T ) aux sommes de Ga´l.
La majoration
(5·11) |ζ(12 + iv)| ≪ (1 + |v|)1/6 (v ∈ R)
fournit∫
|t|62Tβ
∫
|u|>Tβ
Z(t, u) du dt≪
∫
|t|62Tβ
∫
|u|>Tβ
|ζ(12 + it+ iu)|
|t|+ |u|
|ζ(12 − it+ iu)|
|t|+ |u| du dt≪ T
β.
En appliquant l’ine´galite´ 2|ab| 6 |a|2 + |b|2 et en majorant classiquement le moment d’ordre 2 sur
[−H,H ] de |ζ(12 + it)| par ≪ H logH , il vient∫
|t|62Tβ
∫
R
Z(t, u) du dt≪ T β +
∫
|t|62Tβ
∫
|u|6Tβ
|ζ(12 + it+ iu)|2K(u) du dt
≪ T β +
∫
|t|63Tβ
|ζ(12 + it)|2 dt≪ T β logT.
Il suit, trivialement,∫
|t|62Tβ
|R(t)|2Φ
( t logT
T
)∫
R
Z(t, u) du dt≪ R(0)2T β logT ≪ |M|T β+κ logT.
De plus, la de´croissance rapide de Φ permet d’e´crire∫
|t|>T/2
|R(t)|2Φ
( t logT
T
) ∫
R
Z(t, u) du dt≪ R(0)2.
Nous obtenons donc
(5·12) I(T ) +O
(|M|T logT ) = ∫
2Tβ6|t|6T/2
|R(t)|2Φ
( t logT
T
)∫
R
Z(t, u) du dt.
Comme, en vertu de (5·11), nous avons ∫|u|>|t|/2 Z(t, u) du ≪ 1, la contribution du domaine
|u| > |t|/2 au membre de droite de (5·12) peut eˆtre englobe´e par le terme d’erreur.
Ainsi l’inte´grale inte´rieure peut eˆtre restreinte au domaine T β 6 |t ± u| 6 T . Compte tenu de
(5·10), cela implique
(5·13) T |M|
log T
Zβ(T )
2 ≫ I(T ) +O(|M|T logT ).
A` ce stade, conside´rons la fonction
G(z) :=
∑
k,ℓ>1
K̂(log kℓ)√
kℓ(k/ℓ)iz
·
L’application du Lemme 5.3 avec F = K fournit
(5·14) I(T ) = I1(T ) + I2(T ) + I3(T ),
ou` l’on a pose´
I1(T ) :=
∫
R
G(t)|R(t)|2Φ
( t logT
T
)
dt,
I2(T ) := −2π
∫
R
ζ(1 − 2it)K(−t− 12 i)|R(t)|2Φ
( t logT
T
)
dt,
I3(T ) := −2π
∫
R
ζ(1 + 2it)K(t− 12 i)|R(t)|2Φ
( t logT
T
)
dt.
En reportant dans (5·13) l’estimation |I2(T )|+ |I3(T )| ≪ T |M|/ logT , qui re´sulte des majorations
(5·11) et (5·10), nous obtenons
(5·15) T |M|
logT
Zβ(T )
2 ≫ I1(T ) +O
(|M|T logT ).
Cette estimation constitue la premie`re e´tape annonce´e de la preuve.
22 Re´gis de la Brete`che & Ge´rald Tenenbaum
Afin de relier l’inte´grale I1(T ), aux sommes de Ga´l, nous proce´dons comme dans [7] — cf.
e´quation (25). Nous avons
I1(T ) =
T
√
2π
logT
∑
h,g∈H
r(h)r(g)
∑
k,ℓ>1
K̂(log kℓ)√
kℓ
Φ
( T
logT
log
hk
gℓ
)
≫ T
logT
∑
16kℓ6T ε
1√
kℓ
∑
h,g∈H
r(h)r(g)Φ
( T
logT
log
hk
gℓ
)
,
puisque le terme ge´ne´ral de la se´rie quadruple initiale est positif ou nul et K̂(log kℓ) > 1/2 si
kℓ 6 T ε.
Selon la me´thode de´veloppe´e dans [7], nous observons que, lorsque k et ℓ sont fixe´s et si h ∈Mi,
g ∈Mj , nous avons ∑
m∈Mi, n∈Mj
mk=nℓ
1 6 min{r(h)2, r(g)2} 6 r(h)r(g),
et donc ∑
m∈Mi, n∈Mj
mk=nℓ
Φ
( T
logT
log
hn
gm
)
6 r(h)r(g)Φ
( T
logT
log
hk
gℓ
)
.
Dans le membre de gauche, l’argument de Φ est ≪ 1/ logT . Il suit, par sommation sur i et j,
I1(T )≫ T
logT
∑
m,n∈M
∑
16kℓ6T ε
mk=nℓ
1√
kℓ
·
En restreignant la somme inte´rieure aux couples (k, ℓ) tels que
k = m/(n,m), ℓ = n/(n,m), kℓ = [mn]/(m,n) 6 T ε,
nous obtenons
I1(T )≫ T
logT
∑
m,n∈M
[m,n]/(m,n)6T ε
√
(m,n)
[m,n]
≫ T
logT
(
S1/2(M)−
S1/3(M)
T ε/6
)
.
Reportons dans (5·15). Il vient
(5·16) Zβ(T )2 ≫
S1/2(M)
|M| −
S1/3(M)
|M|T ε/6 +O
(
(logT )2
)
.
Posant yM := maxm∈M P+(m), nous avons pour tout m ∈M∑
n∈M
(m,n)1/3
[m,n]1/3
6
∏
p6yM
(
1 +
2
p1/3 − 1
)
≪ exp{y2/3
M
}
de sorte que
S1/3(M)
|M| ≪ exp
{
y
2/3
M
}
.
Spe´cialisons alors M en choisissant l’ensemble de´fini par (2·3) avec N = ⌊T 1−β⌋, de sorte que
S1/2(M)
|M| ≫ L (T )
2
√
2(1−β)+o(1).
Nous avons alors yM ≪ (logT )6/5 ce qui implique que le terme ne´gatif de (5·16) est ne´gligeable. Il
s’ensuit que
Zβ(T )≫ L (T )
√
2(1−β)+o(1),
ce qui ache`ve la de´monstration du The´ore`me 1.4. ⊓⊔
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Remarque. Un aspect essentiel de l’approche mise en œuvre dans la de´monstration pre´ce´dente
repose sur l’introduction d’une inte´grale relative a` un produit de deux facteurs zeˆta, alors qu’un
seul terme |ζ(12+it)| intervenait dans les travaux pre´ce´dents [7], [9]. Cela permet, via une majoration
standard, de relier directement Zβ(T ) aux sommes de Ga´l S(M) sans ne´cessiter l’introduction des
formes quadratiques associe´es aux sous-sommes S(M). Les coefficients r(h) apparaissant dans [7]
et [9] sont de´finis sous la forme r(hj)
2 :=
∑
m∈Mj f(m)
2 ou` f est une fonction multiplicative qui
ne peut eˆtre remplace´e par 1. L’introduction du carre´ du module de zeˆta permet de choisir f = 1
et ainsi de minorer directement l’inte´grale en fonction des S(M), sans appel aux normes Q(M).
6. Valeurs maximales de |L(1
2
, χ)|
Nous nous proposons ici de de´montrer le The´ore`me 1.5. Nous verrons a` cette occasion comment
utiliser efficacement les minorations de sommes de Ga´l dans ce proble`me. Soit χ un caracte`re
primitif modulo q. Alors χ(−1) = (−1)ν ou` ν = ν(χ) ∈ {0, 1}. Ainsi χ est pair ou impair selon que
ν(χ) vaut 0 ou 1, et, posant
Wν(x) :=
1
2πi
∫
(2)
Γ(14 +
1
2s+
1
2ν)
2
Γ(14 +
1
2ν)
2sxs
ds,
ou`, ici et dans la suite nous notons (σ) la droite verticale d’abscisse σ, nous avons
(6·1) ∣∣L(12 , χ)∣∣2 = 2 ∑
k,ℓ>1
χ(k)χ(ℓ)√
kℓ
Wν
(πkℓ
q
)
(ν(χ) = ν).
Ce re´sultat classique (cf. [22], lemme 2) re´sulte de l’e´quation fonctionnelle satisfaite par la fonction
L(s, χ) via un calcul standard de somme de Gauss associe´e a` un caracte`re primitif.
La formule d’inversion de Mellin fournit l’expression suivante pour les fonctions Wν .
Lemme 6.1. Pour x > 0 et ν ∈ {0, 1}, nous avons
(6·2) Wν(x) = 4
∫ ∞
x
tν−1/2
∫ ∞
0
e−v
2−(t/v)2
vΓ(14 +
1
2ν)
2
dv dt (σ > 0).
En particulier pour tout x > 0, nous avons 0 6 Wν(x) 6 1.
De´monstration. Nous avons classiquement (voir par exemple le corollaire II.0.14 de [24])
e−t
2
=
1
2πi
∫
(σ)
Γ(s)
ds
t2s
(σ > 0, t > 0),
d’ou`, par changement de variables,
e−t
2
tν+1/2 =
1
4πi
∫
(σ)
Γ(12s+
1
2ν +
1
4 )
ds
ts
puis, en vertu de la formule de convolution adapte´e a` la transforme´e de Mellin,
1
2πi
∫
(σ)
Γ(12s+
1
2ν +
1
4 )
2 ds
ts
= 4
∫ ∞
0
e−v
2
vν+1/2e−(t/v)
2
(t/v)ν+1/2
dv
v
= 4tν+1/2
∫ ∞
0
e−v
2−(t/v)2 dv
v
·
Cela implique bien (6·2), apre`s division par t et inte´gration sur [x,∞[.
La positivite´ de Wν(x) est e´vidente ainsi que sa de´croissance par rapport a` x. D’apre`s [22] —
formule (1.3a) — nous avons Wν(0) = 1 : cela implique imme´diatement l’encadrement e´nonce´. ⊓⊔
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Rappelons a` pre´sent une variante, relative aux caracte`res primitifs, de la relation d’orthogonalite´
des caracte`res de parite´ donne´e. D’apre`s le lemme 1 de [22] (voir aussi le lemme 3 de [11]), lorsque
(mn, q) = 1, nous avons
(6·3)
∑∗
χmod q
ν(χ)=ν
χ(m)χ(n) = 12
∑
d|(q,|m−n|)
ϕ(d)µ(q/d) + 12 (−1)ν
∑
d|(q,m+n)
ϕ(d)µ(q/d),
ou`, ici et dans la suite, l’aste´risque indique que la sommation est restreinte aux caracte`res primitifs.
Supposons dore´navant que q est un nombre premier, de sorte que tout caracte`re non principal de
module q est primitif. SoitM = Mq un ensemble de cardinal N maximisant S(M) sous la contrainte
que tous les e´le´ments de M soient premiers a` q. Telle que mise en œuvre par Soundararajan dans
[23], la me´thode de re´sonance consiste a` comparer les quantite´s
V +1 (q) :=
∑∗
χ∈X+q
|Rχ|2, V +2 (q) :=
∑∗
χ∈X+q
|Rχ|2|L(12 , χ)|2.
E´tant donne´ un ensemble H de repre´sentants des classes de M modulo q, nous posons
(6·4) r(h)2 :=
∑
m∈M
m≡h (mod q)
1 (h ∈ H), Rχ :=
∑
h∈H
r(h)χ(h).
L’ine´galite´ de Cauchy-Schwarz fournit, pour tout caracte`re χ de module q,
(6·5) |Rχ|2 6 |Rχ0 |2 6 |H|
∑
h∈H
r(h)2 6 min{q − 1, N}N.
La relation (6·1) implique donc
(6·6) V +2 (q) =
∑
j,h∈H
r(j)r(h)
∑
k,ℓ>1
(kℓ,q)=1
1√
kℓ
W0
(πkℓ
q
)
σq ,
avec, en vertu de (6·3),
σq := 2
∑∗
χ∈X+q
χ(jk)χ(hℓ) =
∑
d|(q,jk+hℓ)
ϕ(d)µ(q/d) +
∑
d|(q,|jk−hℓ|)
ϕ(d)µ(q/d).
Comme q est un nombre premier, nous avons
σq =

−2 si q ∤ (jk − hℓ)(jk + hℓ),
q − 3 si q ∤ jk − hℓ et q | jk + hℓ,
q − 3 si q | jk − hℓ et q ∤ jk + hℓ,
2(q − 1) si q | jk − hℓ et q | jk + hℓ.
De plus, la relation W0(x)≪ 1/(x+ 1)2, valable pour x > 0, fournit∑
k,ℓ>1
(kℓ,q)=1
1√
kℓ
W0
(πkℓ
q
)
≪ √q log q.
Nous en de´duisons
V +2 (q) + 2 |Rχ0 |2
∑
k,ℓ>1
(kℓ,q)=1
1√
kℓ
W0
(πkℓ
q
)
=
∑
j,h∈H
r(j)r(h)
∑
k,ℓ>1
(kℓ,q)=1
1√
kℓ
W0
(πkℓ
q
)(
σq + 2
)
> (q − 1)
∑
k,ℓ>1
(kℓ,q)=1
1√
kℓ
W0
(πkℓ
q
) ∑
j,h∈H
q | |jk−hℓ|
r(j)r(h),
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ou` nous avons utilise´, de manie`re cruciale, la positivite´ de W0 e´tablie au Lemme 6.1. Il s’ensuit que
V +2 (q) > (q − 1)
∑
k,ℓ>1
(kℓ,q)=1
1√
kℓ
W0
(πkℓ
q
) ∑
j,h∈H
q | |jk−hℓ|
r(j)r(h) +O
(
min{q,N}N√q log q
)
.
Lorsque kj ≡ ℓh (mod q), nous avons
(6·7) r(j)r(h) > min{r(j)2, r(h)2} >
∑
m,n∈M, km=ℓn
m≡j (mod q), n≡h (mod q)
1,
de sorte que
V +2 (q)≫ q
∑
k,ℓ6
√
q
(kℓ,q)=1
1√
kℓ
∑
m,n∈M
km=ℓn
1 +O
(
min{q,N}N√q log q
)
≫ q
∑
m,n∈M
m/(m,n),n/(m,n)6
√
q
(mn,q)=1
√
(m,n)
[m,n]
+O
(
min{q,N}N√q log q
)
,
ou` nous avons utilise´ la minoration W0(x)≫ 1, valable pour x ∈ [0, π].
Choisissons alors N =
⌊√
q
⌋
. Nous avons construit dans la de´monstration du The´ore`me 1.1 un
ensemble M = MN de cardinal N et tel que S(MN ) > NL (N)
2
√
2+o(1). Or, tous les facteurs
premiers p des e´le´ments de MN ve´rifient logN < p 6 (logN)
2 6 N pour N suffisamment grand.
Il s’ensuit que, si m ∈MN et N =
⌊√
q
⌋
, nous avons ne´cessairement (m, q) = 1. Il suit
∑
m,n∈MN
m/(m,n),n/(m,n)6
√
q
(mn,q)=1
√
(m,n)
[m,n]
> S1/2(MN )−
1
N1/6
S1/3(MN )≫ S1/2(MN )≫ q1/2L (q)2+o(1)
ou` l’avant-dernie`re minoration re´sulte d’une manipulation semblable a` celle qui a permis de minorer
le membre de droite de (5·16). Pour ce choix de l’ensemble M, nous avons donc
V +2 (q)≫ q3/2L (q)2+o(1).
De plus,
V +1 (q) 6
∑
χ (mod q)
|Rχ|2 6 q
∑
m∈M
r(m)2 6 qN 6 q3/2.
Nous obtenons donc la minoration
L+q >
√
V +2 (q)/V
+
1 (q) > L (q)
1+o(1).
Cela ache`ve la de´monstration du The´ore`me 1.5.
7. Sommes de caracte`res
7·1. Un lemme de localisation et coprimalite´
Le re´sultat suivant est une conse´quence facile de la construction employe´e pour e´tablir le The´o-
re`me 1.1.
Corollaire 7.1. Soient q > 1 et N > 3 tels que π(logN log2N) > ω(q). Il existe alors un ensemble
d’entiers Mq ve´rifiant
(7·1) |Mq| 6 N, maxMq 6 2minMq,
(∏
m∈Mq m, q
)
= 1, S(Mq) > |Mq|L (N)2
√
2+o(1).
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De´monstration. Conside´rons l’ensemble M de cardinal 6 N construit dans la de´monstration du
The´ore`me 1.1. En faisant tendre β vers 2
√
2 dans (2·14), nous avons donc
(7·2) S(M) > |M|L (N)2
√
2+o(1).
La premie`re e´tape consiste, sans changer |M| et sans diminuer S(M), a` alte´rer M de manie`re a`
rendre tous ses e´le´ments premiers a` q. A` cette fin, observons que P−(m) > logN log2N pour tout
m de M, de´signons par pj le j-ie`me nombre premier ne divisant pas q, de´composons q = q1q2
avec P+(q1) 6 logN log2N , P
−(q2) > logN log2N , et posons r = ω(q2). Ainsi pj ∤
∏
m∈Mm
(1 6 j 6 r) alors que, par hypothe`se, r = ω(q2) 6 π(logN log2N)−ω(q1). De´signons par ℓ1, . . . , ℓr
les facteurs premiers de q2, et associons a` chaque e´le´ment m de M l’entier
m† := m
∏
16j6r
(pj
ℓj
)vℓj (m)
L’ensemble M† := {m† : m ∈ M} ve´rifie clairement |M†| = |M|. De plus, S(M†) > S(M) puisque
(m†, n†)/[m†, n†] > (m,n)/[m,n] pour tous m, n de M.
Dans une seconde e´tape, montrons que, sans diminuer significativement S(M†)/|M†|, on peut
imposer que M† soit inclus dans un intervalle dyadique. Tout e´le´ment m de M† est de la forme
m = (d/b)
∏
16k6(log2 N)
γ N
†
k ou` l’on a pose´
N †k :=
∏
p∈Ik
p∤q
p
∏
ℓj∈Ik
16j6r
pj
et
log(db) 6
∑
16k6(log2 N)
γ
auk+1(logN)2 log2N
k2 log3N
≪ (logN)3.
Nous pouvons donc scinderM† en au plus J ≪ (logN)3 sous-ensemblesMj inclus dans un intervalle
dyadique ]Mj , 2Mj]. Or
S(M†) =
∑
d
ϕ(d)
( ∑
m∈M
d|m
1√
m
)2
6 J
∑
d
ϕ(d)
∑
16j6J
( ∑
m∈Mj
d|m
1√
m
)2
6 J
∑
16j6J
S(Mj) 6 J
2 max
16j6J
S(Mj).
Cela implique imme´diatement le re´sultat annonce´. ⊓⊔
7·2. De´monstration du The´ore`me 1.6
Soit N un entier tel que π(logN log2N) > ω(q). Nous appliquons la me´thode de re´sonance en
conside´rant
W1(q) :=
∑
χmod q
χ6=χ0
|Rχ|2, W2(q) :=
∑
χmod q
χ6=χ0
|Rχ|2 |S(x, χ)|2 ,
ou` Rχ est de´fini comme en (6·4) pour l’ensemble M de cardinal 6 N construit au Corollaire 7.1.
L’orthogonalite´ des caracte`res fournit d’abord
(7·3) W1(q) 6 ϕ(q)|M|.
Pour minorer W2(q), nous observons d’une part que, d’apre`s (6·5),
(7·4) W2(q) + |Rχ0 |2 |S(x, χ0)|2 6W2(q) +O(|M|2x2),
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et, d’autre part, que l’orthogonalite´ des caracte`res et l’ine´galite´ (6·7) permettent d’e´crire
(7·5)
W2(q) + |Rχ0 |2 |S(x, χ0)|2 = ϕ(q)
∑
16k,ℓ6x
(kℓ,q)=1
∑
j,h∈H
q | |jk−hℓ|
r(j)r(h)
> ϕ(q)
∑
m,n∈M
∑
16k,ℓ6x
(kℓ,q)=1
mk=nℓ
1.
Restreignons la somme inte´rieure, disons σ(m,n) aux couples (k, ℓ) = (sn/(m,n), sm/(m,n)) tels
que (s, q) = 1. Sous l’hypothe`se max{m,n} 6 √2mn 6 x(m,n)/(log q)A, ou` A est une constante
absolue convenablement choisie, nous avons donc, en vertu, par exemple, du lemme 3.9 de [10],
σ(m,n)≫ ϕ(q)x(m,n)
q
√
mn
=
ϕ(q)x
q
√
(m,n)
[m,n]
.
Il re´sulte alors de (7·3), (7·4) et (7·5) que
(7·6)
∆(x, q)2 >
W2(q)
W1(q)
≫ ϕ(q)x
q|M|
∑
m,n∈M
[m,n]/(m,n)6x2/2
√
(m,n)
[m,n]
+O
(x2|M|
ϕ(q)
)
≫ ϕ(q)x
q|M|
{
S(M)− 2S1/2−η(M)
x2η
}
+O
(x2N
ϕ(q)
)
,
pour tout η > 0.
Choisissons par exemple η = ε/3, ou`, par hypothe`se, ε > 0 est tel que log x > (log q)1/2+ε.
Notant a` nouveau yM := maxm∈M P (m) 6 (logN)1+o(1), nous avons, pour chaque m de M,
∑
n∈M
(
(m,n)
[m,n]
)1/2−η
6
∏
p6yM
(
1 +
2
p1/2−η − 1
)
≪ exp{y1/2+η
M
} ≪ exp{(logN)1/2+2ε/3}
de sorte que
S1/2−η(M)
|M| ≪ exp
{
(logN)1/2+2ε/3
}
.
Pour le choixN := K ⌊q/x⌋, ou`K est une constante absolue assez grande. En vertu de l’hypothe`se
x 6 q/e(1+ε)ω(q), la condition π(logN log2N) > ω(q) du Corollaire 7.1 est bien satisfaite. Nous
de´duisons donc (1·13) de (7·6) en y reportant la minoration (7·1).
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