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Sobre un Problema Semilineal Elíptico
con Resonancia
P(A h) { Au + Arau +g(u) = h sobre O,
ra, u(() = O sobre ao,
donde O e RN es un· dominio abierto y acotado con frontera suave, Ara
es un valor propio de -A, 9 es una función real y h e LOO(O).
Después del.ar~ículo de Landesman y Lazer [19), el problema ha sido
intensamente investigado en varias direcciones. Para el caso en que Araes
un valor propio simple diríjase el lector a [1,3], [8, 11], [13, 16], [22, 25],
[29], [31, 32}y las referencias que allí se encuentran. Para el caso en el
que Ara es no simple, ver [4,6], [9], [28] y sus referencias.
Es común en la literatura sobre estos problemas distinguir los siguientes
casos:
1. g(t) -+ a± si t -+ ±oo y (a+,a_) tf(O,O).
Este es el caso considerado por Landesman-Lazer.
2. g(t) -+ O si Itl -+ 00 y
fo'g(8) ds -+ ±oo,
Este caso fue considerado en [1, 27l.
T
3. 9 es T - periódica. y f g( s )ds = o.
'. o .
Este caso fue considerado en [29].
4. 9 acotada, An + g'( s) < const < An+l Y An un valor propio simple.
Este caso fue considerado en [2, 31].
5. g(t) -+ O si Itl -+ 00 y
lo' g(s) ds -+ /1,
Este caso es conocido como res~nancia fuerte, y ha sido considera.do
en [4, 6]: .
La condición 5. implica. una condición de compacidad que ha sido in-
troducida: p.or Cerami en [7]; ésta fue usada pa.r4'.prob~ un. teorema
de millimax, Teorema. 2.3 de'[4]! .,D~de el plJ,nto de vista de la Teoría
de Morse el problema. de la r:esonanciafuert~ ha sido estudiado en [6],
dónde la. condició¿: 5.. imp~ne' reStr)cion~ 'técniea.s sobre el operador de
~ émyt~ki\tefirpd9 J>org. Vetla' cond.Ción 90 allí. .
• . . .; "; ., ',' ~_., >,~ " t
En.esteartículQ..se tratar.á el cas~'en elqueX~ ..~·.un valor ,propio no siIn-
pl~, co~o t~biénelcé1SQ.en,que !fí!oes. Es\e ca.s~amerit~ untrata.miento
aparte, no obstante ser el más fácil.
. .
2. Notaciones y preliminares
2.1. El Operador -~
Es bien conocido (ver P2)) que -~ : D( -~) e L2(0) --+ L2(0), donde
D(-~) = H2.2(O)nHO,2(O), es un operador lineal, autoadjunto y biyec-
tivo con valores propios O < ~1 < ~2 ::; ... También (_~)-1 es un ope-
rador bien definido de L2(0) sobre D( -~)j además es completamente
continuo y satisface:
a) (_~)-1[LJ'(0)] e H2,,,(0) nH~,2(0), para todo p ~ 2.
b) II(_~)-1 1112,,, ::; e"II/I1LP(O)' para todo 1 E L"(O).
c) II(_~)-1 IIL:l(o) = 1
1
•
d) -(~+~n) es inyectivo sobre E{~n).L Ysatisfac~ a) y b), donde E(~n)
es el subespacio generado por las funciones propias asociadas a ~n.
2.2. Soluciones de P(~n' h)
u E L2(0) es una solución de P(~n' h) si y solo si
Puesto que (_~)-1 es completamente continuo, entonces el lado derecho
de (1) define un operador completamente continuo.
Sea E(~j) el subespacio generado por las funciones propias asociadas a
~j. Sea X = Eai=1 E(~j). Supondremos que dimX = R, dim{~n) = S
y denotaremos Y = X.L sobre L2(0). Es claro que HJ,2(0) = X Ea Y,
Y entonces es claro que u E HJ,2(0) la podemos escribir en la forma
u = x + y, con x E X y Y E Y. Sean P y Q las proyecciones sobre X y
Y respectivamente. Aplicamos P y Q a (1) y obtenemos
Para cada x E X, fijo, resolvemos la ecuación (3). La solución y E
Y obtenida, la cual depende dex y h, la remplaz&lllos en (2). Ahora
tenemos una ecuación en x, y vemos que x la resuelve si y 8010 si x+y(x, h)
es una solución de P(.\,,, h).
3. Resultados principales
(H.l) \g(u) - g(v)1 ~ klu - vi, u, v ER tal que k + ~n < .\n+l.
(H.2) mj + g'(O') ::f Opara todo"; = 1,2, ... , n, donde mi = (.\n - .xj).
Entonces, existe a > O tal que si IIhIlL2(o) < a, P(>"n, h) tiene una
solución.
Demostración. Por (H.l) es fácil ver que para x E X, fijo, y h E
L2(O), el lado derecho de (3) es una contracción; entonces existe una
única solución T(x, h) E Y de (3).
Es bien conocido (ver por ejemplo {31D que T; : X x L2(O) -+ Y es
continua, y si 9 es diferenciable entonces T(x, h) lo es, y además, si
g(O) = Oentonces T(O,O)= O. Remplazamos T(x, h) en (2) y vemos que
nuestro problema se reduce a hallar soluciones del problema
x = P( -A)-I(~~X+ g(x + T(x, h» - h).
R
Sea. X = E ~g,,,,dondet/>"denota la ftmción propia asociada a .x". En-
k=1 '. .
tonces, resolver «(.) equivale a resolver el sistema
hj = J h4>j -
(1
(>"n - .\j)aj + J g(x + T(x, h»4>j
n
- mjaj + rj(a,h),
j = 1,2, ... , R,donde rj(a, h) = J g(x + T(x, h»,pj. De ahora en ade-
o
lante identificaremos a = (al, ... aR) con x EX.
Podemos reescribir (5) en la forma
h = r(a, h) + M(a), (6)
donde h - (h¡, ... ,hR),r = (r¡,... ,rR), M es la matriz diagonal
[mI, m2, ... ,mn-l, O,O,... J con R - S entradas no nulas sobre la diagonal
deM.
Si llamamos F(a,h) = r(a,h) + M(a) - la entonces F(O,O) = O Y
F~(O,O) = M + f'(0,0). Por (H.2) concluimos que F~(O,O) es un home-
omorfismo de IRR sobre sí mismo. El teorema de la función implícita nos
dice que existe una vecindad abierta U de h = OY una función continua
,p : U ~ IRR tales que .
h = r(,p(h), h) +M(,p(h».
Sea a > O tal que B(O, a) e U e L2(O). Por (7) vemos que si IIhllp(o) $;
a, P( An,h) tiene una solución.
Comentario 1. El caso An = Al es elmás simple, y ha sido ampliamente
tratado en la literatura aun para valores propios distintos del primero,
pero siempre para el caso de valores propios simples. En este caso es
claro que M .:..o. Vemos que para a = inf r(a, h) y b = sup r(a, h),
creIR creR
el problema P(A¡, h) tiene solución si h = J h,pl E (a, b), y P(AI, h) no
o
tiene solución si h r;. [a,b]. Este caso fue considerado en [31, 2].
En la sección 4 volveremos sobre el caso Al, donde se dará un resultado
general.
(R.3) .((G) > o.
(H.4) mj>2,j ·1, ... ,n-1,n2::2.
(B.5) dimE(>',,) es impar.
Demostracion. Como en el teorema 1, las soluciones de P(>',,) son de
R
la forma z + T(z,O), dondé z = E ak<f>k = a = (a¡, ••• , aR) satisface
k=1
(7) pata h = o.
De (B.3) y (H.4) obtenemos
donde ind[f, O]= dB[f, B(O, f),O] para todOf > Oy pequeño; dB denota
el grado de Brouwer, el cual es 1si dim X es par y -1 si dim X es impar.
Ahora, puesto que 9 es acotada, r + M - / es asintticamente lineal a
M -l. Por (H.4) vemos que 1no es un valor propio de M -l. Entonces
dB[-(r + M),.B(O,r),O] = (_I)R-S = TI,
sir es suficientemente grande (ver [18], p. 105).
Por (8), (9) Y la propiedad de la descomposición del domÍnio del grado
de Brouwer, existe ao E RR, ao 1= O, tal que ao+T(ao,O) es una solución
no nula de P(>'", O).
Ej~mplo 3. u" + n2u + sin u = O,u(O) = u(1I') = O,n 2:: 2 tiene, por lo
menos, .una solución no nula.
Los siguientes teoremas se enunciarán sin pruebas, advirtiendo que ellas
siguen 108 mismos printipios del teorema 2. .
(H.7) Existe d > O talique para-,jlhUL3(Q) ~d,
,Pg(u) ::F O.
(H.8) dimX es impar.
EntOJJceB P(.\,,,O) t.ie~,por 1{J¡nelJOS, tl.nasoluqón no nula.
Comentario 2. La condición (H.T) se satisiitce si, pórejemplo, pará.
lIu'nL2(O) ~. el el Operator'de NeJilytskidelinido por 9 es g(u) = ¡---:t--+ _,I+llullL2(o)
Pu ::F O.
Teorema 5. Supongamos qu~ gsatisfaceJas condiciones (lI.l), (H.5),
(H.7) Y también -
(H.9) g'(O) < O.
(H.IO) g'(O) +mj > O paraj = 1,2, ... ,n-1.
Entonce$ peA,,, O}tiene, por lamenos, una. solución no nula.
Teorema 6.• Supongamos que 9 satisface las condiciones (H.I), (H.2),
como también
(H.I!) Existe c > Oy una no nula (a,,, ... ,aR) ERS tales que una de
lliB siguientes posibilidades sesatisfal;e:
R
a) ~ J ajg(u)q,; = 0, si ItuIlL2(0). C.
J-o·· .'
R
b) ~ J o;g(u)q,;' <.",si .UllUV(O) = C.
J=no
11
c) ~ jajg(u)q,; > O, Si 'luIlL2(o) = C.
J=no -
5. El caso de un valor propio simple
. .
En esta sección se considerará el ~ -\" :=:ll~'Este caso puede exten-
derse al caso de un válor propio simple dia,tintOdel primero.
El siguiente Teorema constituye una generalización del caso considerado
en [2]. Las hipótesis son ampliamente debilitadas. El Teorema principal
Teorema 7.seag una función continuayacotadayseah E LOO(O). En-
tonces, existen dos inte~ [M,N) ~ [a,b]t.a que si Jhq,l E (M, N). . . O
el problema.P(lh h)tieoeu4 solución, .y si J h';' • ,(0, b] elltoneeBo .
P(lh h) no tiene solución.
Demostración. Sólo se dará una idea de la prueba. En este caso
X = {tq,l,t E R} Y existe R> O tal que para todo x E X-
dLs[1 - Q( -~)-l(ll. +g(x + .)- h), B(O, R), O]=1.
. .
Otra aplicación de la Teoría de Leray-Smauder noS dice que si tomamos
a x = tq,l como parámetro, y usamos el Teorema Fundamental de [20]o
el Corolario 10 de (26] (capítuló V) entonceS Para cada M > Oexiste un
conjunto lIl4X~al conexo SM de soluciones (tq,}, T(tq,l» e [-M, M) x Y
de (3). Ahora, podemos dar un orden sobre e .' {SM,M E R+} en
la siguiente forma: SM < SN si M < N y IIfIlL2(Q) < IIgIlL2(Q) para
todo f E QSM y 9 E 'QSN. Este orden está bien definido, ya queSp
es maximal. Puesto que IIQ.spllp(Q) <R para todO P, ,entonces toda
cadena en e es acotada. Por el Lema de Zom, e tiene un elemento
maximal S. Sea S = {t4>t+T(t4>t), .tE R}, donde T: X -+ 2Y•
Remplazamos T(x) en (2), y P(ll' h) tiene una solución si y sólo si
J h4>tEJ g(. +T(s»fl = f(t)
Q Q
para algún x = tq,l. Es claro que {(t, f(t»} es conexo. Definimos
M = inf f(t), N = sup f(t), y también a = inf J g(U)q,l Y b =
teR teR uEL2(O) Q
sup f g(u)~.
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