Pharmacokinetic modeling is a promising quantitative analysis technique for cancer diagnosis. However, diagnostic dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) of the breast is commonly performed with low temporal resolution. This limits its clinical utility. We investigated for a range of temporal resolutions whether pharmacokinetic parameter estimation is impacted by the use of data-derived arterial input functions (AIFs), obtained via analysis of dynamic data from a reference tissue, as opposed to the use of a standard AIF, often obtained from the literature. We hypothesized that the first method allows the use of data at lower temporal resolutions than the second method. Test data were obtained by downsampling high-temporal-resolution rodent data via a k-space-based strategy. To fit the basic Tofts model, either the data-derived or the standard AIF was used. The resulting estimates of K trans and v e were compared with the standard estimates obtained by using the original data. The deviations in K trans and v e , introduced when lowering temporal resolution, were more modest using data-derived AIFs compared with using a standard AIF. Specifically, lowering the resolution from 5 to 60 s, the respective changes in K trans were 2% (non-significant) and 18% (significant). Extracting the AIF from a reference tissue enables accurate pharmacokinetic parameter estimation for low-temporal-resolution data.
β overall rate of contrast agent washout in the EMM (min −1 ) C muscle contrast uptake curve in muscle tissue (mM) C muscle contrast uptake curve in muscle tissue, fitted by the EMM (mM) C p contrast uptake curve in blood plasma (mM) C tumor contrast uptake curve in tumor tissue (mM) γ initial rate of contrast agent washout in the EMM (min −1 ) K trans volume transfer constant between EES and blood plasma in the Tofts model (min −1 ) q measure of radius of curvature at transition from initial to late phase in the EMM r Pearson correlation coefficient T 1 longitudinal relaxation time (ms) v e volume fraction of EES in the Tofts model
Introduction
Pharmacokinetic modeling of dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) data is a quantitative analysis technique employed for a variety of clinical purposes, including cancer diagnosis and therapy assessment. Accurate measurement of pharmacokinetic (PK) parameters requires data acquisition with high temporal resolution, but in the clinical setting this is often not practical because of the need to image large volumes of tissue. Diagnostic DCE-MRI of the breast, for instance, is generally performed with modest temporal resolution (about 1 min) to obtain full bilateral coverage with adequate spatial resolution. Low temporal resolution presents a challenge; however, as recently shown (Planey et al 2009) , it does not prevent application of basic PK models. Fundamental to PK modeling is the use of an arterial input function (AIF) which describes the bolus of contrast agent passing through the blood circulation, and serves as input to the contrast agent uptake in the tissue of interest. It is difficult to extract an accurate AIF from data acquired with a modest temporal resolution. Direct measurement of the bolus passage in an artery requires a sampling interval of approximately 1 s (Henderson et al 1998) , and is therefore not feasible. A popular alternative is the use of a standard AIF, which is often a population-averaged AIF, derived from data acquired at a relatively high sampling rate; e.g. about one sample every 5 s (Parker et al 2006) . Another alternative is the use of a reference tissue AIF method, as introduced into the field of DCE-MRI in 1998 (Kovar et al 1998) . Key to this method is the use of a reference tissue, such as muscle, that has gradual contrast agent uptake, and can be sampled relatively slowly. Under the assumption of known (constant) enhancement parameters for the reference tissue, analysis of its uptake curve can provide a data-derived AIF-even at low temporal resolution.
Derivation of the AIF from a reference tissue shows reasonable repeatability between two DCE-MRI studies of the same subject and the same region of interest (ROI) without repositioning the subject in the scanner (Yankeelov et al 2006) , and reproducibility between two DCE-MRI studies of the same subject on separate occasions (Walker-Samuel et al 2007 , Yang et al 2009 , as well as good correlation with direct AIF measurement (Kovar et al 1998 , Yankeelov et al 2007 . It has been demonstrated that in diagnostics the use of a data-derived AIF results in a larger area under the receiver operating characteristic (ROC) curve, and thus performs better, than the use of a standard AIF (Huisman et al 2006 , Vos et al 2009 . In addition, standard AIFs are commonly applied irrespective of the temporal resolution of the data at hand, and this can lead to, respectively, under-and overestimation in the volume transfer constant (K trans ) and the distribution fraction (v e ) (Heisen et al 2010) . This temporal-resolution-dependent bias cannot be easily accounted for. Yankeelov et al (2005) showed that contrast agent uptake measurements in tissue require sampling intervals of 30-60 s. They tested their reference tissue method for its sensitivity to noise and incorrect assignment of reference tissue PK parameter values via simulations at 1 min temporal resolution. More recently, Planey et al (2009) reported on temporal sampling requirements for PK parameter estimation using reference tissue modeling in human breast cancer. Their simulation study demonstrated a precision within ±15% of the mean up to a sampling interval of 29 s. With downsampled 32.8 s clinical breast data, they obtained PK parameter estimates that were very similar to those obtained with the native 16.4 s data, whereas downsampled 65.6 s data led to a systematic underestimation in K trans . Here, we systematically compare the use of a reference tissue AIF extracted from data at various temporal resolutions (data-derived AIFs) with the use of a single standard AIF for data at all temporal resolutions. The study is designed to focus on the role of temporal resolution, i.e. to investigate its effect on PK parameter estimation in isolation. We hypothesize that the use of data-derived AIFs enables accurate PK parameter estimation at lower temporal resolutions than the use of a standard AIF. Besides comparing the methods, we search for the 'boundary resolution' at which deviations due to low temporal resolution become significant in the PK parameter estimates. Test data are obtained by downsampling high-temporal-resolution (5 s) rodent DCE-MRI data, acquired with a 4.7 T animal scanner, via a k-space-based downsampling strategy to obtain data at a range of temporal resolutions. In this research, we choose to use the reference tissue AIF derived from the original 5 s data as the 'standard' AIF. As a result, the standard AIF is matched to the original data, but is mismatched with the downsampled data in terms of temporal resolution. Other errors that are commonly introduced by the use of a standard AIF, for instance due to variation in systemic circulation and injection protocol, are avoided with this approach. To fit the PK model to the downsampled data, either the data-derived AIF or the standard AIF is used. The resulting PK parameter estimates are compared with the standard parameter estimates obtained from the original 5 s data.
Methods

Animals and imaging protocol
Copenhagen rats (n = 6) with implanted AT6.1 prostate tumors on the hind limb were used in this study. Multi-slice T 1 -weighted gradient echo images (repetition time/echo time = 40/3.5 ms, matrix size = 128 × 128, field of view = 40 mm × 40 mm, flip angle = 30
• , k-space profile ordering = linear, slice thickness = 1 mm, number of slices = 3) were acquired through the center of the tumor along the long axis of the leg with a temporal resolution of 5 s at 4.7 T (Bruker, Billerica, MA, USA), before and after gadodiamide (Omniscan, GE Healthcare, Piscataway, NJ, USA) injection, for a total duration of ∼10 min. The contrast agent was manually injected as a bolus (duration <5 s). Each rat received the same amount of contrast agent, i.e. 3.2 × 10 −2 mmol, corresponding to a dose of 0.2 mmol kg −1 for a weight of 160 g. To account for variations in rat weight, the contrast agent concentration was normalized to this typical dose. The exchange of contrast agent on the microvascular scale was assumed to be similar between rats and humans.
Animals were anesthetized prior to imaging experiments, and anesthesia was maintained during imaging at 1.5% isoflurane. The temperature was maintained at 37
• C with a warm air blower. Heart rate, respiration rate and temperature were monitored during the MRI experiments. All the data were acquired at the University of Chicago, and procedures were carried out in accordance with the institution's Animal Care and Use Committee approval.
Downsampling strategy
Low-temporal-resolution DCE-MRI data were derived from high-temporal-resolution data via a k-space-based downsampling strategy. Details were presented in a previous study (Heisen et al 2010) . Briefly, this strategy incorporates the transient effect of contrast agent uptake by mimicking an MR acquisition with a linear k-space profile ordering. Equal fractions of k-space data taken from a series of successive high-temporal-resolution (5 s) k-space images are combined to form k-space images at lower temporal resolution. For instance, to simulate the first image 'acquired' at a resolution of 15 s, we recombine the first one-third of k-space lines from the 5 s image, the second one-third from the 10 s image and the third one-third from the 15 s image. The second image at a resolution of 15 s is derived from the k-space images acquired at 20, 25, 30 s, etc. Using this strategy we simulated low-temporal-resolution data sets at 15, 30, 45, 60 and 85 s resolutions. This simulation strategy does not incorporate changes in the signal-to-noise ratio (SNR) of the enhancement patterns due to changes in temporal resolution. For all temporal resolutions, the SNR of the images is comparable to the SNR of the high-temporal-resolution images produced from the original k-space data.
The previous work demonstrated that this realistic simulation strategy reveals a larger influence of temporal resolution than simple downsampling by omitting intermediate time points of a contrast agent uptake curve.
Reference tissue AIF
The reference tissue method developed by Kovar et al (1998) was applied with the skeletal muscle of the hind limb as a reference (user-defined ROI: 9 × 9 voxels). The extracted muscle curve (C muscle ) was fitted with an empirical mathematical model (EMM, Fan et al 2004)-a single equation with five parameters-to minimize noise propagation, giving
where A (mM) is the upper limit of contrast agent concentration, α (min −1 ) is the rate of contrast agent uptake, q is related to the slope of early uptake and the curvature of the transition from uptake to washout and β (min −1 ) and γ (min −1 ) are, respectively, the overall and initial rates of contrast agent washout. The EMM-fitted curve (C muscle ) was used to derive the AIF (C p ) via the differential form of the basic Tofts model (Tofts et al 1999) in combination with assumed literature values of K trans (0.11 min −1 ) and v e (0.20) in rat muscle (Kovar et al 1998) as follows:
where C p (mM) is the contrast agent concentration in the blood plasma space, v e is the fraction of extravascular extracellular space (EES) and K trans (min −1 ) is the volume transfer constant between blood plasma and EES.
Data analysis
All data processing was performed in Matlab (Mathworks, Natick, MA, USA). A single slice, showing most of the tumor area, was selected for analysis. Signal intensity curves were converted to contrast agent concentration using a previously published calibration method . The tumor ROI was obtained via a semi-automated connected-component algorithm that resulted in a contiguous segmentation of the viable tumor tissue. The basic Tofts model was fitted with a 2D golden section search method (Press et al 1996) , both voxel-wise and ROI-wise. A comparison was made between the use of reference tissue AIFs extracted at each specific temporal resolution (data-derived AIF) and the use of a single standard AIF (irrespective of the temporal resolution). For each animal, the standard AIF was derived from the original 5 s data. For both methods (data-derived versus standard AIF) the PK parameter estimates obtained from the original 5 s data were considered as the 'standard'. PK parameter estimates were compared with this standard for data derived at 15, 30, 45, 60 and 85 s resolutions. The regression slopes and the Pearson correlation coefficients (r) were calculated, as well as the percentage of deviation in the mean tumor PK parameter estimates as a consequence of a drop in temporal resolution. Figure 1 shows a typical example of contrast agent uptake curves in muscle for all temporal resolutions, and their fits. Most notable is that the reduction in the number of data points results in a decline of the initial uptake slope, as the resolution becomes coarser. Because of the limited number of data points at 85 s resolution, the EMM was fitted as a four-parameter model, fixing q at a value of 2. This value was chosen to prevent the model from fitting with an immediate steep rise that is not supported by the data. The average EMM parameters over all animals are reported for all temporal resolutions in table 1. The large difference in q between the 5 s data (q = 0.82) and the other data sets (q ≈ 2) indicates that at low temporal resolution there are too few data points on the rising flank of the curve to fit an immediate steep rise. However, an increased value of α (uptake rate) counteracts this effect for the 15 and 30 s data. Figure 2 shows an example (same animal as in figure 1 ) of K trans maps obtained at all temporal resolutions with both data-derived AIFs and a single standard AIF. The corresponding AIFs are shown as insets. As expected, the data-derived AIFs became less sharp with decreasing temporal resolution due to a lack of high-frequency information. In comparison to the K trans maps obtained with the original 5 s data, those obtained with data-derived AIFs show less impact of a change in temporal resolution than those obtained with the standard AIF. Use of the standard AIF resulted in a visible loss of K trans hot spots in the tumor rim. In figure 3 , the voxel-wise PK parameter estimates within the tumor ROI obtained with data-derived AIFs (a) and a single standard AIF (b) are plotted versus the 5 s standard PK parameter values for the same animal as in figures 1 and 2. Temporal resolutions from left to right are 15, 30 and 60 s. With the use of data-derived AIFs ( figure 3(a) ), the regression slopes (dashed lines) match the lines of identity (y = x, solid lines) more closely than with the use of a single standard AIF ( figure 3(b) ); for K trans there is an especially distinct difference. In figure 4(a) , the regression slope data are summarized for all animals. The average tumor ROI size was 544 voxels (range: 311-726). All regressions demonstrated significant correlation between the voxel-wise PK parameter estimates from downsampled data and original data (p 0.05). With data-derived AIFs the regression slopes remained closer to 1 with decreasing temporal resolution than with a single standard AIF, both for K trans and v e . Looking at the whole range of temporal resolutions, there is a significant effect of temporal resolution on the K trans regression slope with both methods and on the v e regression slope with the standard AIF method (multiple-comparison ANOVA: p < 0.05). Leaving out the 85 s data, the effect of temporal resolution on the K trans regression slope became non-significant with the data-derived AIF method. In figure 4(b) , the Pearson correlation coefficient (r) data were summarized for all animals. For both methods (data-derived versus standard AIF), the sharpness of the ellipsoid-shaped cloud of points along the regression line (see also figure 3) decreased slightly with decreasing temporal resolution. This is reflected in lower r values. This decrease in r is significant for both methods with respect to K trans and for the standard AIF method with respect to v e . K trans and v e values were also calculated for each segmented tumor ROI as a whole, with both methods (data-derived versus standard AIF). A marked difference was that with the use of a single standard AIF we saw a pattern of progressive under-and overestimation in K trans and v e , respectively, whereas with the use of data-derived AIFs the pattern was not as consistent. In figure 5 , we therefore compared the absolute deviations (mean of six animals) from the figure 3 is seen for all animals: with the use of data-derived AIFs the regression slopes are closer to 1 than with the use of a single standard AIF. The Pearson correlation coefficient is high in general, but decreases with decreasing temporal resolution. This pattern is fairly similar for both methods. * Statistically significant influence of temporal resolution (multiple-comparison ANOVA: p < 0.05), # statistically significant influence of temporal resolution, but non-significant for the 15 to 60 s resolution range. standard (5 s resolution data). This figure shows that the use of a standard AIF can introduce large deviations (e.g. mean deviation at 60 s resolution in K trans : 18% in the range 15-20%), depending on the temporal resolution of the data at hand. The deviations introduced with the use of data-derived AIFs are more modest (e.g. mean deviation at 60 s resolution in K trans : 2% in the range 1-5%).
Results
Discussion
A comparison was made between K trans and v e estimates obtained with data-derived AIFs and a single standard AIF. In this experimental design, the standard AIF was mismatched only with the downsampled data sets in terms of temporal resolution. With both methods, good correlation was obtained between the downsampled data and the original 5 s data. However, with the single standard AIF we saw a consistent pattern of increasing under-and overestimation in K trans and v e , respectively, with decreasing temporal resolution. This was reflected in the regression slopes (see figure 3 ) and the mean absolute deviations from the standard parameter values. This behavior was expected because the slope of the contrast uptake versus time in the tumor cannot be correctly captured at low temporal resolutions, whereas the input (i.e. the standard AIF) remains the same. Even though this temporalresolution-dependent bias can be expected, to our knowledge, it is not accounted for in fitting low-temporal-resolution data when using a standard AIF. When the data-derived AIFs were used, there was a significant temporal-resolution-dependent bias for the mean tumor uptake only at 85 s resolution. Probably, this marks the transition to temporal resolutions that are too low for the reference tissue AIF method to work well. For both methods, the Pearson correlation coefficients decreased slightly, yet statistically significantly (except for v e obtained with data-derived AIFs), with decreasing temporal resolution, resulting in less precision. The use of data-derived AIFs led to more accurate results than the use of a standard AIF. In addition, the use of a standard AIF comes at the price of being non-specific.
It is surprising that, until sampling with a temporal resolution coarser than 60 s, the PK parameter estimates obtained with data-derived AIFs deviate little from the standard. We speculate that this is caused by a compensating effect: the apparent contrast agent uptake rate in muscle (α in the EMM) becomes smaller as temporal resolution decreases. The same happens for the tumor tissue. However, as long as the degrees of underestimation match, the ratio K trans,tumor /K trans,muscle is fairly robust against a reduction in temporal resolution. We can show that this holds by looking at the early phase of contrast agent exchange (t 1 min), when reflux (K trans /v e ) from the EES to the blood plasma is negligible. During that initial phase, the integral form of the basic Tofts model can be expressed as
where 'i' stands for either 'tumor' or 'muscle'. Using equation (3), the following equality holds:
For tumor tissue characterized by a very high K trans /v e ratio-C tumor thereby resembles C pthe first postcontrast measurement as part of a low-temporal-resolution acquisition may be post-peak. In that case, it is likely that the degrees of underestimation in the uptake rates of tumor and muscle tissue no longer match, and it is not possible to obtain a good estimate of K trans,tumor . This 'boundary effect' at high K trans /v e was also described by Planey et al (2009) . Despite this effect, Li et al (2009) demonstrated statistically significant differences in K trans values between different breast tumor grades using a reference tissue AIF method at 88 s resolution. With our data we might have run into this boundary at 85 s resolution, because at this resolution we observed a significant bias introduced into the PK parameters. However, the 'unfavorable' combination of large K trans and small v e did not occur frequently in these data.
With respect to the limitations of this study, we would like to address four themes as follows.
(i) Simulating low-temporal-resolution data. The applied downsampling strategy focused on the temporal aspects of enhancement, and did not incorporate changes in the SNR. In a real DCE-MRI scan, a reduction of temporal resolution (while keeping spatial resolution constant) would be expected to lead to an increase in the SNR of each image in the series. The effect of this increase in the SNR of individual images on the precision with which a dynamic process can be sampled is difficult to predict, since the SNR of the dynamic process (i.e. the enhancement of a specific feature) depends on the spatiotemporal pattern of enhancement and the dynamics of the k-space sampling pattern. This complicated issue was not addressed by the present simulations. By keeping the SNR constant for all temporal resolutions, we have calculated the outer bounds on deviations in K trans and v e . In addition, variations in the alignment of the sampling grid relative to bolus arrival (Henderson et al 1998 , Laue et al 2007 were not taken into account. The time labels we attached to the downsampled images mark the time in between bolus arrival and completion of the specific image (i.e. full coverage in k-space). Other time labeling strategies could be applied, for instance using labels that mark the time in between bolus arrival and the acquisition of the center of k-space. This practice could however be hard to extrapolate to complicated 3D trajectories in the clinical setting, where time labeling is usually performed irrespective of k-space profile ordering. Because time labeling is closely coupled to AIF alignment and-in a clinical setting-performed without exact knowledge of bolus arrival time, this matter is very relevant with respect to the usage of a standard AIF, but is much less important with respect to the usage of a data-derived AIF. The reference tissue and the tumor tissue are acquired and labeled in the same fashion, therefore automatic alignment is obtained.
(ii) Reference tissue AIF. The reference tissue AIF method employed here uses a single reference tissue. AIF accuracy could be improved by using multiple reference tissues (Yang et al 2007 , Yang et al 2010 , or by combining the reference tissue method with a post-peak measurement in an artery . An inherent assumption of the reference tissue method is that the AIF is the same for the reference tissue as for the tumor. This is not necessarily true, although the reference tissue is usually nearer to the tumor tissue than the 'feeding' artery (for breast this is often the aorta) in which a direct AIF measurement can be performed. In addition, recent research has demonstrated that the reference tissue AIF can be adjusted to produce a local tumor AIF (Fan and Karczmar 2009 ). In the present work, fixed literature values were assigned to K trans and v e in the reference tissue, whereas in reality there is a natural range (for human skeletal muscle, see Padhani et al (2002) ). This assignment is not a necessity; but, additional degrees of freedom in the fitting routine entail a greater potential variability. The method fails in the instance that there is no reference tissue available, and needs sensible constraints based on a priori knowledge about the expected shape of the contrast uptake at very low temporal resolution, owing to a lack of data to define the upslope.
(iii) Pharmacokinetic model. The basic Tofts model is assumed to model the contrast agent uptake in muscle as well as in tumor. Inclusion of the vascular fraction in the model (i.e. the extended Tofts model) would have required high temporal resolution (Faranesh and Yankeelov 2008) , but its exclusion could have led to biases in K trans and v e . In addition, the model is applied under assumption of the fast exchange limit.
(iv) Animal model. The animal model used here has a systemic circulation time that is approximately three times shorter than in humans, which likely makes low temporal resolution more of a challenge for the analysis of rat data than of human data. It is unlikely that this difference in systemic circulation affects K trans and v e , because they describe tissue properties on the micro scale. The used tumor model, however, only reflects a small portion of the large variety in tumor types.
The comparison between the use of data-derived AIFs and a single standard AIF demonstrated a large difference in impact of a change in temporal resolution. The PK parameter estimates for the mean tumor curve obtained with data-derived AIFs were not biased as long as temporal resolution was 60 s or better, whereas this was not the case for estimates obtained with a single standard AIF. The present study was based on data acquired from model tumors in rodents, and therefore it remains to demonstrate whether the conclusions hold for studies of patients. Nevertheless, these preliminary results are promising, and show that it is advisable to extract the AIF from a reference tissue when working with low-temporal-resolution data.
