ABSTRACT Determining the required probe vehicle size for real-time travel time estimation is an important issue in probe-data-based applications, such as traffic monitoring on a roadway network. This paper provides an innovative approach for the determination of proper sample sizes with the aid of a simulation model. The model, which was built for El Camino Real, a major arterial in the California San Francisco Bay Area, helps to provide the necessary detailed data to verify the proposed methodology. Our proposed approach is based on the findings that the distribution of travel time estimate error can be constructed with the generalized Pareto distribution function. Considering that travel times vary within a signal cycle and among different movements (through, left-turning and right-turning) at intersections, our study uses data in 15-s intervals to examine the travel time variations associated with different intersection movements. Our findings show that when the penetration rate of probe vehicles is 40%, the probability that the relative error will be less than 0.10 within the time period is 90%, whereas a penetration rate greater than 60% is needed to attain a 0.95 confidence level at the same error rate. For left-turning vehicles, a 10% penetration of probe vehicles is sufficient for estimating their travel times with relative errors less than 0.10 at a 90% confidence level, whereas through vehicles and right-turning vehicles require substantially higher penetration rates of approximately 50% and 30%, respectively, to attain the same confidence level.
I. INTRODUCTION
Recent advances in probe-vehicle techniques, such as global positioning systems (GPSs), automatic vehicle identification (AVI), and cellular phone positioning for monitoring transportation systems have attracted considerable interest among researchers. A distinct property of the probe vehicle approach, when compared with conventional fixed point detectors (e.g., loop detector), is its ability to provide dynamic traffic information in a convenient and low-cost manner via frequent communication between probe vehicles and a central data center [1] . Presently, a main application of probe vehicle data is the measurement of link travel time, which is a critical component of advanced traffic management and information systems (ATMISs) [2] - [4] . Because the travel times of probe vehicles are essential samples of a random variable, questions have been posed regarding the required probe-vehicle market penetration rate to achieve reliable travel time estimation. Determining the minimum market penetration rate of probe vehicles is necessary to ensure that the estimated travel time during a specific time interval can attain an acceptable accuracy at a high confidence level. A sufficient probe penetration rate can provide valuable and reliable information about travel times, whereas an excessively low probe rate will cause an erroneous estimate with a high variance.
A large body of literature has been published to address this problem of sample sizes in freeway and urban settings and at the link and network levels. An overview of existing research suggests that the sample size is principally affected by the predefined error metric, confidence level and travel time variation. The travel time variation contributes to the complexity of this problem. Even for the same link, the travel time varies from vehicle to vehicle, period to period, and falls within an extensive distribution range. Related existing studies demonstrated that travel time may follow various distributions, e.g., normal, lognormal, buffer, Gamma or bimodal [5] - [11] . For vehicles that travel on a signalized link, a variety of random factors influence travel time, such as the arrival flow rate, signal timing, and arrival and discharge queue patterns [12] . As a result, the travel times reported by probe vehicles are more likely to be subject to large variations. Given the condition of probable variations in travel times, the prime objective of this paper is to investigate the required probe rate for reliable travel time estimation for a signalized arterial. Instead of focusing on travel time variations, this study focuses on the variations in travel time estimate errors. Since the travel times of different movements at intersections significantly differ [13] , this study defines separate segments for through, left-turning and right-tuning vehicles. To identify the different movements, the model built for the arterial investigated in this study includes multiple segments to enable the capture of different vehicle movements in the simulation model. Another important aspect that merits special attention is the spatiotemporal coverage of probe vehicles on each segment, since sufficient spatial and temporal coverage is necessary for reliable travel time reports. This paper addresses the previously mentioned critical aspects of the research question using sample sizes and proposes a methodology to determine the required penetration rate of probe vehicles for real-time estimation of travel time. A case study to illustrate our approach and methodology is conducted for a section of the El Camino Real arterial in the city of Palo Alto, California. The remainder of the paper consists of the following contents: In Section 2, a literature review of relevant research on this topic is given. Section 3 introduces the study site, data and simulation details. A detailed description of the proposed methodology and analysis results are presented in Section 4, and the conclusions and topics for future research are summarized in Section 5.
II. LITERATURE REVIEW
Numerous researchers have previously investigated the reliability of travel time estimation based on data provided by probe vehicles. With the combined analysis of field data and simulation data, some studies concluded that a sample bias existed in travel times reported by probe vehicles even though the sample mean will asymptotically approach the true population mean with an increase in the probe vehicle number [14] . The issue of the required market penetration or number of probe vehicles for accurate travel time estimates was investigated in several other studies [15] - [18] . An analytical model proposed by Turner and Holder (1995) applied the travel time coefficient of vibration to represent the travel time variation and assumed that travel time obeyed a normal distribution, as given in the following formula [17] :
where n is the required number of probe vehicles for a given segment and time period; z α is the standard normal variate based on the confidence level α; c.v. is the coefficient of variation, which is equal to the mean travel time divided by the standard variation; and ε is the error tolerance in the estimated speed. Quiroga and Bullock (1998) recommended using a Student's t-distribution instead of a normal distribution to characterize the sample mean [19] :
where t α is the Student's t-distribution variate based on the confidence level α. These equations are termed standard deviation formulations. However, these methods have two major limitations. First, they are based on the assumption that the sample travel times received from probe vehicles are normally distributed or in Student's t-distribution; Second, since the sample mean and standard deviation rely on the sample size n, the calculation of n is a recursive process. Subsequently, researchers have attempted to improve the standard deviation approaches.
Srinivasan and Jovanis (1996) developed a general heuristic algorithm to determine the required probe vehicle numbers for reliable travel time estimates in an urban network [18] . Their method was generalized by employing the exact travel time distribution of probe vehicles. Similarly, Chen and Chien (2000) [20] address the issue of determining the minimum number of probe vehicles when the travel time distributions were not normal. Their alternative approach was more flexible for a variety of distributions but an iterative search was needed for a satisfactory sample size with some predefined heuristic criteria. The limitation that many travel time distributions could not be analytically solved caused an increase in the computation complexity. Instead of modifying these conventional models to solve the sample problem of probe vehicles, some researchers sought answers with more innovative approaches. For instance, Zhao et al. (2011) [21] assumed that the minimum sample size of probe vehicles should ensure accurate estimates of traffic states with a curvefitting estimation model (CFEM). Ernst et al. (2012) [22] proposed a mathematical framework to determine the required probe vehicle sample size in a before-after study. They considered that a sufficient number of probe vehicles on the link enabled reflection of the subtle changes in the travel time distribution due to varying traffic signal timings and traffic conditions.
The literature review concludes that the estimation of the required market penetration of probe vehicles is a complex problem. The problem becomes more complex in an urban arterial that is regulated by traffic signals since travel time VOLUME 7, 2019 is more variable and random. Variations in travel time are evident even for vehicles that traverse the same link within the same signal cycle [17] . For another aspect of this problem, existing research typically adopts a measurement period of 5 minutes due to the lack of reliable and detailed data. The 5-min period may be sufficient for updating freeway travel time estimates in real time but it is not applicable for a signalized urban road. Different vehicle movements should be considered since through, left-turning and rightturning vehicles will experience different delays at signalized intersections and exhibit significantly different distributions. Cetin et al. (2005) [23] addressed this issue by introducing a virtual network to represent the different direct links when modeling the probe vehicle size estimation problem. Multiple issues associated with the probe vehicle sample size estimates for urban arterials have not been explicitly and adequately addressed in existent literature.
III. SIMULATION EXPERIMENT
To investigate the research question of sample sizes, we propose the use of a simulation model to explore the effects of varying market penetration rates. This approach is necessary because abundant probe data from real-world operations does not provide sufficient coverage for all segments and for the entire range of penetration rates. As demonstrated in other relevant studies, simulation data can provide a major source of surrogate data for analysis of this topic. For this study, the simulation package VISSIM is used to develop a microscope simulation model for the arterial El Camino Real, which is located in Palo Alto, California. El Camino Real is a major state arterial that runs from South San Francisco to San Jose through the heart of Silicon Valley. The length of the investigated section is approximately two miles. The section has 18 consecutive signalized intersections with coordinated and actuated traffic signals within the city of Palo Alto. El Camino Real runs in an approximately north-south direction with three lanes in each direction. Some of the signalized intersections have at least one protected left turn lanes.
The traffic signals are coordinated and actuated. The number of lanes, the lane width, the traffic volume, the turning ration, the signal phase timings, the traffic rules in the simulation model are in accordance with those in the real world. And the average vehicle delay is applied as index to adjust the free-flow speed, the acceleration rate, the deceleration rate for many times to ensure the simulation model is approaching to that of the real world. Unlike the classical definition of a segment, the segment defined in this study is directional, namely, a link associated with an intersection constitutes a unique segment, which includes through, rightturning and left-turning intersection movements, as shown in Figure 1 . The section of arterial within this study is divided into 132 segments.
In the simulation model the probe vehicles will output their trajectory information second by second. An algorithm coded in Java is developed to locate the segment where the specified probe vehicle traverses and its entry and departure times in this segment. Thus, the corresponding travel time of a probe vehicle is extracted. The resultant data sets contain a suite of information, including vehicle ID, travel time, segment ID, and the entry and exit times for a specific segment. The segment travel time is the mean travel time of probe vehicles over a 15-second interval. A time interval of 15 seconds is selected for the analysis because this interval is sufficiently long for movements along a short link and the movements at intersections. However, this interval is sufficiently short to capture the dynamic variations in travel time as a result of the signal timing. Other time intervals can be adopted in our methodology. Due to space limitations, we will only present the results from 15-second intervals in the following sections.
Although data sets for different probe vehicle market penetration rates can be generated with different simulation operations, running the simulation with a 100% market penetration rate is effective for generating a complete data set. The simulation model was run for two hours; 100% of all vehicles reported their trajectories. Data generated in the first and last 5 minutes of the simulation are not utilized. These data become the baseline data set. Subsequently, with a random sampling technique, the data sets that represent the lower penetration rates are extracted from the baseline data.
IV. METHODOLOGY AND RESULTS

A. ERROR MEASUREMENT AND DISTRIBUTION
The different market penetration rates of probe vehicles will induce different levels of data quality in travel time measurements. Several definitions of error measurements exist, e.g., the absolute error (the difference between the travel time of probe vehicles and the mean travel time of all vehicles) and the relative error. The initial analysis reveals that the distributions of ε lt with different probe vehicle rates are similar and can be modeled with the generalized Pareto distribution (GPD). This particular characteristic of the relative errors becomes the foundation of our approach, which is applied to assess the estimate quality. We illustrate it with further detail in the next subsection but first provide the following mathematical derivation:
where µ lt is the overall mean travel time of all vehicles on segment l at time t; and T lt is the mean travel time of the probe vehicles on segment l at time t. The GPD is a family of continuous probability distributions that is applicable to model the distribution with tails [24] . The GPD is specified by three parameters: u, σ , and ξ . These three parameters determine the location, scale and shape of the distribution. Its cumulative distribution function is For x ≥ µ, when ξ ≥ 0, and µ ≤ x ≤ µ− σ ξ when ξ < 0, where µ ∈ R, σ > 0 and ξ ∈ R. The probability density function is a solution of the following differential equation:
Equivalently,
B. REQUIRED SAMPLE SIZE ESTIMATION
The travel time estimated from probe vehicles should be reliable for various applications. A method for reliability measurement that is consistent with a previous study [20] is incorporated into our approach. This method is defined as the minimum probability for the relative error less than the maximum allowable relative error ε max . The reliability measurement can be expressed in the following equations:
where r is the desired probability of ε lt less than the ε max , equivalently the confidence level.
Assume that the probability density function of the probe vehicle travel time T lt on segment l during the period starting at time t is g (θ, n lt , y), where θ is the vector of the parameters that determine the distribution of the individual travel times of the probe vehicles, and n lt is the required number of probe vehicles for reliable travel time estimation during the time period. n lt can be obtained by solving the following formulation:
In this model, the distribution of travel time is to be formulated first. However, the travel time considerably varies and is significantly affected by many factors, such as the composition of vehicle types, traffic operation conditions, signal phase and timing, and parking maneuvers midblock along the segment. Thus, the travel time along a signalized link may exhibit a variety of distribution patterns, including normal, lognormal, Gaussian, buffer, and bimodal patterns. For many forms of travel time distributions, the previous formulation is not solvable. To address this shortcoming, we propose an alternative approach by investigating the distribution of relative error, which can be constructed with a GPD model.
Assume that the probability density function of ε lt is f (θ, n lt , x), where θ is a parameter vector for the probability density function. The required number of probe vehicles can be estimated with the following modified formulation:
n plt can be obtained when F (θ, n lt , ε max ) − F (θ, n lt , 0) = r, where n plt is the required minimum number of probe vehicles for reliable travel time estimation during the time period. This equation can be solved by substituting (12) into the equation.
Although the distribution of ε lt is deterministic compared with the travel time distribution, calibration of the parameters in the model is required. Since the parameters are related to n lt , an iterative search is needed to determine the required sample size for reliable travel time estimation. However, when abundant historical data is available for the parameter calibration, an iterative search may not be necessary. The iterative search begins with the sample size n i lt for the ith search, and the corresponding probability density function of the relative error is f (i) θ (i) , n
lt is the required minimum probe vehicle size. Our proposed methodology can be effectively extended from one segment to the network level by modifying n lt to the desired penetration p as the distribution of the relative error after the GPD at both the segment level and the network level. For the travel time estimation at the network level or for multiple segments, note that the probe vehicles are randomly distributed across the road network and the probe vehicles can be realistically represented in different segments. The number of vehicles located within a particular segment is stochastic and may fluctuate within a limited time period. This finding is especially meaningful for low penetration rates, and including sufficient numbers of vehicles for a meaningful representation is challenging.
C. RESULTS
Since the primary objective of our study is to determine the required minimum penetration p for reliable travel time estimation, the data from 132 segments are analyzed to investigate the distribution of relative errors. We also want to determine the required levels of penetration rates if different intersection movements (through, right-turning, and leftturning) of vehicles are considered. tails and are strongly skewed. The GPD model is applied to fit these distributions with appropriate parameters, as shown in Table 2 . Verification via the Kolmogorov-Smirnov test demonstrated that the GPD distribution provides a statistically significant fit for the relative errors at various penetration levels.
With the constructed distributions, F −1 (0.95) and F −1 (0.90) are easily measured. As shown in Table 1 , when the penetration is 40%, the probability is 0.90 and the relative error is less than 0.10 over the time period, whereas the penetration rate should exceed 60% to attain a 0.95 confidence level with a relative error less than 0.10. However, even if the probe vehicle rate is only 10%, 90% and 95%, the relative errors are less than 0.18 and 0.28. The results are encouraging because the relative errors are not sufficiently large even when the penetration is low and the errors gradually decrease with an increase in the penetration rate.
Note the strong correlation between the estimate error and the measured time period. In this study, a 15-second interval is used as the investigated time period, namely, the segment travel time is the aggregated result of the probes within 15 seconds. If the entry times of the vehicles that enter the same segment are similar, their travel times will tend to be approximate. In this manner, the travel time from one probe vehicle is generally sufficient for representing the segment travel time with relatively small errors. In some situations, a bifurcation phenomenon exists in which small differences in the initial state can generate large differences in the final condition. Consider the case in which two consecutive vehicles approach an intersection when the traffic signal is at the end of the green interval. The vehicle at the front of the queue may arrive with sufficient time to pass through the intersection without stopping, whereas the next vehicle in the queue has to stop for the next green interval. The travel times of these two vehicles are substantially different. This situation is the main source of estimate errors. Thus, addressing this sudden increase in errors instead of increasing the probe vehicle rate is critical. Despite the existence of these special cases, the proposed methodology is very practical for determining the required probe penetration level with the permitted error threshold and confidence level.
To obtain the required probe penetration rates by considering different vehicle movements, we investigate the relative error distributions of through, left-turning and right-turning segments. Their distributions obey the GPD distribution, and the results are listed in Table 2 . The findings show that 10% penetration probes are sufficient for estimating the travel time for left-turning segments, with a relative error less than 0.10 at a 90% confidence level, whereas the through segments and right-turning segments need approximately 50% and 30% penetration, respectively. Table 3 lists the total statistics of the travel times for all segments, as categorized by the movement direction. The travel times for all segments are analyzed to calculate their statistical indicators. The segments for left-turning vehicles have the smallest coefficients of variation compared with those for through and right-turning vehicles. The through and right-turning segments have the same coefficient of variation, whereas the through movement has a larger standard deviation and a larger mean value. The mean of the relative errors for through, left-turning, right-turning and total segments for various market penetration rates are presented in Figure 4 . This finding indicates that the left-turning segments have the smallest estimate errors at the same penetration level, the through segments have the largest estimate errors and the right-turning and total segments have modest errors. These comparison results are consistent with our observations from the data and imply that a larger variance in distributions will require additional probe vehicles for reliable travel time estimation. This conclusion is consistent with that a previous study [23] . From this point of view, the proposed methodology in this study is effective for determining the required probe vehicle rates since it accurately reflects the underlying relations between the travel time variation and the required probe vehicle numbers.
D. SPATIAL AND TEMPORAL COVERAGE OF PROBE VEHICLES
Another important aspect of determining the required number of probe vehicles on a signalized arterial is the adequate spatial and temporal coverage. Most previous research into the probe vehicle sampling issue mainly focused on the spatial coverage, which is also referred to as the area coverage. The spatial coverage is defined in terms of the percentage of links within the network, which are covered by the probe vehicles for reliable traffic information collection. The temporal coverage can be defined as the portion of the time intervals during a measurement period that have reliable travel time reports from probes on a given segment. For the probe vehicle-freeway system, note that travel time data can be continuously collected as long as the probe vehicles continue to travel through the system, since travel time is estimated based on their instantaneous speed. For an urban network, however, the signal delay occupies a large portion of the travel time and determines the travel time variations. The travel time of a probe vehicle is only obtained until it passes the intersection, which causes discontinuity in its report on travel time. Thus, adequate temporal coverage of probe vehicles should be addressed when determining the sample size.
The spatial and temporal coverage at a given market penetration rate are measured and depicted in Figure 5 based on the simulation results. The spatial coverage represents the percentage of segments that can provide travel time with probe vehicle data within the total of 132 segments. The temporal coverage is the percentage of time intervals that have travel time information from probe vehicles during the measured time period (2 hours). The spatial coverage varies from approximately 51.0% to 71.2%, with the market penetration rate increasing from 10% to 100%. The question of why the spatial coverage is not 100% and 100% vehicles are probes because the vehicle volume of some segments, especially the segments for left-turning and right-tuning vehicles, are at very low levels. As previously addressed, the travel time of a probe vehicle is measured until it completes its movement over a specific segment. During the last period of the simulation, a majority of the vehicles may have exited the system, which reduces the total coverage value. The green curve in Figure 5 indicates that the spatial coverage increases with an increase in the penetration rate in a gradually increasing trend. The red curve represents the relation between the temporal coverage and the penetration rate. The temporal coverage changes from 12.2% to 48.4% as the penetration rate varies from 10% to 100%. Less than 50% of the time intervals are available for travel time information reports with probe vehicle data. The temporal coverage is substantially dependent on the length of the specified time interval. For real-time applications, a short time interval is preferred due to the considerable variations of travel time within a signal cycle. A short time interval requires the probe penetration rate at a relatively high level for adequate temporal coverage. A trade-off exists between the available sample size and the appropriate time interval. The curves in Figure 5 reveal that the impact of the penetration rate on temporal coverage is more significant and should be fully considered when determining the required sample size for real-time travel time estimation based on probe vehicle data.
The temporal coverage of through, right-turning, leftturning segments and all segments are compared and presented in Figure 6 . The through segments have the highest temporal coverage at the range of 28.0%-81.2%, whereas the left-turning and right-turning segments have the values of 4.57%-31.8% and 4.23%-31.6%, respectively. The underlying reason for these significant differences is that the volume of through vehicles is significantly higher than the volume of the right turning and left turning vehicles. Therefore, the volume of traffic flow is an important factor for sample size selection. This conclusion is consistent with the conclusion of a previous study [25] .
V. CONCLUSIONS AND DISCUSSION
Probe vehicle data are an attractive source of real-time travel time information for transportation systems. Determining the required probe number for reliable travel time estimation is an important issue regarding the use of probe data. In this study, an innovative methodology is developed for the determination of probe sample sizes. Our approach fully considers the travel time variation within a signal cycle and different vehicle movements at intersections. A VISSIM simulation model is constructed for the urban arterial El Camino Real in California to generate extensive and detailed data to serve as the baseline data for analysis. The entire arterial is divided into 132 segments for through, left-turning and right-turning vehicles.
The proposed methodology is based on an insight that the distributions of the estimate error either at the link level or the network level can be formulated with a GPD model. Compared with traditional methods, this method does not need to construct the travel time distributions, which often vary and sometimes cannot be characterized. The case study described in this paper concludes that when the penetration is 40%, the probability that the relative error is less than 0.10 over the time period is 0.90, whereas the penetration rate should exceed 60% to attain a 0.95 confidence level to guarantee that the relative error is less than 0.10. For the segments of left-turning vehicles, 10% penetration probes are sufficient for estimating the travel time with the relative error less than 0.10 at a 90% confidence level, whereas the through segments and right-turning segments require approximately 50% and 30%, respectively. The results from the proposed methodology reflect the underlying correlation between the required sample size and the travel time variation, although this relationship is not assumed when developing the methodology. The spatial coverage and temporal coverage of the probe vehicles among the segments and over the measurement period are also explored. The temporal coverage is more sensitive to the penetration rate and is related to the time interval and the traffic flow volume.
The comprehensive analyses in this study demonstrate that the probe vehicles may not be suitable for providing realtime travel time information as a stand-alone data source on a signalized arterial, especially when the flow is low and the travel time has large variations. In these situations, a very high penetration rate of probe vehicles will be required to achieve acceptable errors and adequate spatial and temporal coverage, which is not very practical in real-world operations. Therefore, novel approaches need to be considered to overcome this limitation. Several aspects can be further explored to achieve this goal: predict the travel time variation with the utilization of available loop detector data and signal timing to reduce the estimate error; and develop an improved model to estimate the travel time with probe vehicle and loop detector data or historical travel time data to boost the spatial and temporal coverage. These topics can be explored in future studies. KAIHAO WANG received the B.S. degree in civil and environment engineering from Nanyang Technology University, Singapore, and the M.S. degree in civil and environment engineering from Cambridge University, U.K. He is currently an Engineer with the Ningbo Construction Engineering Quality Surveillance Station, Ningbo.
