This paper studies the loop algebras that arise from pairs consisting of a symmetrizable Kac-Moody Lie algebra g and a finite order automorphism σ of g. We obtain necessary and sufficient conditions for two such loop algebras to be isomorphic.
Introduction
If σ is a finite order automorphism of a Lie algebra g, Victor Kac [K1] introduced the (twisted) loop algebra of g determined by σ. Kac was interested in loop algebras since, in the case when the base algebra g is finite dimensional simple, loop algebras provide explicit constructions (or realizations) of affine Kac-Moody Lie algebras. Our interest stems from the fact that when g is an affine Kac-Moody Lie algebra, loop algebras of g are used to provide realizations of extended affine Lie algebras of nullity 2 [Wak, Po, ABP, SY] . Since the core of any extended affine Lie algebra is graded by a finite root system [BGK, AG] , loop algebras based on affine algebras also provide interesting examples of the root graded Lie algebras studied recently by several authors [BM, BZ, ABG, BS] .
In this paper we solve the isomorphism problem for loop algebras of symmetrizable Kac Moody Lie algebras. That is, we derive necessary and sufficient conditions for two such loop algebras to be isomorphic. In order to accomplish this, we view loop algebras as S/R-forms of untwisted loop algebras, where R is the ring of Laurent polynomials and S/R is a Galois extension of rings. We use this perspective in a number of ways-in particular, it allows us to employ some of the machinery of nonabelian Galois cohomology in our arguments.
To be more precise about our results, let k be an algebraically closed field of characteristic 0, let g be the Kac-Moody Lie algebra over k based on an indecomposable symmetrizable generalized Cartan matrix A, and let σ be an automorphism of g of period m. Let gī = {x ∈ g | σ(x) = ζ i m x}, where ζ m is a primitive m th root of unity in k, i ∈ Z, and i →ī is the natural map of Z → Z m (here Z m denotes the integers modulo m). The loop algebra of g relative to σ is the subalgebra L(g, σ) := i∈Z gī ⊗ k z i of the Lie algebra g(S) := g ⊗ k S,
where S := k[z, z −1 ] is the ring of Laurent polynomials over k. As the notation suggests, the isomorphism class of L(g, σ) does not depend on the choice of period m (provided that the primitive roots ζ m , m ≥ 1, are compatible-see (1.1)).
In our first main result, Theorem 6.4, we show that g is an isomorphism invariant of L (g, σ) . Hence in the isomorphism problem we may fix g and determine necessary and sufficient conditions for the isomorphism of two loop algebras L(g, σ 1 ) and L(g, σ 2 ).
To discuss these conditions, let Aut(g) denote the automorphism group of g, let Aut(A) be the group of graph automorphisms of A considered as a subgroup of Aut(g), and let ω be the Chevalley involution in Aut(g). Define
Out(A) := Aut(A), if A has finite type ω × Aut(A), otherwise.
As usual Out(A) is called the outer automorphism group of g and there is a projection map p : Aut(g) → Out(A).
(See §7 for more details.) Our second main result, Theorem 9.3, says that if σ 1 and σ 2 are two automorphisms of g satisfying σ
where ≃ k denotes isomorphism over k and p(σ 1 ) ∼ p(σ 2 ) means that p(σ 1 ) is conjugate in Out(A) to either p(σ 1 ) or p(σ 2 ) −1 . Notice that σ 1 and σ 2 need not have the same order but must only satisfy σ m 1 = σ m 2 = id, and so our result applies to any pair of finite order automorphisms (with m chosen suitably).
In the case when the base algebra g is finite dimensional, the above results follow from work of Kac on loop algebras [K2, Chapter 8] and the PetersonKac conjugacy theorem for Cartan subalgebras of L(g, σ) [PK, Theorem 2] . In our more general context we do not have conjugacy results in L(g, σ) to work with and so we must develop other tools. (The reader will notice however that conjugacy results in g are used frequently either directly or indirectly.) Thus, even when g is finite dimensional, our work gives new proofs of some known results. In particular we obtain a proof, that does not use conjugacy in affine algebras, of the nonisomorphism of the algebras that appear in the classification of affine ).
To discuss our methods, we first mention a fact that is of central importance in this work. The loop algebra L(g, σ) is an algebra over the ring R = k[t, t −1 ], where t = z m , and furthermore the algebra L(g, σ) ⊗ R S is isomorphic as an algebra over S to g(S). Otherwise said, L(g, σ) is an S/R-form of g(R) := g⊗ k R.
(In fact the same is true when g is taken to be an arbitrary Lie algebra over k.) This interpretation of loop algebras as forms has an important consequence. It allows us to view the R-isomorphism class of the loop algebra L(g, σ) as an element of the cohomology set H 1 (Γ, Aut S (g(S))), where Γ is the group of integers mod m and Aut S (g(S)) is the group of automorphisms of g(S) as an S-algebra. This in turn allows us to use techniques from nonabelian Galois cohomology to study isomorphism over R of two loop algebras of g (relative to automorphisms of period m).
Our interest though is in k-isomorphism of loop algebras. So it becomes necessary to relate k-isomorphism with R-isomorphism. For this the key observation is that the centroid of L(g ′ , σ| g ′ ) is canonically isomorphic to the algebra R. This fact, together with a cohomological calculation, allows us to show that two loop algebras L(g 1 , σ 1 ) and L(g 2 , σ 2 ) are isomorphic as k-algebras if and only if
2 ). The tools just described are sufficient to prove the first main theorem which states that g is an isomorphism invariant of L(g, σ). They also allow us to prove that the condition p(σ 1 ) ∼ p(σ 2 ) is necessary for isomorphism of L(g, σ 1 ) and L(g, σ 2 ).
To prove the converse, additional tools, inspired by Kac's original argument when g is finite dimensional [K2, Proposition 8.5] , are required. Among those tools are some results from the paper of Kac and Wang [KW] that allow us to assume that the automorphisms of g that we are working with have a particularly nice Gantmacher like factorization. This in turn allows us to reduce our problem to considering the following situation. Let h be a fixed split Cartan subalgebra of g and let τ, ρ ∈ Aut(g). Assume that the following three conditions hold:
(ii) ρ fixes h pointwise
We are then able to prove what we think of as an "erasing result". Namely we are able to show that in this situation we have
. Thus, we can erase ρ and still stay in the same isomorphism class. (The erasing result just indicated is actually a special case of a more general theorem that we prove in Section 5.) This then allows us to complete the proof that the condition
This present paper is the second in a sequence of three papers that study loop algebras L(g, σ) and their "double extensions" Aff(g, σ) = L(g, σ)⊕kc⊕kd, when g is an affine Kac-Moody Lie algebra and σ is a finite order automorphism of g. (We refer to both L(g, σ) and Aff(g, σ) as "covering algebras" of g.)
In each of the first two papers we allow more general base algebras g than just affine algebras. Indeed, our first paper [ABP] assumed that g is a tame extended affine Lie algebra (EALA for short) and determined when Aff(g, σ) is again a tame EALA. Since affine Kac-Moody Lie algebras exactly correspond to tame EALAs of nullity 1, that paper applied in particular to the case when g is affine. In the present paper, we are not able to work in the general class of tame EALAs since we need conjugacy results for Cartan subalgebras of g as well as the information concerning automorphisms which flows from this. It would have been natural then, in this present paper, to simply assume that g is affine.
However, since virtually no extra work results, we have chosen to work in the more general setting of symmetrizable Kac-Moody Lie algebras. Thus, the first two papers are logically independent and one can be read without knowing the other. It is in the third paper that we plan to put these results together.
The paper is organized so that the reader need only know some standard facts about symmetrizable Kac-Moody Lie algebras. The deeper facts about automorphisms which we need are recalled, with references given, when used. The same is true about the cohomological set up and arguments. We have thus attempted to make this paper quite self-contained.
Assumptions and notation.
We close this introduction by setting our basic assumptions and notation. Although our main interest is in algebras over algebraically closed fields of characteristic 0, it is important (because we use base field extension arguments) for us to relax this assumption somewhat at first. We assume that k is a field of characteristic 0 and that k contains all roots of unity. The latter assumption means that for each integer m ≥ 1, k contains a primitive m th root of unity ζ m . We assume that these primitive roots of unity are compatible in the sense that
for all ℓ, m ≥ 1. It is easy to see that such a choice is always possible, and we fix the sequence {ζ m } m≥1 from now on.
We denote the group of units of k by k × . Let k-alg denote the category of unital commutative associative k-algebras. If K ∈ k-alg and L is a algebra over K, we use the notation Aut
We denote the tensor product ⊗ k simply by ⊗. If K ∈ k-alg and V is a vector space over k, we use the functorial notation
V (K) is a K-module with K-action given by a(x ⊗ b) = x ⊗ ab for x ∈ V and a, b ∈ K. If g is an algebra over k, then g(K) is an algebra over K. Finally, if g is a Lie algebra over k and f is a subalgebra of g, then
We fix a positive integer m. (m will be a period of the automorphisms investigated in this work.) Let Γ := Γ m := Z/mZ = {ī : i ∈ Z} be the group of integers mod m, whereī denotes the congruence class represented by i.
For our purposes, the most important object in k-alg will be the algebra
of Laurent polynomials over k in the variable t. We will also work extensively with the following algebra extension S/R. Define
to be the algebra of Laurent polynomials over k in the variable z, and identify R as a k-subalgebra of S via t = z m and hence
In this way S is an R-algebra (which depends on m). For i ∈ Z, there is a unique R-algebra automorphism of S which we denote by i so that i(z) = ζ i m z. Then the mapī → i is an isomorphism of Γ onto Aut k (S; R) = Aut R (S).
Loop algebras
Suppose that g is a Lie algebra over k and that σ is an automorphism of g of period m. (The order of σ might not be equal to m, but of course it is a divisor of m.) We begin by recalling the definition of the loop algebra of g relative to σ.
The algebra g can be decomposed into eigenspaces for σ as
where gī := {x ∈ g | σ(x) = ζ i m x}. Note that g0 is the subalgebra g σ of fixed points of σ in g. Now g(S) is a Lie algebra over S. In g(S) we set
is the set of fixed points in g(S) of the R-algebra automorphism σ ⊗ 1 −1 , and hence L m (g, σ) is an R-subalgebra of g(S). Thus L m (g, σ) is an R-algebra and hence also a k-algebra. We call L m (g, σ) the loop algebra of g relative to σ.
Remark 2.1 In this paper we consider loop algebras only in the class of Lie algebras. However loop algebras can be defined in the same way in any class of algebras that allows base ring extension. (See [P2] .) Moreover the formal properties proved in Sections 2-5 also hold in this generality (with the same proofs).
Remark 2.2 The loop algebra just defined depends on the choice of the primitive root of unity ζ m . In fact, if we temporarily denote
. Nevertheless, we will suppress the dependence of L m (g, σ) on ζ m in our notation since we have fixed the sequence {ζ m } m≥1 once and for all at the outset.
We now see that the R-isomorphism class of L m (g, σ) does not depend on the choice of the period m for σ.
Proof. We can assume without loss of generality that
Hence ϕ is R-linear. Finally, since the eigenvalues of σ are contained in {ζ
In view of this last lemma, there is no danger in abbreviating our notation for loop algebras as follows:
We will need the following simple facts about loop algebras:
Lemma 2.4 With the above notation we have:
.
Proof. (a): Let κ : S → S be the unique k-algebra automorphism of S so that
Loop algebras as forms
Suppose that g is a Lie algebra over k. In this section we show how to interpret loop algebras as S/R forms of the R-algebra g(R). Since S/R forms have a cohomological interpretation, this gives us a cohomological tool to study loop algebras. An S/R form of g(R) is a Lie algebra F over R such that F ⊗ R S ≃ g(S) as Lie S-algebras. Since S is a free R-module with basis 1, z, . . . , z m−1 , the following lemma is clear. Henceforth we will assume that all S/R forms of g(R) occur as R-subalgebras of g(S) with the property indicated in the lemma.
Next we interpret S/R forms of g(S) cohomologically. For this purpose, we recall the definition of H 1 (Γ, F ), when F is a Γ-group (see [Ser, Section 5 .1]). Suppose that F is a group. We say that Γ-acts on F if there is a map (ī, f ) →īf of Γ × F → F satisfyingī(x) =ī + x,0x = x andī(xy) = (īx)(īy) forī, ∈ Γ, x, y ∈ F . In that case, F is called a Γ-group.
If Γ acts on a group F , a 1-cocycle on Γ in F is a map u : Γ → F satisfying the cocycle condition uī + = uīīu (3.2) forī, ∈ Γ, where the image ofī under u is denoted by uī. The set of all such 1-cocycles is denoted by Z 1 (Γ, F ). Two 1-cocycles u and v are said to be cohomologous if there exists f ∈ F so that
This is an equivalence relation on Z 1 (Γ, F ). If u ∈ Z 1 (Γ, F ) the equivalence class containing u will be denoted by u (the corresponding boldface character). The set of all equivalence classes (called cohomology classes) in Z 1 (Γ, F ) will be denoted by H 1 (Γ, F ). H 1 (Γ, F ) is a pointed set whose distinguished element is the class represented by the constant 1-cocycleī → 1 F . Since Γ will be fixed throughout the paper, we use the abbreviation
If Γ acts on two groups F 1 and F 2 , a Γ-morphism from F 1 to F 2 is a group homomorphism ϕ : F 1 → F 2 that preserves the Γ-action. If ϕ :
1 (ϕ) maps the class represented by the 1-cocycle u to the class represented by the 1-cocycle ϕu.
We define an action of Γ on Aut S (g(S)) bȳ
forī ∈ Γ and τ ∈ Aut S (g(S)). Using this action, we have:
are in one-toone correspondence with cohomology classes in H 1 (Aut S (g(S))). Explicitly this correspondence is as follows: If u is a 1-cocycle on Γ in Aut S (g(S)), then the cohomology class u corresponds to the R-isomorphism class of the S/R form
Proof. This proposition follows from general considerations using the fact that S/R is a Galois extension of rings with Galois group Γ (see [Wat] or [M, §III.2, Example 2.6]). However, because of the special nature of the extension S/R, we can give a more elementary proof which we outline for the interest of the reader. This is based on the approach to K/k forms described in [J1, §X.2] when K/k is a finite Galois extension of fields.
Suppose first that u ∈ Z 1 (Γ, Aut S (g(S))). Let F = (g(S)) u , where (g(S)) u is defined by (3.5). We want to show that F is an S/R form of g(R). To see this, set wī = uī(1 ⊗ i) forī ∈ Γ. Then wī is an R-algebra automorphism of g(S) forī ∈ Γ. Moreover, the cocycle condition (3.2) translates to wīw = wī + forī, ∈ Γ. Thus {wī |ī ∈ Γ} is a cyclic group with generator w1. Consequently F is the R-subalgebra of fixed points of w1 in g(S). Next, forī ∈ Γ, let (g(S))ī be the ζ i m -eigenspace of w1 in g(S). Since w1 m = id, we have g(S) = ī∈Γ (g(S))ī. Furthermore, since w1 is 1-semilinear, we have
i F , and hence, since t i is invertible in S, F is an S/R form of g(R).
Next suppose that u, v are in Z 1 (Γ, Aut S (g(S))). We claim that (g(S)) u and (g(S)) v are isomorphic as R-algebras if and only if u and v are cohomologous. To see this, suppose first that (g(S)) u and (g(S)) v are isomorphic as R-algebras. Let f : (g(S)) v → (g(S)) u be an R-algebra isomorphism. Since (g(S)) v and (g(S)) u are S/R forms of g(R), f extends uniquely to an element f ∈ Aut S (g(S)). Then, the R-algebra automorphisms f −1 uī(1 ⊗ i)f and vī(1 ⊗ i) of g(S) are both isemilinear and both fix the elements of (g(S)) v . Hence, f −1 uī(1⊗i)f = vī(1⊗i) and so vī = f −1 uīīf forī ∈ Γ. Thus u and v are cohomologous. Conversely, suppose that u and v are cohomologous. Let f ∈ Aut S (g(S)) with
forī ∈ Γ and so f maps (g(S)) v onto (g(S)) u . Thus (g(S)) u and (g(S)) v are isomorphic as R algebras as claimed.
So we have a well defined injective map from H 1 (Aut S (g(S))) into the set of S/R forms of g(R) (regarded as R-subalgebras of g(S)), namely the map that sends u to the R-isomorphism class of (g(S)) u . It remains to show that this map is onto. To do this suppose that F is an S/R form of g(R). Forī ∈ Γ, let wī be the unique R-linear andī-semilinear map from g(S) to g(S) which fixes the elements of F . Then wī is an R-algebra automorphism of g(S) and wīw = wī + forī, ∈ Γ. Set uī = wī(id
The following theorem gives our description of loop algebras as S/R forms of g(R).
Theorem 3.6 Suppose that g is a Lie algebra and that
, and consequently each element of g(S)
can be written uniquely in the form
(b) and (c): Set uī = σ −i ⊗ id forī ∈ Γ. One checks easily that u is a 1-cocycle on Γ in Aut S (g(S)) and that (g(S)) u = L(g, σ). In view of Proposition 3.4 this proves both (b) and (c). ⊔ ⊓ We note that it is also easy to prove (b) in the theorem directly.
k-isomorphism versus R-isomorphism
In the previous section, we have seen how to interpret R-isomorphism classes of loop algebras cohomologically. Since our real interest is in k-isomorphism of loop algebras, we need to understand the connection between k-isomorphism and R-isomorphism. In this section, we explore this for loop algebras of Lie algebras that are perfect and central over k.
Note that we may regard the Lie algebra L over K as a Lie algebra over k. This however does not change the derived algebra. Hence, L is perfect as a Lie algebra over K if and only if it is perfect as Lie algebra over k.
Again suppose K ∈ k-alg and L is a Lie algebra over K. We define λ L :
We next prove two lemmas about base ring restriction and extension.
Proof. We must show that any
Proof. (a) is clear and (b) follows from (a). To prove (c), we choose a basis {b i } i∈I for the k-space K. Let χ ∈ Ctd K (g(K)). Then there exist unique elements χ i ∈ End k-mod (g), i ∈ I, so that:
for x ∈ g, where for each x ∈ g only finitely many χ i (x)'s are nonzero. One checks easily that χ i ∈ Ctd k (g) and so χ i = λ g (a i ) for some a i ∈ k, i ∈ I. Now we may assume that g is not zero and hence choose a nonzero x 0 ∈ g. Then χ i (x 0 ) = a i x 0 for i ∈ I. Thus all but finitely many a i 's are zero. Set
a). This proves (c). (d) follows from (b), (c) and Lemma 4.1. ⊔ ⊓
We are now ready to study k-isomorphism versus R-isomorphism for loop algebras. We first obtain an analog of the previous lemma for loop algebras.
Lemma 4.3 Suppose that g is a Lie algebra over k and that σ is an automor
On the other hand, for all i ∈ Z,
, there exists a unique S-linear mapχ : g(S) → g(S) that extends χ. Explicitly,χ is given bŷ
One checks easily thatχ ∈ Ctd S (g(S)). Thus, by Lemma 4.2(c),χ = λ g(S) (s) for some s ∈ S. Write s = 
Proof. (b) follows from (a), and so we only need to prove (a). Let
But L 1 and L 2 are nontrivial free R-modules by Theorem 3.6(a). Thus the map r → λ Li (r) is a k-algebra isomorphism from R onto λ Li (R), i = 1, 2. It follows that there exists a unique k-algebra automorphismφ of R so that the following diagram commutes:
Here the bottom map is the map (4.5). This completes the proof of (a). ⊔ ⊓ Theorem 4.6 Suppose that k m = k (that is every element of k is an m th power of an element of k). Let g i be a Lie algebra over k that is perfect and central over k, and let σ i be an automorphism of period m of
Proof. The sufficiency of these conditions follows from Lemma 2.4(a). To prove the necessity suppose that
We can assume that g 1 and g 2 are nontrivial, and hence we can constructφ ∈ Aut k (R) as in Lemma 4.4(a). Then, sinceφ is a k-automorphism of R = k[t, t −1 ],φ maps t to a nonzero k-multiple of t or t −1 . Let κ : S → S be the k-algebra automorphism of S so that κ(z) = z −1 . As we saw in the proof of Lemma 2.4(a),
2 ). Furthermore, it is clear thatψ = κ| R . Hence,ψ(t) = t −1 .
But (ψϕ) =ψφ by Lemma 4.4(b). Thus, replacing ϕ by ψϕ and σ 2 by σ −1 2 if necessary, we can assume thatφ
where a is a nonzero element of k.
Choose b ∈ k so that b −m = a. Let ε be the k-algebra automorphism of S satisfying ε(z) = bz. Then τ := (id ⊗ ε)| L2 is a k-algebra automorphism of L 2 and we haveτ :
Erasing
Later in this paper we will need to establish isomorphism of loop algebras L(g, τ ρ) and L(g, τ ) under suitable assumptions on g, τ and ρ. In other words we will need to "erase" the automorphism ρ. In this section we prove a rather general erasing theorem that will handle the cases that we encounter.
If g = ⊕ α∈Q g α is a Q-graded Lie algebra where Q is an abelian group and r ∈ Hom(Q, k × ), we define Ad(r) ∈ Aut k (g) by
We can now state our erasing theorem. The authors are grateful to John Faulkner for conversations about this theorem. He showed us the proof presented below which is significantly shorter than our original proof.
Theorem 5.1 (Erasing theorem) Suppose that g = ⊕ α∈Q g α is a Q-graded Lie algebra where Q is a free abelian group that is generated by the support {α ∈ Q : g α = 0} of g. Suppose that τ, ρ are automorphisms of g that satisfy the following assumptions:
(ii) ρ = Ad(r) for some r ∈ Hom(Q, k × ).
Proof. Before beginning, notice that since τ m = id and since Q is generated by the support of g, it follows thatτ m has period m. Let d be any period ofτ (for example d = m). We will prove that
By Lemma 2.3, this implies (5.2).
We prove (5.3) by constructing an S dm -automorphism ϕ of g ⊗ S dm with the property that
where 1 is the k-automorphism of S dm such that 1(z) = ζ dm z.
Indeed, once we have constructed such an automorphism ϕ, we obtain (5.3) since L dm (g, τ ) is the set of fixed points in g ⊗ S dm of τ ⊗ 1 −1 and L dm (g, τ ρ) is the set of fixed points in g ⊗ S dm of τ ρ ⊗ 1 −1 (see Section 2). So it remains to construct ϕ ∈ Aut S dm (g ⊗ S dm ) satisfying (5.4). First of all, if α ∈ Q and x α ∈ g α we have x α = ρ m (x α ) = r(α) m x α . Thus r(α) ∈ ζ m for all α ∈ Q for which g α = 0. Since Q is generated by the support of g, it follows that r(Q) ⊆ ζ m . Consequently since Q is free, there exists a ∈ Hom(Q, Z) so that r(α) = ζ a(α) m for α ∈ Q. Hence
for α ∈ Q and i ∈ Z, where b, c ∈ Hom(Q, Z) are to be chosen below (depending on a andτ ). Since b and c are homomorphisms and since g is Q-graded, it follows that ϕ ∈ Aut S dm (g ⊗ S dm ). So we must check (5.4) (with appropriately chosen b and c). Now for x α ∈ g α and i ∈ Z, we have
and
So to insure that (5.4) holds it is sufficient to choose b, c ∈ Hom(Q, Z) so that
where • denotes composition.
Next we define a polynomial over Z (in the indeterminant x) by
and then let
Then certainly (5.5) holds. Moreover,
by (5.7). Thus we have (5.6), and the proof is complete. ⊔ ⊓ Remark 5.8 Equation 5.4 shows that the cocycles determining L dm (g, τ ) and L dm (g, τ ρ) are cohomologous. It would be interesting to prove this using general cohomological principles.
Symmetrizable Kac-Moody Lie algebras
For the rest of the paper we will assume that g is an indecomposable symmetrizable Kac-Moody Lie algebra. We begin this section section by recalling the facts that we will need about these algebras. The reader is referred to [K2, or [MP, Chapter 4] for facts stated in these two sections without proof. (In [K2] , k is assumed to be the field of complex numbers. However, that assumption is not needed for the results that we describe.) We begin by establishing the notation that will be used for the rest of the paper.
Let A = (a ij ) be an n × n symmetrizable generalized Cartan matrix (GCM). So, by definition, a ii = 2 for all i, a ij is a nonpositive integer for i = j, and there exists an invertible diagonal matrix D = diag(ε 1 , . . . , ε n ) over k so that D −1 A is symmetric. We can (and do) choose D with rational entries. We further assume that A is indecomposable. Hence, the matrix D is unique up to a nonzero constant factor.
Choose a realization (h, Π, Π ∨ ) of A. Thus, by definition, h is a vector space over k of dimension n + corank(A), Π = {α 1 , . . . , α n } is a linearly independent subset of the dual space h * of h,
be the Kac-Moody Lie algebra determined by A. That is g is the Lie algebra over k generated by h and the symbols {e i } n i=1 and {f i } n i=1 subject to the re-
1−aij (e j ) = ad(f i ) 1−aij (f j ) = 0 (i = j). Let ∆ be the set of roots of h in g. Then we have the root space decomposition g = α∈∆∪{0} g α , where g 0 = h. Let ∆ re denote the set of real roots in ∆.
(This is an exception to our notation in Section 4. h ′ is of course not the derived algebra of h.) In that case we have
Let c be the centre of g ′ . Then, c is also the centralizer of g ′ in g, and we have c = {h ∈ h : α i (h) = 0 for i = 1, . . . , n}.
Next let Aut(A) be the group of automorphisms of the GCM A. Thus, by definition Aut(A) is the group of permutations ν of {1, . . . , n} so that a νi,νj = a i,j for 1 ≤ i, j ≤ n. It is important for our purposes to identify Aut(A) as a subgroup of Aut k (g). Indeed, it is shown in [KW, §4.19 ] that there exists a subspace h ′′ of h and an action of Aut(A) on h so that
, and
for ν ∈ Aut(A), 1 ≤ i ≤ n and h ′′ ∈ h ′′ . (The choice of h ′′ is not unique. However, once such a choice is made, the action of Aut(A) on h is determined.) One then has α νi (ν(h)) = α i (h) for ν ∈ Aut(A), 1 ≤ i ≤ n and h ∈ h. Furthermore, the action of Aut(A) on h extends uniquely to an action of Aut(A) on g by automorphisms so that ν(e i ) = e νi and ν(f i ) = f νi , for ν ∈ Aut(A) and 1 ≤ i ≤ n. From now on we fix a choice of h ′′ as above and hence regard Aut(A) as a subgroup of Aut k (g).
Since A is symmetrizable, we can use the complementary space h ′′ for h ′ in h to define an invariant form (·, ·) on g. Indeed, there exists a unique invariant symmetric k-bilinear form (·, ·) on g so that (h ′′ , h ′′ ) = {0} and
for 1 ≤ i ≤ n and h ∈ h. This form is nondegenerate on g. Moreover, the automorphisms of g in Aut(A) preserve this form (see the argument in [KW, 4.15] ). We will need two lemmas about the Lie algebra g. The first deals with basefield extension.
Lemma 6.1 Suppose that K is an extension field of k. Then (with the obvious identifications)
(h(K), Π ⊗ K, Π ∨ ⊗ K
) is a realization of A over K, and g(K) is isomorphic to the Kac-Moody Lie algebra over K determined by A using the realization
Proof. This is proved in [MP, §4.3 ]. Since we need the explicit isomorphism, we briefly describe the proof. The first statement is clear. To prove the second statement, we (temporarily) letg be the Kac-Moody Lie algebra over K determined by A using the realization (h(K), Π⊗ K, Π ∨ ⊗ K). Theng is generated by h(K), {ẽ i } n i=1 and {f i } n i=1 with relations as above. It follows from the universal property of g and the tensor product that there is a K-algebra homomorphism from g(K) tog that restricts to the identity on h(K) and maps e i ⊗ 1 toẽ i and f i ⊗ 1 tof i . One obtains an inverse of this homomorphism using the universal property ofg. ⊔ ⊓ The second lemma will be useful since it allows us to apply the results of Section 4 to the Lie algebra g ′ .
Lemma 6.2 The Lie algebra g ′ is perfect and central over k.
Proof. It is clear (and well known) that g ′ is perfect since g ′ is generated by
For this purpose, let g ∈ h ′ and write χ(g) = x 0 + α∈∆ x α , where x 0 ∈ h ′ and x α ∈ g α for α ∈ ∆. Suppose for contradiction that x β = 0 for some β ∈ ∆.
α∈∆ α(g)x α and so β(g) = 0. Thus, for y β ∈ g −β , we have
Hence, [y β , x β ] = 0 for all y β ∈ g −β . This contradicts the assumption that x β = 0 (see [K1, Theorem 2.2(e)]) and so we have (6.3). Now fix i ∈ {1, . . . , n}.
But since A is indecomposable, the ideal of g ′ generated by e i is g ′ , and so χ(x) = ax for all x ∈ g ′ as desired. ⊔ ⊓
We can now prove our first main theorem which shows that g is an isomorphism invariant of L(g, σ) and of L(g ′ , σ).
Theorem 6.4 Suppose that k is a field of characteristic 0 that contains all roots of unity and suppose that
Proof. By Lemma 4.3(a), it is sufficient to prove (b). Suppose that σ i is an automorphism of period m of g ′ for i = 1, 2, and suppose that L(g
. By Lemma 6.2 and Theorem 4.6, we have L(g
, σ 2 ) ⊗ R S and so, by Theorem 3.6(b), we have g
′ . Now by assumption, g i is the Kac-Moody Lie algebra over k determined by an indecomposable symmetrizable GCM A i , i = 1, 2. Hence, by Lemma 6.1, g i (L) is the Kac-Moody Lie algebra over L determined by
′ implies that A 1 and A 2 are the same up to a bijection of the index sets [PK, Theorem 2(b) ]. Hence g 1 ≃ k g 2 . ⊔ ⊓ Remark 6.5 If g 1 and g 2 are finite dimensional, Theorem 6.4 follows from Exercise 8.7 of [K1] or from the Peterson-Kac conjugacy theorem for split Cartan subalgebras of L(g 2 , σ 2 ).
In view of Theorem 6.4(a), to study the question of isomorphism of loop algebras of indecomposable symmetrizable Kac-Moody algebras it suffices to consider the case when the base algebra g is fixed. We do this for the rest of the paper.
The automorphism group of g
We continue to assume that g = g(A) is the Kac-Moody Lie algebra determined by an indecomposable symmetrizable GCM A. We next discuss the structure of the group Aut k (g). We follow [KW] in this discussion. We begin by introducing some subgroups of Aut k (g).
Recall first that Aut k (g; h) = {τ ∈ Aut k (g) | τ (h) = h for all h ∈ h}. One can give an explicit description of the elements of Aut k (g; h). Let Hom(Q, k × ) be the set of group homomorphisms of the root lattice Q into the group k × of units of k. Hom(Q, k × ) is a group under pointwise multiplication. If r ∈ Hom(Q, k × ), we define Ad(r) ∈ Aut k (g; h) (as in Section 5) by
Again one can give an explicit description of the elements of Aut
Thus, if η ∈ Hom k (h ′′ , c), we may define a k-linear map θ η : g → g by
(We prove a slightly more general fact in Proposition 7.5(a) below.)
Next let Aut e k (g) denote the subgroup of Aut k (g) that is generated by {exp(ad(x)) | x ∈ g α , α ∈ ∆ re }. Now Aut k (g; h) normalizes Aut e k (g), while Aut k (g; g ′ ) centralizes both Aut e k (g) and Aut k (g; h). Hence, Aut
is a subgroup of Aut k (g). We call Aut 0 k (g) the inner automorphism group of g. Finally let ω be the unique k-automorphism of g so that ω(e i ) = −f i , ω(f i ) = −e i and ω(h) = −h for 1 ≤ i ≤ n and h ∈ h. Then ω is an element of order 2 in Aut k (g) called the Chevalley automorphism of g. Note that ω commutes with the elements of Aut(A) (regarded as automorphisms of g) and so we may set Out(A) := Aut(A), if A has finite type ω × Aut(A), otherwise.
Out(A) is a finite subgroup of Aut k (g) that we call the outer automorphism group of g. Observe that the automorphisms of g in Out(A) preserve the form (·, ·) (since ω clearly does). We will see below that Out(A) is a complement to Aut 0 k (g) in Aut k (g). We will also be interested in the groups Aut k (g ′ ) and Aut k (g ′ /c). We have group homomorphisms .2) where (7.1) is the restriction map and (7.2) maps τ ∈ Aut k (g ′ ) to the automorphism of g ′ /c induced by τ . The homomorphism (7.1) has kernel Aut k (g; g ′ ) and, since g ′ is perfect, the homomorphism (7.2) The map (7.1) restricted to Out(A) is an injection, and so, abusing notation, we denote the image of Out(A) in both Aut k (g ′ ) and Aut k (g ′ /c) by Out(A). If H and K are subgroups of a group G, we write (as usual) G = H ⋊ K to mean that H is a normal subgroup of G, G = HK and H ∩ K = {1}.
The following result on the structure of Aut k (g) is due to Peterson and Kac [PK] . [PK, Theorem 2(c) ] as a consequence of the conjugacy theorem for split Cartan subalgebras of g ′ /c. (More details are given in [KW, ). The rest of the proposition follows easily from this. ⊔ ⊓ It follows from the fact that (7.1) is a surjective that we have the exact sequence
Consequently the homomorphism (7.1) is surjective and the homomorphism (7.2) is an isomorphism
Moreover, as we've noted, the group Aut k (g; g ′ ) in this sequence is isomorphic to Hom k (h ′′ , c). In order to compute cohomology we will need a version of these facts with the base ring extended. We present this next.
If K ∈ k-alg, then we have
is surjective, and hence we have the exact sequence
, one easily checks that θ η is a K-algebra homomorphism which fixes g ′ (K) pointwise. Also, using the fact that c(K) is contained in g ′ (K), it is easy to check that
, and the map η → θ η is an injective group homomorphism from Hom
)). It remains to show that the image of this map is Aut
Suppose that K is an integral domain and let F be the quotient field of K. In this argument, we work in the Lie algebra g(F ) = g ⊗ F over the field F . Note that g(F ) contains g(K) as a K-subalgebra.
We have c = {h ∈ h : α i (h) = 0 for i = 1, . . . , n}. Hence we can choose a basis g 1 , . . . , g n , c 1 , . . . , c p for h so that α i (g j ) = δ ij for 1 ≤ i, j ≤ n and c 1 , . . . , c p is a basis for c. Consider the k-space
. We first prove that n = u(K) ⊕ c(F ). (7.6) Indeed, the inclusion "⊇" is clear. So we must show the inclusion "⊆". Now g ′ (K) is stable under ad(g⊗1) and hence so is n. Thus n = α∈∆∪{0} n∩(g α (F )) and so it is enough to show that
for g α and a basis
is a nonzero element of h it follows that a j ∈ K for 1 ≤ j ≤ q. Thus x ∈ u(K) and we have proved (7.6).
We are now ready to prove that the restriction map
is surjective. To do this we identify Aut K (g(K)) as a subgroup of Aut F (g (F ) ), by identifying each element of Aut K (g(K)) with its unique extension to an Flinear endomorphism of g(F ). Similarly, we identify Aut K (g ′ (K)) as a subgroup of Aut F (g ′ (F )). Note that by Lemma 6.1, g(F ) is isomorphic to the Kac-Moody Lie algebra over the field F determined by the GCM A. Hence, by Proposition 7.3, the restriction map Aut F (g(F )) → Aut F ((g(F ) ) ′ ) is surjective. Thus, by Lemma 4.2(a), the map Aut F (g(F )) → Aut F (g ′ (F )) is surjective. To prove that the map (7.7) is surjective, let ρ ∈ Aut K (g ′ (K)). We may regard ρ as an element of Aut F (g ′ (F )), and hence there exists τ ∈ Aut F (g(F )) so that (7.9) In the remainder of the proof, we will show that τ ∈ Aut F (g(F )) can be chosen satisfying (7.8) (and hence (7.9)) as well as the condition
This will complete the proof since then τ (restricted to g(K)) will be the required extension of ρ.
Thus τ (h ′′ (K)) ⊆ n and so, by (7.6),
and so there exist unique elements
for h ∈ h ′′ . Moreover, by (7.10), we have
Now c(F ) is the centre of g(F ) and so τ (c(F )) = c(F ). Thus we can define
. Thus, replacing τ by τ θ η , we have shown that we can choose τ ∈ Aut F (g(F )) so that
Similarly, we can choose µ ∈ Aut F (g(F )) so that
Thus,
Combining this with (7.12), we have ξ(g(K)) = g(K). Since µ and τ stabilize g(K) and ξ = τ µ, it follows that τ (g(K)) = g(K) as desired. ⊔ ⊓
A necessary condition for isomorphism of loop algebras
Suppose again that g = g(A) is the Kac-Moody Lie algebra determined by an indecomposable symmetrizable GCM A. Our main goal in this section is to obtain a simple necessary condition for isomorphism of loop algebras of g relative to finite period automorphisms of g. We will need the following lemma:
Proof. First of all, S is an integral domain. Hence, by Proposition 7.5(b), we have the exact sequence
where π is the restriction map. Also, Γ acts on Aut S (g(S)) and Aut S (g ′ (S)) bȳ
This action of Γ on Aut S (g(S)) stabilizes Aut S (g(S); g ′ (S)). Hence, the sequence (8.2) is an exact sequence of Γ-groups.
Assume now that L(g
We define 1-cocycles u and v on Γ in Aut S (g(S)) by uī = σ −i 1 ⊗ id and vī = σ −i 2 ⊗ id. Let u and v be the cohomology classes in H 1 (Aut S (g(S))) represented by u and v respectively. Then, by Proposition 3.4 and Theorem 3.6(c), we have H 1 (π)(u) = H 1 (π)(v). We wish to show that u = v. Hence, it suffices to show:
There is a well known method that can be used to show (8.3). This involves "twisting" the action of Γ by the cocycle u. We define a new action "·" of Γ on Aut S (g(S)) by settinḡ
forī ∈ Γ and τ ∈ Aut S (g(S)). The action "·" stabilizes Aut S (g(S); g ′ (S)). We denote the Γ-group Aut S (g(S); g ′ (S)) with the action "·" by u Aut S (g(S); g ′ (S)) Then, since the sequence (8.2) is exact, it is known that (8.3) follows from (8.4) (See [Ser, Corollary 2, §I5.5] .) Thus it is sufficient to prove (8.4).
For the sake of brevity, we set M := Hom S (h ′′ (S), c(S)). Then, by Proposition 7.5(a), the map η → θ η is an isomorphism from the group M onto the group Aut S (g(S); g ′ (S)). We use this isomorphism to transport the action "·" from Aut S (g(S); g ′ (S)) to obtain an action, also denoted by "·", of Γ on M . Thus we have θī ·η =ī · θ η forī ∈ Γ and η ∈ M . We use the notation u M for the additive group M with Γ-action "·" obtained in this way. Then it is sufficient to show that H 1 ( u M ) = {0}. Now there exists a unique element β of period m in GL k (h ′′ ) and a unique element γ of Hom k (h ′′ , g ′ ) so that
′′ and η ∈ M , we have
as a group and hence u M has the natural structure of a k-vector space. Moreover, if follows from (8.5) that the Γ-action on u M is k-linear. Recall from (7.4) that we have the decomposition
be the projection onto the second factor relative to this decomposition. Often we will drop the subscript k from this notation and write
We next define an equivalence relation ∼ on Out(A) by defining:
We can now give a simple necessary condition for isomorphism of loop algebras of g. We will see in the final section that this condition is also sufficient.
Theorem 8.9 Suppose that k m = k. Suppose that σ 1 and σ 2 are automor-
Proof. To prepare for the proof we need some notation and some remarks.
First of all, to avoid confusion below, we denote the subgroup Out(A) of Aut k (g) by Out k (A). So we have Aut k (g) = Aut 0 k (g) ⋊ Out k (A), and p k is the projection onto the second factor.
Next let L be the quotient field of S = k[z, z −1 ]. We identify Aut S (g(S)) as a subgroup of Aut L (g(L)) by identifying each element of Aut S (g(S)) with its unique extension to an L-linear endomorphism of g(L). Let ε : Aut S (g(S)) → Aut L (g(L)) be the inclusion map obtained in this way.
If i ∈ Z, the automorphism i of S satisfying i(z) = ζ i m z extends uniquely to an automorphism, which we also denote by i, of L. This allows us to extend the action (3.3) of Γ on Aut S (g(S)) to an action of Γ on Aut L (g(L)) by defininḡ (8.10) forī ∈ Γ and τ ∈ Aut L (g(L)). Then ε preserves the action of Γ.
Next, we use the isomorphism described in the proof of Lemma 6.1 (with K = L) to identify g(L) with the Kac-Moody Lie algebra over L determined by
We let p L : Aut L (g(L)) → Out L (A) be the projection onto the second factor in this decomposition.
Note that
It is clear from this equation and (8.10) that Γ acts trivially on the subgroup
) is stabilized by the action of Γ. Thus p L preserves the action of Γ.
We are now ready to give the proof of the theorem. Suppose that
2 if necessary, we can assume that
) be the cohomology classes represented by u and v respectively. Then, by Proposition 3.4, Theorem 3.6(c) and (8.12), we have
Remark 8.13 Suppose that k = C. Suppose that we let g = g(A) run over all isomorphism classes of finite dimensional simple Lie algebras, and for each g we let σ run over a set of representatives of the ∼-equivalence classes in Out(A) = Aut(A). For each of the pairs (g, σ) we form the loop algebra L(g, σ).
Kac [K2, Chapter 8] has shown that this procedure yields the derived algebra modulo its centre of the affine algebras of types A
1 , . . . , E
8 , A
2 , . . . , E
6 , D
4 .
That is, it yields the derived algebra modulo its centre of all affine Kac-Moody Lie algebras up to isomorphism. Now, it follows from Theorem 6.4(a) and Theorem 8.9 that distinct pairs (g 1 , σ 1 ) and (g 2 , σ 2 ) yield nonisomorphic loop algebras L(g 1 , σ 1 ) and L(g 2 , σ 2 ). Consequently, we have a proof of the nonisomorphism of the algebras that appear in the classification of affine algebras. Of course this nonisomorphism result also follows from the Peterson-Kac conjugacy theorem for split Cartan subalgebras in affine algebras, but we are not using that deep result here (when the base algebra g is finite dimensional).
Isomorphism of loop algebras
In this section we prove that the necessary condition for isomorphism of loop algebras given in Theorem 8.9 is also sufficient. We assume again that g = g(A) is the Kac-Moody Lie algebra over k determined by an indecomposable symmetrizable GCM A, and we use the notation of the previous section. In particular, the projection p : Aut k (g) → Out(A) is defined by (8.7), and the equivalence relation ∼ on Out(A) is defined by (8.8).
First of all, the following result follows immediately from the general erasing Theorem 5.1: Theorem 9.1 Suppose that τ, ρ ∈ Aut k (g) with τ m = ρ m = id and τ ρ = ρτ . Suppose also that ρ ∈ Aut k (g; h) and τ (h) = h. Then L(g, τ ρ) ≃ L(g, τ ).
If σ ∈ Aut k (g), then, by [PK, Theorem 3] (resp. {f i } n i=1 ). The automorphism σ is said to be of the first kind or the second kind accordingly.
The following result is proved using Theorem 9.1 along with detailed information from [KW] about semisimple automorphisms of the first and second kind of g. The results in [KW] assume that k is algebraically closed and so we assume that here.
Theorem 9.2 Suppose that k is algebraically closed. Let σ ∈ Aut k (g) with σ m = id. Then L(g, σ) ≃ R L(g, p(σ)).
Proof. Suppost first that g is of the first kind. Then σ, being of finite order, is a semisimple automorphism of g of the first kind, and so, by [KW, Lemma 4.31] , σ is conjugate in Aut k (g) to an automorphism of g of the form νρ, where ν ∈ Aut(A), ρ ∈ Aut k (g; h) and νρ = ρν. By Lemma 2.4(b), we may assume that σ = νρ. Then, p(σ) = p(ν)p(ρ) = ν. Consequently, ν m = id and so ρ m = id. Thus, by Theorem 9.1, we have L(g, σ) ≃ R L(g, ν), and so L(g, σ) ≃ R L(g, p(σ)).
Before considering the case when σ is of the second kind, we need some notation. Suppose for that purpose that X is a subset of Π of finite type (we allow X to be empty). Let g X be the subalgebra of g generated by {e i } αi∈X and {f i } αi∈X , and let h X = αi∈X kα To choose j, we first let f = g µ X = {x ∈ g X : µ(x) = x}.
Then, since µ| gX is a semisimple automorphism of g X , f is a reductive subalgebra of g X [B, Corollaireà Proposition 12, §1,
• 4]. Next, since ν and ω stabilize g X and commute with µ, both ν and ω stabilize f. Hence, τ stabilizes f. Therefore, τ | f is a semisimple automorphism of a reductive Lie algebra, and so there exists a Cartan subalgebra j X of f that is stabilized by τ (see [BoM, Theorem 4.5] or [P1, Theorem 9] ). Let
We conclude by checking the conditions (a), (b) and (c) above. First µ fixes j X and h ⊥ X pointwise, and so (a) holds. Also, τ stabilizes h X and h and hence also h ⊥ X (since τ preserves the form (·, ·) restricted to h). Thus, (b) holds. For (c), note that µ| gX is an elementary automorphism of g x ; that is µ| gX is the product of automorphisms of the form exp(ad(x)), where x ∈ g X and ad gX (x) is nilpotent. Thus, by [P1, Theorem 11] , any Cartan subalgebra of g µ X is a Cartan subalgebra of g X . In particular j X is a Cartan subalgebra of g X . Hence, by the conjugacy theorem for Cartan subalgebras of g X [Sel, p.28 and 48] , there exists ϕ ∈ E X so that ϕ(j X ) = h X . But ϕ fixes h ⊥ X pointwise and so ϕ(j) = h. This proves (c) and the proof of the theorem is complete. ⊔ ⊓ We can now prove the second main theorem of this paper. Proof. The implication "=⇒" is proved in Theorem 8.9. Conversely, suppose that p(σ 1 ) ∼ p(σ 2 ). Then, L(g, σ 1 ) ≃ k L(g, p(σ 1 )) by Theorem 9.2 ≃ k L(g, p(σ 2 )) by Lemma 2.4 ≃ k L(g, σ 2 ) by Theorem 9.2. ⊔ ⊓ As a corollary of this theorem, we can obtain the corresponding theorem for loop algebras of g ′ . Recall from Proposition 7.3 that we have
