抵抗変化型メモリとフラッシュメモリで構成されるハイブリッド・ストレージプールの読み出しアルゴリズムの研究 by 岡本 峻
 Takeuchi Lab. Confidential  
修士論文要旨（2014 年度） 
抵抗変化型メモリとフラッシュメモリで構成される 
ハイブリッド・ストレージプールの読み出しアルゴリズムの研究 
Research on Read Algorithm of Hybrid Storage Pool with ReRAM and Flash Memory 
電気電子情報通信工学専攻 岡本 峻 
Shun OKAMOTO 
1. 研究の背景・目的 
クラウドコンピューティングの時代に突入し、デー
タセンタはウェブサービスの提供が主な役割となっ
ている。IT サービスの多様化に伴い、データセンタで
はさらなる高性能化と柔軟なシステム構築が課題と
なっている。富士通研究所では、プール化した CPU
や HDD などのハードウェア部品を高速なインターコ
ネクトで接続しシステムに合わせて最適に組み合わ
せる資源プール化アーキテクチャを開発しており、ハ
ードウェアの性能を落とさずに高性能のサーバー、及
びストレージの提供を可能にしている[1]。このように、
今後さらにサービスの多様化が想定されることから、
個々のサービスに最適なシステムを提供することが
重要となる。 
そこで、本論文では、SCM と NAND型フラッシュ
メモリといったストレージ資源を保有するストレー
ジプールアプリケーション向けのストレージ・アロケ
ーション・システム(Storage Allocation System: SAS)を
提案した。SAS は、ワークロードの傾向に合わせ動的
に最適な SCM チップを割り付けることで、最適なス
トレージ構成を決定し構築する。さらに、ハイブリッ
ドソリッド・ステート・ドライブの高速化に向けて読
み出しアルゴリズムの検討を行った。 
2. SCMのチップ測定 
ReRAM、PCRAM、MRAM は、ストレージ・クラ
ス・メモリ(SCM)と呼ばれる次世代不揮発性メモリで
ある。SCMは、従来 SSDに用いられた NAND型フラ
ッシュメモリと比較すると、書き込み、及び読み出し
が高速であり、低消費電力駆動に加え耐久性に優れる。
Single Level Cell (SLC)のNAND型フラッシュメモリの
書き込み速度が 250 μsであるのに対し、SCMは 10 ns
から 100 nsで書き込みが可能である[2]。図 1 (a)に 50 
nm の ReRAM デバイスにおける書き込み動作時のセ
ット、リセット電流を示す[3]。ReRAM のセットパル
ス幅は 50 nsと非常に短く、データのエラーをチェッ
クするベリファイ手法を用いても、ReRAM の書き込
み遅延に対応する平均合計リセットパルス幅は、100 
ns程度となる(図 1 (b))[3]。また、書換え回数は、SLC 
NAND型フラッシュメモリで約 104回、Multi-level cell 
(MLC) NAND型フラッシュメモリで約 3×103回である
のに対し、ReRAM は書換え回数 2×106 回を超える高
い耐久性を持つ(図 1 (b))。このように、SCMは、NAND
型フラッシュメモリと比較して、書き込み速度や消費
電力の面で非常に優れる。 
3. SCM/NAND型フラッシュメモリを用いたハイブリッドSSS 
ソリッド・ステート・ストレージ(SSS)パフォーマ
ンスを向上するために SCMと NAND型フラッシュメ
モリを用いたハイブリッド SSS が提案されている[4]。
上書きが出来ない NAND 型フラッシュメモリに対し
て、SCMはセクタ単位の上書きが可能である。ハイブ
リッド SSS では、Write optimized data management 
(WO-DM)アルゴリズム[5]によりホット(高書き込み頻
度)またはランダム(書き込みサイズが小さい/断片化
しない)なデータは SCMに格納され、コールドかつシ
ーケンシャルなデータは NAND 型フラッシュメモリ
に格納される。さらに、図 2 に示すように SCM の空
き容量が少なくなると、SCM から NAND 型フラッシ
ュメモリへコールドかつシーケンシャルなデータが
追い出されるため、ホットまたはランダムなデータが
SCMに保持される。このようにホットまたはランダム
なデータを SCM に格納することで SSS パフォーマン
スと消費エネルギーが向上する。SCM は NAND 型フ
ラッシュメモリと比較してビット当たりのコストが
高いため、アプリケーションを解析し SCM と NAND
型フラッシュメモリの必要容量を見極めることが必
要である。 
4. ストレージ・アロケーション・システム (SAS)の提案 
IT サービスの多様化に伴う柔軟なシステムの構築
を実現するため、SCM と NAND 型フラッシュメモリ
のストレージ容量を自動的に最適化するストレージ
プールアプリケーション向けのストレージ・アロケー
ション・システム(SAS)を提案した(図 3)[6]。SASはワ
ークロードの傾向変化に合わせてストレージプール
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図 1 (a) 50 nm ReRAM のセット、リセットパルスの実測[2]. (b) ベ
リファイ手法を含めたリセットパルス幅[3]. 
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図 2 ハイブリッド SSDのデータ追い出し動作 [5]. 
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から不必要な SCM チップを切り離し、SSS パフォー
マンスと消費エネルギーの劣化を最小限に抑えつつ
コストが高い SCM チップを削減する。ハイブリッド
SSSに必要とされる SCMと NAND型フラッシュメモ
リの容量はワークロードの特徴に強く依存するため、
SAS はワークロードを監視しリアルタイムに解析を
行うデータモニタリングモジュール(DMM)を実装す
る(図 4)。データを追い出すしきい値となる Ethは、デ
フォルト設定で 80%(SCM 容量は 100%)に設定されお
り、この時、SCM 容量は全体の約 80%使用され、残
りの 20%はガベージコレクションやウェアレベリン
グ等の予備領域(OP)として保有する。SCMの使用率が
Ethに達すると、コールドかつシーケンシャルなデータ
は、NAND 型フラッシュメモリへ移動する。ホットデ
ータの割合 RL(k)が 20%以下になると、ワークロード
はコールドであると判断し、Ethを 20%に減少させるこ
とで SCM 容量を 100%から 25%に削減する。この時、
SCM容量 5%分は、SCM容量 100 %の時と同様にガベ
ージコレクションやウェアレベリングに用いられる
予備領域である。反対に、RL(k)が 20%以上になった場
合、ワークロードはホットであると判断し、Ethを 80%
に引き上げることで SCM容量を 100%に拡大する。こ
のように、ワークロードのホットデータ率を示す RL(k)
が大きければ、大容量の SCM を用意し、小さければ
SCM容量を削減する。この場合、SSS パフォーマンス
は低下するが、ハイブリッド SSSのコストは安くなる。
提案した SASは、1GBのデータアクセス毎に DMMで
RL(k)を算出し必要な SCM容量を評価する。 
5. 結果・考察 
トランザクション・レベル・モデリングベースのシ
ミュレータを用いてSASを実装したハイブリッドSSS
を評価した。NAND 型フラッシュメモリと SCM の仕
様を表 1に示す[7]。ワークロードの傾向が急激に変化
した場合を仮定し、ハイブリッド SSSの評価には、複
数のワークロードを組み合わせた 4種類のワークロー
ドを用いた[8]。 
図 5より、Trace 1の場合、Sec. 1 はコールド、かつ
シーケンシャル、Sec. 2はホットかつランダムである
ので、提案した SASは最初 Sec. 1の SCM容量を 25%
に設定し、その後 SCM容量を 100%に増量する。図 6
から Sec. 1 では、提案手法である SAS は、Fixed SCM 
(100 %)と比較して SCM容量を削減しているにも関わ
らず、書き込みスループットは Fixed SCM (100 %)とほ
ぼ同等の値を示していることがわかる。Sec. 2では、
SAS の SCM 容量は増加しているため、書き込みスル
ープットは、Fixed SCM (100 %)と同等の値を示した。
このことから、表 2に示す通り、提案した SASは Fixed 
SCM (100 %)と比較して、平均書き込みスループット
 
図 3 SCM/NAND型フラッシュメモリハイブリッドストレージ向け
提案したストレージ・アロケーション・システム[6] 
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図 4 提案した SASの動作[6] 
RL < 20% NY
Eth= 20%
Calculate RL
from Noverwrites-table
Evict cold and 
sequential data 
to NAND
Decrease
SCM capacity
Eth = 20%?
Y
N
Increase
SCM capacity
Eth= 80%
End
Start
表 1 NAND型フラッシュメモリと SCMの仕様[7] 
 
MLC NAND flash SCM
Read latency 
(max.)
85μs/page 100ns/sector
Write latency 
(typical)
Lower page 400μs
Upper page 2800μs
(Set/Reset)
100ns/sector
Erase latency 
(typical)
8500μs/block Unnecessary
I/O 400MHz 1066MHz
VDD (Core/ I/O) 3.3V/ 1.8V 1.8V/ 1.2V
Access unit Page (16KiB) Sector (512B)
 
図 5 SASによる Trace 1のワークロード解析結果 
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図 6 Trace 1の評価結果 
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Trace 1 (proj_2 + prxy_0) (MB/s)
Value of Eth Sec. 1 Sec. 2 All Section
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1%の低下で Sec. 1 区間の SCM 容量を 75%削減した。 
図 7より Trace 2 の Sec. 1は、ホットかつランダム
であるので、SAS は SCM容量を 100%に設定し、Sec. 
2 はコールドかつシーケンシャルと判断されるので、
SCM容量を 75%削減した。図 8に Trace 2の評価結果
を示す。Sec. 1における SASの書き込みスループット
は、Fixed SCM (100 %)と同量の SCM容量に設定され
たため、書き込みスループットの低下はほとんど見ら
れないが、Fixed SCM (25 %)と比較すると 75%容量が
多く設定されているため書き込みスループットは 1.22
倍向上している。Trace 2の平均書き込みスループット
を表 3に示す。結果より、Fixed SCM (100 %)と比較し
て、1%の書き込みスループットの低下で Sec. 2区間の
SCM容量を 75%削減した。さらに、Fixed SCM (25 %)
と比較して、平均書き込みスループットは 1.13倍向上
した。 
図 9より、SASは、Sec. 1では SCM容量を 100%に
設定し、Sec. 2では 25%まで SCM容量を削減、Sec. 3
では再度 SCM 容量を 100%に拡張した。Trace 3 の評
価結果を図 10に示す。Fixed SCM (100 %)と比較する
と、Sec. 1では SCM容量が同じであるため、書き込み
スループットは等しくなる。一方、Sec. 2では SCM容
量を 25 %まで削減しているにも関わらず、書き込みス
ループットは Fixed SCM (100 %)と比較して、ほとんど
同じ値となっている。Sec. 3は、Sec. 1と同様に Fixed 
SCM (100 %)と SAS の SCM容量は等しいため、書き
込みスループットはほぼ同等の値を示した。また、Sec. 
2から Sec. 3に移行した際大きく書き込みスループッ
トが減少しているが、これは、Trace 2の場合と同様に、
多くのシーケンシャルデータが SCM へ流れ込んだた
め、SCM から NAND 型フラッシュメモリへデータが
急激に追い出されたことが原因であると考えられる。
Trace 3の平均書き込みスループットを表4に示す。Sec. 
1では SASの SCM容量は 100%であるので、Fixed SCM 
(25 %)と比較して、SASの平均書き込みスループット
は 1.24倍向上した。Sec. 2では SASの SCM容量は 25%
に削減しているが、Fixed SCM (100 %)と比較して、SAS
の平均書き込みスループットは 5.1%の減少に留まる。
一方、Fixed SCM (100 %)と比較すると、Sec. 3 の SAS
の平均書き込みスループットは 11.4%低下している。
しかし、全体の平均書き込みスループットで考えると、
Fixed SCM (100 %)に対して 5.3%の低下に留まってい
るため、SAS は高い効果を発揮していると言える。 
図 11 より SAS は SCM 容量をそれぞれ、Sec. 1 で
100 %、Sec. 2で 25 %、Sec. 3で 100 %割り付ける。図
12に Trace 4の書き込みスループットの推移、表 5に
平均書き込みスループットを示す。Sec. 1では、Fixed 
SCM (100 %)と SAS は SCM容量が等しいため、書き
込みスループットも同等の値となっている。一方、Sec. 
2 では、SAS の SCM 容量を 25%に制限しているが、
Fixed SCM (100 %)と比較して、書き込みスループット
の低下は 3.7%と非常に小さくなっている。Sec. 3 は、
Sec. 1と同様に、SASの SCM容量が 100%に拡張され
 
図 7 SASによる Trace 2のワークロード解析結果 
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図 8 Trace 2の評価結果 
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表 3 Trace 2の平均書き込みスループット 
 
Trace 2 (prxy_0 + proj_2) (MB/s)
Value of Eth Sec. 1 Sec. 2 All Section
Fixed SCM (100%) 134.5 65.6 90.4
Proposed  SAS 134.6 63.2 89.9
Fixed SCM (25%) 110.2 61.5 79.7
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図 9 SASによる Trace 3のワークロード解析結果 
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表 4 Trace 3の平均書き込みスループット 
 
Trace 3 (prxy_0 + proj_2 + prxy_0) (MB/s)
Value of Eth Sec. 1 Sec. 2 Sec. 3 All Section
Fixed SCM (100%) 137.4 71.0 98.0 94.1
Proposed  SAS 137.4 67.4 86.9 89.2
Fixed SCM (25%) 110.2 67.1 48.5 72.0
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ているため、書き込みスループットは向上している。
SAS における Sec. 1 の平均書き込みスループットは、
Fixed SCM (25 %)と比較して 9%向上した。Sec. 2では、
SAS が Fixed SCM (25 %)と同等の SCM容量に設定さ
れたため、平均書き込みスループットは同等の値を示
しているが、Fixed SCM (100 %)と比較して SAS の平均
書き込みスループットは 1.2%しか低下していない。ま
た、Sec. 3 は Sec. 2で格納したコールドデータが SCM
領域の 25%を占めているので、Fixed SCM (100 %)に対
して、SAS の平均書き込みスループットは低下してい
る。しかし、全区間の平均で比較すると、6.7%の書き
込みスループット低下で Sec. 2 の SCM容量を 75%削
減している。 
6. まとめと今後の課題 
ストレージ資源を管理、活用する、ストレージ・ア
ロケーション・システム(SAS)を提案した。SAS は、
リアルタイムでワークロードをモニタリングし傾向
を分析した上で、ストレージプールから必要なストレ
ージを割り付け、ハイブリッドソリッド・ストレー
ジ・システム(SSS)を構成する。必要なストレージは、
ストレージプールからマウントし、不必要なストレー
ジはアンマウントしてストレージプールへ開放する。
それ故に、コールドかつシーケンシャルなパターンで
は、ストレージスペースを節約することが可能である。
提案した SAS の消費電力は、従来手法である階層型
ストレージの Fixed SCM (25 %)と比較して最大
32.3 %の削減を達成した。評価の結果、SASは、Fixed 
SCM (100 %)と比較して 6.7 %書き込みスループット
が低下したが、一方でコールドかつシーケンシャル区
間で SCM 容量を最大 75 %削減した。また、SCM 容
量を削減した区間では NAND 型フラッシュメモリ書
き込み消去サイクルが、Fixed SCM (100 %) と比較し
て 67.3 %(12 k サイクル )増加しているが、Fixed 
SCM (25 %)と比較すると 58.3 %削減した。 
また、ハイブリッド SSD向けの読み出しアルゴリ
ズムの評価では、提案手法により書き込み読み出し共
にコールドかつシーケンシャルなワークロードを除
いて SCM が有効であることを示し、ハイブリッド
SSDの SCM容量が 10%以下で、従来のNAND型フ
ラッシュメモリのみで構成される SSD と比較して
IOPS(1 秒間に処理できる書き込み読み出し数)10 倍
を達成した。 
今後の課題としては、提案手法の読み出しアルゴリ
ズムの最適化を進めた上で、ストレージ・アロケーシ
ョン・システムに読み出しアルゴリズムを実装し読み
出しを含めた評価を行う必要がある。 
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図 11 SAS による Trace 4のワークロード解析結果 
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表 5 Trace 4の平均書き込みスループット. 
  
Trace 4 (financial1 + proj_2 + tpcc-mysql) (MB/s)
Value of Eth Sec. 1 Sec. 2 Sec. 3 All Section
Fixed SCM (100%) 64.6 65.6 113.6 81.2
Proposed  SAS 64.6 64.8 98.8 76.1
Fixed SCM (25%) 59.3 64.8 62.9 62.3
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