This paper proposes a robust greedy algorithm and four of its variants for the resource path finding problem in distributed networks. In contrast to the existing solutions that rely on a single minimum cost path for each request, the proposed algorithm makes use of finding "robust" paths for each request within the network. We give a mathematical definition of robustness for the resource path finding problem in distributed networks. The four proposed variants are then compared with each other and with a traditional "non-robust" path finding algorithm. The simulation results show interesting improvement in solution quality when robustness is incorporated into the path finding algorithm for distributed networks.
INTRODUCTION
Peer-to-peer systems are distributed systems consisting of interconnected nodes with the purpose of sharing resources such as content, CPU cycles, and storage. These networks must be capable of adapting to failures while maintaining acceptable connectivity and performance [2] . Peer-to-peer architectures have been employed for a variety of different application categories. One of the most important categories of peer-to-peer networks which has gained much popularity as of recent is content distribution networks category. As distributed systems become more sophisticated, features Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. like performance and robustness become more important.
Any peer-to-peer content distribution system relies on a network of peers within which requests and messages must be routed with efficiency and fault tolerance. Ensuring that authorized users have access to data and associated assets when required is very important. This property entails stability in the presence of failure. The routing or resource path finding mechanism is crucial to the operation of the system, as it affect the system's adaptability to failures and performance. For a survey on the robustness of the existing P2P networks see [8] . In many P2P networks, robustness and adaptability to resource failures are addressed by adding redundancy to networks in different forms. Such as replicating data in different nodes and replicating links between nodes [5] . However, cost of redundancy is always a concern. On the other hand, the existing algorithms for resource path finding do not account for the probable resource failures. Instead, they find a single best path only on the basis of the current conditions without looking into the future for probable uncertainties such as resource failures. Every time a path fails a new path must be found and assigned to replace the broken path, resulting in a large number of path switches for each request.
Robustness can be defined as the degree to which a system can function correctly in the presence of uncertainties in system parameters [9] . In the context of resource path finding algorithms, the robustness of an algorithm may be defined as the degree to which the algorithm can find paths conforming to the Quality of Service (QoS) requirements for each request such that QoS requirements corresponding to that request remains satisfied for a longer period of time and the number of required reroutings become less in the presence of resources failures. Therefore, the current state of the art resource path finding methodologies for distributed networks cannot be classified as robust. The reason being that the heuristics: (a) solely aim to find a single near optimal path given some constraints and (b) do not account for possible resource failures, such as terminals and links failures.
Lack of robustness in current path finding algorithms results in unreliable and inefficient performance. Therefore, robust algorithms for finding paths of resources in distributed networks are timely to consider and important to discover. In this paper, we propose a generalized robust resource path finding algorithm and we analyze and compare the degree of robustness of four of its variants. In the proposed method, a set of multiple alternative paths are found for each request and the path assigning process takes the probability of path failures into account as a key criterion.
PROBLEM FORMULATION
In distributed networks, when one of the users generates a service request, the path finder algorithm must specify a minimum cost path of resources from the source terminal to the destination terminal in which the requested service resides. Moreover, the discovered path must satisfy the user-defined QoS constraints.
The whole of the distributed network can be viewed as an undirected graph with each node representing a resource and edges representing the links between resources. We denote a resource by ri and the set of all of the resources in a distributed network by R = {r1, r2, . . . , rN }. Let the physical distance and bandwidth of the link between ri and rj be denoted by dij and bij, respectively. If there does not exist a link between resources ri and rj, then dij = 0 and bij = 0. We assume that bij = bji. Relaxing the aforementioned constraint will have no bearing on our problem formulation.
At any given time t there may be M active requests present in the distributed network. The set of active requests in the network is represented by a set Q = {q1, q2, . . . , qM }. Each request is denoted by a triplet qi = s, d, ds , where s ∈ R is the source node that generates the request, d ∈ R is the destination node where the service resides, and ds is the size of the data block that must be transferred to fulfill the request. A resource path pi for a request q = s, d, ds is an ordered set of resources connecting s and d, i.e., pi = {s, r1, r2, . . . , d}.
For simplicity, in this paper, we consider latency of a path as the only QoS constraint. Addition of other QoS constraints will have no bearing on our generalized methodology to construct a robust algorithm for resource path finding in distributed networks. The latency tolerance (T L) is a user-defined positive number less than one. For each request q, the following inequality must hold:
where L and minL denote the latency and the minimum feasible latency of q, respectively. The latency of a link between resources ri and rj is calculated as [6] :
where C is a constant which is called the wave propagation speed of the transmission media. Traditionally, the goal of a path finding algorithm in a distributed network is to find a path of resources for each request which satisfies the QoS constraints. However, resources may fail at any instance of time. Therefore, the goal of our proposed algorithm is to find a set of alternative paths for each request that together guarantee a degree of QoS in the presence of resource failures. The reader must note that in this paper resource path discovery in a distributed network is assumed to be performed using one of the many existing distributed networks path discovery algorithms [2, 8] , and finding paths in a network is not the aim of this research. In fact the focus of our proposed solution is to always pick the most robust paths among the existing paths that can be discovered using various distributed/centralized heuristic algorithms.
DEFINITION OF ROBUSTNESS
In this section, we make use of four-step FePIA procedure to define the robustness of a distributed system. FePIA is a general procedure for deriving a robustness metric for any desired computing environment [1] . The name for the above procedure stands for identifying the performance features, the perturbation parameters, the impact of perturbation parameters on performance features, and the analysis to determine the robustness. Each step of the FePIA procedure is now described for a distributed system where we assume, without loss of generality, that latency of the requests is the only robustness requirement:
Step 1: Describe quantitatively the requirements that make the system be considered robust: A distributed system may be considered robust if the inequality in Eq. (1) holds for each request within the network.
Step 2: Identify the system and environmental parameters (a) that are uncertain and (b) whose impact on the system performance features selected is to be evaluated in the given robustness analysis: We select to analyze the uncertainty of resource failures in a distributed network.
Step 3: Identify the impact of perturbation parameters on the system performance features: Resource failures result in path failures which in turn lead to violation of latency requirements in the network.
Step 4: Determine the smallest collective variation in the values of perturbation parameters that will cause any of the performance features to violate its acceptable variation: The smallest number of failures which result in violation of the robustness constraint stated in step 1 (latency in our case) defines the degree of robustness of the system. A larger minimum for perturbation value indicates the system is more failure-tolerant. That is, if latency requirements for requests are only violated after a large enough number of failures, the system is said to be robust. This will be discussed more in Section V.
As we will discus in the following sections, our proposed algorithm for path assigning in distributed systems improves the robustness of the system because it assigns multiple paths to each request and the algorithm picks paths which have a smaller probability of failure. Therefore our proposed algorithm can be considered as a robust method for assigning resource paths in network.
PROPOSED APPROACH

Preliminaries
PDF
From literature we know that the failure of an "entity" can be modeled as a random variable sampled from a known Probability Density Function (PDF). We represent the time at which resource r fails by random variable Tr. In this research, it is assumed that the probability distributions describing the random variables (time of resource failures) were created from measurements of the failure times of actual resources in the network. A typical method for creating such a distribution relies on a histogram estimator [10] that produces PDF. Note that, it is reasonable to assume that failure times of different resources are independent from each other since resources (terminals, links, and etc.) are expected to fail and recover independent of the rest of the network. The probability of r failing after time t can be derived from the Cumulative Distribution Function (CDF) as follows: P r (Tr > t) = 1 − CDF (t). Accordingly, the probability of a working path pi failing after time t is defined as:
It means the probability is equal to the probability of at least one of the resources in path pi fails after t. This is true because a path fails if at least one of its resources fails. Note that we assume each resource recovers from a failure after a recovery time; thus, some of the resources of path pi which is working at time t may have had failed and recovered before t. But our proposed algorithm needs to know the probability that a path pi fails after the current time (t) to decide whether to assign pi to a request or not. As it can be seen from Eq. (3), a working path pi at current time (t) may less probably fail in the future time (in any time t0 greater than t) if many of its resources have had their failure times before time t (and obviously recovered before t.) Such a path can be a good choice to be assigned to a request because there is a good chance it may not fail at all.
Cost Function
As mentioned previously, the traditional distributed networks path finding algorithms primarily focus on the path QoS constraints. Therefore, the "cost function" only consists of QoS parameters, such as latency. In contrast, our proposed algorithm must consider both QoS requirements and the failure probability of resources to achieve robust performance.
We define the cost of a path between source and destination at time t as:
where w is a weighting parameter. The definition above reveals that the path with the lowest value of cost function cost (pi, t) among the set of all possible alternative paths for a request q is the path which has the least latency and the lowest probability of failure (in the future) with respect to the weighting parameter w, at current time. When w = 1, the cost function is the same as the traditional distributed networks path finding cost function. When w = 0, the latency of the path is not considered in cost function and the cost is the probability of path failure. If w = 0.5, the algorithm considers both path failure probability and latency with the same weight. Therefore, parameter w is determined based on the goal of the path finding algorithm.
Robust Greedy path finding algorithm for distributed networks
Algorithm 1 represents our proposed greedy solution for robust path finding in distributed networks. Before we explain our proposed technique, we define the necessary variables that may make the pseudo-code of Algorithm 1 more readable. Let APq denote the set of M ax number of possible alternative paths of request q where M ax is a parameter denoting a maximum on the number of alternative paths for q, and N et represents a given distributed network graph. L(pi, t) is the latency of path pi at current time t and lij is the latency of the link between ith and jth resources. The counter P ath_F ailsq counts the number of path failures occurring for request q. The variable vtq stands for the violation time of q, i.e., the time at which q no longer conforms to the latency requirements. The flag f l(r, t) is equal to 1 if and only if resource r is inactive at time t. The flag f lp(pi, t)) is equal to 0 if and only if path pi is a working path at t. Let Current_P athq be the path that is assigned to q at the current time. Algorithm 1 describes a general greedy methodology based on Eq. (4).
As it can be seen in the pseudo-code, at first all best M ax number of alternative paths from source to destination are found using a function called F ind_Alt_P aths() which can be implemented using a k-shortest-paths algorithm [3] . Then the latency of the path with lowest latency is stored in minLq. After that, in a while loop and in any instant of time, failed resources are marked as inactive (by setting flag f l) and all the paths that use any one of failed resources are also marked as inactive (by setting flag f lp). Moreover, if a request is currently assigned with a failed path, the flag Recomputeq is set to show that a new path must be assigned to that request. The process of assigning a new path to a request consists of picking the working path with minimum cost among the set of all alternative paths that conform to latency requirement (satisfy Eq. (1)) at current time. The cost of a path is calculated based on Eq. (4). Since the algorithm always assigns the path with the lowest cost to a request, it is a greedy algorithm. Note that if there is no path that can be assigned to the request that conforms to the latency requirement, the request is considered as violated. Below, we describe the four possible variants of our proposed algorithm.
Latency only fault-tolerant greedy algorithm
If w = 1 in Eq. (4), then cost (pi, t) = L (pi, t). This will affect line 36 of Algorithm 1 where the cost of each path is calculated. This makes the algorithm assign paths to requests solely on the basis of latencies. Because, multiple paths are found for each request, the algorithm tolerates path failures. However, this is a naive extension to make a given algorithm robust.
Robust greedy algorithm
If w = 0 in Eq. (4), then cost (pi, t) = P r (Tp i > t). This makes the algorithm assign paths with lowest probability of failure to requests. Latency is not considered in the cost of a path, but it is not sacrificed either, because all of the alternative paths for each request conform to the latency requirement of that request.
Modified latency only fault-tolerant greedy algorithm
Fault-tolerance of a system is directly proportional to the number of redundant resources [7] . Therefore, the fault-tolerance of a distributed network can be increased if two requests with same source and destination (q1 = s, d, ds1 , q2 = s, d, ds2 ) are assigned to two different paths. This variant is different from 1) in which for the same condition, the requests may both be assigned to a same minimum latency path while conforming to the bandwidth constraints.
Modified robust greedy algorithm
This variant is an extension of variant 2) with modifications as proposed in variant 3).
The aforementioned four variants are benchmarked against a nonrobust algorithm where only a single minimum latency path is assigned to each request. Thus, a request violates the QoS requirement as soon as its single possible path fails.
EXPERIMENTS AND DISCUSSION
The four above variants of the proposed algorithm plus the nonrobust algorithm have been implemented and run on a network with over 3000 nodes generated using Inet 2.1 ( [4] ). The experiments were repeated for a Normal and Exponential probability distribution of resource failure times. Fig. 1 and Fig. 2 compare the re- sults of four different variants of our proposed algorithm where the probability distribution of resource failure times is Normal and Exponential respectively.
In both figures, 3-D bar charts represent number of violated requests (those which no longer conform to the latency requirement) at any instant of time and also the number of path failures that occurred for those requests before violation. Note that the network, PDF, and the set of requests used for the simulations of all four variants were the same in both cases (Normal and Exponential distributions). This makes the resultant charts for the different versions comparable. We run all the simulations for 100 time units as the figures reveal. The peaks in the bar charts happen when a key resource in the network fails causing many requests to be violated. But those requests with violation time = 100 (bars on the 100th unit of time) are actually those requests that have never been violated.
As we mentioned in Section III an algorithm that (1) postpones the requests violations and (2) make them have a smaller number of path failures (rerouting) is of interest. Our proposed algorithm is multidimensional in this sense. We can see in both Fig. 1 and Fig. 2 that robust variants of the algorithm gives better results than latency only variants. This was completely expected because in the robust variants those paths with the least probability to fail are assigned to requests while in latency only versions this probability is not taken into account at all. Therefore, when robust algorithm is used more requests remain satisfied for longer times with less number of path failures. This in turn leads to a more robust system according to our definition of robustness in Section III.
It can be seen in Fig. 1 and 2 that in all the variants the majority of requests are not violated till the end of the simulation. This is in complete contrast with the non-robust version in both probability distribution cases where the majority of the requests are violated by the first half of the simulation time and there is no conforming requests left by the end of the simulation time. See Fig. 3 and 4 for the results of simulation of non-robust path finding algorithm in the same network for Normal and Exponential distributions respectively. Note that the PDF used for resource failure times of the simulations of Fig. 3 (Fig. 4) is the same as the PDF used for simulations of Fig. 1 (Fig. 2) . Thus, the important result is that having a set of multiple alternative paths for each request instead of one significantly increases the robustness of the system. Moreover, the robust variant of our proposed algorithm leads to a more robust system since it postpones request violations and decreases number of path failures (path switches) for each request.
In our simulation results, the modified robust and modified latency only variants give non-significant better results than robust and latency only variants, respectively. The difference may be more significant for networks with larger number of requests that share source and destination.
CONCLUSION
In this paper we proposed a robust greedy algorithm for path assigning in distributed networks. This algorithm always stores a set of multiple alternative paths for each request in the network. Therefore, it can always replace the path if the assigned path fails due to resource failures in the system. In the proposed method, the replacing path is always the best path according to the defined cost function. We proposed a cost function that includes both QoS requirement and the probability of path failures. Thus, the paths that will most likely fail in the future time are not assigned to requests. This makes the system more robust since the system will be more tolerant against resource failures in the system. Our method makes use of the probability density functions of the resource failure times. The proposed algorithm can be implemented in both distributed or centralized manner based on applications and needs. The experimental results are very promising since by using this algorithm far more requests remain satisfied for a longer time with a smaller number of path switches.
