The notions of minimality, π-uniqueness and additivity originated in discrete tomography. They have applications to Kronecker products of characters of the symmetric group and arise as the optimal solutions of quadratic transportation problems. Here, we introduce the notion of real-minimality and give geometric characterizations of all these notions for a matrix A, by considering the intersection of the permutohedron determined by A with the transportation polytope in which A lies. We also study the computational complexity of deciding if the properties of being additive, real-minimal, π-unique and minimal hold for a given matrix, and show how to efficiently construct some matrix with any of these properties.
Introduction
A matrix A with non-negative integer entries is called minimal if the sequence of its entries, arranged in weakly decreasing order, is minimal, in the dominance order of partitions, among all such sequences of entries coming from matrices with the same row-sum vector and column-sum vector as A. Minimal matrices appear in a natural way and play an important role in several unrelated areas, such as discrete tomography, representation theory and operations research, as we now very briefly describe.
A first application is to discrete tomography (see [4, 10, 11, 24, 25, 28] and references therein). Minimal matrices were first introduced in this context, in [24] , as the main ingredient of a combinatorial characterization of 3-dimensional matrices with entries in {0, 1} that are uniquely determined by their plane-sums (also called 1-marginals or 2-dimensional X-rays). These 3-dimensional matrices are equivalent to the sets of uniqueness S ⊆ N 3 considered in [10, 11] . Also related are the recent striking universality results in [6, 7] when line-sums (2-marginals or 1-dimensional X-rays) rather than plane-sums are considered.
A second application is to the representation theory of the symmetric group. It was shown in [26] that minimal matrices with row-sum vector λ and column-sum vector µ yield information about the minimal components, with respect the dominance order of partitions, of the Kronecker product χ λ ⊗ χ µ of two complex irreducible characters χ λ , χ µ of the symmetric group. A more detailed analysis of the relation between minimal matrices and minimal components in Kronecker products is given in [1] .
Thirdly, minimal matrices occur naturally as the matrices of minimum Euclidean norm among all matrices of transportation with specified demands and supplies, and therefore are the optimal solutions of the corresponding quadratic transportation problem; we elaborate more on this in Section 5, Propositions 5.8 and 5.9.
In this paper we consider minimal matrices, and the related notions of π-uniqueness and additivity, from a geometric point of view. Our main results are Theorems 5.1, 5.6, 6.2, and 7.7. Theorem 5.6 gives a characterization of minimality for a matrix A by looking at the set of lattice points in the intersection of the transportation polytope in which A lies with the permutohedron determined by A. This set of lattice points must contain only matrices B whose sequence of entries, arranged in weakly decreasing order, coincides with the corresponding sequence of entries of A. As an auxiliary tool for studying minimal matrices, we introduce the notion of real-minimality; for this we use the majorization order defined on vectors with real coordinates, which extends the dominance order. In Theorem 5.1 we give a characterization of realminimality analogous to the one given for minimality in Theorem 5.6. The proof relies on a beautiful theorem of Rado [19] , which characterizes majorization in terms of inclusions of permutohedra. In Theorem 6.2, we show that the new notion of real-minimality introduced here is equivalent to additivity. This result contributes to a better understanding of additivity, a notion from discrete tomography. A nice application of the results in Section 4 is given in Propositions 5.8 and 5.9 mentioned above.
The computational complexity for problems of existence and uniqueness of 3-dimensional (0, 1)-matrices with prescribed plane-sums has been studied in [5, 12] . Here, we also study the computational complexity of deciding whether or not the properties of being additive, real-minimal, π -unique and minimal hold for a given matrix. We provide polynomial time decision algorithms for the first two properties in Theorem 7.1, and raise some open problems regarding the complexity of the last two. Combining our results from Sections 5 and 6 with various algorithmic tools, in particular the polynomial time equivalence of the so-called optimization and separation problems over a polytope, we are also able to provide polynomial time algorithms for constructing some matrix with any of these properties in Theorem 7.7. Finally, we demonstrate in Theorem 7.8 that, for fixed size, a minimal matrix can be found in constant number of arithmetic operations.
The paper is organized as follows. Section 2 contains definitions, notation and some illustrative examples. In Section 3 we explain briefly the origin, in discrete tomography, of the notions of minimality, π-uniqueness and additivity considered here. In Section 4 we recall a theorem of Rado, which characterizes majorization geometrically. This result is fundamental for our paper. Section 5 contains the characterizations of minimality and real-minimality using the permutohedron, as well as the appearance of minimal and real-minimal matrices in quadratic programming. In Section 6 we show the equivalence between additivity and real-minimality. Finally, Section 7 contains our computational complexity results as well as some open problems.
Definitions, notation and examples
For a vector a = (a 1 , . . . , a m ) ∈ R m , we denote by π(a) = (a [1] , . . . , a [m] ) the vector formed by the entries of a arranged in weakly decreasing order, that is a [1] · · · a [m] . We say that a is dominated or majorized by b = (b 1 , . . . , b m ), and denote it by a b, if
If a b and π(a) / = π(b), then we write a ≺ b, see [14, 16] . Let u = (u 1 , . . . , u p ) and v = (v 1 , . . . , v q ) be vectors with real coordinates such that
We denote by F(u, v) the set of matrices A = (a ij ) of size p × q with real entries, row-sum vector u and column-sum vector v, that is, q j =1 a ij = u i for 1 i p, and p i=1 a ij = v j for 1 j q. If u, v have nonnegative real coordinates, we denote by T(u, v) the subset of F(u, v) formed by all matrices with non-negative real entries; it is called the transportation polytope. If u, v have non-negative integer coefficients, we denote by M(u, v) the subset of T(u, v) formed by all matrices with integer coefficients.
Let 
The graph of a plane partition is called pyramid in [25, 28] . This construction, which is needed in Theorems 3.2 and 3.3, permits the translation of the properties of uniqueness and additivity of (0,1) 3-dimensional matrices into properties of 2-dimensional matrices with non-negative integer entries. The three matrices A, B, C are plane partitions. Moreover, A is minimal, but not π-unique [24, p. 447] . The first assertion can be checked directly by hand; for the second just take the transpose of A. It follows from Corollary 5.4 below that A is not real-minimal. The matrix B is π-unique, but not minimal. The first assertion can be checked by hand; for the second observe that C has the same row-sum and columnsum vectors as B, and π(C) ≺ π(B). Finally the matrix C is additive. To see this take x 1 = 7, x 2 = 2, x 3 = 0, y 1 = 6, y 2 = 3, y 3 = 0. By Theorem 6.2 below C is also real-minimal. 
It is shown in Theorem 5 of [10] that the graph of A is a matrix of uniqueness which is not additive (see Section 3 for the definitions). Thus, by part (i) of Theorem 1 in [24] A is minimal and π-unique, and by a result in [28] A is not additive (see Corollary 3.4) . Finally, Theorem 6.2 implies that A is not real-minimal.
Discrete tomography and minimal matrices
In this section we give a brief account of the origin, in discrete tomography, of the notions of minimality, π-uniqueness and additivity.
Let X = (x ij k ) be a 3-dimensional matrix of size p × q × r with entries in {0, 1}.
Fishburn et al. studied the problem of when X is uniquely determined by its planesum vectors; such matrices will be called matrices of uniqueness. Their original formulation was for finite sets of points in euclidean space. The formulation in terms of (0, 1)-matrices is clearly equivalent, since for any finite set of points S in N 3 , we can associate a (0, 1)-matrix X = (x ij k ) to S defined by x ij k = 1 if and only if (i, j, k) ∈ S. They gave a geometric characterization for uniqueness and introduced the notion of additivity for (0, 1)-matrices [10] :
holds. They proved the following result [10] .
Note that, when considering the properties of uniqueness and additivity for a matrix X, we can assume without loss of generality that its plane-sum vectors are weakly decreasing. Under this assumption, the following combinatorial characterization of uniqueness was given in [24] . This result is the starting point for our interest in the properties of being minimal, π -unique, and plane partition.
Similar to Theorem 3.2, there is a way of characterizing additivity of a 3-dimensional (0, 1)-matrix using matrices with non-negative integer entries. In Section 2 we used this characterization as definition of additivity for any 2-dimensional matrix with real entries. The relation between the two notions of additivity is given by the following theorem proved in [28] .
is additive if and only if X is the graph G(A) of an additive matrix A.
Combining the three previous theorems one obtains the following sufficient condition for minimality [28] .
Corollary 3.4. Let A be a matrix with non-negative integer entries. If A is additive, then A is minimal and π-unique.
New proofs of Theorem 3.1 and of this corollary will follow, in Section 6, from the results in this paper.
It should be remarked that Theorem 3.1 holds for n-dimensional (0, 1)-matrices [10] . These and other results are proved in an even more general setting in [11] . Also Theorem 3.3 is proved for n-dimensional (0, 1)-matrices in [28, §5] . Here, for simplicity, we restrict ourselves to the study of the properties considered so far for 2-dimensional matrices with integer or real entries. The generalization to other dimensions should be straightforward.
The permutohedron and Rado's theorem
Let a ∈ R m and ρ be a permutation in the symmetric group S m . Denote by a ρ the vector (a ρ (1) , . . . , a ρ(m) ). The permutohedron determined by a is the convex hull of the set of all vectors obtained by permuting the entries of a:
It is a convex polytope whose set of vertices is precisely {a ρ |ρ ∈ S m }. More generally, its face lattice is known; see for example [3, 29] . Here we will only need the description of the edges of P(a). In the next lemma (i i + 1) denotes the transposition in S m that interchanges i and i + 1 and leaves all other numbers fixed. 
. , a pq ).
This corresponds to the vec-operation and defines a linear isomorphism : M p,q −→ R pq , by means of which we define the permutohedron determined by A, namely
Note in particular that π(A) is a vertex or P(A).
We now state the following Theorem of Rado, which will be central for this paper We conclude this section with the following technical lemma which will be used later, see for example [14, p. 63] , [16, p. 121] or [27, Prop. 2.1]. The lemma follows also from the face structure of P(A).
Then a ≺ a.
The geometry of real-minimal matrices
Here we provide a geometric characterization of real-minimal matrices, which has some useful algorithmic consequences discussed later in Section 7. F(u, v) ). Therefore, Theorem 4.2 implies that π(C) ≺ π(A); so, A is not real-minimal. Conversely, if A is not real-minimal, then there is some B ∈ F(u, v) such that π(B) ≺ π(A). Thus B / = A, and by Theorem 4.2, (B) is in P(A) ∩ (F(u, v) ).
Theorem 5.1. Let A ∈ F(u, v). Then A is real-minimal if and only if
P(A) ∩ (F(u, v)) = { (A)}.
Proof. Suppose first that there is some
Note that if A ∈ T(u, v), then P(A) is in the non-negative orthant. Therefore
Thus, in this case, we have
Corollary 5.2. Let A ∈ T(u, v). Then A is real-minimal if and only if
P(A) ∩ (T(u, v)) = { (A)}.
Corollary 5.3. Let A ∈ F(u, v). Then A is real-minimal if and only if there is a hyperplane
The following lemma is analogous to part (ii) of Theorem 1 in [24] . 
Note that the left hand side of the equation is equal to P(A) ∩ (M(u, v)).
Proof. This is similar to the proof of Theorem 5.1. Note that the right hand side is always contained in P(A) ∩ (F(u, v) (F(u, v) ) ∩ Z pq , and π(B) / = π(A).
As a corollary we obtain a new characterization, via Theorem 3.2, for a 3-dimensional (0, 1)-matrix X to be a matrix of uniqueness.
Corollary 5.7. Let A ∈ M(u, v). Then A is minimal and π -unique if and only if
We conclude this section with two propositions which show, as mentioned in the introduction, that the minimum Euclidean norm over the transportation polytope T(u, v) (respectively, over the set M(u, v) of integer transportations) occurs at a realminimal (respectively, minimal) matrix. Therefore, the optimal solutions of these quadratic transportation problems are (real-) minimal. This optimization problem over M(u, v) has been used, for instance, in [8] , to compute the dimension of the variety of flags fixed by a nilpotent endomorphism. The complexity of these problems is discussed in Section 7. Then A * is minimal.
Remark 5.10. Propositions 5.8 and 5.9 still hold if i,j x ij
2 is substituted by any strictly Schur-convex function defined on the non-negative orthant. The proof is essentially the same as the one we gave above and follows from the very definition of Schur-convexity. See [15] and [16, Chapter 3] for many examples of Schur-convex functions and their applications.
Real-minimal and additive matrices
In this section we show the equivalence of real-minimality and additivity. We start with the following characterization of real-minimality.
Proposition 6.1. Let A ∈ F(u, v), a = (A). Then A is real-minimal if and only if there is some vector n ∈ R pq such that (1) n is orthogonal to (F(u, v)).
(2) For each permutation σ = (s s + 1) in the symmetric group S pq such that a s / = a s+1 , one has n, σ a − a > 0. , v) ) such that H ∩ P(a) = {a}. Therefore, there is a nonzero vector n, orthogonal to H , such that for all x ∈ P(a) \ {a} one has n, x − a > 0. Then (1) and (2) hold. For the converse, suppose that there is some vector n ∈ R pq satisfying conditions (1) and (2) . Let H be the hyperplane orthogonal to n containing a. Since, by Lemma 4.1, the vertices of P(a) that are adjacent to a have the form (s s + 1)a, for some 1 s < pq such that a s / = a s+1 , condition (2) implies that n, x − a > 0, for all x ∈ P(a) such that x / = a. Therefore H ∩ P(a) = {a}. Condition (1) implies that (F(u, v) ) ⊆ H , therefore P(A) ∩ (F(u, v) In what follows we assume the common convention that when a vector z with k coordinates is used in a matrix equation, z will denote the corresponding matrix of size k × 1 and z T will denote the corresponding matrix of size 1 × k. (F(u, v) ) is precisely the set of solutions of the matrix equation
Proof. Suppose first that A is real-minimal. Then, by Corollary 5.3, there is a hyperplane H containing (F(u
Note that for a vector z = (x 1 , . . . , x p , y 1 , . . . , y q ) we have
In particular any such z T M is orthogonal to (F(u, v) ). Also observe that the entries of the matrix (x i + y j ) are the numbers appearing in condition (1) from Section 2.
Theorem 6.2. Let A ∈ F(u, v). Then A is real-minimal if and only if A is additive.
Proof. Suppose A is real-minimal, then by Proposition 6.1 there is a vector n ∈ R pq satisfying conditions (6.1.1) and (6.1.2). In particular, it follows from the proof of this proposition that n, x − a > 0 for all x ∈ P(a), x / = a. Since n is orthogonal to (F(u, v) Let y q = 0 and z = (x 1 , . . . , x p , y 1 , . . . , y q ) . Then −n = z T M. Let a = (A). In order to prove that A is additive we assume that a ij > a kl . Suppose that, under the identity a = (A), a ij corresponds to a s and a kl to a t . Then −n s = x i + y j and −n t = x k + y l . Let σ = (s t) denote the transposition interchanging s and t. Then n, σ a − a > 0. But since Let z = (x 1 , . . . , x p , y 1 , . . . , y q ) and n = −z T M, then n is in the row space of M, so n is orthogonal to (F(u, v) ). Let σ = (s s + 1) ∈ S pq be such that a s / = a s+1 . Suppose that under entry a ij corresponds to a s and entry a kl corresponds to a s+1 . Without loss of generality we may assume that a ij > a kl . Then, by condition (1) x i + y j > x k + y l . This and identity (2) imply n, σa − a > 0. The claim follows.
As a consequence we obtain new proofs of Theorem 3.1 and Corollary 3.4
Proof of Corollary 3.4.
If A is additive, the previous theorem implies that A is realminimal, then A is minimal. Finally, Corollary 5.4 implies that A is π -unique.
Proof of Theorem 3.1. Let X be an additive 3-dimensional (0, 1)-matrix. Then by Theorem 3.3, there is an additive matrix A with non-negative integer entries, such that X is the graph of A. Now, Corollary 3.4 implies that A is minimal and π -unique. Finally, Theorem 3.2 implies that X is a matrix of uniqueness.
Computational complexity aspects
In this section we discuss the complexity of deciding whether a given matrix is additive, real-minimal, π-unique or minimal, and describe efficient procedures for finding some matrix which has one of these properties. On the way, we discuss some related problems and raise some open questions. Some related information can be found in [5] [6] [7] 12, 18] .
The complexity of deciding each of the properties

Theorem 7.1. Given a rational matrix A, it can be decided in polynomial time if A is additive (respectively, real-minimal).
Proof. Consider the following linear program in p + q + 1 variables x i , y j , :
Then, clearly, A is additive if and only if the optimal value of this program is positive (or unbounded), which can be decided in polynomial time using linear programming. Since A is real-minimal if and only if it is additive by Theorem 6.2, the proof is complete.
Next, we investigate the possibility of the existence of a strongly polynomial time algorithm: recall that an algorithm that inputs a rational matrix is strongly polynomial time if it is polynomial time and, in addition, the number of arithmetic operations (including comparisons) it performs is polynomial in the number of entries of the input matrix and is independent of the bit size of these entries. All known algorithms for linear programming are not strongly polynomial (in fact, it is a major open problem in operations research whether linear programming is strongly polynomial time solvable).
Thus, at present, the algorithm underlying Theorem 7.1 is not strongly polynomial.
Problem 7.2. Is there a strongly polynomial time algorithm for deciding if a given rational matrix is real-minimal (equivalently, additive)?
In addressing this problem, we now discuss a different algorithm for deciding if a matrix is real-minimal, which is based on the characterization of Theorem 5.1. We hope that it might eventually lead to a strongly polynomial time algorithm for the problem. On the way, we discuss two related problems which are of interest in their own right: the optimization problem and the separation problem over the polytope P(A) ∩ (F(u, v) ) of a matrix A. The efficient solutions of these problems will also be used in the algorithm for finding some real-minimal matrix (see Theorem 7.7 in the next subsection).
First, we recall these problems for general rational polytopes; for complete discussion and a precise technical definition of a well described rational polytope, see [13] ; here, it suffices to note that P(A) ∩ (F(u, v) ) is well described for any rational matrix A.
Optimization problem: Given a well described rational polytope P ⊂ Q n and a vector c ∈ Q n , find x ∈ P of maximum value c, x .
Separation problem: Given a well described rational polytope P ⊂ Q n and x ∈ Q n , either assert that x ∈ P or provide an h ∈ Q n such that h, x > h, y for all y ∈ P.
We now show that the separation problem over our polytope is efficiently solvable. , v) ) can be solved in strongly polynomial time.
Theorem 7.3. Given a rational matrix A, the separation problem over the polytope
Proof. First, to solve the separation problem over (F(u, v) ), recall that it is the set of solutions of the equations system Mx = w (see Section 6). So, given x, simply check if it satisfies the system, and if not, recover a separating vector h (up to sign) as a row of M for which the corresponding equation is violated by x. Second, to solve the separation problem over P(A), use Rado's Theorem: sort the coordinates of (A) and x and obtain their π -sequences π (A) = (a i 1 j 1 , . . . , a i pq j pq ) and π(x) = (x k 1 , . . . , x k pq ); now check whether x (A) in which case x ∈ P(A), or not, in which case for some 1 t pq, the inequality So, given x, it can be efficiently checked if it is in both (F(u, v) ) and P(A) and hence in the intersection, or an h separating x from either (F(u, v) ) or P(A) can be found.
A major outcome of the framework of [13] is that, by the well known ellipsoid method, the separation and optimization problems are polynomial oracle time equivalent, that is, each can be solved in polynomial time using polynomially many queries of an oracle solving the other. This gives at once the following corollary to Theorem 7.3.
Corollary 7.4. Given a rational matrix A, the optimization problem over the polytope
Unfortunately, the equivalence of separation and optimization via the ellipsoid method is not strongly polynomial, and we pose our next problem. Problem 7.5. Is there a strongly polynomial time algorithm that, given a rational matrix A, solves the optimization problem over the polytope P(A) ∩ (F(u, v) )?
Finally, we invoke a result of [9] . It asserts that the affine hull, and in particular the affine dimension, of a well described polytope P , presented by an oracle that solves the optimization problem over P , can be computed in strongly polynomial time using strongly polynomially many queries of the optimization oracle over P . Combining this with Theorems 5.1 and 7.3, we obtain a second algorithm for deciding realminimality, providing the following alternative proof of Theorem 7.1 and showing that an affirmative answer to Problem 7.5 would imply an affirmative answer to Problem 7.2 as well.
Second Proof of Theorem 7.1. By Theorem 5.1, a matrix A is real-minimal if and only if the polytope P := P(A) ∩ (F(u, v) ) is the singleton { (A)}, namely, if and only if its affine dimension is 0. By Theorem 7.3, the separation problem over P is strongly polynomial time solvable and hence (Corollary 7.4), the optimization problem over P is polynomial time solvable. Therefore, by the result of [9] , the affine hull and dimension of P are polynomial time computable, enabling to test if the dimension of P is 0 or not.
Turning to discuss properties of integer matrices, it was shown in [12, Theorem 2.7] that given A ∈ M(u, v), the problem of deciding whether G(A) is a matrix of uniqueness is NP-complete in the strong sense. Thus, by Theorem 3.2, deciding whether A is both minimal and π-unique is also NP-complete in the strong sense. The following remains. Proof. To compute a minimal matrix, we invoke Proposition 5.9: a matrix (x i,j ) of minimum (squared) norm x 2 i,j among the matrices in M(u, v) is minimal. This minimization problem is a special case of a minimum convex cost integer flow problem, which is polynomial time solvable using scaling techniques, as shown by Minoux [17] .
To compute a real-minimal matrix, we construct its π -sequence a 1 a 2 · · · a pq component after component, and recover the (unique) matrix A ∈ T(u, v) with that π -sequence π(A) = a, by solving pq suitable linear programs in the following algorithm. First we show that the algorithm works. Each of the linear programs is feasible: for i = 1 this is because T(u, v) is non-empty and for i 2 because (x, a i ) is feasible in LP i with x the optimal solution of LP i−1 and a i any sufficiently large real number. Now, let A := −1 (x) be the matrix output by the algorithm and suppose indirectly there is another A * ∈ T(u, v) with A * ≺ A. Let x * = (A * ). Let i be the
, which is a contradiction to a i being the optimal value of LP i . Now, for each LP i , it is possible to solve in polynomial time the separation problem over the set in R pq+1 of feasible solutions, using arguments similar to those in the proof of Theorem 7.3: first, separation over (T(u, v) ) is similar to separation over (F(u, v) ), described in that proof; second, for each k, the possibly exponentially many inequalities j ∈J j k a j which can be easily checked by sorting the coordinates of x, and from which, if violated, a suitable separating vector could be easily extracted. Using the equivalence of separation and optimization, it follows that each of the programs LP i can be solved in polynomial time.
Thus, a real-minimal matrix can be computed efficiently. Since a real-minimal matrix is additive (Theorem 6.2) and π-unique (Corollary 5.4), the proof is complete.
Romero [20] informed the second author that he has an unpublished polynomial time algorithm for solving the quadratic programming problem in Proposition 5.8. However, we have not seen it; this would give a possibly different algorithm for constructing real-minimal matrices.
The algorithm in the proof of Theorem 7.7 for finding a real-minimal matrix can be easily adapted to an algorithm for finding a minimal matrix as well: just replace each linear program LP i by the analogue integer program IP i where all variables x 1 , . . . , x pq , a i are required to be integer (see proof of Theorem 7.8 below). While generally this algorithm is not necessarily polynomial, for fixed p, q it is very efficient and performs a constant number of arithmetic operations on every input u, v, as follows. where x = (x 1 , . . . , x pq ) is the optimal solution of the last program IP pq .
A quick examination shows that in each of the programs IP i , the constraint matrix is fixed and independent of the input u, v and the predetermined constants a j , j < i. Therefore, by test sets methods (see [21, Chapter 17] ), for each IP i there exists an algorithm that solves it in constant number of arithmetic operations on any given right-hand-side and objective function. We remark that the actual preprocessing for finding these algorithms, which basically involves the computation of a test set for each IP i , can be done by Gröbner bases methods, see e.g. [2, 22, 23] and references therein; while this is quite a heavy task, it should only be done once and for all (for each fixed p, q). This completes the proof.
We conclude with an example showing how the algorithm in the proof of Theorem 7.8 computes a minimal matrix. Example 7.9. Let u = (9, 4, 2) and v = (8, 5, 2). One optimal solution to IP 1 is x = (4, 4, 1, 4, 0, 0, 0, 1, 1), a 1 = 4. One optimal solution to IP 2 is now x = (4, 3, 2, 3, 1, 0, 1, 1, 0), a 2 = 3; note that −1 (x) is the matrix C of Example 2.1, which is minimal, but the algorithm continues. The only optimal solution to IP 3 is now x = (4, 3, 2, 2, 2, 0, 2, 0, 0), a 3 = 2. From here on, each IP i will have a unique optimal solution with the same x as IP 3 , and the complete π -sequence obtained is the π -sequence of x, which is a = (4, 3, 2, 2, 2, 0, 2, 0, 0). The matrix which is output by the algorithm is 
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