ABSTRACT Context-aware recommender systems focus on improving recommendation accuracy by adding contextual information and have been widely used in the real-world applications. However, conventional context-aware recommendation approaches have the drawbacks of giving the same weight to all context features, ignoring that users may have different preferences to different contexts, and the effects of context features on the process of recommendations may be different. In this paper, we propose a multi-dimensional context-aware recommendation approach based on improved random forest (MCRIRF) algorithm. The MCRIRF first improves the random forest algorithm by randomly selecting features from multiple feature subspaces that are classified by the importance of features. In addition, the MCRIRF uses the improved random forest algorithm to decompose and reduce the dimensions of context features of users, items, and contexts. Then, the MCRIRF calculates the weights of the 3-D user-item-context recommendation model. In the end, the MCRIRF recommends top-n items with high forecasting ratings to users with similar contexts. LDOS-CoMoDa data set and Cycle Share data set are used for simulation, and six other recommendation approaches are considered in comparison. The experimental results indicate that the MCRIRF can reduce the mean absolute error and root mean squared error of the two data sets by about 2%-16% and 2%-13%, respectively. Thus, the evaluation presents encouraging results, indicating that the MCRIRF would be useful in the context-aware recommendation.
I. INTRODUCTION
The popularity of mobile internet, internet of things and global positioning system has greatly promoted the development of location-based services, and has generated more and more contextual big data [1] , [2] . User's time and space information contain a lot of user behavior patterns and living habits, so data mining techniques can be used to effectively identify knowledge for these contextual data [3] - [5] . It is a major topic in social network analysis and social media mining to conduct user social ties inferring and information recommendation based on the user contextual data [6] . Through the social ties inferring, we can identify users' group identification [7] and community discovery [8] , [9] , which is important to form a personalized information recommendation for users.
It is known that, the two main problems that affect the performances of recommender systems are cold start and data sparsity. The cold start problem can be divided into user cold start, item cold start and system cold start [10] . On the one hand, context-awareness can solve the user cold start problem. The user cold start problem is when a new user just enters the system, the system does not have the user's historical behavior data. Hence it is difficult for the system to recommend items for the new user [11] . One of the feasibility scenarios to solve the problem of user cold start is to integrate user context information into the recommendation model. Take logistics information recommendations among cargos, trucks and warehouses as an example. When a new driver just enters the system, the system does not have the driver's historical data and cannot recommend trucks and warehouses to the new user. In this case, the system can recommend trucks and warehouses to the new user based on the user's current context information, such as the driver's location as the dot, to recommend him within a radius of 20 kilometers round of the transport needs of cargos and the storage capacities of warehouses. On the other hand, context-awareness can help with the data sparsity problem. Through the introduction of context-aware can take the initiative to obtain context information about interaction behaviors between users and systems. It cannot only increase the number of users' information obtained, but also make the time distribution of the users' information more reasonable [12] . The acquisition of users' information is directly related to the users' interactions with the system. The system can obtain the users' current situation in real time and provide dynamic recommendation services to meet the changing demands, and to improve the data sparsity problem. Therefore, it is necessary to apply context-awareness to the recommender systems.
Currently, there are three main types of context-aware recommendation approaches: content-based context-aware recommendation, collaborative filtering context-aware recommendation and hybrid context-aware recommendation [13] . Content-based context-aware recommendation incorporates context information into user similarity, item similarity and model calculations to improve recommendation accuracy [14] . Collaborative filtering context-aware recommendation focuses on the users' preferences, the matching degree of context information with item attributes and the mining of preferences for users to items in different contexts. It also combines the attribute descriptions of each item, discovers the matching degree among users, items and contexts, and predicts the potential users' preferences. It finally combines the user's current context to generate recommendations [15] . Hybrid context-aware recommendation mixes some of the aforementioned single recommendation approach. Its mixing strategies mainly include weighting, series, mixing rendering, feature combination, etc. [16] . The above three types of context-aware recommendation approach effectively apply context information on the recommender systems and have been widely used.
However, the above context-aware recommendation approaches also have some drawbacks:
(1) The content-based context-aware recommendation has problems such as the content analysis is limited, how to choose effective contexts, how to recommend to a new user, the range of recommendations is too narrow, and how to calculate the similarities under multi-dimensional context constraints.
(2) The collaborative filtering context-aware recommendation has problems such as cold start, data sparsity, poor scalability, difficulty in mining multi-dimensional data and interpreting what causes a user to prefer an item in a specific context.
(3) The hybrid context-aware recommendation requires the establishment of a knowledge base for storing filtering rules. However, it is difficult for existing knowledge engineering techniques to establish a very effective and complete knowledge base.
Motivated by these facts, this work presents a multidimensional context-aware recommendation approach based on improved random forest algorithm (MCRIRF) to improve the recommendation accuracy of context-aware recommender systems. First, MCRIRF improves random forest by measuring the importance of feature vectors using Fisher ratio and sort them by importance, then divide the feature vectors into multiple sub-regions and randomly sample them in each subspace. In addition, MCRIRF decomposes contexts and reduces dimensions. Then MCRIRF calculates the weights of user-item-context 3-dimensional model and combines with collaborative filtering to recommend the top-n items with high forecasting ratings to users. The experimental results show that MCRIRF can effectively improve the prediction accuracy of recommender systems.
The contributions of this paper are summarized as follows:
(1) We propose an improved random forest algorithm. The algorithm measures the importance of the features by Fisher ratio and divides the feature space into multiple sub-regions taken into consideration their importance; then it samples according to the proportion; finally, it constructs the improved random forest. The improved random forest algorithm has better performance in processing data sets with high dimensional and redundant features.
(2) We propose a 3-dimensional recommendation model MCRIRF which combines contexts with the improved random forest algorithm. MCRIRF uses the improved random forest algorithm to decompose and reduce the dimensions of context features for users, items and contexts so as to calculate the weights of preferences. In addition, MCRIRF uses the ideas of content-based context representation and information recommendation based on collaborative filtering to forecast the user preferences and recommend the top-n items with high forecasting ratings to users.
(3) When a new user joins MCRIRF, we do not have to update any model or structure and can recommend items immediately. Since MCRIRF can recommend items according to the user's current contexts, such as time and location.
(4) We compare the accuracy of MCRIRF with CBF-MN [17] , CF, ListCF [18] , MF [19] , RLDA [20] and HFM [21] using two different datasets. The results of the experiments show that MCRIRF outperforms all the other approaches. This indicates that the considerations of user preferences, item features and context information together can increase the accuracies of recommender systems.
The remainder of this paper is organized as follows. We first discuss some related work in Section 2. In Section 3, we describe the conventional multi-dimensional contextaware recommendation algorithm and random forest algorithm. In Section 4, we describe our improved random forest algorithm and MCRIRF model in detail. In Section 5, we present the experimental results and make comprehensive comparisons. Finally, we summarize our findings and give a brief overview of future work in Section 6.
II. RELATED WORK
In this section, we give a brief overview of the conventional recommendation approaches and context-aware recommendation approaches.
Conventional recommendation approaches have been designed to deliver multimedia content that matches the user's preferences timely and effectively. However, these approaches focus essentially on suggesting relevant items from millions of alternatives to users based on the assumption that user's tastes and preferences are fixed [22] . The three main types of conventional recommendation approach are as follows: (1) evaluation of previously consumed multimedia content given by users, a process known as Content-Based Filtering (CBF), (2) using evaluation of items consumed by like-minded users, otherwise known as Collaborative Filtering (CF) and (3) using a combination of these methods in what is called hybrid recommendations. In addition, some approaches were suggested to improve the three types of recommendation approach. Son and Kim [23] proposed a CBF-MN model that used a multi-attribute network to effectively reflect several attributes when calculating correlations to recommend items for users. Wu et al. [17] proposed a CCAM model that integrated content-based filtering with collaborative filtering using co-clustering with augmented matrices, which could both alleviates the data sparsity and simultaneously consider both user feature and item feature information. Wang et al. [18] proposed ListCF, a list wise ranking-oriented CF algorithm for recommender systems. ListCF utilized the Plackett-Luce model to represent each user as a probability distribution of top-n permutations over rated items. Following the memory-based CF framework, ListCF measured similarity between users based on the Kullback-Leibler divergence between users' probability distribution over their commonly rated items. For each user, ListCF predicted the preference ranking over unrated items for recommendation based on the preferences of the most similar users. Zhou and Wu [20] proposed a novel model, Rating LDA (RLDA) model, for collaborative filtering, which extended the existing LDA model by adding rating information. The RLDA model for collaborative filtering provided a relatively simple probabilistic model to explore the relationships between users, interests and ratings. The Matrix Factorization (MF) [19] plays an important role in the CF recommender systems. MF is used to estimate and rate by using the inner product of the potential user feature vector and potential item feature vector. Viana and Soares [24] proposed a hybrid recommendation system for news in a mobile environment that took into consideration aspects that reflected this new paradigm. Besides combining different recommendation approaches, it proposed collecting different views of user behavior to infer short and longterm preferences that contributed to enhance user profiles. Additionally, the location of the mobile device was also implicitly registered in order to recommend news associated to that location. Shi et al. [25] proposed a hybrid approach for mashup tag recommendation that consisted of two continuous processes: APIs selection and tags ranking. The approach first selected the most important APIs of a new mashup based on a probabilistic topic model and a weighted PageRank algorithm. The topic model simultaneously incorporated the composition relationships between mashups and APIs as well as the annotation relationships between APIs and tags to elicit the latent topic information. Then, tags of chosen important APIs were recommended to the mashup. In this process, a tag filtering algorithm had been used to further select the most relevant and prevalent tags.
Although these conventional recommendation approaches have been highly successful, they are usually designed to address explicit recommendations of multimedia items and lack of contextual factors, such as weather, location and time, which might also be relevant to generating recommendations. Abowd et al. [26] defined context-aware as: ''A system is context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the user's task''. Adomavicius and Tuzhilin [27] presented a new data-warehousing-based approach to recommender systems and extended traditional two-dimensional user/item recommender systems to support multiple dimensions, as well as comprehensive profiling and hierarchical aggregation (OLAP) capabilities. Adomavicius et al. [28] also presented a multi-dimensional rating estimation method capable of selecting two-dimensional segments of ratings pertinent to the recommendation context and applying standard collaborative filtering or other traditional two-dimensional rating estimation techniques to these segments.
Recently, various new recommendation approaches boosted with contextual information have been proposed to enhance the recommendation results. Wang et al. [21] considered the problem of exploiting hierarchical structures to improve recommendation quality and proposed a novel two-stage recommendation model called Hierarchical Factorization Machines (HFM). Zheng et al. [29] proposed the Attribute and Global Boosting (AGB) model to accomplish the task of rating prediction in context-aware recommendation. The main conclusion of the research was that attributes need to be fully utilized by boosting, which could be implemented by both local optimization and global optimization. Ren et al. [30] proposed a context aware probabilistic matrix factorization method called TGSC-PMF for POI recommendation. The TGSC-PMF model exploited textual information, geographical information, social information, categorical information and popularity information, and incorporated these factors effectively. Hidasi and Tikk [31] proposed a general factorization framework (GFF), a single flexible algorithm that took the preference model as an input and computed latent feature matrix for the input dimensions. GFF allowed us to easily experiment with various linear models on any context-aware recommendation task, be it explicit or implicit feedback based. Alhamid et al. [32] proposed a new model to help recommendation systems to select the most appropriate, favorite, or related contents by integrating contextual parameters. The proposed new context-aware recommendation model enriched the recommendation process with context to tailor the recommendation results to individual users. By leveraging the social tagging, the proposed model computed the latent preference of users on contexts from other similar contexts, as well as latent assignment of contexts for items from other similar items. Unger et al. [33] proposed a novel approach centered on representing environmental features as low dimensional unsupervised latent contexts. They extracted data from a rich set of mobile sensors in order to infer unexplored user contexts in an unsupervised manner. The latent contexts were hidden context patterns modeled as numeric vectors which were efficiently extracted from raw sensor data. The latent contexts were automatically learned for each user utilizing unsupervised deep learning techniques and PCA on the data collected from the user's mobile phone.
Compared with the above approaches, MCRIRF proposed in this paper uses the improved random algorithm to reduce the dimensions of the user dimension, item dimension and context dimension in the multi-dimensional recommendation model, and gives full play to the excellent ability of random forest processing high-dimensional data.
III. MULTI-DIMENSIONAL CONTEXT-AWARE RECOMMENDATION APPROACHES AND RANDOM FOREST ALGORITHM
In this section, we first discuss the multi-dimensional contextaware recommendation approaches, and then describe the random forest algorithm.
A. MULTI-DIMENSIONAL CONTEXT-AWARE RECOMMENDATION APPROACHES 1) DIMENSIONS OF MULTI-DIMENSIONAL INFORMATION RECOMMENDATION
Adomavicius and Tuzhilin [27] pointed out that the dimension of information recommendation refers to the range of the recommended space, which includes the background, environment and other information about the recommendation. The dimensions of the conventional recommender systems are two-dimensional: user dimension and item dimension. The multi-dimensional recommender systems not only need to consider the dimensions of the user and item, but also need to consider some context features. Different recommender systems need to consider different context features, and the context features of multi-dimensional recommender systems should be based on the specific circumstances of the recommender systems. The context features mainly include the user context, environmental context, activity context and time context. User context is used to describe user characteristics, such as user categories, and user preferences, etc. The environment context is used to describe the physical characteristics of the entity in the physical environment, such as the location information (current location, departure, destination, etc.), infrastructure (nearby resources, communication devices, network environment, etc.), physical status (weather, temperature and humidity, traffic conditions, etc.). The activity context is used to describe specific activities of the users, participants, and the environment, such as tasks, goals, events that occur in the environment, etc. Time context is used to describe the specific time of entity activity, including time, week, month, season and other time information. Table 2 summarizes the notations employed in the rest of this paper. The conventional 2-dimensional recommendation process is shown in Fig. 1 , which consists of three parts:
2) MULTI-DIMENSIONAL INFORMATION RECOMMENDATION FLOW
• Input: Data (users, items, ratings) U × I × R • Recommendation function: 2-dimensional recommender system
First, get the input data U × I × R and determine the recommendation function. Then, for any given u and i, forecast the user's rating of each item by using the recommendation function. Finally, output the recommended list of items {i 1 , i 2 , i 3 , · · · , i n } according to the rank of predicted ratings in descending order.
Multi-dimensional context-aware recommendation is the recommendation approach based on the users' context preferences, which is stored in the form of users, items, contexts, ratings . This record contains the user's rating data on a particular item, and the historical context information that the user has when the item is consumed. The process of multi-dimensional context-aware recommendation is shown in Fig. 2 . Similar to the conventional 2-dimensional recommendation, the multi-dimensional information recommendation process also includes three parts:
Procedure of multi-dimensional recommendation.
• Recommendation function: Multi-dimensional recommender system
Random forest algorithm is an ensemble learning method composed of multiple decision trees a B, θ j , j = 1, 2, · · · , b, where a (•) refers to the base classifier of decision tree, B refers to the sample, θ i refers to the independent and distributed random vector and z refers to the scale of random forest. The random forest algorithm first uses the Bootstrap resampling method to obtain z different training sets. Then, it constructs the single decision tree using random subspace and CART algorithm. It randomly selects part of the attributes as the candidate attributes of the node. According to the minimum principle of Gini impurity, the optimal splitting attribute of the node is determined, and the decision tree is constructed step by step. Finally, the random forest algorithm uses the Bagging method to generate a random forest with z decision trees and judges the category of the sample according to the voting method. The random forest algorithm can be expressed as
where, A (x) refers to the random forest model, J refers to the target category variable, Q (•) refers to the characteristic function, argmax J refers to the value of the category Y when
is the maximum value. The sample selection of random forest and the candidate attributes of node splitting is randomness. This randomness ensures the diversity of the decision tree and reduces the problem of the single decision tree. Therefore, it is the key to improve the forecast accuracy of random forest by selecting decision trees set with strong forecast ability from random forest. Pseudocode of the random forest algorithm is described in Algorithm 1.
Algorithm 1 Random Forest Algorithm
input : Training set (the number of training set is k, the features number of training set is f ) output: Random forest with k sub CART trees 1 Use the Bootstrap method and k sub sample sets with replacement are randomly selected. 2 Select a sample set as the root node and train in a completely split way. 3 The f sub features are randomly selected from the f features. Select the optimal features to split the nodes according to the minimum principle of Gini impurity. 4 Let the nodes to split and grow to the maximum extent.
If a node has a minimum impurity, it will be labeled as a leaf node. 5 Repeat steps 2-4 until all nodes have been trained or labeled as leaf nodes. 6 Repeat steps 2-5 until all CART has been trained. 7 Output the random forest with k sub CART trees.
IV. PROPOSED SCHEME
In this section, we first present our improved algorithm of random forest. Then we describe our research model of MCRIRF. Finally, we describe the proposed approach detailed of MCRIRF and present the pseudo code for MCRIRF.
A. IMPROVED ALGORITHM OF RANDOM FOREST 1) MAIN IDEA OF THE PROPOSED ALGORITHM
The classification accuracy of random forest is greatly affected by the number of decision trees, and the practical application takes into account the calculation cost, and the number of sample sets should not be too large [34] . In order to improve the problem of random forest in high-dimensional data, it is necessary to minimize the interference caused by redundant features and reduce the uncertainty of the feature subspace for a certain number of sample sets, so that the features of each ''random'' selection are more representative. The selection feature of standard random forest algorithm is completely random, in which case the probability of each feature being chosen is equal. In reality, the importance of each feature is different, and the impact on node splitting is different.
The general idea of the improved random forest algorithm proposed in this paper is as follows: Firstly, select g as the number of feature subspaces. In addition, the importance of the features is evaluated and sorted according to the calculated weight. Then, the feature space is divided into g subregions. Finally, according to the proportion of the division, g feature subspaces are constructed by randomly selecting features from each sub-region.
2) CONCRETE STEPS OF THE PROPOSED ALGORITHM a: SELECT THE NUMBER OF FEATURE SUBSPACES
Select g as the number of feature subspaces. The number of feature subspaces is suggested to being between 2 and 10. If the value is too big, it will result in more feature subspaces and increase the amount of calculation.
b: FEATURES IMPORTANCE MEASURE
There are many ways to evaluate the importance of features. In this paper, we adopt the Fisher ratio as the features importance weight. Assume that there are k samples of data set B, belonging to J categories. For the set of the h th category, the number of samples is k h , the mean value of the l th dimension in the h th category is µ hl , and the mean of the l th dimension in the whole sample is µ l . The infraclass variance is shown as
The interclass variance is shown as
Fisher ratio is shown as
c: MULTIPLE REGIONAL SAMPLING After calculating the F l of each feature, F l is used as a measure of importance and sorted in a descending order.
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The weight interval after reordering is divided into g subregions, each of which has a range of
g , where F 1 is the maximum value and F f is the minimum value. The (5), (6) and (7) .
At each feature selection, a feature subspace of v try dimensions is constructed by randomly sampling the features from each F sub x region. v sub x is shown as Eq. (9).
The basic steps of sub regional sampling are shown in Fig. 3 , and are divided into three steps. This improvement restricts the randomness of features subspace to a certain extent, so that the features subspace can be more representative. Pseudocode of the improved random forest algorithm based on subspace samplings is described in Algorithm 2.
B. MCRIRF MODEL
The MCRIRF model includes three main processes: initialization of user preferences, calculation of preference weights, and forecasting of user preferences. Recommendation processes of MCRIRF are shown in Fig. 4 .
In order to avoid the recommended bias, MCRIRF uses the user's personal ratings combined with other users' ratings to calculate the initial preferences value. The conventional 2-dimensional user-item model is a heterogeneous network composed of nodes and their relationships between users and items [35] , as shown in Fig. 5 . In Fig. 5 , u and i are nodes in the network, E uu is the link between two users, E ui is the link between user and item, E ui includes a series of click actions such as ''post'', ''repost'', ''comment'', ''give a like'', etc.
Algorithm 2 Improved Random Forest Algorithm
input : Training set (the number of training set is k, the features number of training set is f ) output: Random forest with k sub CART trees 1 Select g as the number of feature subspaces. 2 Use the Bootstrap method and k sub sample sets with replacement are randomly selected. 3 Select a sample set as the root node and train in a completely split way. 4 Calculate the features importance weights based on Fisher ratio. 5 Sort F l in descending order and divide it into g subregions
as the boundaries. According to the region ratio, v sub x features are randomly sampled from each region F sub x , so as to construct the features subspace of v try dimensions, where v try ≤ f . Select the optimal features to split the nodes according to the minimum principle of Gini impurity. 6 Let the nodes to split and grow to the maximum extent.
If a node has a minimum impurity, it will be labeled as a leaf node. 7 Repeat steps 3-6 until all nodes have been trained or labeled as leaf nodes. 8 Repeat steps 3-7 until all CART has been trained. 9 Output the random forest with k sub CART trees.
and E = E uu ∪ E ui . Construct the user-item 2-dimensional recommendation model G = (U , I , E) according to the relationship between users of each other and the relationship between users to items. Since the 2-dimensional recommendation model is a social network model, we can use the social network measurement indicators to initialize the user preferences. The model of user preferences is indicated by P = {i 1 , i 2 , · · · , i n }, where i n is the value of user preference for the item.
The weight of user similarity is reflected in the conventional 2-dimensional recommendation model as the similarity between two users. In this paper, we extend its meaning and calculate the similarity between two points in 3-dimensional space. Use user, item and context as three dimensions in the coordinates, which can constitute a 3-dimensional space. The 3-dimensional research model based on context-aware is shown in Fig. 6 . Each cube block keeps some rating r (u, i, c) of the recommended space U × I × C. For example, r (101, 6, 1) = 8 means that the user with number 101 has a rating 8 for the item number 6 under the context category number 1. The distance between two points in the 3-dimensional space is the weight of the user's preference rating. Assume p is the actual preference item and p is the forecast preference item. The distance between VOLUME 6, 2018 p and p represents the degree of preference, and the closer the distance indicates the higher preference of the user to the predicted item p , whereas the farther the distance indicates the lower preference of the user for the item p .
MCRIRF uses the ideas of collaborative filtering to reduce the dimensions and realize the item recommendation. The conventional content-based recommendation model recommends items which are highly similar to the user's highest rating item, but this method does not meet the users' needs in some cases. For example, if a user is interested in item i 1 , the content of i 2 is the most similar to i 1 , but i 1 and i 2 are different parts of the same item. If the system recommends i 2 to the user, it can increase the recommended coverage, but reduce the recommended diversity. Collaborative filtering recommendation can solve the above problem by calculating the similarity between users based on the attitudes and preferences of different users on the same item. However, collaborative filtering does not work well for new users that do not have a rating record. MCRIRF combines the above two methods in the process of item preferences forecasting, and realizes content-based context representation and information recommendation based on collaborative filtering.
C. MCRIRF ALGORITHM 1) INITIALIZATION OF USER PREFERENCES
At the beginning of the process, input the historical data set H = (U , I , C, R) which containing users, items, contexts and rating information. The context in which the user preferences are initialized can be viewed as a static variable, and we can only consider the two dimensions of user and item at this time. As can be seen from Section 4.2, the initialization model is G = (U , I , E) .
A user can post his/her own information directly or forward others' information. The more the user clicks on an item, the higher the preference for the item. For example, if the user is merely posting a message, it can be considered as a comment that the initial weight value of the item is set to 1. If the user has three actions on a message including ''repost'', ''comment'' and ''give a like'', then the weight value of the item is set to 3. For the preference model, the degree centrality of the node as a most common calculation method can measure the importantce of node in the model, that is, calculate the ratio of the in-degree number to the total number of other nodes: D (u, i, c) = InD (u, i, c) / (M − 1). Therefore, the initial value of user preference is shown as
where, P (u, i, c) is the initial rating of the user preference to item, L (u, i, c) is the rating of the user's clicking at an item, D (u, i, c) is the importance of the item in the whole network, and α is the tuning parameter.
2) CALCULATION OF PREFERENCE WEIGHT
The calculation of user preference weight is the key to the information recommendation process. In this process, not only users and items should be considered, but also the dynamic context information should be considered. Due to the three dimensions of user, item and context have more characteristic, MCRIRF adopts the improved random forest algorithm to select the features. After the feature selections, the model has less computation and higher forecasting ability, and can be represented by G = U , I , E . MCRIRF also referenced by the ideas of mixed recommended by collaborative filtering is used to calculate the similarities of useruser and item-item, and content filtering method is used to calculate the similarity of context-context, and finally we get the weights W u ,i ,c = Sim u x , i x , c x , u y , i y , c y of other users' preference items which are similar to the target user's. The weight is seen as the distances between any two small cubes in space, such as the distance between point A u x , i x , c x and point B u y , i y , c y . The larger the weight is, the smaller the distance between the two small cubes and the similarity in the personalized service domain will be.
The similarities between users, between items and between contexts are directly proportional to the reciprocal of the distance between two points in space. The similarity formula is shown as
Euclidean metric is one of the most commonly used methods for distance measurement in space. This paper adopts the distance algorithm to measure the weight of user preferences. The Euclidean distance is shown as
Similarly, the greater the distance between vectors is, the lower the similarity will be, the reciprocal of cosine similarity can be used to represent the distance between two vectors:
MCRIRF uses the ideas of content filtering and collaborative filtering. User similarity Sim u x , u y is based on the fact that two users have clicked on the same item, that is, I u x ∩ I u y = ∅ , and users can be represented by the vec- In addition, the conventional 2-dimensional recommendation model can be used for recommendation when the users with the same context information, and the final weights are shown as
3
) FORECAST OF USER PREFERENCES
For the records composed of users, items and contexts, the preference forecast is shown in as
where, V contains the record user, item, context, rating for each target user. In the social network, given a target user, the rating of the item recommended to the user is shown as
Due to the computational complexity of 3-dimensional space, the idea of using collaborative filtering to recommend other users' preference items that with similar context to the target user is
where, r u x ,i x ,c x is the rating of the user u x to the item i x in the context c x . The calculation of W u x , i x , c x , u y , i y , c y is shown in Eq. (14), k is the adjustment factor and the normal value of k is k = 1/ u ∈U ,i ∈I ,c ∈C W u x , c x , u y , c y .
As can be seen from Section 4.3.2, W u x , c x , u y , c y ∝ 1/dist u x , c x , u y , c y is proportional to the similarity.
4) PSEUDO-CODE OF MCRIRF
Pseudo-code of MCRIRF algorithm is described in Algorithm 3.
V. EXPERIMENTAL ANALYSIS AND DISCUSSION
In this section, we investigate the performances of MCRIRF. First, we describe two real-world datasets, evaluation metrics and impact of parameters. Then we describe the comparison VOLUME 6, 2018
Algorithm 3 MCRIRF Algorithm input : Historical data set including users, items, contexts and ratings H output: Item recommendation results I rec A. DATASET DESCRIPTION LDOS-CoMoDa dataset [36] and Cycle Share dataset [37] are selected to carry out the experiments. The LDOS-CoMoDa dataset contains 121 users' 2296 pieces of rating data on 1620 movies. The value interval of the scores is 1 to 5, 5 represents ''like best'' and 1 represents ''like least''. The LDOS-CoMoDa database has been created to meet the requirements listed in the previous section as accurately as possible. Users express their interest and preferences through the scores. LDOS-CoMoDa dataset contains 30 variables among which are 16 contextual variables and as follows: age, sex, city, country, movie content, director, movie country, movie language, movie year, genre1, genre2, genre3, actor1, actor2, actor3, budget [38] . The Cycle Share dataset consists of 500 bikes and 54 stations located in Seattle. It provides the data on individual trips, stations, and daily weather. The Cycle Share dataset contains 41 variables, of which 27 are contextual variables and as follows: start time, stop time, from station name, to station name, date, min / mean / max temperature, min / mean / max dew point, min / mean / max humidity, min / mean / max sea level press, min / mean / max visibility miles, min / mean / max wind speed, etc.
B. EVALUATION METRICS
As two widely used evaluation metrics in recommender systems, we select Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) to evaluate the prediction accuracy, which are defined as follows:
where r i is the predicted rating, r i is the true rating, N is the number of items. A smaller MAE value and a smaller RMSE value mean higher prediction accuracy.
C. PARAMETER SETTING
In the experiment, we forecast users' rating to items on LDOS-CoMoDa dataset and time of trips on Cycle Share dataset, and compare by calculating the values of MAE and RMSE. We select MF [19] and MCRIRF as the recommendation approaches to determine the parameter setting.
In the experiment, different parameters will generate different results. In order to obtain better results, we need to select sampling rates and dimensions of feature vectors (DFV).
We first determine the sampling rates. The default dimensions of feature vectors are set to be 10 and 20 for the two datasets. The sampling rates are set to be 0.2, 0.4, 0.6 and 0.8, respectively. Evaluation efficiency of sampling rates on LDOS-CoMoDa dataset and Cycle Share dataset are shown in Fig.7 and 8 , respectively. The experimental results show that when the sampling rates are less than 0.6, the values of MAE and RMSE increase with increasing sampling rates, while when the sampling rates are higher than 0.6, the values of MAE and RMSE decrease with increasing sampling rates. This phenomenon indicates that high sampling rate will cause over-fitting.
In addition, we select the dimensions of the feature vectors. The LDOS-CoMoDa dataset contains 30 dimensions of feature vectors, and 41 to the Cycle Share dataset. If all these features are involved in the calculation, the calculation will be relatively large. So, we need to reduce the dimensions of the feature vectors. We use the principal components analysis to calculate the contributions of each features. In our experiment, we chose the features of 80% contributions to the full features. Fig. 9 demonstrates the contributions of each features and features of 80% contributions of LDOS-CoMoDa dataset, and Fig. 10 demonstrates the contributions of each features and features of 80% contributions of Cycle Share dataset. Fig. 9 indicates that the 12 features of 80% contributions of LDOS-CoMoDa dataset are as follows: country, city, physical, time, decision, location, day type, season, interaction, weather, endDmo and age. Fig. 10 _Speed_MPH, Min_Visibility_Miles, Mean_Wind_Speed _MPH, Mean_Visibility_Miles and sto_current_dockcount.
D. COMPARISON AND RESULT ANALYSIS
We select CBF-MN [23] , ListCF [18] , MF [19] , RLDA [20] and HFM [28] to be compared with the performance of MCRIRF and select CF as the baseline. All of the above approaches are introduced in the Related Work section, and the default parameters of these approaches are set to the optimal values mentioned in the literatures. From Fig. 8 and 9 , we can discover that the best sampling rate of the two datasets are all around 0.6. In order to make the experiment more representative, four sampling rates of 0.4, 05, 0.6 and 0.7 for the training dataset are selected, and the dimensions of feature vectors of LDOS-CoMoDa dataset and Cycle Share dataset are set to be 12 and 22, respectively. The experiments with different parameters are repeated for five times, and the average of the five results is taken as the final result. The mean values of MAE and RMSE in the experiments are shown in Fig. 11 and 12 , and the values of MAE and RMSE are shown in Table 3 and Table 4 . higher forecast accuracy and generalization ability. It also can be observed from Table 5 that the MAE average reduction percentage of MCRIRF and other approaches are reduced by 8.68%-11.54% on average of LDOS-CoMoDa dataset, and 2.58%-16.70% of Cycle Share dataset; the RMSE average reduction percentage of MCRIRF and other approaches are reduced by 8.72%-11.46% on the average of LDOS-CoMoDa dataset, and 2.04%-13.14% of Cycle Share dataset.
E. CONVERGENCE EFFICIENCY ANALYSIS OF MCRIRF
Finally, convergence efficiency of the MCRIRF is investigated. Figs. 13, 14 are the iterative processes of MAE and RMSE on LDOS-CoMoDa dataset and Cycle Share dataset.
It can be observed from Fig. 13 that, MAE and RMSE of LDOS-CoMoDa dataset converge quickly at the beginning of the training process, and the convergence rate slows down after about 30 iterations, which means the MCRIRF has a fast convergence speed and better stability. It also can be seen from Fig. 14 that, MAE and RMSE of Cycle Share dataset converge quickly at the beginning of the training process, and the convergence rate slows down after about 50 iterations, which means the MCRIRF has a fast convergence speed and better stability. In addition, MCRIRF with a low learning rate has higher values of MAE and RMSE than that of the training process with a high learning rate, which means the MCRIRF has better forecast ability for a low learning rate. 
VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a multi-dimensional contextaware recommendation approach based on improved random forest algorithm (MCRIRF), which combines the contextual information to carry out the recommendations. MCRIRF first improves random forest algorithm based on the following steps: calculate the importance of the features and sort them according the weights; divide the features space into multiple sub-regions; construct the features subspace by selecting the features randomly from the above multiple sub-regions. In addition, MCRIRF uses the improved random forest algorithm to decompose and reduce the dimensions of context features of users, items and contexts so as to calculate the weights of preferences. Furthermore, MCRIRF uses the ideas of content-based context representation and information recommendation based on collaborative filtering to forecast the user preferences and recommend the top-n items with high forecasting ratings to users. In the experiment, the datasets of LDOS-CoMoDa and Cycle Share are chosen to carry out simulation experiments, and the recommendation approaches of CBF-MN, ListCF, MF, RLDA, HFM and CF are chosen to compare the experimental results. The experimental results have indicated that MCRIRF significantly improves the stability and accuracy compared with other six approaches, and perform well overall.
For future research work, we would like to adopt the improved spectral clustering instead of the random forest algorithm in the model. Spectral clustering is an efficient clustering approach based on graph theory and transforms the clustering problem into multichannel partition problem of the undirected graph. The application of spectral clustering will effectively improve the prediction accuracy and generalization ability of our context-aware recommendation model.
