Active buffer management can improve the performance of Transmission Control Protocol/Internet Protocol-based networks. Random early detection (RED), an active queue management scheme, has been proposed by the Internet Engineering Task Force for next-generation Internet routers. RED uses a number of parameters, such as buffer thresholds, a packet drop probability and a weight parameter. RED suffers from low throughput and large delay/jitter and induces instability in networks. Previous attempts to improve the performance of RED were based on modifying the thresholds and drop probabilities. In this paper, we show that an optimal value of the weight parameter can improve the performance of RED, and then develop a framework to determine the optimal value of the weight parameter. We show that the optimal weight parameter obtained from our framework improves the performance of RED.
INTRODUCTION
Active queue management (AQM), such as random early detection (RED) [1] , can improve the performance of Transmission Control Protocol/Internet Protocol, and has therefore been recommended by the Internet Engineering Task Force for the next-generation Internet routers [2, 3] . RFC 2309 [2] requires low delay/jitter service to users as one of the goals of AQM.
RED probabilistically drops packets when congestion starts to build up at a RED gateway. It uses a linear drop function to calculate the drop probability of a packet at a RED gateway, and uses four parameters to regulate its performance based on a calculated average queue size 989 delay) and traffic type (such as TCP and User Datagram Protocol (UDP)), without paying much attention to optimizing the value of w. RED uses exponentially weighted moving averages, which acts as a low-pass filter [1] , to calculate the average queue length. These filters require a very small value of the weight (w) in order to effectively control the nonlinear instabilities in RED and to filter out bursty increases in the queue size [33] .
The weight should be chosen in a manner such that short-term increases in the instantaneous queue length due to transient congestion should not significantly increase the average queue length. On the other hand, long-term increases in the queue length, resulting from persistent congestion, should have reasonable impact on the change in the average queue length. The value of w determines the sensitivity of the average queue length as a function of the instantaneous queue length. Too small a value of w will make the average queue length to respond too slowly to long-term increases in the gateway queue, and also fail to closely track rapid instantaneous queue length depletion, leading to under-utilization of links [33] . On the contrary, too large a value of w will result in the average queue length to respond too fast, and will be unable to filter out transient congestion at the gateway queue [1] . As the weight parameter is used to calculate the average queue length, it is very important to chose an optimal value of w.
The smallest value of w, below which the average queue length will not catch up with the long-term changes in the gateway queue, is defined as the lower bound of w. Similarly, the largest value of w, above which the average queue length will respond to the short-term changes of the gateway queue, is defined as the upper bound of w. Although the authors in [1] presented a method to determine the lower and upper bounds of w, their method was based on the following assumptions:
• The queue changes from empty to one packet and remains at one packet;
• The packets arrive and depart at the same rate.
As the average queue length attempts to track long-and short-term congestion, and a bottleneck link usually has a lower rate than the rate at which traffic arrives at the RED gateway, the assumptions are restrictive. We believe that the above assumptions result in improper (small) estimation of w, resulting in large jitter [6] in RED gateways. In addition to the assumptions mentioned above, the method described in [1] lacks a general framework to calculate the weight parameter based on the long-and short-term congestion in the queue.
The objective of this paper is to develop a framework to determine the lower and upper bounds of RED's weight parameter. The aim is to improve the delay and jitter performance of RED queues in the next-generation Internet routers. Our framework is based on the self-similar nature of the instantaneous queue size variation of RED queues. We propose an analytical model to determine the weight parameter based on the self-similar model of the queue length variation. We then evaluate the delay/jitter performance of RED queues using the weight parameter calculated by our model, and show that the weight parameter obtained from our model results in better performance than the value of the weight parameter mentioned in [1] . Our framework is very suitable for RED gateways that handle applications requiring low delay/jitter. It can also be used for Differentiated Services gateway routers that use RED with In and Out as the AQM scheme.
The rest of the paper is organized as follows. Previous work on RED is described in detail in Section 2. Assumptions and notations required to develop the framework are described in Section 3, followed by the framework to estimate the lower and upper bounds of the weight parameter in Section 4. In Section 5 we compare and analyze the performance of RED gateways using results
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PREVIOUS WORK ON RED
To put our work in the context of previous work, in this section, we describe in detail the previous work on the various performance aspects of RED such as throughput, fairness and delay/jitter. A comprehensive survey on various aspects of RED can be found in [34] .
Throughput of RED
Lakshman et al. [12] carried out a simulation of TCP/IP over Asynchronous Transfer Mode (ATM) to study the throughput of RED, and found that an exponential drop function is better than the linear drop function of RED. However, an exponential drop function may require more computing power, and may not be easily implemented in hardware except in certain limiting conditions. Suter et al. [4] studied the throughput of RED under per-flow queue management, and found that the throughput of RED is generally low for a large number of TCP connections. Moreover, with a mixture of bursty and greedy sources, RED suffers from low throughput and unfairness among connections. When TCP has to compete with more aggressive sources, or used in asymmetric networks with a perpetually congested reverse path, RED's throughput is very low.
Feng et al. [20] showed that the effectiveness of RED depends, to a large extent, on the appropriate selection of the RED parameters. They also showed that there is no single set of RED parameters that work well under all congestion scenarios. They therefore proposed an adaptive RED gateway that self-parameterizes itself based on the traffic mix. The result shows that such traffic-dependent parameterizations of RED gateways can effectively reduce packet loss while improving link utilization under a range of network loads. However, adaptive determination of the RED parameters complicates gateway management in high-speed routers.
Parris et al. [35] pointed out that RED is not suitable in the case of UDP transmissions. They proposed an extension to RED, called Classed Based Threshold, which uses different sets of buffer thresholds for different traffic types and priority classes. For example, UDP traffic uses buffer thresholds that are different from those used by TCP. TCP traffic is thus protected from UDP traffic.
Firoiu and Borden [21] modeled RED as a feedback control system, and pointed out that RED will induce network instability and major traffic disruption if the parameters are not properly chosen.
Fairness of RED
It is known that RED is not fair among connections [7] , resulting in unfair throughput for different connections. To solve the problem of unfairness among connections, Kim and Lee [14] studied the Fair Buffering RED (FB-RED) for TCP over ATM. The main idea of FB-RED is to use the bandwidth delay product of a link to calculate the drop probability of the RED queue associated with the link. They implemented two cases: (i) the first one uses the inverse of bandwidth delay product to calculate the maximum drop probability and (ii) the second one uses the inverse of the square root of the bandwidth delay product to calculate the maximum drop probability. Although FB-RED results in fairness among connections, it however needs to track the information for all the connections, resulting in scalability problems that makes it unsuitable routers in the core of the network.
To solve the scalability problem of FB-RED, Ott et al. [5] proposed Stabilized Random Early Drop (SRED) that, similar to RED, preemptively discards packets with a load-dependent drop probability when a buffer gets congested. SRED however has an additional feature to estimate the number of active connections or flows; the estimate is obtained without collecting or analyzing state information of individual flows. Instead of calculating the average queue size, it uses the number of active flows and the instantaneous queue size to determine the packet drop probability. It divides the queue into three segments with a constant drop probability for each segment. SRED can stabilize, over a wide range of load levels, the buffer occupancy at a level that is independent of the number of active connections. Although SRED overcomes the drawback of [14] , it suffers from low throughput even for a small number of traffic flows.
Lin and Morris [15] proposed Fair RED, which tracks a flow's use of buffer space (per-activeflow accounting) to determine the drop rate of the flow. Although it achieves a fair drop rate for different flows, it needs to track the state of each flow, which results in scalability problems in the core of the network, as in [14] .
Arce et al. [33] used medians, instead of averages (used in RED), to calculate the queue size for dropping packets. The method has been shown to provide a fairer treatment to bursty traffic than the RED algorithm does. To solve the scalability problem of RED for large number of connections, Joo and Bahk [36] proposed the adjustment of RED's drop probability curve, for varying network conditions.
Delay and jitter of RED
May et al. [6] studied the queuing delay and delay variance (jitter) of RED. It was found that the delay variance in a RED buffer is large and very sensitive to the weight parameter (w). The smaller the value of w, the larger the delay variance.
For Web browsing under low to medium levels of network congestion, it has been found that RED has minimal effect on Hypertext Transfer Protocol response time regardless of the setting of its parameters [18] . Under heavy congestion, RED can be carefully tuned [37] to yield higher throughput than tail drop at the expense of sacrificing the delay. Therefore, for Web traffic, RED provides no clear advantage over tail drop.
From the above discussion, we observe that RED suffers from low throughput, large delay/jitter, and induces instability in the network. Moreover, for real-time application, RED's delay is also large. In Section 4, we will develop a framework to determine an optimal value of w, which will increase the throughput of RED.
MODELING ASSUMPTIONS AND NOTATIONS
In this section, we describe the assumptions and notations that will be used to develop our framework for determining the upper and lower bounds of the weight parameter in Section 4.
Research has shown that local area network traffic is much better modeled by a self-similar process [38] [39] [40] rather than a Poisson distribution. Self-similar traffic pattern over a wide range of time scale has a similar form to that of the traffic pattern over a short time scale. It has been shown in [1] that if the input traffic pattern to a buffer with deterministic service time is self-similar, then the queue length variation in a RED buffer exhibits a self-similar phenomenon as shown in Figure 2 . The queue length variation of a RED gateway can therefore be described by long-and short-term congestion as described below:
• Long-term congestion is the variation (burstiness) in the queue length resulting from persistent congestion in the buffer over a large time scale [2] .
• Short-term congestion is the variation in the queue length resulting from transient congestion in the buffer over a short time scale. 
Assumptions
We make the following assumptions that will be used to describe the model for determining the weight parameter of a RED queue in Section 4. Note that some of the assumptions have been used in previous work as indicated below.
• The RED gateway queue is initially empty (also assumed in [1] ).
• The average queue length is initially zero (also assumed in [1] ).
• Long-term congestion, which varies slowly, is described by a slow function g(i), where i corresponds to the ith calculation of the average queue length.
• Short-term congestion, which varies fast, is described by a fast function f (i) corresponding to the ith calculation of the average queue length.
• The instantaneous queue length, q(i), is described by the modulation of the fast function
Notations
We define the following variables that are used in our model in Section 4:
• w, weight parameter for calculation of average queue length at a RED gateway;
• q(i), instantaneous queue size of the RED gateway during the ith calculation of the average queue length. From our assumptions in Section 3.1, q(0) = 0; • avg(i), average queue length of the RED gateway at the ith calculation. It is defined as
where avg(0) = 0 from our assumptions in Section 3.1; • K l , minimum buffer threshold for RED gateway to perform active packet drop;
• K h , maximum buffer threshold for RED gateway to perform packet drop with probability of one; • (m 2 , m 1 ), difference in the average queue lengths between the calculations at m 1 and m 2 , i.e.
DETERMINATION OF WEIGHT PARAMETER, w
In this section, we develop a model to determine the lower and upper bounds of w by considering the variation of the queue length. The lower and upper bounds provide a range of w values that can be used by network operators to optimize the performance of next-generation routers employing 
avg(2) = (1−w) * avg(1)+w * q(2)
avg ( 
. . . . . .
Using Equation (7), (m 2 , m 1 ) can be expressed as In the following two subsections, we estimate the lower bound and upper bound of w based on Equation (8).
Lower bound of w
As mentioned in Section 1, too small a value of w cannot track the short-term congestion of the queue. The lower bound of w is therefore determined by the ability of the RED algorithm to track short-term congestion. If (m 2 , m 1 ) K l , packets will definitely be dropped irrespective of the value of avg(m 1 ). Therefore, to obtain the lower bound of w, (m 2 , m 1 ) should be less than K l to track short-term congestion.
As we describe the instantaneous queue size by modulating a fast varying function f (i) by a slow varying function g(i) (see Section 3.1), the difference m 2 −m 1 should be small to enable tracking of short-term congestion. Therefore, g(i) is almost constant between the two calculation points (m 1 and m 2 ), which are very close.
If we denote m = (m 1 +m 2 )/2, Equation (8) can be expressed as Figure 8 . Queuing delay at a RED gateway queue for w = 0.05 and 0.0042.
As the short-term queue size variation can be described by an ON-OFF model [40] , f (i) can be expressed as
where b is the burst ratio between the ON and OFF states, and q 0 is a scale parameter representing the queue length during the OFF period of long-term congestion. For the above ON-OFF model, f (i) and f (i +2) represent two adjacent ON (or OFF) periods. Therefore, m 2 −m 1 = 2 in the calculation of (m 2 , m 1 ) for two adjacent short-term peaks. Then, we have
By simplifying Equation (11) As w 1 and b 1, we have 1−w +b 1+b. Therefore,
As explained in the beginning of this section, the condition (m 2 , m 1 ) K l must be satisfied to accommodate adjacent burst arrivals without packet drop. Using this condition, Equation (13) gives
Equation (14), therefore, gives the lower bound for w.
Upper bound of w
To derive the upper bound for w, we need to consider the variation of the slow function g(i) over a period that is featured by long-term congestion. Here we assume that g(i) increases and decreases linearly [1] and periodically [40] . During this period, the change in average queue length must be large enough to capture the long-term behavior of network congestion. to be half of a long-term congestion period as shown in Figure 2 . By substituting Equation (10) into Equation (8) , and using l 1 = m 2 −m 1 , we obtain
Note that for the series S1 = 1x +3x 3 +5x 5 +··· and S2 = 2x 2 +4x 4 +6x 6 +··· , the following approximations hold when x>1:
where n is the term number in the series. Using Equations (16) and (17) in Equation (15), we obtain For w 1, we obtain
To track long-term congestion, it is necessary that the change in average queue length between two calculations should be no less than K l , i.e. (m 2 , m 1 ) K l . This gives us
From the above equation, we obtain the upper bound of the weight parameter w as
Equations (14) and (21) set the lower bound and upper bound, respectively, for the weight parameter w. 
Numerical bounds of w
Having developed the expressions for the lower and upper bounds of w in the above sections, we use the expressions to determine some representative numerical bounds of w.
From Figure 3 (14) and (21), the lower and upper bounds of w are obtained as 0.045 and 0.071, respectively. In Section 5, we will use these two boundary values of w, in addition to w = 0.05 (which represents a typical value satisfying the bounds obtained from our model), to determine the performance of RED and compare it with previous studies.
SIMULATION RESULTS AND DISCUSSION
In Section 4, we proposed a model that takes into account the variation of the queue length to determine the lower and upper bounds of the weight parameter of a RED queue. To check the effectiveness of our model, we ran simulations of RED queues with five values of w: three obtained from our model (see Section 4.3) and two proposed in [1] . In this section, we compare the performance of RED using the five different values of w. 
Simulation configuration
To enable a fair comparison of our work with previous work, we have used the simulation configuration shown in Figure 3 , which has been used by previous researchers [1, 6, 20] . Three TCPbased servers, using File Transfer Protocol at the application layers, send traffic to a client through a RED gateway that feeds a bottleneck link. Simulations were carried out with the OPNET 5.1 network simulation tool for different values of w as described above. Parameters for the network configuration are given below:
• Server0 to RED gateway link: Propagation delay 1 ms, link rate 100 Mbps.
• Server1 to RED gateway link: Propagation delay 5 ms, link rate 100 Mbps.
• Server2 to RED gateway link: Propagation delay 3 ms, link rate 100 Mbps.
• Client to RED gateway link: Propagation delay 5 ms, bottleneck link rate 10 Mbps. To induce congestion at the RED queue, the bottleneck link rate has been chosen to be 30 times smaller than the sum of link rates feeding the bottleneck link.
• Gateway processing speed: 1 ms per packet.
• Gateway queue size: 50 packets.
• K l = 5, K h = 15: These values have been selected using the rule given in [1, 41] .
• w = 0.045, 0.05, 0.071 (as calculated by our model in Section 4.3) and 0.0042, 0.002 (as given in [1] ).
• Max drop = 0.1 [41] . The above values of the link bandwidths were chosen to induce congestion at the gateway. To test the fairness of TCP connections having different Round Trip Times, the delays of the three links connecting the servers to the RED gateway were chosen to be different.
Results and discussions
For the network configuration given in Figure 3 , we ran simulations for 100 s of simulation time in order to cover enough time for the results to reach the steady state. In this section, we compare the performance of RED for two sets of parameter values:
• w = 0.05 (an arbitrary value within the range suggested by our model in Section 4. Figure 4 shows the instantaneous queue size at the RED gateway for w = 0.05 and 0.0042. It is seen that for w = 0.05, the queue size and queue size variation are both much smaller than for w = 0.0042. Figure 5 shows packet drops at the RED gateway. Although the queue drops more packet for w = 0.05 than for w = 0.0042, it is important to note that the drops for w = 0.05 are active packet drop rather than drops due to buffer overflow (tail drop) occurring for w = 0.0042. The fact that w = 0.0042 causes tail drops is Figure 15 . TCP load at the three servers with w = 0.071.
evident from global synchronization as shown in Figure 6 , where the three TCP servers back off (no transmission of data) simultaneously during the time interval between 72 and 95 s. The global synchronization results from an improper choice of w = 0.0042, which is too small to perform AQM (resulting in drops being predominantly due to tail drop) in this experiment. (Note that May et al. [6] also observed global synchronization when using RED.) On the contrary, for w = 0.05 (as obtained from our proposed algorithm), global synchronization is avoided because of AQM over the entire simulation time as shown in Figure 7 , where there is no global synchronization among the TCP servers. Figure 8 shows the instantaneous queuing delay experienced by packets at the RED gateway queue. As the gateway queue for w = 0.05 is smaller than for w = 0.0042 (see Figure 4) , the instantaneous queuing delay is also smaller. Furthermore, as the instantaneous gateway queue size for w = 0.05 has a low variance (see Figure 4) , it also results in a smaller delay variance (jitter). Figures 9 and 10 show the aggregate end-to-end TCP throughput for w = 0.05 and 0.0042, respectively. As w = 0.05 results in a higher packet drop than for w = 0.0042, it is reasonable that w = 0.05 results in a lower normalized throughput.
5.2.2.
RED performance for w = 0.045, 0.071 and 0.002. In Figures 4-8 , we have shown that w = 0.05 (an arbitrary value within the range of w suggested by our algorithm) results in a higher performance of RED as compared with using w = 0.0042 (as suggested in [1] ). However, recently Floyd [41] has suggested using w = 0.002. To further test the effectiveness of our algorithm, we Figure 11 shows that both the bounds (w = 0.045 and 0.071) suggested by our algorithm result in a lower instantaneous queue size. Although the packet drop is higher for w = 0.045 and 0.071 as seen in Figure 12 , it should be noted that the drops are due to active packet drops as mentioned above. This is confirmed by global synchronization happening at w = 0.002 ( Figure 13 ) and the lack of global synchronization for w = 0.045 ( Figure 14 ) and 0.071 ( Figure 15 ). Figure 16 shows that the bounds of w suggested by our algorithm results in a lower queuing delay than w = 0.002.
CONCLUSION
In this paper, we have developed a model to calculate the lower and upper bounds of the weight parameter in a RED gateway. The model takes into account the short-and long-term congestion at the gateway to calculate the bounds of the weight parameter of a RED queue. The bounds on the weight parameter calculated from our model allow the RED algorithm to trace persistent congestion at the gateway, while filtering out short-term transient congestion. We have shown that a RED gateway configured with the weight parameter obtained from our model provides lower delay/jitter for TCP traffic when compared with previous models. Therefore, our model is suitable for real-time applications that require low delay/jitter, such as IP Telephony and video conferencing. Our model can also be used to dynamically configure the weight parameter of a RED gateway based on the TCP traffic pattern.
