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これ ら三者の行動 を,ま ず,時 間の観点か ら眺めてみ る。まず,経 済主体で
あるが,経 済主体 は,時 間軸上で継続的 に活動 している,と 考 えるのが適 当で
あろう。次 に,統 計機関にとっては時間は大 きな意味を もってい る。統計機関
は,あ る期 間 を区切 ってその期 間中のデー タを集め,期 間終了後 にま とめた
データを他 の ものに利用で きる形にす る。期間中に中間発表的なものが あるか
もしれ ないが,そ の算出には期 間の全てのデー タを使 うことはで きない。分析
者 は他 の2者 と同期 して分析 を行な う必要はと くにない。
次に,情 報の観点か ら眺めてみ よう。
経済主体 は,通 常分散 的に活動 してい る。ある種のデータに関 しては,あ る
経済主体は,そ のほかの全ての経 済主体の持つデー タを一切 もたない と考える。
他 の種 のデー タについては,任 意の時点で市場な どを通 じて全 ての経済主体が
その気 になれば得 ることがで きるであろう前者のデー タを各経済主体 に固有な
データとい う意味でローカル変数 と呼 び,後 者を,全 ての経 済主体 が利用可能
なデー タとい う意味で,グ ローバル変数 と呼ぶ ことにす る。現実には,あ る種
の経済主体 は前者の種 類 のデー タにつ いて も,い くつかの 自分以外 の主体 の
データについて知識があるか もしれないので,こ れ は一つの抽象である。理想
的な例 と しては,ロ ー カル変数 は各経済主体の所得,グ ローバ ル変数 は為替
レー トがあげ られ よう。各経済主体 は,任 意の時点で,自 分の管理す るローカ
ル変数に関す る情 報及 びグローバル変数 に関する情報 を得 ることがで きる。
統計機関 は,以 下の分析では次の ことを行 なうもの とされ る。特 定期 間の終
了後に,ロ ー カル変数 に関 しては,期 間の最後の値 についてその経 済主体に関
す る総和 を他の ものが利用で きる形で公表す る。 グローバル変数 に関 しては,
期 間中の平均値 を公表す る。公表されたデー タを,マ クロデー タと呼ぶ こ とに
す る。統計機関は期間終了後 に,全 ての期末の ローカル変数のデー タおよび全
ての期間中の任意の時点のグローバ ル変数のデー タを所有 していることになる』
なお,マ クロデー タは新たなグローバル変数 と考 えることがで きる。
分析者 は,統 計機関が発表 したマ クロデー タに基づ き経済分析を行な う。グ
時 系 列 と 集 言†(387)87
ローバ ル変 数 に関 して は,分 析 者 もまた任意 の時 点の デ ー タを得 られ る と考 え
るのが妥 当で あ ろ うが,扱 う回帰式 が ロー カル変 数の総 和 にな ってい るデ ー タ
を含 む場 合 には,デ ー タの数 の 少 ない方,ま たは公表 され るサ イ クルの長 い 方
に利 用す る デー タの数 を合 わ せ て い る,と 考 え る ことが で き る。
以上 の記 述か ら,ロ ー カル変 数 に属 す る ものば,そ の和 が意 味 のあ る ような 「
変 数 で な ければ な らな い。 グ ローバ ル変 数 に は特 にそ の よ うな制約 はな いが,
公表 され る ものが平 均 値で あ るか ら,そ の水準 が 問題 にな るよ うな ものが 望 ま
しい。
さ て,こ こまで の考 察か ら,あ る期 におい て,第 ゴ経 済主体 が 丁回 の決定 を
す る もの と して,そ の 塒 点で の線 形 行動 方 程式 は次 の よ う にな る。 なお,係
数 は期 間 の 中,ま た は外 で 不変 とい う想定 を置 い てい る。 また,行 動 の決定 に
当た って変 数 の以 前 の デー タを参照 す る こ とが 当 然あ り得 るが,そ れ もな い も
の と して い る。
4}㌔,=.Σα∫ノ∠1エ、ノr十.Σ(βノ7)2ノ,十9ゴ,.(2.1)
た だ し,Σ'は ノに 関 して と る もの とす る。 ま た,Σ 』yl`=琉 」94」耐二鞠,
Σ珈/T=z;,∬,γは ロー カ ル変 数,gは グ ローバ ル変 数 とす る。ヱ の変数 の数 を
ρ,zの変 数 の数 をgと す る。
グ ロー バ ル変数 の中 に は,定 数項1か らなる ものが あ って も構 わ な い。期 間
の 問 に決 定 を行 な う回 数 丁 は各 経 済 主 体 に つ い て異 な る,ま た は参 照 す る
デー タの 時 点 が 異 な る で あ ろ うか ら,実 際 に.ΣZ∬〆T=zノとい う式 が 全 て の経
済 主 体 に関 して成 り立 つ必 然性 は ない が,こ れ はむ しろ些 細 な問 題で あ ろ う。
次 に,(2.1)式を'に 関 して 総和 を と る こ とで,統 計 機 関の保 有 す るデ ー タ,
す な わ ち 働,Eに つ い て の式が 得 られ る。
名=Σαゴ両,+Σβf/2,+〆ゴ(2.2)
この式 は,実 際 の時 点 ご との行 動 方 程式(2.1)を単 に加 算 して い った もの で
あ るか ら,こ れ を 「真 の行 動方 程式 」 また は単 に 「行 動 方程式 」 と呼 ぶ こ とに
す る。
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さらに，経済主体に関して総和をとることで'"クロデータを統計機関が算
出する。
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グ ロー バ ル変 数 の 動 向 を決 定 す る こ とが で き る と考 え る の で あ る 。
III行 動 方 程 式 と回 帰 式
最:初に きわ め て 簡単 な モ デ ル を提 示 し,後 で,一 般 的 に展 開 す る 。 こ の 節 の
内 容 は,Theil(1971)と叙 述 の 形 式 で は 異 な る と は い え,本 質 的 に 変 わ る と
こ ろ は 全 くな い 。
真 の 行 動 方 程 式 が,一 つ の 集 計 さ れ る ロ ー カ ル 変 数 か ら 一 つ の 集 計 さ れ る
ロ ー カ ル変 数 を決 定 す る よ う な 簡 単 な 場 合 を 考 え る。
Y,=αゴエi十u;(3.1>
こ れ に従 っ て,回 帰 式 は 次 の よ う に な る。
y=o鷹十"(3.2)
以 下,α のOLS推 定 量 と各a;の 関 連 を考 察 す る 。




但 し,こ こ で の ∫は,前 節 で の'と 異 な り,期 間 内 の 番 号 で な く,期 間 そ の




次 に,回 帰 式 を 考 え る 。
召を"x1の ベ ク トル で 全 て の 要 素 が1か ら な る も の と し,レ=(街,Vr-i,.
以、)と書 く と,回 帰 式(3.2)は次 の よ う に ま と め る こ とが で きる 。
(〆}う'≡α(e'X)'十y'






こ の 式 の 分 子 ほ 次 の よ う に 展 開 さ れ る 。





一 方 ,分 母 は,Σ(Σ 妬)2で あ る か ら,E(の は 次 の よ うに 書 く こ と が で き る。
E(の=勘 α1+碗 α2+...+砂 。α。
但 し,勘 篇(Exit-Exit)/(Σ(Σ∬`,)2)
こ の こ とか ら,Σ 　〃,=1が 成 立 す る 。 す な わ ち,回 帰 式 のOLS推 定 量 の 期
待 値 は,真 の 行 動 方 程 式 の 係 数 の 加 重 平 均 に な る,と い え る 。 この 勘 は,形
式 的 に は次 の式 の 御 のOLS推 定 量 と一 致 して い る。
エr,=ωrΣ㌃μ十u,
次 に,E(が,,がr')=diag(a2;),E(が,,π*ε')=O,'≠∫ と し て,分 散 を 見 る 。
γ(の=E(((e'XX'θ)一1(ε'XU'θ))((e'XX'e)塵1(〆xひ'θ))り
E(σ'8〆の=(.'ai-)乃(乃は7「×Tの 単 位 行 列)で あ る か ら,
レ(δ)=(Σσ2」)(e'XX'e)一'
(3.1)の行 動 方 程 式 の 仮 定,及 び そ の 撹 乱 項 の 仮 定 の も と で,(_'a2,)はΣ 名
の,つ ま り,真 のyの 分 散 に 等 しい 。 従 っ て こ の 結 果 は,標 準 的 な場 合 の 分
散 の 式 と何 も変 わ らな い 。 従 って,興 味 の 中 心 は 推 定 量 の 平 均 に 置 か れ る べ き
で あ る。 た だ し,回 帰 式(3.2)の撹 乱 項 砂 と 行 動 方 程 式 の 撹 乱 項 茜 は,"=
〆が の 関 係 に あ る わ けで は な い 。




こ こで,か に 関 す る添 え 字 は 経 済 主 体 を 意 味 し,ノ に 関 す る 添 え 字 は 経 済 変
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数 に つ い て の もの で あ る。 β,はnxlの 係 数 ベ ク トルで あ る 。
Aニ(!11,A2...Ay,β1,β2...,6,)
工融=(τ*1,'...エ*OfZ且f...27,)'
こ の よ う に お く と,上 の 式 は コ ンパ ク トに書 く こ とが で き る。
Y*=Ax*r十π*,




(3.6)式は,真 の行 動 方 程 式 に 対 応 す る。
次 に,回 帰 式 を 考 え る。 次 の よ う な 変 換 行 列Eを 考 え る。
H=diag(it⑭〆,1∂
回 帰 式 の 係 数 ベ ク トル を α=(a,,a2...偽,β1,β2,..N9)'として 次 の よ う
に な る。
(〆】『プ=(HX)'α十 γ




こ こで,A'e=(α 、、...an,...a,4.,.a,q,(,4,'e)...(NO)。さ ら に,W=
(HXX'Hつ 一IG朋Xつ と お く と,
E(の ニ 〃「(A'e)
瑚'=∬ 〔卯+ω
よ り,次 の こ と が わ か る 。 躍 の 第 ゴ行 を 曜(の と書 く。 曜 の 要 素 は 次 の よ う
に ウ ェ イ ト と呼 ば れ る に ふ さ わ し い の で,そ の よ う に 呼 ぶ 。 ま たHの ゴ行 目
を 丑(ゴ)と書 く。
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1) U五 1~五p ， ，=，の時，W(z)Hω'=1 
ある集計されるローカル変数に対応する回帰式の係数に対し，対応する行動
方程式の係数のウェイトの和は lになる。
2) 1 ~五 Z~与 1~五F壬p，，宇1の時，W(i)Hω'=0 
ある集計されるローカル変数に対応する回帰式の係数に対し，それ以外の行
動方程式のローカ Jレ変数の係数のウェイトの和は0になる。
3) u五 i~p， P十l壬r亘pトq，W(，) H(j)' = 0 
ある集計されるローカル変数に対応する回帰式の係数に対し，グローパル変
数の係数のウェイトは0，つまり影響は0である。
4) p+ 1 ~計三五p+q， 1孟，;亘p，W(z)H(j)'=O 
あるグローノミル変数に対応する回帰式の係数に対し，集計されるローカル変
数の係数のワェイトの総和はそれぞれ0である。
5) p+1孟1三戸+q，i= jの時，W(z)H(jγ=1 
あるグロパーlレ変数に対応する回帰式の係数に対し，対応するグローパル変
数の係数のウェイトは lである。







数 x，とARMA(九 q2)変数 x，をとって x=x，十んとL、う変数Xを作った
場合，xの AR部分の次数は p，十戸2以下，MA部分の次数は rnax(p，十φ，P2 
十q，)以下になり，また，係数がうまくかみ合わない限り 般に「以下Jのう
ち「等しL、」ことになる。例えば 2つの AR(l)変数の和は，通常 ARMA



















これは， (3，1)式で YをXに xをX_，に置き換えたものである。ただし，






X=AX_1 + u (4.3) 
回帰式(4.2)の条件付き最尤推定量は x*，を与えられたものとする OLS推
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定量である。ここでは，その漸近的な値を問題にする。
a= ((e'X_，) (e' X_，)') -l( (e' X_，) (e'X) ')
= (e' X_1X_/ e) -1 (e'X_，X' e) 
= (e'X-，X_，'e) -1 (e'X_， (AX_， + Uγe) (4.4) 
ここで.U= (u*.， u本T-I・..uち).E([fJ=Oまた.X_1=(Xち-1，Xち-，
X*I)で X*，は初期値Xil とuト・ Ui2の線形結合に書き直すことができるか
ら UとX_，の関係において対応する部分に関して独立。従って aの漸近
的な値には無関係である。
plim (a) = plim (e' X _IX_1' e)-， (e' X_1 (AX_，)' e)
二 plim (e' X_，X_，' eγ'(e'X_，X_1'Ae)) (4.4) 
X_，X_，'= (Xち-I，Xキ，._，.. . X*，)(Xちイ.X*T-". . . Xγ)' 
= 1:X *，X *，' 
X*， = (X". X". . . . Xn，)'であるから，
/ X"X"， X"X"， 








plim( (2:X"X，)/(T-l)) =0， 宇j
a，'!(l 日.')は初期条件のない定常過程と Xitを見たときの分散である。これ
を使って，次のように書くことができる。
plim(X_，X_1'/(T-l)) =diag(σ，'/(1-a，') =r(O) 
plim( (e' X_，X_，' e) -1 (e' X_，X_{ Ae)) = (e' r(o) e) -'(e' r(O)Ae) 
(eT(O)Ae) =1:(σ，'!(1σ，') )向
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(〆」「(0)の一1=Σ(σ12/(1一σr2))
琳=(σゴ2/(1一α`2))/Σ(σi2/(1一αf2))と定 義 す る と,最 終 的 に確 率 極 限
は.Σ幽α,と書 き直 す こ とが で きる。 この結 果 か ら,Σ 助=1と な って,ω が 漸
近 的 な ウ ェイ トと呼 ば れ る もの にふ さわ しい こ とがわ か る。 この結 果 は,3節
の場 合 の簡 単 な場 合 にお け る ウェ イ トに対 応 す る もので あ るが,個 々 の時系 列
の実 現値 に は依 存 しな い。
w;をなが め るこ とに よ って,回 帰 式(4.2)と,行動 方 程式(4.1)との 関係 は,
行動 方 程式 の係 数 の絶 対 値 が1に 近 いほ ど,ま た,行 動 方程 式 の撹 乱項 の分 散
が大 きい ほ ど,そ の係 数 にかか る ウェ イ トが 大 きい こ とが わ か る。
.Σω,αゴを,予 測 の観 点 か ら眺 め てみ る こ とにす る。 こ こで は,さ らに,撹 乱
項 彿が 正 規 分布 に 従 う こ とを仮 定 す る。(4,1)式の も とで,濫 一1=エ凹 が 与 え
られ た とき,渇 の 最適 予 測 は α蘭.、で あ る。仮 に,集 計 さ れ た変 数 の 回帰 に
よ って,推 定 値 が Σ勧α」に ち よ うど一致 した と しよ う。 そ の時,分 析 者 は,
集 計 され た 変 数x.1=匹 、の条 件 の元 で,最 適予 測 を(働 α」)エ.、と して計 算 す
る こ とに な る。 一 方,集 計 され る前 の変 数 の真 の値 が ∬匡.、で あ り,Σ¢ゴ.、=記.、
で あ る と し よ う。 さ ら に,{α`}が わ か っ て い る な ら,ヱ の 最 適 予 測 は,
Σα両 一1で与 え る こ とが 妥 当 で あ る。 さて,X;_,は,2(卜2以前 の系 列 を無視 す
る と,以 上 の仮 定 の もとで,他 の経 済 主 体 の変 数 と は独 立 にN(0,σr2/(1一αi2
))に従 ってい る。 これ を使 って,次 の 関係 が得 られ る。
E(X;一11X-1=認.、)=琳τ一1
E((Σα、xピー、)1x.1=エ.1)=(Σα、ω`)∫一、
集 計 され た変 数 に よ る係 数 の推 定値 の極 限faiwiは,そ れ を使 ったXの 最
適 予 測 が真 の係 数{α,}がわ か って い る もとで の最適 予 測 の 期待 値 に等 しい と
い う意 味で,望 ま しい性 質 を もってい る。
次 に,一 般 の,定 数項 を 含む 朋(ρ)モ デ ル につ い て同 じよ うにみ て み る こ
とにす る。
まず,個 々の経 済主 体 の行 動 方 程式,及 び回帰 式 は次 の よ うにな る。






合 X，の平均はん=丘ι1(1-.EaJl)である。 i斬近理論においては， β，よりも μ，
を用いた方が表現が簡単なので，一部，これを用いる。
X *， = (X"， X2I， . . • X.Y， Aj=diag (aij) 
戸*二(戸"戸2，. . 戸η)'，U*I= (UUI U2l1 ー田 U副)'
X*，=A1X"_I+.. . +A;X*，ρ+s*+Uへ
これが， (4.5)式を経済主体に関し並へた式になる。
A = (A" A2 • • • A;， i1*) 
Xt-1= (X*I-t'， X*t-2' .目 .X *t-/， 1)' 
とおくとコンパクトに書くことができて
X*，=AX，.+u六





なる Hをとり， V== (VT， VT-l . . . Vp+l)' t日=(日1，日ト ・向， μ)とすると，回帰
式は次のようになる。
(e'め'=(HX)'日+v
簡単な例と同じように，Xて， .目 . X*1を与えられたものとして， OLS推定
量を求める。
a= (HXX'H')-I(HX(AX+目、)
X と Uはやはり対応する部分が独立で E(U)=Oであるから，日のi斬近的な値
は次のように書くことができる。
plim(め=plim((HXX' H') -1 (HXX'A' e)) 
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個 々 の 行 動 方 程 式(4.5)が定 常 性 の 条 件 を 満 た して い れ ば,初 期 値 の 影 響 は
`漸近 的 に 無 視 す る こ とが で き る
。 さ ら に,次 の よ うに 定 義 す る 。
u=(91,u=...an)',1「(ゴ)=diag(r;(1))
こ こで,μf,r+)は そ れ ぞ れ,(4.5)式 の も とで の 平 均 及 び ゴ次 の 自 己 共 分







を ρ個 の1か ら な る ρ×1の ベ ク トル とす る 。
・　 …蝋2欝 激 職 、r+。⑭パ)
ただ し,0昌(ち⑭〆)八ち⑭θ)
これが,3節 の一般的な場合の ウェイ トに対応す る。ARの 係数の推定値 に
は,以 上か ら,各 々の行動方式 における自己共分散が決定的な役割 を果た して
い ることが理解で き,例 えば行動方程式にお ける撹乱項の分散が大 きければ,
それだけ回帰式 におけ るその行動方程式の係数 のウェイ トが高い ことな どがわ
か る。 しか し,一般 に行動方程式の係数 とその自己共分散 との関係が複雑な こ
ともあ り,そ の関係 は複雑であ る。また,定 数項の推定値 には,平 均 的なウェ
イ トは0と はい え,行 動方程式 のARの 係数 が関係 して くることを読 み とる
ことがで きる。
V非 定 常 過 程
定常 の場合の定数項 のないAR(1)ケー スに対応す る,簡 単な ケースのみ扱
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う。
(4.1)式でa=1で あ れば,邸 は ラ ン ダム ウ ォー クに な る。 この タ イプの行
動 方程 式 を全 て の経 済 主 体 が もって い る場 合,そ の集 計 され た変 数 Σ邸 もま
た ラ ンダ ムウ ォー クにな るか ら,問 題 は ない。 問 題 は,行 動 方 程式 の一一部 の係
数 が1αず1〈1であ った場 合 で あ る。 も し,一 つ で もあ る と集 計 され た 変 数 は,
ARIMA(0,1,・。),また はARIM、4(。,1,0)で書 き表 され る。
4節 の分析 は定常 の場 合 で あ って 非常 の場 合 に はそ の ま ま通 用 しな いが ,そ
こで は時 系列 の分 散 が 決定 的 な役割 を果 た して いた。 漸 近 的 には,分 散が 無 限
大 にな る,つ ま りラ ンダム ウ ォー クに したが う変数 が ドミネー トす る事 が 予 想
され る。 これ は 回 帰 式(42)の αの0乙5推 定量 の漸 近 的 な値 が1に な る とい
う事 前 の知識 と一 致:する
しか し,よ り重 要 なの は,単 位根 の検 定 に及 ぼす定 常 変 数の 影響 で あ ろ う。
有 限 の標 本で 検定 を行 な お う とす る場合,い くつか の問題 が 生 じる。 一・つ は,
部 学 的 に はARIMA(。。,1,0)と書 くこ とがで きるが,Dickey-Fuller流の検
定 を行 なお うとす る とき,有 限 のADFの 次 数で と どめ な けれ ば な らない こ と
で あ る。 もう一 つ は,有 限 の標 本 で あれ ば,ラ ンダ ム ウ ォー ク変 数で あ って も
そ の分散 は有 限 に と どま るか ら,仮 に,行 動 方程 式 の撹 乱項 の 分散 が ,定 常 な
ものに大 きく,非 定 常 な もの に小 さ けれ ば,真 の数学 モ デ ルが 階差 部分 を含 ん
で い て も,全 体 の動 きは定常 に近 い もの を示 す可 能性 が あ る こ とで あ る。
これ らの問 題 は,結 局 の所,撹 乱 項 の 自己相 関 を どの よ うに処 理 す るか にか
か って い る。 そ こで,SchmidtandPhillips(1992)の攪 乱項 自己 相 関 に対
す る修正 を用 い る こ とに して,実 験 を行 な い定常 な変数 の存 在 が最 終 的 な和 の
単 位 根 の検 定 に ど の よ うな影 響 を及 ぼ す か を調 べ てみ る こ とにす る。 但 し,
SchmidtandPhillipsの検 定 自体 は トレ ン ドが あ る と きに有 効 なよ うに作 られ
てい るが,全 体 の傾 向 を見 る上 で は,こ の検定 を使 うこ とに問 題は ない で あ ろ
う。
2つ の経 済 主体 のみ か らな るモ デ ルを考 え る。
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×1,=αλll,_1十碕fX2r=為,_1十 那2,
1α1<1,麗はiid,E(の=o,v(u;)=a2;とす る。 また,σ22=1とお いて い る。
Xdは いず れ も0に 設 定す る。
X1渉X2,が単 位 根 を もつ とい うこ とを説 明 して お く。
(1-aL)X,=碕(1-L)X2一麗2より,
(1-aL)(1-L)(.X、+為)=(1一乙)%1+(1-aL)π、
右 辺 は,新 た な 屈 撹乱 項 πを導入 してMA(1)の 形 で 書 くこ とが で き る。
(1-aL)(1-L)(x,+る)=(1+aL)π
σ=一1で あ る こ とが,左 辺 の(1一 ム)と打 ち消 しあ って(X,+X2)が定常 に
な るた め の必要 十 分 条件 で あ る。 α=一1に な るの は,a=1の 時 ,か っ そ の時
のみ で あ る こ とが計 算 に よ りわ か るが,こ れ は,1α1≦1の 条件 に反す る。
結果 をま とめた ものが表1で あ る。 数字 は,1000回の実験 の内,単 位 根 を も
つ とい う帰 無仮 説 が 棄 却 され た 回数 を示 して い る。/の 前 の数字 は,残 差項 の
相 関 に基 づ い て修 正 を す る前 の棄却 回 数,後 の数 字 は,修 正 を施 した 後 の棄 却
回数 で あ る。 σ、2=1,4,10の列,及 び 「非定 常 の み」 の部 分 は,す べ て帰 無
仮 説 が正 し く,帰 無 仮 説 が 正 し くな いの は 「定常 のみ 」 の列 だ けで あ る。 「定
常 のみ」 の列 はX、 のみ で,「非 定常 のみ 」 はX2の み で検 定 を行 な って い る。
この検 定 の実 験 か らわ か る傾 向 は,次 の通 りで あ る。
1)σ 、2が大 きい ほ ど,帰 無仮 説 を誤 って棄 却 して しま う確 率 が 大 き くな る。
2)α が1に 近 いほ ど,帰 無 仮説 が 棄却 され る確率 が 小 さ くな る。
3)Schmidt-Phillipsの撹乱 項 の 自己分 散 に対 す る修 正 を施 す と,帰 無仮 説
を誤 って棄 却 す る確 率 は小 さ くで きるが,「定 常 のみ 」 の列 を見 れ ばわ か
るよ うに,対 立仮 説 が正 しい もとで も,修 正 を加 え る前 に比 べ て帰 籍 仮 説
・を棄却 す る確 率 もまた小 さい。
4)ノVが 大 き くな る ほ ど,か え って帰 無 仮 説 を誤 って 棄却 して しま う確 率
が大 きい。
1)の 結 論 は,4節 か ら予 測 で き る ことで あ る。2)の 結論 につ い て は,こ
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表1繰 り返 し1000回,有意水準5%で 帰籍仮説 「単位根 あり」の棄却回数 「定
常のみ」 はX、のみでの検定,「非定常のみ」で はX2の みでの検定 ・
標 本数=25,修 正 項の ラグ ・トラ ンケー シ ョンの 長さ=4
σ量2=1 σ12=4 σ13=10 定常のみ 非定常のみ
α;0.2 264八50 526!247 686/283 827/287 43〆22
α=0.4 178/74 343/140 452八61 590/191
α=0.6 114/57 188〃0 251/95 261〆94
α=0.8 73/35 89!44 93/44 102/44...一










Q,2=4 σ【2=10 定常のみ 非定常のみ














σ12=4 a,,=10 定常のみ 非定常のみ
4 936/965 993/988 1000/851 42/44
?
?? 844/866 984/950 1000/799
?? 751/677 915/790 999/752
勢 411/322 592/422 776/513
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の タイプの検定が いまの ところ逃れる ことので きてい ない問題,つ ま り,「定
常 のみ」の列にあらわされている,ARの 係数が1に 近い もとでのパ ワーの低
さが その まま反映され てい る と見 なす ことがで きる。4)の 結論は,多 分,
「定常 のみ」 の列 にみ られ るようにNが 大 き くなるほ ど対立仮説の もとでのパ
ワーが上昇す る ことと関係 があ るだ ろう。
いずれ にせ よ この結果は,集 計された系列において は,そ の真の時系列 的性
質は単位根 を含む ものであ って も,集 計 される前の行動方程式 の レベルにおい
て単位根 を含 まない ものがあれば,ま たはその割合が大 きいほ ど,単 位根 の検
定において誤 って系列 を定常な もの と見 な して しまう危険性が あることを示 し
てい る。
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