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ABSTRACT 
Sufficient conditions will be given for the existence of the limit of f(x) for x+ m if f is a solution 
of w(x)J(x) = gcf(x - 1) -f(x)). 
1. INTRODUCTION 
In this note we consider the delay differential equation 
1 
w is a positive continuous function on [l, 03), and g is an odd real 
(l-2) valued continuously differentiable function on R such that 
g(x)>0 if x>O. 
We say that f is a solution of (1.1) if f is a real valued function, continuous on 
[0,03), differentiable on [l, OQ), satisfying (1.1) on [l, 00). Every given con- 
tinuous function a, on [0, l] can be extended to a solution of (l.l), and this 
extension is unique. We just solve (1.1) as an ordinary differential equation on 
[l, 21 with initial value f(1) = p(l), and repeat this process for the intervals 
[n,n+l], n=2,3 ,.... 
N.G. de Bruijn (1949, 1950) and J.J.A.M. Brands (1972) treated the linear 
case of equation (1.1) (i.e. g(x) =x) for a large class of functions w (containing 
e.g. all functions ~(x)=x-~, a real). Among other things, they proved that 
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under some conditions for w (which for the specialization w(x) =x-~ reduce to 
the condition a 5 3) every solution has a limit. 
J.L. Kaplan, M. Sorg and J.A. Yoke (1979) proved for a typical auto- 
nomous equation (with a so-called order relation as righthand side) that every 
solution has a limit. The autonomous case of equations (1 .l) (i.e. w(x) = 
constant > 0) is a specialization of their equation. 
2. RESULTS 
We present the results of this note in three theorems all of which have the 
following form: 
THEOREM 2.k. If w and g satisfy condition (1.2) and, in addition, the con- 
dition (2.k), then for aif solutions f of (1.1) lim f(x) exists. 
x+m 
Theorems 2.1, 2.2, and 2.3 are obtained by substitution of k= 1, 2, and 3. 
Thus, we obtain theorem 2.1 if the additional condition (2.1) is satisfied, etc. 
The additional conditions are: 
X+1 
(2.1) lim inf j (w(t))- ‘dt = 0. x-m x 
w is continuously differentiable on [l, m), 
(2.2) 
w has a positive lower bound, say w(x) 2 L > 0, 
jf (w’(t))2dt = o(x) (x-too), 
g’ is positive and nondecreasing on (0,03). 
(2.3) 
: 
w is continuously differentiable on [l, m) with w’ nondecreasing, 
w(x)-+0 (x+03), w’(x) =o(w(x)) (x-+00), 
g’ is positive and nondecreasing, g/g is nondecreasing on some 
interval [O,a] with a>0 (or, equivalently, xh’(x) is nondecreasing 
on some interval [0, b] with b > 0), 
Sz” [wCW(wW)12d x = 03, where h is the inverse function of g. 
The very simple proof of theorem 2.1 is given in section 3 as an application of 
lemma 3.1. The proofs of theorems 2.2 and 2.3 are presented in sections 4 and 
5, and obtained by adaptations of the one in Brands (1972). 
In order to give an idea of that method we present a short demonstration for 
a special case, viz. 
x-yyx)+f(x)=f(x- 1). 
Squaring, integrating from 1 to n, and integrating 2 S; xp*f(x)f’(x)dx by parts, 
we get 
? x- 1(f’(x))2dx= i 
0 
(f(xN2 - n j 1 O)2dx + cf( 1 >I2 - 
- n - *(f(n))2 - + c x- 3’2cf(x))2dx. 
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We conclude that j f x-‘(f’(~))~dx< a, from which we can derive that limf(x) 
exists. 
x-m 
This method can be modified so as to be applicable, not to (1.1) itself, but to 
the equation obtained by differentiation. 
REMARK. All conditions on w in (2.2) and (2.3) can be weakened by re- 
quiring these conditions on a sub-interval [l + b, 00) only. This is easy to see by 
application of theorem 2.2 or 2.3 to f(x+ b). 
EXAMPLE. Consider the equation 
with /I2 1. If (Y 5p/2 then (1.2) and (2.3) are satisfied, hence limf(x) exists for 
a solution f, which, for /3= 1 and w(x) =x-~, is in agreement with results of 
N.G. de Bruijn (1950) and J.J.A.M. Brands (1972). If p> 1 and a>P/2 then 
the asymptotic behaviour is not known. (The case p = 1, a> l/2 is treated in 
N.G. de Bruijn (1949)). 
3. PRELIMINARIES 
Let conditions (1.2) be satisfied and let f be a solution of (1.1). We define 
functions M, m, 6 and A by 
M(x):= max {f(t)lx~t~x+l}, m(x):= min {f(t)Ix~tix+l), 
A(x):= max {IS(t)1 Ix~f~x+l}, &(x)=M(x)-m(x), forxrl. 
LEMMA 3.1. The solution f is bounded. Moreover, the functions Mand - m 
are nonincreasing. Furthermore, f’ has at least one zero in every interval 
[x,x+ 11, x2 1. If w is continuously differentiable, then f” exists and is con- 
tinuous on [2, w), and 
X+1 
j If”(s)ldszA(x) forxr2. 
x 
A lso 
X+1 
A(x)> j If’(s)Idsr6(x)forxrl. 
x 
PROOF OF LEMMA 3.1. The proof of the statement about M and -m is 
obtained by obvious modifications from the one in Brands (1972). The other 
statements in lemma 3.1. are even simpler. 
An obvious consequence of lemma 3.1 is 
COROLLARY 3.1. If lim 6(x) =0 then lim f(x) exists. 
x-CD x-m 
PROOF OF THEOREM 2.1. Since g(f(x- 1) -f(x)) is bounded, we have 
Xfl X+1 
d(x)s s If(s) 1 ds= O( j (w(t))-‘dt) (XL 1). 
Y x 
Since 6 is monotonic, the theorem follows. 
We mention several simple statements about the inverse function h of g if g 
satisfies the extra condition that g’ is positive and nondecreasing. The proofs are 
easy and therefore ommitted. 
h is an odd continuous function on R, positive on (0,03), continuously 
differentiable on R \ { 0} . The derivative h’ is positive on R \ { 0)) nonincreasing 
on (0,03), and h’(x) = [g’(h(x))]-’ if x#O. If g’(O)#O, then the exclusion of x=0 
in the foregoing statements about h can be ommitted. 
LEMMA 3.2. Suppose that, in addition to (1.2), the following conditions are 
fulfilled: g’ is positive and nondecreasing on (0, w), w is continuously differ- 
entiable on [l, m), w(x)+0 (x--+00), W’ is negative and nondecreasing, and 
w(x)/w(x + 1) has an upper bound on [ 1, m), say W. Then f is bounded. 
PROOF OF LEMMA 3.2. For a constant solution f (i.e. f(x) =constant on 
[0, m)) lemma 3.2. is obviously true. From now on we suppose that f is a non- 
constant solution. Then A(n) >O (n L I), and expressions h’(w(x,JA(n)), 
appearing in the sequel of this proof, are defined. For every n 2 2 there is a 
numberxnE[n,n+1]suchthatA(n)=If’(xn)I.Ifxn=nthenA(n)IA(n-1).If 
n <x,, ez n + 1 then fN(x,J sgn cf’(xn)) 2 0. Differentiating (1.1) we get 
(3.1) NW”(x) + WW’(x) = U-Q - 1) -f’(x>)g’(h(wW’Wx))) 
It follows that 
(x22). 
[f’(xn - 1) sgn (f’(xn)> -A(n)lg’(h(w(x&l(n))) - w’(xJ(n)) r0 (n 12). 
Hence we always have 
(3 -2) [l + h’(w(xJA(n))w’(x,)]A(n) IA(n - 1) (nr2). 
Consider the function !E [0, oo)+ R, defined by 
Y(t) = [I - aK(Pt)]t, 
where (II and j3 are positive numbers. Since x/z’(x) I h(x) (x> 0) we have that 
ath’(Pt)~cz~-lh(Pt). It follows that P(t)+0 if t+O. From the conditions on g 
we know that h’@t) tends to a finite limit h’(co) r 0 if t+ 03. If ah’(m) < 1 then 
clearly Y(t)+w if t+w, and it follows that, given a positive number y, there is 
a largest number t such that Y(t) = y. Hence it is possible to define a sequence 
B,,, n 2 no, as follows: Bno =&,,, Bn[l + w’(xn)h’(w(xn)Bn)] = Bn- I (n rno), where 
no is such that w’(no)h’(w) > - 1, and where it is meant that, for n > no, B, is the 
largest number satisfying the equality. Trivially we have that A(n) 5 Bn <B,+ 1 
for n 1 no. Hence 
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(3.3) Bn[ 1 + w’(xn)h’(w(xn)Bn,,)] I Bn 1 (n>noL 
where we have used the monotonicity of h’. Clearly, B, is bounded if 
i / w’(xn)h’(w(xn)Bn,) 1 -=c 03. 
n=no 
Wehave,forn-l<x<n,nrno+l, 
j w’(xn)h’(w(xn)Bn,) 1 I - w’(n)h’(w(n + 1)Bno) 5 
5 - w’(n)h’(B,,W-2w(n - 1)) I - w’(x)h’(BnOWP2w(x)). 
Hence, for N> no, 
; 1 w’(x,Jh’(w(xn)Bn,J 1 5 - ‘s w’(x)h’(w(x)Bn, W-2)dxs 
n=no+l no 
sB,’ W2h(Bn,W-2w(no)). 
This completes the proof of lemma 3.2. 
LEMMA 3.3. Suppose that, in addition to (1.2), w is continuously differ- 
entiable on [l, 00). Then 
If’(x- 1) -j-‘(x)]2dx~C-2~ G(f(x- 1) -f(x))(w(x))P2w’(x)dx (YL~), 
where C is a positive constant and G(t): = 16 g(s)ds. 
PROOF OF LEMMA 3.3. Putting u(x): =f(x- 1) -f(x), we derive from (1.1) 
that 
(3.4) u’(x) + (w(x)) - ‘g(u(x)) = (w(x - 1)) - ‘g(u(x - 1)) (x22). 
Squaring both sides of (3.4), integrating from 2 to y, y>2, integrating 
2 i (w(x)) - ‘gWWWx 
by parts and rearranging terms, we find 
(3.5) 
i (u’(x))2dx= 1 (f’(x))2dx+ 2(w(2))-‘G(u(2)) - 
-2 i G(u(x))(w(x))-2w’(x)dx- ,i, (f’(x))2dx-2(w@))-‘G(u@)). 
Since G(t) L 0 for all t E R the lemma follows. 
4. PROOFOFTHEOREM2.2 
In the sequel symbols Cl, C2, etc. denote properly chosen constants. 
Since g(foc- 1) -f(x)) is bounded and w(x) IL >0 on [I, 00) it follows from 
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(1.1) that f’ is bounded on [l, 00). Using the boundedness off, f’ and wf’ we 
infer from (3.1). 
(4.1) w(x) If”(x) I 5 Cl If@ - 1) -S(x) I + c2 I w’(x) / (x22). 
Squaring both sides of (4. l), using the inequality (a + b)2 12a2 + 2b2, integrating 
from 2 to n, II > 2, we obtain 
(4.2) 2 [ w(x)fyx)]Ux 5 c3 + G 4 (w’(x))2dx + cs 2 [f’(x - 1) -f’(x)]%Ix. 
By Lemma 3.3, using the boundedness off and l/w, and using the Schwarz’s 
inequality, we have 
1 [f’(x- 1) -f(X)]%XI C6 + c7 2 I w’(x) ) dxs C6 + C7d[ 1 ) w’(x) 12dxl’. 
Moreover, by lemma 3.1 and Schwarz’s inequality 
3 [w(x)j-yx)]%ixrL2(n -2)(6(n))2. 
Since ji I w’(x) I 2dx = o(n) (n + 03) we can conclude that 6(n) = o(1) (n-+ 00). 
5. PROOF OF THEOREM 2.3 
From w’(x) = o(w(x)) (x+ w) it follows that w(x)/w(x + 1) has an upper bound 
W. Hence lemma 3.2 is applicable. Let K> 1 be an upper bound of IfI. We 
infer from (3.1) 
(5.1) w(x)h’(Kw(x)) If”(x) I I If(x - 1) -f(x) I + K I w’(x) I h’(Kw(x)). 
Squaring both sides of (5. l), using the inequality (a + b)2 5 2a2 + 2b2, integrating 
from 2 to n, n > 2, we obtain 
I i [w(x)h’(Kw(x))f”(x)]2dx~2 1 [f’(x- 1) -f(x)]%fx+ (5.2) + 2K2 [ [w’(x)h(Kw(x))]2dx. 
Application of lemma 3.3, using the boundedness off, and integrating by 
parts, using -$ G(h(t)) = t/r’(t), we can write 
1 If’(x - 1) -f’(x)12dx I Cs - 2 1 G(h(Kw(x)))( w(x)) -2w’(x)dx = 
= C9 + 2( w(n)) - ‘G(h(Kw(n))) - 2K2 j h’(Kw(x))w’(x)dx = 
2 
= CIO + 2(w(n))- ‘G(h(Kw(n))) - 2Kh(Kw(n)). 
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From G(x)<xg(x) it follows that (w(n))-lG(h(Kw(n)))~Kh(Kw(n)). We con- 
clude that j; If’(x- 1) -j”(x)12dx is bounded. Since h’ is nondecreasing we have 
that 
1 [W’(X)K(KW(X))]%XI i [w’(x)h’(w(x))]2dx. 
Hence, an upper bound for the right hand side of (5.2) is 
Cl1 + 2K2 1 [w’(x)M(w(x))]2dx. 
We can find a lower bound for the left hand side of (5.2) as follows: For ko 
sufficiently large, the function ~w(x)h’(vw(x)) is nonincreasing in x for XT ko, 
and nondecreasing in y for 0 <y SK. Let ko 5 k 5 n - 1. Then, using Schwarz’s 
inequality and lemma 3.1 we have 
k+l k+l 
Ik: = j [ w(x)h’(Kw(x))f”(x)]2dx L K-2 j [ w(x)h’( w(x))fyx)]2dx 2 
k k 
k+2 
rK-2[w(k+ l)h’(w(k+ 1))]2(s(k))2rK-2(s(n))2k!1 [w(x)K(w(x))]2dx. 
Hence 
I [w(x)K(Kw(x))j-yx)]2dx~K-2(6(n))2 k i, [w(x)h’(w(x))]%x. 
0 
We conclude that 
(s(rq2 k 2, 
0 
[w(x)h’(w(x))]%ixl5 c*2 + 2K4 4 [w’(x)h’(w(x))]2dx. 
Using w’(x) = o(w(x)) (x-t 03) we easily infer that 6(n) = o(l) (n+ 03). 
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