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waveform relaxation scheme than the traditional block-Jacobi dynamic iteration 
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1. Introduction 
Consider both the static linear System of equations 
QY = b (1) 
and the dynamic linear System of ordinary differential equations (ODEs) 
v’(t) + QY(~) = s(t), t E [to, Tl, 
y(to) = Yo, 
(2) 
where Q is a given matrix of dimension n and yo E [w” is a given initial value. 
Splitting the matrix Q into 
Q=M-N 
gives, respectively, the static iterative method 
(3) 
MV (k+l) = Ny&) + 6, 
and the waveform relaxation method 
(4) 
$y(‘+‘)(t) +My(‘+‘)(t) = Nyck’(t) + g(t), t E [to, T], 
(5) 
Yck+‘) (to) = Yo, 
k = 0, 1, . ., where y(‘)(t) is an initial guess usually given by y(‘)(t) E yo, 
t E [to,Tl. 
Choosing the matrix M in Eq. (3) to be a diagonal or block-diagonal part of 
Q we obtain dynamic analogue of block Gauss-Jacobi iterations. This method, 
which will be denoted by BJ, decouples the Systems (1) and (2) into indepen- 
dent equations or blocks of equations which tan be evaluated in parallel on 
different processors. 
In the static case (4), convergence is guaranteed if p(M-‘N) < 1. On the other 
hand it has been demonstrated by Nevanlinna [l] that the dynamic iteration (5) 
is superlinearly convergent on any window [to, T] for any splitting (3). 
Furthermore, Miekkala and Nevanlinna [2] proved the result that the dynamic 
iteration will converge on arbitrarily long windows if p ((zl + M)-lN) < 1 for 
all Re(z) 3 0. 
To obtain qualitative measure of this Speed of superlinear convergence 
Leimkuhler [3] defined the ratios 
r; = (ei/eo)“i, (6) 
i= 1,2,..., where ei is the differente between the ith and (i - 1)th iterates in 
maximum over both time and components, that is 
e, := max ]]y@)(t ) - y(‘-‘)(t-)ll J J io 
J 
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Obviously, r, + 0 as i + x due to superlinear convergence and monitoring the 
behavior of the sequence {rl},X_, we tan compare the relative merits of different 
splittings of the matrix Q. In [4] these ratios were used to investigate the effect 
of preconditioning and overlapping on the BJ method applied to linear System 
(2) obtained by semi-discretization of the heat conduction equation in one or 
two space dimensions. The corresponding modes of the dynamic iteration were 
denoted by BJ, PBJ, BJO, and PBJO, where “P” Stands for exponential precon- 
ditioning [4] and “0” for overlapping the components of the System [4]. We 
refer to the above mentioned Paper [4] and to the recent book by Burrage [5] 
for the detailed description of these techniques of accelerating the convergence 
of dynamic BJ iterations. In [6], the Leimkuhler ratios (6) were used to investi- 
gate the effect of rational preconditioning and overlapping on the dynamic BJ 
iterations applied to linear System (2) obtained by application of pseudospec- 
tral method to some boundary value Problems of hyperbolic type. The general 
conclusion of the studies presented in [4,6] was that exponential or polynomial 
preconditioning and/or overlapping are powerful techniques for accelerating 
the convergence of dynamic iterations and that their effectiveness depends on 
the structure of the linear differential System at hand. 
Other techniques such as multilevel preconditioning and Krylov space accel- 
eration (e.g. conjugate gradient) have also been investigated for both static [7.8] 
and dynamic iterations [9-l 11. However, preconditioned conjugate gradient 
method is more difficult to implement in a parallel computing environment 
than simple block-Jacobi or block-Toeplitz preconditioning. Block-Toeplitz 
tan be effectively implemented in parallel using Fast Fourier Transform tech- 
niques while block-Jacobi is trivially parallel in a MIMD environment because 
of the block structure and simultaneous updates. In contrast, conjugate gradi- 
em method has no level 2 BLAS and several level 1 BLAS which do not par- 
allelize well because of the high communication costs. When implementing 
stationary or nonstationary methods in a parallel environment, one must take 
also into account the granularity of the work. Usually level 1 BLAS have too 
small a granularity to be exploited effectively (as in conjugate gradient method) 
and so the preconditioner must be Chosen carefully (See, for example, 
[5.12]). 
It is the purpose of this Paper to investigate the effect of the splitting 
Q = r(a) - .s(a) 171 
on the Speed of convergence of the resulting block-Toeplitz (BT(a)) static or 
dynamic iteration. Here T(a) is a Toeplitz or block-Toeplitz matrix which de- 
pends on a real Parameter a. It will be demonstrated that this Parameter a tan 
be Chosen in such a way that the static iteration defined by 
T(a)- ‘if” = S(&‘k) + h, (8) 
or the dynamic iteration defined by 
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$y(yt) + T(ap)(t) = s(a)yyt) +g(t), t E [to, 7-l: 
Y(Yto) = Yo, 
k = 0, 1, . . , y(O) (t) E YO, will converge faster than the corresponding static BJ 
iteration for the linear System (1) approximating the Poisson equation, or the 
dynamic BJ iteration for the linear System (2), approximating the heat equa- 
tion, in one or two dimensions. 
The reason for this splitting is that linear Systems of the form T(a)y = b tan 
be solved very efficiently in a parallel computing environment by noting that 
the Solution tan be written in this case in terms of convolutions, which tan 
be evaluated in parallel by Fast Fourier Transform techniques combined with 
rank one updates circulant Problem obtained by replacing a by -u in the upper 
triangular part of T(a). This rank one modification tan be implemented using 
the Sherman-Morrison-Woodbury formula. As pointed out in Section 2, the 
use of circulant preconditioning only does not lead to a decrease in the spectral 
radius of the corresponding iteration matrix. 
In Section 2 we examine the static case and determine the optimal value a* 
of the Parameter u which minimize the spectral radius of the matrix T-’ (u)s(u). 
In Section 3 numerical results show that the use of this choice of u’ obtained 
for the static iteration is not optimal for the dynamic case. A spectral analysis 
done in Section 4 better reflects the behavior of the dynamic iteration and leads 
to more realistic value of the Parameter u. Numerital experiments for the two- 
dimensional heat equation are presented in Section 5, and some concluding re- 
marks are given in Section 6. We presented in Appendix A the proofs of useful 
results from linear algebra. 
2. Static block-Toeplitz preconditioning 
We will illustrate first the effect of Toeplitz splitting (7) on the example of the 
linear System (1) of dimension 6 with the matrix Q given by 
-2 -1 0 0 0 o- 
-1 2 -1 0 0 0 
Q = 0 0’ Tl 2’ 0, 0 . 
0 0 0 -1 2 -1 
-0 0 0 0 -1 2 
We define the matrices T(u) and s(u) in (7) by 
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-2 -1 a 0 0 o- 
-1 2 -1 0 0 0 
ll(Q)=;ao -1 2 o 0 2Pl 0 0 a 
0 0 0 -1 3 -1 
-0 0 0 -0 -1 2_ 
-0 0 a 0 0 o- 
0 00 0 00 
-a 0 0 1 0 0 
S(a) = 
0 01 0 00’ 
0 00 0 00 
-0 0 0 -a 0 o_ 
and we will try to choose the Parameter a in such a way that the spectral radius 
of the matrix 
H(a) = Tm’(u)S(a) 
is as small as possible. This seems to be a reasonable strategy to begin with also 
in the dynamic case, since as observed in [2] the spectral radius p(H(a)) corre- 
sponds to the rate of convergence of the static iterations 
T(a)i (km+” = S(a)$ki + b: (10) 
k = 0, 1;. . for the solution of the System Ai = b, where .? = lim,,, x(t). Set- 
ting g(t) G b, these iterations tan be obtained from the dynamic iteration (9) as 
t + XI. Since the process (9) cannot be faster than (lO), we expect that p(H(a)) 
should be a reasonable indicator of the Speed of convergence of dynamic iter- 
ations (9). We will see, however, (see Section 4) that o(H(u)) does not tell the 
whole story and that we should also monitor the norm of H(a) to get a better 
information about the Speed of convergence of (9). 
It is easy to verify that replacing a by -a in the upper triangular part of the 
matrix T(a) does not lead to the decrease in the spectral radius of the corre- 
sponding iteration matrix. The figure analogous to Fig. 1 is not reproduced 
here for this case. 
It tan be demonstrated that the characteristic polynomial po(x) of the matrix 
H(u) is given by 
p<,(x) = det (H(a) - XI) 
x’(2(u’ +2)x2 - (4u2 + 3)x+ 2a’)(2(u’+2)x’ + (4a’ - 3)x+ 2~‘) 
4(a’ + 2)2 
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0.6 
-1 
Fig. 1. Absolute values of eigenvalues of the matrix H(a) for n = 6. 
Hence, the nonzero eigenvalues of H(a) are 
Al,2 = 
3f4a’kdCG I -3+4a2iJ9-56a2 
4(2+a2) ’ h3.4 = 4(2+a2) ’ 
We have plotted in Fig. 1 the absolute values //2,1, i = 1,2,3,4, against the 
Parameter a for a E [-2,2]. 
It tan be verified that for a* = &Js/ the spectral radiusp(H(a*)) attains its 
minimum value equal to :. For comparison, the spectral radius p(N(0)) which 
corresponds to the rate of convergence of the static BJ iterations is equal to i. 
These radii are related by 
P (wm) = Pw(o))P, 
where 
In 5 - In 3 
P=ln4-ln3 
z 1.77566. 
The above discussion tan be generalized to the case where Q is the 
tridiagonal matrix of even dimension n = 2k 
(11) 
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and where the matrices T(a) and .S(a) in Eq. (7) are given by 
Tlni z 
T(a) 0 
. \-/ 1 .Ci/ll = $0) P 1 T S(a) . 
with 
$0) 
and 
P= 
-2 -1 a 
-1 2 -1 
. . E . LQkxA, 
-1 2 -1 
_-a -1 2_ 
0 0 ..’ a 
0 0 “’ 0 
. 
0 0 “’ o- 
0 0 “. 0 
E KP. . . 
1 0 “’ o_ 
We have the following result. 
Theorem 1. The spectral radius p(H(a)) oft/ ze mutrix H(a) = TP’ (a)S(a) attuins 
its minimum tlalue equal to k/(k + 2) at a = a* = kkl(2Jk-l). Moreowr, 
p(H(a”)) = p(H(O))P’“‘. 
whrrr 
und 
p(k) = ln& 
/ 
ln&. 
In particulur, p(k) -+ 2 us k + x. 
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F’roof. Denote 
E Rk. 
Then 
F(a) = F(O) + a(e,ek - eke:) = F(O) + aUVT 
where U = [el ek] and V = [ek - el], while 
j(a) = a(elek - eke:) = aUVT. 
Consequently, 
= 
Note that 
0 0 0 
-uf(u)-‘ek ! u?+(u)-‘el f(u)-‘ek ! i 
0 0 0 
0 0 0 
0 0 r(u)-‘el -uT(u)-‘ek 1 d(u)-‘e, 
0 
The Sherman-Morrison-Woodbury formula [ 133 then yields 
T(u)-‘U = 
= 
T(O)-% - uqo)-‘u(z~ + uv’~(o)-‘u)-‘m(o)-‘U 
F(O)_‘u(z* + uv’f(o)-‘u)-’ 
1 
[ 
k 1 
. . k+l k+l-u -ka 
=_ . . 
k+l ; i 
1 
k+ 1 +a2(k- 1) ku k+l+u 1 
-uk+u+ 
1 
’ ’ 
k 1 
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so that p(H(a)) = p(G(a)/(k + 1 + a2(k - 1))) with 
i 
-a(a + 1 - uk) uk a+l-uk 0 
G(a) = 
-uk a(ak-u+l) k 0 
0 k -u(u + 1 - ak) ak 
0 ak-u+l -ak u(ak - a + 1) 1. 
A straightforward calculation yields 
det(G(u) -XI) = (x’ - (2u2(k - 1) + k)x + a2(k - l)(k + 1 + u’(k - 1)) 
x (x’ - (2u2(k - 1) - k)x + u’(k - l)(k + 1 + a’(k - 1)) 
so that the nonzero eigenvalues of H(u) become 
._2uZ(k-1)+k*Jk2-4u’(k-1) 
2(k+ 1 +u2(k- 1)) 
and 
I~3,4=2u2(k-l)-k+/k2-4u~(k-1)(2k+l) 
2(k + 1 + u?(k - 1)) 
In particular, p(H(0)) = k/(k + 1). If k2 - 4a’(k - 1) < 0 the eigenvalues il 
and i,~ are complex conjugate and 
/n,.J = 3.122 = 
u2(k - 1) 
k+ 1 +u2(k- 1)’ 
This is an increasing function of u2 which is minimized when 
k’ - 4u2(k - 1) = 0, i.e., for u = u’ = 5k/(2Jkk_Si). The corresponding eigen- 
values are then ii,2 = k/(k + 2). If k’ - 4u2(k - 1) > 0 the roots 2, and iz are 
real non-negative and distinct, and it is easy to verify that 
n, = 
2u’(k-l)+k+,/k’-4a?(k-1) k 
2(k + 1 + u’(k - 1)) >k+2’ 
The result follows from the fact that j;_j.d/ = k/(k + 2) as well for u = u*. IJ. 
Theorem 1 gives the formula for the exact value of the optimal Parameter u* 
as well as p(H(O)), p(H(u*)) and the theoretical acceleration Parameter p(k) in 
the static case, when the dimension of the matrix Q is n = 2k and we are using 
block-Toeplitz method with exactly two blocks of dimension k. Note that this 
result Shows that the optimal Parameter u* for the static iteration increases with 
the size k of the blocks. 
For block-Toeplitz methods with the number of blocks greater than two, 
the optimal value u’, the corresponding spectral radius p(H(u*)‘) and the 
theoretical acceleration Parameter 
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WWa*)N 
’ = WWW 
tan be studied numerically. For illustration we have listed in Table 1 the values 
of these Parameters for the matrix Q of dimension n = 64 and block sizes equal 
to m = 4,8,16 and 32. 
We have also plotted in Fig. 2 the spectral radiusp(H(a)) versus the Parameter 
a for a E [0, 81 for all block sizes listed in Table 1. 
This figure illustrates the general behavior of the optimal Parameter u* as the 
block size increases. In particular, it appears that this preconditioning becomes 
more effective for larger block sizes, and that the optimal choice of the param- 
eter u* does not behave monotonically. 
Given that block Toeplitz preconditioning tan be implemented efficiently, 
especially in parallel, this represents an appreciable saving in terms of the 
Table 1 
Comparison of BJ and BT iterations 
m a* PF’(O)) pWa*)) P 
4 5.979 0.9953 0.9908 1.982 
8 2.806 0.9908 0.9823 1.928 
16 1.450 0.9823 0.9696 1.730 
32 2.874 0.9696 0.9412 1.970 
m=4 m=8 
m=16 m=32 
0.96 
o.g4L------ 0 2 4 6 6 
0.96 
0.94 0 2 4 6 6 
Fig. 2. Spectral radius of the matrix H(a) for n = 64 and m = 4,8, 16,32 
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number of iterations. Note that block-Toeplitz Systems have themselves been 
considered frequently in the literature. In particular, block circulant precondi- 
tioning of such System, possibly combined with a Krylov space based acceler- 
ation strategy (e.g., conjugate gradient), have been proposed and analyzed in 
[4,5]. However, direct preconditioning of the System by block circulant matrices 
does not lead to a decrease in the spectral radius of the preconditioned System 
as large as with the choice (12) of T(a). Since (12) is only a rank two modifi- 
cation of a tridiagonal matrix, the Solution of the associated System tan still 
be carried out efficiently via the Sherman-Morisson-Woodbury formula [7]. 
In the two-dimensional case (compare Section 5) we tan solve efficiently the re- 
sulting Systems of linear equations via the block version of the ShermanMor- 
rison-Woodbury formula. 
3. Numerital experiments 
We present first the selection of numerical results on the linear System (2) 
approximating the heat conduction equation in one space variable. In this case 
Q is a tridiagonal matrix defined by Eq. (1 l), compare [4]. To monitor the 
Speed of convergence of the BJ and BT iterations we computed the ratios r3 
and Y6 defined by Eq. (6) and the number of iterations needed to reduce the 
norm of the error below the tolerante TOL = 10m4 or 10P8 on the windows 
[0,0.25], [O! 0.51, [O: l] and [0,2]. Th ese ratios are presented in Table 2 and 
the number of iterations in Table 3 for the System of dimension IZ = 64 and 
block size m = 32. We compared BJ = BT(O) and BT(a) iterations for a = CP, 
a*/2, a’/4, and ~“18, where a’ = 16/fi minimizes the spectral radius of the 
matrix H(a) = T-‘(a),S(a) defined in Section 2, which corresponds to the 
underlying static iterations. 
Table 2 
Convergence ratios for BJ and BT(a) methods, one space variable (a’ = 16/fl? 2.87) 
u Window 
[O. 0.251 [O. 0.51 IO. 11 [O. 21 
0 r6 r3 rb f.3 1’6 0 rh 
a* 0.242 0.189 0.328 0.313 0.370 0.484 0.313 0.583 
a’/2 0.161 0.105 0.233 0.174 0.312 0.277 0.372 0.420 
Cl’/4 0.122 0.064 0.181 0.107 0.254 0.170 0.329 0.247 
n-l8 0.113 0.069 0.166 0.117 0.229 0.189 0.292 0.283 
0 0.112 0.074 0.163 0.125 0.223 0.199 0.280 0.393 
62 
Table 3 
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Number of iterations for BJ and BT(a) methods, one space variable (a* = 16/v% E 2.87) 
a Window 
[O, 0.251 [O, 0.51 P? 11 P, 21 
10-4 10-8 10-4 1 o-s 10-4 10-8 10-4 10-8 
a’ 5 9 8 12 11 17 18 25 
a*/2 4 1 6 9 8 12 11 16 
a’/4 4 6 4 8 6 9 8 12 
ab/8 4 6 5 8 6 10 8 13 
0 4 1 5 8 6 10 9 14 
It follows from the results in [l] that the error of the kth and (k + 1)th iter- 
ates are related by 
p)(t) = / exp%)(t - W(a)Eck)(5) dt, 
0 
(13) 
k=O,l,.... We have Chosen the initial error dO)(t) = t, i = 1,2, . . , n and the 
integral appearing above was discretized by the trapezoidal rule with the step- 
size h = 0.01. 
We tan see from Tables 2 and 3 that the BT(a) method is somewhat more 
efficient than the BJ method for a = a*/4 but less efficient for a = u*. Obvious- 
ly, the spectral radius of the matrix H(u) does not tell the whole Story, and 
trying to understand the behavior of the BT(u) iteration, we have also plotted 
in Fig. 3 ]]ZY(u)]], versus u for u E [0,4]. We tan check that ]]H(u*)]], = 1.5256 
as compared with ]]H(O)]], z 0.9697 and this has a negative effect on the Speed 
of convergence of the resulting BT(u*) iterations. However, the results in Ta- 
bles 2 and 3 indicate that by choosing u to be a fraction of u* we tan obtain 
some gain in the Speed of convergence of the BT(u) method as compared with 
the BJ iteration. Although this gain is quite modest it is nevertheless worth 
striving for, especially when the dimension n of the System (2) is large. 
4. Frequency analysis 
To obtain additional insight into convergence properties of the dynamic BJ 
and BT(u) iterations we analyzed the error (13) in the Laplace transform do- 
main. Denoting by ick)(s) the Laplace transform of dkl(t) this equation takes 
the form 
i(k+l)(S) = _@Z,.s)i(k)(S), 
where 
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1.7, 
1.3 I/ 
091 0 0.5 1 15 2 25- 3 3.5 d 
a 
Fig. 3. Infinity norm of the matrix H(a) for n = 64 and m = 32. 
iqa, s) = (SZ + T(a))_‘S(u). (14) 
The case s = 0 corresponds to the steady-state error equation, while s # 0 is as- 
sociated to the error equation when a time window of [0, l/s] is considered. 
We have plotted in Fig. 4 the spectral radius of the matrix fi(0, S) (solid line) 
which corresponds to BJ method and of the matrix k?(a, S) which corresponds 
to BT(a) method for a = u*, u*/2, u*/4 and u*/8 (dashed lines) for s E [0,4]. We 
tan see that with the exception of small initial interval p(Z?(u, s)) > p(Z?(O, s)) 
for u = u* and u = u*/2 and that p(&(u,s)) < p(fi(O,s)) for u = u*/4 and 
u = u*/8 for all s 2 0. This is reflected in our numerical experiments presented 
in Tables 2 and 3. The following theorem explains why. 
Theorem 2. The spectrul radius p(l?(u,s)) of the matrix 
H(a. s) = (SZ+ T(u))-‘S(u) 
uttains its minimum vulue equal to Ak_t/(2Ak - Ak_1) at 
u = u* = I Ak-l Ak 
2 d (Af-, - l)(& - b-l)’ 
where 
Ak = det (SZ + F(O)) 
= (2 + S + v@X)k+’ - (2 + s - dm)k+’ 
2k+’ Js2+4s 
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0.4 
t '1 
=a*/z 
1~~ , , -~__:_:r:_:_::l 
0 0.5 1 1.5 2 2.5 3 3.5 4 
s 
Fig. 4. Spectral radius of the matrix f?(a, s) for n = 64 and M = 32, one space variable. 
Moreover, 
p(@a*, s)) = p(Ej(0, s)p, 
where 
p(Ej(0, s)) = $ > 
p(k) = In Ak-1 
/ 
Bk-1 
2Ak - Ak-, 
In -. 
Ak 
In particular, 
P(k) --+ 
ln(1 +s + JFFG) 
ln(1 + (s+ Js2+4s)/2) 
ask+oo. 
Proof. It essentially follows the proof of Theorem 1. The expression for Bk is 
proved in Appendix A. Using previous notations and the relation 
(SI + T(O))-‘U = & 
b-1 1 
Al 
A, : 
1 Ak-1 
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(also shown in the annex), it tan be shown that 
(SZ + T(a)))’ U 
65 
1 
= A; + a2(A;_, - 1) 
so that p(F?(a,s)) = p(G(a,s)/(Af + a?(Af-, - 1)) with 
G(cz. s) 
-a(Ak - u(Ai_, - 1)) aAhmlAA AL ~ a(Ai~ , - I ) 0 
PaA, IAL a(Ai + a(Af_, - 1)) Ai~iAi 0 _ 
0 AamiAi -a(Ar - a(Ai_, - 1)) aAh-(Ak 
0 Ak + a(Ai_, ~ 1) -aAi_,Ai 4Ai + @_, - 1) i 
We then obtain 
det(G(a,s) -XI) = (x* - (2a’(Ak_, - 1) + Ak_rAk)x + a2(Aim, ~- 1) 
x (Ai + a*(A;p, - l))(x* - (~cz~(A;~, - 1) - Akp,Ak)x + a*(A;m, - 1) 
x (Ai + a2(A;_, - l)), 
so that the nonzero eigenvalues of Z?(~,S) are 
i,.* = 
2a’($, - 1) $ AkplAh & $$_,Af - 4U*(A;_, - l)Ak(Ak - Ak_{) 
2(A: + a2(A;m, - 1)) 
and 
2a”(A;-, - 1) - Akm,Ai f A;_,A; - 4a2(A;p, - l)Ak(Ak + AL,) 
1-3.4 = 
2(A; +a2(A; , - 1)) 
In particular, p(fi(O,s)) = Ak_t/Ak. It tan be verified that Ak > Ak-r > 1 when 
s > 0. An analysis similar to the one presented in the proof of Theorem 1 then 
leads to the announced values of u, which minimize p(F?(a,s)). These values 
zero out the radicand appearing in the expression of ib,,*. Note that the results 
of Theorem 1 tan be retrieved by taking the limit u --) 0. L7 
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2.5 
s 
Fig. 5. Optimal Parameter a’ for N = 64 and m = 32, one space variable. 
In Fig. 5 we have plotted the positive optimal value u* as a function of S. 
Note the rapid decrease from the case s = 0, which explains why the static anal- 
ysis leads to an overestimated optimal a’. Also, a* + i as s increases, for a fixed 
k. Fig. 6 Shows the spectral radius and infinity norm of the matrices H(O, S) and 
fi(a*,~). For s = 0, we have of course &(O,O) = H(0) and fi(a*,O) = H(a*). 
One tan then verify that u* z 2.87, @(O, O)ll, E 0.9697 and @(a*, O)ll, 
P 1.5256, as was previously indicated. Note that 2.87/4 z 0.72 is reasonably 
close to the optimal value of u for s » 0, which confirms the results of Fig. 4. 
Finally, in Fig. 7, the acceleration Parameter p(k) is plotted versus s and the 
dimension k of the partitioning. Observe that p(k) is essentially independent of 
k as soon as k > 4 or s » 0. 
5. Two-dimensional numerical experiments 
We have also tested the BJ and BT(u) methods on the System (2) approxi- 
mating the heat equation in two space variables. In this case the matrix Q 
has block tridiagonal structure of the form 
-B -Z 
-Z B -Z 
Q = ‘. . ‘. . ‘. , E RNxN, 
-Z B -Z 
-Z B_ 
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Fig. 6. Spectral radii and infinity norms ~~(fi(a*,s)) < p(lj(0.s)) = Ilfi(o.s)Il, < IIfi(a*.siii, for 
N = 64 and m = 32, one space variable. 
k o-o s 
Fig. 7. Acceleration Parameter p(k) = p(k, s) for N = 64 and m = 32, one space variable 
where N = n2, 
-4 -1 
-1 4 -1 
Bz .., .., ‘., E R”““. 
-1 4 -1 
-1 4_ 
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and Z is the identity matrix of dimension n. Assuming that n is even and putting 
m = N/2 the matrix Q was Split into 
Q = r(a) - s(a), 
where 
with 
f(a) = 
S(a) = 
and 
B -1 
-I B -1 
aI 
. . . . . . . . 
-aI 
-1 B -1 
-I B 
0 0 ... al 
0 0 ... 0 
. 
. . 
-aI 0 ... 0 
2 
E R”““, 
0 “’ 0 1 
0 ‘.’ 0 
! :j 
E R”““. 
0 .” 0 
E R”““, 
The selection of numerical results on the System (2) with the matrix Q de- 
fined above with N = 64 and block size m = N/2 = 32 is presented in Tables 4 
and 5. The Parameter u* which minimizes the spectral radius of the matrix 
T-‘(a),S(a) was found numerically to be a* z 0.907. This spectral radius is ap- 
proximately equal to 0.5207. For comparison, the spectral radius of the matrix 
T-’ (O)S(O) which corresponds to BJ method is approximately equal to 0.6848. 
We tan see that using a*/2 leads to a modest improvement over block-Jacobi 
iterations for windows [0, 1] and [0,2] which may not offset the higher tost of 
block-Toeplitz preconditioned iterations as compared with block-Jacobi itera- 
tions. The important Point is, however, that preconditioned block-Toeplitz 
iterations tan be used in conjunction with other preconditioning considered, 
for example, in [4,6]. 
Table 4 
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Convergence ratios for BJ and BT(a) methods, two space variables 
a Window 
[O, 0.251 [O. 0.51 [O. l] [O, 21 
Cl4 0.187 0.092 0.279 0.156 0.396 0.251 0.512 0.359 
a’/2 0.163 0.078 0.241 0.132 0.336 0.214 0.430 0.325 
0’14 0.159 0.086 0.233 0.145 0.322 0.232 0.408 0.342 
n’ /8 0.159 0.088 0.232 0.147 0.319 0.235 0.403 0.345 
0 0.158 0.088 0.232 0.148 0.318 0.236 0.401 0.346 
We have also plotted in Fig. 8 the spectral radius of the matrix &(O. s) (solid 
line) and G(a, s) for a = a*, a”/2, a*/4 (dashed lines) and s E [O. 41. We tan see 
that the differente between p(G(0.s)) and p(k(a,s)) becomes smaller as s be- 
Comes larger. This explains a moderate only gain in the Speed of convergence of 
dynamic BT(a) iterations for a = a*/2 us compared with dynamic BJ iterations. 
Of course we tan use different block sizes for the two-dimensional Problem, 
but similar conclusions to those above tan be made. 
6. Concluding remarks 
In this Paper we have studied the convergence properties of both static and 
dynamic iterations when using a block-Toeplitz preconditioning on the one 
and two-dimensional heat equation. In the static case, appreciable improve- 
ment over block-Jacobi iteration scheme was achieved. This comparison is 
an appropriate one, since both iterative techniques tan be very efficiently im- 
plemented in a parallel computing environment, via convolutions and Fast 
Table 5 
Number of iterations for BJ and BT(a) methods, two space variables 
CI Window 
[O. 0.251 [O, 0.51 [O. l] [O. 2; 
10mJ 10m8 1 om4 l(P Io-J IO-” 10 4 IO-’ 
a‘ 4 7 5 8 7 10 9 14 
cf/2 4 7 5 8 6 10 8 13 
ne/4 4 7 5 8 7 11 9 14 
a*p 4 7 5 8 7 11 9 14 
0 4 7 5 8 7 II 9 14 
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0.7 
t 1 
“f 1 
0 0.5 1 1.5 2 2.5 3 3.5 4 
s 
Fig. 8. Spectral radius of the matrix I?(a,s) for N = 64 and m = 32, two space variables. 
Fourier Transforms. However, in the dynamic case, the improvement is less 
pronounced especially in the two-dimensional case. This is because an eigenval- 
ue analysis does not give a complete picture of the convergence properties of 
the underlying iteration. The norm of the iteration matrix should also be small. 
In fact, an alternate approach may consist in minimizing a different norm of 
the iteration matrix H. 
Our research was aimed at a very important application area of linear sys- 
tems arising from semi-discretization of partial differential equations in one 
and two space variables. It is beyond the scope of this Paper to consider other 
Systems, for example, sparse, dense, or ill-conditioned, and this will be the aim 
of future research. As demonstrated in this Paper the construction of block- 
Toeplitz preconditioners for general equations should require spectral analysis 
which becomes much more complex in the non-normal case. Some preliminary 
progress in this direction was reported in [ 14,151 for linear Systems correspond- 
ing to parabolic equations with variable coefficients and in [6], where various 
preconditioning techniques are examined for dense linear Systems arising from 
application of pseudospectral techniques to the heat equation in one and two 
dimensions. Additional insight into the efficiency and stability of the proposed 
preconditioning technique in the non-normal case may be gained by examining 
the behavior of 1) exp(T(a)t)JJ (see (13)) or, equivalently in the spectral domain, 
of Z?(a,,s) (given by Eq. (14)), possibly via resolvent conditions (See, for 
example, [ 161). 
It is beyond the scope of this Paper to investigate the effectiveness of the 
BT(a) on more complicated parabolic equations (such as those with variable 
coefficients), but in this case it may be possible to choose a set of time windows 
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in which a stays constant within a window but tan vary between windows. This 
could be done adaptively (compare, for example, [17]). 
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Appendix A 
Theorem A.l. Let 
-2 -1 
T(O) -1 . . . -1 = E [Wkxk . . 
. . . -1 
-1 2_ 
Then 
Ak = det (sl + i;(O)) 
= (2 + S + vFzqk+l - (2 + S - @-qG)k+’ 
2k+’ Js2+-4s 
Proof. By induction we have 
Ak = (2 + S)Ak-, - Ax_-2 
for k > 1, with Ao = 1 and AI = 2 + s. Thus Ak = M,< + c& where r1.2 are the 
roots of 9 - (2 + s)r + 1, i.e., 
r1 = 2+s+m and _=2+4~ 1 =-, 
2 2 rl 
Note that 0 < r2 < rl when a > 0. The initial conditions yield 
CI] f c1? = 1, 
c1Ir1 + a2r2 = 2 + r = r1 + r-2 
so that al = rl/(rl - r2) and LX~ = -r2/(rl - rz). Finally, 
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~ y-17” 
k 
71 - 72 
= (2+s+@-T-&)k+’ - (2+s- vFFis)k+’ 
2k+’ d7T-G 
??
Note that if s > 0 then rf(r1 - 1) > 0 > <(rz - l), so that 
Ak > Ak-, > . . >A,=2+s>2>A0=1. 
Theorem A.2. We haue 
‘1 o- Ak-1 1 
0 : 
(sZ+ T(O))_’ =& . 
Al 
: 0 A, f 
-0 l_ _ 1 Bk-1 
Proof. Let (SZ + f(0))ple, = u and (SI + T(0))plek = v, where el = [ 10.. . OIT 
andek=[O...O1]T.Wehave,forl<i<k, 
u, = [(SI + T(O))_‘j, , = ‘“;;;I++?;)l 
-1 
2+s . . . 
-1 ‘.. .., 
(Fl)‘+’ -1 2ss -1 _ 
Ak -1 2+s -1 
-1 .., ‘., 
. . 
. . . . -1 
-1 2+s 
= k&l)‘-‘Akp, = !!k. 
Similarly. 
I’, = [(SZ + i.(o))-‘] i,k
12+s -1 
-1 ‘,. 
(-1)“” 
Ah 
-1 
-1 2+s -1 
-1 2 + .s -1 
-1 
‘. 2 - s 
-1 
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