Abstract-1 It has been suggested that "near-codewords" may be a significant factor affecting decoding failures of LDPC codes over the AWGN channel. A near-codeword is a sequence that satisfies almost all of the check equations. These near-codewords can be associated with so-called 'trapping sets' that exist in the Tanner graph of a code. In this paper, we analyse the trapping sets of protograph-based LDPC convolutional codes. LDPC convolutional codes have been shown to be capable of achieving the same capacity-approaching performance as LDPC block codes with iterative message-passing decoding. Further, it has been shown that some ensembles of LDPC convolutional codes are asymptotically good, in the sense that the average free distance grows linearly with constraint length. Here, asymptotic methods are used to calculate a lower bound on the trapping set growth rates for several ensembles of regular asymptotically good protograph-based LDPC convolutional codes. This provides us with an estimate of where the error floor will occur for these codes under iterative message-passing decoding.
I. INTRODUCTION
Trapping sets, graphical sub-structures existing in the Tanner graph of Low-Density Parity-Check (LDPC) codes, were first studied in [2] . Known initially as near-codewords, they were used to analyse the performance of LDPC codes in the error-floor, or high signal-to-noise ratio (SNR), region of the bit error rate (BER) curve. In [3], Richardson developed these concepts and proposed a two-stage technique to predict the error floor performance of LDPC codes based on trapping sets, and asymptotic results on trapping set enumerators for both regular and irregular LDPC block code ensembles were published in [4] .
LDPC convolutional codes were introduced in [5] , and their advantages and disadvantages compared to LDPC block codes of the same complexity were discussed in [6] , [7] . Further, in [8] and [9] , it was shown that several ensembles of both regular and irregular unterminated periodically time-varying LDPC convolutional codes based on protographs are asymptotically good. In other words, their average free distance grows linearly with constraint length. Also, a lower bound on the free distance growth rates was obtained, which was shown to exceed the growth rates of minimum distance with block length for corresponding protograph-based LDPC block code ensembles.
The analysis used in [8] and [9] to calculate ensemble average weight enumerators can be extended to the problem lTbis is an extended version of [1] that has been submitted to the 2009 IEEE International Symposium on Information Theory. Much of the background material is repeated here in order to make the paper self-contained.
of finding ensemble average trapping set enumerators. In this paper, building on work by Abu-Surra, Ryan, and Divsalar [10] , asymptotic methods are used to calculate a lower bound on the average trapping set enumerators for several ensembles of regular, asymptotically good, protograph-based LDPC convolutional codes. In particular, we use ensembles of tail-biting LDPC convolutional codes (introduced in [11]) derived from a single protograph-based ensemble of LDPC block codes to obtain a lower bound on the average trapping set enumerators of unterminated, asymptotically good, periodically time-varying LDPC convolutional code ensembles. In the process, we show that the average trapping set enumerators of ensembles of tail-biting LDPC convolutional codes approach the average trapping set enumerator of an associated LDPC convolutional code ensemble as the block length of the tail-biting ensemble increases.
II. LDPC CONVOLUTIONAL CODES
We start with a brief definition of a rate R = b / c binary LDPC convolutional code C. A is the parity-check matrix of the convolutional code C. The submatrices Hi(t), i = 0,1"", m s, t ~ 0, are binary (c -b) x c submatrices, given by
that satisfy the following properties:
1) Hi(t) = 0, i < ° and i > m s , t/ t.
2) There is a t such that Hm,(t) =f. 0.
We call ms the syndrome former memory and Vs = (ms + 1 
III. PROTOGRAPH-BASED LDPC CONVOLUTIONAL CODES
A protograph is a small bipartite graph. Figure 1 shows a protograph and the associated protograph parity-check matrix. Suppose a given protograph has nv variable nodes and ne check nodes. An ensemble of protograph-based LDPC block codes can be created using the copy-and-permute operation [13] . The parity-check matrix H corresponding to a member of the resulting ensemble of protograph-based LDPC block codes can be obtained by replacing ones with N x N permutation matrices and zeros with N x N all-zero matrices in the underlying protograph parity-check matrix P, where the permutation matrices are chosen randomly and independently.
Using this construction, the sparsity condition of an LDPC parity-check matrix will be satisfied for large N. The code created by applying the copy-and-permute operation to an ne x nv protograph parity-check matrix P has block length n = N nv. In addition, the code has the same rate and degree distribution for each of its variable and check nodes as the underlying protograph. We note that, in the example of Figure 1 , the row and column weights of P are not constant, so P represents the parity-check matrix of an irregular protograph. The resulting ensemble of protograph-based block codes will thus also be irregular. Note that it is also possible to consider protograph parity-check matrices P with larger integer entries, which represent parallel edges in the base protograph. In this case, the resulting block in H consists of a sum of N x N permutation matrices [13] .
A. Forming protograph-based convolutional codes
Suppose that we have an ne x nv protograph parity-check matrix P, where gcd(ne, nv) = y. We then partition P as a y x y block matrix as follows: Ln.
Py-l ,y
where blank spaces correspond to zeros. This operation is called 'cutting' a protograph parity-check matrix.
Rearranging the positions of these two triangular matrices and repeating them indefinitely results in a parity-check matrix Pee of an unterminated, periodically time-varying convolutional code with rate R = 1-nelnv, constraint length lis = n v, and period T = Y given by2 (2) Note that when gcd(ne, nv) = 1, we cannot form a square block matrix larger than 1 x 1 with equal size blocks. In this case, 11 = P and Pu is the all-zero matrix of size ne x nv' This trivial cut results in a convolutional code with syndrome former memory zero, with repeating blocks of the original proto graph on the leading diagonal. In this case we must use one of two approaches. First, we can create a larger protograph parity-check matrix by applying the copy and permute operation M times to P. This results in an M ne x M nv = n~ x n~ parity-check matrix for some small integer M. The n~ x n~ protograph parity-check matrix can then be cut following the procedure outlined above, where
Alternatively, we can use a nonuniform cut. Let the protograph parity-check matrix be written as
We define a vector .; consisting of n e step parameters .; = (6, 6 '''·,';nJ, where 0::; 6 < ... < ';nc ::; nv, and each ';i-l < ';i for i = 2, ... , ne' As in the previous case, we form ne x nv matrices 11 and Pu as follows 2Cutting certain protograph parity-check matrices may result in a smaller period T = y', where y' E Z + divides y evenly. If y' = 1, then the resulting convolutional code is time-invariant.
• for each ~i' i = 1, ... , ne , the entries Pi ,1 to Pi,ei are copied into the equivalent positions in Pt ;
• entries Pi ,ei+l to Pi ,nv are copied, if they exist, into the equivalent positions in Pu ;
• the remaining positions in Pt and Pu are set to zero.
An LOPC convolutional code derived from an LOPC block code using a nonuniform cut can be encoded and decoded using conventional encoding and decoding methods with minor modifications. For further details, see [9] .
To create an ensemble of time-varying LOPC convolutional codes, we follow the usual protograph construction technique. The ones are replaced with N x N permutation matrices (or summations of N x N permutation matrices for parallel edges) and the zeros with N x N all-zero matrices, where the permutation matrices are chosen randomly and independently. Choosing N to be sufficiently large guarantees the sparsity condition for an LOPC code.
IV. GENERAL TRAPPING SET ENUMERATORS FOR PROTOGRAPH-BASED CODES
Definition 1: An (a , b) general trapping set 7 a ,b of a bipartite graph is a set of variable nodes of size a which induce a subgraph with exactly b odd-degree check nodes (and an arbitrary number of even-degree check nodes).
In order to calculate ensemble average general trapping set enumerators for protograph-based block codes, we make use of the combinatorial arguments previously presented in [14] and [15] for calculating ensemble average weight enumerators. The technique involves considering a two-part weight enumerator for a modified protograph with the property that any (a, b) trapping set in the original protograph is a codeword in the modified proto graph. We now briefly describe the procedure introduced in [10] . An auxiliary 'flag' variable node is added to each check node, as displayed in Figure 2 . Consider a subset S with cardinality a of the variable nodes V = {vo, VI, V2, V3}, for example, a = 3 and S = {VO , VI, V2}.
We now attach weight 1 to these variable nodes and weight o to the remaining nodes in VIS = {V3}. We observe that check nodes CO and Cl are satisfied, since they both have input weight 2, but that check node C2 (with input weight 3) is unsatisfied. Thus there is b = 1 odd-degree (unsatisfied) check node. This is an example of a (3, 1) general trapping set. Thus 73 ,1 contains the subset S = {VO,Vl , V2}.
For any subset of variable nodes, we can satisfy any odddegree check nodes by assigning weight 1 to the corresponding auxiliary variable node. Note that the weight of the variable nodes V is a = 3 and the weight of the auxiliary nodes is b = 1 for this (3, 1) general trapping set, which suggests that the general trapping sets of a protograph can be enumerated by applying a two-part weight enumerator analysis to the modified protograph. We thus consider a two-part weight enumerator over sets of variable nodes V = {vo, VI, ... , Vnv -d and auxiliary nodes F = {fo, iI,··., In/-d, where nv is the number of variable nodes in the initial protograph and n f is the number of auxiliary variable nodes (equal to the number of check nodes n e)' This method of enumerating trapping sets for protograph-based codes is presented in [10] . In the remainder of this section, we summarize the results of [10] and [14] on which our approach is based.
A. Finite length ensemble trapping set enumerators
Suppose that a modified protograph contains nv variable nodes to be transmitted over the channel. Also, suppose that each of the nv transmitted variable nodes has an associated weight di , where 0 :::; di :::; N for all i. If Ots(D.) exists, and if the probability
as the block length n grows, we can say with high probability that the majority of codes in the ensemble have a D.-trapping set number that increases linearly with n, i.e., dts(D.) = nOts(D.). This implies that, for sufficiently large n, a typical member of the ensemble has no small trapping sets. Experimental results have shown that the failure events that dominate the performance of LOPC codes with iterative decoding in the error floor region of the BER curve can be attributed to small trapping sets [3] . Since small trapping sets contain relatively few variable nodes, it is more likely that all of the variable nodes in a small trapping set have unreliable channel values than in a larger trapping set. Further, examinations of the small trapping sets dominating in the error floor region have shown that the sets with low degree check nodes cause the most trouble. This is because of the low connectivity of these check nodes to the rest of the graph, which results in the trapping set not being able to obtain enough independent (and possibly helpful) messages during decoding iterations. Thus an ensemble that guarantees no small trapping sets on average is highly desirable. General trapping sets that have only degree one or two check nodes form an important subset called elementary trapping sets. Extensive simulations (see, e.g., [3] ) have shown that in fact most of the decoding failures in iterative decoding correspond to elementary trapping sets. Elementary trapping sets require a slightly different analytical model than the one used here, as described in [10] . Similar results to those presented in this paper for elementary trapping sets are the subject of ongoing research.
V. GENERAL TRAPPING SET ENUMERATORS FOR LOPC CONVOLUTIONAL CODES
In this section, we present a method for obtaining a lower bound on the D.-trapping set number of an ensemble of unterminated, asymptotically good, periodically time-varying LOPC convolutional codes derived from protograph-based LOPC block codes. To proceed, we introduce a family of tailbiting LOPC convolutional codes with incremental increases in block length. The tail-biting codes are then used as a tool to obtain the desired bound on the D.-trapping set number of the unterminated codes.
A. Tail-biting convolutional codes
Consider the parity-check matrix Pee of the protographbased, unterminated convolutional code introduced in Section III-A. We now introduce the notion of tail-biting convolutional codes by defining an 'unwrapping factor' A as the number of times the sliding convolutional structure is repeated before applying tail-biting termination. For A ~ 1, the parity-check matrix Pt~A) of the desired tail-biting protograph-based convolutional code with block length Anv can be written as Note that the tail-biting convolutional code for A = 1 is simply the original protograph-based block code.
B. Tail-biting LDPC convolutional code ensembles
Given a protograph parity-check matrix P, we generate a family of tail-biting convolutional codes with parity check matrices Pt~A) and increasing block lengths Anv, A = 1,2, ... , using the process described above. Since tail-biting convolutional codes are themselves block codes, we can treat the Tanner graph of Pt~A) as a protograph for each value of A. Replacing the entries of this matrix with either N x N permutation matrices or N x N all-zero matrices, as discussed in Section III, creates an ensemble of LOPC codes that can be analysed asymptotically as N goes to infinity, where the sparsity condition of an LOPC code is satisfied for large N. Each tail-biting LOPC code ensemble, in tum, can be unwrapped and repeated indefinitely to form an ensemble of unterminated, periodically time-varying LOPC convolutional codes 4 with rate R = 1-Nnc/Nnv = 1 -nc/nv, constraint length Vs = Nnv , and, in general, period T = Ay.
To study the average general trapping set enumerators of these block codes, we add auxiliary flag variables following the procedure detailed in Section IV. The resulting protographbased modified parity-check matrix is given by where lIn is the n x n identity matrix. For any A, we can now follow the procedure detailed in Section IV to calculate the D.-trapping set number d~;) for the ensemble of LOPC tail-biting convolutional codes based on the protograph parityh k . p(A) c ec matnx tb .
C. A lower bound on the convolutional D.-trapping set growth rate
In this section we present a technique for obtaining a lower bound on the convolutional D.-trapping set growth rate Occts(D.) by showing that Occts(D.) must be at least as large as any D.-trapping set growth rate o~;) of an ensemble of block codes obtained by tail-biting termination of the underlying convolutional code with unwrapping factor A. The method used to prove the bound is based on a similar minimum distance bound proof first presented in [12] . 
Proof Consider the unterminated convolutional code whose parity-check matrix is given in (2). Now take any (a , b) general trapping set that consists of a set of variable nodes
{VI(O) , VI( l ) , '" , VI( a -1)}
and a set of odd-degree check nodes This implies that a general trapping set in the unterminated convolutional code induces a general trapping set in any of its tail-biting terminated codes that has at most the same size as the original one. It follows that the smallest general trapping set size of an unterminated convolutional code is at least as large as the smallest general trapping set size of any of its tailbiting terminated convolutional codes, i.e., for any unwrapping factor A. 0 Intuitively, as A increases, the tail-biting code becomes a better representation of its associated unterminated convolutional code, with A -* (X) corresponding to a nonperiodically time-varying convolutional code. This is reflected in the average general trapping set enumerators, and it is shown in Section VI that increasing A provides us with fltrapping set growth rates oi;) (fl) that converge to a lower bound on occts(fl), which we call the fl-trapping set growth rate of the unterminated convolutional code family.
As noted in Section IV-B, the fl-trapping set growth rate of a block code ensemble is defined as its fl-trapping set number to block length ratio. For the protograph-based tailbiting LDPC convolutional codes defined in Section V-B, this ratio is therefore given as (7) Using (6), we then obtain
We note that, for convolutional codes, the length of the shortest codeword is equal to the encoding constraint length V e , which in general differs from the decoding constraint length Vs. Assuming minimal encoder and syndrome former matrices, the relation between Ve and Vs can be expressed as 1-R (9) which implies that, for code rates less than 1/2, the encoding constraint length is larger than the decoding constraint length, and vice versa for code rates greater than 1/2. Combining (8) and (9) gives us the desired lower bound
occts(fl) :::: 1 _ RAOts (fl), (10) where occts(fl) = dccts(fl)/ve is the fl-trapping set growth rateS of the unterminated convolutional code family.
VI. TRAPPING SET ANALYSIS
We now present a trapping set analysis for several regular, asymptotically good ensembles of unterminated, periodically time-varying LDPC convolutional codes. As described in Section V, we make use of ensembles of tail-biting LDPC convolutional codes to obtain a lower bound on the desired fl-trapping set growth rate of the associated unterminated convolutional code family.
5If the syndrome former matrix is not in minimal form, (9) results in an upper bound on V e, which implies that 8ccts(~) is underestimated in this case.
A. Regular Ensembles with gcd(nc, nv) > 1
Example 2 (see also A family of rate R = 1/2 tail-biting LDPC convolutional code ensembles can be generated according to the displayed cut. We now proceed to calculate the fl-trapping set growth rate O~;) (fl) for the modified tail-biting convolutional code ensembles with base parity-check matrices Pt~>') for various fixed values of fl and increasing values of the unwrapping factor A. Note that setting fl = fJ / ex = 0 corresponds to the minimum distance growth rate problem [8] . Thus, for A = 1, which corresponds to the (3,6)-regular block code ensemble, O~:) (0) = 0min = 0.023, where Omin is the minimum distance growth rate for the (3, 6)-regular ensemble, as originally calculated by Gallager [16] . Further, for larger values of A, the value for oi;) (0) agrees with the earlier results for minimum distance growth rates of tail-biting convolutional codes given in [8] .
As fl ranges from 0 to 00, the points (oi;) (fl), fl· oi;) (fl)) trace out the so-called zero-contour curve for a protographbased block code ensemble [10] . Note that we are particularly interested in small values of fl, since this means that the ratio of odd-degree check nodes to variable nodes inducing them is small. This implies that there are relatively few odd-degree check nodes available to pass messages to the large number of variable nodes. The zero-contour curves for Example 2 are shown in Figure 5 , and the fl-trapping set growth rates are highlighted for fl = 0.02. . Thus we want the fl-trapping set growth rate 8};) (~) to exist and be as large as ')ossible for each value of ~. We observe in Fig. 5 that 8g 1 (~) :::; 8g 2 ) (~) for any>,! > A2. This is analogous to the decrease in the minimum distance growth rate with increasing A observed in [8] . If a zero-contour curve of ensemble A is always below the zero-contour curve of ensemble B, then, in general, we would expect a code drawn from ensemble A to exhibit poorer error floor performance than one drawn from ensemble B. Thus we would expect worse error floor performance with increasing A for the tail-biting convolutional code ensembles. 6 For this (3,6)-regular ensemble, the lower bound on 8ccts(~) is simply 8ccts(~) 2 l!:RA8g)(~) = A8};), since l!:R = 1 in this case. The ~-trapping set growth rates for Example 2 are plotted in Fig. 6 for ~ = 0, 0.01 , and 0.05. We observe that, once the unwrapping factor A of the tail-biting convolutional code ensemble exceeds 3, the lower bound on 8ccts(~) levels off for each distinct value of ~. We also observe a significant increase in the value of 8ccts (~) compared to 8~;)(~), the ~-trapping set growth rate of the underlying block code ensemble. 0 Example 3: Consider the rate R = 2/ 3, (3, 9)-regular LDPC code ensemble. We form a protograph in the usual fashion, creating 3 check nodes, each of which connect to all 9 variable nodes, and we observe that gcd(3,9) = 3. The protograph parity-check matrix and defined cut are displayed below: For this rate R = 2/ 3 ensemble, the lower bound on 8ccts(~)
is 8ccts(~) 2 l!:RA8};)(~) = 2A8g)(~). We observe that, as in Example 2, the ~-trapping set growth rates calculated for fixed values of ~ with increasing A provide us with a lower bound on the convolutional ~-trapping set growth rate, 6We observe from the zero-contour curves of Example 2 that increasing >.. results in smaller ~-trapping set growth rates for>.. 2: 3. However, we must be careful in this case to remember that the block lengths also increase and the ~-trapping set number is d~;)(~) = n8~;)(~) = N>..nv 8i;)(~).
which exceeds the value of 8};) (~), the ~-trapping set growth rate of the protograph-based LDPC block code ensemble. The bounds calculated for several values of ~ are given below in Table 1 : Block code ~-trapping set growth rates and lower bounds on the convolutional ~-trapping set growth rates for several values of ~ for the regular (3, 9)-ensemble.
B. Regular Ensembles with gcd( n c, nv) = 1
For the following R = 1/ 4, (3,4)-regular and R = 2/ 5, (3, 5)-regular ensembles, we form the trivial 'all-ones' protograph parity-check matrix of size nc x nv. The protograph is then unwrapped according to the nonuniform cutting vector ~ method as described in Section III-A. The nonuniform cuts chosen are consistent with those previously presented in [9] , and they are displayed in Fig. 7 . Just as we expect the tail-biting ensemble zero-contour curve values 8};) (0) to correspond to minimum distance growth rates of the associated block code ensembles, we expect that the lower bound on the free distance growth rate 8 fr ee of the regular convolutional codes (found in [9] ) based on the displayed cuts correspond to the value 8ccts (0) of the convolutional lower bound zero-contour curve. This can be seen in Figure 8 , where the lower bounds on 8ccts(~) = Q: are plotted against ~Q: = j3 to form a convolutional lower bound zero-contour curve for each of the regular convolutional ensembles considered. We observe that, in general, as the rate increases the convolutional lower bound zero-contour curves become lower, indicating the likelihood of worse error-floor performance. This is consistent with the conclusions drawn from the free distance bounds previously presented in [9] .
VII . CONCLUSIONS
In this paper, asymptotic methods were used to calculate a lower bound on the ~-trapping set number that grows linearly with constraint length for several regular, asymptotically good ensembles of unterminated, protograph-based, periodically time varying LDPC convolutional codes. It was shown that the ~-trapping set growth rates of the LDPC convolutional code ensembles exceed the growth rates of the corresponding LDPC block code ensembles on which they are based. These large trapping set growth rates suggest that the LDPC convolutional codes will exhibit good iterative decoding performance in the error floor.
