In this paper, we focus on Euler-Maruyama's approximate solutions. Thus, some conclusions about the p-th (p > 1) moments of the errors between the unique solution x(t) of the stochastic differential equation and Euler-Maruyama's approximate solutions will be established.
Introduction
In a bit to understand the unique solution x(t) of the stochastic differential equations, we often draw support from approximate solutions. Recently there exist two famous approximate solutions-Caratheodory's approximate solutions and Euler-Maruyama's approximate solutions. In this paper, we decide to discuss Euler-Maruyama's approximate solutions.
Firstly, we will give some preconditions. Let (Ω, F, P ) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions. Throughout this paper, unless otherwise specified, we let B(t) = (B 1 (t), B 2 (t), · · · , B m (t)), t ≥ 0 be m-dimensional Brownian motion defined on the space. Let 0 ≤ t 0 < T < ∞. Let x 0 be an
with initial value x(t 0 ) = x 0 . Of course, in order to make contents in this paper meaningful, we will list two important conditions which ensure the existence and uniqueness of the solution to equation (1) . They are Lipschitz and Linear growth conditions. There exists two positive constantsK, K such that
(Linear growth condition) for all
We know that the solutions of stochastic differential equations does not often have an explicit expressions except the linear case. Thus, we often seek the approximate solution rather than the accurate solution. One of the methods we have used is Picard iteration procedure. Let us recall the Picard iterations to equation (1) . Set x(t 0 ) ≡ x 0 and for 1, 2, · · · , define
for t ∈ [t 0 , T ]. It is no doubt that the Picard iteration procedure is used to establish the theorem on the existence and uniqueness of the solution. However, the disadvantage of the Picard approximation is that one needs to compute x 0 (t), x 1 (t), · · · , x n−1 (t) in order to compute x n (t), and this will involve a lot of calculations on stochastic integrals. Therefore, we usually look for another effective method, such as Euler-Maruyama approximation procedure. Now let us illustrate the definition of Euler-Maruyama approximate solutions. They are defined as follows: For every integer n ≥ 1, define x n (t) = x 0 , and then for t 0
Note that if definê
for t 0 ≤ t ≤ T . Then from the equations (5) and (6), we can obtain the expression of Euler-Maruyama's approximate solutions as follows:
For the Euler-Maruyama's approximate solutions, the following results are well-known.
Theorem 1.1 [1] Under the linear growth condition (3), for all n ≥ 1, we have
and for t 0 ≤ s < t ≤ T with t − s ≤ 1,
where C 2 = 4K(1 + C 1 ). Moreover, assume that the Lipschitz condition (2) and the linear growth condition (3) hold. Let x(t) be the unique solution of equation (1)and x n (t) be the Euler-Maruyama approximate solutions. Then, for n ≥ 1,
where
Based on the above works, the aims of this paper is to discuss the p-th (p > 1) moments of the errors between the unique solution x(t) of equation (1) and Euler-Maruyama approximate solutions.
Main Results
Before giving our main result, let us state some notations.
•
•C 3,p = 2
Now we can state the main results of the Euler-Maruyama's approximate solutions.
Theorem 2.1 Assume that the Lipschitz condition (2) and the linear growth condition (3) hold. Let x(t) be the unique solution of equation (1) with the initial value x(t
0 ) = x 0 ∈ L p (Ω, R d ). Then, for n ≥ 1 and p ≥ 2, E sup t 0 ≤t≤T |x n (t) − x(t)| p ≤ C 3,p n p 2 .(11)
Theorem 2.2 Assume that the Lipschitz condition (2) and the linear growth condition (3) hold. Let x(t) be the unique solution of equation (1) with the initial value x(t
Then, for n ≥ 1 and 1 < p < 2,
Some Lemmas
Before giving the proofs of main theorems, we need to show the following some lemmas.
Lemma 2.3 Under the linear growth condition (3)
, for all n ≥ 1 and p ≥ 2,
Proof Fix n ≥ 1 and p ≥ 2 arbitrarily. Note from equation (7) that for
Using the Hölder inequality, the martingale inequality [2, Theorem 7.2 in Section 1.7] and the definition of Euler-Maruyama approximate solutions, we can then derive that
Consequently,
Since Gronwall inequality implies 1 + sup
we can get sup
Lemma 2.4 Under the linear growth condition (3)
, for all n ≥ 1 and t 0 ≤ s < t ≤ T with t − s ≤ 1 and p ≥ 2,
Proof Note that
Hence, we can know that easily, 
