We propose a general-purpose color-based object model called the Multimodal Neighborhood Signature (MNS) with applications in object recognition and image retrieval. Object modeling is example-based and can cope with many appearance variations due to the image formation/rendering process. The local nature of the color representation facilitates robustness to occlusion and clutter. Unlike other methods, neither segmentation nor edge detection is required and the area of homogeneously colored regions is not used. The algorithm is simple to implement and has low storage requirements. In the reported experiments, eight recognition and two other retrieval methods are reviewed and systematically compared with MNS. Results show good and fast performance under severe scale, viewpoint, occlusion, and background change using a single image for object modeling. Although spatial information was not used and its default internal parameters were used, MNS outperformed most compared methods. c 2002 Elsevier Science (USA)
INTRODUCTION
Visual recognition is the task of determining the presence of an object (or an object from a category) in one or more images. There is a large number of computer vision applications that require automatic object recognition. Such applications range from active vision systems to image and video retrieval engines operating on a local computer or even the Internet.
Recognition is model-based; the likelihood of the presence of a sought object is computed by comparing image measurements with a representation of the sought object called the object model. The type of image measurements and the comparison (also called matching) method are inseparable with the selection of the object representation. In many recognition applications (e.g., image retrieval) the object model must be learnt automatically from a set of example images or image regions. We focus on such example-based methods.
Building a model of object appearance from a few image regions, often a single region, is a challenging task especially for three-dimensional objects. Several factors that influence object appearance must be taken into account. These include viewing geometry, illumination conditions, sensor spectral sensitivities, and the object's shape and surface reflectances. Appearance also changes after nonrigid object deformation (and/or self-occlusion) as well as due to varying illumination color. Other, not easily modeled or not readily measured effects like mutual illumination and individual camera characteristics (e.g., gamma correction settings) sometimes need to be taken into consideration. Furthermore, the model of appearance should take into account background clutter, especially in cases where the object of interest covers a small part of the image.
We concentrate on color-based object modeling for recognition. Measurements of object color, a property related to the object's surface reflectance, are easy to compute and have been shown to provide good recognition in a number of experiments (e.g., [29, 18, 26] ).
In this paper, we propose a representation of object color structure, called the Multimodal Neighborhood Signature (MNS). Our approach is based on the observation that many objects can be detected in possibly complex scenes without extreme effort, regardless of the area occupied by the visible parts of the object of interest. For instance, humans recognize a familiar person by sometimes a very small visible part of their clothes, and they have no problems identifying a can of Coke even if it is being viewed squashed or in someone's hands with his fingers around it. In the latter example, local color structure is preserved although properties like shape, texture, and spatial arrangement of visible surfaces may be different from those computed from the frontal view of the object.
In our approach, local color structure is represented by illumination invariant features computed from image neighborhoods with a multimodal color density function. The mode values used for the computation of the invariants are robustly filtered, stable values. The mean shift algorithm [13] is invoked to efficiently locate the peaks of the density function in the RGB color space. The representation of object appearance is flexible, effectively using the constraints imposed by the illumination change model, which in turn is dictated by the application environment.
The contributions of our work are summarized below:
• Instead of image segmentation or edge detection, our measurements are computed from image neighborhoods with a multimodal density function, which can be repeatedly detected in images.
• Local appearance is described by invariant features computed from robustly filtered color values computed from image neighborhoods.
• The proposed object model is derived from one or more example images, a realistic assumption in many applications. The method is shown to perform well even with a single example view of the object, therefore a large set of object views is not required.
• In contrast with previous approaches, the type of invariant features used for recognition is not fixed at run-time. Instead, it depends on the illumination model, which in turn is defined by the application.
• A number of color-based object recognition and retrieval methods are reviewed and compared.
• Most published recognition methods have been demonstrated to work well with images carefully selected for their experiments. The MNS algorithm, with its default algorithmic settings, is evaluated and compared using publicly available data sets.
• Good results are presented for the recognition and retrieval of objects in the presence of partial occlusion and appearance variations due to changes in viewpoint, illumination, and scale.
THE MULTIMODAL NEIGHBORHOOD SIGNATURE
A multimodal neighborhood signature is a set of stable measurements computed from image neighborhoods with a multimodal color density function. We view a neighborhood as a small compact pixel set, the shape of which is not critical for our application. For convenience, we consider neighborhoods defined around a central point. A subset of all image neighborhoods is selected for processing. When more than one images are used to learn object appearance, the union of neighborhoods defined over all images is processed. Depending on the number of modes of the probability distribution of the color values, we characterize the selected regions as unimodal or, for more than one mode, multimodal neighborhoods.
Illumination invariant measurements can be computed from the mode values to account for varying illumination conditions even within the same image. Computing illumination invariant features from unimodal neighborhoods is possible under certain assumptions [9] . Nevertheless, computation of invariants from multimodal neighborhoods is relatively straightforward; therefore we do not consider unimodal neighborhoods. No information loss takes place due to the fact that colors from unimodal neighborhoods are typically present in the detected multimodal ones. A rich description of color content is obtained since a single color patch can contribute to more than one neighborhood feature computation. A schematic diagram demonstrating the MNS approach is shown in Fig. 1 .
In this work, processing of color values was performed in the RGB color space. In [15] , Gevers and Smeulders argue that converting the RGB values into a perceptually uniform color space would improve the performance of a color-based system. Perceptual spaces have been useful in color selection and matching applications and in the mapping of color measurements to color labels in a way consistent with human perception [1] . However, using a uniform color space for object recognition has certain disadvantages. Not only do uniform spaces require more complex computation, but also they are often inaccurate for the comparison of some colors [7, p. 186] . In addition, conversion to perceptual color spaces (such as the CIELAB) assumes knowledge not generally available about the sensor characteristics. Moreover, ratios of RGB values have been shown to be invariant to changing illumination color in [14, 15] . Finally, our decision to work with RGB values is supported by good published results, e.g., by the C-BIRD system [20] .
Computing the MNS Signature: The Algorithm
For image processing, rectangular neighborhoods are selected since they facilitate simple and fast processing of the data (Fig. 2d) . The L ∞ , or so called chessboard metric, is selected to calculate the distance between two pixels (x 1 , y 1 ) and (x 2 , y 2 ):
A compact neighborhood comprising all pixels within a maximum D max chess from the neighborhood center is considered.
For each neighborhood considered, the modes of the color density function are located using a nonparametric (kernel-based) method-the mean shift algorithm (described in Section 2.2). The dominant mode of each neighborhood is defined as the one that most pixels converged to (during mode seeking) and corresponds to the most frequently appearing color in the neighborhood. A dominant mode filtering of the image is applied by replacing each image pixel by the RGB coordinates of the dominant mode of the neighborhood centred at the pixel. The default D max chess for filtering is 3, resulting in rectangular neighborhoods of size 7 × 7 pixels. Dominant mode filtering helps in removing image noise at surface boundaries while preserving the local color structure. The idea of dominant mode filtering is similar to the majority filtering used in [24] for the same purpose. The effects of dominant mode filtering on a detail from a ball image before and after DMF filtering is shown in Figs. 2c and 2d .
Using the filtered image, processing takes place only for a subset of image neighborhoods centered at a subset of image pixels. In our experiments, overlapping neighborhoods are processed, centered at the points of a dense rectangular grid structure covering the image. A larger neighborhood size (16 × 16) is selected. Examples of the grid and the neighborhoods defined on an example image are shown in Fig. 2 . For every neighborhood considered, the modes of the color distribution are computed using the mean shift algorithm. The modes that less than 5 pixels (2% of the neighborhood area) converged to are considered as "noise" and are ignored. The neighborhoods are then categorized according to their For neighborhoods with more than two modes, all mode pairs were considered. In order to create an efficient image descriptor, the computed color pairs are clustered in the RGB 2 space, and a representative vector for each cluster is stored. For the clustering, a suppression algorithm is applied to remove identical measurements.
The computed signature consists of a number of RGB 2 vectors, depending on the color complexity of the scene. The resulting structure is, generally, very concise and flexible. Neighborhoods from which measurements were stored in the MNS signature of the ball image are shown in Fig. 2f . Often, more than one images of the sought object are available to learn object appearance. In that case, the MNS signatures of all the example images (or regions) can be merged into a composite MNS by superposing the features (color pairs) and suppressing identical features.
For the computation of the signature no assumption about the color change due to the illumination change is needed. The parameters controlling mode seeking, i.e., the kernel width and the neighborhood size, are dependent on the test images, the former being related to the amount of filtering (smoothing) associated with the mean shift and the latter depending on the scale of the image. Scale changes may be addressed by varying the neighborhood size over multiple coverings of the image or by applying a multiscale approach. Nevertheless, in the experiments reported in Sections 3 and 4 the algorithm performed well under severe scale changes using a single default neighborhood size.
Computation of Neighborhood Modality with the Mean Shift Algorithm
To establish the location of a mode of the color density function the mean shift algorithm is applied in the RGB domain. The general kernel-based estimate of a true multivariate density function f (x) at a pointx 0 in a d-dimensional data space is given bŷ
wherex i , i = 1.. n are the sample data points and K is the kernel function with kernel width h. In this work, we are not interested in the value of the density function at the pointx 0 but rather in the location of its maxima in the measurement space. A simple and efficient algorithm for locating the maximum density points was proposed by Fukunaga and Hostetler [13] when the kernel function in Eq. (2) is the Epanechnikov kernel
where c d is the volume of the unit d-dimensional sphere andx are the data points. The kernel has been shown to be robust to outliers and optimum in the sense of having minimum integrated square error for density estimation [27] . The mechanism of the mean shift algorithm consists of iteratively shifting the position of the kernel center to the average of the data points within it by the mean difference vector
where nx is the number of data points inside the hypersphere S of radius h centered atx. Equation (4) is an estimate of the normalized gradient of the density function f (x) in the d-dimensional space:
As shown in [13] , translation of the kernel center toward the direction of the mean difference vector is equivalent to a gradient ascent to the closest mode of the distribution. Using Eq. (4), Comaniciu and Meer proved that convergence to the closest mode is guaranteed [3] .
For each pixel p j , j = 1.. n in a neighborhood a search for its closest modem j of the density function is performed using a simple iterative algorithm: ALGORITHM 1: MODE SEEKING 1. Initialize i = 0 and set the current mode estimatem 0 j to the value of the pixel p j . 2. Update the mode estimatē
Here n i in step 2 of the algorithm corresponds to the number of data points inside the sphere S 3 m i j .
Reducing the Complexity of Mode Seeking
For an image of dimensions M × N and a grid with fixed spacing m × n, the number of neighborhoods considered over the image is M N/mn. For each neighborhood, a mean shift search for the closest mode is started from a subset s of the neighborhood pixels using all the pixels of the neighborhoods as data points. The complexity of mode seeking per pixel is O(mni) where i is the average number of iterations required for convergence. Therefore, the total computational cost for processing all neighborhoods is
where k s = |s|. Taking into account that the average number of iterations is typically 3-5 and k s is usually a small number, the processing cost is approximately proportional to the size of the image. Computation time can be reduced by requiring a minimum distance of a kernel width between two adjacent modes of the density function. Then, unimodal neighborhoods can be identified simply by the fact that all color values in the neighborhood fall inside the kernel at convergence for some starting point.
Instead of selecting a random subset to initialize the search, a quasi-random procedure was adopted. Compared to random sampling, this sampling ensures equal density of samples in the neighborhood, prevents unfavorable spatial distribution of samples (e.g., all samples from one corner of the neighborhood), and avoids using neighboring pixels likely to have similar values. The subset of pixels selected from the neighborhood was defined by a sampling array implemented as a dithering matrix [12] .
The simple 2 × 2 dithering matrix is defined as
and recursively a 2N × 2N matrix is computed having the general form
where U (n) is the N × N matrix of 1's.
In our case, the D × D dithering matrix is used where
D is selected to be the minimum power of 2, which is greater than the maximum image dimension, i.e., k = min{k : D > max(M, N )}. From the neighborhood points defined by the dithering matrix, a subset is selected by considering all matrix indices with a value below a specified threshold. The threshold corresponds to the percentage of the neighborhood points we want to process.
Computing Invariant Measurements from Multimodal Neighborhoods
From the multimodal neighborhood signature, a number of invariant features can be computed. For the ease of exposition we will describe feature extraction from bimodal neighborhoods, which are the simplest multimodal ones.
Consider a local image patch with two adjacent surfaces i and j. Ignoring surface (specular) reflection, the two estimated mode colors will be given by
where s k i is the illumination factor, g i is the geometric factor, and c k i is the kth sensor response to the surface reflectance of patch i under white light (surface color). Besides modeling the effects of change in viewpoint and object pose, the geometric factor g encompasses all factors that have the same effect on each color channel, e.g., change of aperture or camera gain and change in illumination intensity. Coefficients s k i represent factors that affect individual color channels, e.g., the change of illumination color in the diagonal color constancy model described below.
A different image of the same pair of surfaces under different light and object pose would change the recorded colors to
respectively.
Assuming constant illumination for both the test and the object scenes the color change model for s k c = s k c , g n = g n , n = i, j and g i = g j becomes r i = r i and r j = r j , and the simplest invariant color features appear to be the mode coordinates in the RGB 2 space
change is assumed to be the same for both surfaces under constant light. Color change is modeled by
In this case, various 5-dimensional features can be constructed from the mode chromaticities
and rational features. For example the 2-mode chromaticities and an intensity ratio produce the 5D feature vector
proposed by Matas et al. [21] .
illumination intensity is assumed due to surface discontinuities and orientation changes. Color change is modeled as before and the chromaticities of the estimated mode colors are simple invariant 4-dimensional features:
The assumption of constant illumination within the same scene is violated in most natural scenes. However, it is often realistic to assume constant illumination color in relatively small image neighborhoods. The diagonal model of illumination change has been shown plausible when camera sensors are sufficiently narrow-band filters [8] . According to this model, illumination change is modeled by an independent scaling of the color channels by a different scalar constant, i.e.,
It is easy to show that (assuming diagonal illumination change) the ratio of colors between two neighboring surfaces with different colors is invariant to lighting changes [19, 23] . Nevertheless, for the assumption to hold, the two neighboring surfaces must have the same orientation, i.e., g i = g j . Invariant features can be computed from the 3-color channel ratios of the mode RGB values:
In the most general situation, where orientation is different for the two surfaces g i = g j and g i /g i = g j /g j , the 2-dimensional cross-ratio vectors
are invariant under the diagonal model as shown by Gevers and Smeulders [15] . Different invariants, not necessarily independent, may be computed from a pair of RGB values (e.g., based on the hue-saturation color model). We have not explored this issue. Invariants that could be obtained by exploiting higher order information from neighborhoods with more than 2 modes have not been studied either.
Computing Distances in the Measurement Space
Let v = (v a , v b ) and u = (u a , u b ) be two vectors in the RGB 2 space. The adopted distance function is the sum of the square norms of the pairwise vector component differences:
Taking the minimum distance between the original and component-wise inverted vectors is necessary because the order of the mode values in the joint vectors is not fixed. Various distance functions can be defined for the chromaticity and rational measurements. The same function (Eq. (8)) can be used for measuring distance in the 4D joint chromaticity domain. A distance function for 5D features was proposed in [21] .
To compare 3D and 2D invariants we devised the following simple formulas. The ratio between two RGB values p i , p j is denoted
Also
The modification of d rat to measure the distance between 2-dimensional cross-ratio features is trivial, ignoring one color channel in Eq. (9). The distance function for pairs of 1-dimensional color ratios was chosen to be
Memory Requirements
The MNS method stores pairs of RGB values originating from multimodal neighborhoods regardless of the representation used in matching. Each color component is stored as a four (4)-byte floating point number (the mode RGB values are computed as averages and are not integers). The MNS signature file size is given by
where n is the number of pairs of mode values in the signature and the numerical values correspond to the number of modes per RGB 2 vector (2), the number of color components (3), and the number of bytes used for the representation of a floating point value (4). If a representative location is stored for each mode pair then an extra overhead is added. For storing the bounding rectangle of the neighborhood, four integer numbers are required; therefore an extra sum of 4 × 2 × n = 8n bytes is added to S n .
The size of the signature can be reduced by a significant factor if stored using fixed point arithmetic. The range of mode values is [0.255] and it is unlikely that more than a few bits after the decimal point are significant. Therefore, even 8, 10, or 12 bits per color component, corresponding to 0, 2, and 4 binary digits after the decimal point may be considered. In our experiments, only 8 bits per color component were used. The storage requirements for a specific data set are presented in Section 3.3.
Matching MNS Signatures
In some applications, a "hard" (binary) decision about the presence of an object or object category may not be required. Instead, a quantity related to the likelihood of the object being present in the image is sought. This is common, for instance, in retrieval applications where a matching score called the (dis)similarity 1 value is computed for each image in the database. Here, an algorithm for computing such a dissimilarity value is described.
Let M, T be a pair of signatures of the object model image (or region) and a test image, respectively. We assume that the model signature contains information only about the object of interest. This assumption is realistic since in both recognition and retrieval applications special care is taken to compute a model signature either by using a uniform background for the model images (in object recognition) or by manual example region delineation (in image retrieval). Therefore the task is posed as an attempt to interpret each model feature as a (possibly distorted) instance of a unique feature of the test signature.
Each signature consists of a set of features
We view MNS matching as an assignment problem, i.e., a problem of uniquely associating each model feature to a test feature. We define a match association function u(i): . n, maps a test feature to a model feature or to 0 in case of no match. A threshold T h is used to define the maximum allowed distance between two matched features.
In the current implementation, we formulate matching as a model-oriented stable matching problem [16] . The main idea is that a match is established between a model and the closest (in terms of the specified distance function) test feature to it that is not closer to any other model feature and within the maximum allowed distance. The implemented algorithm is as follows: 
The algorithm we use for matching MNS signatures is a modified version of an implementation based on a sorted list (discussed in detail in [25] ). The modifications were necessary to account for unmatched features and the asymmetry in the size of the sets to be matched.
Experimentally, it was established that, besides the computational complexity of the matching strategy, the time required for matching two signatures is dominated by the computation of the distances between the feature pairs, a process with a complexity of O(n × m). Once the feature similarity table is computed, the complexity of finding a stable matching is also O(n × m) [25] . A reduction in the time required to compute the dissimilarity score is achieved by ignoring all pairs with distance greater than the maximum distance threshold value.
Although the optimality of the stable marriage algorithm for a specific experiment was not investigated in this work, it provided us with a means of comparing signatures at a reasonable speed and a way to evaluate the performance of our prototype recognition system in a range of quite different experiments. However, for fast recognition and retrieval from very large image sets an algorithm that would not require the computation of all feature pair distances at each match should be used (e.g., a hashing table method).
PERFORMANCE EVALUATION IN 3D OBJECT RECOGNITION

Experimental Setup
The recognition experiment was conducted using a publicly available database collected by M. Swain (described in detail in [29] ). The model image set, in Swain's database, consists of 66 household objects imaged on black background under approximately constant illumination. The test set comprises 32 images, a subset of the model objects rotated, displaced, or deformed (e.g., clothes). Image size was 90 × 128 pixels 2 for all images. Color images of all the objects in the database can be found in [29] . For the reported results using MNS, all internal parameters (mean shift kernel width, neighborhood size, etc.) were set to default values.
Swain's database has been used in a number of recognition experiments. The first results were presented by Swain and Ballard using colour histogram matching [29] . Stricker repeated Swain's experiment using boundary histograms, which record estimates of the boundary length between different quantized colors in the image [28] . On the same data set, Park et al. tested a color adjacency graph representation of image color structure [24] . In [14] , Funt and Finlayson evaluated illumination invariant ratio histogram matching on a selection of images from Swain's data set. For that experiment, 11 model and 8 test images were removed from the database due to the instability of the ratio invariants in the presence of saturated pixels. Comparative results using the reduced data set have also been reported by Finlayson et al. [10] . In that paper, Healey and Slater's global moments [17] were compared with three versions of color and edge angle invariants proposed by the authors. In another approach, the same reduced image set was used for evaluating chromaticity histogram matching by Drew et al. [6] . A comparison of various versions of chromaticity histograms with results from [29] and [10] was given using only 30 out of the 32 test images selected by Swain. Here, we mention three variants of that method: ChromHist-A, which is a chromaticity histogram, and ChromHist-B1 and ChromHist-B2, which are its variants operating in the DCT-compressed domain with resolution 16 × 16 and 32 × 32, respectively. In addition, to compare with the method presented in [14] , the authors conducted another experiment using the 24 test images. Finally, Finlayson et al. [11] tested color histogram matching on normalized images. Three normalization methods were tested: lighting geometry normalization, illuminant normalization, and comprehensive normalization-a combination of the previous two. For their purpose, a test set consisting of 31 out of 32 Swain's test images was selected. Except for [14] , no explanation was given by other methods for the exclusion of some test images from the original set. In our experiments, all 32 test images were used.
Results
Assuming that illumination was kept approximately constant for all images in Swain's database, the MNS method was tested using 6D RGB 2 feature matching. For each test object, signature dissimilarity from 66 model signatures (of the models described in Section 3.1) was computed and the rank of the correct pair recorded. To allow comparison with previous experiments, recognition performance of the algorithm was assessed in terms of the average match percentile,
where N is the number of model images and r is the rank of the model image corresponding to the test object.
Results are presented in Table 1 . For some methods, computation of the average match percentile was not possible since the exact rank of images ranked below 3 was not reported by the authors. Figures reported in [11] for the three color normalization methods were given as the percentage of correct (rank 1) recognitions without the exact rankings, and therefore were not included in the table. However, for histogram matching after lighting geometry normalization, the average match percentile was possible to compute from the information given in the paper; therefore we included it in the table. For the sake of completeness, we mention that the correct recognition percentage for the other two normalization methods was 87.1% for the illuminant normalization and 80.6% for the comprehensive normalization.
Recognition using the MNS compared favorably to other algorithms with an average match percentile of 99.5% using the default MNS parameters. Recognition performance reached 99.8% using a matching threshold optimal for Swain's data. The objects not classified as rank 1 include mainly objects with red-white color boundaries. Such objects are common in Swain's database and their MNS signature is similar.
Performance Characterization
We consider one RGB value similar to another if the other value lies within a sphere centered at the original point and with a default radius in the RGB color space. Assuming a maximum absolute difference of 10 grayscale units per color band for similar colors, the mean shift kernel radius was assigned a default value of 10 × √ 3 ≈ 17.3 grayscale units. In the RGB 2 space, a kernel of double size (34.6 units) was selected. For the suppression stage of MNS computation a radius of 50 units was selected. No subsampling was applied before signature computation. Finally, low-intensity regions were not discarded during the computation of the signatures.
The distribution of signature file sizes for Swain's database is shown in Fig. 4d . Average signature size is 4.5 Kbyte, storing the feature locations as well. If feature location is not stored, average signature size is 0.6 Kbyte. In both cases, storing signatures of millions of images on a conventional hard disk is nonprohibitive.
In Section 2.3, a sampling algorithm for increasing the speed of signature computation by reducing the number of pixels used to initiate the mode seeking was proposed. In Fig. 4c we show how the computed signature size depends on the percentage of sampling. Signature size (i.e., the number of color pairs) is approximately the same even when half the pixels of each neighborhood are used. Speed, however, is increased by a factor of 50%, with a minimal loss in performance, as shown in Fig. 4a . Often in applications, computation speed is not a primary requirement, and signatures are assumed to be computed off-line. Then the sampling percentage can be chosen to be 100%. This was the default value in all our experiments. Note, however, that fast signature computation is crucial for Web-based applications where a large number of signatures are computed on-line.
As mentioned in Section 2.7, the matching speed depends linearly on the number of color pairs in the signatures. For a single test object the recognition process took on average 2.8 s, i.e., 0.04 s per image match on a SUN Ultra Enterprise 450 with quad 400-MHz UltraSPARC-II CPUs. This is equivalent to 25 image matches per second. For model objects with simpler color structure matching speed is much higher, in the order of 100-200 image matches per second, on a conventional Unix terminal.
To compare colour features using Eq. (8), our default choice was the L 1 metric, which performed slightly better, most probably due to its smaller sensitivity to large errors (outliers). Moreover, the time to compute the L 1 distance scores is minimal, compared to other L metrics requiring calculation of a pth order root at each run. Figure 4b shows recognition performance as a function of sampling percentage for the L 1 and L 2 metrics.
Outlier Rejection Threshold
The MNS matching algorithm uses a threshold value T to increase robustness to outlier values in the computation of the dissimilarity value. Testing a large range of values of T we concluded that the MNS method is fairly insensitive to a wide range of threshold values. Recognition performance deteriorated slowly (Figs. 4e and 4f) even for extreme values of T and converged to a performance limit of approximately 85% for the L 1 metric for large thresholds (practically infinite, i.e., larger than any dissimilarity computed). The default threshold value was chosen to be 100. The same test was repeated for the L 2 metric, for which a default threshold value of 57 was selected.
Dominant Mode Filtering
Dominant mode filtering (DMF) was described in Section 2.1 as a method for reducing image noise. Experimentally it was shown that a slight improvement in performance is achieved using filtering. The average match percentile without filtering was 99.4%, slightly lower than 99.5% achieved after filtering.
IMAGE RETRIEVAL USING MULTIMODAL NEIGHBORHOOD SIGNATURES
We formulate image retrieval as a search in an image collection for objects for which at least one example image is available. This has a number of advantages compared to methods that require a user-dependent and therefore subjective definition of image similarity. First, an objective criterion of retrieval performance, the appearance of the sought object among the retrieved images, can be defined. Second, the variations in object appearance as a result of changes in the parameters of the image formation process are well studied in the recognition literature and may be used for a more systematic performance characterization. Finally, results for a number of systems have been reported in the literature, facilitating a comparison between them.
In this paper, we compare the proposed Multimodal Neighborhood Signature with two other color-based object retrieval methods called (a) the FOCUS system (Das et al. [5] ) and (b) the SEDL system (Cohen [2] ).
In the FOCUS (Fast Object Color-based qUery System) system [5] , object appearance is represented by a graph computed from the peaks of local histograms approximating the color density function at rectangular image neighborhoods. Matching is achieved in two stages; first, all images showing all colors observed in a single example image of the object are retrieved using a B+ tree structure. In order to select only images that have the same spatial arrangement of the sought colors, a so-called spatial proximity graph (SPG), precomputed for every image in the database, is matched to the SPG computed from the object image. Successful results on the FOCUS database, obtained at competitive speed, have been reported [5] .
In the SEDL (Scale Estimation for Directed Location) system [2] , object appearance is represented by a set of features describing the location and area of contiguous image regions with homogeneous color in the LUV color space. The regions are established using a segmentation method based on color clustering and region-merging. An efficient matching algorithm using the so-called Earth Mover's Distance (EMD) [30] is applied to localize the object in the image. A score is computed by matching the distribution of colors within the part of the image believed to show the sought object with that of the example image. The estimated object location is that which minimizes a cost function. Finally, the pose of the sought object is determined from its projection in the image, under the assumption that no occlusion takes place. Unlike MNS, both FOCUS and SEDL require that all object colors are present in the image.
Splitting the image into rectangular regions of fixed size, in a way similar to MNS and FOCUS, was also proposed by Li et al. in their system called C-BIRD (Content-Based Image Retrieval from Digital libraries) [20] . C-BIRD uses a composite model of object appearance exploiting color, texture, and shape. Since our objective is to test color-based methods, a direct comparison with C-BIRD is not attempted in this paper.
THE RETRIEVAL AND EVALUATION PROTOCOLS
Retrieval. The object representation (here computed from a single example region) is compared with every image in the database and a match score is assigned to it, related to the likelihood of the presence of the sought object in the image. The database is sorted by the matching score value and the top R ranked images are returned. It is then left to the users to browse the retrieved images in search for interesting answers.
Evaluation. Evaluating image retrieval systems is an open research issue, since a commonly agreed benchmark does not exist and different methods have been demonstrated on different data. From a comparative study of evaluation approaches, Müller et al. [22] concluded that the most popular way to assess retrieval performance is by computing recall and precision, two measures that have been extensively used in text retrieval. Recall is defined as
where n is the number of correct retrievals in the first R returned images divided by the total number N of correct answers in the database. In our experiments, we adopted the modified precision formula proposed by Cohen [2] ,
where r i is the rank of the ith correct answer in the retrieved set. The traditional precision measure, commonly used in text retrieval, is defined as the fraction of correct over the incorrect (irrelevant) answers in the retrieved images. Cohen argues that the modified precision equation (14) is more accurate in that it takes into account the ranks of the correct answers. For example, three correct answers with ranks 1, 2, 3 are a more precise result than three correct answers ranked 2, 8, 39 (R = 100). An additional advantage of Cohen's formula is that retrieval performance can be evaluated even when the number of all the correct answers in the database is unknown. However, in contrast with the traditional precision measure, the value of ρ increases proportionally to the size of the retrieved set, which may sometimes be confusing. When no correct images are retrieved, i.e., r = 0, then precision is arbitrarily assigned ρ = 1. Despite the above inconsistencies, we had to adopt Cohen's ρ definition, which was used to obtain the published results in [2] .
EXPERIMENTAL SETUP
Data. The FOCUS database [5] used in the reported experiments consists of 361 advertisement images, which were scanned from various printed documents, and 800 digital images of nature from commercially available photo CDs (see Fig. 5 ). The appearance variations encountered are diverse (e.g., Fig. 6 ) due to significant scale change, 3D rotation, design changes, and heavily cluttered background. In many images, illumination is very different from that in the example image. Full color images of the database are available on-line [5] .
Protocol. We compare the results obtained with our implementation of the MNS method with those reported by the authors of SEDL and FOCUS. In the experiment conducted by the authors of SEDL, a subset of the FOCUS database excluding all 800 nature images was selected. This was probably done because of the instability of the segmentation method for natural scenes. The reduced image set consists of 361 images. In the FOCUS experiment, all 1161 images were used. For the sake of comparison, we compare MNS with both the full (1161) and the reduced (361) image sets. In general, the resolution of the images was relatively high (the average FOCUS image size is 1 Mbyte). This is beneficial for the segmentation and graph computation methods used by FOCUS and SEDL.
From the 26 example images available by FOCUS in their Web-based demo [5] , the authors of SEDL selected 25, shown in Fig. 7 . The ground truth lists of images showing the sought object were exactly those used by Cohen [2] and Das et al. [5] . For each of the 25 objects, using the formulas of Section 5, the authors of SEDL computed the precision and recall from the top 20 retrieved images, given the reduced size of the database. When the full database was used (in FOCUS and MNS) the top 40 images (3% of the database) were considered. The reported results for FOCUS were obtained by the authors of SEDL from the FOCUS on-line demo and are "phase two" matching results, i.e., refined to take into account the spatial arrangement of the object colors. The MNS algorithm was applied with default settings, identical to other experiments described in this paper. Neither SEDL nor FOCUS have been tested in other color-based experiments.
RESULTS
Average precision and recall for the three methods are shown in Table 2 . The second number for each recall result corresponds to the number of all correct answers in the database for the object name denoted in the first column. Viewing recall and precision together, SEDL was the best performer (r = 78%, ρ = 88%), outperforming MNS, although the difference is not significant (r = 66%, ρ = 88%), FOCUS, although very precise (ρ = 96%), is penalized by low recall (r = 53%). Note that FOCUS precision is not representative, since in four searches none of the correct images were retrieved, however, giving a precision of Note. The numbers next to each method name is the number of database images used and the top R images returned.
100%
. 2 These results contradict the performance of FOCUS (r = 90%, ρ = 75%), which was reported in [5] .
FOCUS is the fastest system with an average retrieval time below 1 s as a result of the fast indexing tree structure used. It is followed by SEDL (average retrieval time 40 s). MNS speed was significantly slower (average retrieval 5 min on a SUN Ultra Enterprise 450 with quad 400-MHz UltraSPARC-II CPUs) using the full size images. This was due to the huge size of the images used combined with the complexity of the scenes, which resulted in a large number of color pairs in each MNS signature.
The MNS experiment was repeated using images scaled down (common in Web-based retrieval applications) so that the maximum dimension of the larger image was 200 pixels. Using the 1161 low-resolution images, the MNS average matching time was 48 s. Using only the 361 advert, images at the low resolution the same figure was 21 s, i. e., 0.06 s per image comparison. The performance loss was insignificant (r = 71%, ρ = 82%). Due to lack of space these results were not included in Table 2 .
In all experiments, the MNS precision was close or outperformed the other two methods which exploit spatial information in the form of region properties such as area and adjacency. This was surprising since MNS uses neither the region area nor the region (neighborhood) adjacencies in the object representation.
CONCLUSIONS
Most color-based methods in the literature have been demonstrated on carefully selected data and rarely have they been compared with other methods in reproducible experiments using publicly available data. In this paper, a color-based object representation, called the Multimodel Neighborhood Signature, was presented. The proposed algorithm benefits from local appearance modeling and partial matching to cope with many appearance variations present in a variety of applications, e.g., object recognition and image retrieval. The method is example-based; even a single image (region) can be used for object modeling. The selection of the internal parameters of the algorithm was shown to be noncritical.
The method was experimentally tested, in its default configuration, in two reproducible experiments. It was shown to be robust to significant scale and 3D viewpoint change, as well as partial occlusion. The algorithm is computationally simple and has low storage requirements. Reasonable speed was reported for signature computation, matching, and object localization.
Possible extensions to the method include a real-time matching algrithm for applications with very large image sets (e.g., using a hashing method), the incorporation of spatial information in the recognition process (e.g., by considering the relative positions of the color features/neighborhoods), and the automatic selection of optimal parameters for different applications (e.g., the mean shift kernel width as in [4] ).
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