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ABSTRACT 
This dissertation consists of two closely related parts: theory development 
and coding of correlation effects in a model potential for solvation, and study of 
solvent effects on chemical reactions and processes. 
The effective fragment potential (EFP) method has been re-parameterized, 
using density functional theory (DFT), more specifically, the B3LYP functional. The 
DFT based EFP method includes short-range correlation effects; hence it is a first 
step in incorporating the treatment of correlation in the EFP solvation model. In 
addition, the gradient of the charge penetration term in the EFP model was derived 
and coded. The new method has been implemented in the electronic structure code 
GAMESS and is in use. Formulas for the dynamic dipole polarizability, Ce dispersion 
coefficient and dispersion energy were derived and coded as a part of a treatment of 
the dispersion interactions in the general solvation model, EFP2. Preliminary results 
are in good agreement with experimental and other theoretical data. 
The DFT based EFP (EFP1/DFT) method was used in the study of 
microsolvation effects on the Sn2 substitution reaction, between chloride and methyl 
bromide. Changes in the central barrier, for several lowest lying isomers of the 
systems with one, two, three and four waters, were studied using second order 
perturbation theory (MP2), DFT and mixed quantum mechanics (QM)/(EFP1/DFT) 
methods. EFP1/DFT is found to reproduce QM results with high accuracy, at just a 
fraction of the cost. 
Molecular structures and potential energy surfaces for IHI" • Arn (n=1-7) were 
studied using the MP2 method. Experimentally observed trends in the structural 
ix 
arrangement of the Ar atoms were explained through the analysis of the geometrical 
parameters and three-dimensional MP2 molecular electrostatic potentials. 
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CHAPTER 1. GENERAL INTRODUCTION 
I. General Overview 
The main focus of this work is on the treatment of chemical processes in 
solution. Traditionally quantum mechanical (QM) approaches have been mostly 
concerned with chemical processes in vacuum, due to computational complexities in 
the treatment of the large number of molecules that exist in solution. 
One way to address solvation issues is to study microsolvation processes. 
Here, changes in the relevant features of a chemical process are followed as a 
function of systematically adding solvent molecules to the system. This approach 
can give useful information about the processes of solvation at the molecular level, 
but computational limitations constrain the number of solvent molecules that can be 
included, if QM methods are used. Conventional QM methods have the advantage 
of high accuracy, but the disadvantage of being computationally inefficient, hence 
inapplicable in many cases. To address these issues, efficient discrete model 
potentials, either empirical or from first principles can be useful. Empirical potentials 
usually require a large number of fitted parameters. Their main disadvantage is that 
they can treat just the systems and properties that they are designed for. On the 
other hand potentials derived from the first principles can be systematically improved 
to high accuracy, while maintaining a relatively low cost. Such potentials can be 
designed to treat any solvent of interest. In this sense they have a universal 
character. Model potentials are usually designed as follows: the interaction energy 
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between solvent and solute is divided into separate energy terms that correspond to 
the fundamental physics of the problem: electrostatic, polarization (induction), 
exchange-repulsion, charge-transfer, dispersion energy and higher order terms such 
as exchange induction. Each of the terms is designed and parameters for it are 
extracted from QM calculations. For example, to treat electrostatic interactions 
multipole moments are needed. For the induction energy the polarizability tensor is 
required. For the dispersion energy one requires the dynamic polarizability over the 
imaginary frequency range. The overall quality of the potential depends on the 
quality of the separate terms. The main intention of this work is to explore 
possibilities of including electron correlation effects into the model potential and to 
test its accuracy and reliability. 
II. Dissertation Organization 
The dissertation contains four chapters, besides the General Introduction and 
General Conclusions chapters. 
Chapter 2 introduces the density functional theory (DFT) based effective 
fragment potential (EFP) solvation method. This is a first step in the inclusion of 
correlation effects in the EFP method. The performance of the DFT based EFP is 
addressed in applications on water clusters and the glycine-SHaO system. Chapter 3 
introduces the dispersion interaction into a general EFP method (EFP2). A derivation 
of and predicted values for dynamic polarizability, Ce dispersion coefficient and 
dispersion energy are presented in Chapter 3. Chapters 4 and 5 study different 
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aspects of solvation effects on chemical reactions. The DFT based EFP method is 
employed in the study of micro-solvation processes on the Sn2 chemical substitution 
reaction: CP + CH3Br = Br" + CH3CI in Chapter 4. A fully ab initio study of micro-
solvation is undertaken in Chapter 5, where molecular structures and potential 
energy surfaces for IHI" • Arn (n=1-7) systems are examined. Finally, general 
conclusions of the dissertation are presented in Chapter 6. 
III. Theoretical Methods 
This section gives a short overview of the theoretical background, for all ab 
initio, DFT and effective fragment potential methods used throughout this 
dissertation. 
When the potential energy of a system is time independent, the starting point 
for most electronic structure methods is the time-independent Schrôdinger 
equation1"5: 
HW = EW (1) 
Solving the Schrôdinger equation would provide the wave function of the 
system of interest and hence, all time-independent properties of that system would 
be known. Unfortunately the Schrôdinger equation can be explicitly solved exactly 
just for one-electron systems. For all other cases a series of approximations to eq. 
(1) are needed. 
For most applications in molecular quantum chemistry it is reasonable to 
assume that motions of electrons and nuclei can be treated separately, because of 
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the great differences in their masses. This is called the Born-Oppenheimer6 
approximation. Having separated the nuclear and electronic coordinates, one can 
extract the electronic Schrôdinger equation from eq. (1): 
where n is the number of electrons, is the Laplacian operator for the ith electron, 
Ha and ry are the distances between electron i and nucleus A and i and j electrons, 
respectively, and ZA is the nuclear charge of atom A. 
The next approximation is needed to separate the coordinates of electrons i 
and j in the electron-electron repulsion term of eq. (3). In the Hartree Fock (HF) 
theory7"10, which is the corner stone of almost all conventional electronic structure 
calculations, each electron is assumed to feel an averaged field from all other, n-1, 
electrons. In this independent electron approximation, the electronic wave function 
is represented as an antisymmetrized product of one-electron functions (spin 
orbitals-ip), in the form of a Slater determinant: 
(2) 
where He(R) is the electronic Hamiltonian given (in atomic units) by: 
(3) 
V, = (a!) 
VlW V2W ... 
1/2^1(^2) ^2(^2) ••• 2) 
(4) 
ViK) V2W - ) 
where t|>i is the ith molecular spin orbital and e; is the ith electron. 
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Applying the variational principle to eq. (4) leads to the Hartree-Fock 
equations: 
Hi = (5) 
where F is the Fock operator and £, is the energy of the ith molecular orbital (MO) 
M > r  
Since the Fock operator depends on the orbitals tpn eq. (5) must be iterated 
to self-consistency. An initial guess to the ipi is made, F is formed and used to 
generate an improved set of which are then used again to form new F, until self-
consistency is reached. 
Instead of solving eq. (5) numerically, it is more convenient to express each 
ipj as a linear combination of atomic orbitals (LCAO)11. This is called the basis set 
approximation and in the infinite basis set limit it gives the correct HF energy: 
Vi = 2 (6) 
where the Cs are LCAO coefficients, and the %s are atomic orbitals, commonly 
expressed as a linear combination of Gaussian functions: 
X „ ( r )  = '^jNx'y'"z"ea'1 (7) 
where N is a normalization constant, I, m and n are integers, and a is a coefficient 
that determines the size of the Gaussian function. 
In the HF formalism only electrons with the same spin are correlated, through 
the Pauli exclusion principle, sometimes called the Fermi hole, that keeps electrons 
6 
with like spin apart, while there is no correlation between electrons of the opposite 
spin. In principle, the HF method does not account for the instantaneous electron-
electron (e-e) interactions; rather, each electron feels an averaged field due to all 
other electrons. Due to the absence of correlation between electrons with opposite 
spin the electron repulsion is too strong, so the HF method gives un upper limit to 
the "exact" energy of the system. The difference between the "exact" energy of the 
system and the HF energy is called the correlation energy. 
There are several major approaches to take correlation effects into account. 
These include configuration interaction (CI) methods, perturbation theory (PT) 
methods, the couple cluster (CC) approach and for short-range correlation effects 
density functional theory (DFT) methods. Below is a short summary of all correlation 
methods that have been used in this dissertation. 
III. A. Density Functional Theory 
At the heart of density functional theory12 (DFT) is the Hohenberg-Kohn13 
theorem, which states that the ground-state electronic energy of the system is 
completely determined by its electron density. Even though the mapping between 
the density and the energy is unique, the exact form of the energy functional is not 
known. The holy grail of DFT is to design a universal functional that connects the 
electron density with the energy, but at this point only different approximations of the 
exchange-correlation functional are available. Based on the explicit functional 
dependence on the electron density there are three major subgroups of DFT 
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methods: 1. local density approximation (LDA), in which energy depends only on the 
electron density, 2. generalized gradient approximation (GGA), in which the energy 
depends on the electron density and its gradient and 3. hybrid functional, in which 
the HF like exchange is a component of the correlation-exchange functional. Hybrid 
functional often give the best results for many chemical problems. In this work, the 
B3LYP14,15 functional, one of the most widely used hybrid functional, is employed in 
all DFT calculations. 
III. B. Perturbation Theory 
In perturbation theory, the correlation energy is treated as a small 
perturbation to the total Hamiltonian of the system. Mathematically this is described 
by defining a Hamiltonian operator which consists of two parts: the unperturbed part 
//0) and a smaller (perturbation) H part: 
The main assumption in perturbation theory is that H' is much smaller than 
//0). In Moller-Plesset (MP) perturbation theory16,17 the reference Hamiltonian is 
chosen as follows: 
where F is the Fock operator, J and K are Coulomb and exchange integrals 
respectively. 




The perturbation is given as a difference between exact electron-electron (e-
e) operator and referenced Hamiltonian H(0): 
/ f - H - ^ - 2 2  do, 
i  j  V  '  j  
The energy and the wave function are then expanded in a Taylor series and 
truncated after nth order, giving the nth order perturbation correction: 
Emf" = Ef" + + Ef + ••• + Ef (ID 
In this work second order perturbation theory (MP2) is used to recover the 
dynamic correlation energy contribution. 
III. C. Coupled Cluster 
Coupled Cluster (CC) methods18*20 are an alternative many body approach for 
recovering correlation energy. The CC expression for the wave function is given by: 
Wee = eT% (12) 
where Wo is a reference wavefunction (commonly Hartree-Fock), and T is 
T = T X  +  T 2 + - + T n  (13) 
where T1, T2, ... are the sum of one-particle, two-particle, ... operators that act on the 
HF wavefunction. 
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In this work the CC method that includes single and double excitations with 
perturbative triples (CCSD(T))21 has been used. CC methods are successful for 
recovering the dynamic correlation energy. 
III. D. Effective Fragment Potential (EFP) Method 
The effective fragment potential method was first implemented at the HF level 
of theory22. The basic architecture of the HF based EFP is the same as for the DFT 
based EFP method23. 
In the EFP1 method, one-electron potentials are added to the ab initio 
electronic Hamiltonian of the solute. These added terms represent (a) the 
electrostatic (Coulombic) interaction between two fragments (EFP-EFP) or between 
a fragment and a quantum mechanical (e.g. solute) molecule (EFP-QM), screened 
by a charge penetration function that corrects for overlapping electron densities; (b) 
the induction (polarization) EFP-EFP or EFP-QM interaction; (c) a remainder term 
that consists mostly of exchange repulsion, charge transfer, and higher order terms 
that are not contained in the first two terms. The first two terms are determined 
entirely from QM calculations on the monomer, while the third term is fitted to the 
QM water dimer potential. The EFP1 formulation may be represented as follows for 
a solvent molecule and a QM coordinate s: 
AT A M 
(M, 
k=\  /=  1 m= l  
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The three terms on the right hand side of eq. (14) represent the Coulomb, 
polarizabilty/induction and remainder terms, respectively, where the k, I and m are 
corresponding expansion points. 
The Coulomb interaction is represented by a distributed, multicenter, 
multipolar expansion24 (DMA) of the molecular density, using multipoles through 
octopole moments at K=5 expansion points for the water molecule (nuclear centers 
and bond midpoints). Since the DMA is a pointwise model, it cannot account for the 
overlap of the charge densities between two molecules, as they approach each 
other. To correct for this quantum effect the Coulomb potential is multiplied by a 
distance dependent cutoff function and a charge penetration term is added to the 
fragment-fragment charge-charge interaction25. 
The polarization, or induction, interaction is treated by a self-consistent 
perturbation model, using localized molecular orbital (LMO) polarizabilities. The 
molecular polarizability tensor is expressed as a tensor sum of the LMO 
polarizabilities, centered at the LMO centroids. For water, five such LMOs are used: 
O inner shell, two O lone pairs, and two O-H bonds. The polarization energy is then 
calculated in a self-consistent manner, by updating the induced dipole as the QM 
density converges during the SCF cycles. 
The third term in eq. (14) consists mostly of exchange repulsion, charge 
transfer and some short-range correlation contributions. This term, for the EFP-QM 
region is represented as a linear combination of two Gaussian functions expanded at 
the atom centers. For the EFP-EFP interaction a single exponential is used and the 
expansion is done at the atom centers and the center of mass, in order to better 
capture the angular dependence of the charge transfer contribution. The coefficients 
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and exponents of the Gaussian and exponential functions were optimized, by fitting 
to large numbers of B3LYP water dimer structures, chosen to represent a selection 
of water-water orientations and 0-0 distances. 
The general effective fragment potential (EFP2) method26, which may be 
applied to any solvent of interest, consists of the same energy terms, except that 
exchange-repulsion energy formulas have been derived from first principles. 
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CHAPTER 2. DENSITY FUNCTIONAL THEORY BASED EFFECTIVE FRAGMENT 
POTENTIAL METHOD 
A paper published in and reprinted with permission from 
Journal of Chemical Physics 118(15), April 15, 2003, pp 6725-6732 
Copyright 2003 American Institute of Physics 
Ivana Adamovic, Mark A. Freitag and Mark S. Gordon 
Abstract 
The effective fragment potential (EFP) method, is a discrete method for the 
treatment of solvent effects, originally formulated using Hartree-Fock (HF) theory. 
Here, a density functional theory (DFT) based implementation of the EFP method is 
presented for water as a solvent. In developing the DFT based EFP method for 
water, all molecular properties (multipole moments, polarizability tensors, screening 
parameters and fitting parameters for the exchange repulsion potential) are 
recalculated and optimized, using the B3LYP functional. Initial tests for water dimer, 
small water clusters and the glycine-water system show good agreement with ab 
initio and DFT calculations. Several computed properties exhibit marked 
improvement relative to the Hartree-Fock based method, presumably because the 




An increasingly important area in quantum chemistry applications is the 
development of methods that are capable of accurate treatment of solvent effects. 
There are two main approaches to solvation: continuum1 and discrete methods2. 
Both of these have advantages and disadvantages. The continuum methods are 
fast, and they are designed to reproduce bulk properties of the solvent. On the other 
hand, continuum methods can be very sensitive to cavity parameters and they 
cannot describe the individual interactions between solute and solvent molecules. 
The discrete methods treat these interactions successfully, but they can be 
computationally demanding, if ab initio potentials are used, or require many 
empirical parameters, and they may require extensive configurational sampling. 
The development of methods for modeling hydrogen-bonded systems plays a 
key role in studies of a vast range of chemical and biological processes in solution. 
Most of these processes take place in water, so understanding and being able to 
predict the properties of the water, as well as to treat reactions in aqueous solution is 
one of the crucial challenges in modern quantum chemistry. 
The effective fragment potential (EFP) method3 is a discrete solvation 
approach that was designed to treat chemical reactions in solution3,48, 4b. However, 
the EFP method has also been used to study solvent clusters53 5b, solvent effects on 
excited states of biomolecules6, neutral-zwitterion equilibrium in amino acids9, 9a, 
treatment of the covalent bond in proteins7,8, and recently it was interfaced with a 
continuum method (PCM)9. 
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The original method (referred as EFP1/HF) was designed specifically for the 
solvent water at the Hartree-Fock (HF) level of theory. The problems to which the 
EFP1 method has been applied have revealed broad success in reproducing the 
corresponding HF results. However, the HF method itself is of limited use, because 
correlation effects are not included at this level of theory. 
Therefore, the next logical step in the development of the EFP method would 
be inclusion of some correlation effects. A popular approach for including correlation 
effects via correlation functional is density functional theory (DFT)10. So, the new 
EFP formulation described here is based on DFT, using the B3LYP functional11,12. 
DFT/B3LYP has been shown to reproduce hydrogen bonding interactions with an 
acceptable accuracy1013. The advantage of a DFT based EFP method is that DFT 
includes some (short-range) correlation effects, while the cost of the calculation is 
comparable with that of H F calculations. The primary motivation for developing a 
DFT based EFP is a more accurate treatment of chemical processes in water, as 
well as improving the binding energies of water clusters. 
A brief overview of the EFP1 method, together with a description of all 
relevant energy terms, is given in section A. This section is followed by a 
presentation of the DFT based properties and parameters. Applications of the DFT 
based EFP method to the water dimer, small water clusters and glycine are 
presented in the subsequent section of the paper. 
II. Overview of the EFP Method 
16 
The original effective fragment potential (EFP1/HF) is represented by a set of 
one-electron potentials that are added to the ab initio electronic Hamiltonian. The 
EFP contains three energy terms: (1) Coulombic interactions between solvent 
molecules (fragment-fragment) and solvent molecules with quantum mechanical 
(QM) solute molecules (fragment-QM), including charge penetration, which corrects 
for the point-wise nature of the electrostatic expansion, (2) polarization or induction 
interaction between solvent molecules (fragment-fragment) and solvent molecules 
with QM solute molecules (fragment-QM), and (3) exchange repulsion, charge 
transfer and other energy terms that are not taken into account in (1) and (2). The 
latter is referred to as the "remainder" term. The Coulomb, polarization and charge 
penetration (screening) contributions are determined entirely from ab initio 
calculations on the water monomer. The exchange-repulsion/charge transfer term is 
determined by a fitting procedure to the QM potential of the water dimer. 
A schematic of the EFP method is given in Equation 1 3'4. 
H t o t a I = H Q M + V  (1) 
The system is divided into two parts: a QM region, HQM, which could include 
some of the solvent molecules, and the rest of the solvent molecules represented as 
a fragment potential, V. In the QM part one can use any level of theory, but the most 
consistent approach is to use the same level of theory as the one from which the 
potential was derived (e.g. HF or OFT). 
As noted above, the fragment potential consists of Coulomb, polarization and 
remainder contributions, respectively, as shown in Eq. (2): 
17 
K  I .  M  
vAns) = + + IX""^ (2) 
k =  1  / =  1  / / / =  1  
where s is a coordinate of the QM part. For the pith solvent molecule, these 
contributions are expanded over a number (K, L, M) of expansion points. Each of 
these terms will to be explained in detail in the next section. The analogous terms 
are derived for nuclei-fragment and fragment-fragment interactions. 
11.1 Electrostatic Interactions 
A distributed, multi-center, multipolar expansion17 of the molecular density is 
used as a compact description of the Coulomb potential. The expansion is carried 
out through octopole moments at K=5 points for the water molecule (nuclear centers 
and bond midpoints). The expression for the electrostatic potential is given in Eq. 
(3): 
Ve,(M = - "f rfMFJrJ -
a 
i  x , y , z  *  x , v , z  (3) 
"2 ^v/<) ~ 77 2/ ^ apy(M)^apy(rsk) 
^  a , f i  ^ a , p , y  
where q, pi, 0 and £2 are the charge, dipole, quadrupole and octopole moments for 
the fragment, respectively, and Fa, FaP and F(lPx are the QM electric field, field 
gradient and field Hessian. 
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For the DFT based EFP the multipole moments were calculated using the 
Kohn-Sham density. For example: 
where jxa is a component of the dipole moment, 0= is a component of the 
quadrupole tensor17, and p(r) is the Kohn-Sham density. Analogous expressions 
may be written for the higher moments. 
II. 2 Charge Penetration 
The distributed multipolar analysis (DMA) is a point-wise model. Therefore, it 
cannot account for the overlap of the charge densities between two molecules, as 
they approach each other. For long distances between molecules the DMA gives a 
good description of the electrostatic interaction, but it needs to be corrected at 
shorter distances, at which the actual charge densities would overlap. One way to 
correct this is to introduce a screening function. In EFP1/DFT the charge-charge 
interaction is screened. In this approach, the Coulomb term is multiplied by a 
damping function, which is chosen to have the following form: 
(4) 
(5) 
KTW [ l  -  c k ( f i ) e - a ]vf'• (M (6) 
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where Vkelec is that part of Coulomb potential that contains only the charge-charge 
term. 
In EFP1/HF the same function is used to calculate the QM-fragment and 
fragment-fragment charge penetration3. In EFP1/DFT the damping function in Eq. 
(6) is used for the QM-fragment term. For the fragment-fragment charge penetration 
a more general expression18, which can be applied to any solvent, is used. For the 
general case of two different fragments (aA * aB): 
^ Pen 
'c / ig-c/ ig  2 R AB 
(% + ^ + 2Zj )g -aHRAn 
I QaQB (aA + aB ) ^  aB^AB _ j 
a i  - a ,  
(7) 
For the same fragments (aA = aB ) the energy formula becomes: 
fPe" chg-chg ^ 
1 (vR 
«,%(! + —rL) + <iA+<i,lz, ~(xR A (8) 
II. 3 Polarization / Induction 
The second EFP energy contribution is the polarization energy. Polarization, 
or induction, is treated by a self-consistent perturbation model, using localized 
molecular orbital (LMO) polarizabilities3 The molecular polarizability tensor is 
expressed as a tensor sum of the LMO polarizabilities, centered at the LMO 
centroids. For water, there are five such LMOs: oxygen inner shell, two oxygen lone 
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pairs, and two oxygen-hydrogen bonds. Numerical, finite field calculations, using 
these LMOs, on an isolated water molecule, provide the total dipole polarizability 
tensor, using the equations: 
(9) 
a™ = limiT- CO) 
/•;. —o 
a 
' = en) \xx 
I 
where %' and x° are the perturbed and unperturbed LMO s respectively, F is the 
applied electric field, pi is the dipole moment and a is the linear polarizability. 
Once the polarizability components of the fragment molecule have been 
determined, the polarization energy is calculated to self-consistency: 
=-2FMa'^iFfW) ,12) 
Here, Fp is the field due to the QM part of the system, and a'^ is a|3 component of 
the dipole polarizability tensor of the fragment molecule in the Ith localized orbital. 
II. 4 Exchange Repulsion / Charge Transfer 
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The remaining term contains all interactions not accounted for by the 
Coulomb and polarization terms. For EFP1/HF these represent exchange repulsion 
and charge transfer. For EFP1/DFT there are also some short range correlation 
contributions to the remainder term. For the QM-fragment interaction this term VmREP 
(|i, s) is represented by a linear combination of two Gaussian functions, expanded at 
the atom centers: 
where n and s are fragment and QM (DFT) coordinates, respectively. 
For the fragment-fragment interaction instead of two Gaussian functions, a 
single exponential is used and the expansion is done at the atom centers and the 
center of mass, in order to better capture the angular dependence of the charge 
transfer contribution. To optimize coefficients and exponents in these model 
potentials the DFT energy was first calculated for 192 points on the water dimer 
potential energy surface. These points were chosen so as to span several 0-0 
distances for several H20-H20 orientations. For the same set of points the Coulomb 
and polarization energy contributions were calculated for the DFT-fragment and 
fragment-fragment interactions. The repulsion potential, VmREP, Eq. (13), is then fitted 







A = ^wp 
p 
where wp is a weighting function and V is the wave function for the QM (DFT) 
region. Details regarding this fitting process are given in the Results and Discussion 
section. 
II. 5 Computational Details 
In order to develop the EFP1/DFT method it was necessary to choose a 
functional, on which to based the model. Since the B3LYP functional is very popular, 
this functional was chosen with the Dunning-Hay (DH) basis set19, with d polarization 
functions on oxygen atom and p polarization on hydrogen atoms, to be consistent 
with the EFP1/HF method. The geometry of the fragment water molecule is fixed 
with bond lengths of 0. 9468 Â and a bond angle of 106.70 °. 
The derivation and coding of the energy gradient for the general charge 
penetration of the fragment-fragment interaction were completed, so that geometry 
optimizations can be performed. All calculations were done using the electronic 
structure code GAMESS20. 
III. Results and Discussion 
111.1 Electrostatic Energy 





As noted previously, five points (atom centers and bond midpoints) were used 
in the expansion of the Coulomb energy up to octopoles. Charges (monopole 
moments) obtained from DFT, HF and second order perturbation theory (MP2) are 
presented in Table 1. A similar analysis was done for all multipoles, up to the 
octopole moments, and Table 2 compares the components of the dipole moment. 
The agreement for the higher moments is similar to that of the lower one. The most 
important observation is that the three methods are in reasonably good agreement, 
as was expected for the Coulomb interaction. The DFT results are on average 
between the HF and MP2 results. 
III.2 Charge Penetration 
The general strategy for the optimization of the coefficients and exponents of 
the screening function is as follows: DFT and classical Coulomb potentials (using the 
distributed multipolar expansion) were generated on a number of grid points. The 
damped classical potential is then fitted so that the difference between it and the 
DFT potential is minimized according to: 
A - \yiW ~ Vdamped DMA ] (1 5) 
grid po int 
For the DFT-fragment interaction, the damping function has a Gaussian form, 
while for the fragment-fragment interaction18 the function is a simple exponential. 
The number of grid points in these optimizations is 15724 and the grid spacing is 
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chosen to be 0.50 Bohr. Grid points were distributed in the spherical shell between 
two spheres around each atom. The radii of the spheres are called Rmin and Rmax. 
During the optimization procedure Rmin and Rmax were varied and the final values 
of these parameters were set to 67% of the Van der Walls radius for Rmin and 300% 
for Rmax. The fitting statistics are given in Table 3. The RMS deviations are less 
than 1 kcal/mol. Optimized coefficients and exponents for the fragment-fragment 
potential are given in Table 4 and for the DFT-fragment potential in Table 5. 
III. 3 Charge Penetration Gradient for the Fragment-Fragment Interaction 
The energy gradient for the general case of different exponents (aA*aB) is 
given by: 
If the expansion points are the same (aA=aB) the above expression becomes: 
where aA and ae are coefficients of the exponential function, qAand qB are fragment 
charges and ZAand Zb are nuclear charges. 
III. 4 Polarization 
dX (aA aB)RAB +qAea' iR  (\ +aARAD)^ZB(a2A -a2B)-qBa2^ ^ ^ 
d




To model the induction interaction, the LMO polarizabilities were calculated at 
five expansion points: oxygen inner shell, two lone pairs on oxygen, and two oxygen-
hydrogen bonds. The Boys31 localization scheme was used to localize Kohn-Sham 
orbitals. A finite field, numerical procedure was applied to extract the LMO 
polarizabilities at the centroids of charge. The results for the LMO polarizability 
tensors are presented in Table 6. 
III. 5 Exchange-Repulsion/Charge Transfer (Remainder Term) 
The remainder term in Eq. (2) is represented by the simple potential in Eq. 
(13) for the DFT-fragment interaction. For the fragment-fragment interaction this 
potential has the form of a simple, exponential function: 
(is) 
j 
where J=4, the atomic centers and the center of mass. The coefficients and 
exponents for the two repulsion potentials were optimized in separate calculations. 
For the fragment-fragment potential the set of 192 water dimer geometries, 
shown schematically in Figure 1, was used to model the potential energy surface of 
the H20 dimer. The figure shows all orientations that were used for the water dimer. 
For each orientation shown in the figure, several 0-0 distances were included. The 
best result, in terms of both the rms value for the fit itself and good agreement with 
the DFT water dimer structure and interaction energy, was accomplished for the set 
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in which the weighting factor (wp in Eq (14)) is set to unity, as it was in EFP1/HF, 
and the cutoff value for the water-water interaction energy is set to 15 kcal/mol. All 
structures with an energy more repulsive than the cutoff were removed from the 
fitting set. This value is high enough on the repulsion wall that all relevant dimer 
structures are still taken into account: there are 177 surface points below the cutoff. 
The rms deviation for this set is very good: 0.56 kcal/mol. 
For the fitting of the DFT-fragment interaction, a subset of 28 structures was 
used. These 28 structures represent the equilibrium hydrogen bonded water dimer 
structure, as represented in Figure 2, with 14 different 0-0 distances. The DFT 
density was frozen and the fragment molecule was "moved" around it generating the 
set of 28 structures. For the DFT-fragment interaction, the fragment H-donor and H-
acceptor may exhibit different behavior due to different charge-transfer interactions. 
Therefore, for each orientation both fragment H-donor and H-acceptor were 
included. The rms for fitting the coefficients and exponents in the DFT-fragment 
case is 2.1 kcal/mol. This value is greater than desired, due to the wide range of 
energies that are included in the fitting set: in order to treat both very attractive and 
repulsive structures, energies included in the fit range from +18.00 kcal/mol to -0.75 
kcal/mol. It is difficult to fit very repulsive structures using a small number of 
parameters, but they are needed to balance attractive forces in the model. This set, 
despite a somewhat greater rms than desired, manages to do this reasonably well. 
IV. Test Calculations 
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Now that all of the DFT based parameters for both the fragment-fragment and 
DFT-fragment interaction energies have been determined and the gradient has been 
derived the new method can be carefully tested for its ability to treat water clusters 
as well as chemical reactions in water. In this section several test applications are 
presented. 
IV. 1 Water Dimer 
Water dimer, as the smallest of all water clusters, has been studied 
extensively21, 22. So this is a useful system to test the DFT based EFP method. The 
effective fragment potential must be tested for both mixed dimers: H donor DFT/H 
acceptor EFP and vice versa, since the two water molecules in the water dimer are 
not equivalent. Using the DH (d, p) basis set, a full DFT optimization was performed 
on the water dimer. The binding energy and structural parameters are compared 
among all DFT, all EFP and mixed DFT-EFP calculations. The results are presented 
in Table 7. The difference in the structure between the two mixed DFT-EFP cases is 
due to an unsymmetrical charge transfer energy contribution, which is difficult to 
simulate in a parameterized approach. It is also important to note that the EFP1/DFT 
potential energy surface is very flat, so that different structures can have similar 
energies. The greatest deviation from the DFT binding energy is 0.7 kcal/mol, for the 
EFP/EFP case, and the greatest deviation from the DFT hydrogen bond distance is 
0.08 A. For the mixed EFP-DFT dimers, the predicted interaction energies bracket 
the all-DFT value, with errors of 0.4 and 0.6 kcal/mol. In all cases shown in Table 7, 
the correct water dimer orientation is reproduced. 
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A vibrational analysis was carried out for four different representations of 
water dimer: all DFT, DFT-EFP, EFP-DFT and EFP-EFP. The results of the 
harmonic vibrational analysis are summarized in Table 8. The overall trend of the 
values for the frequencies is reproduced for both mixed DFT-EFP and EFP-EFP. 
The quantitative agreement with the all DFT case ranges from 1 cm"1 to 60 cm"1 
depending on the vibrational mode. The rms deviations from DFT result are also 
given in Table 8, with the relative deviations with respect to the all DFT case given in 
parentheses. 
IV.2 Water Clusters 
Small water clusters have been the subject of many theoretical23,24,25 studies. 
The most commonly studied properties of the clusters are their structures and 
binding energies. One of the main goals in the development of the EFP1/DFT 
method was improvement in the treatment of the water clusters, especially their 
binding energies. The original, EFP1/HF method, performs very well in terms of 
prediction of the relative energies for small53 and large water clusters513, but since it 
is based on HF theory, EFP1/HF cannot reproduce experimental binding energies, 
because correlation effects play an important role in determining these binding 
energies. 
EFP1/DFT calculations on small water clusters were performed as a test of 
the fragment-fragment interaction energy. Table 9 lists the binding energies for the 
lowest energy isomers for the water trimer, tetramer and hexamer. The absolute 
agreement between EFP1/DFT and DFT calculations is very good, ranging from 0.9 
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to 1.3 kcal/mol. Also listed in Table 9 are the binding energies per water molecule. 
The DFT and EFP1/DFT values are in good qualitative agreement. In particular, the 
EFP method captures the increase in the binding energy per molecule with the 
increase of the size of the cluster. 
The next test of the model is the prediction of the relative and binding 
energies for the 5 lowest energy isomers of the water hexamer5b. These structures 
were optimized using both B3LYP and EFP1/DFT, with the DH (d, p) basis set, and 
their binding energies were calculated. Results are compared with previously 
reported MP2 and CCSD(T) calculations56 in Table 10. For internal consistency all 
calculations were performed with the DH (d, p) basis set. Experimental evidence513 
suggests that the cage structure is the global minimum on the potential energy 
surface of the water hexamer. B3LYP, MP2, CCSD(T) and EFP1/HF all predict the 
same isomer order, with the prism structure found to be more stable than cage by 
approximately 0.5 kcal/mol, and cyclic and boat predicted to be the two highest 
isomers. EFP1/DFT inverts the order of the first three isomers, but the energy 
spread is only about 0.7 kcal/mol. This is within the expected accuracy of the 
EFP1/DFT method. With regard to binding energies, the incorporation of electron 
correlation effects in both B3LYP and EFP1/DFT methods is apparent, given their 
much better agreement with the MP2 binding energies, than with HF. It is important 
to note, however, that all of the binding energies listed in the Table 10 are too large 
due to the basis set deficiencies. Xantheas and co-workers253 have calculated these 
binding energies for MP2 at the complete basis set limit. They find binding energies 
on the order of 44-46 kcal/mol for the water hexamer isomers. 
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IV.3 Glycine-3H20 System 
The glycine system has been treated previously using both combined 
supermolecular-continuum26, 27, 29 and continuum approaches28. The system was 
also studied with the EFP1/HF method9 29. It has been noted that both electrostatic 
and correlation effects are important in determining the neutral-zwitterion 
equilibrium29. In this study, test calculations were performed on the lowest energy 
neutral (N) and zwitterion (Z) structure of glycine in the presence of three water 
molecules. The glycine structures used in this study correspond to the one reported 
by Kassab et al.30 and P. Bandyopadhyay and M. S. Gordon29. The whole system 
was treated with DFT, using the B3LYP functional and the 6-31++G (d, p) basis set. 
Geometry optimization was done for the trans isomer of the neutral glycine (TN) 
form, using both DFT/B3LYP and EFP1/DFT method, because it has been shown29 
that this is the lowest energy structure on the potential energy surface. Figure 3 
shows these optimized structures. For the zwitterion (Z) isomer the lowest energy 
structure is the cis isomer. The relative energies of these two isomers calculated 
with DFT and EFP1/DFT and they are given in Table 11. 
These results are compared with the previous MP2, HF and EFP1/HF results. 
First, consider the EFP1/HF, HF and MP2 results. The first two of these are in 
excellent agreement, and both predict that TN is about 15 kcal/mol higher in energy 
than Z. As noted above, correlation plays a key role in this relative energy, since 
MP2 decreases this energy difference by about 10 kcal/mol, with TN still more stable 
by about 4 kcal/mol. Since DFT includes correlation effects, the DFT/B3LYP level of 
theory also stabilizes Z relative to TN, although by only 7 kcal/mol. At this level of 
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theory TN is lower than Z by about 8 kcal/mol. This effect is captured by the 
EFP1/DFT method, which predicts TN to be about 6 kcal/mol lower than Z. 
This is an important result, since it illustrates the essential purpose for the 
development of the EFP1/DFT method - the incorporation of correlation effects into 
the EFP methodology. The results in Table 11 also illustrate29 that three water 
molecules are not sufficient to stabilize the zwitterion sufficiently that it is the global 
minimum. 
V. Conclusions 
The methodology of the effective fragment potential (EFP) method has been 
adopted and implemented at the density functional level of theory, using the hybrid 
B3LYP functional. The DFT based EFP represents a first step in the direction of a 
complete treatment of the correlation effects inside the EFP solvation method. 
Preliminary tests for different aspects of the method are encouraging. The overall 
agreement with full DFT results is on the order of <; 2 kcal/mol. The DFT based EFP 
results are also closer to more accurate, higher order ab initio calculations. Future 
work, will involve inclusion of generalized charge transfer and dispersion 
contributions into the model, and continuation of the development of the 
transferable, general EFP213 approach, for the treatment of different solvents. 
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Table 1. Monopole moments for the water effective fragment in a u. 
The expansion points O (0.00000, 0.00000, -0.119151), H (-1.431042, 
0.00000, 0.94551), H (1.431042, 0.00000, 0.94551), B021 (-0.715521, 
0.00000, 0.413179) and B031 (0.715521, 0.00000, 0.413179) are 
oxygen and hydrogen atoms and the bond- midpoints, respectively, 
with the coordinates given in parentheses (bohr). 
monopoles DFT HF MP2 
Ô -8.224578 -8.210826 -8.224102 
H -.579055 -.556652 -.577175 
H -.579055 -.556652 -.577175 
B021 -.308655 -.337934 -.310772 
B031 -.308655 -.337934 -.310772 
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Table 2. Components of the dipole moment for the water 
effective fragment in a.u. First line is HF, second DFT and 
third line MP2 results 
!-*y 
0 .000000 .00000 .439368 
.000000 .00000 .435527 
.000000 .00000 .439230 
H -.045030 .00000 .019745 
-.053498 .00000 .026668 
-.050851 .00000 .022763 
H .045030 .00000 .019745 
.053498 .00000 .026668 
.050851 .00000 .022763 
B021 .151206 .00000 -.116204 
.145227 .00000 -.106533 
.146305 .00000 -.110169 
B031 -.151206 .00000 -.116204 
-.145227 .00000 -.106533 
-.146305 .00000 -.110169 
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Table 3. Fitting statistics for the charge penetration 
Averaged error and RMS deviations of the fitting procedures in kcal/mol 
DFT-fragment statistics fragment -fragment statistics 
Averaged 1.356644E-01 Averaged 1.777169E-01 
unsigned error unsigned error 
RMS deviation 9.074347E-01 RMS deviation 9.979120E-01 
(all 15724 points) (all 15724 points) 
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Table 4. DFT-fragment screening parameters 
coefficient a (exponent) 
O 1.000000 1.960183 
H 1.000000 2.383508 
H 1.000000 2.383508 
B021 1.000000 9.999913 
B031 1.000000 9.999913 
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Table 5. Fragment-fragment screening parameters 
coefficient a (exponent) 
01 .186119 .549105 
H2 .112182 .389541 
H3 .112182 .389541 
B021 -.717580 .962143 
B031 -.717580 .962143 
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Table 6. Components of the localized molecular polarizabilities 
The expansion points are at the centroids of the localized molecular orbitals 
XX YY ZZ XY XZ YX YZ ZX ZY~~ 
ÏMÔÏ .00310 .00455 .00282 .00000 .00000 .00000 .00000 .00000 .00000 
LM02 2.1093 .83517 1.5561 .00000 1.3139 00000 .00000 .93452 .00000 
LM03 2.1093 .83517 1.5561 .00000 -1.3139 .00000 .00000 -.93452 .00000 
LM04 1.5195 .73618 1.1830 .00000 .00000 .78091 .00000 .00000 .08906 
LM05 1.5195 .73618 1.1830 .00000 .00000 -.78091 .00000 .00000 -.08906 
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Table 7. Interaction energy for water dimer (kcal/mol) 
and H — O distance (A) 
Binding energy H - 0 distance 







All EFP 7.37 1.822 
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Table 8. Harmonie frequencies (cm1) of water dimer for DFT-DFT, 
DFT-EFP, EFP-DFT and EFP-EFP case. 
Percent deviations from all DFT are given in parentheses 
DFT H acceptor = DFT H acceptor = EFP EFP 
128.91 129.55 (1%) 140.09 (9%) 147.03 (15%) 
159.87 150.39 (6%) 222.46 (38%) 221.30 (38%) 
167.76 152.08 (9%) 201.65 (20%) 224.95 (33%) 
204.86 251.48 (22%) 262.73 (28%) 311.38 (51%) 
410.55 356.41 (13%) 494.68 (20%) 439.31 (7%) 
682.94 626.78 (8%) 740.85 (8%) 727.17(6%) 
RMS=0 33 55 59 
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Table 9. Water trimer, tetramer and hexamer binding energies 
(kcal/mol). The binding energy per molecule is given in parentheses 
DFT binding All fragments 
energy binding energy 
trimer 21.56 (7.19) 20.23(6.74) 
tetramer 37.72 (9.43) 36.85 (9.21) 
hexamer 62.37(10.39) 61.08(10.13) 
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Table 10. Binding energies (kcal/mol) for the five lowest isomers 
of the water hexamer 
B3LYP EFP1/DFT MP2 CCSD(T) HF EFP1/HF 
prism 62.37 61.08 58.25 55.10 42.86 42.42 
cage 61.84 61.53 57.52 54.30 42.49 41.90 
book 61.34 61.79 56.49 53.10 42.44 41.45 
cyclic 60.57 60.65 55.75 52.20 43.10 41.14 
boat 59.13 59.37 54.29 50.80 42.12 40.09 
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Table 11. Relative H F/ 6-31++G(d, p), MP2/6-31++G(d, p), 
B3LYP/6-31++G(d, p), and EFP1/DFT energies of the cis-Z 









Figure 1. A schematic of the 192 water dimer orientations 
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Figure 3. Optimized structures of (a) cis-zwitterion cluster (Z) 
and (b) trans-neutral (TN) cluster with three water molecules 
using B3LYP/6-31++G (d, p), with EFP 1/DFT waters 
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CHAPTER 3. Dynamic polarizability, dispersion coefficient C6 and dispersion 
energy in the effective fragment potential method 
A paper to be submitted to Molecular Physics 
Ivana Adamovic and Mark S. Gordon 
Abstract 
The development of a fragment-fragment dispersion energy expression, for the 
general effective fragment potential (EFP2) method is presented. Ce dispersion 
coefficients, expressed in terms of the dynamic polarizabilties over the imaginary 
frequency range (a(iv)), were calculated for a set of homo and hetero dimers. Using 
these coefficients the dispersion energy has been calculated. The dispersion energy 
is expressed using a simple London series expansion terminated after the n=6 term 
and implemented using distributed localized molecular orbitals (LMOs). The EFP2 
dispersion energy is compared to symmetry adapted perturbation theory (SAPT) 
values. From this comparison, it is apparent that one needs to include higher order 
terms in the dispersion energy. Adding an estimated C8 term to the Ce energy greatly 
improves the agreement with the benchmark SAPT energies. 
I. Introduction 
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Since the vast majority of chemical and biochemical processes take place in 
solution, development of efficient and reliable solvation models becomes an 
increasingly important area in quantum chemistry. Depending on the problem of 
interest, a chemist has two major groups of solvation models to choose from: 
Continuum solvent methods1"4 are computationally very efficient, but cannot treat 
individual solvent-solute interactions. Discrete5"8 solvation models treat solvent-
solute interactions explicitly, but they are very often computationally demanding. In 
this laboratory, a discrete solvation method called the effective fragment potential 
(EFP), has been developed for the treatment of solvent effects. 
There are two EFP approaches. One of these, called EFP1, is explicitly 
designed for water. The initial Hartree Fock implementation, EFP1/HF9, has been 
extensively tested for many different applications, including the treatment of 
chemical reactions in solution10,11, the study of solvent clusters12,13 and the neutral-
zwitterion equilibrium in amino acids14,15. Subsequently, EFP1 was extended to 
density functional theory (DFT)16, using the B3LYP17,18 functional. This EFP1/DFT19 
method includes short-range correlation effects, through the correlation functional. 
An initial application of EFP1/DFT was to an Sn2 reaction20. An MP2-based21 EFP1 
method is underdevelopment. All three of these EFP1 methods were recently used 
in a molecular dynamics (MD) study22. 
Simultaneously with the ongoing development of the EFP1 method for water, 
considerable effort has been applied to design and implement a general EFP 
method (EFP2) that contains no fitted parameters and hence can be applied to any 
solvent of interest. 
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A detailed description of all contributions to the EFP2 interaction energy is 
given in Section II. The final goal of this study is to include a treatment of long-range 
correlation effects in the EFP2 method, so that it can be used in conjunction with 
high-level ab initio correlation methods. In this paper, the main focus is on modeling 
the fragment-fragment dispersion interaction in the EFP2 method. 
The dispersion energy is a purely quantum mechanical phenomenon, due to 
the correlated motion of electrons. Correlation methods, at least through second 
order perturbation theory (MP2)23, are necessary to correctly describe dispersion 
effects. For model potentials like EFP2, one wants an efficient approach that is 
general and free of fitted parameters. In principle, this can be accomplished by 
employing some level of theory to obtain (imaginary) frequency-dependent 
polarizabilities24"26. Many methods can be used for this purpose, including the 
efficient time-dependent Hartree-Fock24 (TDHF) and time dependent density 
functional theory (TDDFT) methods. Once these dynamic polarizabilities have been 
determined for a particular solvent, they can be incorporated into a model for the 
dispersion coefficients and dispersion interaction energy. 
Various theoretical and experimental methods have been introduced to 
estimate dispersion coefficients. Meath and co-workers27 36 determined Ce 
coefficients from dipole oscillator strength distribution (DOSD) data, which were 
constructed from an extensive set of experimental data. Even though they are very 
accurate, these methods have certain disadvantages: they can be used only for 
isotropic Ce coefficients, and (since they rely on experimental data) only for atomic 
and molecular systems for which there is substantial experimental photoabsorption, 
refractive index and inelastic electron scattering data. Therefore, purely QM methods 
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are a useful alternative for the determination of dispersion coefficients. Early QM 
methods were based on TDHF24,37,38 or on correlated39"43 methods. They were used 
to obtain dynamic polarizabilities over the imaginary frequency range, from which the 
dispersion coefficients can be calculated. Correlated methods are usually very 
accurate, but computationally demanding, while the HF based methods are efficient, 
but have errors up to 15% in the calculations of dispersion coefficients. As an 
alternative to the correlated methods, TDDFT has also been used to provide 
dispersion coefficients25,44,45. However the accuracy of TDDFT is very functional 
dependent. 
In the present work, a simple model based on TDHF dynamic polarizabilities 
is presented. Since the model itself is general, it can easily be extended to TDDFT 
or the correlated ab initio methods for a source of dynamic polarizabilities. 
II. Theoretical Methods 
Part A of this section gives a short overview of the EFP2 method46. Part B 
presents a derivation and implementation of the dynamic polarizabilities, Ce 
dispersion coefficient and dispersion energy in the EFP2 formalism. 
A. General Effective Fragment Potential (EFP2) Method 
To represent solvent molecules in the EFP2 approach, several one-electron 
potential terms are added to the quantum mechanical (QM) Hamiltonian of the 
solute. The Hamltonian (Htotai) of the whole system can be written as: 
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Htotal = HQM + V (1) 
where V is a fragment potential that includes electrostatic, polarization, exchange 
repulsion, charge transfer, dispersion and higher order energy terms. At present, 
EFP2 as implemented in the electronic structure code GAM ESS46 has electrostatic, 
polarization and exchange repulsion interaction energy terms derived and coded. 
The electronic part of the effective fragment interaction Hamiltonian, for the fith 
solvent molecule, may be expressed as follows: 
K L M  
V.,(n,s) = ]£VkEleC(M + 2V|P°V.S)+ 2Vm'P(^'S> (2) 
k = l  1 = 1  m = l  
where s is a coordinate of the QM part, and k, I and m sum over expansion points for 
the electrostatic, polarization and exchange repulsion energy, respectively. 
The analogous terms have been derived for nuclei-fragment and fragment-fragment 
interactions. 
Coulomb Interaction 
A distributed multipolar analysis (DMA)47,48 is used to represent the Coulomb 
potential. The expansion of the molecular density is carried out through octopole 
moments centered at the atom nuclei and bond midpoints: 
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Vf (M = - '%kMFa(tJ -
r,h a 
12e-ow-> (3) 
where Qk, |i, 0 and Q are charge, dipole, quadrupole and octopole moments for the 
fragment, respectively, and qs, Fa, Fab and Fabc are the QM charge, electric field, field 
gradient and field Hessian, respectively. 
Since the DMA is a classical pointwise model, it cannot account for the 
overlap of the charge densities between two molecules at short distances. To correct 
for this shortcoming, charge penetration effects are modeled by introducing a 
distance-dependent cutoff function: 
For the fragment-fragment interaction a general expression49 for the charge 
penetration energy is used. For the general case of two different fragments (aA * aB) 
the charge penetration energy is given by: 
The parameters c and a are determined during the optimization process, to give the 
best fit to the QM electrostatic potential. 
v'k"'(n,s) -» [i (4) 





Polarization of the fragment molecules by the ab initio field is treated in a self-
consistent manner, using localized molecular orbitals5051 (LMO's). The total 
polarizability tensor is expressed as a sum of the LMO polarizabilities of bonds and 
lone pairs. Coupled perturbed Hartree-Fock calculations are used to calculate LMO 
polarizability tensors. Once the distributed polarizability components have been 
determined, the polarization energy is iterated to self-consistency, according to: 
V/'"' (6) 
a,/3 
where Fp is the QM field and is the a|3 component of the dipole polarizability 
tensor in the Ith LMO of the fragment molecule. 
Exchange Repulsion Energy 
In the general EFP method, the intermolecular exchange repulsion term is 
derived from first principles. The zero order exchange repulsion energy between two 
molecules with wavefunctions WA and WB can be given as follows: 
Eexch ~ 
Âff.» 
{v, ÂWAW„) (7) 
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where A is the antisymmetrization operator, EA and EB are the energies of 
molecules A and B, HAB is the super molecular Hamiltonian for the A-B system, 
given as a sum of the A and B Hamiltonians and the interaction term, VAB: 
HAB = HA+HB + VAB (8) 
From eqs. (7) and (8) the exchange repulsion energy may be expressed in terms of 
the internal energies of A and B (AEAand AEg) and an interaction term, EexCh(V): 
^ exch 
knA + H„) 
A'l', '1' ») 
~ 
EA ~ EB 
V.) 
wA%) 
=  A E a + A  E „  +  E A V )  (9) 
Truncating the antisymmetrizer À after the first term in the permutation 
expansion leads to an approximate exchange repulsion that is proportional to the 
intermolecular overlap (S): 
Â  =  1 [ 0 ( S 2 ) ]  ( 1 0 )  
From eq. (9) one gets: 
£„„>[0(S2)] = A£a[0(S2)] + A£s[0(S2)] + A£„,,4[V;0(S2)] (11) 
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Since internal energy contributions to the second order exchange energy 
vanish for the Hartree Fock wave function, the exchange repulsion energy can be 
expanded in three distinct energy terms, based on their explicit dependence on the 
intermolecular overlap: 
£«JO(S2)J = £„,|y;0(S2)l = £„,(S°) + £„,,(5')+ £„,,(52) (12) 
Each of the terms in eq. 12 can be approximated using localized molecular 
orbitals (LMOs) and the spherical Gaussian orbital (SGO)52,53 approximation54. The 
exchange repulsion is the most expensive term in the EFP2 model, but it is still 
several orders of magnitude less computationally demanding than the corresponding 
ab initio calculations. 
All of the interaction terms discussed above, Coulomb, polarization and 
exchange repulsion, are implemented in the electronic structure code GAM ESS46 for 
fragment-fragment as well as fragment-ati initio interactions. Energy gradients for 
Coulomb, polarization and fragment-fragment exchange repulsion have also been 
implemented and the ab initio-fragment gradient for exchange repulsion is in 
progress. Now, consider the derivation of the fragment-fragment dispersion 
interaction in the EFP2 formalism. 
B. Fragment-Fragment Dispersion Energy in General EFP2 
In the same spirit as for all other energy terms in the EFP2 method, a 
distributed approach is used for the dispersion interaction, since distributed 
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expansions converge faster than a single-center expansion55. This is particularly true 
if one uses localized molecular orbitals (LMOs). Also, it has been suggested that the 
use of isotropic dispersion coefficients with a damping function is more robust if one 
uses distributed expansions55. In EFP2 a simple expansion of the fragment-fragment 
dispersion energy in terms of 1/Rn (n=6, 8...) is used47: 
c c c 
F - 6 I 8 I 10 I 
d i sp  ( 13 )  
where these terms correspond to induced dipole-induced dipole, induced dipole-
induced quadrupole etc. interactions. 
As a first approximation, this series representation of the dispersion energy 
may be terminated after the Ce/R6 dipole-dipole term. Although this is a common 
approximation, Ce is usually fitted to experimental data, in order to avoid the higher 
terms in the expression. Using a distributed localized molecular orbital (LMO) 
approach, the dipole-dipole dispersion energy is given as a sum of LMO-LMO 
contributions: 
= 12!*3fo (<» (14) 
k E A  j E i B a p y ô  
where k and j are sums over the LMOs of fragments A and B, respectively, 7$ is the 
field gradient (which scales as R"3), CLkay and a[jô are dynamic polarizability tensor 
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components, for LMO k (or j) and iv is the imaginary frequency of the perturbing 
field. 
The first step in a calculation of EdisP is to obtain dynamic polarizabilities over 
the imaginary frequency range. To accomplish this task, the approach described by 
Amos et ai24,25 is followed. As a first approximation, the dynamic analog of the 
coupled perturbed Hartree-Fock equations56 is used to extract dynamic 
polarizabilities. Solving eq. (15), response vectors Z are calculated using the 
dynamic analog of the couple perturbed HF (CPHF) equations: 
(H(2)H(1)- (iv)2)Z = - H(2)P (15) 
Here, H(1) is the real orbital Hessian matrix, related to the electric field 
response of the system and used to obtain the polarizability; the HF H(1) is given by 
= (£„ -  £XA + 4(w I b j)  -  (ab I i j )  -  (aj I b i)  ( 1 6 )  
where ea, e\ are occupied and virtual orbital energies, respectively, and (ai|bj) are 
two electron integrals over MO. 
H(2), the so-called "imaginary" orbital Hessian matrix, is related to the 
magnetic field response of the system and is given by 
t fai l j  = (£„ -  + (.ab I i j )  -  (aj I b i)  (17) 
The matrix P in eq. (15), the dipole moment matrix in the molecular orbital 
basis is 
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{<t>M h) (18) 
where fi is the dipole operator, and and </>u are canonical MOs. 
Once the response vectors Z are obtained, they are used to form the dynamic 
polarizability tensor: 
In the EFP2 implementation distributed LMO contributions of dynamic 
polarizability tensors are calculated, together with the total polarizability tensor. 
The method described in eqs. 15-19 is frequently referred to as the dynamic 
time-dependent Hartree-Fock (TDHF) approach. An analogous approach may be 
formulated using time-dependent density functional theory (TDDFT). It has been 
suggested that TDDFT provides a modest improvement in the prediction of dynamic 
polarizabilities, and hence dispersion energy coefficients and energy. 
According to eqs. (13) and (14), the integral over the imaginary frequency 
range is a Ce dispersion coefficient. As defined in eq. (14), Ce is an anisotropic 
dispersion coefficient, since the summation goes over all ap pairs: 
««/M = ^  2(^ lAMWv) (19) 
ai 
AE/vea 7^7;; ^  + 
(20) 
However, generally the isotropic part of Ce is used. Because only the trace of the 
polarizability matrix is distance independent, during geometry optimization this is the 
only part that stays unchanged. Otherwise, for each step in the geometry 
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optimization the calculation of the entire dynamic polarizability tensor would need to 
be repeated. This is not practical for a model potential, such as EFP2, which needs 
to be efficient. Furthermore, the calculated isotropic Ce may be compared directly 
with experimental and other theoretical data, since most of the literature values for 
Ce are isotropic. One also expects that effects of anisotropy should be less 
pronounced in a distributed approach. 
Isotropic Ce coefficients are calculated using numerical integration. A 12-point 
Gauss-Legendre quadrature formula57, with substitution of variables 
(1 + /) ,  -2vQdt 
V = V°~Q^t)' dV = ^  <21> 
Eq. (21) was used to determine the values of weights and frequencies (v) at 
which polarizability matrix is to be calculated. Optimization of the form of the 
substitution and optimal value of vo (0.3) were previously determined30. 
The dynamic polarizability tensor is calculated for 12 frequencies (v), at 
values that were previously determined using eq. (21). The trace of the dynamic 
polarizability tensor is calculated for all LMO-LMO pairs in a given system (molecular 
pair), and the distributed Ce for each pair of LMO-LMO interactions is calculated 
using 
'77%/(Vl) <22, 
M V T i> 
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where w, is a weighting factor from the 12-point Gauss-Legendre formula, and the 
function f(v,) is given by: 
/(v.) = (23) 
where a is 1/3 of the trace of the polarizability matrix. 
Once the dispersion coefficients are determined, the dispersion energy is 
given by: 
=  T  Y  çkj J  Oisp ? j  2j  n6 (24) 
k E A  ye/i AAy 
where is the dispersion coefficient between LMO k on fragment A and LMO j on 
fragment B, and RkJ is the distance between the centroids of LMO k and j. 
This expression needs to be corrected for short-range charge penetration 
effects; that is, the effect of overlapping of the actual quantum mechanical charge 
densities. At the limit of R=0, the dispersion energy represented by eq. (24) would 
become infinite. This can be corrected by introducing a distance-dependent damping 
function fe(R). In the general case the analytical form of such a damping function is 
unknown. For atomic systems Meath and coworkers58"64 have formulated an 
expression for and calculated accurate ab initio damping functions that serve as 
benchmark calculations. A general damping function based on the studies of Meath 
et al. has been proposed by Tang and Toennies65. Because of its simplicity and 
accuracy, this damping function was also used in the present work. The Tang-
Toennies damping function, fe(R), has the form of an incomplete Gamma function, 
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A = 0  K -
where the parameter b arises from the Born-Mayer repulsive potential. 
III. Computational Details 
All of the calculations presented in this work were done with electronic 
structure code GAMESS46, except for the benchmark calculations of dispersion 
energies. The latter were done with the symmetry adapted perturbation theory 
code66,67 (SAPT2002) interfaced with GAMESS. For the calculations of static and 
dynamic polarizability a series of Pople 6-31G and 6-311G basis sets [6-31 G(d), 6-
31G(d,p), 6-31+G(d,p), 6-31++G(d,p), 6-311G(d,p), 6-311+G(d,p), 6-311++G(d,p) 
and 6-311++G(3d,3p)] were used. For calculations of the dispersion coefficients Ce 
and the dispersion energy only the largest basis set 6-311++G(3d,3p) was used. 
Geometries of all monomers and dimers used in the calculations were either taken 
from ref. 54 or calculated using second order perturbation theory (MP2)23 
optimizations. 
IV. Results and Discussion 
A. Dynamic Polarizability 
Dynamic polarizabilities over the imaginary frequency range were calculated 
using a dynamic analog of the coupled perturbed Hartree Fock equations (CPHF). 
One important consideration is an analysis of basis set effects on the dynamic 
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polarizability, so that the most appropriate basis set is chosen for calculations of 
dispersion coefficients and energies. Static and dynamic polarizabilities for a group 
of common solvents [H2O, CH3OH, CH3CN, (CHs^SO, CH2CI2, (Chh^CO and CbHg] 
were calculated using the basis sets listed above. Correlation consistent basis sets 
were not considered, since they have been derived for treatment of correlation 
effects that are not present in the HF approach. 
Table 1 gives the 6-311++G(3d,3p) static polarizabilities, for all of the above 
systems, in comparison with experimental values. All of the molecules, except 
benzene, show the expected underestimation of the static polarizability by up to 
20%. Dynamic polarizabilities results are presented below for H2O and CeHe, as two 
typical cases; all other molecules behave similarly to H20. 
Table 2 presents the H20 static and dynamic polarizabilities for six imaginary 
frequencies. Improvement of the basis set brings the predicted static polarizability 
closer to the experimental value given in Table 1. However, even for the best basis 
set used, the experimental polarizability is underestimated by about 18%. Note that 
the basis set effects are significant, especially for small values of v. 
Next, consider the benzene molecule, which exhibits the rare behavior that 
the HF method overestimates the polarizability. The TDHF static and dynamic 
polarizabilities for six imaginary frequencies are given in Table 3. Here, systematic 
improvement of the basis set worsens the agreement with experiment. The static 
polarizability for the best basis set is overestimated by -13%. 
For both H20 and C6H6 improving the basis set leads to an increase in both 
static and dynamic polarizability. As can be seen from Tables 2 and 3, the dynamic 
polarizability decreases rapidly as the imaginary frequency increases. Thus, the 
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dynamic polarizability over the imaginary frequency range is a monotonically 
decreasing, mathematically properly behaved function, so it can easily be used in a 
numerical integration scheme for calculations of dispersion coefficients. 
B. C$ Dispersion Coefficients 
Distributed Ce dispersion coefficients, between pairs of localized molecular 
orbitals on different fragment molecules, were calculated using eq. (24). To compare 
these results with experimental data and other theoretical methods the total 
dispersion coefficient Ce was calculated as a sum of all LMO-LMO contributions. The 
total dispersion coefficients Ce for several atomic and molecular species are 
presented in Table 4. In general, the computed Ce exhibit an average absolute 
percent error of -11% (Table 4). The smallest errors occur for the two simple 
species, H2 (4.2%) and Ar (5.7%), while the biggest deviation of 19.4% is found for 
HF. Except for benzene (as expected) the Ce coefficients are underestimated. 
In the distributed LMO approach, based on the dynamic polarizability, the Ce 
dispersion coefficients for mixed dimers are easily calculated. The C6 coefficients for 
mixed dimers, where one monomer is CeHe and the other is from a list of seven 
atomic or molecular species, for which there are available experimental data68, are 
summarized in Table 5. These Ce coefficients are in very good agreement with the 
experimental values, with a maximum percent error of 8.0%, and an averaged 
percent error of 2.7 %. One reason for such good agreement is the cancellation of 
errors between the overestimated contribution from benzene and the 
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underestimated contribution from other monomers. Nonetheless, this level of 
agreement is encouraging for applications to other species. 
Analysis of the distributed LMO-LMO contributions to the total Ce for the 
species in Table 4 reveals that the clf(n~lMn contributions are very similar, 
regardless of which LMO pair they represent. This finding is important, since it 
suggests that the different c'6M(n~im)1 coefficients may be treated by one damping 
function in the calculations of dispersion energy at small distances. 
C. Dispersion Energy 
Once the distributed Ql^<n-'Mn coefficients are obtained, calculations 
of the dispersion energy for a set of dimer molecules in their equilibrium geometries, 
using eq. (21), may be undertaken. Since all of the dispersion energy calculations 
presented here correspond to the equilibrium distances, damping is not important, 
and is omitted here. The dispersion energies are compared in Table 6 with the 
benchmark calculations of the dispersion energy using symmetry adapted 
perturbation theory (SAFT)69. The SAPT dispersion energy is of fourth order 
perturbation quality, with some CCSD corrections. Values from the many-body 
perturbation version of SAPT have been used as benchmark results in recent 
studies70,71 of the dispersion energy. 
First, focus on a comparison between the first and fifth columns, in Table 6; 
that is a comparison between the calculated C6 dipole dispersion energy presented 
here, and the SAPT E(^+E{^ldls. E(^s from SAPT, that includes the intra-
monomer correlation effect, is not presented, since intra-monomer correlation effects 
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are not treated in the EFP2 formulation of dispersion energy. It can be seen from the 
table that the Ce dispersion energy is much too small in magnitude, relative to the 
SAPT E(J®}+ Ef"l_dis values. The errors are generally a significant fraction of the 
dispersion energy. 
The most likely origin of the disparity between SAPT and EFP2 dispersion 
energies is the neglect of Cn terms (n>6) in the EFP2 formulation. To test this 
hypothesis literature values for the C8 dispersion coefficients were found and 
dispersion energy contribution from the Cs part was estimated as follows: 
E%, = ^  (25) 
("A/ 
where Rcm is the center of mass distance between two monomers, and C8 is an 
averaged Cs dispersion energy coefficient from the literature 24.39,40,48,72-74 
The second column in Table 6 gives the contribution of the Ce term calculated 
in this averaged manner, and the third column lists the total dispersion energy as a 
sum of Ce and this averaged Cs term (EdjS6+8). As can be seen from the table, Cs 
contributions to the total dispersion energy are certainly not negligible. The 
contribution is different for different systems, but on average it is at least -1/3 of the 
C6 term. This suggests that one needs to include the C8 term for a quantitatively 
accurate description of dispersion energy. The reason that Ce only methods succeed 
is that Ce is fitted to experimental or accurate theoretical results. 
In the EFP2 formalism, a first approximation is to model C@ as 1/3 of the 
calculated Ce dispersion energy. This is based on a limited set of molecules, but the 
overall agreement between the total dispersion energy estimated in this manner and 
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the SAPT dispersion is greatly improved with this approximation. Column four in 
Table 6 gives results for dispersion energy calculated with this approximation. The 
agreement with SAPT dispersion values is very good, with an absolute averaged 
percent deviation of ~16% , or 9%, if the two worst cases (HCI and CH4) are 
neglected. 
V. Conclusions 
This study is the first step in the incorporation of the dispersion energy 
interaction into the EFP2 method. As a part of this study, formulas for dipole-dipole 
dynamic polarizability over the imaginary frequency range, the Ce coefficient and Ce 
dispersion energy contribution were derived and coded. 
The conclusions that may be drawn from this work are: 
1. The static polarizability is usually underestimated (by ~ 18%) in the CPHF 
approach. An exception is benzene for which a(0) is overestimated compared with 
experimental values. 
2. Basis set effects on the dynamic polarizability are significant, but much 
more pronounced for small values of frequencies. 
3. For a set of nine molecules the calculated Ce coefficients are 
underestimated compared with experimental values by -11%; Note that agreement 
here is better than for the polarizabilities themselves, because C6 is a sum over a 
frequency range and with the increase of the frequency polarizabilities are 
decreasing and the absolute error in their values decrease as well. 
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4. The Ce coefficients for mixed systems are in good agreement with 
experiment. 
5. All of the Ql(Mm-1M(n contributions are very similar in size, so it is 
reasonable to use the same damping function for all of them. 
6. The agreement between dispersion energy terminated at the Ce level and 
SAPT dispersion energy is not satisfying, because the higher order terms, especially 
Cs, in the expansion of the dispersion energy are important. 
7. Inclusion of the estimated C8 energy term in the EFP2 dispersion energy, 
significantly improved agreement with SAPT dispersion energy, for most of the 
studied systems. 
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Table 1. Static polarizabilities (Â3) for a set of common solvents 
CPHF a™ Experimental13 a 
H2O 1.18 1.43 
CH3OH 2.83 3.29 
CH3CN 4.08 4.40 
(CH3)2SO 7.18 -
CH2CI2 5.95 6.48 
(CH3)2CO 5.71 6.63 
CEHE 12.11 10.74 
a) 6-311G(3df, 3pd) basis set 
b) CRC Handbook of Chemistry and Physics, 2002. 
Table 2. Basis set analysis of the frequency dependent polarizability (Â3) for H20 
va 




5f 69 7h 8' 
a(v =0.00) .69825 .72162 .88814 .90338 .80086 .92756 .93058 1.17936 
a(vi=0.05) .69461 .71793 .88202 .89700 .79621 .92122 .92397 1.17200 
a(v2=0.10) .68409 .70726 .86451 .87883 .78287 .90303 .90511 1.15086 
a(v3=0.50) .49907 .51943 .58623 .59387 .56066 .60769 .60796 .79151 
a(v4=1.00) .32705 .34276 .35873 .36053 .35484 .36396 .36428 .45477 
a(v5=50.0) .00052 .00054 .00053 .00053 .00058 .00057 .00057 .00053 
a(ve=100) .00013 .00014 .00013 .00013 .00015 .00015 .00015 .00014 
a) a(v =0.00) is static polarizability; a(vi.6) are dynamic polarizabilities for imaginary frequency v-|.6 
b) 6-31 G(d), c) 6-31 G(d, p), d) 6-31+G(d, p), e) 6-31++G(d, p), f) 6-311G(d, p), g) 6-311+G(d, p), 
h) 6-311++G(d, p), i) 6-311++G(3d, 3p). 
Table 3. Basis set analysis of the frequency dependent polarizability (A3) for C6H6 
va BASIS SET 
1b 2C 3d 4e 5f 69 7h 
a(v=0.00) 10.15631 11.58031 11.67708 10.47753 11.63988 11.69252 12.10927 
«(v^O.OS) 9.79016 11.15447 11.24224 10.08705 11.21018 11.25600 11.68709 
a(v2=0.10) 8.89644 10.12511 10.19310 9.13696 10.16888 10.20017 10.66662 
a(v3=0.50) 3.54758 4.06319 4.07292 3.53516 3.98692 3.98800 4.57139 
a(v4=1.00) 1.92675 2.08214 2.08428 1.84767 1.98460 1.98521 2.35127 
a(vs=100) 0.00069 0.00067 0.00067 0.00081 0.00078 0.00078 0.00072 
a(v6=200) 0.00017 0.00017 0.00017 0.00020 0.00020 0.00020 0.00018 
a) a(v =0.00) is static polarizability; a(ni-e) are dynamic polarizabilities for imaginary frequency v-i-e 
b) 6-31 G(d, p), c) 6-31+G(d, p), d) 6-31++G(d, p), e) 6-311G(d, p), f) 6-311 +G(d, p), 
g) 6-311++G(d, p), h) 6-311++G(3d, 3p). 
Table 4. Dispersion coefficients (a.u.) 
Isotropic8 C@ Experimental C6 
Ar 60.6 (5.7) 64.3" 
H2 11.5 (-4.2) 12.1E 
HF 15.3 9 (-19.4) 19.0E 
HCI 119.1 (-8.7) 130.4E 
H20 38.9 (-14.3) 45.4E 
NH3 79.7 (-8.7) 87.3= 
CH4 120.5 (-7.0) 129.6E 







 1956.8 (13.5) 1723" 
a) 6-311++G(3d,3p); values in parentheses are percent 
error relative to the experimental value 
b) experimental data taken from reference 30 
c) experimental data taken from reference 54 
Table 5. Dispersion coefficients (a.u.) for mixed systems: C6H6-B 
b c6 (c6h6-b)a experiment68 
Ar 334.9 (1.5) 330.1 
mci 476.5 (0.6) 473.5 
hf 162.3 (-8.0) 176.4 
nh3 386.6 (-1.2) 391.2 
ch4 479.1 (1.5) 472.1 
h2o 265.0 (-4.5) 277.4 
ch3oh 607.3 (-1.3) 615.3 
a) values in parenthesis are percent errors 
Table 6. Dispersion energy (mHartree) 
a)E6dis "E»,, EdisSAPT 
Ar -0.54 -0.17 -0.71 -0.71 (0.0) -0.71 
H2 -0.13 -0.03 -0.16 -0.18 (+20) -0.15 
HF -1.08 -0.03 -1.10 -1.43 (-27) -1.96 
MCI -1.44 - - -1.92 (-30) -2.76 
H20 -3.03 -0.94 -3.97 -4.04 (6) -3.80 
NH3 -1.91 -0.80 -2.71 -2.54 (-4) -2.66 
CH4 -0.46 - - -0.61 (-47) -1.16 
CH3OH -2.29 - - -3.05 (-6) -3.26 
CH3CN -2.68 - - -3.57 (-6) -3.82 
CH2CI2 -2.54 - - -3.39 -
acetone -2.17 - - -2.89 -
a) C6 dispersion energy 
b) estimated Cs/R8 contribution from literature values 
c) total dispersion energy as a sum of E6and E8 
d) estimated total dispersion energy; values in parentheses are percent 
deviations from Ed iSSAPT 
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CHAPTER 4. SOLVENT EFFECTS ON THE SN2 REACTION: APPLICATION OF 
THE DENSITY FUNCTIONAL-BASED EFFECTIVE FRAGMENT POTENTIAL 
METHOD 
A paper to be submitted in Journal of Chemical Physics 
Ivana Adamovic and Mark S. Gordon 
Abstract 
The performance of the density functional theory (DFT)-based effective fragment 
potential (EFP) method is assessed using the Sn2 reaction: CI" + nhhO + CHgBr = 
CH3CI + Br" + nH20. The effect of the systematic addition of water molecules on the 
structures and relative energies of all species involved in the reaction has been 
studied. The EFP1/DFT method is compared with second order perturbation theory 
(MP2) and DFT results for n=1, 2 and 3 and EFP results are also presented for four 
waters. The incremental hydration effects on the barrier height are the same for all 
methods. However, only full MP2 or MP2 with EFP1/DFT solvent molecules are able 
to provide an accurate treatment of the transition state (TS), and hence central 
barriers. Full DFT and DFT with EFP solvent molecules both predict central barriers 
that are too small. The results illustrate that the EFP1/DFT method gives reliable 
results when combined with an accurate quantum mechanical (QM) method, so it 




A. Solvation Methods 
An accurate description of solvent effects is very important for understanding 
many chemical reactions. The two general approaches to solvation, continuum1 and 
discrete2 methods are both useful in particular contexts. The continuum methods are 
fast, and they are mainly designed to represent bulk solvent effects on a solute. 
Their major disadvantages are that they can be very sensitive to cavity parameters 
and that they cannot describe the individual interactions between solute and solvent 
molecules. While discrete methods can treat these interactions accurately, they may 
have a high intrinsic computational cost, and they require extensive configurational 
sampling for even a modest number of solvent molecules. 
For the accurate treatment of individual interactions between solute and 
solvent molecules, the family of effective fragment potential (EFP) methods has 
been developed. In its original formulation the EFP3 method was based on the 
Hartree-Fock (HF) level of theory. This method (described in detail in ref. 4) has 
been tested extensively in many different applications: treatment of chemical 
reactions in solution5, study of solvent clusters6, solvent effects on excited states of 
biomolecules7, neutral-zwitterion equilibrium in amino acids8, treatment of the 
covalent bond in proteins8 9. The EFP method has also been interfaced with the 
PCM10 continuum method. All of these applications showed that the HF based EFP 
method accurately reproduces the corresponding HF results. To include some 
correlation effects in the EFP model, a new DFT based EFP11 implementation was 
developed. This method is based on density functional theory, using the B3LYP 12,13 
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functional. A short summary of the DFT based EFP method is given in Section II. 
Since this is a new method, one goal of this study is to demonstrate the accuracy 
and usefulness of the EFP1/DFT method, applying it to the treatment of solvent 
effects on a SN2 chemical reaction. 
B. SN2 reaction 
The Sn2 reaction has been studied extensively both in the gas phase and in 
solution, because of its great importance in physical organic chemistry and biological 
systems. It is well known that the activation barrier for the Sn2 reaction is strongly 
affected by solvent polarity, and that is the focus of the current work. 
Gas phase Sn2 reactions have been investigated experimentally14, by 
dynamics methods15 and by ab initio methods143, 14b'16,17. Many of the gas phase 
studies are concerned with determination of the rate constants, secondary a-
deuterium kinetic isotope effects (KIEs) and their temperature dependence140, d'15,18. 
More details on the gas phase reactions may be found in references 14-18 and 
references therein. 
While continuum solvent methods19 provide some general information on the 
shape of the reaction profile in aqueous solution vs. gas phase systems, the 
microsolvation approach provides details about the explicit role of specific solvent 
molecules. Gas phase experiments20 on microsolvation processes have provided 
new insights on many features of Sn2 reactions, e.g. rate coefficients, KIE and their 
temperature dependence. Some of the results are in excellent agreement with 
statistical transition state theory results203, while some14c exhibit deviations from 
transition state theory and represent new theoretical challenges. Since these 
microsolvated systems bridge the gap between gas phase and solution, there are a 
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great number of theoretical studies ranging from all ab initio to different types of 
hybrid quantum mechanics (QM)/molecular mechanics (MM) methods. 
Early studies21 in this field were restricted to n=2 systems, modest basis sets 
and levels of theory that do not account for electron correlation, although they 
provided valuable insights regarding the reaction mechanism. The first QM/MM 
studies22 used the TIP4P23a' b water potential and Monte Carlo simulations with a 
large number (-250) of water molecules. These calculations were followed by Monte 
Carlo simulations with explicit consideration of n=4 water molecules at the Hartree-
Fock level of theory243. The latter study is a very detailed resource of different 
structures for the CI" + nH20 + CH3CI = CH3CI + CI" + nH20 reaction. The same 
system was studied with the B3LYP method with up to four water molecules2413. 
Recent studies on the Sn2 reaction using ab initio molecular dynamics25 have 
provided temperature effects, branching ratios, KIE and trajectory simulations. 
Recently, Re and Morokuma (ref 26) reported a QM/MM study of the reaction 
(H20)nCH3CI + 0H"(H20)m system263, using the ONIOM method2613. Their study is 
similar to the reaction of interest in the present work: 
CI" +nH20 + CH3Br = CH3CI + Br" +nH20 (1 ) 
with n=1, 2, 3 and 4. 
The primary focus of this work is on the ability of the recently developed DFT 
based effective fragment potential (EFP) method to adequately represent the solvent 
in an SN2 reaction. Because the applicability of DFT to SN2 reactions has been 
questioned163,253 the EFP solvent calculations have been combined here with both 
density functional theory and second order perturbation theory. 
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II. Theoretical Methods- EFP1/DFT Potential 
A detailed description of the DFT based EFP method is given elsewhere10, 
hence only a brief overview of the method is presented here. In the EFP1/DFT 
method, one-electron potentials are added to the ab initio electronic Hamiltonian of 
the solute. These terms represent (a) the electrostatic (Coulombic) interaction 
between two fragments (EFP-EFP) or between a fragment and a quantum 
mechanical (e.g. solute) molecule (EFP-QM), screened by a charge penetration 
function27 that corrects for overlapping electron densities; (b) the induction 
(polarization) EFP-EFP or EFP-QM interaction; (c) a remainder term that contains 
the exchange repulsion, charge transfer, and higher order terms that are not 
contained in the first two terms. The first two terms are determined entirely from QM 
calculations on the monomer, while the third term is fitted to the QM water dimer 
potential. The EFP1/DFT formulation may be represented as follows for a solvent 
molecule jx and a QM coordinate s: 
= 2 Vf'-Xus) + 2v/,M(ZA5) + 2 (2) 
A— 1 /— 1 I— in  
The three terms on the right hand side of Eq. (2) represent the Coulomb, 
polarizabilty/induction and remainder terms, respectively. 
The Coulomb interaction is represented by a distributed, multicenter, 
multipolar expansion28 (DMA) of the molecular density, using multipoles through 
octopole moments at K=5 expansion points for the water molecule (nuclear centers 
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and bond midpoints). Since the DMA is a pointwise model, it cannot account for the 
overlap of the charge densities between two molecules, as they approach each 
other. To correct for this quantum effect the Coulomb potential is multiplied by a 
distance dependent cutoff function. 
The polarization, or induction, interaction is treated by a self-consistent 
perturbation model, using localized molecular orbital (LMO) polarizabilities3. The 
molecular polarizability tensor is expressed as a tensor sum of the LMO 
polarizabilities, centered at the LMO centroids. For water, five such LMOs are used: 
O inner shell, two O lone pairs, and two O-H bonds. Numerical, finite field 
calculations, using these LMOs, on an isolated water molecule, provide the total 
dipole polarizability tensor. The polarization energy is then calculated in a self-
consistent manner, by updating the induced dipole as the QM density converges 
during the SCF cycles. 
The third term in Eq. (2) represents the exchange repulsion, charge transfer 
and some short-range correlation contributions. This term, for the EFP-QM region is 
represented as a linear combination of two Gaussian functions expanded at the 
atom centers. For the EFP-EFP interaction a single exponential is used and the 
expansion is done at the atom centers and the center of mass, in order to better 
capture the angular dependence of the charge transfer contribution. The coefficients 
and exponents of the Gaussian and exponential functions were optimized, by fitting 
to large numbers of B3LYP water dimer structures, chosen to represent a selection 
of water-water orientations and 0-0 distances3,10. 
The geometry of the fragment water molecule is fixed with bond lengths of 0. 9468 A 
and a bond angle of 106.70°3. 
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III. Computational Details 
All calculations reported in this work were done using the GAMESS29 
electronic structure code. The solute was treated using density functional theory 
(DFT), employing the B3LYP functional, as well as second order perturbation theory 
(MP2)30. The solvent water molecules were treated with DFT/B3LYP, MP2 or the 
EFP1/DFT potential. The basis set used in all of these calculations was aug-cc-
pVDZ31, except for the MP2 gas phase test calculations that were done with aug-cc-
pVTZ31, to confirm convergence with respect to basis set. Most of the geometry 
optimizations, for up to three waters, were done using both B3LYP and MP2 for the 
entire system, as reference calculations. In addition, several sets of calculations 
were performed with a QM solute and EFP solvent: B3LYP solute with EFP1/DFT 
solvent (B3LYP-EFP1/DFT) and MP2 solute with EFP1/DFT solvent (MP2-
EFP1/DFT). These calculations provide a test for the reliability of the potential. All 
stationary points along the reaction path were characterized by calculating the force 
constant (hessian) matrix. A positive definite hessian (no negative eigenvalues) 
corresponds to a local minimum on the potential energy surface (PES). One 
negative eigenvalue corresponds to a first order saddle point (transition state). Once 
the transition states were located, an intrinsic reaction coordinate (IRC)32 analysis 
was performed, to ensure that the transition state joins the anticipated two local 
minima along the PES. As noted in Section I, configurational sampling can be 
important when discrete solvent molecules are used. Location of the global minimum 
was straightforward for systems with small number of water molecules, simply based 
on chemical intuition. For more than two water molecules, Monte Carlo33 
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simulations were employed to help locate global minima. More details about these 
calculations will be given in Section IV. 
IV. Results and Discussion 
A. Gas Phase Surface 
Gas phase calculations serve as a benchmark study against which 
subsequent solvent effects can be assessed. The B3LYP gas phase results are 
compared with those based on MP2 in Table 1 and a schematic of the reaction is 
given in Figure 1. In agreement with previous papers in this general field163,25a, the 
two methods are in a good agreement for relative energies of local minima 
(reactants, intermediates, products), but DFT significantly over-stabilizes the 
transition state relative to MP2. 
Comparison of the DFT and MP2 results with previous large basis CCSD(T) 
calculations2513 are also given in Table 1. The MP2 results, including barrier height, 
agree quite well with the benchmark CCSD(T) studies. The basis set effect on the 
MP2 energies was investigated by repeating optimizations and hessian calculations 
with the aug-cc-pVTZ basis set. The relative MP2 energies for the two basis sets are 
also given in Table 1, and the imaginary frequencies at the transition state are 
shown in Table 2. For both energies and frequencies, the influence of the basis set 
is small. 
In the following sections, the influence of water molecules on the energy 
profile shown in Figure 1 is assessed. In view of the small basis set effect in the gas 
phase, the solvation studies are performed with the smaller aug-cc-pVDZ basis set. 
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In addition to testing the performance of the EFP1/DFT method, it is of interest to 
determine if the DFT method can capture the influence of the solvent on the barrier 
heights, despite its flaws in capturing gas phase central barrier. 
B. One Water (n=1) 
Addition of just one water molecule to the system changes the central barrier 
significantly (Table 3), as shown previously22,23, 24,25 Since water is a very polar 
solvent, it stabilizes separated small ions and ion-molecule pairs more than the 
transition state, in which the charge density is more delocalized. So, the addition of a 
water molecule increases the activation barrier. The reacting system including the 
water molecule was treated with both MP2 and B3LYP. In addition, the water was 
treated using EFP1/DFT, with the rest of the system represented by either MP2 or 
B3LYP. In each case once a transition-state was located IRC runs were performed 
to connect the TS with reactants and products. 
Calculated central barriers are summarized in Table 3. The differences in Eb 
for full QM calculations vs. QM/EFP are small, ranging from 0.5 to 1.4 kcal/mol, for 
both DFT and MP2 solutes. As expected, the difference between MP2 and DFT is 
much larger, with the MP2 barriers being ~5.6 kcal/mol higher. Table 4 lists values of 
the imaginary vibrational frequency using all four of the methods. As for the barrier 
heights, the QM/EFP frequencies are in excellent agreement with the fully quantum 
values (<2 cm"1), while the significant MP2 vs. DFT differences reflect the 
corresponding differences in Eb. 
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Figure 2 gives a schematic representation of the central barrier Eb. As the 
reaction proceeds from ion-molecule reactants, the -CH3 group translates toward CI 
or Br. As the system approaches the ion-molecule product, the water rotates, so that 
hydrogen bonding is maximized. 
C. Two Waters (n=2) 
The presence of two waters in the system can give many different structural 
arrangements. Based on previous studies on solvation of halogen systems34, it is 
reasonable to expect that the water molecules will tend to cluster and bind first with 
each other and then with the solute. Indeed the lowest energy transition state (TS) 
has two waters bridging the CI and Br ends of the TS complex (isomer 1 in Figure 3). 
Since there are numerous isomers very close in energy, that differ only in the 
arrangement of the water molecules, additional n=2 isomers are considered in 
Figure 3. One of these (isomer 2) has both waters located near the CI region, in the 
TS, forming hydrogen bonds with each other and with CI. In isomer 3 the waters are 
separated, in the TS, one forming a hydrogen bond with CI and the other forming a 
hydrogen bond with Br. For all three TS structures, DFT, MP2, DFT/EFP and 
MP2/EFP transition states were optimized, followed by IRC calculations. 
The relative energies of these three TS structures, together with their 
imaginary harmonic vibrational frequencies are given in Table 5. All of the methods 
give same energy ordering of the isomers, with the lowest energy structure 
corresponding to the water-water hydrogen bond bridge from CI to Br, isomer 1. As 
for n=1, the mixed QM/EFP values track the full QM results for both relative energies 
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and frequencies very well. The biggest discrepancy is 2.1 kcal/mol, isomer 3. In this 
case the QM and EFP methods predict different structures, as may be seen from 
Figure 3, leading to different frequencies and relative energies. In all other cases the 
imaginary vibrational frequencies agree very well, from 3 to 8 wave numbers. 
As in the case of one water molecule, as the reaction approaches the ion-
molecule complexes, the waters orient towards the charged species (CI or Br), as 
one would expect (Figure 3). 
The central barriers for all three isomers are given in Table 6. Agreement 
between EFP and the corresponding QM methods is generally very good. Addition 
of two waters to the reacting system increases the central barrier relative to one 
water (e.g. Tables 3,6), but the increase is generally smaller than that found for the 
addition of the first water. The first water increases the barrier by ~3 kcal/mol, while 
the increase due to the second water is only ~ 1 kcal/mol. Apparently, the first water 
stabilizes the ion-molecule pairs sufficiently that the addition of a second water has a 
similar effect on these local minima and TS. To explore this further, next consider 
the three-water case. 
D. Three Waters (n=3) 
Minima and transition state structures for n=3 were determined by starting 
from structures that have been reported previously24,35 and then performing Monte 
Carlo/simulated annealing calculations33 These simulations were done using an 
initial temperature of 500 K, more than enough to overcome the small barriers 
encountered in these Sn2 reactions. The QM (CI — CH3 — Br)" part of the system is 
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kept frozen, while the EFP waters are allowed to move in a box size of 10x10x10 A3. 
The simulations resulted in the TS structures shown in Figure 4, together with the 
corresponding local minima. While the Monte Carlo searches were extensive, it is, of 
course, possible that a lower energy TS exists. In the lowest energy TS (isomer 1), 
the waters are interconnecting through a hydrogen-bonded network, with the 
hydrogens pointing towards the CI and Br ends of the complex. The structure is 
similar to the arrangement of the water trimer53, except that the minimum energy 
structure in this case has all hydrogens pointing down, in order to orient toward the 
negatively charged halogens. 
The relative energies and imaginary frequencies for the lowest three TS 
isomers are given in Table 7. All methods give same ordering of the isomers, with a 
deviation between QM/EFP and the corresponding QM method from 0.8-2.1 
kcal/mol. Harmonic imaginary frequencies also agree quite well. MP2/EFP and MP2 
agree to within 10 cm"1, while DFT/EFP and DFT agreement is in the range of 20 
wave numbers. 
The central barriers for these three isomers are listed in Table 8. The overall 
agreement between QM/EFP and pure QM results for the central barrier is good, the 
biggest error being ~3 kcal/mol. It is interesting that for the lowest energy transition 
state (isomer 1), both the forward and reverse barriers are ~4 kcal/mol lower than 
the lowest energy barriers for n=2 (see Table 6), at the same level of theory 
MP2/EFP. Indeed, these barriers are also lower than those for n=1 and only slightly 
(0.3 kcal/mol) higher than the gas phase value. In this case it seems that waters are 
strongly hydrogen bonded to each other, so their cluster configuration doesn't 
change from TS to ion-reactant (isomer 1, Figure 4). The interaction energy mostly 
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comes from water-water and not water-solute interactions, so the value of the barrier 
remains unchanged and is similar to that of the gas phase reaction. For isomers 2 
and 3, the waters have a stronger interaction with the CI and Br ends, so that the 
forward central barrier behaves as expected for an Sn2 reaction: the central barrier 
is either very similar to (isomer 2) or slightly larger (isomer 3) than the corresponding 
n=2 isomers. Note that the reverse central barrier for isomer 3 is even smaller than 
that in the gas phase, because of an unfavorable arrangement of the three waters 
around the CI end of the system. 
Based on the relative energies for n=1, 2 and 3 it appears that the MP2/EFP 
method is very reliable. It agrees with the full QM results reasonably well, while 
being much more efficient computationally. Therefore, this QM/MM approach is used 
in the next section to explore the n=4 system. 
E. Four Waters (n=4) 
For n=4 the search for the global minimum was conducted using Monte Carlo 
simulations, starting from different initial guesses. The same simulation techniques 
described above were used. Many TS isomers, which differ in the positions of the 
four water molecules were located. Snapshots of the Monte Carlo (MC) simulations 
(lowest energy TS isomers) are given in Figure 5. 
Some of the TS structures found in these MC searches, were reported previously 
either for this SN2 reaction or for similar systems23, 24. As in the case of n=3, to the 
best of our knowledge, the lowest energy TS for the n=4 system is a "cyclic" 
structure (Figure 5 - isomer 1). The harmonic imaginary vibrational frequency, for 
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this TS is 459.8i cm"1. In the lowest energy TS for n=4 all four hydrogens are 
pointing down, towards the negatively charged (CI — CH3 — Br)" complex. Figure 
6a gives a schematic for the n=4 Sn2 reaction. Central barriers in this case are 10.6 
and 14.3 kcal/mol, for the forward and reverse reaction, respectively. The central 
barriers are very similar to those for n=3. As in the n=3 system, the water molecules 
tend to cluster and interact with each other, in preference to the solute, regardless of 
how the charge is distributed in the solute, so the energies of the TS and ion-
reactant complex are almost the same as those in the gas phase. It is unlikely that 
this type of behavior predominates in solution. For example, water molecules exhibit 
the same behavior in the presence of simple ions36 until n reaches 10-20. 
As in the n=3 system TS isomers do exist that exhibit the expected increase 
in the central barrier. A good example of such behavior is TS isomer 5 (Figure 5). At 
the MP2/EFP level of theory, this TS has forward and reverse barriers of 19.1 and 
19.0 kcal/mol, respectively and its harmonic imaginary frequency is 454i cm"1. A 
schematic of the S%2 reaction for isomer 5 is given in Figure 6b. Here, the waters 
change their "interaction sphere" as the reaction proceeds. For example, the water 
labeled X in Figure 7 interacts with the CI" in the ion-reactant complex, with both CI 
and Br" in the TS complex, and just with the Br" in the ion-product complex. In 
contrast, in TS isomer 1, solvent molecules stay tightly connected to each other 
throughout the entire reaction path. Consequently, reactions like those typified by 
isomer 1 have barriers that are very similar to the gas phase values, and the 
reaction is almost independent of solvation. Reactions that display the behavior 
exhibited by isomer 5 have barriers that tend to increase with the number of waters. 
This type of behavior is what has been commonly observed in the studies of solvent 
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effects on t Sn2 reactions. Additional support for these results requires incorporation 
of many more solvent molecules. 
F. Comparison of n=1,2,3,4 
Analysis of the successive addition of water molecules to the reaction system 
leads to some interesting observations. First, in smaller systems, n=1 and 2, the 
lowest TS isomer exhibits the expected increase of the central barrier compared with 
the gas phase value (Table 3 and 5). Second, in larger systems, n=3 and 4, the 
lowest energy TS has a central reaction barrier of the reaction similar to the gas 
phase. Depending on the arrangement of the solvent molecules, these larger 
systems may also exhibit the expected increase in the central barrier height (e.g. 
isomer 5 for n=4 or isomers 2 and 3 for n=3). 
Table 9 compares changes in the relative values of the central barrier upon 
successive addition of water molecules. Results are based on the lowest energy TS 
structures for n=1, 2 and TS isomer 2 for n=3. The second column of Table 9 gives 
relative barriers AEb (gas phase value subtracted from solvated barrier) as a function 
of n. Although DFT does a poor job of predicting the absolute barriers, the predicted 
solvent shifts are equally well represented by all methods. The biggest deviation of 
DFT vs. MP2 AEb is ~1.5 kcal/mol, and the average deviation is -0.9 kcal/mol. So, 
DFT and DFT/EFP calculations can be used to study the solvent shifts in Sn2 
reactions. 
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The influence of the addition of solvent molecules on the harmonic imaginary 
vibrational frequency of the TS is illustrated in Table 10. There is a very small 
influence of the solvent on the value of the vibrational frequency. 
V. Conclusions 
The DFT-based EFP method was used to study the CI" +nH20 + CH3Br = 
CH3CI + Br +nH20 Sn2 reaction. A major conclusion is that the treatment of water 
molecules with EFP1/DFT preserves the accuracy of the given QM method, while 
greatly reducing the computational expense. EFP 1/DFT gives accurate structures, 
relative energies and vibrational frequencies, compared with full QM methods. It is 
therefore reliable for the treatment of chemical reactions with a large (n>3) number 
of water molecules. 
The n=1 and 2 central barriers increase relative to the gas phase value, while 
the lowest TS found for n=3 and 4 systems have central barriers that are very similar 
to the gas phase value. Other transition states have been found for n=3,4 that more 
closely resemble what one would expect in solution; the corresponding barriers 
follow the expected trend of increasing barrier height with the number of solvent 
molecules. 
Both DFT and MP2 give reasonable results for the solvent shifts of the central 
barrier and for the relative energies of the ion-molecule reactant and ion-molecule 
product complexes. DFT/B3LYP over-binds the Sn2 TS and as a consequence gives 
a smaller central barrier, than those predicted by high level ab initio methods (Table 
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1). A very effective approach that combines accuracy and efficiency is to treat the 
solute with MP2/aug-cc-pVDZ, with waters represented by EFP 1/DFT. 
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Table 1. Gas phase relative energies (kcal/mol) 
B3LYP3 MP2a CCSD(T)b 
Separate reactants 0.0 0.00 0.00 
Separate products -7.4 -6.5 (-7.1) -8.5 
Ion pair reactants -16.3 -17.0 (-17.0) -18.2 
Ion pair products -10.7 -11.6 (-11.3) -11.3 
Transition state -6.0 -1.4 (-0.9) -2.3 
a) aug-cc-pVDZ; aug-cc-pVTZ results are given in parentheses 
b) Réf. 22, 257 cGTOs/ (s, p, d, f) of the aug-cc-pVQZ for C 
Cl and Br/ sp (aug-cc-pVTZ) + d (cc-pVTZ) for H 
Table 2. Method and basis set convergence with respect to imaginary frequency (cm1) 
Method/basis set Imaginary frequency 
B3LYPI aug-cc-pVDZ 318 
MP2 / aug-cc-pVDZ 477 
MP2 / aug-cc-pVTZ 491 
Figure 2. Microsolvated (n=1) potential energy surface: snapshots for DFT/EFP IRC run, 





Table 3. Aug-cc-pVDZ central barrier for n=1 (kcal/mol) 
DFT DFT/EFP MP2 MP2/EFP 
Ion pair reactants -8.4 -7.9 -13.1 -13.6 
Ion pair products -12.6 -13.3 -17.0 -18.4 
Transition state 0.0 0.0 0.0 0.0 
Table 4. Imaginary vibrational frequencies (cm-1) 
DFT DFT/EFT MP2 MP2/EFP 
v (cm"1) 322 324 480 481 
Table 5. Relative energies AE (kcal/mol) and imaginary vibrational frequencies 
v(cnrr1) of the transition state for n=2 













AE 0.0 0.0 0.0 0,0 0.8 1.8 1.3 1.8 2.1 4.5 3.1 4.5 
V 320 314 474 471 313 325 474 482 318 321 480 482 
Figure 3. Schematics of the microsolvated (n=2) reaction for isomer 1, 2 and 3 
Cl S à5 • Br e-4. 
• —• Isomer 1 <k _> , , 
# 4- W 











Table 6. Central barrier for n=2 (kcal/mol; relative to the TS) 
DFT DFT/EFP MP2 MP2/EFP 
Ion pair 
reactants 
-9.2 -8.3 -14.4 -14.0 
Isomer 1 Ion pair 
products 
-12.9 -15.1 -17.8 -20.3 
Transition 
state 
0.0 0.0 0.0 0.0 
Ion pair 
reactants 
-11.3 -12.2 -18.0 -18.2 
Isomer 2 Ion pair 
products 
-12.8 -14.6 -19.1 -19.9 
Transition 
state 
0.0 0.0 0.0 0.0 
Ion pair 
reactants 
-12.2 -14.9 -17.6 -18.5 
Isomer 3 Ion pair 
products 
-14.1 -17.4 -20.2 -21.5 
Transition 
state 
0.0 0.0 0.0 0.0 
Figure 4. Schematics of the microsolvated (n=3) reaction for isomer 1, isomer 2 and isomer 3 
*. #- s 
Isomer 1 ^ ^ 0 ^ ^ 
f # V*. 
Isomer 2 ^ ^ 
» < 
* 9 f-
+ * . „ 
Isomer 3 ^ 0 —• p* # ^ ® • f #-4" 
Table 7. Relative energies(kcal/mol) and imaginary vibrational frequencies (cm-1) 
of the transition states for n=3 













AE 0.0 0.0 0.0 0.0 1.0 1.8 1.8 1.8 2.7 5.8 6.5 5.7 
V 321 305 467 458 316 297 467 454 277 299 451 461 
Table 8. Central barrier for n=3 (kcal/mol) 
DFT DFT/EFP MP2 MP2/EFP 
Ion pair 
reactants 
-4.8 -10 3 
Isomer 1 Ion pair 
products 
-13.3 -10.7 -16.2 
Transition 
state 
0.0 0.0 0.0 0.0 
Ion pair 
reactants 
-11.7 -10.9 -18.6 -17.0 
Isomer 2 Ion pair 
products 
-12.0 -11.2 -15.8 -16.1 
Transition 
state 
0.0 0.0 0.0 0.0 
Ion pair 
reactants 
-14.9 -11.5 -20 3 -17.6 
Isomer 3 Ion pair 
products 
-1.6 -3.0 -6.0 -7.8 
Transition 
state 
0.0 0.0 0.0 0.0 
Figure 5. Snapshots of the Monte Carlo simulations (n=4) (relative energies (kcal/mol) in parenthesis ) 
4 
f f- A r * 
. * •  . * •  y  
isomer 1 (0.0) isomer 2 (3.0) isomer 3 (3.8) 
r - t t  *  •  
jk # • 4" • 
CD 
# * 
isomer 4 (8.9) isomer 5 (12.1) isomer 6 (15.9) 
Figure 6. Microsolvated (n=4) potential energy surface for isomer 1 (n=4) 
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Table 9. Central barrier and relative differences as a function of n (kcal/mol) 
Central Relative 
barrier differences 
n=0 DFT 4.6 0.0 
EFP/DFT 7.9 3.3 
n=1 DFT 8.4 3.8 
EFP/DFT 8.3 3.7 
n=2 DFT 9.2 4.6 
EFP/DFT 10.9 6.3 
n=3 DFT 11.7 7.1 
(isomer 2) 
n=0 MP2 10.2 0.0 
MP2/EFP 13.6 3.4 
n=1 MP2 13.1 2.9 
MP2/EFP 14.0 3.8 
n=2 MP2 14.4 4.2 
MP2/EFP 17.0 6.8 
n=3 MP2 18.6 8.4 
Table 10. Vibrational analysis - solvent effect (cm-1) 
MP2/EFP v (cm"1) 
n = 0 477 i 
n = 1 481 i 
n = 2 471 i 
n = 3 458 i 
n = 4 460 i 
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CHAPTER 5. MOLECULAR STRUCTURES AND POTENTIAL ENERGY 
SURFACES FOR THE IHI « Arn (n=1-7) 
A paper to be submitted to Journal of Physical Chemistry 
Ivana Adamovic and Mark S. Gordon 
Abstract 
This study reports second order perturbation (MP2) theory predictions of the 
optimized structures and relative energies for IHI" • Arn (n=1-7) complexes. For n=1-
6, the lowest energy structure has all n Ar atoms forming a partial ring in the plane 
that is perpendicular to and bisects the I HI" axis. The ring is closed at n=6, and for 
n=7 one of the Ar atoms moves out into a second shell. Analysis of the geometrical 
parameters and three-dimensional MP2 molecular electrostatic potentials (MEP) is 
used to determine why the ring structure is lowest in energy for n=1-6, but not for 
n=7. Based on the MEP it is concluded that Ar atoms tend to distribute in regions of 
low electron density that exist in the plane perpendicular to and bisecting the I HI" 
axis. Hence, the global minimum for all n<7 is a ring structure in this plane. For n=7 
steric effects force an Ar atom into a second solvation shell. 
I. Introduction 
In the last two decades a wide range of experimental and theoretical 
approaches17 have been developed to study chemical reaction dynamics. The most 
121 
demanding task is the characterization of the transition state region. One of the most 
powerful experimental techniques used for this purpose is anion photodetachment8 
In these experiments an electron is detached from an anion whose geometry is 
close to that of the neutral transition state. Because the anion and neutral 
geometries are similar, studying the photoelectron (PE) spectrum of the anion 
(minimum on the potential energy surface) can provide useful information about the 
neutral transition state. PE spectroscopy has been used successfully in 
investigations of many bimolecular reactions4,9"14. 
Since most chemical reactions take place in solution, it is of interest to 
investigate solvent effects1517 on the transition state spectroscopy and dynamics. 
Such a study can be accomplished by sequential addition of solvent molecules to 
the stable anion complex and observing clustering effects on the PE spectrum. 
Argon atoms are commonly chosen solvents for this purpose, since their addition to 
the system produces very clean PE spectra, with even better resolution of the fine 
spectral features, than in the solvent-free spectrum18,19. 
The present theoretical study was inspired by the experimental work of 
Neumark et al.20,21 on the IHI" - Arn (n=1 -15) systems. In the first of their PE studies20 
one Ar atom was added to an IHI" anion. The major observations for a single Ar atom 
were: 1. spectral shifts toward lower electron kinetic energies; 2. a prominent 
cooling effect caused by the reduced contribution of the vibrational hot bands to the 
spectral features; 3. the appearance of a new progression corresponding to IHI 
hindered rotation near the l+HI (v=1) limit. Their second study21 considered larger 
clusters, IHI" • Arn (n=1-15). An observed change in the stepwise shift after n=6 was 
attributed to the change in the binding site of the seventh Ar atom. A change in the 
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peak spacing between v3'= 0 and 2 is attributed in part to a change in the IHI" core 
geometry (decrease of the l-H bond). Interpretation of the experiments suggest that 
the lowest energy structure has the Ar atoms arranged in a ring around the waist, 
perpendicular to and bisecting the IHI axis. A similar arrangement has been 
observed for the h~ • Arn complex22,23. Batista and Coker23, using coupled quantum-
classical molecular dynamics determined that the h" solvation shell is built from 
staggered hexagonal rings of Ar atoms around the 12" axis. A similar conclusion was 
reached in another dynamic study on the l2~ • Arn system, by Faeder et al22. 
Lavender and McCoy7 performed dynamics calculations on the CIHCI"*Arn complex 
and predicted a similar arrangement of the Ar atoms. The authors also found a slight 
decrease in the H-CI distance (-0.005 Â) as the number of Ar atoms increases. 
The primary interest of this work is to investigate the IHI * Arn system, studied 
by Neumark et al., using correlated ab initio techniques. Of particular interest is to 
understand why Ar atoms tend to cluster in a ring structure, as found in previous 
studies and why the 7th Ar atom exhibits a behavior that is different from that of the 
first six Ar atoms. The computational approach is presented in Section II. This is 
followed by a presentation of the results in Section III and Conclusions in Section IV. 
II. Computational Methods 
All of the calculations were performed using the GAM ESS24 electronic 
structure code. Geometry optimizations were obtained using second order 
perturbation theory (MP2)25. For smaller systems (n=1, 2 and 3) single point energy 
corrections were done with the coupled cluster singles and doubles with perturbative 
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triples (CCSD(T)26) method at the MP2 optimized structures. All of the stationary 
points were confirmed by calculating (using finite differences of analytic gradients) 
and diagonalizing the energy second derivative (hessian) matrix. Because the 
potential energy surfaces of interest here are very flat, numerical hessians frequently 
produce small imaginary frequencies. These frequencies, which are generally 
characterized by significant rotational contributions and very small infrared 
intensities, can often be removed by small changes in the step size. The global 
minimum for each value of n has been confirmed to have a positive definite hessian. 
Zero point energy (ZPE) corrections were calculated using the harmonic 
approximation, however, due to the large number of very low frequency modes, the 
harmonic analysis may not be appropriate. Therefore, the relative energies and the 
relative zero point energies are reported separately. 
Since diffuse functions are important in describing weakly bound systems, the 
aug-cc-pVTZ basis set27 was used for Ar. For I, the effective core potential (ECP) 
developed by Stevens et al. (SBKJC)28,29 was used, together with the completely 
uncontracted SBKJC valence basis set, augmented by three sets of d (exponents = 
0.120, 0.300 and 0.75) and one set off (exponent = 0.36) functions. The hydrogen 
basis set is 6-311++G(2d, 2p)30. MP2 molecular electrostatic potentials were 
generated and visualized using the MacMolPIt31 program, a graphical interference 
with GAMESS. 
III. Results and Discussion 
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First, geometries and relative energies of IHr-Arn, n=1-7 are presented. This 
is followed by a discussion of the MP2 three-dimensional molecular electrostatic 
potential32 (MEP) maps, an analysis of the results and comparison with experiments. 
Note that the potential energy surfaces (PESs) of IHr-Arn complexes are very 
flat, because of the very weak interaction of the nobel gas atoms with the rest of the 
system. Consequently, all of the isomers for a given n are very close in energy. 
The structure of the IHI" anion stays the same for all n=1-7 systems; the l-H 
distance is ~1.898Â, and the l-H-l angle is 180°. 
A. IHI'-Ar Complexes 
Figure 1 shows the geometric parameters and relative energies for two 
different I HI'-Ar structures. The first of these has one Ar atom in the "top" position, 
above the H atom, while the second isomer has one Ar atom in the "side" position, 
along the IHI" axis. The top isomer is lower in energy by about 0.5 kcal/mol, at the 
MP2 level of theory, and is the global minimum for n=1. Single point CCSD(T) 
calculations predict the side isomer to be 0.4 kcal/mol higher, in excellent agreement 
with the MP2 results. 
B. IHI~-Ar2 Complexes 
As n increases, the number of different isomers in an IHI" Arn complex 
increases. For n=2, several structures (Figure 2) were optimized. Table 1 gives the 
relative energies and geometrical parameters for the four n=2 structures. The lowest 
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energy structure (structure 1, Figure 2) has both Ar atoms in the plane that is 
perpendicular to the IHI" axis, with an Ar-H-Ar angle of 77°. This is in agreement with 
experiment and previous theoretical work. The next lowest energy structure 
(structure 2, Figure 2) is a transition state in which both Ar atoms are in the same 
plane (perpendicular to and bisecting the IHI" axis), but are further away from each 
other (7.41 vs. 3.70 A, last column Table 1) than in structure 1. Clustering of Ar 
atoms in structure 1 leads to stabilization of the system and a decrease in the 
energy by about 0.3 kcal/mol. A calculation of the difference in dispersion energy, 
expressed in the simple London form Ce/R6, C6=64.333, between structures 1 and 2 
leads to 0.33 kcal/mol, almost the same as the MP2 energy difference between the 
two structures. Attractive van der Waals forces between Ar atoms are stronger in 
structure 1, because of the smaller Ar-Ar distance. Single point CCSD(T) energies at 
the optimized MP2 structures are in very good agreement with the relative MP2 
energies (see Table 1). 
C. IHI Ar$ Complexes 
The relative energies and geometries for IHI -Ars are presented in Table 2, 
and schematics of these structures are given in Figure 3. All three stationary points 
are minima on the potential energy surface. The global minimum is structure 1, with 
the partial ring of Ar atoms around the IHI" axis (in the perpendicular plane that 
bisects the axis). The three Ar atoms are arranged so that the optimal ~3.7Â Ar-Ar 
distance is maintained. That is, they do not form a symmetric equilateral triangular 
arrangement. Structure 2 (Figure 3) with one Ar along the IHI" axis, is higher in 
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energy than structure 1 by about 1.2 kcal/mol. Structure 3 has two Ar atoms along 
the IHI" axis, and it is higher in energy than structure 2 by 0.5 kcal/mol. It is clear that 
the relative stabilities of the structures depend on the arrangement of Ar atoms: the 
more Ar atoms along the IHI" axis, the higher the energy. Note that the H-Ar distance 
(perpendicular to the IHI axis) is ~ the same in all three isomers (last column Table 
2) and the same as in most n=1 and 2 structures. Single point energy CCSD(T) 
calculations were done for all isomers (Table 2) and the biggest deviation from MP2 
relative energies is 0.4 kcal/mol. Since for n=1, 2 and 3 CCSD(T) relative energies 
are in good agreement with the MP2 values, for n>3 systems only MP2 calculations 
have been performed. 
D. IHI"Ar4 Complexes 
The global minimum for I HI" Ar4 follows the observed trend, in which the Ar 
atoms are arranged in a partial ring perpendicular to and bisecting the IHI" axis. The 
relative energies and bond distances for the n=4 structures are summarized in Table 
3, while Figure 4 gives a schematic representation of these five structures. The 
energy spread for the five isomers is 2.0 kcal/mol. The energy again increases when 
an Ar atom is moved from the ring to the axial position (on the end of IHI" axis), and 
also as the distance between adjacent Ar atoms increases (structure 1 vs. structure 
2 and structure 4 vs. structure 5). The energy order of the isomers is consistent with 
the hypothesis that the relative binding energies in these systems comes mostly 
from Ar clustering: increasing the distance between Ar atoms increases the relative 
energy of the complex. Comparing the global minimum (structure 1) for n=4 with 
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n=1, 2 and 3 reveals that the H-Ar distance stays ~ the same (-3.70 A). Structure 2, 
a symmetric isomer with longer Ar-Ar distances (5.19 A vs. 3.73 A), exhibits 
contraction of the Ar-H distance (by 0.03 A) as found in the n=4 symmetric structure 
by Lavender and McCoy7 in their study on CIHCr*Arn clusters. However, this 
symmetric structure is not the global minimum on the IHI" Ar4 potential energy 
surface. Rather, it is -0.7 kcal/mol higher in energy. As for of n=2, the difference in 
energy between structures 1 and 2 is due to the Ar-Ar dispersion energy. 
E. IHI Ars Complexes 
The relative energies and distances for I HI -Ars are given in Table 4 with the 
corresponding structures in Figure 5. Except for the global minimum, each of these 
isomers has one or more imaginary frequencies in the range of 1-25 cm"1, with very 
small intensities (.008 to .0006). Many of these are likely to be due to numerical 
noise, since they have significant contributions from rotational degrees of freedom. 
The lowest energy structure has all five Ar atoms in a partial ring in a perpendicular 
plane centered on the H atom, with an average Ar-Ar distance of 3.73 A. This is very 
similar to the Ar-Ar distances in the n=2, 3, 4 global minima. Structure 2 has the five 
Ar atoms in the same plane, but symmetrically displaced, with neighbor Ar-Ar 
distances of 4.23 A. Structure 2 is higher in energy by -0.3 kcal/mol, mostly due to 
the stronger Ar-Ar dispersion forces in structure 1. Structure 2 is followed in energy 
by structure 3, in which one Ar is on the IHI" axis, while the fourth structure has two 
Ar atoms along the IHI" axis. Note that in the n=5 global minimum the Ar-H and Ar-Ar 
distances are the same as those in the global minima for n=1, 2, 3 and 4. 
128 
F. IHI Are Complexes 
The relative energies and geometric parameters for n=6 are given in Table 5, 
while the schematics of these structures are given in Figure 6. The global minimum 
structure for n=6 has all Ar atoms in the ring around the IHI axis. A second structure 
with five Ar in the ring plane, and one along the IHI" axis, is higher in energy by -1.5 
kcal/mol. A third structure with energy of 2.8 kcal/mol, above structure 1, has one Ar 
atom on each end of the IHI" axis and four Ar atoms in the ring plane. As in the case 
of n=5, except for the global minimum, the n=6 structures have very small imaginary 
frequencies, (1-30 cm"1 and intensities -0.0007). The Ar-H and Ar-Ar distances in 
the lowest energy structure are very similar to those in the lowest energy structures 
for n=1, 2, 3, 4, 5. 
G. IHI Ar? Complexes 
Geometry optimizations for n=7 were initiated by choosing structures that are 
similar to the global minima for smaller values of n. That is, a ring of Ar atoms that 
bisects the IHI" axis. In this case, however, optimization leads to a new arrangement 
in which six Ar atoms remain in the ring, while the 7th Ar moves away from the IHI" 
axis. Two such structures, consistent with simulation studies on l2"-Arn (n=0-20)22,23 
and the experimental study by Neumark et. al.21, have been found and are shown in 
Figure 7. Structure 1 in which one Ar moves out of the plane of the other six is lower 
in energy by -0.6 kcal/mol, as shown in Table 6. The seventh Ar is positioned over 
129 
one of the I atoms, so it is likely to be the first Ar in a second ring, as found in the \i 
simulations. A third structure in which the 7th Ar is placed in an end position is again 
-0.65 kcal/mol above structure 1. As can be seen from the table, the Ar-H distances 
for the n=7 global minimum are very similar to the n=6 system, except for the 7th Ar 
atom, which is further away from H (5.08 A vs. 3.71 A). Structure 2 has two groups 
of distances, one shorter (3.69 A vs. 3.71 A) and one the same as in structure 1; the 
7th Ar atom is in the same plane as the other six and much further away, ~ 6.39 A. In 
the third structure the distance of the 7th (end) Ar atom from the H is -6.01 A, as in 
the n<7 systems. 
In the n=7 global minimum structure the nearest neighbor Ar-Ar distance is 
again on average 3.73-3.71 A. It seems that an Ar-Ar distance of -3.7 A, balances 
attractive Ar-Ar van der Waals forces and repulsion of their electron densities, and 
gives rise to very stable structures. 
Table 7 summarizes the binding energy, Eb, and binding energy per Ar atom, 
Eh for all of the global minimum isomers for n=1-7. Both Eb and Eb increase 
monotonically for n=1-6. The global minimum for n=6 has the largest Eh, so it is a 
particularly stable structure. For n=7 there are two groups of Ar atoms: six equivalent 
Ar atoms in the ring plane, and a 7th Ar atom, which starts new shell. Since the inner 
shell for n=7 has the same in structure as that for n=6, it can be assumed that the 
first six Ar atoms have the same binding as in n=6. For the 7th Ar atom the 
differential binding energy is calculated as the difference between total energy for 
n=7 and n=6. The differential binding energy for the 7th Ar atom is 0.88 kcal/mol, 
almost two times smaller than Eb for n=6. The 7th Ar atom is much further away 
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from the IHI complex, and it is above the negatively charged I, so this result is not 
surprising. 
H. ZPE Corrections 
The relative energies reported above have not been corrected for zero point 
vibrational energies (ZPE), because the harmonic approximation is inappropriate for 
the treatment of species with many very low frequency vibrational modes. For 
reference, the harmonic ZPE corrections are summarized in Table 8. These ZPE 
corrections are all very small, and the differences from isomer to isomer are also 
small. So, they have no qualitative impact on the discussion presented above. 
G. Analysis of the MP2 Molecular Electrostatic Potentials (MEPs) 
Experiments and theory agree that the global minima for IHI"Arn n=1-6 have 
the n Ar atoms in a ring in a plane perpendicular to and bisecting the IHI" axis, while 
the 7th Ar appears to be in a second solvation shell. This could be due to a steric 
effect (i. e. seven Ar atoms cannot fit in the ring around the IHI"), or there may be 
electronic effects. In order to explore this issue, as well as to understand the reason 
Ar atoms cluster in a ring about the IHI" "waist", the three dimensional MP2 
molecular electrostatic potential (MEP) was explored. First, consider why the ring 
structure is the most stable one. 
Since the same trend is observed in the MEP maps for all n, the MEP map 
analysis is presented only for n=0, 2 and n=5. Conclusions based on these systems 
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are generally applicable to all n. The MEP is defined as a potential of molecular 
density felt by a +1 charge, evaluated over a certain number of grid points 
(30x30x30). For reference, the unsolvated MEP for IHI" is given in Figure 8. Positive 
and negative regions of charge density are represented in red and blue, 
respectively. Note that directly above the H atom there is a hollow in the potential, in 
which an Ar could fit. Figure 9 shows the 3-dimensional MP2 MEP map for four n=2 
structures. Structures 1 and 2 have much smaller repulsion between the Ar electron 
density clouds (blue area around red positive Ar nuclei) and the negative charge of 
the IHI" (blue area around IHI"), than structures 3 and 4. In the first two structures, 
both Ar atoms are in a region that is "density deficient" (in the plane bisecting the IHI" 
axis). Hence, they feel repulsion from negative (blue) IHI" density (concentrated 
mostly on the iodines) much less than Ar atoms that are located at the ends of the 
IHI" axis. Structure 3 has one Ar atom in the electron density deficient region, and 
one close to the negative (blue) iodine end. So, it is higher in energy than structures 
1 and 2, but lower than structure 4, which has both Ar atoms in end positions, where 
most of the negative charge is concentrated. In the first two structures there is a 
protrusion (bump) of Ar electron density in a hollow of the negative charge of IHI". In 
structures 3 and 4 the Ar electron density bump is just opposite to a similar IHI" 
bump, causing increased repulsion. 
The main n=2 features are also present in Figure 10 for IHI" Ars. Structures 1 
and 2, with all five Ar atoms in ring positions, are the lowest in energy because of the 
smallest repulsion between Ar electron density and the IHI" negative charge. 
Structure 3 has one Ar atom in a side position, close to the IHI" negative charge, 
while structure 4 has two Ar atoms along the IHI" axis, and therefore the greatest 
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repulsion. Hence, the energy of IHI Arg isomers increases ongoing from structure 1 
to structure 4. 
Now, consider the structural change upon going from n=6 to n=7. The Ar Van 
der Waals radius34 is 1.91 A. Table 9 gives the averaged H-Ar distances for the 
global minima for IHI-Arn, n=1-6 systems. For n=1 this distance is 3.7003 A. As n 
increases, r gradually decreases reaching a minimum at n=4 and 5 of 3.6957 A. For 
n=6 r increases to 3.7097A. The circumference of a ring calculated from these 
distances for n=1 is 23.2379 A. This decreases to 23.2090 A for n=4 and 5, then 
increases to 23.2975 A for n=6. If the circumference for n=6 is divided by the 
number of Ar atoms and than halved, one gets 1.94 A, which is very close to the van 
der Waals radius of Ar. If this circumference is divided by 7 and than halved the 
result is 1.6641 A, much smaller than the Ar van der Waals radius. This simple 
geometrical analysis illustrates the importance of steric effects on the arrangement 
of Ar atoms. 
One might also consider Ar-Ar electron repulsion. It is possible that excess 
electron density on Ar atoms, from the negative IHI" complex, could enhance Ar-Ar 
repulsion. To test this possibility, Mulliken charges were determined for the n=1-6 
global minima. Most of the negative charge, however, is located on the iodines for all 
n. Therefore, Ar-Ar repulsion due to charge transfer is apparently not a major factor 
in determining the size of the first solvation shell. 
Figure 11 shows a 3-D MP2 MEP map for the n=6 global minimum. 
Comparing this with structure 1 in Figure 10, it is clear that the negative regions of 
the Ar-Ar densities are much closer to each other in n=6 than in n=5. Ar-Ar repulsion 
increases as n increases from 5 to 6, because more electron density is "packed" into 
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almost the same volume. It seems that repulsion of the electron density increases 
for n=6 and becomes larger than the van der Waals forces when n=7. This may 
enhance the migration of the 7th Ar atom from the ring. 
IV. Conclusions 
MP2 optimizations were performed on IHI" Arn, with n=1-7. For all of the 
systems up to n=6 the lowest energy structure has n Ar atoms forming a ring in the 
plane perpendicular to and bisecting the IHI" axis. This type of structure is the most 
stable because it has the smallest repulsion between negatively charged iodines and 
the Ar density. Additional stabilization comes from the Ar-Ar clustering effect, due to 
the dispersion interaction. 
Experiments suggest that the 7th Ar atom does not bind in the ring structure. 
This is supported by the MP2 calculations presented here. The lowest energy 
structure for n=7 has six Ar atoms in the ring, while the seventh Ar atom leaves the 
ring structure. The most probable reason for this is a steric effect that induces Ar-Ar 
repulsion due to close packing. 
The calculations reported here are in general agreement with the dynamics 
study of CIHCI"*Arn, by Lavender and McCoy. For n=1, 2 and 3 the predicted global 
minima are very similar. However, for n=4 and 5, Lavender and McCoy predict a ring 
of Ar atoms in which the Ar atoms are symmetrically displaced in a square and 
pentagon, respectively. The MP2 calculations reported here, in contrast, predict that 
Ar atoms prefer to cluster asymmetrically in order to maximize the stabilization due 
to dispersion. The symmetric arrangement does not occur until n=6, for which the Ar-
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Ar distances correspond to the ideal values for the dispersion interaction. It is likely 
that a method that includes dispersion is necessary to capture this effect. 
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Figure 1. Structures of IHI-Ar ; bond distances in Â, MP2 relative energies, 
CCSD(T) values in parentheses 
a) Top isomer 0.0 kcal/mol b) Side isomer 0.5(0.4)kcal/mol 
Table 1. Relative energies (kcal/mol) and geometries (Â) for n=2 
structure3 AEb Rc Rd Ar-Ar 
1 0.0 - 3.70 3.70 
2 0.3 (0.2) - 3.71 7.41 
3 0.8 (0.6) 6.01 3.70 7.05 
4 1.4 (1.1) 6.00 - 11.98 
a) See Figure 2 for structures 
b) CCSD(T) single point energy in parentheses 
c) H-Ar distance along the IHI" axis 
d) H-Ar distance perpendicular to the IHI" axis 
Figure 2. I HI'-Ar? structures 
3 4 
Table 2. Relative energies (kcal/mol) and geometries (Â) for n=3 
Structure3 AEb Rc Rd Ar-Ar 
1 0.0 - 3.70 
3.73 
6.44 
2 1.2 (0.9) 6.01 3.70 
7.04 
7.41 
3 1.7 (1.3) 6.00 3.70 
7.05 
12.00 
a) See Figure 3 for structures 
b) CCSD(T) single point energy in parentheses 
c) H-Ar distance along the IHI" axis 
d) H-Ar distance perpendicular to the IHI" axis 
Figure 3. IHI-Ar3 structures 
3 
Table 3. Relative energies (kcal/mol) and geometries (Â) for n=4 
structure3 AE Rb r° Ar-Ar 




2 0.7 - 3.67 
5.19 
7.34 













a) See Figure 4 for structures 
b) H-Ar distance along the IHI" axis 
c) H-Ar distance perpendicular to the IHI" axis 
Figure 4. IH h Ar4 structures 
Table 4. Relative energies (kcal/mol) and geometries (Â) for n=5 
structure3 AE Rb r° Ar-Ar 
3.73 
6.03 
























4 1.7 5.98 3.70 6.69 
686  
11.89 
a) See Figure 5 for structures 
b) H-Ar distance along the IHI" axis 
c) H-Ar distance perpendicular to the IHI" axis 
Figure 5. IHI-Ar6 structures 
Table 5. Relative energies (kcal/mol) and geometries (Â) for 
n=6 
structure3 AE Rb rc Ar-Ar 


















a) See Figure 6 for structures 
b) H-Ar distance along the IHI" axis 
c) H-Ar distance perpendicular to the IHI" axis 
Figure 6. IHI-Ar6 structures 
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Figure 7. IHI-Ar7 structures 
3 
Table 6. Relative energies (kcal/mol) and geometries (Â) for n=7 










0.6 3.71 6.01 
a) See Figure 7 for structures 
b) H-Ar distance perpendicular to the IHI" axis 
c) H-Ar distance along the IHI" axis 
Figure 8. MEP map for IHI 
Figure 9. MEP maps for IHI-Ar 
ai M 
4 
Figure 10. MEP maps for IHhAr, 
Table 7. Binding energy (kcal/mol) per Ar atom for global minima structures 
a ) u  b ) f  
^b 
n=1 1.32 1.32 
n=2 2.96 1.48 
n=3 4.59 1.53 
n=4 6.24 1.56 
n=5 7.93 1.59 




a) E_b = E(nAr+ IHI ) - E(IHT Arn) 
b) E b = E b / n  
c) differential binding energy for the 7th Ar atom 




n=2 structure 2 -0.04 
n=2 structure 3 -0.07 
n=2 structure 4 -0.09 
n=3 structure 2 -0.14 
n=3 structure 3 -0.12 
n=4 structure 2 -0.24 
n=4 structure 3 -0.21 
n=4 structure 4 -0.28 
n=4 structure 5 -0.32 
n=5 structure 2 -0.12 
n=5 structure 3 -0.12 
n=5 structure 4 -0.16 
n=ô structure 2 -0.24 
n=6 structure 3 -0.30 
n=7 structure 2 -0.04 
n=7 structure 3 -0.06 







a) H-Ar distance perpendicular to the IHI" axis 
Figure 11. MEP maps for structure 1 of IHI-Ar, 
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CHAPTER 6. GENERAL CONCLUSIONS 
The work that has been presented in this dissertation can be viewed as two 
distinct parts: Chapters 2 and 3 are concerned with building up accurate solvation 
model potentials, while Chapters 4 and 5 are focused on microsolvation processes 
using either quantum mechanical (QM) or QM/molecular mechanics (MM) methods. 
In Chapter 2 the discrete solvation method based on density functional 
theory, using B3LYP functional, has been presented. The significance of the 
development of the DFT based EFP method for water, as the most common solvent, 
is that this water potential has short-range correlation effects incorporated in the 
EFP method for the first time. Test calculations showed that the DFT based EFP 
method follows DFT calculations, with great accuracy. 
Chapter 3 represents further effort in the direction of the development of the 
transferable, general solvation model (EFP2) that would allow treatment of any 
solvent of interest. In this chapter work on inclusion of the dispersion energy term in 
the EFP2 method is presented. Having dispersion energy in the solvation model 
brings it to the level of accuracy of correlated ab initio methods (i.e. MP2), while the 
efficiency of the general EFP2 method is preserved. 
In Chapter 4 the DFT based EFP method is applied on the SN2 chemical 
reaction between chloride and methyl bromide, with one, two, three and four water 
molecules in the system. This study showed that the DFT based EFP method is 
capable of accurate and efficient reproduction of the ab initio (MP2) and DFT results. 
Besides that, this study showed that DFT/B3LYP over-binds the transition states 
(TS) and therefore gives a smaller central barrier, than those predicted by high level 
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ab initio methods. Still, DFT gives reasonable results for the solvent shifts of the 
central barrier, as well as for the relative energies of the ion-molecule reactant and 
ion-molecule product complexes. Third, central barrier increases relative to the gas 
phase value for n=1, 2, because of the stronger stabilization of the more ionic 
reactant, than the less ionic transition state (TS), by the polar solvent. The lowest 
energy TS for n=3 and 4 have central barriers that are very similar to that of the gas 
phase. However, other transition states have been found for n=3 and 4 that exhibit 
an increase in the central barrier, as expected for a fully solvated reaction system. 
Microsolvation effects were also studied in Chapter 5, using the MP2 method. 
Structures and relative stabilities of the lowest lying isomers of IHI" • Arn (n=1-7) were 
determined. Using molecular electrostatic potential (MEP) maps it was concluded 
that the reason the lowest energy structures form a ring of Ar atoms in the 
perpendicular plane that bisects IHI" axis, is this is the region of the lowest electron 
density around the IHI" complex. Also it has been found that Ar-Ar dispersion 
interactions play a prominent role in the stabilization of IHI" • Arn (n=1-7) structures 
and that highly correlated methods are probably necessary to capture and properly 
treat these effects. 
The DFT based EFP method, presented in this work is in its final form. In the 
application of this solvation method to the microsolvation processes of the SN2 
chemical reaction it has been proven reliable and accurate, so its further application 
on different types of solvation processes can be pursued. 
Future work in the development of general EFP (EFP2) method includes 
derivation and coding of the analytical energy gradients for the fragment-fragment 
dispersion interaction, so that geometry optimizations and MD studies of the various 
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solvent molecules may be undertaken. Addition of the ab initio-fragment dispersion 
energy and gradient is also necessary in order to apply the EFP2 method to the 
treatment of solvation effects on chemical reactions and processes that need a high 
level of electron correlation. 
