Let G be the special linear group of degree 2 over an algebraically closed field K. Let E be the natural module and S r E the rth symmetric power. We consider here, for r, s ≥ 0, the tensor product of S r E and the dual of S s E. In characteristic zero this tensor product decomposes according to the Clebsch-Gordan formula. We consider here the situation when K is a field of positive characteristic. We show that each indecomposable component occurs with multiplicity one and identify which modules occur for given r and s.
Introduction
Let K be an algebraically closed field of characteristic p > 0. Let G be the special linear group over K of degree 2, regarded as a linear algebraic group.
Weights and weight spaces will be computed with respect to the maximal torus T of G consisting of diagonal matrices. More precisely, given a rational T -module V we have the weight space decomposition V = r∈Z V r , where
The space V r is the r-weight space, its dimension is the multiplicity of r as a weight of V and its elements are the vectors of weight r. The character of a finite dimensional rational T -module V is the Laurent polynomial r∈Z (dim V r )x r .
Definition 0.
1. An indecomposable summand of a G-module ∇(r) ⊗ ∆(s), with r ≥ s ≥ 0, will be called an indecomposable Clebsch-Gordan module.
An arbitrary finite dimensional rational G-module will be a called a ClebschGordan module if each indecomposable summand is a Clebsch-Gordan module.
A finite dimensional rational G-module V such that both V and its dual admit a good filtration is called a tilting module. For each m ≥ 0 there is an indecomposable tilting module T (m) such that m is the highest weight of T (m) and occurs with multiplicity one. The modules T (m), m ≥ 0, form a complete set of pairwise non-isomorphic indecomposable tilting modules.
We shall show that each tilting module T (m) is a Clebsch-Gordan module. Furthermore, we obtain all indecomposable Clebsh-Gordan modules from the tilting modules in the following way. We write m in the form m = (p N −1)+σ, where p N −1 ≤ m < p N +1 −1. We write σ in its base p expansion σ = N i=0 p i σ i and set S(m) = {i | 0 ≤ i < N, σ i = 0}. For each subset I of S(m) we define a quotient T (m) I of T (m). We show that the modules T (m) I , as m and I vary, form a complete set of pairwise non-isomorphic indecomposable Clebsch-Gordan modules. We show that the multiplicity of an indecomposable summand of a module of the form ∇(r)⊗∆(s) is at most one and explicitly describe when a module T (m) I appears as a summand.
In the case r = s, and p > 2, the condition for ∇(2) = ∆(2) to be a summand of ∇(r) ⊗ ∆(s) was obtained by Goodbourn, [7, Theorem 4.8] .
Two other versions of the "Clebsch-Gordan problem" are available. In [6] , Doty and Henke give a decomposition of the tensor product of simple modules L(r) ⊗ L(s), as a direct sum of indecomposable modules (which are "twisted" tilting modules, cf. [3] ). In [2] , Cavallin describes a decomposition of the GL 2 (K)-module S r E ⊗ S s E, as a direct sum of indecomposable modules (taking advantage of the fact that S r E ⊗ S s E is injective in the polynomial category).
For terminology and background results not explained here the reader may consult the book by Jantzen, [8] .
Decomposing the tilting modules Y (r)
We write χ(r) for the character of ∇(r), r ≥ 0. We note that an indecomposable summand occurs at most once in our modules of interest. For finite dimensional rational modules V, W with W indecomposable we write (V | W ) for the multiplicity of W as a summand of V .
is at most one. This may be seen in the following way. The module ∇(r) ⊗ ∆(s) has a good filtration by [10, Lemma 3.3] . The character χ(r)χ(s) of ∇(r) ⊗ ∆(s) is, according to the usual Clebsch-Gordan formula, 0≤i≤s χ(r + s − 2i). Hence we have (∇(r) ⊗ ∆(s) :
For a non-negative integer r we set
The module Y (r) is, a tilting module, e.g., by [9, Lemma 1.2] . Note that the character of Y (r) is given by
The tilting module T (r) with highest weight r appears as a summand of Y (r) and hence every tilting module is a Clebsch-Gordan module.
A precise description of the non-negative integers r, s such that ∇(r)⊗∆(s) is tilting is to be found in [9] .
In this section we determine a decomposition of Y (r) as a direct sum of indecomposable modules, i.e., we determine, for r, s ≥ 0, when (Y (r) | T (s)) is non-zero (and hence 1). This generalises the result of Goodbourn describing the condition for T (2) to occur as a summand of Y (r), for p odd, [7, Theorem 4.8] , which has special significance for the theory of reductive pairs.
We shall use the notion of an admissible quadruple to describe a direct sum decomposition of the tilting modules Y (r), r ≥ 0.
Our method is essentially to consider the characters of the modules T (s) and express the character of Y (r) in terms of these. Since the character of T (s) is known (see Proposition 1.3 below) and the character of Y (r) is given by the usual Clebsch-Gordan formula we may obtain the result by inverting a matrix of ∇-multiplicities in tilting modules.
We start with some notation. We write N 0 for the set of non-negative integers. We write the base p expansion of σ ∈ N 0 as σ = i≥0 p i σ i (with 0 ≤ σ i ≤ p − 1 and
For a set I of non-negative integers we define σ I = i∈I p i σ i .
An element r ∈ N 0 determines non-negative integers N and σ such that p N − 1 ≤ r < p N +1 − 1 and
We shall say that ( * ) is the standard expression for r. We shall need the multiplicities of the module ∇(s) as a section in a good filtration of the module T (r), for r, s ≥ 0. By taking q = 1 and restricting to SL 2 (K) in [5, 3.4(3) ], we obtain the following. 
and
.
Less formally we shall say that (N, σ, δ, I) is a solution for (r, t). Remark 1.6. We note that if (N, σ, δ, I) is an admissible quadruple for (r, t) then, by (1) , σ I , and hence I, is determined by the triple (N, σ, δ).
Our result on the decomposition of the tilting modules Y (r) is the following. Note that in the above statement we have
Theorem is the standard expression. Now we put u = (r − s)/2 and then the first condition in the theorem becomes simply
Hence we may express the Theorem in the following more usable form. 
Our proof of the Theorem is based on the following existence and uniqueness property. Proposition 1.8. For r, t ∈ N 0 with r ≥ t and r − t even there exists a unique admissible quadruple for (r, t).
Given the above proposition the theorem follows in a straightforward manner.
Proof of Theorem 1.7.
Let n be a non-negative integer. We define the matrix A = (a rs ) 0≤r,s≤n , where a rs = 1 if r ≥ s, r − s is even and there exists an admissible triple (N, σ, δ) with
and a rs = 0 otherwise. We define the matrix B = (b rs ) 0≤r,s≤n , where b rs = (T (r) : ∇(s)). We consider the product matrix AB = C = (c rs ) 0≤r,s≤n .
We have c rt = n s=0 a rs b st , for 0 ≤ r, t ≤ n. Suppose a rs b st = 0. Then there exists an admissible triple (N, σ, δ) such that
Moreover, by Proposition 1.3, we have t = (p N − 1) + σ − 2σ I , for some subset I of {i ∈ N 0 | i = N, σ i = 0}. But then (N, σ, δ, I) is an admissible quadruple for (r, t). Hence the value of s is uniquely determined by this quadruple, by Proposition 1.8. In particular there is exactly one such s and we have
a rs b st = 1, if r ≥ t and r − t is even; 0, otherwise.
Thus we have c rt = (Y (r) : ∇(t)).
Note that the matrices A, B, C are invertible. Let
Hence we have A ′ B = C = AB and therefore A ′ = A. Hence (Y (r) : T (s)) = a rs , as required.
The remainder of this section is devoted to a proof of Proposition 1.8. In the analysis that follows we shall assume that p is odd. We leave verifications in case p = 2 to the interested reader. Note that if (N, σ, δ, I) satisfies (1) and the condition r ≡ (p N − 1) + σ + 2δ (mod p N +1 ) then we have
So in fact we have the condition (2) . Thus in what follows it is enough to work with (2) in the simplified form
We separate out the cases in which N = 0. Lemma 1.9. Suppose r, t ∈ N 0 , r ≥ t with r − t even. We define u = (r − t)/2. If there exits an admissible quadruple (N, σ, δ, I) for (r, t) with
Proof. Suppose (0, σ, δ, I) is a solution for (r, t).
) is a solution if and only if I = ∅, t = σ = σ 0 and r = σ − 2δ 0 (mod p), so δ 0 = u 0 . Hence (0, t, u 0 , ∅) is the unique solution with N = 0. Now suppose, for a contradiction, that we have a solution (N, σ, δ, I), with N > 0. From (1) we get
whereĪ is the complement of I in {0, 1, . . . , N }. We must have 0 ∈ I, for otherwise the left hand side is less than p N . Taking the equation modulo p gives 1 + t + σ 0 ≡ 0 and hence 1 + t + σ 0 = p. From (2) we get r ≡ −1 − 1 − t + 2δ 0 (mod p), and subtracting t we get 2u ≡ −2 − 2t + 2δ 0 and hence u 0 ≡ −1 − t + δ 0 (mod p) and hence δ 0 = u 0 + 1 + t. But now
Proof of Proposition 1.8.
Suppose the result is false and that r + t is minimal among all cases in which either uniqueness or existence fails. The proof is divided into several cases. We investigate a possible solution (N, σ, δ, I) with N > 0, so that (1) and (2) are satisfied with a subset I of {0, . . . , N −1}. By Lemma 1.9, we only need to consider cases in which N > 0. We write σ = σ 0 + pσ ′ , δ = δ 0 + pδ ′ . Then we have σ I = ǫ I σ o + pσ ′ I ′ , where I ′ is the subset {i − 1 | 0 = i ∈ I} of {0, . . . , N − 2} and where ǫ I = 1 if 0 ∈ I and ǫ I = 0 if not. We shall see that ǫ I , σ 0 , δ 0 are determined by (1) and (2) and that (N, σ, δ, I) is a solution for (r, t) if and only if (N − 1, σ ′ , δ ′ , I ′ ) is an admissible quadruple for the smaller pair (r ′ , t ′ ), where r = r 0 + pr ′ and t = t 0 + pt ′ . The result then follows by existence and uniqueness of a quadruple for (r ′ , t ′ ).
Case A: t 0 = p − 1.
From (1) we have −1 ≡ −1 + σ − 2σ I (mod p) and therefore σ 0 = 0. Furthermore we have
From (2) we have r ≡ −1 + σ 0 + 2δ 0 (mod p), i.e., 2δ 0 ≡ r + 1 (mod p). We have three cases to consider: (i) r 0 = p − 1; (ii) r 0 odd; and (iii) r 0 even,
By minimality (3) and (4) have a unique solution (N − 1, σ ′ , δ ′ , I ′ ) for (r ′ , t ′ ), and then (N, σ 0 + pσ ′ , δ 0 + pδ ′ , I) is the unique solution to (1),(2) (where I = {i + 1 | i ∈ I ′ }). So (r, t) is not a minimal counterexample.
(ii) Suppose r 0 is odd. Then r ≡ −1 + 2δ 0 (mod p) gives δ 0 = (r 0 + 1)/2. From (2) we get
Since r 0 is odd and r and t have the same parity, r ′ and t ′ have different parities. Hence r ′ − 1 ≥ t ′ and by minimality we have a unique solution (N − 1, σ ′ , δ ′ , I ′ ) giving a solution for (r ′ − 1, t ′ ) and then (reversing the steps) (N, σ 0 + pσ ′ , δ 0 + pδ ′ , I) is the unique solution for (r, t). Hence (r, t) is not a minimal counterexample.
Note that r ′ and t ′ have the same parity and r > t so that r ′ − 2 ≥ t ′ . By minimality there is a unique admissible quadruple (N − 1, σ ′ , δ ′ , I ′ ) satisfying (3) and (6) and hence (N, σ 0 + pσ ′ , δ 0 + pδ ′ , I) is the unique admissible quadruple satisfying (1) and (2) . Hence (r, t) is not a minimal counterexample.
We assume in the remaining cases that t 0 = p − 1. From (1), in any solution (N, σ, δ, I) with N > 0 we have t 0 ≡ −1 + σ − 2σ I (mod p), giving two possibilities for σ 0 . Either 0 ∈ I so that σ 0 = p − 1 − t 0 , or 0 ∈ I and σ 0 = t 0 + 1.
Case B: t 0 = p − 1 and r 0 , t 0 have the same parity (hence r ′ and t ′ have the same parity) and r 0 ≥ t 0 .
Note that if t ′ = 0 then, putting u = (r − t)/2, we have u 0 = (r 0 − t 0 )/2 and t + u 0 = (r 0 + t 0 )/2 < p − 1 so that (r, t) is not a counterexample, by Lemma 1.9.
So we now assume t ′ > 0, and suppose that we have a solution (N, σ, δ, I).
So we now assume t ′ > 0, 0 ∈ I, σ 0 = t 0 + 1. Hence r 0 ≡ t 0 + 2δ 0 (mod p) and we get δ 0 = (r 0 − t 0 )/2. In this case the condition σ 0 + δ 0 ≤ p − 1 is satisfied.
Writing σ = σ 0 + pσ ′ , δ = δ 0 + pδ ′ and I ′ = {i − 1 | 0 = i ∈ I} as usual we need to consider solutions of the equations
But one can solve (7) and (8) uniquely for (N − 1, σ ′ , δ ′ , I ′ ) by the minimality assumption and then (N, σ 0 + pσ ′ , δ 0 + pδ ′ , I) is the unique solution for (r, t).
Case C: r 0 , t 0 = p − 1 have the same parity (hence r ′ and t ′ have the same parity) and r 0 < t 0 .
We consider a solution (N, σ, δ, I) and, as usual, we assume N > 0. Assume that 0 ∈ I, σ 0 = t 0 + 1. We have r 0 ≡ −1 + (t 0 + 1) + 2δ 0 (mod p), which gives δ 0 = (r 0 − t 0 )/2 + p. But now σ 0 + δ 0 = (r 0 + t 0 )/2 + 1 + p and the admissibility condition is violated.
Hence we may assume 0 ∈ I, σ 0 = p − 1 − t 0 . Then we have r 0 ≡ −1 + p − 1 − t 0 + 2δ 0 (mod p), giving δ 0 = (r 0 + t 0 )/2 + 1. In this case we have
and the desired admissibility condition is satisfied.
Hence (N, σ, δ, I) is a solution for (r, t) if and only if
Now since r ≥ t and r 0 < t 0 we have r ′ > t ′ and therefore r ′ − 2 ≥ t ′ , since r ′ and t ′ have the same parity. We can solve (9) and (10) uniquely for (N − 1, σ ′ , δ ′ , I ′ ) and then (N, σ, δ, I) is the unique admissible quadruple for (r, t).
Case D: r 0 and t 0 (and so r ′ and t ′ ) have different parities and r 0 +t 0 ≤ p−4. If t ′ = 0 then, putting u = (r − t)/2 we have 2u 0 ≡ r 0 − t 0 (mod p) and hence u 0 = (p + r 0 − t 0 )/2 from which it follows that u 0 + t < p − 1 and there is a unique solution by Lemma 1.9.
We assume from now on that t ′ > 0. We consider a possible solution (N, σ, δ, I) with N > 0. First suppose 0 ∈ I, σ 0 = p − 1 − t 0 . Then
so that 2δ 0 ≡ r 0 + t 0 + 2 (mod p) and, by parity considerations, 2δ 0 = r 0 + t 0 + 2 + p. However, we require σ 0 + δ 0 ≤ p − 1, i.e. 2σ 0 + 2δ 0 ≤ 2p − 2, i.e. 2p − 2 − 2t 0 + r 0 + t 0 + 2 + p ≤ 2p − 2
i.e., r 0 + t 0 + 2 + p ≤ 2t 0 i.e., (r 0 − t 0 ) + p + 2 ≤ 0 and this is false. We now suppose 0 ∈ I, σ 0 = t 0 +1. We get r 0 ≡ −1+t 0 +1+2δ 0 (mod p) so that δ 0 = (r 0 −t 0 +p)/2. We require σ 0 +δ 0 ≤ p−1, i.e., t 0 +1+(r 0 −t 0 +p)/2 ≤ p − 1, i.e., (r 0 + t 0 + p)/2 ≤ p − 2, i.e., r 0 + t 0 ≤ p − 4, and indeed this is the case.
Thus (N, σ, δ, I) is a solution for (r, t) if and only if
Now we have r ′ ≥ t ′ , t ′ > 0 and r ′ and t ′ have different parities, from which it follows that r ′ − 2 ≥ t ′ − 1 ≥ 0. Hence by minimality there is a unique solution (N − 1, σ ′ , δ ′ , I ′ ) for (r ′ − 2, t ′ − 1), and then (N, σ, δ, I) is the unique solution for (r, t). Hence (r, t) is not a minimal counterexample.
Case E: r 0 , t 0 = p − 1, r 0 and t 0 have different parities (and hence so do r ′ and t ′ ), and r 0 + t 0 ≥ p − 2.
As usual we consider possible admissible solutions (N, σ, δ, I) with N > 0. Suppose first that 0 ∈ I, σ 0 = t 0 + 1. Then we have
This gives δ 0 = (r 0 − t 0 + p)/2. But then
and the condition σ 0 + δ 0 ≤ p − 1 does not hold. Hence there is no such solution.
Now suppose that 0 ∈ I, σ 0 = p − 1 − t 0 . Then we have r 0 ≡ −1 + p − 1 − t 0 + 2δ 0 (mod p) which gives δ 0 = (r 0 + t 0 + 2 − p)/2. Thus we have
and the desired condition σ 0 + δ 0 ≤ p − 1 holds. Thus (N, σ, δ, I) is a solution for (r, t) if and only if
Since r ′ and t ′ have different parities we have r ′ > t ′ , and so r ′ − 1 ≥ t ′ . Then by minimality there is a unique admissible quadruple (N − 1, σ, δ ′ , I ′ ) satisfying (13) and (14) and then (N, σ, δ, I) is the unique solution for (r, t).
We have examined all cases and shown that there is no minimal counterexample in each case so the result is proved. We take r = 2n, s = 2 in Theorem 1.7 ′ , so that u = n − 1. Assume p = 3. Then s has standard form 2 = (3 1 − 1) + 0, so that N = 1, σ = 0. Thus T (2) is a summand of Y (2n) when (n − 1) 1 = 2, i. e., n ≡ 1, 2, 3, 4, 5 or 6 modulo 9.
Assume p > 3. Then s has standard form 2 = (p 0 − 1) + 2, so that
To complete the picture we take p = 2 and determine when T (2) is a summand of Y (2n). We have the standard form 2 = (2 1 − 1) + 1, so that
A short exact sequence
In this section, we consider a general module of the form ∇(r) ⊗ ∆(s), with r ≥ s > 0. Our method is to understand this module as a quotient of some Y (m). The key result in making the passage to the quotient is the short exact sequence described in Proposition 2.1 below.
We shall work with the action of the divided power operators f i , i ≥ 0, on rational G-modules. For t ∈ K, we have the unipotent element u(ξ) = Ç 1 0 ξ 1 å of G. Let U be the unipotent subgroup {u(ξ) | ξ ∈ K} of G. Suppose that V is a rational U -module and that v ∈ V . Then there is a uniquely determined sequence of elements v 0 , v 1 , . . . such that only finitely many are non-zero and u(ξ)v = ∞ i=0 ξ i v i , for all ξ ∈ K. The divided powers operators f 0 , f 1 , . . . are elements of the algebra of distributions of U satisfying f i v = v i , for i ≥ 0. The action of the divided powers operators on a tensor product V ⊗ V ′ of rational U -modules is given by
If l + is a non-zero highest weight vector of the Weyl module ∆(s), s ≥ 0, then the elements l + = f 0 l + , f 1 l + , . . . , f s l + form a K-basis of ∆(s) and
Over a field of characteristic 0, it follows from the usual Clebsch-Gordan formula that, for r ≥ s > 0, the module ∇(r) ⊗ ∆(s) is the direct sum of the modules ∇(r − s) and ∇(r + 1) ⊗ ∆(s − 1). However, the following weak version survives in arbitrary characteristic. Proposition 2.1. Suppose that r ≥ s > 0. Then there exists a short exact sequence of G-modules
Proof. We write
Note that, for i > 0 we have
We define
where the first id is the identity map on ∆(s − 1) and the second is the identity map on ∇(r).
We will show that θ is surjective, and that its kernel is isomorphic to ∇(r − s). Note that, for a, b ≥ 0 with a + b = r, we have
and, for i ≥ 1, we have
In particular, we obtain
(since m + is a highest weight vector of ∆(s − 1) and f s m + = 0). Hence , by (1), the image Im(θ) contains all elements
by (2) . Note that this sum is telescopic and reduces to
But, from ( 
is not a composition factor of V 1 . Hence θ(V 1 ) = 0, i.e., V 1 is contained in Ker(θ). Now θ induces a surjective module homomorphism θ : V /V 1 → W and since V /V 1 and W have the same character and hence the same dimension, θ : (∇(r) ⊗ ∆(s))/V 1 → ∇(r + 1) ⊗ ∆(s − 1) is an isomorphism, and we are done.
We recall the following construction (for further details see, for example, [5, Appendix] ). Let π be a set of non-negative integers. We say that a rational G-module V belongs to π if each composition factor L of V has the form L(t) for some t (depending on L) in π. Among all submodules of an arbitrary rational G-module V there is a unique maximal one belonging to π, which we denote O π (V ). A set π of non-negative integers will be called saturated if whenever n ∈ π and m ≤ n with n − m even then m ∈ π. We have, e.g. by [5, Proposition A.3.2(i) ], the following result. 
Lemma 2.2. If π is a saturated set of non-negative integers and 0
has a good filtration and
It follows from Proposition 2.1 that, for r > s ≥ 0 the module ∇(r)⊗∆(s) contains a unique submodule M , say, isomorphic to ∇(r − s) and ∇(r) ⊗ ∆(s)/M has a filtration with sections ∇(t), with r − s < t ≤ r + s, and r + s − t even. We get the following consequences of Proposition 2.1.
where π = {i ∈ N 0 | i < r − s}.
Corollary 2.5. Suppose that r ≥ s ≥ 0 and that π is a saturated set of non-negative integers.
Proof. We proceed by induction on s. If s = 0 then
We now assume that s > 0 and that the result holds for smaller values. If r − s ∈ π then O π (∇(r) ⊗ ∆(s)) = 0 and again the result is clear. Assume now that r − s ∈ π. We identify ∇(r − s) with a submodule of ∇(r) ⊗ ∆(s). Thus we have
and the result follows by induction.
Corollary 2.6. If C is a Clebsch-Gordan module then so is C/O π (C), for any saturated set of non-negative integers.
Proof. We may assume that C is indecomposable, and hence a direct summand of ∇(r) ⊗ ∆(s), for some r ≥ s.
) and, by Corollary 1.6, this is ∇(r ′ ) ⊗ ∆(s ′ ), for some r ′ ≥ s ′ , and hence C/O π (C) is Clebsch-Gordan.
The general result
We identify the indecomposable Clebsch-Gordan modules, and give the promised decomposition of a general module of the form ∇(r) ⊗ ∆(s). We shall show here that the indecomposable Clebsch-Gordan modules are certain quotients of the indecomposable tilting modules. To this end it is useful to note that these quotients are indecomposable. This follows from the wellknown observation recorded in Lemma 3.1 below.
In the proof we shall need Steinberg's tensor product. We write G 1 for the first infinitesimal subgroup of G. The modules L(0), L(1), . . . , L(p − 1) form a complete set of pairwise non-isomorphic simple G 1 -modules. We write F : G → G for the usual Frobenius map and, for a rational G-module V affording the representation π : G → GL(V ), write V [1] for the K-space V regarded as a G-module via the representation π • F . For r ≥ 0 we write r = r 0 + pr ′ , with 0 [1] , by Steinberg's tensor product theorem.
Lemma 3.1. For r ≥ 0, the tilting module T (r) has simple head.
Proof. The dual of a tilting module is tilting (and in fact all tilting modules for SL 2 (K) are self dual) so this is equivalent to the statement that the indecomposable tilting modules have simple socle. We shall use the description of the tilting modules for SL 2 (K) given in [4] .
If 0 ≤ r ≤ p − 1 then T (r) is simple. In case p ≤ r ≤ 2p − 2 the tilting module T (r), as a module for G 1 , is the injective hull of the simple module L(2p − 2 − r). This has a simple G 1 -socle and so certainly a simple socle as a G-module. Now suppose that r ≥ 2p−1. We write r = m+pn, with p−1 ≤ m ≤ 2p−2 and n > 0. Then according to [4] the module T (r) may be realised as T (m) ⊗ T (n) [1] . The [1] , T (m) ⊗ T (n) [1] ) [1] , T (n) [1] )) G . Now T (m) has G 1 -socle L(a) so that Hom G 1 (L(a), T (m)) is one dimensional and hence trivial as a G-module. Hence we have Hom G (L(s), T (r)) = Hom K (L(c) [1] , T (n) [1] )) G = Hom G (L(c) [1] , T (n) [1] ) = Hom G (L(c), T (n)). 
