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Abstract
Classical principal component analysis (PCA) is not ro-
bust to the presence of sparse outliers in the data. The use of
the `1 norm in the Robust PCA (RPCA) method successfully
eliminates the weakness of PCA in separating the sparse
outliers. In this paper, by sticking a simple weight to the
Frobenius norm, we propose a weighted low rank (WLR)
method to avoid the often computationally expensive algo-
rithms relying on the `1 norm. As a proof of concept, a
background estimation model has been presented and com-
pared with two `1 norm minimization algorithms. We illus-
trate that as long as a simple weight matrix is inferred from
the data, one can use the weighted Frobenius norm and
achieve the same or better performance.
1. Introduction
In image processing, rank-reduced signal processing,
computer vision, and in many other engineering applica-
tions the classical principal component analysis (PCA) is a
successful tool [10]. However, it might lead to a degraded
construction in some cases as it is not able to preserve any
structure of the data matrix. In 1987, Golub et al. [9] were
the first to consider a constrained low rank approximation
problem of matrices to address this fundamental flaw in
PCA: Given A = (A1 A2) ∈ Rm×n with A1 ∈ Rm×k
and A2 ∈ Rm×(n−k), find AG = (B˜1 B˜2) such that
(B˜1 B˜2) = arg min
B=(B1 B2)
B1=A1
rank(B)≤r
‖A−B‖2F . (1)
That is, Golub et al. required that the first few columns,
A1, of A must be preserved when one looks for a low
rank approximation of (A1 A2). As in the standard low
rank approximation (which is equivalent to PCA), the con-
strained low-rank approximation problem of Golub et al.
has a closed form solution.
Inspired by (1) above and motivated by applications in
which A1 may contain noise, it makes more sense if we
require ‖A1 − B1‖F small instead of asking for B1 = A1.
This leads us to consider the following problem: Let η > 0,
find (Bˆ1 Bˆ2) such that
(Bˆ1 Bˆ2) = arg min
B=(B1 B2)
‖A1−B1‖F≤η
rank(B)≤r
‖A−B‖2F . (2)
Or, for a large parameter λ, consider
min
B=(B1 B2)
rank(B)≤r
{λ2‖A1 −B1‖2F + ‖A2 −B2‖2F }. (3)
As it turns out, (3) can be viewed as a generalized total least
squares problem (GTLS) and can be solved in closed form
as a special case of weighted low-rank approximation with a
rank-one weight matrix by using a single SVD of the given
matrix (λA1 A2) [15, 16]. Using the closed form solutions,
one can verify that the solution to (1) is the limit case of the
solutions to (3) as λ → ∞. Thus, (1) can be viewed as a
special case when λ = ∞. Note that, problem (3) can also
be cast as a special case of structured low rank problems
with element-wise weights [26, 25]. More specifically, we
observe that (3) is contained in the following more general
point-wise weighted low rank (WLR) approximation prob-
lem [15, 16, 21]:
min
X=(X1 X2)
r(X)≤r
‖ (A−X)W‖2F , (4)
where W ∈ Rm×n is a weight matrix and  denotes the
Hadamard product.
The idea of working with a weighted norm is very natu-
ral in solving many engineering problems. The weighted
low rank approximation problem was studied first with
W being an indicator weight for dealing with the miss-
ing data case and then for more general weight in ma-
chine learning, collaborative filtering, 2-D filter design, and
computer vision non-rigid shape and motion from image
streams [21, 22, 4, 14, 13, 19, 17, 28, 23]. Working with
a weighted norm can be challenging, as there is no closed
form solution in general.
In the past decade, one of the most prevalent approaches
used in background estimation is to treat it as a matrix
decomposition problem [2]. Given a sequence of n video
frames with each frame converted into a vector ai ∈ Rm,
i = 1, 2, ..., n, the data matrix A = (a1,a2, ...,an) ∈
Rm×n is the concatenation of all the frame vectors. As the
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background is not expected to change much throughout the
frames when the camera motion is small, it is assumed to be
low rank [18]. At the same time, the foreground is usually
sparse if its size is relatively small compared to the frame
size [5, 29, 12]. Therefore, it is natural to consider a matrix
decomposition problem by decomposingA as the sum of its
background and foreground:
A = B + F,
where B,F ∈ Rm×n are the background and foreground
matrices, respectively. Using the above idea, in [12, 5, 29],
the robust principal component analysis (RPCA) was in-
troduced to solve the background estimation problem by
considering the background frames, B, having a low-rank
structure and the foreground A−B being sparse:
min
B
{‖A−B‖`1 + λ‖B‖∗}. (5)
But the RPCA model cannot take advantage of possible
extra information on the background. In [30], Xin et al.
recently proposed a stronger model named as generalized
fused Lasso (GFL) for the situation where pure background
frames are given as a supervised learning method. Assum-
ing that some pure background frames are given and the
data matrix A can be written into A = (A1 A2), where
A1 contains the given pure background frames, Xin et al.
in [30] proposed the following model of the unknown ma-
trices B and F : with B = (B1 B2) and F = (F1 F2) par-
titioned in the same way as in A, find B and F satisfying
min
B,F
B1=A1
rank(B) + ‖F‖gfl,
where ‖ · ‖gfl denotes a norm that is a combination of l1
norm and a local spatial total variation norm (to encourage
connectivity of the foreground). When B1 6= A1, Xin et al.
referred the model as unsupervised model. Indeed, [30] fur-
ther simplified the above model by assuming rank(B) =
rank(B1). Since B1 = A1 and A1 is given, so r :=
rank(B1) is also given and thus, we can re-write the model
of [30] as follows:
min
B=(B1 B2)
rank(B)≤r
B1=A1
‖A−B‖gfl. (6)
It is obvious that, except in different norms, problem (6)
is a constrained low rank approximation problem as in
(1). In this paper, we propose an algorithm to solve (4)
as a standalone problem for a special family of weights
W = (W1 1), where 1 is matrix of all ones. As a proof
of concept, we present a background estimation model us-
ing our WLR algorithm as it seems a natural fit to the prob-
lem. In addition, we compare the performance of our pro-
posed model with the RPCA and GFL algorithms in back-
ground estimation with static and dynamic background. Our
main focus in this paper is not to propose a background esti-
mation model rather show how a properly weighted Frobe-
nius norm can be made robust to the outliers similar to the
`1 norm. For a comprehensive review of the most recent
and traditional algorithms for solving background estima-
tion problem, we refer the reader to [1, 2, 20].
Main Contributions: In this paper, we want to show
that through a special weighted version of low-rank approx-
imation problem (4), and by learning the weight from the
data, one can find a more robust and efficient approach
to solve the background estimation problem as compare
to the RPCA and GFL algorithms. Our proposed model
is as efficient as [30], but does not require any prior in-
formation (see, for e.g. Section 3.4). More specifically we
show: (1) Instead of assuming the pure background frames
are given, our model allows frames that are close to the
background be used. (2) These approximate background
frames are not given to us but learned from the data. (3)
Our experiments demonstrate that one might replace the
computationally expensive `1 norm as in RPCA and GFL
algorithms by a weighted Frobenius norm and achieve a su-
perior or at least comparable performance in detecting the
foreground moving object.
2. An Algorithm for WLR
In this section, we propose an algorithm to solve (4) for a
special family of weights when W = (W1 1). In fact even
in this special case, our model shows superior performance
in solving background estimation problem according to our
experiments. For convenience, let r(X1) = k. Then any X2
such that r(X1 X2) ≤ r can be given in the form
X2 = X1C +BD,
for some arbitrary matrices B ∈ Rm×(r−k), D ∈
R(r−k)×(n−k), and C ∈ Rk×(n−k). Therefore, problem (4)
with W = (W1 1) is further reduced to:
min
X1,C,B,D
(‖(A1 −X1)W1‖2F + ‖A2 −X1C −BD‖2F ) .
(7)
Note that, for the special choice of the weight matrix, with
a block structure (X1 B)
(
Ik C
0 D
)
, the problem (7)
can be written alternatively in the framework of alternating
weighted least squares algorithm in [16]. Here we directly
solve (7) using a fast and simple numerical procedure based
on the alternating direction method.
Denote F (X1, C,B,D) = ‖(A1 − X1)  W1‖2F +
‖A2 − X1C − BD‖2F as the objective function. The
above problem (7) can be numerically solved by using an
alternating strategy [12] of minimizing the function with
respect to each component iteratively:
(X1)p+1 = argmin
X1
F (X1, Cp, Bp, Dp),
Cp+1 = argmin
C
F ((X1)p+1, C,Bp, Dp),
Bp+1 = argmin
B
F ((X1)p+1, Cp+1, B,Dp),
and, Dp+1 = argmin
D
F ((X1)p+1, Cp+1, Bp+1, D).
Each sub-problem above can be solved explicitly as de-
Algorithm 1: WLR Algorithm
1 Input : A = (A1 A2) ∈ Rm×n (the given matrix);
W = (W1 1) ∈ Rm×n (the weight),
threshold  > 0;
2 Initialize: (X1)0, C0, B0, D0;
3 while not converged do
4 Ep = A1 W1 W1 + (A2 −BpDp)CTp ;
5 for i = 1 : m do
6 (X1(i, :))p+1 = (E(i, :))p(diag(W
2
1 (i, 1)
W 21 (i, 2) · · ·W 21 (i, k)) + CpCTp )−1;
end
7 Cp+1 = ((X1)
T
p+1(X1)p+1)
−1((X1)Tp+1A2 −
(X1)
T
p+1BpDp);
8 Bp+1 = (A2D
T
p − (X1)p+1Cp+1DTp )(DpDTp )−1;
9 Dp+1 =
(BTp+1Bp+1)
−1(BTp+1A2−BTp+1(X1)p+1Cp+1);
10 p = p+ 1;
end
11 Output : (X1)p+1, (X1)p+1Cp+1 +Bp+1Dp+1.
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Figure 1: Iterations vs. relative error on Stuttgart video se-
quence: Basic scenario.
scribed in Algorithm 1.
In our numerical procedure, we initialize X1 and D
as random normal matrices and B and C as zero matri-
ces. We denote (XWLR)p as our approximation to A at
pth iteration. Using the notation we define ‖(XWLR)p+1 −
(XWLR)p‖F = Errorp and as a measure of the relative er-
ror Errorp‖(XWLR)p‖F is used. For a threshold  > 0 the stopping
criteria of our algorithm at the pth iteration is Errorp < 
or Errorp‖(XWLR)p‖F <  or if it reaches the maximum itera-
tion. Figure 1 shows iteration p vs. relative error plot for
our algorithm on Stuttgart video sequence (see Section 5 for
more experimental detail) and it is clear from Figure 1 that
Algorithm 1 converges. A detailed study of the convergence
can be found in [8].
3. Background Estimation using WLR
In this section, we propose a background estimation
model using Algorithm 1 and show the power of our model
over the existing RPCA and GFL algorithms. To imple-
ment our proposed algorithm in the background estimation
model, we use the heuristic to divide the data matrix A into
two blocks: A1 andA2, whereA1 mainly contains the back-
ground information, whileA2 contains both the background
and foreground information. We want to find a low-rank
matrixX = (X1 X2) with compatible block partition, such
thatX1 ≈ A1. The pointwise multiplication with the weight
matrix W = (W1 1) helps us in that regard as W1 → ∞.
Finally, we point out that Xin et al. and Dutta et al. [7, 30]
also used the background frames in designing the weight
matrix but they assumed that these background frame in-
dexes are given. The novelty of our work is instead of using
the prior knowledge of the available background frames, we
learn the background frame indexes from the data and pro-
pose a robust background estimation model which is more
realistic and applicable to real world problems.
Algorithm 2: Background Estimation using WLR
1 Input : A = (A1 A2) ∈ Rm×n (the given matrix);
W = (W1 W2) ∈ Rm×n,W2 = 1 ∈
Rm×(n−k) (the weight), threshold  > 0,
i1, i2 ∈ N;
2 Run WSVT with W = In to obtain: A = BIn + FIn;
3 Plot image histogram of FIn and find threshold 1;
4 Set FIn(FIn ≤ 1) = 0 and FIn(FIn > 1) = 1 to
obtain a logical matrix LFIn;
5 Convert BIn directly to a logical matrix LBIn;
6 Find 2 = mode({
∑
i(LFIN )i1∑
i(LBIN )i1
× 100,
∑
i(LFIN )i2∑
i(LBIN )i2
×
100, · · · ,
∑
i(LFIN )in∑
i(LBIN )in
× 100});
7 Denote S = {i : (
∑
i(LFIN )i1∑
i(LBIN )i1
× 100,
∑
i(LFIN )i2∑
i(LBIN )i2
×
100, · · · ,
∑
i(LFIN )in∑
i(LBIN )in
× 100) ≤ 2};
8 Set k =
⌈
|S|/i1
⌉
, r = k + i2;
9 Rearrange data: A˜1 = (A(:, i))m×k, i ∈ S randomly
chosen and A˜2 = (A(:, i′))m×(n−k), i 6= i′;
10 Apply Algorithm 1 on A˜ = (A˜1 A˜2) to obtain X˜;
11 Rearrange the columns of X˜ similar to A to find X;
12 Output : X .
In our experiments, we extensively use the Stuttgart
synthetic video data set [3] for rigorous qualitative and
quantitative comparisons. It is a computer generated video
sequence, that comprises both static and dynamic back-
ground/foreground objects and varying illumination in the
background. We use three different test scenarios of the
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Figure 2: Learning the weighted frame indexes for the Basic scenario using [6]. (a) Histogram to choose the threshold
1. (b) Percentage score plot for 600 frames. (c) Original logical G column sum, which indicates we are able pick up the
indexes correctly corresponding to the frames that have least foreground movement. Originally, there are 53 frames in G that
have less than 5 pixels. Using [6] we picked up 58 frame indexes on the Basic scenario.
Figure 3: The effect of using weights in WLR algorithm on
the Basic scenario. Frame number 435. Background esti-
mation using WLR with: (a) (W1)ij ∈ [5, 10], (b) (W1)ij ∈
[500, 1000]. In (a) the estimated background has the remain-
ing foreground object, but as we increase the weights, the
foreground object disappears in (b).
Method Basic Noisy night Light switch
WLR 23.0676 24.0970 20.1874
iEALM 160.251981 108.679550 173.903928
APG 107.982398 115.547544 109.976457
Table 1: Average Computational time (in seconds) for each
algorithm in processing 600 frames of different scenar-
ios. All experiments were performed on a computer with 3.1
GHz Intel Core i7-4770S processor and 8GB memory. The
average computation time for iEALM and APG are almost
6.57 times and 4.95 times higher than that of WLR.
sequence: (i) Basic: This scenario does not have noisy ar-
tifacts nor sudden illumination changes and is used as a
general performance measure. (ii) Noisy night: This sce-
nario is a low-contrast nighttime scene, with increased sen-
sor noise and camouflage. (iii) Light switch: This scenario
has varying illumination effects throughout the sequence.
Original WLR APG 
Figure 4: Background estimated by WLR and APG on
the Basic scenario. APG can not remove the static fore-
ground object in frame 600. On the other hand, in frame
210, the low-rank background estimated by APG has still
some black patches. In both cases, WLR provides a sub-
stantially better background estimation than APG.
Note that each scenario has 600 frames with identical fore-
ground and background objects. Frame numbers 551 to
600 have static foreground, and frame numbers 6 to 12
and 483 to 528 have no foreground. Additionally, the fore-
ground comes with high quality ground truth mask avail-
able for each video frame. To compare with the exist-
ing RPCA algorithms, we use the inexact augmented La-
grange multiplier (iEALM) method proposed by Lin et al.
[12], and the accelerated proximal gradient (APG) algo-
rithm proposed by Wright et al. [29]. For iEALM and
APG, we set λ = 1/
√
max{m,n}, and for iEALM we
choose µ = 1.5, ρ = 1.25 as used in [12, 5, 29]. Given
the sequence of 600 test frames, each frame in the test se-
quence is resized to 64×80; originally they were 600×800.
Each resized frame is stacked as a column vector of size
Figure 5: Background estimated by WLR and APG on Light
switch and Noisy night scenario for frame 600. RPCA algo-
rithm was not able to remove the static foreground object,
but WLR provided an efficient background estimation by
removing the static foreground object.
Figure 6: Foreground recovered by WLR and APG on the
Light switch scenario, frame 130. Starting from frame 125
the illumination changes suddenly. The sparse foreground
recovered by APG does not capture the change in illumi-
nation. WLR captures the effect of change in illumination,
irregular movements of the tree leaves, and reflections ef-
fectively.
5120 × 1 and we formed the test matrix A. We denoted
the ground truth matrix as G, with each column as a vec-
torized ground truth frame. Then we apply the percentage
score model described in [6] to learn the set S that repre-
sents the frame indexes with least foreground movement
based on a crude estimate of the initial background (BIn)
and foreground (FIn) from the data matrix A. See Algo-
rithm 2 for a detailed description of this method, and see
Figure 2 for it’s performance on the Basic scenario. In our
experiments, for the Stuttgart video sequence, we empiri-
cally choose k =
⌈
|S|/2
⌉
, where |S| denotes the cardinality
of the set S. We set r = k + 1. Therefore, following Al-
gorithm 2, i1 = 2 and i2 = 1 for Stuttgart video sequence.
However, such assumptions do not apply to all practical
scenarios. Therefore, we argue that, in practical scenarios,
the choices of r and k are problem-dependent and highly
heuristic. We rearrange the columns of our original test ma-
Figure 7: Background and foreground estimated by WLR
and APG on Light switch scenario, frame 300. WLR has
least MSSIM for frame 300 but still it provides a better
visual quality foreground and background estimation than
APG. The red bounding box in APG frame is indicating the
presence of foreground patch.
trix A as follows: Form A˜1 = (A(:, i))m×k such that the
indexes i are randomly chosen from the set S, and form the
second block A˜2 using the remaining columns of the matrix
A. With the rearranged matrix A˜ = (A˜1 A˜2) as our data
matrix, we run Algorithm 1 for 50 iterations and obtain a
low-rank estimation X˜ . Finally, we rearrange the columns
of X˜ as they were in the original matrix A and form X . A
threshold  = 10−7 was chosen for Algorithm 1.
3.1. Qualitative Analysis
Since the background recovered by APG and iEALM
have similar visual quality, we will only compare APG in
this section.
We present frame number 435 of the Basic scenario
in Figure 3 to show the effect of a large weight, W1, on the
first block A1: our weighted low-rank algorithm can per-
form well in background estimation with proper choice of
weight. Next, in Figure 4, we present frame number 210
and 600 of the Basic scenario. The performance of APG
on frame 210 is comparable with WLR, but on frame 600,
WLR clearly outperforms APG. Finally, the experimental
result in Figure 5 shows the same phenomenon: WLR com-
pletely removes the static foreground and provides a bet-
ter visual background. To conclude, when the foreground
is static, with the proper choice of W, r, and k our algo-
rithm can provide a good estimation of the background by
removing the static foreground object.Our quantitative re-
sults in the next section suggest that RPCA algorithms act
as a low-pass filter in the presence of a static foreground
and attenuate its pixel values. Therefore, the pixels corre-
sponding to the static foreground object stay as a part of the
low-rank background. In presence of a ground truth mask
of the foreground, the pixels of the frames corresponding
to the static foreground captured as sparse components pro-
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Figure 8: ROC curve to compare between WLR, iEALM, and APG. The performance gain by WLR compare to APG on
Basic, Noisy night, and Light switch scenarios are 3.252%, 4.3313%, and 6.012% respectively, and compare to iEALM are
3.139%, 4.8139%, and 6.141% respectively.
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Figure 9: True positive and false positive count for WLR
and APG on Basic scenario. The false positive count for
WLR substantially drops after thresholding F by 1. On the
other hand, WLR always has more or equal number of true
positive count as APG.
vide a comparable quantitative measure but create a poor
human visual perception. Figure 6 and 7 present the fore-
ground recovered by WLR and APG on the Light switch
scenario and Noisy night scenario, respectively. We show
WLR can capture the changing illumination and irregular
dynamic background movements better than APG and can
provide a visually better background frame, even on Frame
number 300 of Noisy night scenario where WLR has least
MSSIM. This can be attributed to the fact that, RPCA algo-
rithms are based on the assumption that the low-rank com-
ponent is exactly low-rank while the sparse component be-
ing exactly sparse [5, 29, 2]. The use of `1 norm is good
for removing the sparse components from the data but is
not very capable of removing other artifacts. Therefore, in
the real-time video surveillance when the data are often cor-
rupted by noisy artifacts, the assumption imposed on RPCA
does not hold good. Considering the computational time of
each algorithm from Table 1, WLR has minimal execution
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Figure 10: Frames vs. PSNR for Basic scenario. The mean
PSNR of APG and iEALM on the Basic sequence are
25.0092 and 25.0551, respectively. For WLR, the frames
that do not contain the foreground object have PSNR equal
to infinity, in all three scenarios.
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Figure 11: Frames vs. MSE of different methods for frame
numbers 482 to 529 for Basic scenario. MSE of WLR for
frames 483 to 529 with no foreground movement is 0.
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Figure 12: MSSIM of different methods on all three scenarios. WLR has better MSSIM compare to the RPCA algorithms
corresponding to the frames which has static foreground or no foreground. The slight deterioration of performance of WLR
in (c) can be attributed by same choice of i1 and i2 in Algorithm 2 for all three scenarios.
Figure 13: SSIM map for frame 175 and 210 of the Basic
scenrio. Left to right: Ground truth frame (size 64 × 80),
SSIM index map (size 54 × 70) for WLR, APG, and
iEALM. WLR has superior SSIM index map than RPCA
algorithms.
cost in producing a superior background estimation.
3.2. Quantitative Analysis
We now present different quantitative comparisons be-
tween the performance of our algorithm and that of the ex-
isting RPCA algorithms. We use three different quantitative
measures for this purpose: traditionally used receiver and
operating characteristic (ROC) curve, peak signal to noise
ratio (PSNR), and the most advanced measure mean struc-
tural similarity index (MSSIM). We examine F , the fore-
ground recovered by each method. Since a ground truth
mask is available for each video frame, we use a pixel-
based measure to form the confusion matrix for the predic-
tive analysis. In our case, the pixels are represented using 8
bits per sample, and MI, the maximum possible pixel value
of the image is 255. Therefore,a uniform threshold vector
linspace(0, MI , 100) is used to compare the pixel-wise pre-
dictive analysis between each recovered foreground frame
and the corresponding ground truth frame.From the ROC
. .I
(a) �) (c) (d)
Figure 14: SSIM map of foreground frames: (a) Water Sur-
face, (b) Waving tree, (c) Fountain, and (d) Curtain. Top to
bottom: Original, background estimated by WLR, ground
truth frame (size 64×80), SSIM index map (size 54×70) for
WLR. The MSSIM are 0.9851, 0.9082, 0.9940, and 0.9343
respectively.
curves in Figure 8, except the Light switch scenario, the in-
crement in performance of WLR compare to RPCA algo-
rithms does not appear to be substantial. On the other hand,
the qualitative performance of the proposed weighted algo-
rithm in all three scenarios is much superior. We attribute
this to the fact that WLR removes the noise uniformly from
the video sequence. This may lead to an attenuation in per-
formance due to introduced false positives (see for example
Figure 9).
In calculating the PSNR, we perceive the information
how the high intensity regions of the image are coming
Figure 15: SSIM map of foreground frame of Waving tree
and Basic scenario. Left to right: Ground truth frame (size
64 × 80), SSIM index map (size 54 × 70) for WLR and
GFL. MSSIM for WLR and GFL are 0.5018 and 0.5014
respectively.
through the noise, and consequently, we pay much less
attention to the low intensity regions. This motivated us
to remove the noisy components from the recovered fore-
ground, F , by using the threshold 1 (see Algorithm 2),
such that we set the components below 1 in F to 0. Us-
ing this new F , we will give the next two quantitative mea-
sures. PSNR is calculated using the metric: 10log10
M2I
MSE ,
where MSE = 1mn‖F (:, i) − G(:, i)‖22. Conventionally,
the higher the PSNR value, the better the reconstruction al-
gorithm. Figure 10 indicates the PSNR of WLR is superior
than the RPCA algorithms. This can be attributed by the fact
that the foreground frames recovered by WLR in all three
scenarios, are identical to the ground truth frames. Hence,
they have 0 MSE (see Figure 11), resulting in infinity for
PSNR. Finally we use the mean SSIM (MSSIM) index to
evaluate the overall image quality [27]. In order to calcu-
late MSSIM of each recovered foreground video frame, we
consider a 11 × 11 Gaussian window with standard devia-
tion (σ) 1.5. In Figure 12, we plot the MSSIM of different
methods for all three scenarios. The MSSIM plot demon-
strates that WLR has superior performance over the RPCA
algorithms, especially when there is no foreground or static
foreground. Moreover, when the video sequence has sen-
sor noise, compression artifacts, and camouflage, for ex-
ample the Noisy night scenario, WLR clearly outperforms
RPCA. In Figure 13 the SSIM index map of two sample
foreground video frames indicate fragmentary foreground
recovered by the RPCA algorithms.
3.3. Further Experiments on Dynamic Background
To demonstrate the power of our method on more com-
plex data sets containing dynamic foreground, we perform
extensive qualitative and quantitative analysis on the Li data
set [11]. We use four sequences of the data set contain-
ing dynamic foreground. The SSIM index map on all four
recovered foreground indicates that WLR performs con-
sistently well on the video sequences containing dynamic
background (see Figure 14).
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Figure 16: SSIM map of foreground frame of Basic sce-
nario. Left to right: Ground truth frame (size 144 × 176),
SSIM index map (size 134 × 166) for WLR and GFL.
MSSIM for WLR and GFL are (a) frame 120: 0.9326 and
0.9244, (b) frame 75: 0.9659 and 0.9677 respectively.
3.4. Comparison with GFL
We compare the performance of our algorithm with the
supervised and upsupervised background subtraction model
via Generalized Fused Lasso of Xin et al. [30]. Since the
choice of r and k are problem specific for our model we
have only provided the quantitative comparison on the Wav-
ing tree scene of the Wallflower dataset [24] and Basic sce-
nario of the Stuttgart dataset. Since some frames of the Wav-
ing Tree scenario contain pure background information, Xin
et al. used 200 frames as a prior for supervised learning. On
the other hand, we used all 286 test frames of the Wallflower
sequence to learn the weight and estimate the background
without using the exact location of the pure background
frames. From SSIM index map in Figure 15 it is clear that
both methods are very competitive.
For the Basic sequence of the Stuttgart dataset we use
the unsupervised GFL without using the knowledge of pure
background frames. We use first 200 frames of the Basic
sequence for the unsupervised GFL model and resize the
frames as described in the software 1 [30]. For fair com-
parison we use the same data matrix for WLR. From SSIM
index map in Figure 16 it is clear that both methods are
very competitive with WLR being extraordinarily time ef-
ficient than the unsupervised GFL model. WLR takes ap-
proximately 17.75 seconds to conduct the experiment.
4. Conclusion
In this paper, we proposed a simple and fast weighted
low-rank approximation algorithm for a special family of
weights. In addition, we devised an efficient and robust
background estimation model and demonstrated its effec-
tiveness on complex video sequences over the existing
RPCA algorithms. The main motivation of the paper is not
to propose a background estimation model, rather show how
a properly weighted Frobenius norm can be made robust to
the outliers, similarly to RPCA and GFL.
1http://idm.pku.edu.cn/staff/wangyizhou/
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