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Purpose of the training 
Started the work on machine vision for Robotics application at CMTI in the year 
1990. Basic concentration was given to software development on a PC based system with 
frame grabber having resolution of 512 X 512 X 8 bit and a video camera with 3 84 X 492 
resolution. \Ve were successful in developing basic vision algorithms and application 
packages for part identification and inspection tasks. The same is extended to Macintosh 
platform . But we could not successfully implement vision for real time industrial 
application mainly due to high cost and poor processing speed. 
The training at Georgia Institute Of Technology gave a good insight into the use of 
different lighting strategies which is the heart of any industrial vision application. Lot of 
research has taken place in the area image sensor development that replaces the traditional 
TV camera \vhich is highly expensive for its high resolution. Also the frame rate is slow 
(30 frames/sec) . The image sensor consists of a detector associated with driver circuit and 
an analog to digital converter that convens image data directly into useful digital 
information. 
It is realized that for most of the purposes a resolution of 165 X 200 is adequate as 
against 512 X 512. Where application calls for higher resolution , it is preferable to have 
multiple head. parallel processing paradigm instead of a single higher resolution sensor, 
with a single processor to achieve the desired high resolution at high speed. 
There is no unique solution for vision task. Each element of the vision system 
varies greatly from one application to other. Standard setup is good only for proto typing 
and testing The training gave some exposure to approach a given problem starting from 
the selection of suitable optics, lighting, hardware architecture and processing. If it is high 
precision measurement task. selecting suitable calibration technique to correct for possible 
errors 
Visited some industries who are extensively using machine vision. The details are 
included at the end of this report. One of the industry is AT & T Networks system where 
they mainly manufacture optical fiber for communication purposes. They had requirement 
to measure the diameter of the V AD core using machine vision. Presently it is done 
manually using optical measurement system. The details of project is presented in the next 
section. 
V AD Core and Jacket Soot Diameter 1\tleasUJremenlt 
Vapor-phase Axial Deposition, VAD, is one of the several processes used in the 
manufacturing of silica based fiber preforms. The V AD process employs a deposition of 
soot particles. Particles are formed either in the torch reaction zone by flame hydrolysis or 
on the surface of the soot boule. A porous soot boule is formed in layers of doped and 
undoped silica particles deposited on to a vertical rotating target from a stationary torch. 
The soot boule is dehydrated and consolidated in a high temperature furnace. 
Consolidated body is elongated into a rod and jacketed utilizing an oversooting V AD 
process. The jacketed soot body is consolidated and elongated. The elongated jacket 
(preform) is prepared for the fiber dra\v process. Fiber draw stretches the preform into 
optical fiber for communications. 
Vision system is used to measure the outer diameter of the porous core and jacket 
soot boules , before going into the furnace for consolidation and during the deposition 
process. 
Task: 
The task is to measure the diameter, d of the V AD core and jacket soot. It is 
necessary to find the minimum , maximum. and average diameter of the core and the 
jacket along the entire length, L (fig.l) with an accuracy ofO 5mm and record the data in 
:\.SCII file. 
System Requirements: 
These are provided requirements for range of sizes of the core and jacket soots, and the 
distance that is allowed from the soots to the vision based measurement system (stand-off 
distance). All measurements are in n1illimeters. 
Diameter D Height L Stand -Off Distance 





Proposed Method of 1\tleasuremernt: 
Lighting scheme 










It is proposed to have f1orescent tubes with high frequency ballast (25khz) on both 
sides of the soot that \vould ( 1) light the soot uniforrnly over the entire length using a 
black background or (2) light a white background over the entire length and not illuminate 
the soot. Since the VAD core is snow white in color, slide lighting would be ideal, 
whereas tor the jacket soot. \vhich is transparent backlighting \vould be necessary. Also it 
mav be necessarv to have sheet of translucent material benveen the t1orescent bulb and the - . 
soot. 
Vision System. 
Two cameras or vision systems with substantially parallel optical axes are 
positioned to view the nvo edges of the soots. Depending on the range of diameter to be 
measured in a particular instance~ the cameras are moved horizontally in increments of 
20mm so as to most nearly line with the soot edges. Five positions for each vision system 

















The cameras are moved together vertically to make measurements along the entire 
length of the soots. Both motions are achieved through stepper motors coupled to the 
vision system through ball screw mechanisms. The control for the stepper motor are 
provided by the vision system or the host PC. 
Calibration 
The system is to be calibrated \Vith a dummy target soot (calibration soot) for each 
range. The calibration scaling factors are computed automatically from the target for each 
\·ision system. Because the vision systems are moving horizontally bet,.veen fixed, and 
repeatable positions. the mechanical inaccuracies of the vision system mounting and 
motion system are minimized. A permanent pattern of fiducials on the background may be 
desirable to verity that the motion of the vision system and other geometric variables have 
not changed. 




The considered sources of error in the diameter measurement are: 
L Parallax error. This is a result of (1) variation in distance between the soot and the 
camera, (2) the difference between the vision system center distance and the diameter of 
the soots. If either item 1 or 2 are zero there is no parallax error. Item 2 is the reason for 
the proposed five horizontal positions of the vision systems. 
2. Subpixel edge computation error. This is the result ofboth the subpixel position 
measurement and any non linearity I non-repeatability of the vision hard·ware. It is believed 
that this error can be reduced to l I 10 pixel for cases where the hardware is directly using 
the hardware pixel position on the detector. For direct digitization system e.g. the DVT 
systems, this \vould be the case, and for standard camera systems, it should be the case if 
row to rov.r distance is used since the column to column digitization is the result of an 
electronic sampling of an analog signal. 
3. Calibration error. This is the result of the above two sources of error \Vhen the system is 
calibrated. and any mechanicaL thermal. or el'ectronic drift after the calibration. 
'\'ow iets consider the magnitude of these errors . 
. -\ linearized analvsis is used here for simplicity. That is. assume small angles \vhere 
tan(a) =a. This assumption is used only for the error estimation. In calculating the true 
diameter of the soot. the actual trig functions including the effect of edge position 
movement would be included. 
The computation of the diameter is approximately 
where ... The last two terms in the equation represent the sub pixel edge measurement error 
and the parallax error respectively. For conditions: 
D == 500 mm 
d. 2 mm 
8 = 20 mm 
e= 5.73E-5 (=2.64mm /24mm/192/10) 
Parallax error 16mm 
Subpixelization error= 0.0575 mm. 
A strictly additive error has been used for subpixelization. In fact. the errors are random 
variables. Thus, the error ofO.l pixel per measurement, if taken as 3 sigma error, should 
be added using RMS. 
The- calibration error should have a very low parallax error. since the calibration targets 
should be designed and built to have essentially zero motion in the direction ofD, 
e.g ~ =0 rnm. The subpixelization error should be no greater than for the measurement 
itself In calibration, multiple scans of the calibration target would be made, and average 
\·ai ues used for the diameter scans of the calibration target would be made, and average 
\·alues used for the diameter measurements, reducing the calibration error. and verifYing 
that the system was working properly. 
Thus the projected error in a diameter measurement is expected to be less than 0.275mm 
(0.16 *0.0575) 
Lets consider a case however, where only one vision system was used. Consider the 
following conditions 
D == 2636 mm ( sufficient to give FOV of 290 mm) 
L1 :2 mm 
8 = 140 mm (this is one-half of the maximum diameter of the soots) 
s = 5. 73E-5 
The parallax error = 0. 2124 mm 
Subpixelization error =0.3031 mm 
This is within the striking distance of being acceptable. It would be acceptable if 
parallax could be assured of being less, that is the motion toward or away from the vision 
system less than 2 mm., and if calibration could be assured to be rnuch better than 1110 
pixel. The latter is likely to be possible if multiple scans are taken of the calibration target. 
Other ways of increasing the subpixelization result is to 
1 Use a higher resolution camera~ eirher line scan or other \Vlth an assured pixel stability. 
2. Cse two tixed cameras. That is don't havt~ five positions. 
Finally it is concluded that a single vision head system could be built with a vertical 
traversing mechanism capable of transporting t\VO systems if necessary and that 
illumination system be built \vith the t1exibility to go easily from side illumination to back 
illummation. Two calibration soots \Vould be buiit for extremes of size. 
The vision system was supplied by AT&T. The system consists of a PC with a 
frame grabber board plugged on to the PC bus. The frame grabber board was from 
Imaging Technology Inc. with resolution of 512 X 512 , and 25 6 gray shades. ITEX OFG 
is the library of image processing functions for use with the image processor. Application 
program written in C is linked with this library, to make use of functions like image 
acquisition, display, and to retrieve the image from the frame memory to system memory. 
The Structure of the code is divided into four major parts. 
l Input I Output module. 
2. ~'feasure Nfodule. 
3. Calibration Module. 
4. ;VIator control Module. 
Input/ Output Module : 





# of row increments. 
Edge sensitivity~ threshold for rising or falling gradient. 
The output is the left edge and right edge position ±or each edge. This data is 
coll~cted over the entire length of the soot and table is created that gives the left, right 
edge in pixeL its row position and the diameter in mm. This table is later used to give such 
details as minimum, maximum. average diameter and variance over the specified range. 
The image of the soot is displayed on a TV monitor with the detected edge 
highlighted. The corresponding diameter is also displayed in the overlay graphics buffer. 
.VIeasure i'Hodule. 
Th(~ image is acquired ~nto the frame buffer. Then it is brought to the system 





This detected edge position goes ~nto a subpixel algorithm where the edge is 
computed to subpixel accuracy by fitting the gradient pixel values at each row to a 
parabolic equation. Once the table of edge positions are collected , the following steps are 









r-EI cos8 1 
D-E tan81 






[ assume straight light through optics. distortion. ] 
[ number of pixels from x=O, corrected for 
distortion.] 
[ n is measured # of pixels from center of the 
detector. l1 is measured radius in x.] 
x2 = -d tan82 
n1 =x2/p 
n2 = ( 1 +cy+kb 2) n2 
Forward computation Given lt,nt.b,,n2 determine 2r. 
tan8 
sin8 tan8/( l-'-tan28) 112, cos8 1/( 1 +tan28) Ll 
rt = (D-stan8!)sin81+s/cos8, 
r2 (D+stan82)sin82+s/cos82 
r1+ r2 (D sin8r~ sin82)-s( tan81sin81 - tan81sin81 -l/cos81+ llcos82) 
e term is reduced to 
e ( co81 - cos82) 
In our case D =2. 6met 
s 0.01met 
8c::82 = 5.31xl0-:
2 tan· 1 140/2636) 
81-82 2s/D =8xl0-3 
e term= 0.01 (cos(S 71xl0.2)- cos(4.91x10-2)) 
Hence we should be able to neglect s term in comput:ation of radius. 
Calculate 8 using (x1- Xt)/2 in place ofx1 and x2 
2.6(2sin5.71xl - sin5.71xl0.2 sin4.9lxl0"2) 
= l.6~Lm 
Direct_ calculation gave. 
2.6x8.49x l 0· =2 . .21 ~Lm 
So \Ye can ignore this etfect also. 
Finally we can state that if we line up the axis of the soot with the axis of the vision 
system, we: can make calculations as follows: 
X = dtane [ this gives e] 
r = DSine. 
(x1·· x1)/2 can be used for x 
Calibration l\'Iodule. 
Calculation of calibration factor is done using a uniform calibration target. 
n =n0( l +c(y-yr)+kf(y-yr)) 
where n is the actual radius of the target after correction. 
no is the measured pixel radius. 
c is the distortion factor due to variation in D. 
k is the radial distortion factor. 
c and k are to be computed from the above equation. The equation is solved for three 
unknowns using linear regression method. The values obtained for both k and c for each 
frame are used in the measurement to correct for errors due to radial distortion in the soot 
and due to variation in D. 
;VIotor Control Module. 
Stepper motor with a ball screw mechanism is used for the vertical traversal. The 
camera is mounted to the slide. Stepper drive is connected to PC through RS232C serial 
communication line. Hard\vare limit switches are used for end limits of the traversal. 
To stan with the camera is moved up till it reaches the top limit from which the 
measurement begins. Every time the camera takes a picture and process it , moves to the 
next position and repeats the process till the entire length of the soot is being processed. 
Flow chart tbr the measurern.ent and calibration process are given below 
I motor in horne 
input 
for each row find 
.right edge. 
n ' .... ,., 
--<:'end offrarne'{) 
..... __ -"'-"' 
v fi~;r,' ......... 
,.-------< pos ? -
end 
append the frame 




for each ro\v find 
i left. right edge and 
average over the prev 
. least sqr fit the frame 





·~final pos '? 




The process is same during both calibration and measurement, except that 
duringcalibration the target is assumed to be very accurate and uniform diameter 
throughout the length. Also during calibration multiple scans are used and pixels are 
averaged to have better accuracy. 
In this module, during initialization, the conununication port is set to correct baud 
rate, the # of data bit, # stop bit and parity are set to desired value. Also the velocity and 
acceleration desired for smooth movement are set during initialization. Then the 
motormove command is issued by sending the desired number of pulses and the direction 
of rotation through RS23 2C port. 
Visit To Universal Instruments Corp. Binghamton NY. 
High density packaging and assembly. 
Presented by Ron Lasky, Director of Advanced Technology. 
Assembly machine design. 
Len Yeager 
Tour of machine shop. 
Len Poch, responsible for Machine Vision. 
Tour of C4 assembly lab. 
Peter Borgensen. 
Visit to ffiM Endicott NY 
Tour of assembly line. 
Tien. Y. Wu 
Flip Technology. 
Presented by Mary cretekos. 
Materials for circuit packaging 
Presented by Michael A. Gaynes. 
Tour of fine line flex facilities 
Dan Nash, -Bill j\'fallery. 
\Vhar I learnt from the trip. 
Surface mount leadless semiconductor technology has been developed to meet the 
ponabie electronic products. The advantages are smaller size, higher package inter 
connect density, higher test and solder assembly yields due to use of pre applied solder 
bumps and greater technology extendibility in the area of high speed integrated circuits, 
multichip modules and fine pitch soldering. 
This technology has moved the leaded plastic packaging from l OOmil pitch DIP to 
50mil pitch plastic leaded chip carrier (PLCC) to 40mil(l.Omm) pitch quard flat package 
(QFP). QFP have evolved to the current commercially available state of art 20mil pitch 
package. ALccording to Universal's report this evolution has resulted in 93% reduction in 
PCB area consumed by a 64 pin leaded plastic package. 
Assembly equipment for chip placement, adhesive placement, positioning is very 
precise. It is able to handle flip chip requirements. The current models provide 
combination of vision based chip/ package alignment for precise placement. The vision 
systems are very fast with placement rate of0.25sec/chip at an accuracy of the order of 
lO~tm: 
There is a great emphasize on the need for higher resolution vision system at 
modest cost at greater computing speed. As the dimension become smaller and smaller, 
there is going to be greater need for vision feedback. 
Typically circuit boards associated with fine pitch assembly have vision identifiable 
features or fiducials. These fiducials have known location relationship to the placement 
sites of the tine pitch component. 
The fiducials located at the corners of the circuit boards are used to determine the 
gross location and angular registration of the board relative to the placement machine. 
These fiducials allow placement machine to compensate for variations in registration of the 
board _within the placement machine. This was accomplished by a downward looking 
camera attached to the placement head structure. 
.· 
The camera system having a known location with respect to machine x,y 
coordinate system is positioned over each fiducial to be observed. An automated vision 
system process then determines the fiducial in machine coordinate system. 
Two elem~mts critical to the placement are, 
1. Ability to accurately recognize fiducial and compute its location. 
2. Ability of the positioning system to locate camera optics accurately over the fiducial. 
The chip is viewed after pickup by another upward looking camera, that captures 
image information of each lead of the component and their lead location to each other, 
screening criteria was given by the operator for rejection. The last process was to position 
the chip over the site and place it 
The architecture followed by universal was observed to be two layer. The lower 
layer was a bit serial processor based. All low level processing on individual pixel are done 
at this layer using a single bit cpu. The result of processing are trasfered to the next layer, 
which acts like a host processor and does higer level data interpretation. 
Universal's consortia on UFP( ultra fine pitch) and BGA/DCA was very successful 
in results and involvement of many companies. 
In IBM they are using conductive polymers f()r flip chip attach. The fine line flex 
process at IBM appears to be great \Var to n1ake circuit at densities required for direct 
chip attach. The process starts with a polycarbonate sheet in roll tbrm and fabrication of 
the complete t1exible circuit is maintained in roll form. so the material handling is 
convenient Sheet had registration holes at edges They moved like movie film. Flux circuit 
is latter attached to substrate. Then solder bumps are welded to the circuit. 
Another attraction was the very low stiffhess of the substrate. This reduces the 
stress on the chip. 
Vision guidance and inspection of all operations leads to a situation where one 
may not continue to rely on machine precision, thus reducing the cost/ performance. 
Needs to concentrate on making the technology available at low cost so that flip chip 
assemblies become the lowest cost alternative. So paradigm that uses parallel architecture 
with multiple head viewing a single image speeds up the process and results in higher 
resolution. Also use ofDSP in place of-general purpose processor would be a better 
alternative for real time image processing application. 
Visit to Allen Bradley Unit Dublin. 
Tour of assembly shop (PLC production unit) 
Jack Bell. Manufacturing Engineering Manager. 
Most of their assembly stations are using through hole technology. They are 
recently switching over to surface mount technology. They are using Vision system 
developed by universal in their surface mount assembly cell. 
Courses Attended 
Database design that covers the E-R diagram from the system requirements, 
relational algebra and database design. SQL, relational calculus, functional dependency 
and normalization, network model and concept of object oriented database design. 
Operating System Design that covers batch processing, multiprocessing, 
multitasking, and real time operating system. Concept of threads, communication links, 
memory management, file structure, and distributed system. The course had project 
involving programming threads. Incorporated a simple mailbox consumer/ producer 
routine. 
Studied the general concept of Networking Pes. Used Mosaic browser to access 
internet and collected information on various topics related to vision and computer 
software. Created man pages using html (hypertext markup language) that includes text 
and graphics and linked to number of branches depending on topic clicked. The idea could 
be extended for storing the information on various topics involved in the manufacturing 
environment in different pages and links could be established between related topics for 
search .. This results in a user friendly browsing of huge collection of related data. 
Conclusion 
It is observed that machine has a great potential in manufacturing industry 
especially the electronic packaging industry. Since it the area of current interest in US 
industry, I suggest that in CMTI we should form a good group to do research in this field 
in collaboration with research institute like Georgia Tech and industries like DVT and 
universal.. 
After going back to India, my focus will be to develop simple industrial vision 
application using integrated vision unit and extend the research in this field to integrate to 
a Cil\1 cell. 
