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Abstract
In this paper we present a Markov chain model
for GP and variable-length GAs with homolo-
gous crossover: a set of GP operators where the
offspring are created preserving the position of
the genetic material taken from the parents. We
obtain this result by using the core of Vose’s
model for GAs in conjunction with a specialisa-
tion of recent GP schema theory for such opera-
tors. The model is then specialised for the case
of GP operating on 0/1 trees: a tree-like general-
isation of the concept of binary string. For these
symmetries exist that can be exploited to obtain
further simpliﬁcations. In the absence of muta-
tion, the theory presented here generalises Vose’s
GA model to GP and variable-length GAs.
1 Introduction
After a strong initial interest in schemata [1, 2], the inter-
est of GA theorists has shifted in the last decade towards
microscopic Markov chain models, such as Vose’s model,
possibly with aggregated states [3, 4, 5, 6, 7, 8, 9, 10, 11].
In the last year or so the theory of schemata has made con-
siderable progress, both for GAs and GP.This includes sev-
eral new schema theorems which give exact formulations
(rather than the lower bounds previously presented in the
literature [12, 13, 14, 15, 16, 17, 18]) for the expected num-
ber of instances of a schema at the next generation. These
exact theories model GP with one-point crossover [19, 20,
21], standard and other subtree-swapping crossovers [22,
23, 24], homologous crossover [25], and different types of
subtree mutation and headless chicken crossover [26, 27].
While considerable progress has been made in GP schema
theory, no Markov chain model for GP and variable-length
GAs has ever been proposed.
In this paper we start ﬁlling this theoretical gap and present
a Vose-like Markov-chain model for genetic programming
with homologous crossover [25]: a set of operators, in-
cluding GP one-point crossover [16] and GP uniform
crossover [28], where the offspring are created preserving
the position of the genetic material taken from the parents.
We obtain this result by using the core of Vose’s theory in
conjunction with a specialisation of the schema theory for
such operators. This formally links GP schema theory and
Markovchain models, two worldsbelievedby manypeople
to be quite separate.
The paper is organised as follows. Given the complexity
of the GP mechanics, exact GP schema theories, such as
the exact schema theory for homologous crossover in [25],
tend to be relatively complicated. Similarly, Vose’s model
for GAs [3] presents signiﬁcant complexities. In the fol-
lowing section, we will summarise these theories providing
as much detail as reasonable, occasionally referring to [3]
and [25] for more details. Then, in Section 3 we present
the extensions to both theories which allow the construc-
tion of a Markov chain model for GP and variable-length
GAs with homologous crossover. In Section 4 we indi-
cate how the theory can be simpliﬁed thanks to symmetries
which exist when we restrict ourselves to 0/1 trees: a tree-
like generalisation of the concept of binary string. In Sec-
tion 5 we give an example. Some conclusions are drawn in
Section 6.
2 Background
2.1 Nix and Vose’s Markov Chain Model of GAs
The description provided here is largely based on [3, 29]
and [4]. See [30] for a gentler introduction to this topic.
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The calculations necessary to compute the probabilities
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I depend crucially on the representation and the opera-
tors chosen. In [4] results for various GA crossover opera-
tors were reported. As noted in [3], it is possible to decom-
pose the calculations using ideas ﬁrstly introduced in [29]
as follows.
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We can map these results into a more recent formulation
of Vose’s model [4] by making use of matrices and oper-
ators. We start by treating the ﬁtness function as a vector
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vector representing a particular population, we deﬁne an
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which returns a vector whose components are the expected
proportion of individuals of each type assuming that indi-
viduals are selected from the population
g randomly (with
replacement) and crossed over.
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nent of a vector. So, the entries of the transition matrix for
the Markov chain model of a GA can concisely be written
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In [29, 3, 4] it is shown how, for ﬁxed-length binary GAs,
the operator
} can be calculated as a function of the mix-
ing matrix
{
0
only. This is done by using a set of per-
mutation operators which permute the components of any
generic vector
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2.2 Exact GP Schema Theory for Homologous
Crossover
In [25] the following exact schema theorem for GP with
homologous crossover was reported:
1In this paper we havechosen touse the symbol
￿ torepresent
both the selection scheme of a GA and the function set used in
GP, since this is the standard notation for both. This produces
no ambiguity since the selection scheme is not used outside this
section, and the function set is not referred to inside it.
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Again, = is a “don’t care” symbols which stands for
exactly one node, while # stands for any validsubtree.
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3 Markov Chain Model for GP
In order to extend Vose’s model to GP and variable-length
GAs with homologous crossover we deﬁne
￿
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dexed set of all possible trees of maximum depth
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can be constructed with a given function set
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With these extensions, all the equations in that section are
also valid for GP, except Equations 5 and 6.
These are all minor changes. A major change is instead
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Note that this equation could have been obtained by di-
rect calculation, rather than through the specialisation of
a schema theorem. However, this would still have required
the deﬁnition and use of the hyperschema-returning func-
tion
¥ and of the concepts of GP crossover masks and GP
recombination distributions. Also, notice that the set of GP
crossover masks also include masks containing all ones.
These correspond to cloning the ﬁrst parent. Therefore, by
suitable readjustement of the probabilities
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rewrite Equation 9 as
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This formula is analogous to the case of crossover deﬁned
by masks for ﬁxed-length binary strings [4].
4 Mixing Matrices for 0/1 Trees
As has already been stated in Section 2.1, for the case of
ﬁxed-length binary strings, the mixing operator
} can be
written in terms of a single mixing matrix
{
0
and a group
of permutation matrices. This works because the permuta-
tion matrices area representation ofa groupthatacts transi-
tively on the search space. This group action describes the
symmetries that are inherent in the deﬁnition of crossover
for ﬁxed-length strings [4]. This idea can be generalised
to other ﬁnite search spaces (see [32] for the detailed the-
ory). However, in the case of GP, where the search space is
a set of trees (up to some depth), the amount of symmetry
is more limited and does not seem to give rise to a single
mixing matrix.
In this section we will look at what symmetry does exist
and the simpliﬁcations of the mixing operator it produces
when we restrict ourselves to the space of 0/1 trees. These
are trees constructed using primitives from a terminal set
ﬂ
￿
￿
￿
4
￿
0
￿
2
￿
0
￿
and from a function set
r
￿
￿
￿
+
￿
￿
￿
r
˝
+ where
r
+
￿
@
￿
￿
￿
+
￿
￿
￿
+
￿
,
￿ is a ﬁnite subset of
￿ , and the subscripts
0 and
) represent the arity of a 0/1 primitive.3 It should
be noted that the semantics of the primitives in 0/1 trees is
unimportant for the theory, and that 0/1 trees are a general-
isation of the notion of binary strings.4
Let
￿
be the set of 0/1 trees of depth at most
˙ (wherea pro-
gram containing only a terminal has depth 1). Let
￿
￿
G
￿
I be
the set of full trees of exactly depth
˙ obtained by using the
primitiveset
ﬂ
￿
›
˝
r
+
￿ where
)
a is the maximum element in
￿ . We term node-wise XOR the operation which, given two
trees
￿ and
Æ in
￿
￿
G
￿
I , returns the 0/1 tree whose nodes are
labelled with the result of the addition (modulo 2) of the
binary labels of the nodes in
￿ and
Æ having corresponding
coordinates; this operator is denoted
￿
N
￿
￿
Æ .
For example, if we represent 0/1 trees in preﬁx
notation, (1 (1 0 1) (0 0 1))
￿ (0 (1 0 0) (0 1 1))
￿
(1 (0 0 1) (0 1 0)).
￿
!
G
￿
I is a group under node-wise XOR.
Notice that the deﬁnition of
￿ extends naturally to pairs of
trees with identical size and shape.
For each tree
q
“
￿
￿
we deﬁne a truncation function
ª
o
ﬁ
￿
￿
￿
￿
G
￿
I
,
 
n
￿
￿
as follows. Given any tree
￿
￿
￿
￿
￿
!
G
￿
I we match up the
nodes in
q with the nodes in
￿ , recursively:
1. The root nodes are matched.
2. The children of a matched node in
q are matched to
children of the corresponding node in
￿ from the left.
Recall that each node in
￿ has the maximum possi-
ble arity, and that
￿ has the maximum possible depth.
Note that the arity of nodes in
￿ will be reduced (if
necessary) to that of the matching nodes in
q .
This procedure corresponds to matching by co-ordinates.
The effect of the operator
ª
o on a tree
￿
￿
￿
@
￿
￿
G
￿
I is to
throw away all nodes that are not matched against nodes in
3Subscripts will be dropped whenever it is possible to infer the
arity of a primitive from the context.
4The space of 0/1 trees obtained when
￿
Ł
￿
Ø
￿
º
Œ is isomorphic
to the space of binary strings of arbitrary length.q . The remaining tree
ª
o
G
/
￿
J
I will then be of the same size
and shape as
q .
For example, suppose the maximum depth is
˙
￿
￿
and the maximum arity is also 3. Let
￿
￿
￿
￿
￿
G
￿
I
be the tree (1 (0 1 1 0) (1 0 1 1) (1 1 1 0)) and let
q
￿
(0 (1 1 0) (0 1)). Then matching nodes and truncating
￿
produces
ª
o
￿
G
/
￿
J
I
￿
(1 (0 1 1) (1 0)).
The group
￿
￿
G
￿
I acts on the elements of
￿
as follows. Let
￿
|
￿
s
￿
￿
G
￿
I and
q
“
￿
￿
. Then deﬁne
￿
n
G
i
q
￿
I
￿
ª
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G
/
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J
I
￿
￿
￿
q
which means we apply addition modulo 2 on each matched
pair of nodes. We have used the extended deﬁnition of
￿
since
ª
o
M
G
/
￿
J
I and
q are guaranteed to have the same size and
shape. In our previous example we would have
￿
F
G
￿
q
M
I
￿
(1 (1 0 1) (1 1)).
We can extend the deﬁnition of
￿ further by setting
￿
N
￿
‡
q
￿
￿
n
G
i
q
M
I
for any
q
%
￿
￿
and
￿
Ø
￿
￿
￿
￿
G
￿
I . The effect of this is essen-
tially a relabelling of the nodes of the tree
q in accordance
with the pattern of ones found in
￿ .
For each
￿
%
￿
￿
￿
!
G
￿
I we deﬁne a corresponding
￿
“
’
(
￿ per-
mutation matrix
￿
Y
￿ with
G
￿
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I
;
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￿
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￿
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Lemma1. Let
e
￿
￿
￿
>
æ
￿
￿
and let
￿
￿
￿
￿
￿
!
G
￿
I . Then for
homologous crossover
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I
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Proof: Interpreting Equation 9 for 0/1 trees
e
￿
￿ and
> , the
following hold:
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and the result follows. The third assertion follows from the
fact that we are relabelling the nodes in tree
e according to
the pattern of ones in
￿ , and we relabel the nodes in the hy-
perschema
¥
¤
G
/
>
￿
￿
i
I according to exactly the same pattern.
￿
Let us consider the GP schema
§ consisting only of “=”
nodes representing the shape of some of the programs in
￿
.
We denote with
￿
£ the element of
￿
obtained by replacing
the = nodes in
§ with
￿
nodes.
Theorem2. On the space of 0/1 trees with depth at most
˙
homologous crossover gives rise to a mixing operator
}
￿
G
/
g
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I
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g
:
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0
g
￿
g
:
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6
g
￿
$
￿
$
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$
9
(where we are indexing vectors by the elements of
￿
). Then
for each ﬁxed shape
§ of depth not bigger than
˙ there
exists a mixing matrix
{
￿
{
0
￿
such that if
>
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￿
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is of shape
§ then
{
=
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￿
Y
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for some
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Proof: Let
>
%
￿
￿
be of shape
§ as required. Construct a
maximal full tree
￿ of depth not bigger than
˙ by appending
a sufﬁcient number of 0 nodes to the tree
> so that each
internal node in
￿ has
)
a children.5
Now suppose
e
￿
￿
ł
￿
￿
are trees which cross together to
form
> with probability
￿
a
1
b
G
/
>
M
I . Because crossover is as-
sumed to be homologous, the set of the coordinates on the
nodesin
e mustbe asupersetofthesetof nodecoordinates
of
§ . Likewise for
￿ .
The
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where we have used the lemma to show
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and
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is the inverse of the group element
￿ . For 0/1 trees
￿
5
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￿ since
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￿
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￿
￿
£
￿
, where
§
a is the schema
representing the shape of the trees in
￿
￿
G
￿
I .
￿
5 A Linear Example
In this section we will demonstrate the application of this
theory to an example. To keep the presentation of the cal-
culations manageable in the space available this example
must perforce be quite simple, but should still be sufﬁcient
to illustrate the key concepts.
For this example we will assume that the function set con-
tains only unary functions, with the possible labels for both
5For example, if
￿
!
￿
Ł
￿ ,
￿
/
￿
Ł
￿
Ł
￿ ,
￿ is (= = (= = =)) and
￿
￿
￿
(1 1 (1 1 1)), then
￿
N
￿ (1 (1 0 0 0) (1 1 1 0) (0 0 0 0)).functions andterminals being0 and1(i.e.,
r
￿
r
6
￿
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￿
￿
￿
￿
￿
p
￿
). As a result we can think of our structures as being
variable length binary strings. We will let
˙
￿
￿
(i.e., we
restrict ourselves to strings of length 1 or 2), which means
that
￿
￿
￿
￿
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￿
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We will also limit ourselves here to the mixing matrices
for GP one-point crossover and GP uniform crossover; we
could howeverreadily extend this to any other homologous
crossover operator.
5.1 GP one-point crossover
The key to applying this theory is to compute
￿
a
1
b
G
P
>
M
I as
described in Equation 9. In other words, for each
>
æ
￿
￿
we need to construct a matrix
{
=
￿
￿
a
1
b
G
P
>
M
I that contains
the probabilities that GP one-point crossover with parents
e and
￿ will yield
> . Since
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
, this will yield
six
￿
’
￿
matrices. In the (ﬁxed-length) GA case it would
only be necessary to specify one mixing matrix, since sym-
metries would allow us to derive the others through per-
mutations of the indices. As indicated in the previous sec-
tion, the symmetries in 0/1 trees case are more complex,
and one can not reduce the situation down to just one case.
In particular we ﬁnd, as mentioned above, that the set of
mixing matrices for our variable-length GA case splits into
two different subsets, one for
> of length 1, and one for
>
of length 2, and the necessary permutations are generated
by the group
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￿
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To make this more concrete, let us consider
{
0
and
{
6
,
each of which has exactly one non-zero column:6
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6Since these matrices are indexed by variable length binary
strings instead of natural numbers, we have indicated the indices
(0, 1, 00, 01, 10 and 11) along the top and left-hand side of each
matrix. In
￿
￿
￿ , for example, the value in position (1, 0) is 1 and
(01, 0) is
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Clearly
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is very similar to
{
0
. Indeed, Theorem 2
shows that
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can be obtained by applying a permutation
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The situation is more interesting for the mixing matrices
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> of length 2:
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Here again we can write these mixing matrices as permuta-
tions of
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, i.e.,
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is as above.5.2 GP uniform crossover
Here will just showthemixing matrices
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as we have seen, the other four matrices can be readily ob-
tained from these using the permutation matrices
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Comparing these matrices to those obtained for one-point
crossoveronecan seethatthesearesymmetric, wherethose
for one-point crossover were not, pointing out that uni-
form crossover is symmetric with respect to the parents,
where one-point crossover is not. The matrices for uni-
form crossover also have considerably more non-zero en-
tries than those for one-point crossover, highlighting the
fact that uniform crossover provides more ways to con-
struct any given string.
6 Conclusions
In this paper we have presented the ﬁrst ever Markov chain
model of GP and variable-length GAs. Obtaining this
model has been possible thanks to very recent develop-
ments in the GP schema theory, which have given us exact
formulas for computing the probability that reproduction
and recombination will create any speciﬁc program in the
search space. Our GP Markov chain model is then easily
obtained by plugging this ingredient into a minor exten-
sion of Vose’s model of GAs. This theoretical approach
providesan excellent frameworkfor studying the dynamics
of evolutionary algorithms (in terms of transient and long-
term behaviour). It also makes explicit the relationship be-
tween the local action of genetic operators on individuals
and the global behaviour of the population.
The theory is applicable to GP and variable-length GAs
with homologous crossover [25]: a set of operators where
the offspring are created preserving the position of the ge-
netic material taken from the parents. If one uses only
unary functions and the population is initialised with pro-
grams having a ﬁxed common length, a GP system using
these operators is entirely equivalent to a GA acting on
ﬁxed-length strings. For this reason, in the absence of mu-
tation, our GP Markov chain model is a proper generalisa-
tion Vose’s model of GAs. This is an indication that per-
haps in the future it will be possible to completely unify the
theoretical models of GAs and GP.
In the paper we analysed in detail the case of 0/1 trees
(which include variable length binary strings), where sym-
metries can be exploited to obtain further simpliﬁcations in
the model. The similarity with Vose’s GA model is very
clear in this case.
This paper is only a ﬁrst step. In future research we in-
tend to analyse in more depth the general case of tree-like
structures to try to identify symmetries in the mixing ma-
trices similar to those found for 0/1 trees. Also, we intend
to study the characteristics of the transition matrices for the
GP model, to gain insights into the dynamics of GP.
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