Abstract. In this paper we study the computational complexity of the Upward Planarity Extension problem, which takes in input an upward planar drawing ΓH of a subgraph H of a directed graph G and asks whether ΓH can be extended to an upward planar drawing of G. Our study fits into the line of research on the extensibility of partial representations, which has recently become a mainstream in Graph Drawing. We show the following results.
Introduction
Testing whether a partial solution to a problem can be extended into a complete one is a classical algorithmic question. For instance, Kratochvíl and Sebo [27] studied the vertex coloring problem when few vertices are already colored, whereas Fiala [18] considered the problem of extending a partial 3-coloring of the edges of a graph.
The study of the extensibility of partial representations of graphs has recently become a mainstream in the graph drawing community; see, e.g., [3, 9, 11, 12, 13, 20, 22, 23, 24, 25, 28] . Major contributions in this scenario are the result of Angelini et al. [3] , which states that the existence of a planar drawing of a graph G extending a given planar drawing of a subgraph of G can be tested in linear time, and the result of Brückner and Rutter [9] , which states that the problem of testing the extensibility of a given partial level planar drawing of a level graph (where each vertex -including the ones whose drawing is not part of the input -has a prescribed y-coordinate, called level ) is NP-complete.
Upward planarity is the natural counterpart of planarity for directed graphs. In an upward planar drawing of a directed graph no two edges cross and an edge directed from a vertex u to a vertex v is represented by a curve monotonically increasing in the y-direction from u to v; the latter property effectively conveys the information about the direction of the edges of the graph. The study of upward planar drawings is a most prolific topic in the theory of graph visualization [2, 4, 5, 6, 7, 8, 10, 14, 15, 17, 19, 29] . Garg and Tamassia showed that deciding the existence of an upward planar drawing is an NP-complete problem [19] . On the other hand, Bertolazzi et al. [5] showed that testing for the existence of an upward planar drawing belonging to a fixed isotopy class of planar embeddings can be done in polynomial time. Further, Di Battista et al. [15] proved that any upward planar graph is a subgraph of a planar st-graph and as such it admits a straight-line upward planar drawing.
In this paper, we consider the extensibility of upward planar drawings of directed graphs. Namely, we introduce and study the complexity of the Upward Planarity Extension (for short, UPE) problem, which is defined as follows. The input is a triple G, H, Γ H , where Γ H is an upward planar drawing of a subgraph H of a directed graph G; we call H and Γ H the partial graph and the partial drawing, respectively. The UPE problem asks whether Γ H can be extended to an upward planar drawing of G; or, equivalently, whether an upward planar drawing of G exists which coincides with Γ H when restricted to the vertices and edges of H. We also study the Upward Planarity Extension with Fixed Upward Embedding (for short, UPE-FUE) problem, which is the UPE problem with the additional requirement A drawing of a graph is planar if no two edges intersect. A graph is planar if it admits a planar drawing. A planar drawing partitions the plane into topologically connected regions, called faces. The unique unbounded face is the outer face, whereas the bounded faces are the internal faces. Two planar drawings of a connected planar graph are equivalent if they have the same clockwise order of the edges around each vertex. A planar embedding is an equivalence class of planar drawings of the same graph.
For a directed graph G we denote by (u, v) an edge that is directed from a vertex u to a vertex v; such an edge is incoming at v or enters v, and is outgoing from u or exits u. A source of G is a vertex v with no incoming edges; a sink of G is a vertex u with no outgoing edges. A path (u 1 , . . . , u n ) in G is monotone if the edge between u i and u i+1 exits u i and enters u i+1 , for every i = 1, . . . , n − 1. A successor (predecessor ) of a vertex v in G is a vertex u such that there is a monotone path from v to u (resp. from u to v). We denote by S G (v) (by P G (v)) the set of successors (resp. predecessors) of v in G. An edge (u, v) of G is transitive if G contains a monotone path from u to v with at least one internal vertex. When the direction of an edge in G is not known or relevant, we denote it by {u, v} instead.
A drawing of a directed graph G is upward if each edge (u, v) is represented by a curve monotonically increasing in the y-direction from u to v. A drawing of G is upward planar if it is both upward and planar. A graph is upward planar if it admits an upward planar drawing.
Consider an upward planar drawing Γ of a directed graph G and consider a vertex v. The list S(v) = [w 1 , . . . , w k ] contains the adjacent successors of v in "left-to-right order". That is, consider a half-line starting at v and directed leftwards; rotate around v in clockwise direction and append a vertex w i to S(v) when overlaps with the tangent to the edge (v, w i ) at v. The list P(v) = [z 1 , . . . , z l ] of the adjacent predecessors of v is defined similarly. Then two upward planar drawings of a connected directed graph are equivalent if they have the same lists S(v) and P(v) for each vertex v. An upward embedding is an equivalence class of upward planar drawings. If a vertex v in an upward planar graph G is not a source or a sink, then a planar embedding of G determines S(v) and P(v). However, if v is a source or a sink, then different upward planar drawings might have different lists S(v) or P(v), respectively. The combinatorial properties of the upward embeddings have been characterized by Bertolazzi et al. [5] .
Given an upward planar graph G with a fixed upward embedding, and given a subgraph G of G, we assume that G is associated with the upward embedding corresponding to the upward planar drawing of G obtained from an upward planar drawing of G with the given upward embedding by removing the vertices and edges not in G .
In order to study the time complexity of the UPE and UPE-FUE problems, we assume that an instance G, H, Γ H of any of such problems is such that Γ H is a polyline drawing, that is, a drawing in which the edges are represented as polygonal lines. Then we define the size of G, H, Γ H as | G, H, Γ H | = |V (G)| + |E(G)| + s, where s is the number of segments that compose the polygonal lines representing the edges in Γ H .
Consider an upward planar st-graph G with a fixed upward embedding. In any upward planar drawing Γ of G every face f is delimited by two monotone paths (u 1 , . . . , u k ) and (v 1 , . . . , v l ) connecting the same two vertices u 1 = v 1 Note that these paths delimit the outer face of G. Consider a monotone path Q from s to t. Let Q * be obtained by extending Q with a y-monotone curve directed upwards from t to infinity and with a y-monotone curve directed downwards from s to infinity. Then a vertex u is to the left (to the right) of Q if it lies in the region to the left (resp. to the right) of Q * . In particular, u is to the left of a vertex v if it lies to the left of the monotone path composed of L . We denote by L G (v) (by R G (v)) the set of vertices that are to the left (resp. to the right) of a vertex v in G. Note that all the definitions introduced in this paragraph do not depend on the actual drawing of G, but only on its upward embedding. A biconnected upward planar st-graph G and (right) the SPQR-tree T of G rooted at the R-node µ adjacent to the edge (s, t). The skeletons of all the non-leaf nodes of T are depicted; virtual edges corresponding to edges of G are thin, whereas virtual edges corresponding to S-, P-, and R-nodes are thick. The allocation nodes of the vertex v are in the yellow-shaded region; the node µ is the proper allocation node of v.
SPQR-Trees
A cut-vertex in a graph G is a vertex whose removal disconnects G. A separation pair in G is a pair of vertices whose removal disconnects G. A graph is biconnected (triconnected ) if it has no cut-vertex (resp. no separation pair). A biconnected component of G is a maximal biconnected subgraph of G.
Let G be an n-vertex biconnected upward planar st-graph containing the edge (s, t). A split pair of G is either a separation pair or a pair of adjacent vertices. A split component for a split pair {u, v} is either the edge (u, v) or a maximal subgraph G of G which is an upward planar uv-graph and such that {u, v} is not a split pair of G . A split pair {u, v} is maximal if there is no distinct split pair {w, z} in G such that {u, v} is contained in a split component of {w, z}.
The SPQR-tree T of G, defined as in [16] , describes a recursive decomposition of G with respect to its split pairs and represents succinctly all the upward planar embeddings of G. The tree T is a rooted tree with four types of nodes: S, P, Q, and R (refer to Fig. 1 ). Any node µ of T is associated with an upward planar uv-graph, called skeleton of µ, which might contain multiple edges and which we denote by sk(µ). The edges of sk(µ) are called virtual edges. The tree T is recursively defined as follows.
-Trivial case. If G consists of a single edge (s, t), then T is a Q-node µ and sk(µ) also coincides with the edge (s, t). -Series case. If G is not a single edge and is not biconnected, then let c 1 , . . . , c k−1 (for some k ≥ 2) be the cut-vertices of G, where c i belongs to two biconnected components G i and G i+1 , for i = 1, . . . , k−1, with s ∈ V (G 1 ) and t ∈ V (G k ). Further, set c 0 = s and c k = t; then G i is an upward planar c i−1 c igraph, for i = 1, . . . , k. The root of T is an S-node µ. Finally, sk(µ) is a monotone path (c 0 , c 1 , . . . , c k ) plus the edge (s, t). -Parallel case. If G is not a single edge, if it is biconnected, and if {s, t} is a split pair of G defining split components G 1 , . . . , G k (for some k ≥ 2), then G i is an upward planar st-graph, for i = 1, . . . , k.
The root of T is a P-node µ. Finally, sk(µ) consists of k + 1 parallel edges (s, t). -Rigid case. If G is not a single edge, if G is biconnected, and if {s, t} is not a split pair of G, then let {s 1 , t 1 }, . . . , {s k , t k } be the maximal split pairs of G (for some k ≥ 1). Further, let G i be the union of all the split components of {s i , t i }, for i = 1, . . . , k. Then G i is an upward planar s i t i -graph, for i = 1, . . . , k. The root of T is an R-node µ. Finally, the graph sk(µ) is obtained from G by replacing each subgraph G i with an edge (s i , t i ) and by adding the edge (s, t). We have that sk(µ) is a triconnected upward planar st-graph.
In each of the last three cases, the subtrees of µ are the SPQR-trees of G 1 , . . . , G k , rooted at the children µ 1 , . . . , µ k of µ, respectively. Further, the virtual edge (s, t) in sk(µ) (just one of the edges (s, t) in the case of a P-node) is associated with the parent of µ in T , while every other virtual edge e i is associated with a child µ i of µ and with the graph G i . The graph G i corresponds to a virtual edge e i of sk(µ) and it is called the pertinent graph of e i and of µ i .
The overall tree T of G is rooted at the only neighbor of the Q-node (s, t); the skeleton for the root of T is defined slightly differently from the other nodes, as it does not contain the virtual edge representing its parent. It is known that T has O(n) nodes and that the total number of virtual edges in the skeletons of the nodes of T is in O(n). All the upward embeddings of G can be obtained by suitably permuting the virtual edges of the skeletons of the P-nodes and by flipping the skeletons of the R-nodes. For a specific choice of such permutations and flips, an upward embedding is recursively obtained by substituting the virtual edges in the skeleton of a node µ with the upward embeddings associated to the children of µ.
Let v be a vertex of G. The allocation nodes of v are the nodes of T whose skeletons contain v. Note that v has at least one allocation node. The lowest common ancestor of the allocation nodes of vertex v is itself an allocation node of v and it is called the proper allocation node of v. Let µ be a node of T . The representative of v in sk(µ) is the vertex or edge x of sk(µ) defined as follows: If µ is an allocation node of v, then x = v; otherwise, x is the edge of sk(µ) whose pertinent graph contains v.
From a computational complexity perspective, the SPQR-tree T of an n-vertex upward planar st-graph G can be constructed in O(n) time. Further, within the same time bound, it is possible to set up a data structure that allows us to query for the proper allocation node of a vertex of G in O(1) time and to query for the lowest common ancestor of two nodes of T in O(1) time [16] .
Simplifications
In this section we prove that it is not a loss of generality to restrict our attention to instances of the UPE and UPE-FUE problems in which the partial graph contains no edges or no two vertices share the same y-coordinate in the partial drawing. We first deal with instances in which the partial graph contains no edges. Lemma 1. Let G, H, Γ H be an instance of the UPE or UPE-FUE problem and let n = | G, H, Γ H |. There exists an equivalent instance G , H , Γ H of the UPE or UPE-FUE problem, respectively, such that:
Further, the instance G , H , Γ H has O(n) size and can be constructed in O(n log n) time. The drawing Γ H may contain vertices with the same y-coordinate even if Γ H does not.
Proof. Throughout this proof we will assume that Γ H is a straight-line drawing of H. This is not a loss of generality, as if an edge (u, v) of H is represented in Γ H by a polygonal line (u, b 1 , . . . , b h , v), where b 1 , . . . , b h are the bends of the polygonal line, then dummy vertices can inserted on b 1 , . . . , b h in Γ H ; further, the edge (u, v) becomes a monotone path (u, b 1 , . . . , b h , v) both in H and in G. Note that the size of the instance remains asymptotically the same.
We now define the instance G , H , Γ H and argue about its size. We will later describe how to compute it efficiently.
The graph G is obtained from G by replacing certain edges of G that are also in H by monotone paths; how to precisely perform such a replacement will be described later. If G has a prescribed upward embedding, then G derives its upward embedding from the one of G. That is, if an edge (u, v) is replaced by a monotone path (u = u 1 , u 2 , . . . ,
. Property (iii) of the lemma's statement is trivially satisfied.
The graph H is composed of all the vertices of H plus all the vertices internal to the monotone paths that are inserted in G to replace edges of G that are also in H. Property (ii) of the lemma's statement is then satisfied. Further, H contains no edge, hence Property (i) of the lemma's statement is satisfied.
The drawing Γ H coincides with Γ H when restricted to the vertices also belonging to H. It remains to specify the lengths of the monotone paths that are inserted in G to replace edges of G that are also in H and to describe how to place their internal vertices in Γ H . This is done in the following.
Refer to Fig. 2 . Among all the possible y-coordinates, we call interesting the ones of the vertices of H in Γ H . We examine the interesting y-coordinates in increasing order y * i * i+1 If we place a vertex v at the crossing point p v of e with * i , then v is also a vertex that is internal to the monotone path that is inserted in G to replace e. Clearly, the edges of the monotone paths are directed so to connect vertices in increasing order of their y-coordinates. This concludes the construction of G , H , Γ H .
We prove that the size of G , H , Γ H is linear in the size of G, H, Γ H . The only vertices which belong to G and not to G are those internal to the monotone paths that are inserted in G to replace edges of G that are also in H. The number of vertices that are inserted in G because of case (i) is at most 2|V (H)|; further, the number of vertices that are inserted in G because of case (ii) is at most 2|E(H)|. Since the only edges that belong to G and not to G are those of the monotone paths above, it follows that the number of such edges is also in O(|V (H)| + |E(H)|). The claim about the size of G , H , Γ H follows.
We next show how to construct the instance G , H , Γ H efficiently. First, we construct a list V in which the vertices of H are ordered by increasing y-coordinate and, secondarily, by increasing x-coordinate in Γ H . This is done in O(n log n) time.
Handling the vertices that need to be inserted in G because of case (ii) is easy. Indeed, it suffices to look at every edge e of H. Let y * i and y * j be the y-coordinates of its end-vertices, for some i < j; then insert vertices at the crossing points of e with the lines y = y * i+1 and y = y * j−1 . This can be done in O(n) overall time.
Handling the vertices that need to be inserted in G because of case (i) is more difficult. The rest of the analysis of the running time deals with this.
For each interesting y-coordinate y * i , a trivial algorithm would: (1) compute the crossing points between * i and the edges of H crossing it; (2) order such crossing points together with the vertices of H lying on * i by increasing x-coordinate; and (3) insert the new vertices at the crossing points which are preceded or followed by vertices of H. However, this might require Ω(n 2 log n) time in total, as Ω(n) edges might span the y-coordinates of Ω(n) vertices of H in Γ H . We now describe how to bring the time complexity down to O(n log n).
We examine the interesting y-coordinates in increasing order y * 1 , . . . , y * m ; denote by V * i the restriction of V to the vertices on * i . For i = 1, . . . , m, our algorithm computes the list X * i defined above; note that X * 1 coincides with V *
.
Further, for i = 1, . . . , m − 1, our algorithm also computes a list E i,i+1 which contains the edges of H crossing the line y = (y compared with x(v) in the binary search. The binary search stops in two possible situations. The first is the one in which an edge e is found that enters v; that is, e is such that x i (e) = x(v). That edge and all the other edges entering v are then removed from X * i+1 and v is inserted in place of such edges (and a pointer to it is set in V * i+1 ). The second situation in which the binary search stops is the one in which the x-coordinates of two consecutive elements of X * i+1 have been compared to x(v), and x(v) has been found to be in between such coordinates. Then v is inserted between such elements (and a pointer to it is set in V * i+1 ). Finding the proper place where to insert v in X * i+1 takes O(log n) time, and hence O(n log n) time over all the vertices of H. Further, removing the edges entering v can be done in O(|P H (v)|) time because all such edges appear consecutively in E i,i+1 , and hence in
Proof. We prove the claim by induction on i. The base case, in which i = 1, is trivial, since all the elements of Z * 1 are vertices of H , whose left-to-right order along * 1 is determined by Γ H . Now suppose that the claim holds for Z * i , for some 1 ≤ i ≤ m − 1; we prove the claim for Z * i+1 . We first argue about the elements γ(x j i+1 ) ∈ Z * i+1 that are associated with a y-monotone curve λ j i+1 that extends between * i and * i+1 in Γ G . More precisely, an element γ(x j i+1 ) of Z * i+1 is of interest here in one of the following two cases: ) in left-to-right order along * i+1 in Γ H and hence in Γ G . The claim follows. Claim 1 implies that the desired modification of Γ G , which ensures that the edges of H are drawn as in Γ H , can be performed "locally" to each strip S Lemma 2. Let G, H, Γ H be an instance of the UPE or UPE-FUE problem and let n = | G, H, Γ H |. There exists an equivalent instance G , H , Γ H of the UPE or UPE-FUE problem, respectively, such that:
Further, the instance G , H , Γ H has O(n) size and can be constructed in O(n log n) time. 
Complexity of the UPE and UPE-FUE Problems
In this section we study the complexity of the UPE and UPE-FUE problems. We show the NP-hardness of such problems even for instances G, H, Γ H in which H contains no edges and V (H) = V (G), and for instances G, H, Γ H in which no two vertices share the same y-coordinate in Γ H and V (H) = V (G). We will then show that the instances G, H, Γ H in which H contains no edges, no two vertices share the same y-coordinate in Γ H , and V (H) = V (G) can be solved in polynomial time.
We start with the following.
Lemma 3. The UPE and UPE-FUE problems are in NP.
Proof. Let G, H, Γ H be an instance of the UPE problem. Ideally, we would like to guess a solution for G, H, Γ H , that is, a drawing Γ G of G, and then to verify in polynomial time whether the guess actually is a solution, that is, whether Γ G is an upward planar drawing of G extending Γ H . However, since there is an infinite number of drawings of G, we cannot explicitly guess one of them. Hence, we proceed by associating to each drawing a combinatorial structure, in such a way that: (1) the set of distinct combinatorial structures the drawings of G are associated to is finite; and (2) it is possible to test in polynomial time whether an upward planar drawing of G extending Γ H exists by assuming that such a drawing is associated with a fixed combinatorial structure. This is done in the following. First, we guess the order by increasing y-coordinates of the vertices of G in an upward planar drawing Γ G of G extending Γ H . This can be done by assigning a number in {1, 2, . . . , n} to each vertex of G. The assignment is, in general, not injective, i.e., the guess might result in several vertices having the same y-coordinate. Let Y be the guessed order of the vertices of G. Denote by V 1 , . . . , V k the subsets of V (G) such that: (i) for any u, v ∈ V i , the y-coordinates of u and v are the same in Y ; and (ii) for any u ∈ V i and v ∈ V i+1 , the y-coordinate of u precedes the one of v in Y . Note that there are only finitely many such orders Y .
Having guessed Y , we now know whether the horizontal line h i through the vertices in V i crosses an edge (u, v) in Γ G . Indeed, this happens if and only if u ∈ V j and v ∈ V l , with j < i and l > i, or with j > i and l < i. For each i = 1, . . . , k, we independently guess a left-to order σ i of the vertices in V i together with the edges crossing h i in Γ G . Again, there are only finitely many such orders.
We now show how to verify in polynomial time whether an upward planar drawing Γ G of G exists that extends Γ H and that respects Y and σ 1 , . . . , σ k . We perform the checks described below. If any check fails, then we conclude that there is no upward planar drawing of G that extends Γ H and that respects Y and σ 1 , . . . , σ k , otherwise we proceed to the next check. If all the checks succeed, then an upward planar drawing Γ G of G exists that extends Γ H and that respects Y and σ 1 , . . . , σ k .
1. For any edge (u, v) of G such that u ∈ V i and v ∈ V j , we check whether i < j. 2. We say that an edge (u, v) of G, with u ∈ V j and v ∈ V l , spans V i and V i+1 if j ≤ i and l ≥ i + 1. For any two edges e and e that span V i and V i+1 , we check whether the order of e and e (or of their end-vertices) in σ i and σ i+1 is the same. 3. For any two vertices u, v ∈ V (H) such that u ∈ V i and v ∈ V j with i < j, we check whether
we check whether x(u) < x(v) in Γ H . 6. For any vertex u ∈ V (H) ∩ V i and for any edge e ∈ E(H) in σ i , we check whether e precedes u in σ i if and and only if the crossing point between e and the horizontal line through u is to the left of u in Γ H . 7. For any vertex u in V (H) ∩ V i and any two edges e, e ∈ E(H) in σ i , we check whether e precedes e in σ i if and only if the crossing point of e with the horizontal line through u is to the left of the crossing point of e with the horizontal line through u in Γ H .
If check 1. fails that any drawing of G that respects Y is not upward. If check 2. fails that any upward drawing of G that respects Y , σ i , and σ i+1 is not planar. If checks 3. or 4. fail, then any upward drawing of G that respects Y does not extend Γ H . If checks 5., 6., or 7. fail, then any drawing of G that respects Y and σ i does not extend Γ H .
On the other hand, if all the checks succeed, then we can construct an upward planar drawing Γ G of G that extends Γ H and that respects Y and σ 1 , . . . , σ k as follows. First, for i = 1, . . . , k, we draw a horizontal line h i with equation y = y i on which the vertices in V i are going to be placed, where y 1 < y 2 < · · · < y k . This is done so that h i passes through a vertex u if u ∈ V (H) ∩ V i , which is possible since checks 3. and 4. succeed. For i = 1, . . . , k, we place the vertices in V i that are not in V (H) along h i and we fix the crossing points between h i and the edges of G that are in σ i but not in H, so that the left-to-right order of the vertices of V i (including those in V (H)) and of the edges of G (including those in E(H)) along h i is σ i . This is possible because checks 5., 6., and 7. succeed. Each edge (u, v) in E(G) \ E(H) is now drawn as a sequence of line segments, each connecting points on two consecutive lines h i and h i+1 . Since check 2. succeeds, every such a line segment can be drawn in the horizontal strip delimited by h i and h i+1 without introducing any crossings, thus the resulting drawing Γ G of G is planar. Since check 1. succeeds, it follows that Γ G is also upward. The drawing Γ H has not been modified during the construction of Γ G , hence Γ G extends Γ H . By construction, for each i = 1, . . . , k − 1, the vertices in V i have a smaller y-coordinate than the vertices in V i+1 , hence Γ G respects Y . Finally, by construction, for each i = 1, . . . , k, the left-to-right order of the vertices in V i and of the edges of G crossing h i is σ i , hence Γ G respects σ 1 , . . . , σ k .
Since all the above checks can be easily performed in polynomial time, we have that UPE is in NP. The membership in NP of the UPE-FUE problem can be proved analogously. In particular, a check has to be introduced in the above algorithm in order to verify whether the orders Y and σ 1 , . . . , σ k define an upward embedding which is the one prescribed in the instance.
We now prove the NP-hardness results. The NP-hardness of the UPE problem directly follows from the one of the Upward Planarity Testing problem [19] , which coincides with the special case of the UPE problem in which the partial graph is the empty graph. However, we can establish the NP-hardness of the UPE problem even in a much more constrained scenario. In order to do that, we relate the complexity of the UPE problem to the one of a problem called Ordered Level Planarity [26] (OLP, for short), which is defined as follows.
A level graph is a pair (G, ), where G is a directed graph and : V (G) → {1, . . . , k} is a function that assigns each vertex to one of k levels in such a way that (u)
A level drawing of (G, ) is a drawing of G that maps each vertex to a point on the horizontal line with equation y = (v) and each edge (u, v) to a y-monotone curve connecting the points corresponding to u and v. A level drawing is level planar if it is crossing-free and a level graph is level planar if it admits a level planar drawing.
An ordered level graph is a triple (G, , ξ) where (G, ) is a level graph and ξ is a set of total orders ξ i : V i → {1, . . . , |V i |} of the vertices in V i . Given an ordered level graph (G, , ξ), the OLP problem asks whether there exists an ordered level planar drawing of (G, , ξ), that is, a level planar drawing of (G, ) in which, for every v ∈ V i , the x-coordinate of v is ξ i (v). As observed by Klemz and Rote [26] , for an ordered level graph (G, , ξ), the y-and x-coordinates assigned via and ξ, respectively, only serve the purpose of encoding a partial order among vertices of different levels and a total order among vertices of the same level, respectively. In particular, the OLP problem does not change its complexity if ξ and map to the reals. We exploit this fact in the proof of the following lemma.
Lemma 4. The following statements hold true: , ξ) be an instance of the OLP problem, where G is an n-vertex graph. It is possible to construct in O(n) time an equivalent instance G, H, Γ H of the UPE problem with H = (V (G), ∅) such that if (G, , ξ) contains at most λ vertices belonging to the same level, then Γ H contains at most λ vertices sharing the same y-coordinate. (ii) Let G, H, Γ H be an instance of the UPE problem, where G is an n-vertex graph and H = (V (G), ∅).
It is possible to construct in O(n log n) time an equivalent instance (G, , ξ) of the OLP problem such that if Γ H contains at most λ vertices sharing the same y-coordinate, then (G, , ξ) contains at most λ vertices belonging to the same level.
Proof. (i) Given an ordered level graph (G, , ξ) with k levels, where G is an n-vertex graph, we construct an instance G, H, Γ H of the UPE problem as follows. First, G coincides in the two instances. Second, we define H = (V (G), ∅), as required. Third, for every i ∈ {1, . . . , k} and for every v ∈ V i , we define the position of
. This completes the construction of G, H, Γ H ; this construction can be clearly performed in O(n) time. By construction, if (G, , ξ) contains at most λ vertices belonging to the same level, then Γ H contains at most λ vertices sharing the same y-coordinate. We claim that the instance (G, , ξ) of the OLP problem and the instance G, H, Γ H of the UPE problem are equivalent. Specifically, we have that any ordered level planar drawing Γ o of (G, , ξ) is also an upward planar drawing of G that extends Γ H and that any upward planar drawing Γ G of G that extends Γ H is also an ordered level planar drawing of (G, , ξ). In fact, it holds that (i) each vertex of G has the same coordinates both in Γ o and in Γ G , and that (ii) the edges of G are drawn as y-monotone curves both in Γ o and in Γ G .
(ii) Given an instance G, H, Γ H of the UPE problem, where G is an n-vertex graph and H = (V (G), ∅), we construct an ordered level graph (G, , ξ) as follows. First, the graph G coincides in the two instances. Second, we define a partition V 1 , V 2 , . . . , V k of V (G) such that, for each i = 1, . . . , k, all the vertices in V i have the same y-coordinate in Γ H , and such that, for each i = 1, . . . , k − 1, the vertices in V i have a y-coordinate smaller than the one of the vertices in V i+1 in Γ H . This partition can be constructed in O(n) time after the vertices of G have been ordered by their y-coordinates in Γ H , which takes O(n log n) time. For each vertex v of G, we now assign (v) = i if and only v ∈ V i . Finally, for each i = 1, . . . , k, we compute the order ξ i of the vertices in V i by increasing x-coordinates. Such an order can be constructed in O(|V i | log |V i |) time, hence in O(n log n) time over all sets V 1 , V 2 , . . . , V k . We claim that the instance G, H, Γ H of the UPE problem and the instance (G, , ξ) of the OLP problem are equivalent.
Suppose that an upward planar drawing Γ G of G exists that extends Γ H . For each i = 1, . . . , k, we draw a horizontal line h i through the vertices in
ri ) be the left-to-right order in which the vertices in V i and the edges of G crossing h i appear along h i in Γ G . We construct a level planar drawing Γ L of (G, , ξ) by placing, for each i = 1, . . . , k, a sequence P i = (p The level planar drawing Γ L of (G, , ξ) is completed by representing each edge e = (u, v) of G as a sequence of straight-line segments. Specifically, if u ∈ V i and v ∈ V l , then e starts at the point p i f (i,u) of P i such that x i f (i,u) corresponds to u, then proceeds with a straight-line segment to the point p i+1 f (i+1,e) of P i+1 such that x i+1 f (i+1,e) corresponds to e, then proceeds with a straight-line segment to the point p i+2 f (i+2,e)
of P i+2 such that x i+2 f (i+2,e) corresponds to e, and so on until reaching the point p
The proof that an upward planar drawing Γ G of G can be constructed from a level planar drawing Γ L of (G, , ξ) is analogous. In particular, X * i now represents the left-to-right order in which the vertices of V i and the edges of G crossing the line y = i appear along such a line. This order is used so to define a sequence of points along the horizontal line through the vertices of V i in Γ H . Such points are used to represent each edge as a sequence of straight-line segments.
The first NP-hardness result is a direct consequence of reduction (i) from Lemma 4 and of the NP-completeness of Ordered Level Planarity [26] . Theorem 1. The UPE problem is NP-complete even if (i) the partial graph contains all the vertices and no edges and (ii) no three vertices share the same y-coordinate in the partial drawing.
Proof. The membership of UPE in NP follows from Lemma 3. Klemz and Rote proved the NP-hardness of the OLP problem even for ordered level graphs (G, , ξ) such that G consists of a set of disjoint paths and assigns at most 2 vertices to any level [26] . Thus, by applying reduction (i) of Lemma 4 to an instance (G, , ξ) of the OLP problem with the above properties, we obtain in linear time an equivalent instance G, H, Γ H of the UPE problem such that H = (V (G), ∅) and such that no three vertices share the same y-coordinate in Γ H . This completes the proof.
Lemma 2, together with Theorem 1, implies the following. Corollary 1. The UPE problem is NP-complete even if (i) the partial graph contains all the vertices and (ii) no two vertices share the same y-coordinate in the partial drawing.
We now discuss the complexity of the UPE-FUE problem, in which the input graph comes with a prescribed upward embedding which the required drawing has to respect. We establish the NP-hardness of the UPE-FUE problem via a reduction from the Partial Level Planarity (for short, PLP) problem, recently introduced by Brückner and Rutter [9] . This reduction is quite involved and requires a new analysis of some results in [9] .
Given a 4-tuple (G, , H, Γ H ) where (G, ) is a level planar graph, H is a subgraph of G, and Γ H is a level planar drawing of (H, ) , the PLP problem asks whether a level planar drawing Γ G of (G, ) exists that coincides with Γ H when restricted to the vertices and edges of H.
A proper instance (G = (V, E), , H, Γ H ) of the PLP problem can also be represented as a triple (G, , ≺), where ≺= {≺ 1 , . . . , ≺ k } is a set of total orders Brückner and Rutter [9] proved that the PLP problem is NP-complete even for instances that are proper and connected. Since the reduction they present does not exploit changes of the planar embedding in the produced instances, this allows them to further augment such instances to subdivisions of triconnected graphs, which have a unique planar embedding (up to a flip). Therefore, the PLP problem is NP-complete even for proper instances in which the planar embedding of the level graph is prescribed. We claim that the hardness result of Brückner and Rutter holds even when the upward embedding of the level graph is prescribed. The basic building blocks of their reduction are two gadgets: The plug and the socket gadgets, which are illustrated in Fig. 6 . The plug gadget is simply a directed path P = (u, . . . , z 1 , t p , z 2 , s p , z 3 . . . , v) consisting of three monotone paths (u, . . . , z 1 , t p ), (t p , z 2 , s p ), and (s p , z 3 , . . . , v) that traverse several levels of the level graph. The vertices of the plugs are not subject to any ordering constraints, that is, there exists no ordering ≺ i in ≺ such that a ≺ i b or b ≺ i a and a, b ∈ V (P ). The socket gadget consists of a left-boundary path P = (l , . . . , t , . . . , l ) consisting of two monotone paths (l , . . . , t ) and (l , . . . , t ), and of a right-boundary path P r = (r , . . . , s r , . . . , r ), consisting of two monotone paths (s r , . . . , r ) and (s r , . . . , r ), all traversing several levels of the level graph. The vertices in V (P ) ∪ V (P r ) are totally ordered by the functions ≺ i , for each level i traversed by such paths; in particular, the left-to-right order of the predecessors of t and the left-to-right order of the successors of s r is prescribed. The crucial property exploited throughout the constructions presented in [9] is that at most one plug can be placed between the left-and the right-boundary paths of a socket, in every level-planar drawing Γ of the input level graph that realizes the prescribed orders of the vertices on each level. Our Claim 2 below then follows by observing that in Γ the edges (z 1 , t p ) and (z 2 , t p ) appear in this left-to-right order and similarly for the edges (s p , z 2 ) and (s p , z 3 ). We thus have the following.
Claim 2
The PLP problem is NP-complete even for proper instances (G, , ≺) such that G is connected and has a prescribed upward embedding.
We exploit Claim 2 in order to prove the following.
Theorem 2. The UPE-FUE problem is NP-complete. This result holds even if (i) the instance is connected and (ii) the partial graph contains all the vertices and no edges.
Proof. The membership of the UPE-FUE problem in NP follows from Lemma 3.
Let (G, , ≺) be a proper instance of the PLP problem such that (G, ) is a connected level graph with a prescribed upward embedding. We show how to construct in polynomial time an equivalent instance U, H, Γ H of the UPE-FUE problem satisfying properties (i) and (ii) of the statement. Refer to Fig. 7 . . The graph U is connected, since G is connected, which implies property (i). We set the upward embedding of U as follows. For each vertex v of G such that P(v) = (u 1 , u 2 , . . . , u k ) and S(v) = (w 1 , w 2 , . . . , w l ), we set
The graph H is defined as H = (V (U ), ∅), which implies property (ii). Finally, the drawing Γ H of H is defined as follows. Since H contains no edges, in order to construct Γ H we only need to assign a position to each vertex of H.
For i = 1, . . . , k, let F i ⊆ V i be the subset of vertices of level i of (G, ) whose left-to-right order is fixed by ≺ i , and let We now prove that (G, , ≺) and (U, H, Γ H ) are equivalent. For the first direction, suppose that the instance (U, H, Γ H ) of the UPE-FUE problem is positive, that is, there exists a drawing Γ U of U that extends Γ H and respects its prescribed upward embedding. We show how to construct a level planar drawing Γ G of (G, ) that respects its prescribed upward embedding and such that the order of the vertices in V i along the horizontal line L i := y = 2i − 1 is a linear extension of ≺ i , for i = 1, . . . , k.
We construct Γ G as follows; refer to We have that Γ G is a level drawing. Namely, each edge (u, v) of G is represented in Γ G by a y-monotone curve, given that the edge (u a , v b ) of U is represented in Γ U by a y-monotone curve and given that the parts of the representation of (u, v) in Γ G that do not coincide with the representation of (u a , v b ) follow the y-monotone curves representing the edges (u b , u a ) and (v b , v a ). Further, by construction, for i = 1, . . . , k, the vertices of the level V i lie on the horizontal line L i with equation y = 2i − 1. Hence, after a change of the coordinate system which maps any point (x, y) ∈ R 2 to the point (x, 2 ), we have that Γ G is a level drawing. The drawing Γ G is also planar, given that Γ U is planar and given that, for each edge (u, v) of G, the parts of the representation of (u, v) in Γ G that do not coincide with the representation of (u a , v b ) in Γ U follow the crossing-free curves representing the edges (u b , u a ) and (v b , v a ).
We now show that Γ G respects the prescribed upward embedding of G. Consider any vertex v of For the second direction, suppose now that (G, , ≺) is a positive instance of the PLP problem, that is, there exists a level planar drawing Γ G of (G, ) that respects its prescribed upward embedding and such that the left-to-right order of the vertices in V i along the horizontal line y = i is a linear extension of ≺ i , for i = 1, . . . , k. We show how to construct an upward planar drawing Γ U of U that extends Γ H and that respects its prescribed upward embedding.
First, we change the coordinate system in Γ G so to map any point (x, y) ∈ R 2 to the point (x, 
To this aim, we process the vertices in V i \ F i in the order they appear in T i . When we process a vertex v, we draw the edge (v b , v a ) as a y-monotone curve passing trough q(v), without introducing any crossings in Γ ; this is done so to maintain the invariant that in Γ there exists a region R that satisfies the following properties (refer to Fig. 9 ):
(i) R is delimited from below and from above by Q i−1 and Q i , respectively, and from the left and from the right by y-monotone curves λ R and ρ R that extend from Q i−1 to Q i , respectively;
(ii) for every unprocessed vertex u, the region R contains in its interior u b , u a , and q(u); and (iii) the region R does not contain in its interior any part of an edge (u b , u a ), for any processed vertex u ∈ V i \ F i .
Let v be the currently processed vertex. The edge (v b , v a ) is drawn as a y-monotone curve (v) lying inside R and composed of eight parts. The first part 1 (v) of (v) starts from v b and approaches λ R by moving left while slightly and monotonically increasing in the y-coordinate. The second part 2 (v) of (v) follows λ R , slightly to the right of it, until reaching a point slightly lower than the line y = 2i − 1 − α. The third part 3 (v) of (v) approaches a point from which q(v) is visible while slightly and monotonically increasing in the y-coordinate. The fourth part 4 (v) of (v) is a straight-line segment reaching q(v). The fifth part 5 (v), the sixth part 6 (v), the seventh part 7 (v), and the eighth part 8 (v) are symmetric to 4 (v), 3 (v), 2 (v), and 1 (v), respectively. Property (i) of R ensures that (v) can be drawn as a y-monotone curve. Properties (ii) and (iii) ensure that this can be done without introducing crossings in Γ .
The new region R is delimited from the right by the same y-monotone curve ρ R as the old region R; the new y-monotone curve λ R delimiting R from the left is composed of (v) and of the straight-line vertical segments connecting v b and v a with Q i−1 and Q i , respectively. The new region R satisfies Properties (i)-(iii); in particular, for every unprocessed vertex u, the new region R contains in its interior u b and u a , provided that 2 (v) and 7 (v) are sufficiently close to the y-monotone curve λ R delimiting the old region R, and contains in its interior q(u), given that q(v) is to the left of q(u), by the definition of T i . This concludes the proof of the claim.
For i = 1, . . . , k − 1, denote by t i (e) the intersection point of an edge e of G directed from a vertex of the level V i to a vertex of the level V i+1 with the line Q i := y = 2i in Γ G . For each i = 1, . . . , k − 1, consider the left-to-right order W i = t i (e 1 ), t i (e 2 ), . . . of the intersection points of the edges directed from the vertices of the level V i to the vertices of the level V i+1 with the line Q i in Γ G . The The sequence W i has the following properties:
(1) For any vertex v ∈ V i , the intersection points of the edges exiting v with the line Q i are consecutive in W i . This follows from the fact that Γ G is a level planar drawing. (2) Let e v,1 , e v,2 , . . . , e v,h be the left-to-right order of the edges exiting v as they appear in the upward embedding of G; then t i (e v,1 ), t i (e v,2 ), . . . , t i (e v,h ) appear in this left-to-right order in W i . This is due to the fact that Γ G respects the upward embedding of G. (3) For any two vertices u, v ∈ V i such that u ≺ i v, the intersection points of the edges exiting u precede the intersection points of the edges exiting v in W i . This is due to the fact that Γ G is a level planar drawing and that the left-to-right order of the vertices in
We obtain a drawing Γ U of U from Γ by drawing, for each edge e = (u, v) of G where u ∈ V i and v ∈ V i+1 , the edge (u a , v b ) of U as a y-monotone curve between u a and v b passing trough t i (e). As in the previous direction, such curves can be drawn so that no two of them intersect, except possibly at common endpoints, by processing the edges directed from the vertices in V i to the vertices in V i+1 in the left-to-right order in which they cross Q i (that is, according to the sequence W i of their crossing points with such a line). We have that Γ U is a drawing of U that extends Γ H . Further, Claim 3 and Properties (1) and (3) guarantee that Γ U is upward planar. Finally, Property (2) guarantees that Γ U respects the upward embedding of U . This concludes the proof of the theorem.
Lemma 2, together with Theorem 2, implies the following.
Corollary 2. The UPE-FUE problem is NP-complete even if (i) the partial graph contains all the vertices and (ii) no two vertices share the same y-coordinate in the partial drawing.
We conclude this section by proving that the UPE problem is solvable in almost-linear time for instances in which the partial graph contains all the vertices and no edges, and no two vertices share the same y-coordinate in the partial drawing.
Theorem 3. The UPE problem can be decided in O(n log n) time for instances G, H, Γ H such that G has n vertices, H = (V (G), ∅), and no two vertices share the same y-coordinate in Γ H .
Proof. By applying reduction (ii) of Lemma 4 to the instance G, H, Γ H of the UPE problem, we obtain in O(n log n) time an equivalent instance (G, , ξ) of Ordered Level Planarity in which each level contains exactly one vertex. As observed by Klemz and Rote [26] such instances of Ordered Level Planarity are solvable in O(n) time, as a consequence of the fact that the Level Planarity problem can be solved in O(n) time [21] . 
Upward Planar st-Graphs
In this section we study the UPE and UPE-FUE problems for upward planar st-graphs. The following lemma will be useful for our algorithms.
Lemma 5. Let G be an n-vertex upward planar st-graph with a given upward embedding. There exists a data structure to test in O(1) time, for any two vertices u and v of G,
. Further, such a data structure can be constructed in O(n) time.
Proof. First, we construct the transitive reduction G * of G, that is, the upward planar st-graph obtained from G by removing all its transitive edges. This can be done in O(n) time by examining each face of G; indeed, an edge (u, v) of an upward planar st-graph is transitive if and only if at least one of the two paths that connect u and v, that delimit the faces the edge (u, v) is incident to, and that are different from the edge (u, v) is monotone.
Next, we show that G * can be used in place of G in order to answer the desired queries.
Claim 4 For each vertex v of G (and of G
, then consider the longest monotone path from v to u in G; such a path also belongs to G * , hence u ∈ S G * (v). This proves that S G * (v) = S G (v); the proof that P G * (v) = P G (v) is analogous.
Assume that u ∈ L G (v); hence, u lies to the left of the monotone path composed of 
We now compute a dominance drawing Γ * of G * . A dominance drawing of a directed graph is a straight-line drawing such that there is a monotone path from a vertex u to a vertex v if and only if x(u) ≤ x(v) and y(u) ≤ y(v). Di Battista et al. [17] presented an O(n)-time algorithm to construct a planar dominance drawing of an n-vertex upward planar st-graph without transitive edges. The dominance drawings constructed by the cited algorithm satisfy the following properties: (i) x(v) < x(u) if and only if
and (ii) y(v) < y(u) if and only if
We use the algorithm by Di Battista et al. [17] in order to construct Γ * . Then, in order to query whether v ∈ P G (u), it suffices to check whether x(v) < x(u) and y(v) < y(u) in Γ * . The other queries can be similarly answered in O(1) time.
We now characterize the positive instances of the UPE-FUE problem.
Lemma 6. An instance G, H, Γ H of the UPE-FUE problem such that G is an upward planar st-graph with a given upward embedding and such that H contains no edges is a positive instance if and only if:
Condition 1: For each vertex v of H, all its successors (predecessors) in G that belong to H have a y-coordinate in Γ H that is larger (smaller) than y(v); and Condition 2: For each vertex v of H, all the vertices of H whose y-coordinate is the same as y(v) and whose x-coordinate is larger (smaller) than x(v) in Γ H are to the right (to the left) of v in G.
Proof. Concerning the necessity of Condition 1, assume that two vertices u and v exist in H such that G contains a monotone path P from u to v and such that the y(u) ≥ y(v) in Γ H . Then P cannot be upward in any drawing of G extending Γ H . Concerning the necessity of Condition 2, assume, for a contradiction, that two vertices u and v of H exist such that:
, then a monotone path from v to u cannot be upward in any drawing of G extending Γ H . Analogously, u / ∈ P G (v). Finally, if u ∈ R G (v), then consider any vertex w ∈ S G (u) ∩ S G (v) such that there are two edge-disjoint monotone paths Q uw and Q vw from u to w and from v to w, respectively. Such paths can be found by considering any two monotone paths from u to t and from v to t, and by truncating these paths at their first common vertex; since u / ∈ S G (v) and u / ∈ P G (v), we have w = u, v. Since u ∈ R G (v), the left-to-right order of the edges entering w in G is: The edge of Q vw first and the edge of Q uw second. However, since y(u) = y(v) and x(u) < x(v), the left-to-right order of the edges entering w in any upward planar drawing of G extending Γ H is: The edge of Q uw first and the edge of Q vw second. This contradiction proves the necessity of Condition 2.
To prove the sufficiency we construct an upward planar drawing Γ G of G that extends Γ H . We first augment Γ H by drawing every vertex v ∈ V (G) \ V (H), so that Conditions 1 and 2 are still satisfied after the augmentation. This is done by assigning to v any x-coordinate x(v) and a y-coordinate y(v) such that: (i) y(v) = y(u), for any vertex u ∈ V (G) with v = u; (ii) y(v) > y(u), for any u ∈ P G (v); and (iii) y(v) < y(w), for any w ∈ S G (v). We show how to construct such an assignment.
We consider the vertices in V (G) \ V (H) one at a time. When a vertex v is considered, some of its successors in G might be already drawn in Γ H ; denote by S G (v) the set of such vertices. Analogously, let P G (v) be the set of the predecessors of v that are already drawn in Γ H . Each vertex w in S G (v) has a y-coordinate in Γ H that is larger than the y-coordinate of any vertex u in P G (v); namely, since w is a successor of v and since u is a predecessor of v, it follows that w is a successor of u and then Condition 1 ensures that y(u) < y(w) in Γ H . We place v at any point that is higher than all the vertices in P G (v), that is lower than all the vertices in S G (v), and whose y-coordinate is different from all the other vertices of H. Clearly, Conditions 1 and 2 are still satisfied by the new instance. After repeating this augmentation for all the vertices in V (G) \ V (H), we eventually get that V (H) = V (G) and the instance G, H, Γ H still satisfies Conditions 1 and 2. Now set Γ G = Γ H . We are going to draw the edges of G in Γ G ; we start with the edges of the leftmost path L + G (s) of G (see Fig. 11a ). We draw each edge (u, v) of L + G (s) as follows. If there is no vertex w such that y(u) < y(w) < y(v), then we draw (u, v) as a straight-line segment. Otherwise, we draw (u, v) as a polygonal line composed of three straight-line segments: The first one connects u with a point p u whose y-coordinate is slightly larger than y(u) and whose x-coordinate is smaller than the one of every vertex of G in Γ G ; the second one is a vertical straight-line segment connecting p u with a point p v whose y-coordinate is slightly smaller than y(v); the third one connects p v with v. By construction all the vertices of G not in L + G (s) are to the right of L + G (s) in Γ G . Now the algorithm proceeds in steps. After each step we maintain the invariants that: (i) the subgraph of G currently drawn consists of an upward planar st-graph G plus a set of isolated vertices; (ii) the current drawing of G in Γ G is upward planar; and (iii) the rightmost path of G is represented by a y-monotone curve γ r such that all the isolated vertices lie to the right of γ r in Γ G , when traversing γ r from s to t. In each step we consider a face f of G whose left boundary belongs to G and whose right boundary consists of edges not in G . In order to draw the right boundary (u 1 , . . . , u l ) of f , we draw each edge (u i , u i+1 ) independently (see Fig. 11b ). We draw (u i , u i+1 ) as a polygonal line composed of three parts. The first part is a straight-line segment connecting u i with a point p ui whose y-coordinate is slightly larger than y(u i ) and whose x-coordinate is slightly larger than the x-coordinate of the point of the left boundary of f with the same y-coordinate. The second part is a polygonal line arbitrarily close to the left boundary of f , connecting p ui with a point p ui+1 whose y-coordinate is slightly smaller than y(u i+1 ). The third part is a straight-line segment connecting p ui+1 with u i+1 . Invariant (i) is maintained by the choice of the face f . Invariant (ii) is maintained since, for each i = 1, . . . , l − 1, we have y(u i ) < y(u i+1 ) in Γ G , by Condition 1, and since the drawing of (u i , u i+1 ) is upward and does not cross any previously drawn edge, by construction. Invariant (iii) is maintained since each edge (u i , u i+1 ) is arbitrarily close to the drawing of the rightmost path of G , except in the interior of arbitrarily narrow horizontal strips enclosing u i and u i+1 ; further, (u i , u i+1 ) does not keep any isolated vertex to its left inside such strips by Condition 2.
By invariant (ii), Γ G respects the upward embedding of G. Further, by construction, the vertices of H have the same coordinates in Γ G as in Γ H , hence Γ G extends Γ H .
We can now prove the following algorithmic theorem.
Theorem 4. The UPE-FUE problem can be solved in O(n log n) time for instances G, H, Γ H with size n = | G, H, Γ H | such that G is an upward planar st-graph with a given upward embedding.
Proof. If H contains edges, then Lemma 1 can be applied in O(n log n) time in order to transform G, H, Γ H into an equivalent instance, which we again denote by G, H, Γ H , such that | G, H, Γ H | ∈ O(n), such that H contains no edges, and such that G is still an upward planar st-graph. We show an O(n log n)-time algorithm to test whether Conditions 1 and 2 of Lemma 6 are satisfied by G, H, Γ H .
In order to test Condition 1, we proceed as follows. We construct an auxiliary graph A, which we initialize to G. We order in O(h log h) ∈ O(n log n) time the vertices in H according to their ycoordinates in Γ H , where h = |V (H)|. Let v 1 , v 2 , . . . , v h be such an ordering. For every two maximal sets {v i , v i+1 , . . . , v j } and {v j+1 , v j+2 , . . . , v k } of vertices of H such that y(v i ) = · · · = y(v j ), such that y(v j+1 ) = · · · = y(v k ), and such that y(v j ) < y(v j+1 ), we add to A a vertex x i,k , directed edges (v l , x i,k ), for l = i, . . . , j, and directed edges (x i,k , v l ), for l = j + 1, . . . , k. The graph A can be constructed in O(n + h log h) ∈ O(n log n) time and has O(n) vertices and edges.
Claim 5 G, H, Γ H satisfies Condition 1 if and only if A is acyclic.
Proof. For the necessity, suppose that Condition 1 holds true; we show that A is acyclic. For a contradiction, suppose that a simple directed cycle C exists in A; then C can be partitioned into monotone paths P 1 , . . . , P 2k where all the edges of P i belong to G if i is even and all the edges of P i do not belong to G if i is odd. Note that, for i = 1, . . . , 2k, the vertex u i shared by two consecutive paths P i and P i+1 belongs to H, where P 2k+1 = P 1 . Condition 1 implies that y(u i ) < y(u i+1 ) for i = 2, 4, . . . , 2k, where u 2k+1 = u 1 . The construction of A implies y(u i ) < y(u i+1 ) for i = 1, 3, . . . , 2k − 1. However, this implies that y(u 1 ) < y(u 1 ), a contradiction.
For the sufficiency, suppose that A is acyclic; we show that Condition 1 holds true. For a contradiction, suppose that two vertices u, v ∈ V (H) exist such that v ∈ S G (u) and such that y(u) > y(v) in Γ H . We have that A contains a monotone path directed from u to v as A contains all the edges of G, and a monotone path directed from v to u composed of edges not in G, hence it contains a directed cycle, a contradiction.
Since A has O(n) vertices and edges, it can be tested in O(n) time whether it is acyclic. By Claim 5 it follows that we can test Condition 1 in O(n log n) time.
In order to test Condition 2, we proceed as follows. We sort each maximal set of vertices {v i , . . . , v j } in H with the same y-coordinate according to their x-coordinates. For all the vertices of H, this can be done in O(h log h) ∈ O(n log n) time. Hence, we assume that x(v l ) < x(v l+1 ), for l = i, . . . , j − 1; then we test whether v l ∈ L G (v l+1 ), for l = i, . . . , j − 1. By Lemma 5, this can be done in O(1)-time per query, after an O(n)-time preprocessing. Therefore, the total time to test Condition 2 is also O(n log n).
Next, we deal with the UPE problem. An instance G, H, Γ H of the UPE problem such that G is an upward planar st-graph can be transformed into an equivalent instance of the PLP problem. This is due to the fact that Condition 1 of Lemma 6 does not depend on the upward embedding of G and that we can assume:
1. the edges set of H to be empty, by Lemma 1; and 2. the partial drawing to contain all the vertices of G, by drawing each vertex in V (G) \ V (H) as in the proof of Lemma 6, without violating neither Condition 1 nor Condition 2 of the lemma.
Hence, the UPE problem for upward planar st-graphs can be solved in quadratic time, due to the results of Brückner and Rutter about the PLP problem for single-source graphs [9] . However, in the following theorem we show how to reduce the time bound to almost linear.
Theorem 5. The UPE problem can be solved in O(n log n) time for instances G, H, Γ H with size n = | G, H, Γ H | such that G is an upward planar st-graph.
Proof. We are going to test whether an upward embedding of G exists that satisfies the conditions in Lemma 6. Actually, Condition 1 does not depend on the upward embedding of G, hence it can be tested in O(n log n) time as described in the proof of Theorem 4 before any upward embedding of G is considered. If the test succeeds, we apply Lemma 1 in O(n log n) time to modify G, H, Γ H so that H contains no edges while G remains an upward planar st-graph, and proceed as described in the following, otherwise we conclude that the instance is negative. In order to test whether G admits an upward embedding satisfying Condition 2 of Lemma 6 we proceed as follows. First, we add the edge (s, t) to G, if G does not contain such an edge. Second, we compute in O(n) time the SPQR-tree T of G. Third, we compute in O(n log n) time the order v 1 , v 2 , . . . , v h of the vertices in H by increasing y-coordinates and, secondarily, by increasing x-coordinates in Γ H .
We now aim to decide a left-to-right order of the virtual edges of the skeleton of each P-node of T and a flip for the triconnected skeleton of each R-node of T so that Condition 2 is satisfied. We outline the approach for such decisions. Consider two vertices u = v i and v = v i+1 sharing their y-coordinate. Note that x(u) < x(v) in Γ H . Then u has to belong to L G (v) in the upward embedding of G we look for. This imposes a constraint on sk(ν) for a node ν of T such that u and v are in the pertinent graphs of two different virtual edges e u and e v of sk(ν). Namely, if ν is a P-node, then e u has to precede e v in the left-to-right order of the virtual edges of sk(ν). Further, if ν is an R-node, then e u has to be to the left of e v in the chosen embedding of sk(ν). To impose these constraints, we employ several algorithmic tools; e.g., we compute in O(1) time the proper allocation nodes µ u and µ v of u and v in T , and the lowest common ancestor ν of µ u and µ v in T . This approach is detailed as follows.
We compute the following data structures.
1. We equip each P-node ν of T with an auxiliary directed graph LR ν containing a vertex for each virtual edge of sk(ν), except for the one corresponding to the parent of ν in T . The edge set of LR ν is initially empty.
2. The skeleton of each R-node ν of T is triconnected, hence it admits two upward embeddings, which can be obtained from each other via a flip. We arbitrarily choose one of these upward embeddings. We equip sk(ν) with a data structure that, given a pair (x, y) where x and y are vertices or edges of sk(ν), determines in O(1) time whether x ∈ L sk(ν) (y), x ∈ R sk(ν) (y), or none of the previous, in the chosen upward embedding of sk(ν). Such a data structure can be constructed in O(|sk(ν)|) time, as in Lemma 5, by inserting a dummy vertex on each virtual edge in order to handle the fact that queries might involve vertices but also virtual edges of sk(ν). Further, we equip sk(ν) with two boolean variables preserve(ν) and f lip(ν) that we both initially set to false.
We execute the following algorithm.
1. We consider each pair u = v i , v = v i+1 of vertices with the same y-coordinate that are consecutive in the computed order. Note that x(u) < x(v) in Γ H . We perform the following operations, which ensure that u ∈ L G (v) in the upward embedding of G constructed by the algorithm, if any. i. If u = s, u = t, v = s, or v = t, then we reject the instance.
ii. If ν is an S-node, then we reject the instance.
iii. If ν is a P-node, then we add in O(1) time a directed edge in LR ν from the vertex corresponding to x u to the vertex corresponding to x v . iv. If ν is an R-node, then we query in O(1) time the data structure sk(ν) has been equipped
, then we reject the instance. 2. For each P-node ν of T , we test whether LR ν contains a directed cycle. In case of a positive answer, we reject the instance. 
Step 2 takes, for each node ν, time proportional to the number of the edges that are inserted in LR ν . Over all the P-nodes ν of T , at most h − 1 edges are inserted in the auxiliary graphs LR ν , namely at most one for each pair [v i , v i+1 ]. Thus the overall time complexity of Step 2 is O(h) ∈ O(n).
Step 3 takes O(1) time for each R-node, hence O(n) time in total. Finally, Step 4 takes O(n) time. Hence, the total running time is dominated by the sorting of the vertices in H and the algorithm runs in O(n log n) time.
Finally, we argue about the correctness of the algorithm. Consider step 1.(c)i. If u or v coincides with s or t, then Condition 2 is not satisfied by any upward embedding of G, as s and t do not have any vertices to their left or to their right in any upward embedding.
Consider step 1.(c)ii. If ν is an S-node, then four cases are possible. If ν = µ u and ν = µ v , as in Fig. 12a , then x u and x v are two distinct virtual edges of sk(ν). Further, if ν = µ u and ν = µ v , as in Fig. 12b (the case in which ν = µ u and ν = µ v is symmetric), then x u is a vertex of sk(ν) and x v is a virtual edge of sk(ν). Finally, if ν = µ u and ν = µ v , as in Fig. 12c , then x u and x v are distinct vertices of sk(ν). In all cases, we have that either u ∈ S G (v) or u ∈ P G (v), hence Condition 2 is not satisfied in any upward embedding of G.
Consider step 1.(c)iii. If ν is a P-node, then x u and x v are two virtual edges of sk(ν). In fact if, say, u were a vertex of sk(ν), then it would also be a vertex of the skeleton of the parent of ν in T ; hence, its proper allocation node would be a proper ancestor of ν, thus contradicting the fact that ν is the lowest common ancestor of the proper allocation nodes of u and v in T . The insertion of the directed edge in LR ν from the vertex corresponding to x u to the vertex corresponding to x v enforces u ∈ L G (v) in the upward embedding of G that is constructed by the algorithm, if any.
Consider step 1.(c)iv. If ν is an R-node, then four cases are possible, as for an S-node. In all of them we check whether the arbitrarily chosen upward embedding of sk(ν) ensures that u ∈ L G (v) (then setting preserve(ν) =true ensures that such an embedding of sk(ν) is the one in the upward embedding of G that is constructed by the algorithm, if any), whether flipping the arbitrarily chosen upward embedding of sk(ν) ensures that u ∈ L G (v) (then setting f lip(ν) =true ensures that such an embedding of sk(ν) is flipped in the upward embedding of G that is constructed by the algorithm, if any), or whether u ∈ L G (v) is not obtained by any choice of the embedding of sk(ν), since u ∈ S G (v) or u ∈ P G (v); see Fig. 12d .
Consider step 2. If a directed cycle is detected in LR ν , for some P-node ν, then the left-to-right order of the pertinent graphs of the virtual edges of sk(ν) in any upward embedding of G does not satisfy all the constraints stemming from the left-to-right order of the vertices of H sharing the same y-coordinate in Γ H ; see Fig. 12e .
Consider step 3. If there is an R-node ν with preserve(ν) =true and f lip(ν) =true, then no flip of sk(ν) allows us to construct an upward embedding of G satisfying Condition 2. For example, in Fig. 12f the pair [v i , v i+1 ] forces the upward embedding of sk(ν) to be the one shown in the illustration, given that v i+1 ∈ R G (v i ) in such an embedding; however the pair [v j , v j+1 ] forces the upward embedding of sk(ν) not to be the one shown in the illustration, given that v j+1 ∈ L G (v j ).
Finally, consider step 4. In order to prove its correctness, we construct an upward embedding of G satisfying Condition 2; this is done as follows. For each R-node ν of T , if f lip(ν) =true, then we flip the arbitrarily chosen upward embedding of sk(ν), otherwise we keep it as it is. For each P-node ν in T , we select a total order for the virtual edges of sk(ν) corresponding to children of ν in T that extends the partial order given by LR ν . Finally, if (s, t) was not originally in G, then we remove it. This leads to an upward embedding satisfying Condition 2 of Lemma 6.
Directed Paths and Cycles
In this section we study the upward planarity extension problem for instances G, H, Γ H such that G is a directed path or cycle. Determining the time complexity of the UPE and UPE-FUE problems for such instances, despite the simplicity of their structure, has proved to be very challenging. However, in the following we exhibit polynomial-time decision algorithms for the cases in which H does not contain edges and no two vertices share the same y-coordinate in Γ H . We start with the UPE-FUE problem for directed paths.
Theorem 6. The UPE-FUE problem can be solved in O(n 4 ) time for instances G, H, Γ H such that G is an n-vertex directed path with a given upward embedding, H contains no edges, and no two vertices share the same y-coordinate in Γ H .
Proof. Let G = (u 1 , . . . , u n ). We show a decision algorithm for the UPE-FUE problem employing dynamic programming. The idea is to decide whether G, H, Γ H is a positive instance of the UPE-FUE problem based on whether the subpaths of G admit upward planar extensions with given upward embedding.
In particular, we fill a table with entries t(u i , u j , u m , u M ), for all the indices i, j, m, M ∈ {1, . . . , n} such that i ≤ m ≤ j and i ≤ M ≤ j, with i = j and m = M . Consider the subpath G i,j = (u i , . . . , u j ) of G. Let Γ H,i,j be the restriction of Γ H to the vertices that belong to G i,j . The entry t(u i , u j , u m , u M ) has value true if there is an upward planar drawing Γ G,i,j of G i,j that extends Γ H,i,j and such that u m and u M are the vertices with the smallest and largest y-coordinate in Γ G,i,j , respectively; the entry t(u i , u j , u m , u M ) has value false otherwise.
We start by computing the entries t(u i , u j , u m , u M ) such that G i,j is a monotone path; these include the entries t(u i , u i+1 , u m , u M ). Assume that the edge (u i , u i+1 ) of G is outgoing u i , the other case is symmetric. Then t(u i , u j , u m , u M ) = true if and only if the following conditions are satisfied: (1) m = i; (2) M = j; and (3) for any two indices i and j such that i ≤ i < j ≤ j and such that u i , u j ∈ V (H i,j ), we have y(u i ) < y(u j ) in Γ H,i,j .
Assume now that G i,j is not a monotone path and that the values of all the entries t(u i , u j , u m , u M ) such that 1 ≤ j − i ≤ x have been computed, for some x ∈ {1, 2, . . . }. After the computation of the entries t(u i , u j , u m , u M ) such that G i,j is a monotone path, this is indeed the case with x = 1. We compute the values of the entries t(u i , u j , u m , u M ) such that j − i = x + 1. We distinguish three cases, based on how many of the equalities i = m, i = M , j = m, and j = M are satisfied, that is, based on how many vertices among u m and u M are end-vertices of G i,j . Refer to Fig. 13 . We show that both these problems can be overcome by redrawing the curves representing the edges of 
This completes the proof of the claim.
Suppose next that one of u m and u M is an end-vertex of G i,j , while the other one is not. Assume that u m = u i , the cases in which u m = u j , u M = u i , or u M = u j can be treated analogously. Recall that m = M , hence i < M < j. We have the following. Claim 7 t(u i , u j , u i , u M ) = true if and only if there exists an index m ∈ {M + 1, . . . , j} such that the following conditions hold true:
and (3) either u i does not belong to H or u i has the smallest y-coordinate among the vertices in Γ H .
Proof. The proof is very similar to (and in fact simpler than) the proof of Claim 6.
Consider an upward planar drawing Γ G,i,j of G i,j in which u m and u M are the vertices with the smallest and largest y-coordinate, respectively. Restricting Γ G,i,j to the vertices and edges of
in which the vertices with the smallest and largest y-coordinate are u i and u M (resp. u m and u M , for some m ∈ {M + 1, . . . , j}). This proves the necessity of Conditions (1) and (2) . The property that u m is the vertex with the smallest y-coordinate in Γ G,i,j implies the necessity of Condition (3).
In order to prove the sufficiency we start from upward planar drawings Γ G,i,M and Γ G,M,j of G i,M and G M,j extending Γ H,i,M and Γ H,M,j in which the vertices with the smallest and largest y-coordinate are u i and u M , and u m and u M , respectively, for some m ∈ {M + 1, . . . , j}. These drawings exist by Conditions (1) and (2) . We then modify Γ G,i,M and/or Γ G,M,j so that the following properties hold true: (i) u M is at the same point in Γ G,i,M and Γ G,M,j ; and (ii) u i has the smallest y-coordinate among all the vertices in Γ G,i,M and Γ G,M,j .
In order to accomplish property (ii) we act as follows. Let y * be a real number larger than y(u i ) and smaller than the y-coordinate of any vertex in V (H) ∩ Γ H,M,j . Such a real number exists by Condition (3). Vertically scale down the part of Γ G,M,j in the half-plane y ≤ y * , while keeping fixed the points on the line y = y * . As long as the scale factor is sufficiently small, the entire drawing Γ G,M,j has a y-coordinate larger than y(u i ) after the scaling. The satisfaction of property (i) does not require any modifications to Γ G,i,M and Γ G,M,j if u M ∈ V (H); on the other hand, if u M / ∈ V (H), then u M and parts of its incident edges in Γ G,i,M and Γ G,M,j are redrawn so to let u M be at the same point in Γ G,i,M and Γ G,M,j . Now gluing together Γ G,i,M and Γ G,M,j results in an upward drawing Γ G,i,j of G i,j that extends Γ H,i,j in which u i and u M are the vertices with the smallest and largest y-coordinate, respectively. However, Γ G,i,j might contain crossings and the left-to-right order of the edges incoming at u M in Γ G,i,j might not correspond to P(u M ). Hence, we redraw the curves representing the edges of G i,M and G M,j , while leaving the position of every vertex unaltered. This is done by defining two internally-disjoint regions R i,M and R M,j that are separated by a y-monotone curve γ M through u M and that contain in their interiors the points at which the vertices of G i,M and G M,j are placed in Γ G,i,j , except for u M which is on the boundary of both such regions; whether R i,M is to the left or to the right of R M,j depends on whether
We redraw the edges of G i,M and G M,j inside R i,M and R M,j , respectively. The drawing Γ G,i,j obtained as the union of the constructed drawings of G i,M and G M,j is the desired drawing of G i,j . This completes the proof of the claim.
Suppose finally that both u m and u M are end-vertices of G i,j . Assume that u m = u i and u M = u j , the other case is symmetric. We have the following. Claims 6 to 8 show how to compute the value of the entry t(u i , u j , u m , u M ), if G i,j is not a monotone path, based on the structure of the instance G i,j , H i,j , Γ H,i,j and on the value of the entries t(u i , u j , u m , u M ) with j − i < j − i. Eventually the dynamic programming will compute the values of the entries t(u 1 , u n , u m , u M ), for all 1 ≤ m ≤ n and 1 ≤ M ≤ n with m = M ; then the instance G, H, Γ H of the UPE-FUE problem is positive if and only if at least one of these entries has value true.
We now show how to implement the described algorithm so that it runs in O(n 4 ) time. Observe that there are O(n 4 ) entries t(u i , u j , u m , u M ) whose value has to be computed. We start by computing, for each entry t(u i , u j , u m , u M ), the smallest and largest y-coordinate of a vertex in V (H) ∩ Γ It turns out that directed paths and cycles are much easier to handle in the case in which they do not come with a given upward embedding, as in the next theorem.
Theorem 8. The UPE problem can be solved in O(n) time for instances G, H, Γ H such that G is an n-vertex directed path or cycle, H contains no edges, and no two vertices share the same y-coordinate in Γ H .
Proof. Suppose first that G is a directed path. We partition G into k monotone paths G i = (u For the sufficiency, we construct an upward planar drawing Γ G of G extending Γ H by drawing one monotone path G i = (u We now turn our attention to the case in which G is a cycle. We again partition G into k monotone paths G i = (u and u j h(j) are the vertices with the smallest and largest y-coordinate, respectively. However, Γ G might contain crossings. Hence, we redraw the curves representing the edges of G 1 and G 2 , while leaving the position of every vertex unaltered. This is done again as in the proof of Claim 9.
Conclusions and Open Problems
In this paper we introduced and studied the Upward Planarity Extension (UPE) problem, which takes in input an upward planar drawing Γ H of a subgraph H of a directed graph G and asks whether an upward planar drawing of G exists which coincides with Γ H when restricted to the vertices and edges of H.
We proved that the UPE problem is NP-complete, even if G has a prescribed upward embedding and H contains all the vertices and no edges. Conversely, the problem can be solved efficiently for upward planar st-graphs.
Several questions are left open by our research. We cite our favorite two. First, is it possible to solve the UPE-FUE problem in polynomial time for instances G, H, Γ H such that H contains no edges and no two vertices have the same y-coordinate in Γ H ? We proved that if any of the two conditions is dropped, then the UPE-FUE problem is NP-hard, however we can only provide a positive answer to the above question if we further assume that G is a directed path or cycle.
Second, are the UPE and UPE-FUE problems polynomial-time solvable for directed paths and cycles? Even with the assumption that H contains no edges and no two vertices have the same y-coordinate in Γ H , answering the above question in the affirmative was not a trivial task.
