A New Class of Positive Semi-definite Tensors by Xu, Yi et al.
ar
X
iv
:1
61
1.
06
03
5v
3 
 [m
ath
.SP
]  
25
 Se
p 2
01
8
A NEW CLASS OF POSITIVE SEMI-DEFINITE
TENSORS ∗
Yi Xu† Jinjie Liu‡ Liqun Qi§
September 26, 2018
Abstract
In this paper, a new class of positive semi-definite tensors, the MO tensor, is intro-
duced. It is inspired by the structure of Moler matrix, a class of test matrices. Then we
focus on two special cases in the MO-tensors: Sup-MO tensor and essential MO tensor.
They are proved to be positive definite tensors. Especially, the smallest H-eigenvalue of
a Sup-MO tensor is positive and tends to zero as the dimension tends to infinity, and an
essential MO tensor is also a completely positive tensor.
Key words. Positive (semi-)definite tensor, completely positive tensor, H-eigenvalue,
MO-tensor, MO-like tensor, Sup-MO value.
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1 Introduction
In recent decades, tensors, as the natural extension of matrices, have been more and more
ubiquitous in a wide variety of applications, such as data analysis and mining, signal pro-
cessing, computational biology and so on [3, 6]. The positive (semi-)definiteness of tensors
is an intrinsic property for tensors, which is closely related with the nonnegative polyno-
mials. In 2005, the concepts of positive (semi-)definiteness and eigenvalues of matrices
were extended to tensors [11]. Positive (semi-)definite tensors have widely applications in
polynomial optimization, spectral hypergraph theory, magnetic resonance imaging and so
on [11, 12, 16]. Though the verification of positive (semi-)definite tensors has been shown
to be NP-hard by Hillar and Lim [5], the positive (semi-)definiteness of some tensors with
special structures have been verified, such as even order symmetric diagonally dominated
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tensors, even order symmetric B tensor, even order symmetric M -tensors and so on, see
[8, 11, 13, 14, 17].
Furthermore, completely positive tensors, which is connected with nonnegative tensor
factorization, also have significant applications in polynomial optimization problems, statis-
tics, data analysis and so on. They were first introduced in [15]. An even order completely
positive tensor is a positive semi-definite tensor. In [9], two well-known classes of test ma-
trices, Pascal matrices and Lehmer matrices were extended to Pascal tensors and Lehmer
tensors. They are easily checkable and were proved to be completely positive tensors [9].
There is another class of test matrices, the Moler matrices. A Moler matrix is a positive
definite symmetric matrix. One of its eigenvalues is quite small, and it is usually used
for testing eigenvalue computations. In the following section, we prove that the smallest
eigenvalue of a Moler matrix approaches 0, when the dimension of the Moler matrix, n →
+∞. Inspired by the good properties of Moler matrix, we construct a new class of positive
semi-definite tensors. Since there have been M -tensors already, we name this new class of
tensor as MO tensor, which come from first two letters of Moler.
The remaining part of this paper is organized as follows. In Section 2, we review some
basic concepts and preliminary results to help our work. The main results are given in
Section 3. In that section, we construct MO tensors, which include Sup-MO tensors and
essential MO tensors with the concept of MO value. Meanwhile, some related properties are
proved. Some final remarks are made in Section 4.
2 Preliminaries
In this part, we will review some basic definitions and lemmas which are useful in our
following research.
We call A(n,m) a real mth order n-dimensional tensor if
A(n,m) = (ai1···im), ij ∈ [n], j ∈ [m],
where [n] := {1, · · · , n}. All the realmth order n-dimensional tensors form a nm-dimensional
linear space denoted by Tn,m. Furthermore, if all the entries ai1···im of A(n,m) are invariant
under any index permutation, A(n,m) is a symmetric tensor. Denote the set of all the real
symmetric tensors of orderm and dimension n by Sn,m. Obviously, Sn,m is a linear subspace
of Tn,m.
Let A(n,m) = (ai1···im) ∈ Tn,m and x ∈ R
n. Then A(n,m)xm is an mth degree homoge-
neous polynomial defined by
A(n,m)xm =
n∑
i1,i2,··· ,im=1
ai1···imxi1xi2 · · ·xim .
We call tensor A(n,m) as a positive definite (PD) tensor if A(n,m)xm > 0, for any non-zero
vector x ∈ Rn, and as positive semi-definite (PSD) tensor if A(n,m)xm ≥ 0, for any vector
x ∈ Rn. Let x = (x1, x2, · · · , xn)⊤ ∈ Rn, then x[m] is a vector in Rn denoted as
x
[m] = (xm1 , x
m
2 , · · · , x
m
n )
⊤.
To identify the positive (semi-)definiteness of tensors, the spectral theory of tensors plays
an important role for the desired identification. In [11], H-eigenvalues and Z-eigenvalues of
tensors were introduced. It was shown there that an even order symmetric tensor is positive
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(semi-)definite if and only if all of its H-eigenvalues or Z-eigenvalues are positive (non-
negative). Various easily checkable positive (semi-)definite tensors have been discovered
consequently [2, 7, 14, 17].
Definition 2.1. [11] Let A(n,m) ∈ Tn,m, λ ∈ R. If λ and a nonzero vector x ∈ Rn are the
solutions of the following polynomial equation:
A(n,m)xm−1 = λx[m−1],
then we call λ an H-eigenvalue of A(n,m), and x an H-eigenvector of A(n,m) associated
with the H-eigenvalue λ.
Theorem 2.2. [11] Let A(n,m) ∈ Sn,m, and m be even. Then A(n,m) is positive definite
(positive semi-definite) if and only if all of the H-eigenvalues of A(n,m) are positive (non-
negative). Furthermore, we have
(1)
λmin(A(n,m)) = min
A(n,m)xm
‖x‖mm
,
(2)
λmin(A(n,m)) = min{A(n,m)x
m : ‖x‖m = 1},
where x ∈ Rn, and ‖x‖m = (
∑n
i=1 |xi|
m)
1
m .
Definition 2.3. [9] Let A(n,m) ∈ Sn,m. We call A(n,m) a completely positive tensor if
there exist an integer r and some u(k) ∈ Rn+, k ∈ [r] such that
A(n,m) =
r∑
k=1
(u(k))m.
Theorem 2.4. [9] Let A(n,m) ∈ Sn,m. If A(n,m) is a completely positive tensor, then all the
H-eigenvalues of A are nonnegative.
Definition 2.5. [10] Let A(n, 2) ∈ Rn×n. We call A(n, 2) the n-dimensional Moler matrix
if
A(n, 2)i,j =
{
i, i = j
min{i, j} − 2, i 6= j
.
In the following proposition, we give a proof to show that the Moler matrix is a positive
definite matrix, and its smallest eigenvalue tends to zero in decreasing as its dimension
tends to infinity.
Proposition 1. Let A(n, 2) ∈ Rn×n be an n-dimensional Moler matrix. (1) A(n, 2) is positive
definite; (2) Let λmin(A(n, 2)) be the smallest eigenvalue of A(n, 2). Then λmin(A(n, 2))ց 0.
Proof. (1) We note that A(n, 2) = LL⊤, where
Li,j =


1, i = j
−1, i > j
0, i < j
.
Therefore, A(n, 2) is positive definite.
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(2) 0 < λmin(A(n + 1, 2)) ≤ λmin(A(n, 2)) are easily obtained. Assume that x =
(
1, 12 ,
1
22 , · · · ,
1
2n−1
)⊤
. We have L⊤x =


1
2n−1
...
1
2n−1

 ,
x
⊤A(n, 2)x
x⊤x
=
3n
4n − 1
≥ λmin(A(n, 2)),
which means λmin(A(n, 2))ց 0, when n→ +∞.
3 Main Results
In order to introduce a new class of tensors with positive semi-definiteness, we first introduce
concepts called the MO value, the MO set and the Sup-MO value.
Definition 3.1. (1) Let m be an even number. We call α(m) as the MO value, if A(n,m) :=
M(n,m)− α(m)N (n,m) is positive semi-definite for any n, where
(1) M(n,m)i1,i2,··· ,im =
{
i1, i1 = i2 = · · · = im
min{i1, i2, · · · , im}, else
,
(2) N (n,m)i1,i2,··· ,im =
{
0, i1 = i2 = · · · = im
1, else
.
We call the set of all MO values as theMO set Ω(m); (2) We call α∗(m) = sup{Ω(m)} as the
Sup-MO value. We also define Sub-MO value α∗(m) of Ω(m) as α∗(m) = inf{Ω(m)}.
It is worth noting that α(m) is a parameter only related to m. Hence, when we consider
to explore its properties, it is necessary to show these properties still hold when n→∞.
In this paper, we mainly focus on the properties of α∗(m). Based on the aforementioned
concepts, MO tensors and Sup-MO tensors are given as following.
Definition 3.2. Let m be an even number. We call A(n,m) ∈ Sn,m a MO tensor, if
A(n,m) =M(n,m)− α(m)N (n,m),
whereM(n,m) and N (n,m) are defined in (1) and (2), respectively, and α(m) ∈ Ω(m).
(2) We call A(n,m) ∈ Sn,m a Sup-MO tensor, if
A(n,m) =M(n,m)− α∗(m)N (n,m).
The theorem in the following shows that the Sup-MO tensor A(n,m) can be reduced to
the Moler matrix when m = 2.
Theorem 3.3. Let Ω(m) be the MO set, A(n,m) ∈ Sn,m be a Sup-MO tensor. When m = 2,
we have α∗(2) = 2 = max{Ω(2)}.
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Proof. From the property of the Moler matrix, we get 2 ∈ Ω(2). Then we need to prove that
2 is the Sup-MO value in this case. If α∗(2) > 2, then there exists an α ∈ (2, α∗(2)) ∩ Ω(2)
such that
M(n, 2)− αN (n, 2) =M(n, 2)− 2N (n, 2)− (α − 2)N (n, 2),
whereM(n,m) and N (n,m) are defined in (1) and (2), respectively.
Let x =
(
1,
1
2
, · · · ,
1
2n−1
)⊤
∈ Rn,
x
⊤(M(n, 2)− αN (n, 2))x = x⊤(M(n, 2)− 2N (n, 2))x− (α − 2)x⊤N (n, 2)x.
Since
x
⊤(M(n, 2)− 2N (n, 2))x =
3n
4n − 1
, and x⊤N (n, 2)x =
8
3
−
4
2n−1
+
4
3(4n−1)
,
when n→ +∞, we have
x
⊤(M(n, 2)− αN (n, 2))x < 0,
which is against to α ∈ Ω(2). Hence α∗(2) = 2.
In the following work, a special class of MO tensors, the essential MO tensors are dis-
cussed. The following theorem shows the relationship between the essential MO tensors
and the completely positive tensors. Then some properties of Sup-MO values in MO tensors
are given.
Definition 3.4. LetA(n,m) ∈ Sn,m. We call A(n,m) themth order n-dimensional essential
MO tensor if
A(n,m)i1,··· ,im =
{
i1, i1 = i2 = · · · = im
min{i1, i2, · · · , im} − 1, otherwise
.
Theorem 3.5. Let A(n,m) be an mth order n-dimensional essential MO tensor. It is positive
definite for all n, even m. Furthermore, it is a completely positive tensor for all n and m, such
as A(n,m) =
n∑
i=1
e
m
i +
n∑
i=2
r
m
i , where (ei)j =
{
1, j = i
0, otherwise
, (ri)j =
{
1, j ≥ i
0, otherwise
.
Proof. Let B(n,m)i1,··· ,im =


1, i1 = i2 = · · · = im = 1
1, i1, i2, · · · , im ≥ 2
0, otherwise
.
Since B(n,m) = (1, 0, · · · , 0)m+(0, 1, · · · , 1)m, B(n,m) is a complete positive tensor. Let
C(n,m) = A(n,m)− B(n,m). Then
C(n,m) =


i1 − 1, i1 = i2 = · · · = im ≥ 2
0, min{i1, i2, · · · , im} = 1
min{i1, i2, · · · , im} − 2, otherwise
.
Let A(n − 1,m)i1,i2,··· ,im = C(n,m)i1+1,i2+1,··· ,im+1, ij ∈ [n − 1], j ∈ [m]. Then A(n − 1,m)
is an mth order n − 1 dimensional essential MO tensor. Furthermore, if A(n − 1,m) is the
completely positive tensor, A(n,m) is the completely positive tensor.
By the same way, we could get A(i,m), i ∈ [n], are all essential MO tensors. When n = 1,
A(1,m) is equal to the positive number 1. By induction, we get that A(n,m) is a completely
positive tensor and also a positive definite tensor.
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Corollary 1. (1) Let Ω(m) be the MO set, andM(n,m),N (n,m) be defined in (1) and (2),
respectively. For all n and even m, 1 is always a MO value, i.e., 1 ∈ Ω(m).
(2)M(n,m)− αN (n,m) is completely positive for all n and m, while α ∈ [0, 1].
Proof. (1) SinceM(n,m)−N (n,m) is an essential MO tensor for all n and evenm, we get
that 1 is a MO value.
(2) Since N (n,m) = em −
n∑
i=1
e
m
i ,
M(n,m) =
n∑
i=1
e
m
i +
n∑
i=2
r
m
i + e
m −
n∑
i=1
e
m
i =
n∑
i=2
r
m
i + e
m,
where e = (1, 1, · · · , 1)⊤. So if α ∈ [0, 1],
M(n,m)− αN (n,m) =
n∑
i=2
r
m
i + (1− α)e
m + α
n∑
i=1
e
m
i
is completely positive.
Corollary 2. α∗(m) exists, and −
1
2 ≤ α∗(m) ≤ 0.
Proof. From Corollary 1(2), α∗(m) ≤ 0. Let x = (1,−1, 0, · · · , 0)
⊤, when α < − 12 ,
(M(n,m)− αN (n,m))xm = 1 + 2α < 0,
so α∗(m) = inf{Ω(m)} exists, and α∗(m) ≥ −
1
2 .
Based on Theorem 3.5 and Corollary 1, the MO set Ω(m) is nonempty.
Proposition 2. Let Ω(m) be the MO set, and M(n,m),N (n,m) be defined in (1) and (2),
respectively. Then,
(1) for any α1(m), α2(m) ∈ Ω(m), [α1(m), α2(m)] ⊆ Ω(m);
(2) for all even m ≥ 4, 1 < α∗(m) < 2;
(3) α∗(m) = max{Ω(m)};
(4) α∗(m)ց 1, when m→ +∞.
Proof. (1) It is obvious.
(2) Since 1 ∈ Ω(m) for all even m, Ω(m) 6= ∅. Let us consider the tensor M(n,m) −
2N (n,m) and x =
(
1,
1
2
, · · · ,
1
2n−1
)⊤
∈ Rn. Then
(M(n,m)− 2N (n,m))xm = 2
n∑
i=1
(e⊤i x)
m +
n∑
i=2
(r⊤i x)
m − (e⊤x)m,
where e = (1, · · · , 1)⊤. When m ≥ 4 and n ≥ 2, we have
n∑
i=1
(e⊤i x)
m =
n∑
i=1
1
(2m)i−1
≤
2m
2m − 1
≤
16
15
,
n∑
i=2
(r⊤i x)
m ≤
n−1∑
i=1
1
(2m)i
≤
2m
2m − 1
≤
16
15
,
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and
(e⊤x)m = (
n∑
i=1
1
2i−1
)m =

1−
1
2n
1−
1
2


m
≥
(
3
2
)m
.
Then
(M(n,m)− 2N (n,m))xm ≤
48
15
−
(
3
2
)m
< 0.
Therefore, for all evenm, 2 is an upper bound of Ω(m). Then α∗(m) exists and α∗(m) < 2.
Now we prove α∗(m) > 1. Let
U(n,m) =M(n,m)−N (n,m),V(n,m;β) = U(n,m)− βN (n,m), β = α− 1.
First, we need to prove that there exists β ∈ (0, 1) such that
V(n,m;β)xm = (1 + β)
n∑
i=1
(e⊤i x)
m +
n∑
i=2
(r⊤i x)
m − β(e⊤x)m ≥ 0,
for all n ∈ R and x ∈ Rn satisfying ||x||m = 1.
If e⊤x = 0, then V(n,m;β)xm ≥ 0 for all β ∈ [0, 1]. If e⊤x 6= 0, then there exists
y = (y1, y2, · · · , yn) ∈ Rn and z = (z1, z2, · · · , zn) ∈ Rn such that
y1 = e
⊤
x, yi = r
⊤
i x, i = 2, · · · , n,
and
zi =
yi
y1
, i = 1, · · · , n.
Then z1 = 1 and
V(n,m;β)xm = ym1
[
(1 + β)
(
n−1∑
i=1
(zi − zi+1)
m + zmn
)
+
n∑
i=2
zmi − β
]
.
Let
(3) gn,m(z, β) = (1 + β)
(
n−1∑
i=1
(zi − zi+1)
m + zmn
)
+
n∑
i=2
zmi ,
and
(4) fn,m(β) = min
z∈Rn,z1=1
gn,m(z, β).
It is easy to get
0 ≤ fn+1,m(β) ≤ fn,m(β), for all β ∈ [0, 1].
Hence,
(5) fm(β) = lim
n→+∞
fn,m(β)
exists for all β ∈ [0, 1].
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In fact, if there exists β ∈ [0, 1] such that fm(β) = 0, then by the definition of fn,m(β),
there exists z∗ ∈ Rn with z∗1 = 1 such that (1− z
∗
2)
m < ε and z∗2 < ε, for any ε > 0, which is
impossible. Then fm(β) > 0. Furthermore, fm(0) > 0.
Additionally, when m ≥ 4, assuming that z∗ =
(
1,
1
2
, 0, · · · , 0
)⊤
, we get gn,m(z
∗, 1) =
5
2m
. Thus fm(1) ≤ fn,m(1) ≤
5
2m
< 1.
Moreover, since m is even,
gn,m(z, β1) ≤ gn,m(z, β2), for all z ∈ R
n, β1, β2 with 0 ≤ β1 ≤ β2.
Then fn,m(β1) ≤ fn,m(β2) and fm(β1) ≤ fm(β2), which means that fm(β) is a nondecreas-
ing function in β on [0, 1].
Then we prove that fm(β) is a continuous function in β on (0, 1). Denote fm(β
+),
fm(β
−), as the right-hand and left-hand limit on β ∈ (0, 1), fm(0+), fm(1−) as the right-
hand limit on 0, and left-hand limit on 1 of the function fm(β), respectively. Since fm(β)
is a nondecreasing function, for any β ∈ (0, 1), fm(β+), fm(β−), fm(0+), fm(1−) exist and
fm(β
+) ≥ fm(β−). Assuming that fm(β+) > fm(β−), and δ =
fm(β
+)−fm(β
−)
2 > 0, for
0 < β1 < β < β2, there exists N
∗, when n > N∗, we have
fn,m(β1) ≤ fm(β1) +
fm(β
+)− fm(β−)
2
≤ fm(β
−) +
fm(β
+)− fm(β−)
2
=
fm(β
+) + fm(β
−)
2
,
and
fn,m(β2) ≥ fm(β2) ≥ fm(β
+).
Thus, when n > N∗,
fn,m(β2)− fn,m(β1) ≥
fm(β
+)− fm(β−)
2
= δ > 0.
Since gn,m(z, β) is continuous in β, and the level set of gn,m(z, β) is bounded, according
to Proposition 4.4 in [1], fn,m(β) is continuous in β. When β1 → β, β2 → β, we obtain that
fn,m(β
+)− fn,m(β−) ≥
fm(β
+)− fm(β−)
2
= δ > 0, which is a contradiction. Hence, fm(β)
is continuous in β on (0, 1).
Finally,
∂(fn,m(β))β =
{
n−1∑
i=1
(z∗i − z
∗
i+1)
m + (z∗n)
m
}
,
where z∗ ∈ arg min
z∈Rn,z1=1
gn,m(z, β). Noting that fn,m(β) < 1, for any β ∈ [0, 1], there exists
N > 0 such that, when n > N , ||ηn,m|| < 1, ∀ηn,m ∈ ∂(fn,m(β))β and ||ηm|| < 1, ∀ηm ∈
∂(fm(β))β .
Hence, for all z ∈ Rn with z1 = 1, there exists only one β∗(m) ∈ (0, 1) satisfying
fm(β
∗(m)) = β∗(m). Besides that, when 0 < β ≤ β∗(m), gn,m(z, β) ≥ fn,m(β) ≥ fm(β) ≥
β; When β∗(m) ≤ β < 1, fm(β) ≤ β. This means that there exists 1 > β > 0 satisfying
V(n,m;β)xm ≥ 0,
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and there exists α = 1 + β > 1, satisfying
M(n,m)− αN (n,m)  0.
Thus α∗(m) > 1.
In addition, β∗(m) = α∗(m)−1 is proved. Apparently, α∗(m)−1 ≥ β∗(m). If α∗(m)−1 >
β∗(m), there exists β1 such that β
∗(m) < β1 < α
∗(m) − 1. Since fm(β1) < β1, by the
definition of fm(β), there existsN > 0 such that, when n > N, fn,m(β1)−β1 < 0. Therefore,
U(n,m)− β1N (n,m) 6 0, which is a contradiction. Thus β∗(m) = α∗(m)− 1.
(3) From Theorem 3.3, whenm = 2, α∗(2) = max{Ω(2)}. According to (2), whenm ≥ 4,
M(n,m) − α∗(m)N (n,m)  0, which means that α∗(m) ∈ Ω(m). Therefore, α∗(m) =
max{Ω(m)}, for all even m.
(4) Since 0 < fn,m(β) < 1, β ∈ [0, 1], when m is even and m ≥ 4, there exists a z∗ ∈
arg min
z∈Rn,z1=1
gn,m(z, β) satisfying
(z∗i − z
∗
i+1)
m ≤ 1, i = 1, · · · , n− 1, (z∗i )
m ≤ 1, i = 2, · · · , n.
Then
(z∗i − z
∗
i+1)
m+2 ≤ (z∗i − z
∗
i+1)
m, i = 1, · · · , n− 1;
(z∗i )
m+2 ≤ (z∗i )
m, i = 2, · · · , n.
Hence, fn,m+2(β) ≤ fn,m(β), and there exists N > 0, when n > N, fm+2(β) ≤ fm(β). By
the definition of β∗(m) above, without losing generality, assuming that 0 ≤ β ≤ β∗(m), we
obtain that fm−2(β) ≥ fm(β) ≥ β. Therefore, β∗(m−2) ≥ β∗(m), which means α∗(m−2) ≥
α∗(m).
Since β∗(m) ≥ 0 and β∗(m) is nonincreasing, β∗ = lim
m→+∞
β∗(m) exists. If β∗ 6= 0, then
there exists a N > 0, when n > N and m > N, we have fn,m(β
∗(m)) ≥ fm(β
∗(m)) =
β∗(m) ≥ β∗ > 0. However, in the other side, when n > N and m > N, fn,m(β∗(m)) → 0,
which is a contradiction. Hence, β∗ = 0 and lim
m→+∞
α∗(m) = 1.
We could use the following algorithm to compute α∗(m).
Algorithm 3.6 (Computing α∗(m)).
S1: Let β0 = 1, β1 = β10 = 1, n = 1, k = 0, ε > 0, m be a even number ;
S2: Solve the problem (4) to get fn,m(β
n
k );
S3: If fn,m(β
n
k )−β
n
k < −ε, then β
n
k+1 =
βn
k
2 , if fn,m(β
n
k )−β
n
k > ε, βk+1 =
βn
k
+1
2 , k = k+1,
goto S2; else denote βn = βnk
S4: If |βn − βn−1| < ε, stop and output βn + 1; else n = n+ 1, k = 0, goto S2.
It is not hard to compute fn,m(β) since (4) is a convex problem. By computing, we get
that α∗(4) = 1.1429, α∗(6) = 1.0323, α∗(8) = 1.0079. In the final work, a property of the
minimal eigenvalue of the Sup-MO tensor is obtained. Then, the positive definiteness of
Sup-MO tensors is proved.
Theorem 3.7. Let Ω(m) be an MO set. For all even m ≥ 4 and α∗(m) = max{Ω(m)},
A(n,m;α∗(m)) is a Sup-MO tensor, i.e.,
Ai1,··· ,im(n,m;α
∗(m)) =M(n,m)− α∗(m)N (n,m)
=
{
i1, i1 = i2 = · · · = im,
min{i1, i2, · · · , im} − α
∗(m), otherwise.
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Assume that λmin(A(n,m;α∗(m))) is the smallest eigenvalue of A(n,m;α∗(m)). Then,
λmin(A(n,m;α
∗(m))) strictly decreases to 0, when n → ∞. Furthermore, A(n,m;α∗(m)) is
positive definite.
Proof. By Theorem 2.2, it is easy to see that λmin(A(n,m;α∗(m))) decreases in n, for all
evenm. In the following, we prove that it is strictly decreasing to 0. gn,m(z, β), fn,m(β) and
fm(β) are defined as (3-5).
Since 1 > fm(β
∗(m)) = β∗(m) > 0, fn,m(β
∗(m)) → β∗(m). Suppose that z∗ ∈
arg min
z∈Rn,z1=1
gn,m(z, β
∗(m)). Because z∗1 = 1, ||z
∗||m ≥ 1. Let w∗i = z
∗
i − z
∗
i+1, i =
1, · · · , n− 1, w∗n = z
∗
n. Then, when m ≥ 4,
β∗(m) ≤ gn,m(z
∗, β∗(m)) = fn,m(β
∗) ≤ fn,m(1) <
5
2m
< 1.
By the definition of gn,m(z
∗, β∗(m)),
n∑
i=2
(z∗i )
m ≤
5
2m
< 1, which means that |z∗2 | ≤
5
1
m
2
< 1. Thus w∗1 = 1− z
∗
2 ≥ 1−
5
1
m
2
. Hence, when m ≥ 4, ||w∗||m ≥ 1−
5
1
m
2
.
According to Theorem 2.2
0 ≤ λmin(A(n,m;α
∗(m))) ≤
A(n,m;α∗(m))(w∗)m
||w∗||mm
.
By the definition ofw∗,A(n,m;α∗(m))(w∗)m → 0,when n→ +∞. Since ||w∗||m ≥ 1−
5
1
m
2
,
we get that λmin(A(n,m;α∗(m)))→ 0, when n→∞.
Then we prove that the decreasing of λmin(A(n,m;α∗(m))) is strict. Consider the fol-
lowing program:
min A(n,m;α∗(m))xm
s.t. ||x||m = 1.
Then its KKT conditions are
(6)
{
A(n,m;α∗(m))xm−1 = λx[m−1]
||x||m = 1.
The smallest solution λn,m and the corresponding vector x ∈ Rn of above program are
the smallest H-eigenvalue and H-eigenvector of A(n,m;α∗(m)). If λn,m = λn+1,m for some
n, then there exist x ∈ Rn and x¯ ∈ Rn+1 with x¯ = (x⊤, 0)⊤ satisfying
A(n,m;α∗(m))xm−1 = λn,mx
[m−1],
A(n+ 1,m;α∗(m))x¯m−1 = λn+1,mx¯
[m−1].
Hence,
n+1∑
i2,··· ,im=1
A(n+ 1,m;α∗(m))n+1,i2,··· ,im x¯i2 · · · x¯im = λn+1,mx¯
m−1
n+1 .
Since x¯ = (x⊤, 0)⊤, the above equation is
n∑
i2,··· ,im=1
A(n+ 1,m;α∗(m))n+1,i2,··· ,imxi2 · · ·xim = 0.
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Because
n∑
i2,··· ,im=1
A(n,m;α∗(m))n,i2,··· ,imxi2 · · ·xim = λn,mx
m−1
n ,
we have
n∑
i2,··· ,im=1
A(n,m;α∗(m))n,i2,··· ,imxi2 · · ·xim
−
n∑
i2,··· ,im=1
A(n+ 1,m;α∗(m))n+1,i2,··· ,imxi2 · · ·xim
=α∗(m)xm−1n = λn,mx
m−1
n .
According to the above proof, α∗(m) > 1 > λn,m. Therefore, xn = 0. By the same
discussion, we get x = 0, which is against ||x||m = 1. Thus, λmin(A(n,m;α∗(m))) strictly
decreases. Finally, together with Corollary 1, we have A(n,m;α∗(m)) is positive definite.
4 Final Remarks
In this paper, we construct the MO tensor with introducing the concepts of the MO value and
the MO set. Then we mainly discuss two special cases of the MO tensor: the Sup-MO tensor
and the essential MO tensor. We prove that an even order essential MO tensor is a completely
positive tensor and positive definite. Then, some related properties of the Sup-MO value
of an even order Sup-MO tensor are given. Furthermore, the positive definiteness of an
even order Sup-MO tensor is proved, since the minimal H-eigenvalue of the Sup-MO tensor
strictly decreases to 0, when n → ∞. In the future work, some of the applications of the
Sup-MO tensor and the properties of Sub-MO value and Sub-MO tensor will be discussed.
There are three further research questions for the MO tensor, the Sup-MO tensor and the
Sub-MO tensor.
1. Are the Sup-MO tensors SOS (sum-of-squares) tensors? For the definition of SOS
tensors, see [2]. An SOS tensor is a PSD tensor, but not vice versa. This theory can be traced
back to David Hilbert [4]. We randomly tested some Sup-MO tensors, and found that they
were SOS tensors. We will study this in the future study.
2. We cannot verify whether α∗(m) can be reached or not. Hence, we do not know
whether Ω(m) is compact or not. If the Ω(m) is compact, how to get the length of the MO
set Ω(m) is also an interesting work. We will continue to explore the properties of α∗(m)
and Ω(m).
3. Since the properties of the Moler matrices make them to be good test matrices for the
linear equations and eigensystems, we will try to find that if the Sup-MO tensor can also be
a good candidate for testing in some tensor computation software packages or not.
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