A novel framework for automatic articulatory-acoustic feature extraction has been developed for enhancing the accuracy of place-and manner-of-articulation classification in spoken language. The "elitist" approach focuses on frames for which multilayer perceptron, neural-network classifiers are highly confident, and discards the rest. Using this method, it is possible to achieve a frame-level accuracy of 93% for manner information on a corpus of American English sentences passed through a telephone network (NTIMIT). Place-of-articulation information is extracted for each manner class independently, resulting in an appreciable gain in place-feature classification relative to performance for a manner-independent system. A comparable gain in classification performance for the elitist approach is evidenced when applied to a Dutch corpus of quasi-spontaneous telephone interactions (VIOS). The elitist framework provides a potential means of automatically annotating a corpus at the phonetic level without recourse to a word-level transcript and could thus be of utility for developing training materials for automatic speech recognition and speech synthesis applications, as well as aid the empirical study of spoken language.
Introduction
Relatively few corpora of spoken language have been phonetically hand-annotated at either the segment or articulatory-feature level; and their numbers are unlikely to increase in any great measure, due to the appreciable amount of time and funding such materials require to develop. This dearth of phonetically annotated materials poses a significant challenge to the development of future-generation speech technology, as well as to the empirical study of spoken language.
Automatic methods of phonetic annotation provide a potential means of confronting this challenge provided they are reliable and robust in performance, as well as simple and inexpensive to develop.
The current study addresses this issue of automatic phonetic annotation of spoken-language corpora. Under many circumstances the segmental approach (based on phone sequences) does not incorporate sufficient detail with which to fully capture the subtlety and richness engendered in the speech signal at the phonetic level.
One specific means by which to achieve a relatively accurate phonetic characterization of the speech signal is through the use of articulatory-acoustic features (AFs), such as place and manner of articulation and voicing, instead of phonetic segments. An advantage of using AFs is the potential performance gain for cross-linguistic transfer. Because AFs are similar across languages it should be possible, in principle, to train the acoustic models of an ASR system on articulatory-based features, independent of the language to which they are ultimately applied, thereby saving both time and effort developing applications for languages lacking a phonetically annotated set of training material. Conversion of AFs to phonetic segments should be viewed as an optional process, to be performed only when circumstances so require (cf. Chang, Shastri and Kirchhoff, 1999 for examples of this approach), as we believe that annotation in terms of articulatory features is superior to segments for many applications.
As a preliminary means of developing AFs for cross-linguistic training in ASR, we have applied an AF-classification system originally designed for American English to spontaneous Dutch material in order to delineate the extent to which such cross-linguistic transfer succeeds (or fails), as well as to explore the potential for applying an "elitist" approach for AF classification to languages other than English.
In a previous publication we described a system for automatic labeling of phonetic segments (ALPS) using articulatory-acoustic features as an intermediate stage of processing . The current study builds upon this earlier work by demonstrating a significant improvement in articulatory-feature classification performance using a frame-selection procedure, coupled with feature recognition tuned to specific manner classes. This "elitist" approach to articulatory-feature extraction (ARTIFEX) provides the potential for automatic phonetic annotation of corpora associated with different languages and speaking styles. The basic framework of the ARTIFEX system is described using a corpus of American English sentences read by native speakers (NTIMIT -cf. Jankowski, Kalyanswamy, Basson and Spitz, 1990) . The NTIMIT corpus provides a convenient point of departure by virtue of its near-canonical pronunciation and high quality of (manual) phonetic annotation, but should be viewed primarily as a way-station en route to a broader, more ambitious goal; the ultimate objective is the capability of phonetically annotating any form of spoken-language material, from read text to spontaneous dialogues and ensemble discussions (e.g., meetings) and to do so for virtually any language in the world. The potential for cross-linguistic application of the elitist approach is described later in the paper using a corpus of spontaneous Dutch material (VIOS -cf. Strik, Russell, van der Heuvel, Cucchiarini and Boves, 1997) . VIOS serves as a point of departure for the broader objective of transparent multi-lingual annotation, intended to demonstrate the potential for cross-linguistic transfer of AF classifiers rather than as an end unto itself.
Corpus Materials

NTIMIT (American English)
A corpus of phonetically hand-annotated (i.e., labeled and segmented) material (NTIMIT) was used for both training (3300 sentences, comprising 164 minutes of speech) and testing (393 sentences, 19.5 minutes) the ARTIFEX system. NTIMIT (Jankowski et al., 1990 ) is a spectrally circumscribed variant of the TIMIT corpus (8-kHz bandwidth; cf. Lamel et al., 1990) , that has been passed through a phone network (between 0.3 and 3.4 kHz), providing an appropriate set of materials with which to develop a phonetic annotation system destined for telephony-based applications. The corpus contains a quasi-phonetically balanced set of sentences read by native speakers (of both genders) of American English, whose pronunciation patterns span a wide range of dialectal variation. The phonetic inventory of the NTIMIT corpus is listed in Table I , along with the articulatory-feature equivalents for each segment. Table I in approximately this location
VIOS is a Dutch corpus composed of human-machine "dialogues" within the context of railroad timetable queries conducted over the telephone (cf. Strik et al., 1999) .
A subset of this corpus (3000 utterances, comprising ca. 60 minutes of material) was used to train an array of networks of multilayer perceptrons (MLPs), with an additional 6 minutes of data used for cross-validation purposes. Labeling and segmentation at the phonetic-segment level was performed using a special form of automatic alignment system that explicitly models pronunciation variation derived from a set of phonological rules (Kessens et al., 1999 ).
An eighteen-minute component of VIOS, previously hand-labeled at the phonetic-segment level by students of Language and Speech Pathology at the University of Nijmegen, was used as a test set in order to ascertain the accuracy of AF-classification performance. This test material was segmented at the phonetic-segment level using an automatic-alignment procedure that is part of the Phicos recognition system (Steinbiss et al., 1993) trained on a subset of the VIOS corpus. The phonetic inventory of the VIOS corpus is listed in Table VII , along with the articulatory-feature equivalents for each segment.
3. ARTIFEX System Overview (for application to NTIMIT)
The speech signal was processed in several stages, as illustrated in Figure 1 . First, a power spectrum was computed every 10 ms (over a 25-ms window) and partitioned into quasi-quarter-octave channels between 0.3 and 3.4 kHz (cf. Hermansky, 1990 for the specific critical-band-like, frequency-warping function used). The power spectrum was logarithmically compressed in order to preserve the general shape of the spectrum distributed across frequency and time. Delta (firstderivative) features pertaining to the spectro-temporal contour over time and frequency were computed as well.
An array of independent, multilayer perceptron (MLP) neural networks classified each 25-ms frame along seven articulatory-based, phonetic-feature dimensions: (1) place and (2) manner of articulation, (3) voicing, (4) static/dynamic spectrum, (5) lip-rounding (pertaining to vocalic segments and glides), (6) vocalic tongue height and (7) intrinsic vocalic duration (i.e., tense/lax). A separate class associated with "silence" was trained for most feature dimensions. The training targets for the articulatory-acoustic features were derived from a table of phone-to-AF mapping using the phonetic-label and segmentation information of the NTIMIT corpus (cf. Table 1 ). The context window for inputs to the MLP was 9 frames (i.e., 105 ms). The networks contained 400 hidden units distributed across a single layer. In addition, there was a single output node (representing the posterior probability of a feature, given the input data) for each feature class associated with a specific AF dimension.
These phonetic-feature outputs served as input to an MLP network that performed classification of phonetic identity for each frame, the results of which are discussed in Section 11. No attempt was made in this study to decode the frames associated with phonetic-segment information into sequences of phones.
The performance of the ARTIFEX system is described for two basic modes -(1) feature classification based on the MLP output for all frames ("manner-independent") and (2) mannerspecific classification of place features for a subset of frames (using the "elitist" approach). Table II illustrates the efficacy of the ARTIFEX system for the AF dimension of voicing (associated with the distinction between specific classes of stop and fricative segments). The level of classification accuracy is high -92% for voiced segments and 79% for unvoiced consonants (the lower accuracy associated with this feature reflects the considerably smaller proportion of unvoiced frames in the training data). Non-speech frames associated with "silence" are correctly classified 88% of the time. Table II in approximately this location
Manner-Independent Feature Classification
The performance of the baseline ARTIFEX system is illustrated in Figure 2 for five separate AF dimensions. Classification accuracy is 80% or higher for all dimensions other than place of articulation. Classification accuracy ranges between 48% and 82% correct among vocalic segments ("front,"
"mid" and "back"). Variability in performance reflects, to a certain degree, the proportion of training material associated with each feature.
An Elitist Approach to Frame Selection
There are ten distinct places of articulation across the manner classes (plus "silence") in the ARTIFEX system, making it difficult to effectively train networks expert in the classification of each place feature. There are other problems as well. For example, the loci of maximum articulatory constriction for stops differ from those associated with fricatives. And articulatory constriction has a different manifestation for consonants compared to vowels. The number of distinct places of articulation for any given manner class is usually just three or four. Thus, if it were possible to identify manner features with a high degree of assurance it should be possible, in principle, to train an articulatory-place classification system in a manner-specific manner that could potentially enhance place-feature extraction performance. Towards this end, a frame-selection procedure was developed.
With respect to feature classification, not all frames are created equal. Frames situated in the center of a phonetic segment tend to be classified with greater accuracy than those close to the segmental borders . This "centrist" bias in feature classification is paralleled by a concomitant rise in the "confidence" with which MLPs classify AFs, particularly those associated with manner of articulation (cf. Figure 3 ). For this reason the maximum output level of a network can be used as an objective metric with which to select frames most "worthy" of manner designation.
By establishing a network-output threshold of 70% (relative to the maximum) for frame selection, it is possible to improve the accuracy of manner-of-articulation classification between 2% and 14%, thus achieving an accuracy level of 77% to 98% correct for all manner classes except the flaps (53%), as illustrated in Table IV and Figure 4 . Most of the frames discarded are located in the interstitial region at the boundary of adjacent segments. The overall accuracy of manner classification increases from 85% to 93% across frames, thus making it feasible, in principle, to use a manner-specific classification procedure for extracting place-of-articulation features.
The primary disadvantage of this elitist approach concerns the approximately 20% of frames that fall below threshold and are discarded from further consideration (cf. Figure 5 ). The distribution of these abandoned frames is not entirely uniform. In a small proportion of segments (6%), all (or nearly all) frames fall below threshold, and therefore it would be difficult to reliably classify AFs associated with such phones. By lowering the threshold it is possible to increase the number of segments containing supra-threshold frames but at the cost of classification fidelity over all frames.
A threshold of 70% represents a compromise between a high degree of frame selectivity and the ability to classify AFs for the overwhelming majority of segments (cf. Figure 5 ).
In the experiments illustrated in Figure 2 and Table III for manner-independent classification, place-of-articulation information was correctly classified for 71% of the frames. The accuracy for individual place features ranged between 11% and 82% (Table III) .
Articulatory-place information is likely to be classified with greater precision if performed for each manner class separately. Figure 4 and Table V illustrate the results of such manner-specific, place classification. In order to characterize the potential efficacy of the method, manner information for the test materials was derived from the reference labels for each segment rather than from automatic classification of manner of articulation.
Separate MLPs were trained to classify place-of-articulation features for each of the five manner classes -stops, nasals, fricatives, flaps and vowels (the latter includes the approximants). The place dimension for each manner class was partitioned into three basic features. For consonantal segments the partitioning corresponds to the relative location of maximal constriction -anterior, central and posterior (as well as the glottal feature for stops and fricatives). For example, "bilabial" is the most anterior feature for stops, while the "labio-dental" and "dental" loci correspond to the anterior feature for fricatives. In this fashion it is possible to construct a relational place-of-articulation pattern customized to each consonantal manner class. For vocalic segments front vowels were classified as anterior, and back vowels as posterior. The liquids (i.e., [l] and [r]) were assigned a "central" place given the contextual nature of their articulatory configuration. This relational placeof-articulation scheme is illustrated in Figure 6 .
The gain in place-of-articulation classification associated with manner-specific feature extraction is considerable for most manner classes, as illustrated in Table V as well as in Figures 7, 8 and 9 . In many instances the gain in place classification is between 10% and 30%. In no instance does the manner-specific regime significantly impair performance. The gain in classification performance is most likely derived from two specific factors -(1) a more homogeneous set of training material for manner-specific place material and (2) a smaller number of place-feature targets for each manner class.
MLPs were also trained to classify each frame with respect to rate of spectral change (static/ dynamic) for all manner classes, as well as on the dimensions of height (high, mid, low -cf. Figure   8 ) and intrinsic duration (tense/lax) for vocalic segments only (Table VI) . The dynamic/static features are useful for distinguishing affricates (such as [ch] and [jh] ) from "pure" fricatives, as well as separating diphthongs from monophthongs among the vowels. The height feature is necessary for distinguishing many of the vocalic segments. The tense/lax feature provides important information pertaining to vocalic duration and stress-accent (cf. Hitchcock and Greenberg, 2001) . Although there are gains in performance (relative to manner-independent classification) for many of the features (cf. 
Cross-Linguistic Transfer of Articulatory Features
Articulatory-acoustic features for Dutch were automatically derived from phonetic-segment labels using the mapping pattern illustrated in Table VII for the VIOS corpus. The feature dimensions, "Front-Back" and "Rounding" applied solely to vocalic segments. The rhoticized segments, [r] and [R] , were assigned a place feature (+rhotic) unique unto themselves in order to accommodate their articulatory variability (Lindau, 1985; Vieregge and Broeders, 1992) . Each articulatory feature dimension also contained a class for "silence." In the manner-specific classification the approximants (i.e., glides, liquids and [h]) were classified as vocalic with respect to articulatory manner rather than as a separate consonantal class.
The context window for the MLP inputs was 9 frames (i.e., 105 ms). 200 units (distributed over a single hidden layer) were used for the MLPs trained on the voicing, rounding and front-back dimensions, while the place and manner dimensions used 300 hidden units (with a similar network architecture).
A comparable set of MLPs were trained on ca. 3 hours of material from the NTIMIT corpus, using a cross-validation set of ca. 18 minutes duration.
Classification experiments were performed on the VIOS test material using MLPs trained on the VIOS and NTIMIT corpora, respectively (cf. Table VIII) . Because ca. 40% of the test material was composed of "silence," classification results are partitioned into two separate conditions, one in which silence was included in the evaluation of frame accuracy (+ silence), the other in which it was excluded (-silence) from computation of frame-classification performance. Table VIII in approximately this 
Classification performance of articulatory-acoustic features trained and tested on VIOS is more than 80% correct for all dimensions except place of articulation. Performance is slightly higher for all feature dimensions when silence is included, a reflection of how well silence is recognized.
Overall, performance is comparable to that associated with other American English and German (Kirchhoff, 1999) material.
Classification performance for the system trained on NTIMIT and tested on VIOS is lower than the system both trained and tested on VIOS (Table VIII and Figure 10 ). The decline in performance is generally ca. 8-15% for all feature dimensions, except for place, for which there is a somewhat larger decrement (26%) in classification accuracy. Voicing is the one dimension in which classification is nearly as good for a system trained on English as it is for a system trained on Dutch (particularly when silence is neglected). The manner dimension also transfers reasonably well from training on NTIMIT to VIOS. However, the place of articulation dimension does not transfer particularly well between the two languages.
One reason for the poor transfer of place-of-articulation feature classification for a system trained on NTIMIT and tested on VIOS pertains to the amount of material on which to train. Features which transfer best from English to Dutch are those trained on the greatest amount of data in English. This observation suggests that a potentially effective means of improving performance on systems trained and tested on discordant corpora would be to evenly distribute the training materials over the feature classes and dimensions classified.
The Elitist Approach Goes Dutch
The efficacy of frame selection for manner classification in Dutch is illustrated in the left-hand portion of Table IX for a system trained and tested on VIOS. By establishing a network-output threshold of 70% (of maximum output) for frame selection, it is possible to improve the accuracy of manner classification between 5 and 10%, thus achieving an accuracy level of 84 to 94% correct for all manner classes except stop consonants. The overall accuracy of manner classification increases from 85% to 91% across frames. Approximately 15% of the frames fall below threshold and are discarded from further consideration (representing 5.6% of the phone segments). Most of the discarded frames are associated with the boundary region between adjacent segments.
The right-hand portion of Table IX illustrates the results of the frame-selection method for a system trained on NTIMIT and tested on VIOS. The overall accuracy at the frame level increases from 73% to 81% using the elitist approach (with ca. 19% of the frames discarded). However, classification performance does not appreciably improve for either the stop or nasal manner classes.
Manner-Specific Articulatory Place Classification in Dutch
In the classification experiments described in Sections 8 and 9 (and Table IX ), place information was correctly classified for only 65-76% of the frames associated with a system trained and tested on Dutch. Place classification was even poorer for the system trained on English material (39-52%).
A potential problem with place classification is the heterogeneous nature of the articulatory-acoustic features involved. The place features for vocalic segments (for the VIOS corpus, they are low, mid and high) are quite different than those pertaining to consonantal segments such as stops (labial, alveolar, velar) . Moreover, even among consonants, there is a lack of concordance in place of articulation (e.g., the most forward constriction for fricatives in both Dutch and English is posterior to that of the most anterior constriction for stops).
Such factors suggest that articulatory place information is likely to be classified with greater precision if performed for each manner class separately using a scheme illustrated in Figure 11 . This manner-specific, place-of-articulation classification is similar to that employed for the NTIMIT corpus illustrated in Figure 6 Figure 12 illustrates the results of such manner-specific, place classification for a system trained and tested on Dutch (VIOS). In order to characterize the potential efficacy of the method, manner information for the test material was derived from the reference labels for each segment rather than from automatic classification.
------------------------------------------------------------------------------------------------------------------------Insert Figure 11 in approximately this location ------------------------------------------------------------------------------------------------------------------------
Five separate MLPs were trained to classify place-of-articulation features -one each for the consonantal manner classes of stop, nasal and fricative -and two for the vocalic segments (frontback and height). The place dimension for each manner class was partitioned into three features (cf. Figure 12 illustrates the gain in place classification performance (averaged across all manner classes) when the networks are trained using the manner-specific scheme. Accuracy increases between 10 and 20% for all place features, except "low" (where the gain is 5%).
------------------------------------------------------------------------------------------------------------------------Insert Figure 12 in approximately this location ------------------------------------------------------------------------------------------------------------------------
Assigning the place features for the "approximants" (liquids, glides and [h]) in a manner commensurate with vowels (cf. Table VII) results in a dramatic increase in the classification of these features (Figure 13 ), suggesting that this particular manner class may be more closely associated with vocalic than with consonantal segments (in Dutch all instances of [h] appear to be of the voiced variety, in contrast to English where [h] can be realized as an unvoiced, glottal fricative preceeding high, front vowels).
------------------------------------------------------------------------------------------------------------------------Insert Figure 13 in approximately this location ------------------------------------------------------------------------------------------------------------------------
Discussion and Conclusions
Current methods for annotating spoken-language material focus on the phonetic segment and the word. Manual annotation is both costly and time-consuming. Moreover, few individuals possess the complex constellation of skills and expertise required to perform large amounts of such annotation in highly accurate fashion. Hence, the future of spoken-language annotation is likely to reside in automatic procedures.
Current-generation speech recognition (ASR) systems often rely on automatic-alignment
procedures to train and refine phonetic-segment models. Although these automatically generated alignments are designed to approximate the actual phones contained in an utterance they are often erroneous in terms of their phonetic identity. For instance, over forty percent of the phonetic labels generated by state-of-the-art automatic alignment systems differ from those generated by phonetically trained human transcribers for the Switchboard corpus (Greenberg, Chang and Hollenback, 2000) . The most advanced of the current automatic phonetic annotation systems (Beringer and Schiel, 2000; Kessens, Wester and Strik, 1999 ) require a word transcript to perform, and even under such circumstances the output is in the form of phonetic segments only. Moreover, the output of such "super-aligners" is subject to error because of the limited capability of the pronunciation models built into these systems to accommodate idiolectal and dialectal variation. The ability to capture fine nuances of pronunciation at the level of the phonetic segment is limited by virtue of the extraordinary amount of variation observed at this level in spontaneous material (Greenberg, 1999) .
It is therefore not surprising that the ability to convert AFs into phonetic segments is limited. For the NTIMIT corpus the use of the ARTIFEX system improves phone classification at the frame level by only a small amount (from 55.7% for a conventional phone-recognition system to 61.5% accuracy when phonetic identity is derived from manner-independent, articulatory-feature inputs).
The elitist framework provides only a small additional gain in performance at the phonetic-segment level despite the dramatic improvement in AF classification; such a result implies that the segment may not be the optimum unit with which to characterize the phonetic properties of spoken language.
For such reasons, future-generation speech recognition and synthesis systems are likely to require much finer detail in modeling pronunciation than is currently afforded by segmental representations.
The ARTIFEX system, in tandem with the elitist approach, provides one potential means with which to achieve high-fidelity, phonetic characterization for speech technology development and the scientific study of spoken language. This approach improves manner-of-articulation classification through judicious (and principled) selection of frames and enhances place-of-articulation classification via a manner-specific training and testing regime. Place-of-articulation information is of critical importance for classifying phonetic segments correctly Kirchhoff, 1999) and therefore may be of utility in enhancing the performance of automatic speech recognition systems. The quality of automatic labeling is potentially of great significance for largevocabulary ASR performance, as word-error rate is largely dependent on the accuracy of phone recognition . Moreover, a substantial reduction in word-error rate is, in principle, achievable when phone recognition is both extremely accurate and tuned to the phonetic composition of the recognition lexicon (McAllaster, Gillick, Scattone and Newman, 1998) .
Articulatory-acoustic features also provide a potentially efficient means for developing speech recognition systems across languages. The present study has demonstrated that certain AF dimensions, such as voicing and manner of articulation, transfer relatively well between English and Dutch. However, a critical dimension, place of articulation, transfers much more poorly. This difficulty in transferring place features trained on English to Dutch may reflect specific constraints (and limitations) of the specific corpora involved, or may indicate something more basic about the nature of language-specific features. It would be of interest to ascertain if place-of-articulation cues transfer equally poorly across languages other than English and Dutch. Because of the possibility that place features are language-specific (and manner features potentially less so) using the elitist approach in concert with manner-specific training may offer a means of efficiently training ASR systems across different languages.
Another potential application of the elitist approach pertains to segmentation of the speech signal at the phonetic-segment level. Although there are many articulatory feature dimensions that cut across segmental boundaries, manner-of-articulation cues are largely co-terminous with segmental units in the vast majority of instances, particularly when syllable juncture is taken into account.
Because it is highly unusual for two segments of the same manner class to occur in proximity within the same syllable, accurate classification of the manner dimension is essentially equivalent to segmentation at the phone level. Moreover, the correlation of MLP confidence levels with segmental centers (and by implication, boundaries) provides the capability of flagging automatically the temporal intervals in the speech signal associated with discrete segments. Such knowledge could be useful for training speech recognition systems as well as applying temporal constraints on the interpretation of the acoustic signal.
What is currently absent from the ARTIFEX system is an explicit connection to a syllabic topology. At present articulatory features at the onset of a syllable are trained in the same manner as those in the coda (except for the liquids in Dutch). It is known that the articulatory (and hence the acoustic) properties of many consonantal segments differ in onset and coda position (e.g., stops are rarely accompanied by articulatory release in coda position, but are typically so at syllable onset).
Combining articulatory feature classification with knowledge of syllable position is likely to significantly improve classification performance beyond what is possible with the current ARTIFEX system.
The ARTIFEX system also does not currently incorporate prosodic properties such as stressaccent, which are known to interact with certain articulatory properties associated with vocalic segments (cf. Hitchcock and Greenberg, 2001; Greenberg, Chang and Hitchcock, 2001 ). Linking articulatory feature classification to stress accent in a principled way is also likely to improve the performance of the ARTIFEX system, and thus enhance its capability within the context of a speech recognition system. However, in order for articulatory-based features to prove truly useful for speech recognition technology, it will be necessary to develop lexical representations and pronunciation models tuned to this level of abstraction. The development of pronunciation models that transcend the conventional phonetic segment represents the frontier of future-generation speech recognition technology and is therefore likely to yield considerable advances in ASR performance for large vocabulary tasks.
Finally, the ARTIFEX system (and its ultimate successors) is capable of deepening our scientific insight into the nature of spoken language. Until recently most of our knowledge concerning the phonetic and prosodic properties of speech was based on laboratory studies using highly artificial material (such as carefully crafted sentences or newspaper articles). Such scripted speech differs in significant ways from spontaneous dialogue material (cf. Greenberg, 1999; Greenberg and Fosler, 2000) . The most efficient means with which to characterize the phonetic properties of such spontaneous material is through automatic labeling; manual annotation, although necessary for initial training of an automatic system, is far too time-consuming (and expensive) to deploy on a wide-spread basis. Generation of high-quality phonetic annotation can provide the sort of empirical foundation required to test models of language and thereby extend the scientific frontier of spoken language research and thereby provide a basis for its interface with speech technology. 
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Fricative Lab-dental Articulatory-feature classification performance (in terms of percent correct, marked in bold) for the AF dimension of voicing for the NTIMIT corpus. The confusion matrix illustrates the pattern of errors among the features of this dimension. The overall accuracy for voicing is 89% correct (due to the prevalence of voiced frames in the corpus). Silence 03 06 01 00 00 00 00 00 00 90
ARTIFEX Classification
A confusion matrix illustrating classification performance for place-of-articulation features (percent correct, marked in bold) using all frames (i.e., manner-independent mode) in the corpus test set. The data are partitioned into consonantal and vocalic classes. "Silence" is classified as non-speech (N-S). Classification performance (percent correct, marked in bold) associated with using an elitist frameselection approach for manner classification. "All" refers to the manner-independent system using all frames of the signal, while "Best" refers to the frames exceeding the 70% threshold. The confusion matrix illustrates the pattern of classification errors. Manner-specific (M-S) classification (percent correct, marked in bold ) for place-of-articulation feature extraction for each of the four major manner classes. Place classification performance for the manner-independent (M-I) system is shown for comparison. Comparison of feature-classification performance (percent correct at frame level) for two different
systems -one trained and tested on Dutch (VIOS-VIOS), the other trained on English and tested on Dutch (NTIMIT-VIOS). Two different conditions are shown -classification with silent intervals included (+Silence) and excluded (-Silence) in the test material. Table II (voicing) and Table III (place of articulation). More detailed data on manner-of-articulation classification is contained in Figure 5 , and additional data pertaining to place-of-articulation classification is found in Figures 8 and 9 . there is an improvement in classification accuracy when this MLP threshold is used. Figure 5 The relation between the proportion of acoustic frames discarded and frame classification error for manner-of-articulation classification on the NTIMIT corpus. As the proportion of frames discarded increases, classification error decreases. However, as the proportion of discarded frames increases the number of segments with all (or virtually all) frames tossed increases as well. For the present study an MLP confidence level threshold of 70% (relative to maximum) was chosen as an effective compromise between frameclassification accuracy and keeping the number of discarded segments to a minimum (ca.
6%). Overall comparison between manner-specific and manner-independent, place-ofarticulation classification performance in the NTIMIT corpus. The vocalic segments are partitioned into place and height articulatory feature dimensions. For each manner class there is an appreciable gain in classification performance using the Elitist approach. Figure 10 Comparison of articulatory-feature classification performance for five separate AF dimensions on the VIOS corpus as a function of whether the MLPs were trained initially on VIOS or on NTIMIT (i.e., with cross-linguistic transfer of AF training). Performance is computed without taking into account classification accuracy for the "silence" feature (cf. Table 8 for a comparison when performance does include "silence" classification).
The cross-linguistic transfer of AF classification is excellent for voicing and adequate for the other AF dimensions, except for place of articulation. Figure 11 Manner-dependent, place-of-articulation classification system for the VIOS corpus. Each manner class has three places of articulation associated with it. In other respects the MLP architecture is similar to that illustrated in Figure 6 . 
