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Abstract
Cross-modal hashing aims to map heterogeneous multime-
dia data into a common Hamming space, which can real-
ize fast and flexible retrieval across different modalities. Un-
supervised cross-modal hashing is more flexible and appli-
cable than supervised methods, since no intensive labeling
work is involved. However, existing unsupervised methods
learn hashing functions by preserving inter and intra cor-
relations, while ignoring the underlying manifold structure
across different modalities, which is extremely helpful to cap-
ture meaningful nearest neighbors of different modalities for
cross-modal retrieval. To address the above problem, in this
paper we propose an Unsupervised Generative Adversarial
Cross-modal Hashing approach (UGACH), which makes full
use of GAN’s ability for unsupervised representation learning
to exploit the underlying manifold structure of cross-modal
data. The main contributions can be summarized as follows:
(1) We propose a generative adversarial network to model
cross-modal hashing in an unsupervised fashion. In the pro-
posed UGACH, given a data of one modality, the generative
model tries to fit the distribution over the manifold structure,
and select informative data of another modality to challenge
the discriminative model. The discriminative model learns to
distinguish the generated data and the true positive data sam-
pled from correlation graph to achieve better retrieval accu-
racy. These two models are trained in an adversarial way to
improve each other and promote hashing function learning.
(2) We propose a correlation graph based approach to cap-
ture the underlying manifold structure across different modal-
ities, so that data of different modalities but within the same
manifold can have smaller Hamming distance and promote
retrieval accuracy. Extensive experiments compared with 6
state-of-the-art methods on 2 widely-used datasets verify the
effectiveness of our proposed approach.
Introduction
Multimedia retrieval has become an important application
over the past decades, which can retrieve multimedia con-
tents that users have interests in. However, it is a big chal-
lenge to retrieve multimedia data efficiently from large scale
databases, due to the explosive growth of multimedia infor-
mation. To address this issue, there are many hashing meth-
ods (Wang et al. 2016; Gionis, Indyk, and Motwani 1999;
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Zhang and Peng 2017) proposed to accomplish efficient re-
trieval. The goal of hashing methods is to map high dimen-
sional representations in the original space to short binary
codes in the Hamming space. By using these binary hash
codes, faster Hamming distance computation can be applied
based on bit operations that can be implemented efficiently.
Moreover, binary codes take much less storage compared
with original high dimensional representations.
There are large numbers of hashing methods applied to
single modality retrieval (Wang et al. 2016), by which users
can only retrieve data by a query with the same modality,
such as text retrieval (Baeza-Yates and Ribeiro-Neto 1999)
and image retrieval (Wang et al. 2016). Nevertheless, single
modality retrieval can not meet users’ increasing demands,
due to the different modalities of multimedia data. For ex-
ample, by single modality retrieval, it is impracticable to
search an image by using a textual sentence that describes
the semantic content of the image. Therefore, cross-modal
hashing has been proposed to meet this kind of retrieval de-
mands in large scale cross-modal databases. Owing to the ef-
fectiveness and flexibility of cross-modal hashing, users can
submit whatever they have to retrieve whatever they want
(Peng, Huang, and Zhao 2017; Peng et al. 2017).
“Heterogeneous gap” is the key challenge of cross-modal
hashing, which means the similarity of between different
modalities cannot be measured directly. Consequently, some
cross-modal hashing methods (Kumar and Udupa 2011;
Rastegari et al. 2013; Ding et al. 2016; Zhang and Li 2014;
Zhuang et al. 2014) have been proposed to bridge this gap.
Existing cross-modal hashing methods can be categorized
into traditional methods and Deep Neural Networks (DNN)
based methods. Moreover, traditional methods can be di-
vided into unsupervised methods and supervised methods
by whether semantic information is leveraged.
Unsupervised cross-modal hashing methods usually
project data from different modalities into a common
Hamming space to maximize their correlations, which
hold the similar idea with Canonical Correlation Analy-
sis (CCA) (Hardoon, Szedmak, and Shawe-Taylor 2004).
Song et al. propose Inter-Media Hashing (IMH) (Song et al.
2013) to establish a common Hamming space by preserving
inter-media and intra-media consistency. Cross-view Hash-
ing (CVH) (Kumar and Udupa 2011) is proposed to consider
both intra-view and inter-view similarities, which is an ex-
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tension of image hashing method named Spectral Hashing
(SH) (Weiss, Torralba, and Fergus 2009). Predictable Dual-
view Hashing (PDH) (Rastegari et al. 2013) designs an ob-
jective function to keep the predictability of pre-generated
binary codes. Ding et al. propose Collective Matrix Factor-
ization Hashing (CMFH) (Ding et al. 2016) to learn unified
hash codes by collective matrix factorization. Composite
Correlation Quantization (CCQ) (Long et al. 2016) jointly
learns the correlation-maximal mappings that transform dif-
ferent modalities into an isomorphic latent space, and learns
composite quantizers that convert the isomorphic latent fea-
tures into compact binary codes.
Supervised cross-modal hashing methods utilize labeled
semantic information to learn hashing functions. Bronstein
et al. propose Cross-Modality Similarity Sensitive Hash-
ing (CMSSH) (Bronstein et al. 2010) to model hashing
learning by a classification paradigm with a boosting man-
ner. Wei et al. propose Heterogeneous Translated Hashing
(HTH) (Wei et al. 2014), which learns translators to align
separate Hamming spaces of different modalities to perform
cross-modal hashing. Semantic Correlation Maximization
(SCM) (Zhang and Li 2014) is proposed to learn hashing
functions by constructing and preserving the semantic sim-
ilarity matrix. Semantics-Preserving Hashing (SePH) (Lin
et al. 2015) transforms the semantic matrix into a probabil-
ity distribution and minimizes the KL-divergence in order
to approximate the distribution with learned hash codes in
Hamming space.
DNN based methods are inspired by the successful
applications of deep learning, such as image classifica-
tion (Krizhevsky, Sutskever, and Hinton 2012). Cross-Media
Neural Network Hashing (CMNNH) (Zhuang et al. 2014) is
proposed to learn cross-modal hashing functions by preserv-
ing intra-modal discriminative ability and inter-modal pair-
wise correlation. Cross Autoencoder Hashing (CAH) (Cao
et al. 2016b) is based on deep autoencoder structure to max-
imize the feature correlation and the semantic correlation be-
tween different modalities. Cao et al. propose Deep Visual-
semantic Hashing (DVH) (Cao et al. 2016a) as an end-to-end
framework that combines both representation learning and
hashing function learning. Jiang et al. propose Deep Cross-
modal Hashing (DCMH) (Jiang and Li 2017), which per-
forms feature learning and hashing function learning simul-
taneously.
Compared with unsupervised paradigm, supervised meth-
ods use labeled semantic information that requires mas-
sive labor to collect, resulting in a high labor cost in real
world applications. On the contrary, unsupervised cross-
modal hashing methods can leverage unlabeled data to re-
alize efficient cross-modal retrieval, which is more flexible
and applicable in real world applications. However, most un-
supervised methods learn hashing functions by preserving
inter and intra correlations, while ignoring the underlying
manifold structure across different modalities, which is ex-
tremely helpful to capture meaningful nearest neighbors of
different modalities. To address this problem, in this paper,
we exploit correlation information from underlying mani-
fold structure of unlabeled data across different modalities
to enhance cross-modal hashing learning.
Inspired by recent progress of Generative Adversarial
Network (GAN) (Goodfellow et al. 2014; Reed et al. 2016;
Zhao and Gao 2017; Wang et al. 2017), which has shown
its ability to model the data distribution in an unsupervised
fashion. In this paper, we propose an unsupervised gener-
ative adversarial cross-modal hashing (UGACH) approach.
We design a graph-based unsupervised correlation method
to capture the underlying manifold structure across different
modalities, and a generative adversarial network to learn the
manifold structure and further enhance the performance by
an adversarial boosting paradigm. The main contributions of
this paper can be summarized as follows:
• We propose a generative adversarial network to model
cross-modal hashing in an unsupervised fashion. In the
proposed UGACH, given the data of any modality, the
generative model tries to fit the distribution over the man-
ifold structure, and selects informative data of another
modality to challenge the discriminative model. While the
discriminative model learns to distinguish the generated
data and the true positive data sampled from correlation
graph to achieve better retrieval accuracy.
• We propose a correlation graph based learning approach
to capture the underlying manifold structure across dif-
ferent modalities, so that data of different modalities but
within the same manifold can have smaller Hamming dis-
tance and promote retrieval accuracy. We also integrate
the proposed correlation graph into proposed generative
adversarial network to provide manifold correlation guid-
ance to promote the cross-modal retrieval accuracy.
Extensive experiments compared with 6 state-of-the-art
methods on 2 widely-used datasets verify the effectiveness
of our proposed approach.
The rest of this paper is organized as follows. In “The Pro-
posed Approach” section, we present our UGACH approach
in detail. The experimental results and analyses are reported
in “Experiment” section. Finally, we conclude this paper in
“Conclusion” section.
The Proposed Approach
Figure 1 presents the overview of our proposed approach,
which consists of three parts, namely feature extraction, gen-
erative model G and discriminative model D. The feature
extraction part employs image feature and text feature ex-
traction to represent unlabeled data of different modalities
as original features. The detailed implementation of this part
will be described at “Experiment” section. Given a data of
one modality,G attempts to select informative data from an-
other modality to generate a pair of data and send them to
D. In D, we construct a correlation graph, which can cap-
ture the manifold structure among the original features. D
receives the generated pairs as inputs, and also samples pos-
itive data from constructed graph to form a true manifold
pair. Then D tries to distinguish the manifold and generated
pairs in order to get better discriminate ability. These two
models play a minimax game to boost each other, and the
finally trainedD can be used as cross-modal hashing model.
We denote the cross-modal dataset as D = {I, T}, where
I represents image modality and T represents text modal-
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Figure 1: The overall framework of our proposed unsupervised generative adversarial cross-modal hashing approach (UGACH),
which consists of feature extraction part, generative model G and discriminative model D.
ity. In this paper, D = {I, T} is further split into a re-
trieval database Ddb = {Idb, Tdb} and a query set Dq =
{Iq, Tq}. In the retrieval database Ddb, Idb = {ip}np=1,
Tdb = {tp}np=1 and n is the number of data pairs. The re-
trieval database Ddb is also the training set. In the query
set Dq , Iq = {ip}tp=1, Tq = {tp}tp=1 and t is the num-
ber of data pairs. The aim is to learn cross-modal hashing
functions to generate hash codes for data CI = HI(I) and
CT = HT (T ), so that different modal data that has similar
semantic are close in the common Hamming space. In addi-
tion, we denote the hash code length as l. By the generated
hash codes, we can retrieve the relevant data by a query of
any modality from database of another modality efficiently.
Generative Model
The network of generative model has a two-pathway archi-
tecture, which receives the original features of both images
and texts as inputs. Each pathway consists of a common rep-
resentation layer and a hashing layer, whose implementa-
tions are two fully-connected layers. The first layer can con-
vert the modality specific features to common representa-
tions, which make the instances of different modalities mea-
surable in a common space. The representation produced by
this layer can be denoted as follows:
φc(x) = tanh(Wcx+ bc) (1)
where x denotes the original features of images or texts, Wc
is the weight parameter of the common representation layer,
and bc is the bias parameter.
The hashing layer can map the common representations
into binary hash codes, so that the similarity between differ-
ent modalities can be measured by fast Hamming distance
calculation. The continuous real values of hash code is de-
fined as:
h(x) = sigmoid(Whφc(x) + bh) (2)
where Wh is the weight parameter and bh is the bias pa-
rameter. Then we can get the binary codes by a thresholding
function:
b(x) = sgn(hk(x)− 0.5), k = 1, 2, · · · , l (3)
where l denotes the hash code length. Considering that it is
hard to optimize binary codes directly, we use relaxed con-
tinuous real valued hash codes h(x) in the training process.
Given a data of one modality, the goal of generative model
G is to fit the distribution over the manifold structure and se-
lect informative data of another modality to challenge the
discriminative model. The generative probability of G is
pθ(x
U |q), which is the foundation to select relevant instance
of one modality from unpaired data when given a query of
another modality. For example, given a image query qi, the
generative model tries to select relevant text tU from Tdb.
The generative probability pθ(xU |q) is defined as a soft-
max function:
pθ(x
U |q) = exp(−‖h(q)− h(x
U )‖2)∑
xU exp(−‖h(q)− h(xU )‖2)
(4)
Given a query, we can use equation (4) to calculate the prob-
ability of each candidate, which indicates the possibility of
becoming a relevant sample.
Discriminative Model
The network structure of discriminative model is same as the
generative model. The input of this network is the generated
pairs by generative model, and the manifold pairs provided
by a correlation graph. The goal of discriminative model is
to distinguish whether an input pair is generated or from the
correlation graph.
First of all, we introduce the correlation graph in the dis-
criminative model. We propose a correlation graph to guide
the training of discriminative model. The correlation graph
can capture the underlying manifold structure across differ-
ent modalities, so that data of different modalities but within
the same manifold can have small Hamming distance and
promote retrieval accuracy.
Specifically, we first construct undirected graphs
Graphi = (V,Wi) and Grapht = (V,Wt) for image and
text modality respectively, where V denotes the vertices
and Wi and Wt are the similarity matrix. Wi is defined as
follows:
w(p, q) =
{
1 : xp ∈ NNk(xq)
0 : otherwise
(5)
where NNk(xq) denotes the k-nearest neighbors of xq in
the training set, similarly we can define Wt. Then we sam-
ple the data of the true distributions based on the constructed
graph. For real pair ptrue(x|qj) provided by the dataset, we
select xk as the true relevant instance of given query qj
and associate them as manifold pair pmanifold(xk|qj), when
w(k, j) = 1. It is noted that pairwise information naturally
exists in cross-modal data, thus if the corresponding text tk
is within the same manifold with text query qj , the paired
image ik is also in the same manifold with qj and vice versa.
By this definition, we intend to utilize the underlying data
manifold of different modality to guide the training of dis-
criminative model. Intuitively, we want the data of different
modality but within the same manifold to have small Ham-
ming distance (e.g. small Hamming distance between text
query qj and image ik).
After receiving the generated and manifold pairs, discrim-
inative model predicts a relevance score between each pair
as the judgment result. So the relevance score between in-
stance x and its query q is defined as fφ(x, q). The goal of
discriminative model is to distinguish the true relevant data
(manifold pairs) and non-relevant data (generated pairs) for
a query q accurately.
The relevance score of fφ(xG, q) is defined by triplet
ranking loss as follows:
fφ(x
G, q) = max(0,m+ ‖h(q)− h(xM )‖2
− ‖h(q)− h(xG)‖2) (6)
where xM is a manifold paired instance with query q se-
lected from the correlation graph, xG is the selected instance
by generative model, and m is a margin parameter which
is set to be 1 in our proposed approach. The above equa-
tion means that we want the distance between manifold pair
(q, xM ) smaller than that of generated pair (q, xG) by a mar-
gin m, so that the discriminative model can draw a clear dis-
tinguishing line between the manifold and generated pairs.
Then discriminative model D uses the relevance score to
produce predicted probability of instance x by a sigmoid
function:
D(x|q) = sigmoid(fφ(x, q)) = exp(fφ(x, q))
1 + exp(fφ(x, q))
(7)
The generative model tries to select informative data to
challenge the discriminative model, which limits its ca-
pability to perform cross-modal retrieval. By contrast, the
discriminative model is suitable for retrieving data across
different modalities, after being promoted greatly by the
generative model. Therefore after the proposed UGACH is
trained, we use the discriminative model to perform cross-
modal retrieval via produced hash codes.
Adversarial Learning
Given the definitions of the generative and discriminative
models, we can conduct a minimax game for training them.
Given a query, the generative model attempts to generate a
pair which is close to the manifold pair to fool the discrim-
inative model. The discriminative model tries to distinguish
between manifold pair sampled from the correlation graph
and the generated pair, which forms an adversarial process
against the generative model. Inspired by the GAN (Good-
fellow et al. 2014), this adversarial process can be defined:
V(G,D) =min
θ
max
φ
n∑
j=1
(Ex∼ptrue(xM |qj)[log(D(x
M |qj))]
+ Ex∼pθ(xG|qj)[log(1−D(xG|qj))])
(8)
The generative and discriminative models can be learned
iteratively by maximizing and minimizing the above ob-
ject function. As general training process, the discriminative
model tries to maximize equation (8), while the generative
model attempts to minimize equation (8) and fit the distribu-
tion over the manifold structure. The learning process of the
discriminative model is fixed when the generative model can
be trained as follows:
θ
∗
=argmin
θ
n∑
j=1
(Ex∼ptrue(xG|qj)[log(sigmoid(fφ∗ (x
M
, q
j
)))]
+ Ex∼pθ(xG|qj)[log(1− sigmoid(fφ∗ (x
G
, q
j
)))])
(9)
where fφ∗ denotes the discriminative model at previous it-
eration. The traditional GAN uses continuous noise vector
to generate new data and is trained by stochastic gradient
descent algorithm. By contrast, the generative model of our
proposed UGACH selects data from unlabeled data to gen-
erate pairs and can not be optimized continuously due to the
discrete selective strategy. We utilize reinforcement learning
based parameters update policy to train the generative model
as follows:
∇θEx∼pθ(xG|qj)[log(1 + exp(fφ(xG, qj)))]
=
m∑
k=1
∇θpθ(xGk |qj)log(1 + exp(fφ(xGk , qj)))
=
m∑
k=1
pθ(x
U
k |qj)∇θlogpθ(xGk |qj)log(1 + exp(fφ(xGk , qj)))
= Ex∼pθ(xG|qj)[∇θlogpθ(xG|qj)log(1 + exp(fφ(xG, qj)))]
' 1
m
m∑
k=1
∇θlogpθ(xGk |qj)log(1 + exp(fφ(xGk , qj)))
(10)
where k denotes the k-th instance selected by generative
model according to a query qj . From the perspective of re-
inforcement learning, according to the environment qk, xGk
is the action taken by policy logpθ(xGk |qj), and log(1 +
exp(fφ(x
G
k , q
j))) acts as the reward, which encourages the
generative model to select data close to the distribution over
manifold structure. Finally the trained discriminative model
can be used to generate binary codes for any input data of
any modality, and cross modal retrieval can be performed
by fast Hamming distance computation between query and
each data in the database.
Experiments
In this section, we present the experimental results of our
proposed UGACH approach. We first introduce the datasets,
evaluation metrics and implementation details. Then we
compare and analyze the results of UGACH with 6 state-
of-the-art methods and 2 baseline methods.
Dataset
In the experiments, we conduct cross-modal hashing on 2
widely-used datasets: NUS-WIDE (Chua et al. 2009) and
MIRFLICKR (Huiskes and Lew 2008).
• NUS-WIDE dataset (Chua et al. 2009) is a relatively
large-scale image/tag dataset with 269498 images. Each
image has corresponding textual tags, which are regarded
as the text modality in our experiments. NUS-WIDE
dataset has 81 categories, but there are overlaps among
the categories. Following (Lin et al. 2015), we select the
10 largest categories and the corresponding 186557 im-
ages. We take 1% data of NUS-WIDE dataset as the query
set, and the rest as the retrieval database. We randomly
selected 5000 images as training set for the supervised
methods. We represent each image by 4096 dimensional
deep features extracted from 19-layer VGGNet, and each
text by 1000 dimensional BoW.
• MIRFlickr dataset (Huiskes and Lew 2008) has 25000
images collected from Flickr, which has 24 categories.
Each image is also associated with text tags. Follow-
ing (Lin et al. 2015), we take 5% of the dataset as the
query set and the remaining as the retrieval database. We
also randomly select 5000 images as training set for su-
pervised methods. Similarly, we represent each image by
4096 dimensional deep features extracted from 19-layer
VGGNet, and each texts by 1000 dimensional BoW.
Compared Methods
In order to verify the effectiveness of our proposed approach,
there are 4 unsupervised methods and 2 supervised methods
compared in the experiment, including unsupervised meth-
ods CVH (Kumar and Udupa 2011), PDH (Rastegari et al.
2013), CMFH (Ding et al. 2016) and CCQ (Long et al.
2016), and supervised methods CMSSH (Bronstein et al.
2010) and SCM (Zhang and Li 2014). Besides state-of-the-
art methods, we also compare our UGACH approach with 2
baseline methods to verify the effectiveness of our contribu-
tions.
• Baseline: We design a baseline method without the cor-
relation graph and adversarial training, we denote this
method as Baseline. It is implemented by training the
discriminative model alone with a triplet ranking loss in
equation (6), where the positive data is only the paired
data provided by cross-modal datasets.
• Baseline-GAN: We add the adversarial training to Base-
line, which means that we further promote discriminative
model in Baseline by adversarial training defined in equa-
tion (8).
Comparing Baseline-GAN with Baseline, we can verify the
effectiveness of our proposed generative adversarial network
for cross-modal hashing, and comparing our final approach
UGACH with Baseline-GAN, we can verify the effective-
ness of proposed correlation graph.
Retrieval Tasks and Evaluation Metrics
In the experiments, two retrieval tasks are performed: re-
trieving text by image query (image→text) and retrieving
images by text query (text→image). Specifically, we first
obtain the hash codes for the images and texts in the query
and retrieval database with our UGACH approach and all
the compared methods. Then we take one of the images as
query, compute the Hamming distance with all text in re-
trieval database, and evaluate the ranking list by 3 evaluation
metrics to measure the retrieval effectiveness: Mean Average
Precision (MAP), precision recall curve (PR-curve) and pre-
cision at top k returned results (topK-precision), which are
defined as follows:
• The MAP scores are computed as the mean of average
precision (AP) for all queries, and AP is computed as:
AP =
1
R
n∑
k=1
k
Rk
× relk (11)
where n is the size of database, R is the number of rel-
evant images in database, Rk is the number of relevant
images in the top k returns, and relk = 1 if the image
ranked at k-th position is relevant and 0 otherwise.
• Precision recall curve (PR-curve): The precision at certain
level of recall of the retrieved ranking list, which is widely
used to measure the information retrieval performance.
• Precision at top k returned results (topK-precision): The
precision with respect to different numbers of retrieved
samples from the ranking list.
Table 1: The MAP scores of two retrieval tasks on NUS-WIDE dataset with different lengths of hash codes.
Methods image→text text→image16 32 64 128 16 32 64 128
CVH (Kumar and Udupa 2011) 0.458 0.432 0.410 0.392 0.474 0.445 0.419 0.398
PDH (Rastegari et al. 2013) 0.475 0.484 0.480 0.490 0.489 0.512 0.507 0.517
CMFH (Ding et al. 2016) 0.517 0.550 0.547 0.520 0.439 0.416 0.377 0.349
CCQ (Long et al. 2016) 0.504 0.505 0.506 0.505 0.499 0.496 0.492 0.488
CMSSH (Bronstein et al. 2010) 0.512 0.470 0.479 0.466 0.519 0.498 0.456 0.488
SCM orth (Zhang and Li 2014) 0.389 0.376 0.368 0.360 0.388 0.372 0.360 0.353
SCM seq (Zhang and Li 2014) 0.517 0.514 0.518 0.518 0.518 0.510 0.517 0.518
Baseline 0.540 0.537 0.573 0.598 0.554 0.555 0.583 0.608
Baseline-GAN 0.575 0.594 0.602 0.623 0.580 0.609 0.617 0.629
UGACH (Ours) 0.613 0.623 0.628 0.631 0.603 0.614 0.640 0.641
Table 2: The MAP scores of two retrieval tasks on MIRFlickr dataset with different lengths of hash codes.
Methods image→text text→image16 32 64 128 16 32 64 128
CVH (Kumar and Udupa 2011) 0.602 0.587 0.578 0.572 0.607 0.591 0.581 0.574
PDH (Rastegari et al. 2013) 0.623 0.624 0.621 0.626 0.627 0.628 0.628 0.629
CMFH (Ding et al. 2016) 0.659 0.660 0.663 0.653 0.611 0.606 0.575 0.563
CCQ (Long et al. 2016) 0.637 0.639 0.639 0.638 0.628 0.628 0.622 0.618
CMSSH (Bronstein et al. 2010) 0.611 0.602 0.599 0.591 0.612 0.604 0.592 0.585
SCM orth (Zhang and Li 2014) 0.585 0.576 0.570 0.566 0.585 0.584 0.574 0.568
SCM seq (Zhang and Li 2014) 0.636 0.640 0.641 0.643 0.661 0.664 0.668 0.670
Baseline 0.619 0.631 0.633 0.646 0.625 0.635 0.634 0.649
Baseline-GAN 0.630 0.643 0.651 0.664 0.660 0.657 0.670 0.688
UGACH (Ours) 0.685 0.693 0.704 0.702 0.673 0.676 0.686 0.690
It should be noted that the MAP score is computed for all the
retrieval results with 4 different lengths of hash codes, while
PR-curve and topK-precision are evaluated on 128 bit hash
codes.
Implementation Details
In this section, we present the implementation details of our
UGACH in the experiments. We take 4096 dimensional fea-
ture extracted from 19-layer VGGNet for images, and use
the 1000 dimensional BoW feature for texts. We implement
the proposed UGACH by tensorflow1. The dimension of
common representation layer is set to be 4096, while the
hashing layer’s dimension is set to be the same as hash code
length.
Moreover, we train the proposed UGACH in a mini-batch
way and set the batch size as 64 for discriminative and gen-
erative models. We train the proposed UGACH iteratively.
After the discriminative model is trained in 1 epoch, the gen-
erative model respectively will be trained in 1 epoch. The
learning rate of UGACH is decreased by a factor of 10 each
two epochs, while it is initialized as 0.01.
For the compared methods, we apply the implementations
provided by their authors, and follow their best settings to
preform the experiments. And it is noted that for a fair com-
parison between different methods, we use the same image
and text features for all compared methods.
1https://www.tensorflow.org
Experiment Results
Tables 1 and 2 show the MAP scores of our UGACH and the
compared methods on NUS-WIDE and MIRFlickr datasets.
Compared with state-of-the-art methods, it can be seen
that our proposed UGACH approach achieves the best re-
trieval accuracy on all 2 datasets. For convenience, we cate-
gorize these result tables into three parts: unsupervised com-
pared methods, supervised compared methods and baseline
methods. On NUS-WIDE dataset, our proposed UGACH
keeps the best average MAP score of 0.624 on image→text
and 0.625 on text→image tasks. Compared with the best un-
supervised methods CCQ (Long et al. 2016), our UGACH
achieves an inspiring accuracy improvement from 0.505 to
0.624 on image→text task, and improves the average MAP
score from 0.494 to 0.625 on text→image task. Even com-
pared with supervised methods SCM seq (Zhang and Li
2014), our UGACH also improves average MAP scores from
0.517 to 0.624 on image→text task, and from 0.516 to 0.625
on text→image task. We can observe the similar trends on
MIRFlickr dataset from Tables 2.
Figures 2 and 3 show the topK-precision and precision-
recall curves on the two datasets with 128 bit code length.
We can observe that on both image→text and text→image
tasks, UGACH achieves the best accuracy among all com-
pared unsupervised methods. And UGACH even achieves
better retrieval accuracy than compared supervised methods
on most of the evaluation metrics, which further demon-
strates the effectiveness of our proposed approach.
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Figure 2: The topK-precision curves with 128 bit hash codes. The left two figures present the result of image→text task on
NUS-WIDE and MIRFlickr datasets, while the right two figures show the result of text→image task.
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Figure 3: The precision-recall curves with 128 bit hash codes. The left two figures present the result of image→text task on
NUS-WIDE and MIRFlickr datasets, while the right two figures show the result of text→image task.
Compared with 2 baseline methods on NUS-WIDE
dataset, we can observe that Baseline-GAN has an im-
provement of 0.037 and 0.034 on two tasks, which demon-
strates the effectiveness of our proposed generative adver-
sarial network for cross-modal hashing. Compared our pro-
posed UGACH with Baseline-GAN, we can observe an im-
provement of 0.025 and 0.016 on two tasks, which demon-
strates the effectiveness of our proposed correlation graph.
Similar trends can be also observed on MIRFlickr dataset.
Conclusion
In this paper, we have proposed an Unsupervised Genera-
tive Adversarial Cross-modal Hashing approach (UGACH),
which intends to make full use of GAN’s ability of unsuper-
vised representation learning to exploit the underlying mani-
fold structure of cross-modal data. On one hand, we propose
a generative adversarial network to model cross-modal hash-
ing in an unsupervised fashion. In the proposed UGACH, the
generative model tries to fit the distribution over the mani-
fold structure, and select informative data of another modal-
ity to challenge the discriminative model. While the discrim-
inative model learns to preserve traditional inter correlation,
and the manifold correlations provided by generative model
to achieve better retrieval accuracy. Those two models are
trained in an adversarial way to improve each other and
achieve better retrieval accuracy. On the other hand, we pro-
pose a graph based correlation learning approach to capture
the underlying manifold structure across different modali-
ties, so that data of different modalities but within the same
manifold can have smaller Hamming distance and promote
retrieval accuracy. Experiments compared with 6 state-of-
the-art methods on 2 widely-used datasets verify the effec-
tiveness of our proposed approach.
The future works lie in two aspects. Firstly, we will focus
on extending our approach to support retrieval across mul-
tiple modalities, such as cross-modal retrieval across image,
text, video and audio. Secondly, we attempt to extend cur-
rent framework to other scenarios such as image caption to
verify its versatility.
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