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Abstract
We give a closed formula for the trace of the partition algebra Pn(x) acting on an irreducible
representation whose basis is indexed by the set partitions of {1, . . . , n}. This trace counts the set
partitions that are fixed under the action of the symmetric group Sn. We use this trace to determine
an analog of the “second orthogonality of characters” formula for Pn(x) and to compute the trace
of the biregular representation of Pn(x). We use the Schur–Weyl duality between Pn(r) and the
symmetric group Sr to study fixed points of random permutations in Sr . In particular, we compute
the joint mixed moments of the random variables Tr(σ j ) for σ ∈ Sr .
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For x ∈ C∗ and n ∈ Z with n  0, the partition algebra Pn(x) is an algebra over C
with a basis indexed by the partitions of {1,2, . . . ,2n} into subsets. If x is not an integer
in the range −2n  x  2n − 1, then Pn(x) is semisimple. When Pn(x) is semisimple,
its irreducible representations are indexed by the integer partitions λ  k,0  k  n. In
this paper, we study the irreducible Pn(x)-representation M∅n indexed by the partition ∅
of 0. The dimension of M∅n is the nth Bell number B(n), and it has a basis indexed by set
partitions of {1,2, . . . , n}.
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of special elements dµ,n ∈ Pn(x), where µ  k,0  k  n. Like conjugacy class
representatives in a finite group, it is known that characters of Pn(x) are completely
determined by their values on the dµ,n. Our formula is
χ∅n (dµ,n) = xn−|µ|
∑
Pµ
∏
X∈Pµ
∑
d |X
d |X|−1,
where the outer sum is over all set partitions Pµ of µ = {µ1, . . . ,µ}, the product is over
all parts X of Pµ, and the inner sum is over all positive integers d such that d divides each
µi ∈ X.
We show that this character χ∅n has a number of uses and interpretations:
(a) If we let btrn(dµ,n, dν,n) be the simultaneous trace of dµ,n and dν,n acting on Pn(x) by
left and right multiplication, respectively, then we show that
btrn(dµ,n, dν,n) = χ∅2n(dµ∪ν,2n).
As a special case of this formula we get the trace of the regular representation of Pn(x).
(b) We show that ∑
λ
χλn (dµ,n)χ
λ
n (dν,n) = χ∅2n(dµ∪ν,2n),
where λ ranges over an index set for the irreducible characters of Pn(x) and χλn
is the irreducible character corresponding to λ. This is an analogue of “the second
orthogonality relation” for characters of a finite group. Ram [Ra, Appendix] proves
that a second orthogonality relation exists for any split semisimple algebra.
(c) We show that if |µ| = n, then χ∅n (dµ,n) counts the number of set partitions of {1, . . . , n}
that are fixed when the numbers 1, . . . , n are permuted by an element in the symmetric
group Sn having cycle type µ.
(d) We apply our result to the study of fixed points of random permutations in the
symmetric group Sr . Let σ ∈ Sr be uniformly distributed. Then Tr(σ k) is the number
of fixed points of σk (in the usual permutation representation of σ ). For a partition
µ = (1a1,2a2, . . .) with |µ| = n we show that
E
{
n∏
k=1
Tr
(
σk
)ak}= 1|Sr | ∑
σ∈Sr
n∏
k=1
Tr
(
σk
)ak = χ∅n (dµ,n).
This expected value gives joint mixed moments for the random variables Tr(σ 1),
Tr(σ 2), . . . , Tr(σn), and our result for χ∅n (dµ,n) provides a closed formula for this
expected value.
The partition algebra first appeared independently in the work of Jones [Jo] and Martin
[Mar1,Mar2] arising from transfer matrices of lattice models in statistical mechanics.
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Pn(x) were derived by the second author [Ha]. The group algebra of the symmetric group
C[Sn] and the Brauer algebra Bn(x) are subalgebras of Pn(x).
The connection between Pn(x) and Sr comes from the fact that they are in Schur–
Weyl duality with each other on tensor space. If V is the r-dimensional permutation
representation of Sr , then there is an action of Pn(r) on the n-fold tensor product V ⊗n that
commutes with the action of Sr . The algebras Pn(r) and C[Sr ] generate full centralizers
of each other in End(V ⊗n), and when r  2n, Pn(r) ∼= EndSr (V ⊗n). It is from this duality
that we are able, in Section 5, to derive identities in the character ring of the symmetric
group Sr .
Much of this paper is inspired by the work of Ram [Ra], who derives a second
orthogonality relation for characters of the Brauer algebra Bn(x). In Section 5, we follow
the work of Diaconis and Shahshahani [DS] and Diaconis and Evans [DE], who use the
second orthogonality relations for Sn and Bn(r) to compute the joint moments of Tr(Mj )
for random matrices M from the unitary group Ur , the orthogonal group Or , and the
symplectic group Spr . The connection between these classical groups and the orthogonality
relations comes via Schur–Weyl duality: the pairs Ur and C[Sn], Or and Bn(r), and Spr
and Bn(−r) are centralizers of each other on tensor space. In our case, Sr and Pn(r)
are centralizers of each other, and we use the second orthogonality relation for Pn(r) to
compute the joint moments of Tr(σ j ) for σ ∈ Sr .
1. The partition algebra
Let Ωn denote the collection of set partitions (or equivalence relations) on the set
{1, . . . ,2n}. The number of these partitions with exactly k subsets is the Stirling number
S(2n, k), and the total number of these partitions is
|Ωn| = B(2n) =
2n∑
k=1
S(2n, k),
where B(2n) is the 2nth Bell number (see, for example, [Mac, I.2, Exercise 11]).
We identify π ∈ Ωn with a partition diagram, which is a simple graph on 2n vertices
arranged in two rows of n vertices. We label the vertices in the top row with 1, . . . , n
(left-to-right) and label the vertices in the bottom row with n + 1, . . . , 2n (left-to-
right). We draw the edges so that the connected components of the graph form the set
partition π . Two different graphs whose connected components are π are considered to
be the same partition diagram (so a partition diagram is an equivalence class of graphs).
Thus π = {{1,2,4,9,10,13}, {3}, {5,6,7,11,12,14,15}, {8,16}}, is represented by either
of the following diagrams:
.
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diagram. For a, b ∈ {1, . . . ,2n} and π ∈ Ωn, we write
a
π←→ b if a and b are in the same connected component of π. (1)
Thus a π←→ b if a and b are in the same subset of the set partition π .
Let x ∈ C∗ = C \ {0}. Define the C-vector space,
Pn(x) = C-span{π | π ∈ Ωn},
so that the partition diagrams Ωn form a basis of Pn(x). We make Pn(x) into an associative
algebra by defining a multiplication on the basis elements. Given partition diagrams π1
and π2, define
π1π2 = xγ (π1,π2)π3, (2)
where γ (π1,π2) and π3 ∈ Ωn are defined as follows: place π1 above π2 and identify the
vertices in the bottom row of π1 with the corresponding vertices in the top row of π2. Call
this new graph G(π1,π2). It contains 3 rows of n vertices each. Then let
γ (π1,π2) =
{ the number of connected components of G(π1,π2)
which contain vertices only from the middle row
}
,
π3 =
{ the partition diagram obtained by considering only
the top and bottom rows of G(π1,π2), ignoring any
parts entirely in the middle row
}
.
For example,
= x2 .
This product is associative and independent of the graph that we choose to represent the
partition. Partition diagram multiplication extends linearly to Pn(x) and makes it into
an associative algebra whose identity is idn = {{1, n + 1}, {2, n + 2}, . . . , {n,2n}}. The
dimension of Pn(x) is the Bell number B(2n), and by convention P0(x) = C. The partition
algebra Pn(x) is known to be semisimple for all x ∈ C so long as x not an integer in the
range −2n x  2n− 1 (see [MS]).
The Brauer algebra Bn(x) [Br] is embedded in Pn(x) as the span of the partition
diagrams for which each edge is adjacent to exactly two vertices. The group algebra C[Sn]
of the symmetric group Sn is embedded in Pn(x) as the span of the partition diagrams for
which each edge is adjacent to exactly one vertex in each row.
We use the notations for integer partitions and compositions found in [Mac]. A sequence
of nonnegative integers λ = (λ1, . . . , λ) is a composition of n if |λ| = λ1 + · · · + λ = n.
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λ is a partition, we let mk(λ) be the number of parts λi of λ which are equal to k, and we
sometimes use the notation λ = (1m1(λ),2m2(λ), . . .). For example,
µ = (3,1,0,3,4,3,1) is a composition of 15, and
λ = (4,3,3,3,1,1)= (12,33,4) is a partition of 15.
When Pn(x) is semisimple, the irreducible representations of Pn(x) are labeled by the
partitions in the set
Λn = {λ  k | 0 k  n} (3)
(see [Mar1,Jo]). For λ ∈ Λn, we let Mλn denote the irreducible Pn(x) module indexed by λ
and let χλn denote its character.
For k  1, define the following elements of Pk(x),
γk = and ek = . (4)
For π ∈ Ωk and τ ∈ Ω we define π ⊗ τ to be the diagram in Pk+(x) given by drawing
τ immediately to the right of π . For a composition µ = (µ1, . . . ,µ) with |µ| = k and
0 k  n, define
γµ = γµ1 ⊗ · · · ⊗ γµ and dµ,n = γµ ⊗ en−k, (5)
in Ωk and Ωn, respectively. We refer to the dµ,n as standard elements in Pn(x). Note that
if |µ| = n then γµ = dµ,n. For example,
γ(3,2,2,1) = d(3,2,2,1),8 = ∈ Ω8,
d(3,2,2,1),10 = ∈ Ω10.
The second author [Ha, Proposition 2.2.1] proves that any character of Pn(x) is completely
determined by its values on the elements in the set {dµ,n | µ ∈ Λn}.
2. The representation M∅n
We let Ω∅n ⊆ Ωn denote the subset of partition diagrams that have {n + 1, . . . ,2n} as
one of its parts. For example,
Ω∅3 =
{ }
.
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M∅n = C-span
{
π
∣∣ π ∈ Ω∅n},
so that the set Ω∅n is a basis of M∅n . If a ∈ Ωn and π ∈ Ω∅n , then aπ = xγ (a,π)π ′ with
π ′ ∈ Ω∅n , so M∅n is a submodule of the (left) regular representation of Pn(x) on Pn(x). We
have
dim
(
M∅n
)= ∣∣Ω∅n ∣∣= B(n),
since the top row of a diagram in Ω∅n partitions the set {1, . . . , n} into subsets. The bottom
row of a diagram in Ω∅n never changes, so we will identify a such diagram with just its top
row. Thus, we identify the diagrams
= .
The representation M∅n is the irreducible Pn(x)-representation indexed by ∅ ∈ Λn. This
can be seen from the construction of the irreducible representations in [Mar2,DW], or [Ha].
Let χ∅n denote the character of M∅n . If a is an element of Pn(x), we can compute χ∅n (a)
by
χ∅n (a) =
∑
π∈Ω∅n
aπ |π, (6)
where aπ |π denotes the coefficient of the basis element π when aπ is expanded in terms
of the basis Ω∅n .
Characters of Pn(x) are completely determined by their values on dµ,n,µ  k, 0 
k  n (see (5)). The next proposition reduces the problem of computing χ∅n (dµ,n) to that
of counting fixed points of γµ in Ω∅|µ|.
Proposition 1. Let µ = (µ1, . . . ,µ) be a composition with 0 |µ| n.
(a) χ∅n (dµ,n) = xn−|µ|χ∅|µ|(γµ).
(b) If |µ| = n and π ∈ Ω∅n , then γµπ |π = 0 if and only if γµπ = π .
(c) If |µ| = n, χ∅n (γµ) equals the number of diagrams in Ω∅n fixed by the permutation γµ.
Proof. (a) If n − |µ| = k > 0, then dµ,n has isolated vertices (no connections) in the last
k columns. Furthermore, for π ∈ Ω∅n , we see that dµ,nπ will be a scalar multiple of a
diagram that also has isolated vertices in the last k columns. Thus dµ,nπ |π = 0 only if π
has empty vertices in the last k columns, and in fact
dµ,nπ = xkγµπ∗,
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deleted. It follows that, χ∅n (dµ,n) = xkχ∅n−k(γµ).
(b) The action of γµ on π in the product γµπ is simply to permute the vertices of π .
Thus, γµπ ∈ Ω∅n and γµπ |π = 0 if and only if γµπ = π .
(c) This assertion is an immediate consequence of part (b) and of the definition (see
Eq. (6)) of the character χ∅n . 
Recall from Section 1, that γn is the n-cycle and thus γn = γ(n) = d(n),n is the standard
element corresponding to the partition µ = (n).
Lemma 2. If π ∈ Ω∅n , then γnπ = π if and only if the following condition holds
i
π←→ j if and only if (i + k) π←→ (j + k), for all k ∈ Z,
where i + k and j + k are computed modn.
Proof. The action of γn on π is to shift each vertex one position to the left and to shift the
first vertex to the last position. This action carries connections with it. That is, if i π←→ j
then (i − 1) γnπ←→ (j − 1), where we view this subtraction modn. Now, if γnπ = π then
i
π←→ j implies that (i − 1) π←→ (j − 1). Furthermore if γnπ = π then for any k ∈ Z we
have γ kn π = π , so i π←→ j implies that (i − k) π←→ (j − k). 
Definition 3. For each divisor d of n, denoted d|n, we define a partition diagram yd,n ∈ Ω∅n
whose connections are given by the rule
a
yd,n←→ b if and only if a ≡ b modd.
For example, if n = 6, then the possible yd,6 are
y1,6 = , y2,6 = ,
y3,6 = , y6,6 = .
Note that yd,n has d connected components each of size n/d . We refer to the connected
components of yd,n as d-components.
Proposition 4. The set of diagrams in Ω∅n fixed by γn is {yd,n | d|n}, and
χ∅n (γn) = d(n) = the number of divisors of n.
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by γn. Now let π ∈ Ω∅n such that γnπ = π , and let d be the minimum distance between 2
vertices that are connected by an edge in π . That is
d =
{
n, if π has no connections,
min
{
(i − j) modn ∣∣ i π←→ j, i = j}, otherwise.
Note that i − j is computed modn so that the last vertex and the first vertex are distance
1 apart. Choose i and j so that i π←→ j with (j − i) modn = d . Then by Lemma 2,
we have (i + k) π←→ (j + k) for 0  k  n. If d does not divide n, then all the vertices
in π will be connected and so in fact d = 1 (which does divide n). Thus we know that
yd,n is a subgraph of π . We claim that the yd,n-connections are the only connections in π .
The yd,n-connections partition π into d connected components each of size n/d . If there
were another connection in π , then π would also have all the other connections implied
by Lemma 2. In this event π would connect two vertices which are closer together than d ,
contradicting the minimality of d . 
Definition 5. For a composition µ = (µ1, . . . ,µ) of n and a diagram π ∈ Ω∅n , we say that
the µ-blocks of π are the subdiagrams of π given by grouping the vertices of π into the
subsets
{1, . . . ,µ1}, {µ1 + 1, . . . ,µ1 + µ2}, . . . , {µ1 + · · · + µ−1 + 1, . . . , n}.
Within a µ-block we inherit any connection from π , but we ignore connections between
vertices in different µ blocks. For example, if
π = ,
and µ = (5,4,3), then the µ-blocks of π are
.
The next lemma classifies the points in Ω∅n that are fixed by γµ. Example 7 gives some
examples of such fixed points.
Lemma 6. Let µ = (µ1, . . . ,µ) be a composition of n and let π ∈ Ω∅n . Then γµπ = π if
and only if the following conditions hold:
(a) for each i , the µi -block of π is ydi,µi for some divisor di |µi ;
(b) if a µi -block of type ydi,µi and a µj -block of type ydj ,µj have connections between
them in π , then
(i) di = dj ,
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µj -block,
(iii) there are no further connections between these two blocks.
Proof. When γµ acts on π the cycle γµi acts on the µi block, so by Proposition 4 the µi
block must be of the form ydi,µi for some divisor di of µi . This proves part (a).
Now we consider the possible connections between two µ-blocks. A di component in
µi can be connected to at most one dj component in µj , otherwise by transitivity those two
dj components would be connected to each other (and by definition this cannot happen).
When γµ acts on π it cyclically permutes the di components in µi and (simultaneously) it
cyclically permutes the dj components of µj . So if α1, . . . , αd1 are the di components in
the order that γµ cycles through them and β1, . . . , βd2 are the dj components ordered the
same way. Then if α1 is connected to β1, then for all i , αi is connected to βi . In particular,
we must have d1 = d2 for otherwise we get two components in one of the µ-parts connected
to one component in the other. There can be no further connections in these blocks because
that would again force two components in one to be connected to one in the other. 
Example 7. Here we give examples of fixed points for γµ with µ = (9,6,6,4,3). In each
class the µ-blocks are y3,9, y3,6, y2,6, y2,4, y3,3, respectively, but the connections between
the µ-blocks vary and are drawn with dashed lines.
π1 = ,
µ1 = 9 µ2 = 6 µ3 = 6 µ4 = 4 µ5 = 3
d1 = 3 d2 = 3 d3 = 2 d4 = 2 d5 = 3
π2 = ,
π3 = ,
π4 = .
Now, we count the number of diagrams that satisfy the conditions of Lemma 6.
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fixed by γµ is ∑
Pµ
∏
X∈Pµ
∑
d |X
d |X|−1,
where the outer sum is over all set partitions Pµ of {µ1, . . . ,µ}, the product is over parts
(subsets) X ∈ Pµ, and the inner sum is over all positive integers d which divide each
element of X.
Proof. Let π ∈ Ω∅n be a diagram fixed by γµ. Then by Lemma 6, each µi -block must
be of the form ydi,µi for some divisor di of µi . Furthermore some of these µ blocks are
connected to others. We say that µi ∼ µj if there is at least one connection between these
two blocks. This equivalence relation determines a set partition of {µ1, . . . ,µ}. We denote
this set partition by Pµ. In this way, each fixed diagram π determines a set partition Pµ.
For example, the underlying set partitions Pi of µ = {9,61,62,4,3}, for each fixed point
πi in Example 7, are
P1 =
{{9}, {61}, {62}, {4}, {3}}, P2 = {{9,61}, {62,4}, {3}},
P3 =
{{9,61,3}, {62,4}}, P4 = {{9}, {61,3}, {62}, {4}}.
Now we count the number of fixed diagrams that correspond to this same set
partition Pµ. Let X be one of the subsets of Pµ. Then all the µ-blocks of X must be
connected to each other. From Lemma 6(a), we see that for this to happen, each block in X
must be of the form yd,µi for an integer d that is a common divisor of each µi ∈ X. From
the proof of Lemma 6(b), we see that there are exactly d ways to connect a µi block in X
to a µj block in X. That is, in the notation of the proof of Lemma 6(b), we have d choices
for β1 and then all the other connections are forced. Now, if there are more than two parts
in X, then we have d choices for how to connect the next block to these two, and so on.
Thus, there are d |X|−1 ways to connect the µ blocks in X.
Now we are ready to complete the proof. Each fixed point determines a set partition
Pµ of {µ1, . . . ,µ}. This fixed point must have its µ-blocks connected if and only if they
are in the same subset X of Pµ. Thus each µi ∈ X must be of the form yd,µi for some
common divisor d of all the elements µi ∈ X. The connections in two different parts of Pµ
are independent of each other. Therefore, the number of diagrams corresponding to Pµ is∏
X∈Pµ
∑
d |X d |X|−1. Summing over all set partitions gives the result. 
Combining Propositions 1 and 8 gives our main result,
Theorem 9. If µ = (µ1, . . . ,µ) is a composition with |µ| = k, 0 k  n, then
χ∅n (dµ,n) = xn−kχ∅k (γµ) = xn−k
∑
P
∏
X∈P
∑
d |X
d |X|−1,
µ µ
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parts X of Pµ, and the inner sum is over all positive integers d such that d divides each
µi ∈ X.
Our formula has a simpler statement when µ is a hook shape, i.e., µ = (1a, b), or µ has
two parts:
Corollary 10. Let |µ| = n. Let d(k) denote the number of divisors of k, and let B(k) denote
the kth Bell number (the number of set partitions of {1, . . . , k}).
(a) If µ = (1a, b) with a, b > 0 then χ∅n (γµ) = (d(b)− 1)B(a) +B(a + 1).
(b) If µ = (n), then χ∅n (γµ) = d(n).
(c) If µ = (1n), then χ∅n (γµ) = χ∅n (idn) = B(n).
(d) If µ = (a, b), then χ∅n (γµ) = d(a)d(b)+
∑
t |a,b t, where the sum is over all common
divisors t of a and b.
Proof. For part (a) consider the set partitions P of µ = {b,1,1, . . . ,1}. If X ∈ P has the
form X = {1, . . . ,1} or X = {b,1, . . . ,1}, then ∑d |X d |X|−1 = 1, since we can only have
d = 1. If X = {b}, then ∑d |X d |X|−1 = ∑d |b d0 = d(b). The number of set partitions P
with X = {b} as one of the parts is B(a). This is just the number of set partitions of the
remaining a ones. The remaining number of set partitions is B(a + 1) − B(a), so using
Theorem 9,
χ∅n (γµ) = d(b)B(a)+
(
B(a + 1) − B(a))= (d(b)− 1)B(a) + B(a + 1).
Parts (b), (c), and (d) are proved with the same sort of argument using µ = {n},
µ = {1, . . . ,1}, and µ = {a, b}, respectively. 
Remark 11. The second author [Ha] gives a recursive Murnaghan–Nakayama formula for
χλn (dµ,n), and in particular this gives a recursive formula for χ∅n (dµ,n). However, the closed
formula in Theorem 9 is new.
3. A “second orthogonality relation” for characters of Pn(x)
For a, b ∈ Pn(x) define the bitrace,
btrn(a, b) =
∑
π∈Ωn
aπb|π, (7)
where aπb|π denotes the coefficient of the basis element π when aπb is expanded in
terms of the basis Ωn. If a ∈ Pn(x) let La and Ra denote the linear transformations of
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respectively. If a, b ∈ Pn(x), then La and Rb commute and
btrn(a, b)= Tr(LaRb).
The vector space Pn(x) becomes a module for Pn(x) ⊗ Pn(x) by using left multiplication
in the first component and right multiplication in the second component. By double
centralizer theory (see, for example, [CR, Section 3D]), we have
Pn(x) ∼=
⊕
λ∈Λn
Mλn ⊗ M̂λn ,
as a Pn(x) ⊗ Pn(x)-module, where Mλn is the irreducible left Pn(x)-module labeled by λ
and M̂λn is the irreducible right Pn(x)-module labeled by λ. Taking traces on both sides of
this identity gives
btrn(a, b) =
∑
λ∈Λn
χλn (a)χ
λ
n (b). (8)
This formula is a Pn(x)-analog of the second orthogonality relation for the irreducible
characters of a finite group. See [Ra, Appendix] for a discussion of how the second
orthogonality relation makes sense for any split semisimple algebra.
Since Pn(x) characters are completely determined by their values on the elements
{dµ,n | µ ∈ Λn} and since the bitrace is a trace in each component, we define
btrn(µ, ν) = btrn(dµ,n, dν,n), for µ,ν ∈ Λn, and
χ∅n (µ) = χ∅n (dµ,n), for µ ∈ Λn.
Recall that Sn ⊆ Pn(x) is the set of partition diagrams for which each edge contains
exactly one vertex from each row. If π1,π2 ∈ Ωn, then we say that
π1 ∼ π2 ⇔ π1 = σ−1π2σ for some σ ∈ Sn.
Note that σ−1πσ is gotten by simultaneously permuting both the top and bottom rows of π
by σ . Furthermore, if π1 ∼ π2 then χ(π1) = χ(π2) for any character χ of Pn(x).
For π ∈ Ωn, define flip(π) ∈ Ωn to be the diagram given by flipping the diagram for π
over the horizontal axis through its middle, i.e.,
flip−→ .
If σ ∈ Sn then σ ∼ σ−1, since both σ and σ−1 have the same cycle type. Furthermore,
flip(σ ) = σ−1, so flip(σ ) ∼ σ , and this extends to, flip(dµ,n) ∼ dµ,n, for all µ ∈ Λn. If
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and 0 |ν| , then we can conjugate by the symmetric group to get,
dµ,k ⊗ flip(dν,) ∼ dµ∪ν,n, (9)
where µ∪ ν = (µ1, . . . ,µs, ν1, . . . , νt ). For example, d(2,2),5 ⊗ flip(d(3,2),7) ∼ d(2,2,3,2),12
as we see,
.
Now we define a bijection Ψ : Ωn → Ω∅2n. Given π ∈ Ωn let Ψ (π) ∈ Ω∅2n be the unique
diagram on a single row of 2n vertices such that:
for all a, b ∈ {1, . . . ,2n}, a π←→ b if and only if a Ψ (π)←→ b.
For example,
Ψ−→ .
Under this bijection, we have, for all π ∈ Ωn,
Ψ (dµ,nπdν,n) =
(
dµ,n ⊗ flip(dν,n)
)
Ψ (π). (10)
For example,
Ψ−→ .
Theorem 12. Let µ = (µ1, . . . ,µs) and ν = (ν1, . . . , νt ) be compositions with 0 |µ| n
and 0 |µ| n. Then
btrn(µ, ν) = χ∅2n(µ ∪ ν),
where µ ∪ ν = (µ1, . . . ,µs, ν1, . . . , νt ) and χ∅2n(µ ∪ ν) is computed by the formula in
Theorem 9.
Proof. From (10), we see that under the bijection Ψ we get the identity
dµ,nπdν,n|π =
(
dµ,n ⊗ flip(dν,n)
)
Ψ (π)|Ψ (π),
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χ∅2n(dµ,n ⊗ flip(dν,n)). From (9), dµ,n ⊗ flip(dν,n) ∼ dµ∪ν,2n, and so χ∅2n(dµ,n ⊗
flip(dν,n)) = χ∅2n(dµ∪ν,2n). 
Comparing Eq. (8) and Theorem 12, we have
Corollary 13 (“Second orthogonality of characters” for Pn(x)). For compositions µ and ν
with 0 |µ| n and 0 |ν| n, we have∑
λ∈Λn
χλn (µ)χ
λ
n (ν) = χ∅2n(µ ∪ ν),
which can be computed using Theorem 9.
The left regular representation of Pn(x) is given by the map a → La described above.
The trace Trn(dµ,n) of dµ,n on the regular representation of Pn(x) can be computed by
btr(µ, (1n)). That is, we specialize dν,n = d(1n,n) = idn in Theorem 9. Therefore,
Corollary 14. For a composition µ with 0  |µ|  n, the trace of dµ,n in the regular
representation of Pn(x) is given by
Trn(dµ,n) = χ∅2n
(
µ ∪ (1n))
which can be computed using Theorem 9.
4. Identities in the character ring of Sr
4.1. Schur–Weyl duality between Sr and Pn(r)
Let V = Cr with basis v1, . . . , vr be the permutation representation of the symmetric
group Sr so that σvi = vσ(i), for all σ ∈ Sr . The n-fold tensor product representation V ⊗n
has a basis consisting of simple tensors vi1 ⊗ · · · ⊗ vin , with 1 ij  n, and the action of
σ ∈ Sr on a simple tensor is
σ(vi1 ⊗ · · · ⊗ vin) = vσ(i1) ⊗ · · · ⊗ vσ(in).
There is an action of Pn(r) on V ⊗n that commutes with Sr . For π ∈ Ωn, define
δ(π)
i1,...,in
in+1,...,i2n =
{
1, if ik = i whenever k π←→ ,
0, otherwise.
Then π acts on simple tensors as follows:
π(vi1 ⊗ · · · ⊗ vin ) =
∑
δ(π)
i1,...,in
in+1,...,i2nvin+1 ⊗ · · · ⊗ vi2n .in+1,...,i2n
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Furthermore, this action commutes with the Sr -action and generates the centralizer
EndSr (V ⊗n). When r  2n this representation is faithful, and Pn(r) ∼= EndSr (V ⊗n).
Let r  2n, and for a partition λ, define λ∗ and λ¯ as follows:
if λ = (λ1, . . . , λ)  r, then λ∗ = (λ2, . . . , λ)  (r − λ1),
if λ = (λ1, . . . , λ)  k  n, then λ¯ = (r − k,λ1, . . . , λ)  r.
Since r  2n we are guaranteed that λ¯ is a partition and that 0 |λ∗| n. The sets
Γ nr =
{
λ  r ∣∣ |λ∗| n} and Λn = {λ  k | 0 k  n}
are in bijection with one another using the following maps, which are inverses of each
other,
Γ nr → Λn,
λ → λ∗, and
Λn → Γ nr ,
λ → λ¯. (11)
Via these bijections, we can use either Γ nr or Λn to index the irreducible representations
and standard elements of Pn(r).
We let Sλ denote the irreducible representation of the symmetric group Sr indexed by
the partition λ  r . The representations Sλ, λ ∈ Γ nr , are the irreducible summands which
appear in V ⊗n. Using double centralizer theory, Jones [Jo] proves that, when r  2n, the
decomposition of V ⊗n as a bimodule for Sr × Pn(r) is
V ⊗n =
⊕
λ∈Γ nr
Sλ ⊗Mλ, (12)
where Mλ is the irreducible Pn(r)-module corresponding to λ.
4.2. Inner products of class functions
Let R(Sr ) denote the C-vector space generated by the class functions on Sr . That is,
R(Sr ) = {f :Sr → C | f (σ) = f (τ) if σ ∼ τ }, where σ ∼ τ denotes that σ and τ are
conjugate in Sr . Define an inner product on R(Sr ) by
〈f,g〉 = 1|Sr |
∑
σ∈Sr
f (σ )g(σ ), (13)
where denotes complex conjugation. The irreducible characters ψλSn , λ  r , form an
orthonormal basis of R(Sr) with respect to 〈 , 〉, so if λ, τ  r , then〈
ψλSr ,ψ
τ
Sr
〉= δλ,τ , (14)
where δλ,τ is the Kronecker delta.
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pk(x1, . . . , xr ) = xk1 + · · · + xkr ,
and for a composition µ = (µ1,µ2, . . . ,µ) define pµ = pµ1pµ2 · · ·pµ. Finally, for
σ ∈ Sr , define
pµ(σ) = pµ(ξ1, . . . , ξr ),
where ξ1, . . . , ξr are the eigenvalues of σ in its permutation representation. Since
the eigenvalues of permutations in Sr are constant over conjugacy classes, we have
pµ ∈ R(Sr ). If the eigenvalues of σ are ξ1, . . . , ξr then the eigenvalues of σk are ξk1 , . . . , ξkr ,
and so
pk(σ ) = Tr
(
σk
)= (the number of fixed points of σk), (15)
where Tr(σ k) is the trace of σk in the permutation representation V .
By taking traces on both sides of (12), the second author [Ha] proves that for a
composition µ, with 0 |µ| n, and σ ∈ Sr with r  2n, we have
rn−|µ|pµ(σ) =
∑
λ∈Γ nr
χλn (µ)ψ
λ
Sr
(σ ), (16)
or, equivalently, rn−|µ|〈pµ,ψλSr 〉 = χλn (µ).
Proposition 15. If µ and ν are compositions with 0 |µ| n and 0 |ν| n then using
the inner product in Sr with r  2n, we have〈
rn−|µ|pµ, rn−|ν|pν
〉= χ∅n (µ ∪ ν)
which can be explicitly computed by the formula in Theorem 9.
Proof. Using equations (14) and (16), we have
〈
xn−|µ|pµ,xn−|ν|pν
〉 = 〈∑
λ∈Γ nr
χλn (µ)ψ
λ
Sr
,
∑
τ∈Γ nr
χτn (ν)ψ
τ
Sr
〉
=
∑
λ∈Γ nr
∑
τ∈Γ nr
χλn (µ)χ
τ
n (ν)
〈
ψλSr ,ψ
τ
Sr
〉︸ ︷︷ ︸
δλ,τ
=
∑
λ∈Γ nr
χλn (µ)χ
λ
n (ν) = χ∅2n(µ ∪ ν),
where the last equality comes from Corollary 13 and the bijection in (11). 
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Let µ  n with µ = (1a1,2a2, . . . , a) where again ai is the number of µi equal to i .
Then for σ ∈ Sr , we see from (15) that
pµ(σ) =
∏
k=1
(
Tr
(
σk
))ak . (17)
Theorem 16. Let µ = (1a1,2a2, . . . , a) and n = |µ|. If σ is uniformly distributed in Sr ,
with r  n, then we have the following expected value,
E
{
∏
k=1
(
Tr
(
σk
))ak}= χ∅n (µ),
which can be explicitly computed using the closed-formula in Theorem 9.
Proof. Let µ = (1a1,2a2, . . . , a) and let n = |µ|. Recall that ψ(r)Sr is the trivial Sr -char-
acter (i.e., ψ(r)Sr (σ ) = 1 for all σ ∈ Sr ). Then
E
{
∏
k=1
(
Tr
(
σk
))ak} = E{pµ(σ)} (by (17))
= 1
r!
∑
σ∈Sr
pµ(σ) = 1
r!
∑
σ∈Sr
pµ(σ)ψ
(r)
Sr
(σ ) = 〈pµ,ψ(r)Sr 〉
= χ∅n (µ) (by (16)). 
Let σ be uniformly distributed in Sr . Using Corollary 10, we get the following
presumably well-known specializations of Theorem 16:
E
{
Tr(σ )n
} = B(n), σ ∈ Sr , r  2n, (18)
E
{
Tr
(
σa
)
Tr
(
σb
)} = d(a)d(b)+ ∑
t |a,b
t, σ ∈ Sr , r  2(a + b), (19)
E
{
Tr
(
σa
)} = d(a), σ ∈ Sr , r  2a, (20)
where B(n) is the nth Bell number, d(a) is the number of divisors of a, and t ranges over
all common divisors of a and b.
In the study of the distribution of eigenvalues of random matrices in classical groups,
Diaconis and Shahshahani [DS] and Diaconis and Evans [DE] use the second orthogonality
relation for the symmetric group to compute the joint moments of the random variables
Tr(Mj ) for M a random matrix in the unitary group Ur , and they use the second
orthogonality relation of Ram [Ra] for the Brauer algebra to determine the joint moments
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computations use the Schur–Weyl duality between Ur and Sn, Or , and Bn(r), and Spr and
Bn(−r), respectively. Our results in Theorem 16 are the analogs of these results for the
duality between Sr and Pn(r).
Suppose that σ = α1α2 · · ·αt is a decomposition of σ into disjoint cycles αi such that αi
is a di cycle. Then σk = αk1αk2 · · ·αkt , and αki has di fixed points if di |k and 0 fixed points
otherwise. Thus
Tr
(
σk
)=∑
d |k
dcd(σ ), (21)
where the sum is over all divisors d of k and where σ has cd(σ ) cycles of length d .
For i fixed and r large, it is known that the ci have an approximate Poisson distribution
with independent parameter 1/i (see for example [DS] or [AT] and the references there).
Thus
E
{
Tr
(
σk
)}−→ E{∑
d |k
dxd
}
as r → ∞, (22)
where the xd are independent Poisson variables with parameter 1/d . Thus, when µ =
(1a1, . . . , nan), our formula for χ∅|µ|(µ) gives a closed formula for the joint mixed moments
of (∑
d1|1
d1xd1
)a1
,
(∑
d2|2
d2xd2
)a2
, . . . ,
(∑
dn|n
dnxdn
)an
, (23)
where x1, . . . , xn are independent Poisson variables with parameters 1, 12 ,
1
3 , . . . ,
1
n
, respec-
tively.
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