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We discuss the amplification of loop corrections in quantum many-body systems through dynam-
ical instabilities. As an example, we investigate both analytically and numerically a two-component
ultracold atom system in one spatial dimension. The model features a tachyonic instability, which
incorporates characteristic aspects of the mechanisms for particle production in early-universe infla-
ton models. We establish a direct correspondence between measureable macroscopic growth rates
for occupation numbers of the ultracold Bose gas and the underlying microscopic processes in terms
of Feynman loop diagrams. We analyze several existing ultracold atom setups featuring dynamical
instabilities and propose optimized protocols for their experimental realization. We demonstrate
that relevant dynamical processes can be enhanced using a seeding procedure for unstable modes
and clarify the role of initial quantum fluctuations and the generation of a non-linear secondary
stage for the amplification of modes.
I. INTRODUCTION AND OVERVIEW
Ultracold quantum gases provide a unique opportunity
for studying nonequilibrium phenomena that are other-
wise very difficult to access experimentally. Ensembles of
trapped atoms can be largely isolated from the environ-
ment, such that they offer the possibility to address fun-
damental aspects of quantum many-body systems gov-
erned by unitary time evolution. In addition, cold-atom
setups provide a very flexible testbed, with tunable in-
teractions or with reduced dimensionality by shaping the
confining optical potential, realizing a multitude of dif-
ferent relevant physical situations.
It has been pointed out that characteristic aspects of
the evolution of the early universe may be addressed with
table-top experiments [1], such as acoustic oscillations in
the time evolution of an ultracold quantum degenerate
gas [2], or inflationary quasiparticle creation and ther-
malization dynamics in coupled Bose-Einstein conden-
sates [3, 4]. The latter may involve paradigmatic dy-
namical phenomena such as nonequilibrium instabilities
seeded by quantum fluctuations [5], which trigger impor-
tant nonlinear phenomena such as enhanced particle cre-
ation from secondary instabilities [6] and the subsequent
approach to nonthermal fixed points with Bose conden-
sation [7] long before thermalization sets in.
In this work we analyze how two-component bosonic
cold-atom systems in one spatial dimension may be used
to address relevant aspects of the nonequilibrium dynam-
ics of tachyonic instabilities arising in the context of infla-
tionary models [5, 8]. Experimentally, we have in mind
the twin-atom beam experiments of the Schmiedmayer
laboratories [9], and the spin-changing collision dynam-
ics arising in bosonic spin-one systems as employed by
the Oberthaler group [10]. We identify the relevant dy-
namical processes of the cold-atom system and describe
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them using quantum-statistical field theory. In this way
we establish a one-to-one correspondence between macro-
scopic observables of the Bose gas and microscopic pro-
cesses in terms of Feynman loop diagrams for correlation
functions.
More precisely, we first analyze the generation of insta-
bilities that are seeded from initial quantum fluctuations
in the Bose gas. These primary instabilities trigger an
exponential increase of the occupation numbers of char-
acteristic unstable modes with momenta ±k∗. This early
stage is followed in time by a secondary growth period,
which describes the nonlinear enhancement of occupan-
cies in a wider momentum range. In FIG. 1 we sketch the
initial state and the subsequent processes for the Bose gas
with components ϕ1 and ϕ2. The initially unstable state
ϕ2 decays via the excitation of characteristic modes of
ϕ1 at momenta ±k∗. As these modes become highly oc-
cupied, their interactions lead to the excitation of modes
with higher momenta of multiples of k∗. Remarkably,
macroscopically measurable growth rates and their char-
acteristic momenta give, in principle, direct information
about the topology of the Feynman diagrams that de-
scribe the underlying microscopic processes.
While for typical inflaton models the secondaries have
a significant impact on the dynamics, their role can be
restricted by total particle number limitations in cold-
atom experiments. In particular, we demonstrate that
for the existing twin-atom beam setup [9] the experimen-
tal detection of the relevant higher-loop processes may
be difficult. To overcome this limitation, we propose to
seed the primary instabilities: Instead of preparing the
whole condensate in the ‘excited’ state ϕ2, one keeps a
fraction of all atoms in the ‘lower’ state ϕ1 and imprints
a modulation to transfer them into the most unstable
modes ±k∗. We perform classical-statistical (Truncated
Wigner) simulations to numerically support our findings.
This publication is organized as follows: In section II
we discuss our model system and relate it to possible
experimental realizations. Subsequently, we analytically
determine the early-time dynamics of this many-body
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2FIG. 1: Generation of primary instabilities and secondaries for the Bose gas with components ϕ1 and ϕ2. (a) Initial condition:
The system is prepared in the ‘excited’ state ϕ2 with energy gap ∆E between the components. (b) Primary instability: The
condensate decays with the excitation of unstable modes having momenta ±k∗ and chararacteristic primary growth rate 2γ∗.
(c) Secondaries: Subsequently, nonlinear processes result in the enhanced growth of occupation numbers in a wider momentum
range, e.g. at ±3k∗ as indicated in the figure. The number of internal lines l of the corresponding Feynman loop diagram for
the nonlinear process determines the enhanced growth rate as l × 2γ∗, e.g. 3× 2γ∗ for the two-loop diagram shown.
system including the primary instability in section III.
In the following section IV we demonstrate the existence
of secondaries being present in this system numerically
and give a simple heuristic argument for their generation.
In section V we complement the observations with a more
refined explanation in terms of Feynman diagrams, which
allows us to estimate the secondaries’ growth rates. Fur-
thermore, we propose a seeding strategy to make these
non-linear phenomena experimentally better accessible in
section VI. To get a better understanding of the situation
with and without seed, we consider a classical toy model
that encompasses the necessary ingredients for the gener-
ation of secondaries in section VII. Finally, we conclude
in section VIII.
II. TWO-COMPONENT BOSE GAS
The inflationary early universe undergoes very rapid
expansion, after which all energy ends up in a vacuum-
like state without entropy or particles. Typical models
describe this state in terms of a coherent Bose field, the
inflaton, whose decay finally leads to the observed par-
ticle content of today’s universe. Very efficient mech-
anisms for particle production from inflaton decay in-
volve nonequilibrium instabilities, such as parametric res-
onance [11, 12] or tachyonic instabilities [5, 8]. The latter
can be particularly fast and nonlinear many-body phe-
nomena beyond simple classical-field or Bogoliubov–type
approximations play a crucial role.
A prominent class of inflationary scenarios – hybrid in-
flation – involve multiple scalar fields [13]. In this work,
we consider a model with a bosonic complex field opera-
tor ϕa with two components a = 1, 2. This model allows
us to address essential features of instability dynamics
and the build-up of non-linearities, where we will concen-
trate on tachyonic instabilities associated to imaginary
parts in the dispersion relation. While the couplings to
other degrees of freedom of the Standard Model of par-
ticle physics play an important role at later times, we
focus on the bosonic self-interactions that dominate the
dynamics at earlier times of the nonequilibrium evolu-
tion. It should be emphasized that, even though typical
couplings in cosmological inflaton models are usually very
small, the dynamics become strongly correlated because
of the instabilities that amplify small nonlinear correc-
tions exponentially fast.
Although the time scales depend on the specifics of
any microscopic model chosen, essential aspects of the
dynamics can be be studied in a wide range of different
many-body systems. This is based on the observation
that there is an effective loss of details about the ini-
tial conditions and model parameters as time proceeds.
In recent years this culminated in the discovery of new
universality classes far from equilibrium [7], which char-
acterize a significant part of the systems’ dynamical evo-
lution in terms of scaling exponents and scaling functions
that are the same for a wide range of different relativis-
tic models [7, 14–19] as well as non-relativistic systems
of ultracold quantum gases [17, 19–24].
In an ultracold atom setup with different field compo-
nents ϕa, the index a typically labels internal states of
the bosonic atoms such as hyperfine states or eigenstates
within an external trapping potential. The quantum
many-body Hamiltonian of our model system is given
3by
H =
2∑
a=1
∫
dz
{ |∇zϕa|2
2M
+ [V (z)− µa] |ϕa|2 + ga
2
|ϕa|4
}
+
g12
2
∫
dz
{
(ϕ†1)
2ϕ22 + 4|ϕ1|2|ϕ2|2 + (ϕ†2)2ϕ21
}
, (1)
where we abbreviated |ϕa|2 = ϕ†aϕa and |ϕa|4 =
ϕ†aϕ
†
aϕaϕa. The interaction constants ga and g12 are re-
lated to intra- and interspecies scatterings, respectively,
and we only consider the repulsive case ga, g12 > 0.
M,V (z) and µa are the atomic mass, the one-dimensional
trapping potential and two chemical potentials, respec-
tively. The latter controls the total particle number N
and the energy gap ∆E = µ1−µ2 between the two com-
ponents.
The system with Hamiltonian (1) is invariant under
a global O(2) transformation, (ϕ1, ϕ2) → (ϕ1, ϕ2)eiθ,
which implies total particle number conservation. For
g12 = 0, the symmetry group is enlarged to O(2)×O(2),
i.e. (ϕ1, ϕ2) → (ϕ1eiθ1 , ϕ2eiθ2) corresponding to indi-
vidual number conservation. For the special case of
g1 = g2 = g12, the interaction part is invariant under
O(2)× Z2 due to the symmetry (ϕ1, ϕ2)→ (ϕ2, ϕ1).
The above Hamiltonian can be realized in various ways.
We specifically have in mind two different experimental
setups that rely on external or internal degrees of free-
dom and should allow the observation of the dynamical
features to be discussed in the following sections. The
first experimental setup concerns the twin-atom beam
experiment [9]. The authors realized an effectively one-
dimensional Bose gas by a magnetic atom-chip trap and
applied sophisticated optimal-control techniques to ac-
cess specific excited states of the radial trapping poten-
tial, which in turn serve as the required two components.
More precisely, the full three-dimensional system is de-
scribed by the Hamiltonian
H3D =
∫
d3r
[
|∇ψ (r)|2
2M
+ V (r) |ψ (r)|2 + g
2
|ψ (r)|4
]
,
(2)
where V (r) is the trapping potential in three spatial di-
mensions (3D) and g denotes the interaction constant.
The fields ϕa(z) depending only on the (1D) spatial z-
direction arise as coefficients in an expansion of the 3D
field operator, taken as
ψ(r) = ϕ1(z)ψ1(x, y) + ϕ2(z)ψ2(x, y) + . . . , (3)
where ψa(x, y) denote the two lowest lying eigenfunc-
tions of V (r). Performing the x, y integrals in the grand-
canonical Hamiltonian corresponding to H3D and trun-
cating the above expansion yields a Hamiltonian of the
form (1). This truncation is expected to be a valid ap-
proximation if the radial potential is chosen such that
the energetically higher lying states are not excited. The
precise form of the radial potential then determines the
parameters entering the two-component model in consid-
eration (cf. appendix B).
As an alternative to exciting states of the external
potential, one may utilize internal degrees of freedom
of spinor Bose gases [25]. In such setups, the gas is
usually rendered effectively one-dimensional by optical
dipole traps. We emphasize that our model system is
closely related to spin-1 systems but can not be mapped
onto so-called pseudo-spin-1/2 systems. The latter have
been extensively studied, e.g. as binary mixtures in the
context of the miscible-immiscible phase transition [26].
It is necessary to consider larger spins because the Hamil-
tonian (1) differs from a pseudo-spin-1/2 system by the
“spin-changing” terms
hSC ∼
[
(ϕ†1)
2ϕ22 + h.c.
]
. (4)
These terms turn out to play a crucial role for the dynam-
ical instabilities considered in this work. Experimentally,
spin-changing collisions arise naturally in bosonic spin-1
systems and have been utilized, e.g., for the creation of
entangled twin-atom states [27]. In such a setup, the
bosonic gas is confined to a hyperfine state F = 1 with
three magnetic quantum numbers mF = 0,±1. The spin
changing terms are then given by
h˜SC ∼
[
ϕ˜†1ϕ˜
†
−1ϕ˜0ϕ˜0 + h.c.
]
=
1
2
[(
ϕ˜†S
)2
ϕ˜20 +
(
ϕ˜†A
)2
ϕ˜20 + h.c.
]
, (5)
where ϕ˜mF label the spinor components and we have in-
troduced ϕ˜S =
1√
2
(ϕ˜1 + ϕ˜−1) and ϕ˜A = i√2 (ϕ˜1 − ϕ˜−1).
Thus mF = 0 corresponds to ϕ2, and ϕ1 would be dou-
bly degenerate as the (anti-) symmetric combinations of
mF = ±1. In the presence of the quadratic and negligi-
bly small linear Zeeman effect, the resulting Hamiltonian
mainly differs from (1) by this degeneracy and we restrict
ourselves to the model containing only two components
for simplicity. Nevertheless, we will argue that our re-
sults only depend on a few generic ingredients, such that
many aspects also apply to the system with three com-
ponents. For completeness, we note that the full spin-1
Hamiltonian can be found, e.g., in Ref. [28].
III. PRIMARY INSTABILITIES
Before we turn to simulations in section IV, we first
obtain an analytic understanding of primary instabili-
ties. This is done by linearizing the equations of motion
in fluctuations around the initial condensate. We identify
instabilities as exponentially growing solutions character-
ized by a dispersion relation with non-vanishing imagi-
nary part.
In recent twin beam experiments [9, 29] it was possi-
ble to transform all atoms from the lower state ϕ1 to the
energetically higher state ϕ2. To lowest order in fluctua-
tions, this configuration is considered to be a stationary
4state which we denote by ϕ2,s. The latter is the solution
of the equation
µ2ϕ2 =
[
− ∇
2
z
2M
+ V (z) + g2|ϕ2|2
]
ϕ2 . (6)
In order to detect the dynamical instability, we describe
the evolution of ϕ1 by using the approximate Hamilto-
nian
H '
∫
dz
[ |∇zϕ1|2
2M
+
(
V (z)− µ1 + 2g12|ϕ2,s|2
) |ϕ1|2]
+
g12
2
∫
dz
[
(ϕ†1)
2ϕ22,s + (ϕ
†
2,s)
2ϕ21
]
. (7)
The Heisenberg equations of motion for the atoms then
read
i∂tϕ1 = h0ϕ1 + h1ϕ
†
1 , (8)
where we have abbreviated
h0[ϕ2,s] =
(
− ∇
2
z
2M
− µ1 + V (z) + 2g12|ϕ2,s|2
)
, (9)
h1[ϕ2,s] = g12ϕ
2
2,s . (10)
The approximate dynamical equations for ϕ1 can be
solved by a Bogoliubov transformation
ϕ1(t, z) =
∑
k
[
uk(z)ake
−iωkt + v∗k(z)a
†
ke
iω∗kt
]
, (11)
which leads to the Bogoliubov-de-Gennes equations(
h0 h1
−h1 −h0
)(
uk(z)
vk(z)
)
=ωk
(
uk(z)
vk(z)
)
. (12)
We refer to the appendix A for details of the Bogoliubov
transformation in the presence of unstable modes. The
eigenvalues ωk of (12) and the Bogoliubov mode functions
uk and vk determine the low-energetic excitations and
thus the quasi-particle spectrum. We proceed by speci-
fying the trapping potential as either a) harmonic V (z) =
m
2 ω
2z2, or b) a box potential V (z) = V∞Θ
(|z| − L2 ) with
V∞ → ∞. In the former case, we use the stationary
solution ϕ
(a)
2,s =
√
µ2
g2
(
1− z2RTF2
)
within the Thomas-
Fermi (TF) approximation with the TF radius given by
RTF =
√
2µ2
Mw2 . The normalisation of ϕ2 relates the par-
ticle number N2 and the chemical potential. For case b),
we obtain ϕ
(b)
2,s =
√
µ2
g2
with µ2 = n2g2 where n2 =
N2
L is
the homogeneous particle density. Going from case a) to
case b) corresponds to the replacement
1
2RTF
∫
dz eiqzϕ
(b)
2,s(z)→ δ(q) (13)
in the equations of motion in momentum space. Solv-
ing these equations, we arrive at the squared dispersion
relation
ω2k =
(
k2
2M
+
2g12µ2
g2
− µ1
)2
−
(
g12µ2
g2
)2
. (14)
The system becomes unstable for ω2k < 0 with the two
most unstable modes being
±k∗ = ±
√
2M
(
µ1 − µ2 2g12
g2
)
(15)
as determined from the maximal −ω2k∗ ≡ γ2∗ =
(
g12
g2
µ2
)2
.
Because of the symmetry k → −k in the Bogoliubov spec-
trum, one produces two atom beams in opposite direc-
tions with momentum k∗. Henceforth, these beams are
termed twin beams. The bandwidth of the instability is
given by
δk =
√
2M
(√
µ1 − µ2 g12
g2
−
√
µ1 − µ2 3g12
g2
)
(16)
Because of the property ω2k < 0 in the instability regime,
they are called tachyonic instabilities in a cosmological
context [5, 8]. The initial growth of the occupation of
atoms associated with the most unstable mode is
1
2
〈
{
ϕ†1(t, k∗), ϕ1(t, k∗)
}
〉 ' e2γ∗t , (17)
where ϕ(t, k) is the momentum mode appearing in the
Fourier expansion ϕ(t, x) = 1√
L
∑
k e
−ikxϕ(t, k). Note
that the above growth rate has been calculated for the
homogeneous case b) and serves as a reference value for
the trapped case a), where nearby modes will also con-
tribute to the instability (cf. eq. (13)). Since these gen-
erally grow slower, we expect that the true most unstable
growth rate 2γ¯1 will effectively be damped, i.e.
γ¯1 . γ∗ =
g12
g2
µ2 . (18)
IV. SECONDARIES
After having determined the dynamics at early times,
which are governed by the dispersion relation (14), we
proceed with a numerical simulation. This allows us
to access subsequent nonlinear dynamics including sec-
ondary growth rates and to validate our analytical cal-
culations for the primary instabilities.
We employ the classical statistical or truncated Wigner
approach (TWA) to get more insight into the fluctuations
of the atoms in the excited as well as the ground state. To
this end, we consider the classical equations of motions
i∂tϕ1 =
(
− ∇
2
z
2M
+ V (z)− µ1 + g1|ϕ1|2
)
ϕ1
+ g12
(
ϕ∗1ϕ
2
2 + 2ϕ1|ϕ2|2
)
, (19a)
i∂tϕ2 =
(
− ∇
2
z
2M
+ V (z)− µ2 + g2|ϕ2|2
)
ϕ2
+ g12
(
ϕ∗2ϕ
2
1 + 2ϕ2|ϕ1|2
)
. (19b)
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FIG. 2: Spectrum of the occupation number n1 at different times. We clearly observe the three regimes of primary growth,
secondary instabilities and non-perturbative dynamics (see text). Inset: squared dispersion relation (14). The vertical lines
indicate the position of the primary resp. secondary instability at ±k∗ resp. ±3k∗.
We choose a coherent field in the excited state corre-
sponding to the solution ϕ2,s and initialize the lower
state with quantum noise. Our main observable will be
the mode occupation number defined as the ensemble-
averaged absolute value of the Fourier transformed fields,
i.e. na(k, t) = 〈|ϕa(k, t)|2〉W . The subscript denotes av-
eraging of the classically evolved fields with respect to
different initial conditions, which are sampled according
to the initial Wigner distribution
W (ϕ1, ϕ2) =
4
pi2
exp
(−2|ϕ1|2 − 2|ϕ2 − ϕ2,s|2) . (20)
The mode occupation number is connected to the con-
served particle number
N =
∑
k
[n1(k, t) + n2(k, t)] . (21)
The classical-statistical approximation is essentially valid
for high typical occupation numbers. For a detailed in-
vestigation in the case of one-dimensional bosonic gases,
see Ref. [30].
Figure 2 presents results of a simulation with a har-
monic trapping potential (case a)). The detailed param-
eter sets for each simulation can be found in appendix B.
Shown is the occupation number of ϕ1 as a function of
momentum in units of the estimated most unstable mode
k∗. The corresponding dispersion is plotted in the inset.
The figure gives results at different times. At initialisa-
tion, there are only quantum fluctuations present. How-
ever, the system features a dynamical instability which
manifests itself in the growth of modes close to k∗. At
early times the momentum range of the instability is in
excellent agreement with our analytical estimate as can
been seen from the squared dispersion relation (14) dis-
played in the inset. At some intermediate time, addi-
tional modes around 3k∗ become occupied. These mo-
mentum modes are initially stable, and they start grow-
ing during a secondary stage of amplification after the
primary instability led to sizeable nonlinearities.
The process of the generation of these secondaries is
depicted in figure 1 and can be understood as follows:
The system is prepared in an unstable state, where the
whole condensate is transferred to the excited state ϕ2.
Consequently, the condensate decays into the energeti-
cally favourable state ϕ1. By symmetry this decay occurs
as the emission of atom pairs in opposite directions, i.e.
twin beams with momentum ±k∗. Since the occupation
number of the unstable modes grows exponentially, they
become highly occupied and the system enters a regime
where their self-interaction is no longer negligible. At this
point the Bogoliubov approximation breaks down and the
stage of secondary amplification sets in. Processes involv-
ing quartic self-interactions between modes then give rise
to a particularly fast growth of the mode with momen-
tum 3k∗, since the process (k∗, k∗)→ (−k∗, 3k∗) involves
the maximum number of already highly occupied modes
allowed by momentum conservation.
Furthermore, the Hamiltonian (1) contains another
possibility: Two twin beam atoms with momentum k∗
can interact with the condensate mode in ϕ2 which is
expected to increase the occupation number of the 2k∗
mode in ϕ2. This is indeed the case as can be seen in
figure 3, where we have plotted the relevant mode occu-
pation numbers as a function of time.
We emphasize that the occupation numbers are ob-
tained from an equal-time correlation function of two
fields. In frequency space such a quantity involves
an integral over all possible frequencies and the non-
equilibrium processes are not restricted by “on-shell” en-
ergy conservation. Though we are not dealing with a
homogeneous system, and momentum conservation can
hold at most approximately, corresponding observations
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are also made for the spatially translation invariant case
relevant for cosmology [6].
The simulations reveal that the condensate stays ap-
proximately constant for early times, which justifies the
Bogoliubov approximation of section III to understand
the initial instability. As expected, the primary unsta-
ble mode grows exponentially and we give a more refined
explanation for the secondary growth rates in terms of
Feynman diagrams in the next section V. For now, we
note that the growth rates are higher than those from
the primary instability – the secondaries start later but
speed up a lot. As soon as the growth of all modes stops,
one enters a nonperturbative regime where the dynamics
is no longer dominated by single scattering processes. In
figure 2, we can see that the clear peak structure of the
spectrum is washed out in this regime. One also observes
from the growth of the zero-momentum mode n1(0) an
indication for the onset of the out-of equilibrium forma-
tion of a quasi-condensate in ϕ1 (see figure 3).
V. DIAGRAMMATIC INTERPRETATION
In order to make analytical progress in the non-linear
regime, we consider the time evolution of the so-called
statistical two-point correlation function
Fαβ(t, z; t
′, z′) =
1
2
〈{ϕα(t, z), ϕβ(t′, z′)}〉
− 〈ϕα(t, z)〉 〈ϕβ(t′, z′)〉 , (22)
where α, β = 1, 2, 3, 4 label ϕ1, ϕ
†
1, ϕ2, ϕ
†
2, respectively.
Here {A,B} ≡ AB + BA denotes the anti-commutator,
which is the appropriate object to consider in the quan-
tum theory because expectation values calculated from
the classical-statistical simulations always concern sym-
metrized field operator products [30]. Furthermore, the
anti-commutator is experimentally accessible since it is
related to our main observables na(k, t) via
n1(k, t) + 2piδ(0)|φ¯21| =
∫
dz e−ikzF12(t, z; t, 0) , (23)
n2(k, t) + 2piδ(0)|φ¯22| =
∫
dz e−ikzF34(t, z; t, 0) , (24)
where φ¯a denotes the condensate part and na the re-
spective non-condensate fractions. Introducing also the
commutator or so-called spectral fucntion as
ραβ(t, z; t
′, z′) = i 〈[ϕα(t, z), ϕβ(t′, z′)]〉 , (25)
one can derive a set of quantum evolution equations for
the nonequilibrium time-evolution of two-point correla-
tion functions (see e.g. Ref. [31]). For given symmetrized
part of the self-energy, ΣF (F, ρ), and anti-symmetrized
part, Σρ(F, ρ), they read
Dαγ(t, z)Fγβ(t, z; t′, z′) = −
∫ t
t0
ds
∫
dy Σραγ(t, z; s, y)Fγβ(s, y; t
′, z′) +
∫ t′
t0
ds
∫
dy ΣFαγ(t, z; s, y)ργβ(s, y; t
′, z′) ,
(26)
Dαγ(t, z)ργβ(t, z; t′, z′) = −
∫ t
t′
ds
∫
dy Σραγ(t, z; s, y)ργβ(s, y; t
′, z′) , (27)
where the differential operator Dαγ is given in ap-
pendix C along with a more detailed discussion of the
equations. The self-energies ΣF and Σρ contain all inter-
action contributions such as direct scattering processes
or decays. For known self-energies the equations (26)
and (27) are exact and equivalent to Kadanoff-Baym or
Schwinger-Dyson equations [31].
The primary instability results in an exponential
growth of the statistical two-point function in Fourier
space as Fαβ(t, t
′, k∗) ∼ eγ∗(t+t′) (α, β = 1, 2). Thus
we can estimate nonlinear effects from a resummed loop
expansion of the self-energies appearing in the quan-
7tum evolution equations (26) and (27). For the non-
relativistic Bose gases in one dimension, this is an expan-
sion in the dimensionless diluteness parameter ζ =
√
nas
with the scattering length as and the average density n.
In the present case, we have ζ ∼ O(10−5) depending on
the precise parameters of the scenarios discussed in this
work and for sufficiently short times, before the typical
occupancies become of order ∼ 1/ζ, it represents an ac-
curate approach for the description of the dynamics.
To explain the phenomenon of secondary instabilities,
it is sufficient to consider the series up to two loops. In
the following, we show how the secondaries can be given
an interpretation in terms of Feynman diagrams. The
analysis follows along the lines of reference [6] for the
inflaton decay in a cosmological context, which is also
reviewed in [31]. We emphasise that the analytical results
we present will only provide a “leading-log” estimate for
the exponential growth rates. A quantitative analysis
along these lines including also field amplitudes would
require a numerical treatment.
To determine the secondary growth rates it is sufficient
to consider the primary growth of the 1, 2 components of
the statistical two-point function in Fourier space as
Fαβ(t, t
′, k) ∼ eγ(k)(t+t′) ≡ f∗(t, t′, k), (α, β = 1, 2)
(28)
with γ(k) =
√
γ2∗ −
(
k2−k2∗
2M
)2
, see (C12). The leading
one-loop correction to the evolution equation of Fαβ with
α, β = 3, 4, i.e. the excited field, comes from the self-
energy ΣF . Thus we neglect all terms of quadratic order
in ρ, which is justified for F 2  ρ2 for typical modes. In
momentum space, the corresponding contribution to the
RHS of (26) is given by the memory integral
∼
∫ t′
t0
ds
∫
dq f∗(t, s; q)f∗(t, s; k − q)ραβ(s, t′; k) (29)
=
∫ t′
t0
ds
∫
dq e(γ(q)+γ(k−q))(t+s)ραβ(s, t′; k) . (30)
Due to the exponential growth, the latest times domi-
nate the time integral. Consequently, we approximate
f∗(t, s, p) ≈ f∗(t, t′, p) and
ραβ(s, t
′; k) ≈ ραβ(t′, t′; k) = σ1α,β (α, β = 3, 4) , (31)
where we have used the equal time commutation rela-
tions. Furthermore, we simplify the memory integral to
include only recent times with
∫ t′
t0
7→ ∫ t′
t′−c/µ2 . For an ap-
propriate choice of c, the resulting error for the growth
rates will be ∼ log c. With this approximation we obtain∫ t′
t0
ds ραβ(s, t
′; k) ≈ σ1αβ
∫ t′
t′−c/µ2
ds =
c
µ2
σ1αβ . (32)
Turning to the momentum integral, we note that it is
dominated by γ(k∗) = γ∗ and consider a saddle-point
(a)
3k∗
k∗
k∗ 3k∗
−k∗
∼ e3×2γ∗t
(b)
2k∗
⊗ ⊗k∗
2k∗
−k∗
∼ e2×2γ∗t
FIG. 4: Feynman diagrams associated to the secondary
growth rates. The solid (dashed) lines correspond to the prop-
agators of ϕ1 (ϕ2). The circled crosses denote interactions
with the quasi-condensate in ϕ2. The estimated growth rates
directly reflect the number of propagator lines of the most
unstable ±k∗ present in the loop diagrams. An approximate
computation of (b) is given in the main text.
approximation using
γ(k) ≈ γ∗ − k
2
∗
2M2γ∗
(k − k∗)2 , (33)
where we assume k∗ > 0 and
k2∗
2M > γ∗ for simplicity. At
k = 2k∗ we obtain∫
dq e(γ(q)+γ(2k∗−q))(t+t
′) ≈
√
pi
γ∗(t+ t′)
Mγ∗
k∗
e2γ∗(t+t
′) ,
(34)
which is valid for γ∗(t + t′) 
(
Mγ∗
k2∗
)2
. Reinstating all
constants, we find the approximation
Fαβ(t, t
′; 2k∗) ≈ σ1αβ
g212
2g2
c
µ2
Mγ∗
k∗
√
pi
γ∗(t+ t′)
e2γ∗(t+t
′) ,
(35)
which yields the growth rate estimate
logF34(t, t; 2k∗) ≈ 4γ∗t . (36)
In a similar fashion, we can estimate the leading contri-
bution to the α, β = 1, 2 components to be
logF12(t, t; 3k∗) ≈ 6γ∗t . (37)
The general interpretation is depicted in figure 4, where
we show the two- and one-loop diagrams that can be
associated with the generation of secondaries. In this
simple picture, the number of internal propagator lines
encodes which modes become unstable as well as how fast
they grow.
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FIG. 5: Time evolution of primary and secondary unsta-
ble Fourier modes of the statistical propagator Fa(t, k) =∫
dz e−ikz 1
2
〈{
φa(t, z), φ
†
a(t, 0)
}〉
c
. The straight lines indi-
cate exponential growth. The black, long-dashed curve shows
the primary instability with the reduced primary growth rate
2γ¯1 ≈ 0.9 × 2γ∗. The blue, dotted resp. red, solid curves
are the secondary unstable modes. We observe the sec-
ondary growth rates to agree initially with the estimated rates
2γ¯j ≈ j × 2γ¯1 for j = 2 resp. j = 3.
Since for systems out of equilibrium different loop dia-
grams can become important at different times, we con-
sider a dynamical power counting and give parametric
estimates for the time-scales of the different diagrams
next. A general loop diagram containg n vertices, m
propagator lines and k condensate fields will scale para-
metrically as ∼ ζn−kFm. In accordance with the above
estimates, we consider diagrams that contain the most
unstable mode as internal propagator lines, since these
contributions are expected to dominate the dynamics.
At first loop-order, we have the diagram for
the lower field ϕ1. This will play an important role in
the dynamics as soon as it becomes parametrically of
order one. We can estimate the time-scale by 1 ' ζe2γ∗t,
resulting in
t3 ' 1
2γ∗
log
(
ζ−1
)
. (38)
This is a conservative lower bound since we have assumed
the most unstable exponential growth for all modes which
is somewhat overestimating the effect. Around t3, we find
sizeable deviations from the behaviour of the most unsta-
ble and of the condensate mode. As a consequence, there
are corrections of order one which come from diagrams
with an arbitrary number of loops. Thus the dynamics is
no longer characterized in terms of the small expansion
parameter ζ. This signals a nonperturbative regime as
indicated above (see figure 2).
At second order in ζ, we have the setting-sun diagram
for the lower field ϕ1 shown in figure 4a). Pro-
ceeding as for the previous diagram, we use 1 ' ζ2e6γ∗t
to find the parametric estimate for the time-scale
t2 ' 2
3
t3 . (39)
Remarkably t2 < t3, i.e. the two-loop correction becomes
important earlier than the previous one-loop diagram.
This two-loop process can be associated with the genera-
tion of secondaries. Employing momentum conservation,
three propagator lines with k∗ combine to 3k∗ and give
rise to a secondary growth rate of 6γ∗.
Similarly, we can estimate the one-loop correction
for the excited field ϕ2 to become important
at the time
t1 ' 1
2
t2 (40)
which follows from 1 ' ζ2 (ζ−1/2)2 e4γ∗t. It is important
to note that the diluteness parameter enters twice here,
once for each vertex and as ∼ ζ−1/2 for the non-vanishing
field, such that the diagram is effectively of order ζ. This
process can be associated with the secondary growth at
2k∗ in ϕ2 with rate 4γ∗ calculated above (see figure 4b).
Our findings for the time-scales t1 < t2 < t3 agree
well with the time evolution of the statistical two-point
function plotted in figure 5. The secondary at t1 in ϕ2
starts before the one at t2 in ϕ1 and finally the system be-
comes non-perturbative at t3. The observed growth rates
are lower than predicted because nearby modes with dif-
ferent rates γ(k) < γ∗ contribute and effectively damp
already the primary instability. In order to test our esti-
mates for the secondary rates, we correct for this damp-
ing by choosing the largest pointwise derivative for the
primary rate and find γ¯1 ≈ 0.94 × γ∗, which is slightly
smaller than γ∗ as expected due to the harmonic trapping
potential. Similarly, the secondary rates are estimated
from the numerics as γ¯2 ≈ 1.86 × γ∗ ≈ 1.98 × γ¯1 and
γ¯3 ≈ 2.80× γ∗ ≈ 2.98× γ¯1. Thus we find a quantitative
agreement of the estimated secondary rates at the onset
of the exponential growth after correcting for the sys-
tematic error of the primary instability. At later times,
the interaction with other modes becomes non-neglible
and consequently the approximated loop calculation does
not describe the dynamics anymore. Instead the growth
eventually stops. As a result, one can only observe the
secondaries for one or two orders of magnitude in growth
for the statistical two-point correlator.
The above reasoning is very general and also explains
why secondaries are a generic feature of seemingly unre-
lated systems, such as ultracold atoms and cosmological
inflation. The important ingredients are a primary insta-
bility, such as the tachyonic one considered in this work,
and a four-vertex of the model Hamiltonian. In this sense
the present system provides a minimal model to study
non-linear phenomena related to secondaries. In partic-
ular, the mechanism is insensitive to the system being
non-relativistic or relativistic as in the case of inflation.
9−4 −3 −2 −1 0 1 2 3 4
Momentum k/k∗
10−5
10−3
10−1
101
103
105
O
cc
up
at
io
n
nu
m
be
r
n
1(
k
,t
)
tµ2 = 0.0
tµ2 = 3.0
tµ2 = 5.0
tµ2 = 10.0 −1 0 1
k/k∗
−1
3
7
11
(ω
k
/µ
2)
2
Dispersion
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rameters characteristic of the twin beam experiment [9]. The
secondaries are present but beyond experimental reach as in-
dicated by the black horizontal line. The inset shows the
squared dispersion relation.
VI. SECONDARY INSTABILITIES WITH SEED
In principle, the process of secondaries repeats itself
and leads to the occupation of even higher momentum
modes. It is this amplification mechanism that is pro-
posed to enhance inflationary particle production over a
wide range of momenta. It would be fascinating to test
this non-linear aspect of inflaton dynamics in a real cold-
atom experiment. Unfortunately, our simulations suggest
that it is difficult to detect this effect in a realistic setup
without further optimization.
To be specific, we have simulated the twin beam ex-
periment of [9] for characteristic parameters and plotted
the result in figure 6. The spectrum of ϕ1 exhibits twin
beams which have also been observed in experiment. The
green dashed-dotted line shows the range of initial quan-
tum fluctuations which we have cut off next to the pri-
mary instability. We have explicitely checked that the
twin beams are insensitive to the choice of the cutoff as
long as the fluctuations are present within the range of
unstable modes. Our choice reveals the possible exci-
tation of secondaries at the expected ±3k∗. They have
not been observed in the experiment, probably because
of the small occupation number compared to fluctuations
which is due to particle number limitations (N ≈ 800).
The naive ansatz of increasing the number of available
atoms does not solve the problem because it increases
the width δk of the primary instability. At the same time
k∗ shifts to lower momenta and the instability eventually
vanishes (see equations (16) and (15)). This results in
a non-trivial optimization problem limited by accessible
setup parameters.
The above results suggest that the most important in-
gredient for the generation of secondaries is a high oc-
cupation of the primary instability. Thus, we propose to
seed the initial instability significantly. Instead of prepar-
ing the whole condensate in the excited state ϕ2, we keep
a fraction of all atoms in the lower state ϕ1 and imprint
a modulation to transfer them into the most unstable
modes ±k∗, i.e. we choose a coherent initial field value of
ϕ1(z, t = 0) = βϕ
(b)
2,s(z)
(
eik∗z + e−ik∗z
)
(41)
where the fraction 0 < β < 1 controls the seeding
strength. Tuning the seed, we expect to effectively skip
the regime of primary growth and immediately observe
secondaries. Furthermore we have often employed mo-
mentum conservation in the previous section. Strictly
speaking this is not given in the presence of a harmonic
trapping potential (case a)). Recently, almost perfect box
potentials have been achieved experimentally [32]. Thus
we may eliminate the systematical error of not having
momentum conservation by choosing box-type potentials
(case b)) in the following. Figure 7 shows the direct com-
parison of the two scenarios with and without seed.
The situation without seed is similar to the twin beam
case. Comparing the early occupation (in red) to the
squared dispersion relation (inset) again demonstrates
the validity of the Bogoliubov approximation. However,
this time the primary instability is very wide which is
due to a different parameter set and mainly results from
a larger particle number. At later times, the twin beams
wash out and we find again the spectrum that we have
previously associated with non-perturbative dynamics.
This is to be compared to the situation with seed: The
primary instability is highly occupied early on and conse-
quently the Bogoliubov dispersion does not dominate the
dynamics. Instead we observe clear peaks at odd multi-
ples of the seeded mode. They are created from a cascade
of scattering events as explained in section IV. Moreover
the underlying dynamics is much faster than the primary
growth such that the latter is suppressed in the exper-
iment. One could argue that we are merely observing
a tree level scattering process here. That we are deal-
ing with an amplified nonlinear process can be verified
via the growth rate of the secondary instabilities, which
are shown in figure 8. Due to the presence of a large
initial one-point function in the lower field ϕ1, the seed
shifts the dominant dynamics from the two-point F to
the macroscopic field. In fact, we have plotted the abso-
lute value of the latter, where we clearly observe a higher
growth rate similar to the unseeded case of the previous
section. Moreover, the rate is on the order of 6γ∗ which
we have estimated in the previous section. We postpone
the discussion of the observed exponential growth of the
5k∗ mode until the end of the next section. Furthermore,
we observe that the 2k∗ and 3k∗ modes show a very pe-
culiar early-time behaviour that was not present in the
unseeded case. A doubly logarithmic plot (not shown)
reveals that time-dependence follows a power law ∝ t2.
Since the nonlinear corrections become important only
at sufficiently late times γ∗t 1, a naive explanation for
this effect is the following: If the fields admit a Taylor
expansion with vanishing constant term, i.e.
ϕ(t) ≈ C + C ′ (γ∗t) +O
(
(γ∗t)2
)
, (42)
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FIG. 7: Occupation number distribution for n1. Left: Without seed, we only observe a very broad initial instability (inset:
squared dispersion relation). Right: With seed, nonlinear interactions immediately lead to secondaries characterized by clear
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FIG. 8: Growth of the squared absolute value of the macro-
scopic field |ϕa(k, t)|2 for the seeded simulation. The con-
densate ϕ2(0, t), as well as the seeded mode ϕ1(k∗, t) show
no significant dynamics, while the secondaries in the modes
ϕ1(3k∗, t), ϕ2(2k∗, t), ϕ1(5k∗, t) grow fast. The straight lines
indicate exponential growth with a rate of 3γ∗ (red) and 9γ∗
(black)
with C = ϕ(0) = 0 and C ′ = ϕ
′(0)
γ∗ , then |ϕ(t)|2 ∝ t2 for
γ∗t  1. We will verify this reasoning in a classical toy
model in the next section.
VII. SIMPLIFIED FOUR-MODE MODEL
In the previous section, we have seen that the seeding
procedure simplifies the dynamics in the sense that the
evolution gets dominated by one-point functions. This
motivates us to study the coupled equations (19a) and
(19b) in more detail. We have also seen that the dynam-
ics involve mainly a few modes, namely odd multiples of
k∗ of the lower field ϕ1 and even multiples of k∗ of the
excited field ϕ2. Consequently, we transform the coupled
equations for box-type potentials to Fourier space and
restrict them to ϕ
(1)
mk∗ with m odd and ϕ
(2)
nk∗ with n even.
We further restrict ourselves to the first possible secon-
daries at 2k∗ and 3k∗, i.e. m = ±1,±3 and n = 0,±2.
Employing the symmetry k → −k, we are left with a sys-
tem of four coupled non-linear differential equations for
the complex functions ϕ1 ≡ ϕ(1)k∗ (t), ϕ3 ≡ ϕ
(1)
3k∗(t), ϕ0 ≡
ϕ
(2)
0 (t), ϕ2 ≡ ϕ(2)2k∗(t) of the form
i∂tϕj = Hj [ϕ0, ϕ1, ϕ2, ϕ3] j = 0, 1, 2, 3 . (43)
The precise form ofHj is given in appendix B. The model
has four independent parameters: Three interaction con-
stants c1, c2, c12 and the dimensionless combination
k2∗
Mµ2
.
Most importantly, it contains nonlinear terms which in-
troduce momentum-conserving scattering processes be-
tween the different modes in accordance with the original
Hamiltonian (1). We do not expect to find any numerical
agreement between this highly simplified model and the
full quantum dynamics. However, we suspect that in the
presence of seeds the feature of secondaries can be qual-
itatively understood with this rather simple differential
equation.
The initial value problem that we have considered be-
fore corresponds to a high initial occupation of ϕ0(t0) =√
µ2
c2
, which is determined by the stationary solution
of the equations of motion with all other modes set to
zero. All other initial values we set to very small values
ϕ1(t0), ϕ2(t0), ϕ3(t0) ϕ0(t0). Then a linearised analy-
sis for the most unstable mode yields
i∂tϕ1 ' γ∗ϕ†1 , (44)
which for the corresponding mode occupation number
is solved by |ϕ1|2 = Ae2γ∗t + Be−2γ∗t. Here we re-
cover again the Bogoliubov result and notice that a non-
vanishing initial occupation is necessary to trigger the
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primary instability. In the quantum system, these initial
fluctuations are always present as the “quantum-half”.
To keep the discussion general, we consider an arbitrary
initial occupation |ϕ1(t0)|2 = A + B = β2 |ϕ0(t0)|2. In
accordance with our previous simulations, we choose the
lower and upper fields to be oscillating in phase, i.e.
A − B = 0. Consequently, the primary instability is
given by
|ϕ1(t)|2 = β2 |ϕ0(t0)|2 cosh (2γ∗t) (45)
with a small (seeding) parameter 0 < β < 1, which jus-
tifies the linearization at early times.
If the system shows a clear separation of scales, then
the zero mode will stay relatively highly occupied, while
the most unstable mode grows exponentially. Thus, we
consider only terms with the highest powers of the most
unstable mode in the remaining two equations of mo-
tions, i.e. we approximate
i∂tϕ2 ' 3β2c12 |ϕ0(t0)|3 cosh (2γ∗t) , (46a)
i∂tϕ3 ' β3c1 |ϕ0(t0)|3 cosh3/2 (2γ∗t) . (46b)
Of course, these equations can only be valid for a certain
intermediate regime, where other contributions can be
neglected. As we will see below, they lead to exponential
growth, such that terms involving the fields themselves
will gain importance over time and invalidate the approx-
imation at late times. On the other hand, the initial val-
ues of the fields have to be sufficiently small compared to
ϕ
(1)
k∗ (t0) in order for the approximation to be valid early
on. The precise regime of validity is rather difficult to es-
timate. Nevertheless, we will use this approximation to
determine the exponential growth rates and justify the
approximation afterwards numerically.
In fact, we can directly integrate equations (46) as
ϕ2(t) ∼
∫
dt cosh(2γ∗t) ∼ sinh (2γ∗t) , (47)
ϕ3(t) ∼
∫
dt cosh3/2(2γ∗t) (48)
∼ sinh (2γ∗t)
√
cosh (3γ∗t)− iF (iγ∗t|2) , (49)
where F (x|m) denotes the elliptic integral of the first
kind with parameter m. Expanding the solutions at late
times γ∗t  1, we recover the results of the loop calcu-
lation,
|ϕ2(t)|2 ∼ e2×2γ∗t , |ϕ3(t)|2 ∼ e3×2γ∗t . (50)
To substantiate our analytical predictions, we show the
results of a numerical simulation of the coupled evolution
equations in figure 9. We observe very similar dynamics
compared to the statistical propagator of the first TWA
simulation (cf. figure 5). The primary ϕ
(1)
k∗ exhibits to
very good accuracy the expected exponential growth rate
of 2γ∗ and even the growth rates of the secondaries ϕ
(2)
2k∗
and ϕ
(1)
3k∗ agree well with the estimates 4γ∗ and 6γ∗, re-
spectively. We conclude that the simplified four-mode
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FIG. 9: Squared absolute value of the four modes ϕj as a
measure for the mode occupation number. The straight lines
indicate exponential growth with rates 2γ∗ (solid black), 4γ∗
(dotted blue) and 6γ∗ (dashed red). The precise parameters
for the simulation are given in appendix B.
model encompasses the basic ingredients for the genera-
tion of secondaries, i.e. a primary instability, the neces-
sary non-linear scattering terms and one highly occupied
condensate mode
(
ϕ
(2)
0
)
serving as a particle bath.
We now turn to the unexpected short-time dynamics
that we have observed in the seeded case. Expanding the
solutions (47) and (49) at early times γ∗t 1 yields
|ϕ2(t)|2 ∼ (4γ∗t)2 , |ϕ3(t)|2 ∼ (6γ∗t)2 , (51)
which explains the observation of a power law ∝ t2 seen
in figure 8. To verify the analytics, we have plotted the
results of another simulation in figure 10, where we have
increased the initial occupation of the primary unstable
mode in order to compare to the situation with seed.
We cleary observe that the secondaries show initially a
growth ∝ t2. Additionally, one can still fit an exponential
growth to the 3k∗ mode (not shown in the plot), but not
to the 2k∗ mode, which agrees with the observation of
the seeded TWA simulation. The strong seed assures an
initially small occupation of the secondary modes com-
pared to the primary, which allows us to make the ap-
proximation of equation (46) at early times. In con-
clusion, the naive interpretation of the previous section,
given in terms of a Taylor expansion with vanishing time-
independent constant, indeed explains the behaviour of
the secondaries at early times.
For values of β close to one, i.e. the strongly seeded
situation, the linearised analysis, which we employed to
determine the primary instability, may be questioned.
Since we cannot solve the system analytically, we can
only give some heuristic comments on the effect of seed-
ing: A high initial occupation of the most unstable mode
breaks the translational invariance of the linearised equa-
tions of motion and leaves a discrete symmetry. One can
then apply Bloch’s theorem: We consider e.g. the sec-
ondary growth ϕ
(1)
3k∗(t) ∝ e3γ∗t observed in figure 8. In
the spirit of the simplified few-mode model, this field
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FIG. 10: Squared absolute value of the four modes for the
same parameters used in the simulation for figure 9 except
for the primary ϕ
(1)
k∗ , whose initial value is set by β =
1
5
.
The straight lines indicate a power-law ∝ t2 on the double
logarithmic scale.
will couple e.g. to the Fourier mode k = 9 = 3 + 3 + 3
giving rise to the rate ϕ
(1)
9k∗(t) ∝ e9γ∗t, which follows
from the nonlinear term
(
ϕ
(1)
(9−3−3)k∗
)∗
ϕ
(1)
3k∗ϕ
(1)
3k∗ by mo-
mentum conservation. However, in the seeded case, this
growth rate will already manifest itself in a lower mode
because we may identify modes in different Brillouin
zones as k ≡ k mod 2k∗. Of course, this influence is
suppressed, but this suppression might be compensated
by the high occupation numbers. In particular, the non-
linear term
(
ϕ
(1)
(5−3−3)k∗
)∗
ϕ
(1)
3k∗ϕ
(1)
3k∗ can be turned into(
ϕ
(1)
−3k∗
)∗
ϕ
(1)
3k∗ϕ
(1)
3k∗ by replacing −k∗ → −3k∗ only once.
Thus, also the mode 5k∗ can show the high growth rate
of 9γ∗, which may explain the observation in figure 8 and
concludes our analysis of secondaries.
VIII. CONCLUSION AND OUTLOOK
In the present study we have demonstrated that the
generic feature of the non-linear secondary growth of un-
stable modes, which was first predicted in the context of
inflationary particle production, prevails in various cold-
atom setups. We have analyzed possible choices of real-
istic parameter sets and indicated why recent twin beam
experiments have not detected this effect. The main ob-
stacle concerns particle number limitations. In order to
make the secondary growth of unstable modes experi-
mentally accessible, we have proposed a seeding proce-
dure which effectively amplifies the underlying nonlinear
corrections.
We have furthermore demonstrated that the growth
rates of secondary amplifications allow an interpretation
in terms of loop diagrams, which reflect the structure
of interactions of the underlying Hamiltonian. This is a
direct macroscopic visualization of (quantum) loop pro-
cesses. In turn, one may deduce essential aspects of the
interaction structure of an unknown Hamiltonian from
measured instabilites. This provides a striking example
where macroscopic observables determine fundamental
microscopic properties of a many-body system.
In this work, we have focused on the early-time quan-
tum dynamics including primary and secondary growth.
Furthermore, we have pointed out a highly simplified
model that essentially captures the same dynamical fea-
tures. Our simulations and analytical estimates suggest
that the full quantum model subsequently enters a non-
perturbative regime characterized by the importance of
diagrammatic contributions with an arbitrary number of
loops. This regime cannot be simulated by a simplified
few-mode model due to the strongly correlated nature
of many interacting degrees of freedom. The O(N)-
symmetric inflaton model - showing the corresponding
behaviour at early times - exhibits universal scaling dy-
namics associated to an attractor far from equilibrium
during a similar non-perturbative regime [7, 19]. It will
be interesting to study the possibility of observing a so-
called nonthermal fixed point in a realistic cold-atom ex-
periment. However, one spatial dimension is special due
to phase space restrictions and near-integrability. The
model considered in this work encorporates two-body
scattering exchanging particle types between the two
fields. The presence of this interaction can be thought of
as arising from breaking the symmetry to a smaller sub-
group O(4) → O′(2), where O′(2) denotes a combined
rotation of the two fields φ1/2. This might facilitate the
presence of a universal attractor far from equilibrium. In
that context, we would also like to study the influence
of the dimensionality of space-time for the universality
class in more detail. We reserve a detailed analysis of
the long-time evolution of the discussed two-field system
for future studies.
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Appendix A: General Bogoliubov Transformation
In this appendix we summarize the inhomogeneous
Bogoliubov transformation for unstable systems (see
also the appendix of [33]). We consider a general
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d−dimensional Hamiltonian of the quadratic form
H =
∫
dxφ†(t, x)H0(x)φ(t, x)
+
1
2
∫
dx
(
φ†(t, x)H1(x)φ†(t, x) + h.c.
)
(A1)
with complex bosonic Heisenberg field operators satisfy-
ing canonical commutation relations[
φ(t, x), φ†(t, y)
]
= δ(x− y) (A2)
and we require H†0 = H0 for hermiticity. The general
Bogoliubov transformation reads
φ(t, x) =
∑
n
(
un(x)e
−iEntan + v∗n(x)e
iE∗nta†n
)
, (A3)
where an, a
†
n are Schro¨dinger creation and annihilation
operators spanning the Fock space in consideration. In
general, they do not fulfill canonical commutation rela-
tions. Note also, that the eigenergies En are in general
complex numbers. To determine these, we consider the
Heisenberg equations of motion in compact matrix form
as (
H0 H1
−H†1 −H0
)(
un
vn
)
= En
(
un
vn
)
. (A4)
This is a non-hermitian eigenvalue problem for the dou-
blet of mode functions yn = (un, vn) known as the
Bogoliubov-de Gennes equations. Using the hermitian
conjugate of this equation we derive the general orthog-
onality relation between two eigenfunctions yn, ym as
(En − E∗m) (yn, ym) = 0 , (A5)
where we have defined the inner product
(ym, yn) =
∫
dx (u∗m(x)un(x)− v∗m(x)vn(x)) . (A6)
By direct computation, we observe that for an eigenvec-
tor yn with eigenvalue En, there exist further eigenvec-
tors with related eigenvalues
y∗n =
(
u∗n
v∗n
)
with E∗n , (A7)
y˜n =
(
vn
un
)
with − En , (A8)
y˜∗n =
(
v∗n
u∗n
)
with − E∗n . (A9)
Labeling the corresponding quantum numbers as n∗, n˜
and n˜∗, respectively, we note that the Bogoliubov expan-
sion contains terms like
un(x)e
−iEnt
(
an + a
†
n˜∗
)
+ v∗n(x)e
iE∗nt
(
a†n + an˜∗
)
(A10)
showing a clear redundancy in the description. Redefin-
ing an + a
†
n˜∗ → an and dropping the corresponding ˜
labels in the sum lifts this redundancy and we are left
with two orthonormality relations∫
dx (um(x)vn(x)− vm(x)un(x)) = 0 , (A11)∫
dx (u∗m(x)un(x)− v∗m(x)vn(x)) = δnm∗ , (A12)
which hold for every eigenfunction yn(x) =
(
un(x)
vn(x)
)
that
solves the BdG equations. Now the eigenvalues appear
in pairs n, n∗ with En∗ = E∗n. In the case of real En, we
have n = n∗. We can use these relations to invert the
Bogoliubov transformation as
an(t) =
∫
dx
(
u∗n∗φ− v∗n∗φ†
)
(A13)
and determine the commutation relations as[
an, a
†
m
]
= δnm∗ , [an, am] = 0 . (A14)
We emphasize that these are not canonical commutation
relations. In general, it is impossible to diagonalise an ar-
bitrary quadratic Hamiltonian while retaining canonical
commutation relations. Finally applying the Bogoliubov
transformation, we can rewrite the Hamiltonian in diag-
onal form
H =
∑
n
Ena
†
nan∗ , (A15)
where we have dropped an irrelevant constant. Note that
the sum runs over all quantum numbers n including their
dual n∗ (for complex En).
Appendix B: Simulation Details and Numerical
Parameters
For all simulations, we have considered Rubidium
atoms with atomic mass M = 1.44× 10−25 kg and scat-
tering length as = 5.3 nm. The interaction strength
is given by g = 4pi~
2as
M . We have used the classical-
statistical or TWA approach to simulate the quantum
dynamics numerically. For completeness, we also show
the occupation of the excited field in figures 11, 12 and
13.
1. Proof of Principle: Generation of Secondaries
The first simulation is based on the following param-
eters used to demonstrate the principle of secondaries
instabilities. We used the particle number N = 6× 106,
the harmonic frequency ω = 20 Hz of the longitudinal
trapping potential, 600 lattice points with equal spacing
14
−5.0 −2.5 0.0 2.5 5.0
Momentum k/k∗
10−1
101
103
105
107
O
cc
up
at
io
n
nu
m
be
r
n
2(
k
,t
)
tµ2 = 0.0
tµ2 = 10.0
tµ2 = 15.5
tµ2 = 25.0
FIG. 11: Simulation 1. Spectrum of occupation of ϕ2 at dif-
ferent times in units of t¯ = ~
µ2
. The data has been smoothened
with a Savitzky-Golay filter in order to reduce oscillations due
to finite resolution. We clearly observe secondary instabilities
at even multiples of the most unstable k∗ as indicated by the
dashed vertical lines. The clear peak structure vanishes at late
times and gives way to a broad occupation of many modes,
which signals a non-perturbative regime (cf. figure 2).
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FIG. 12: Simulation 2. Spectrum of occupation of ϕ2 at
different times in units of t¯ = ~
µ2
. The curves are smoothened
like in the previous figure. As indicated by the horizontal line,
no significant dynamics are detectable due to particle number
limitations in the experimental setup. However, the numerical
simulation reveals the possible excitation of secondaries at
the expected ±2k∗. The plateau-like structure with range
[−k∗, k∗] is an artifact of the truncated initial fluctuations in
the lower field ϕ1 (cf. figure 6).
a = 0.33 µm and assumed a cylindrical trap in orthogonal
direction with radial size R = 2.7 µm. We have reduced
the atomic interaction as g˜ = g/500. The two fields ϕ1,2
arise as coefficients in an expansion of the 3D field into
radial eigenfunctions as
ψ(r) = ϕ1(z)ψ1(ρ, φ) + ϕ2(z)ψ2(ρ, φ) + . . . (B1)
where ψ1(ρ, φ) = ψ0,1(ρ, φ) and ψ2(ρ, φ) =
1√
2
[ψ1,1(ρ, φ) + ψ−1,1(ρ, φ)] are the energetically
lowest lying states with ψl,n denoting the single particle
eigenfunctions of the cylindrical box. For simplicity, we
implicitely assume a slight breaking of the cylindrical
symmetry in order to lift the degeneracy of the first
excited state. Then the interaction strengths are given
by the following overlap integrals
g1 =
∫ ∞
0
dρ
∫ 2pi
0
dφ ρ |ψ1(ρ, φ)|4
= 1.049× 2g˜
piR2
, (B2a)
g2 =
∫ ∞
0
dρ
∫ 2pi
0
dφ ρ |ψ2(ρ, φ)|4
= 0.7758× 3g˜
piR2
, (B2b)
g12 =
∫ ∞
0
dρ
∫ 2pi
0
dφ ρ |ψ1(ρ, φ)|2 |ψ2(ρ, φ)|2
= 0.7176× 2g˜
piR2
. (B2c)
The chemical potentials are fixed by the total parti-
cle number and the energy difference between the one-
particle states in the cylindrical potential, i.e.
µ2 =
(
3
4
g˜N
√
m
2
ω2
)3/2
, (B3a)
µ1 = µ2 + 24.69
~2
2mR2
. (B3b)
We have seeded the lower state ϕ1 with quantum fluctu-
ations and used the first 150 eigenfunctions of the har-
monic oscillator as a controlled UV-cutoff. One simula-
tion consists of 50 samples of initial values and their time
evolution. We employed fixed boundary conditions and
used a total simulation time of T = 25 ~µ2 and readout
steps of dt = 0.1 ~µ2 .
2. Analysis of the real Twin-Beam Experiment
The comparision to the twin-beam experiment was
done with the following parameters: N = 800 particles,
harmonic frequency ω = 2pi × 16.3 Hz and harmonic ra-
dial traps with ωx = 2pi × 1.83 kHz, ωy = 2pi × 2.5 kHz,
giving the oscillator lengths ai =
√
~
mωi
. We used 600
lattice points with equal spacing a = 0.15 µm. This time
the fields ϕ1,2 are defined via
ψ(r) = ϕ1(z)ψ0(x)ψ0(y) + ϕ2(z)ψ0(x)ψ1(y) + . . . (B4)
with ψn denoting harmonic oscillator eigenfunctions
which results in the following interaction constants
g1 =
∫
dx
∫
dy|ψ0(x)|4|ψ0(y)|4 = g
2piaxay
, (B5a)
g2 =
∫
dx
∫
dy|ψ0(x)|4|ψ1(y)|4 = 3g
8piaxay
, (B5b)
g12 =
∫
dx
∫
dy|ψ0(x)|4|ψ0(y)|2|ψ1(y)|2 = g
4piaxay
.
(B5c)
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FIG. 13: Simulation 3. Comparison of the spectrum of occupation of ϕ2 at different times in units of t¯ =
~
µ2
(cf. figure 7). No
smoothening of the curves was performed.
Left: No Seed. The dynamics occupy a broad range of momenta.
Right: Situation with seed. We observe the characteristic comb of peaks at even multiples of the most unstable k∗ indicating
the cascade of secondaries as expected.
The chemical potentials are fixed as µ2 = 492 Hz×h and
µ1 = µ2 +~ωx. The total simulation time is T = 10 ~µ2 in
steps of dt = 0.1 ~µ2 . We used the first 151 eigenfunctions
to seed the initial fluctuations in ϕ1 for 100 samples and
employed fixed boundary conditions.
3. Proposal of Seeding Procedure
For the direct comparison of the situation with and
without seed, we used the following parameter set: N2 =
30000 particles in ϕ2, a system length of L = 80 µm
(no longitudinal trap!) and a cylindrical trap size of
R = 3µm. The same reasoning as for the first simulation
gives the effective interaction constants g1, g2, g12 from
overlap integrals (without tilde, i.e. we used the true g
instead of g˜). We used 300 lattice sites with equal spacing
a = 0.13 µm. The chemical potentials read µ2 = g2N/L
and µ1 is fixed as in the first simulation. The total sim-
ulation time is T = 10 ~µ2 in steps of dt = 0.05
~
mu2
. We
employed periodic boundary conditions, which is justified
for sufficiently large homogeneous systems. One simula-
tion consists of 100 samples of initial fluctuations.
Without seed: Only initial fluctuations in ϕ1.
With seed: Fluctuations on top of seed modulation at
k∗ ≈ 15× 2pia in ϕ1 with fraction β = 12 of ϕ2.
4. Classical Toy Model
The simple four-mode model featuring secondaries de-
rived from the coupled GP equations is given by
i∂tϕj = Hj [ϕ0, ϕ1, ϕ2, ϕ3] (B6)
with Hj [ϕ0, ϕ1, ϕ2, ϕ3] = H(j)lin [ϕj ]+H(j)NL [ϕ0, ϕ1, ϕ2, ϕ3].
The linear and nonlinear terms are given by
H(0)lin [ϕ0] = −µ2ϕ0 , (B7a)
H(1)lin [ϕ1] = −2γ∗ϕ1 , (B7b)
H(2)lin [ϕ2] =
(
2k2∗
M
− µ2
)
ϕ2 , (B7c)
H(3)lin [ϕ3] =
(
4k2∗
M
− 2γ∗
)
ϕ3 (B7d)
and
H(0)NL = c2
{
ϕ∗0ϕ
2
0 + ϕ
∗
2
[
4ϕ0ϕ2 + 2ϕ
2
2
]}
+ c12
{
ϕ∗0
[
2ϕ21 + 2ϕ
2
3
]
+ ϕ∗2
[
2ϕ21 + 4ϕ1ϕ3
]}
+ 2c12 {ϕ∗1 [2ϕ1ϕ0 + 2ϕ1ϕ2 + 2ϕ3ϕ2]}
+ 2c12 {ϕ∗3 [2ϕ1ϕ2 + 2ϕ3ϕ0]} , (B8a)
H(1)NL = c1
{
ϕ∗1
[
3ϕ21 + 2ϕ1ϕ3 + 2ϕ
2
3
]
+ ϕ∗3
[
2ϕ21 + 4ϕ1ϕ3
]}
+ c12
{
ϕ∗1
[
ϕ20 + 2ϕ0ϕ2 + 2ϕ
2
2
]
+ ϕ∗3
[
2ϕ0ϕ2 + ϕ
2
2
]}
+ 2c12 {ϕ∗0 [ϕ0ϕ1 + ϕ2ϕ1 + ϕ2ϕ3]}
+ 2c12 {ϕ∗2 [ϕ0ϕ1 + ϕ0ϕ3 + 2ϕ2ϕ1 + ϕ2ϕ3]} ,
(B8b)
H(2)NL = c2
{
ϕ∗0 [2ϕ0ϕ2] + ϕ
∗
2
[
ϕ20 + 3ϕ
2
2
]}
+ c12
{
ϕ∗0
[
ϕ21 + 2ϕ1ϕ3
]
+ ϕ∗2
[
2ϕ21 + 2ϕ1ϕ3 + 2ϕ
2
3
]}
+ 2c12 {ϕ∗1 [ϕ1ϕ2 + ϕ1ϕ0 + ϕ3ϕ2 + ϕ3ϕ0]}
+ 2c12 {ϕ∗3 [ϕ1ϕ0 + ϕ1ϕ2 + 3ϕ3ϕ2]} , (B8c)
H(3)NL = c1
{
ϕ∗1
[
ϕ21 + 4ϕ1ϕ3
]
+ ϕ∗3
[
2ϕ21 + 3ϕ
2
3
]}
+ c12
{
ϕ∗1
[
2ϕ0ϕ2 + ϕ
2
2
]
+ ϕ∗3
[
ϕ20 + 2ϕ
2
2
]}
+ 2c12 {ϕ∗0 [ϕ0ϕ3 + ϕ2ϕ1]}
+ 2c12 {ϕ∗2 [ϕ0ϕ1 + ϕ2ϕ1 + 2ϕ2ϕ3]} . (B8d)
For the simulation we used units of µ2, which sets the
physical time scale t¯ = ~µ2 . We consider a weak dimen-
sionless coupling c2µ2 = 1× 10−10 and c1c2 = 11, c12c2 = 7
which are related to physical couplings via gX = cXL
with a ficticious system length L and X = 1, 2, 12. Note
16
that the growth rate γ∗ is independent of L. Further-
more, we chose
k2∗
2Mµ2
= 3. The initial values of the
non-condensate modes are all equal and suppressed with
respect to the condensate mode by β = 10−5.
Appendix C: Quantum Evolution Equations
Rephrasing the two-field system of (1) in terms of ef-
fective action techniques, we consider the corresponding
classical action
S[φ] =
∫
C
dt
{∑
a=1,2
∫
dz iφ∗a∂tφa −H[φ]
}
, (C1)
where φ denotes classical fields in contrast to the Heisen-
berg operators ϕ. The dynamics of the quantum the-
ory are encoded in the generating functional Z[J,R] =∫ Dφ ei(S[φ]+J·φ+φ·R·φ) and C is the Schwinger-Keldysh
contour. We employ the 2PI effective action Γ
[
φ¯, G
]
,
which is defined as the Legendre transform of W [J,R] =
−i logZ[J,R] w.r.t. the sources J,R. In this formulation
the quantum equations of motion for the macroscopic
field φ¯ and the full propagator G are given by
δΓ
δφ¯
= 0 ,
δΓ
δG
= 0 . (C2)
In addition to the macroscopic field
φ¯α(t, z) = 〈ϕα(t, z)〉 , (C3)
it is convenient to introduce the statistical propagator F
and the spectral function ρ as
Fαβ(t, z; t
′, z′) =
1
2
〈{ϕα(t, z), ϕβ(t′, z′)}〉
− φ¯α(t, z)φ¯β(t′, z′) , (C4)
ραβ(t, z; t
′, z′) = i 〈[ϕα(t, z), ϕβ(t′, z′)]〉 , (C5)
which are the symmetric (F ) resp. anti-symmetric (ρ)
parts of G w.r.t. C. Note that here and in the following
α, β = 1, 2, 3, 4 label ϕ1, ϕ
†
1, ϕ2, ϕ
†
2. In this basis, one can
rewrite the quantum evolution equations as
Dαγ(t, z)Fγβ(t, z; t′, z′) = −
∫ t
t0
ds
∫
dy Σραγ(t, z; s, y)Fγβ(s, y; t
′, z′) +
∫ t′
t0
ds
∫
dy ΣFαγ(t, z; s, y)ργβ(s, y; t
′, z′) (C6)
Dαγ(t, z)ργβ(t, z; t′, z′) = −
∫ t
t′
ds
∫
dy Σραγ(t, z; s, y)ργβ(s, y; t
′, z′) (C7)
supplemented by an evolution equation for the macro-
scopic field, which is not relevant for the present dicus-
sion. The differential operator D has a contribution from
the inverse classical propagator
iG−10,αβ(t, z; t
′, z′; φ¯) =
δ2S[φ¯]
δφ¯α(t, z)δφ¯β(t′, z′)
= −D0,αβ(t, z)δ(t− t′)δ(z − z′) ,
(C8)
where in 4× 4-matrix notation the operator
D0(t, z; φ¯) =
(
σ1H
(1)
0 + σ
2∂t + I1 σ
1H12 + I12
σ1H12 + I12 σ
1H
(2)
0 + σ
2∂t + I2
)
(C9)
and σj denote Pauli matrices and we have abbreviated
H
(1)
0 [φ] = H0 + 2g1|φ1|2 + 2g12|φ2|2 − µ1 , (C10a)
H
(2)
0 [φ] = H0 + 2g2|φ2|2 + 2g12|φ1|2 − µ2 , (C10b)
H12[φ] = 2g12 (φ
∗
2φ1 + φ
∗
1φ2) , (C10c)
H0 = − ∆z
2M
, (C10d)
I1[φ] =
(
g12 (φ
∗
2)
2
+ g1 (φ
∗
1)
2
0
0 g12φ
2
2 + g1φ
2
1
)
,
(C10e)
I2[φ] =
(
g12 (φ
∗
1)
2
+ g2 (φ
∗
2)
2
0
0 g12φ
2
1 + g2φ
2
2
)
,
(C10f)
I12[φ] =
(
2g12φ
∗
1φ
∗
2 0
0 2g12φ1φ2
)
(C10g)
and the operator
Dαβ(t, z) = −iD0,αβ(t, z) + Σ(0)αβ(t, z) . (C11)
As such, the equations (26) & (27) are exact. In order to
make progress one has to specfiy an approximation for
17
the self-energies Σ, which are split into local Σ(0) and
non-local parts Σρ/F . The superscripts F resp. ρ denote
symmetric resp. anti-symmetric contributions to Σ w.r.t.
the closed time-contour.
Setting Σ = 0 (tree-level) and fixing the macroscopic
fields φ¯2 =
√
µ2
g2
, φ¯1 = 0, we find
i∂t
(
F11(t, z; t
′, z′)
F12(t, z; t
′, z′)
)
=
(
H ′ γ∗
−γ∗ −H ′
)(
F11(t, z; t
′, z′)
F12(t, z; t
′, z′)
)
,
(C12)
where H ′ = H0 + 2g12 µ2g2 − µ1 and similiar for F21, F22
from which we recover the Bogoliubov result (14). As
long as φ¯1 = 0, the 1, 2 components decouple from the
3, 4 components of F and e.g. F31 ≡ 0. We can derive a
similar equation,
i∂t
(
F33
F34
)
=
(
H0 + µ2 µ2
−µ2 − (H0 + µ2)
)(
F33
F34
)
, (C13)
from which one can read off the dispersion relation for
the excited field as
ω˜2k =
(
k2
2M
)2
+ 2µ2
k2
2M
> 0 , (C14)
which is manifestly stable.
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