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Abstract
In this note I will present a proof that, assuming PFA, ifR is a measure algebra then after forcing
with R every uncountable locally compact locally countable cometrizable space contains an un-
countable discrete set. The lemmas and techniques will be presented in a general form as they may
be applicable to other problems.
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1. Introduction
The purpose of this paper is to further the understanding of which topological and com-
binatorial consequences of MAℵ1 (and forcing axioms in general) can hold after forcing
with a measure algebra. This program began with Laver’s result which states that, assum-
ing MAℵ1 , all Aronszajn trees are special after forcing with any measure algebra [5]. This
was used to establish the consistency of Souslin’s hypothesis with the continuum having
arbitrary cardinality.1 Todorcˇevic´ extended this result to show that, assuming MAℵ1 , af-
ter forcing with a measure algebra the conjecture (L) is true for any regular space with a
E-mail address: justin@math.boisestate.edu (J.T. Moore).
1 Laver provided the last case in which R has singular cardinality.0166-8641/$ – see front matter  2004 Elsevier B.V. All rights reserved.
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[7]—which investigates the conjectures (S) and (L) for various classes of spaces in this
context. The reader is assumed to have some familiarity with arguments involving MAℵ1
and forcing axioms.2
In [9] Todorcˇevic´ suggested that studying random forcing extensions of models of
MAℵ1 might yield a better understanding of perfectly normal compacta and in particular a
solution to Kateˇtov’s problem. A corollary of his result in [11] is that in such forcing ex-
tensions all perfectly normal compacta are separable. Moreover he demonstrates in [9] that
any counterexample providing a solution to Kateˇtov’s problem in a forcing extension of
MAℵ1 by a nonseparable measure algebra must have a square which is a compact S-space.
Recently in [4] Todorcˇevic´ and Larson showed that Kateˇtov’s problem is independent of
the usual axioms of set theory by using fragments of forcing axioms to analyze differ-
ent types of generic extensions. Still, an analysis of random combinatorial objects using
MAℵ1 and other forcing axioms is of interest in that it may yield a better understanding of
Kateˇtov’s problem and perfect compacta in general.
In [2] Gruenhage used CH to construct an example of compact space X with a heredi-
tarily separable and hereditarily normal but nonmetric square. This and Nyikos’s example
under MAℵ1 [2] are the only known consistent counterexamples to Kateˇtov’s problem.
Gruenhage’s construction closely followed a construction due to Kunen [3] of a locally
countable locally compact strengthening of the topology on R whose closure operator dif-
fers from the metric closure by a countable set—commonly known as a Kunen line. In
fact a Kunen line appears as a subspace of the square of Gruenhage’s example. Todorcˇevic´
has constructed a Kunen line on any ω1-sequence of reals using only the assumption that
b= ω1 [10]. In this paper I will prove the following.
Theorem 1.1. (PFA) After forcing with any measure algebra, every uncountable locally
compact, locally countable cometrizable3 space contains an uncountable discrete space.
In particular there are no Kunen lines in such forcing extensions.
This establishes the following consistency result which in particular suggests that the
hypothesis b= ω1 which Todorcˇevic´ uses to construct a Kunen line is somewhat optimal.4
Theorem 1.2. It is relatively consistent that there are no Kunen lines, there is a set of reals
of size ℵ1 of positive measure, and the continuum is any cardinal greater than ℵ1 having
uncountable cofinality.
2 Todorcˇevic´ [10]—Chapters 7 and 8 in particular—is a useful reference, both for the results it contains and for
its bibliography.
3 Recall that a space X is cometrizable if there is a metric topology on the underlying set such that every point
has neighborhood base of sets which are closed in the metric topology.
4 The covering number for the Lebesgue null ideal is the only cardinal in Cichon´’s diagram which is not either
at least b or at most non(N ).
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are somewhat optimal since it is demonstrated in [7] that neither local compactness nor
cometrizability can be removed if the measure algebra is nonseparable.
In addition to any interest in the theorem itself, the proof is of significance for two
reasons. First, I will prove a set of ZFC results—Theorem 2.2 and Lemmas 3.4–3.7—which
govern the probabilistic behavior of random names for elements of separable metric spaces.
Second, for the first time MAℵ1 did not seem sufficient for our analysis of the random
graphs involved. Certainly there are consequence of PFA (such as the non-existence of
Kurepa trees) which require PFA in the corresponding analysis of VR. In our case, though,
MAℵ1 is sufficient to imply that Kunen’s construction cannot be carried out in V yet the
stronger PFA seems necessary when proving the analogous theorem in VR.
2. Some notation and background
When considering forcing extensions obtained by adjoining sequences of random reals
to a ground model, we will take the Boolean algebraic approach and view these as forcing
extensions by measure algebras. Here a measure algebra (R,µ) is defined to be a complete
Boolean algebra R together with a strictly positive probability measure µ :R→ [0,1]. If
there is no opportunity for confusion we will write R instead of (R,µ).
The prototypical examples of measure algebras are the Haar algebras (Rθ ,µ). Here µ
is the product measure on the Baire subsets of 2θ , where 2 = {0,1} is given the uniform
probability measure. Rθ is then obtained by taking the quotient by the µ-null sets. By a
deep result of Maharam [6], these are the only homogeneous measure algebras. A measure
algebra is separable if it is completely generated by a countable set.
We will need the following theorem due essentially to Laver and isolated as a theorem
unto itself in [8].
Theorem 2.1. (MAℵ1 ) If R is a measure algebra and G˙ : [ω1]2 →R is a R-name for a
graph on ω1 then either
(1) There is a sequence R-names X˙n :ω1 →R indexed by ω such that for all α < ω1∨
n<ω
X˙n(α) = 1
and for all n and α,β < ω1
X˙n(α) ∧ X˙n(β) ∧ G˙(α,β) = 0
(i.e., G˙ is forced to be countably chromatic) or else
(2) there is a sequence Fξ (ξ < ω1) of disjoint finite subsets of ω1 and a δ > 0 such that
for all ξ = η∨
α∈Fξ
∨
β∈Fη
G˙(α,β)
has measure at least δ.
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already appear in [5] and the argument can readily be extracted from Section 2 of [11].
The reader is encouraged to extract a proof from the techniques used to prove Lemma 4.5
below.
We will also need the following generalization of Theorem 3 from Todorcˇevic´ [11]. The
proof is reproduced from [8] for completeness and due to its brevity.
Theorem 2.2. Suppose that R and S are homogeneous measure algebras such that R is
a subalgebra of S . If S0 is a subalgebra of S which has character less than that of R
then there is a measure preserving homomorphism h :S0 →R such that for all a in S0,
h(a) πR(a).
Remark 2.3. Here πR(a) is the projection of a in the subalgebra R—the meet of all b in
R which satisfy a  b. This result reduces to Todorcˇevic´’s when one considers the case
that S is an ultrapower of R.
Proof. Let R0 be the image of S0 under the projection map. Define h0 so that it fixes
the elements of R0. Using a standard lemma from the proof of Maharam’s theorem (see,
e.g., [1, Lemma 3.4]), extend h0 to a measure preserving homomorphism h defined on
the algebra generated by S0 ∪R0. Now observe that if a is in S0 then h(a)  πR(a) =
h(πR(a)). 
3. ω1-sequences of random elements of [0,1]ω
Before we begin with the proof of the main result, it will be useful to prove a few
lemmas which concern the behavior of sequences of R-names for elements of a separable
metric space (X˙, d˙) where (R,µ) is a measure algebra. First recall that every separable
metric space is homeomorphic to a subspace of ([0,1]ω, d) where d is a metric compatible
with the product topology on [0,1]ω . Hence we will concentrate onR-names for elements
of [0,1]ω.
Let (S,µ) be a measure algebra, R be a complete subalgebra of S , and x˙ be an S-
name such that it is forced that x˙ is in [0,1]ω . For concreteness we will fix the following
definitions.
Definition 3.1. x˙ is an R-name if for every i in ω and rational q
x˙(i) < q

is in R. Equivalently, there is an R-name y˙ such that 1 forces x˙ = y˙.
Definition 3.2. An element A of S decides x˙ to be an R-name if for every i in ω and
rational q
x˙(i) < q

is the meet of A with an element of R. Equivalently, there is a R-name y˙ such that A
forces x˙ = y˙.
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x˙ to be an R-name.
The following lemma provides a useful equivalence to being forced not to be an R-
name.
Lemma 3.4. Suppose that S , R, and x˙ are as above. The following are equivalent:
(1) For every ε > 0 there is a δ > 0 such that for everyR-name y˙ for an element of [0,1]ω
µ
(
d(x˙, y˙) δ
)
> 1 − ε;
(2) x˙ is forced not to be an R-name.
Proof. The implication “(1) implies (2)” is trivial since if y˙ is an R-name and A is a
positive element of S which forces x˙ = y˙, no δ > 0 can be found for ε = 1 − µ(A).
To see that (2) implies (1), suppose that 1 fails and, for some ε > 0, pick a sequence
of R-names y˙n and elements Bn of S such that µ(Bn) ε and Bn forces d(x˙, y˙n) < 2−n.
Define an S-name E˙ for a subset of ω by k ∈ E˙= Bk . The condition B =∧∞n=0∨∞k=n Bk
forces that E˙ is infinite and that {y˙k: k ∈ E˙} converges to x˙. It is enough to prove that for
some positive A  B and some R-name y˙ the condition A forces {y˙k: k ∈ E˙} converges
to y˙.
Form a pair of homogeneous measure algebras R∗ ⊆ S∗ such that
(1) S∗ contains S as a subalgebra,
(2) S∗ is generated by R∗ ∪ S ,
(3) R∗ is nonseparable, and
(4) for all A ∈ S and B ∈R∗, A and B are independent given πR(A) ∧ πR(B).
Let S0 be a separable subalgebra of S∗ generated by the sequence {Bn}∞n=0. Fix a measure
preserving homomorphism h :S0 → R∗ such that h(B)  πR(B) = πR∗(B) for all B
in S0. Define an R∗-name E˙∗ for a subset of ω by putting k ∈ E˙∗= h(Bk).
Set
C =
∞∧
n=0
∞∨
k=n
(
Bk ∧ h(Bk)
)
.
First note that, by independence of the events Bk and h(Bk) below πR(Bk) = πR(h(Bk)),
µ
(
Bk ∧ h(Bk)
)= µ(Bk) · µ(h(Bk))
µ(πR(Bk))
 ε2 > 0
and hence C is positive. Similarly if A  B is a positive element of S then C ∧ A is
positive. Furthermore C forces that E˙ ∩ E˙∗ is infinite and that {y˙n: n ∈ E˙∗} converges to z˙
for some R∗-name z˙. The only way for this to happen is if there is no A B which forces
that x˙ is not a R-name (if G is S∗-generic then V [G ∩R∗] ∩ V [G ∩ S] = V [G ∩R]).
Hence there must be a positive A  B and a R-name y˙ such that A forces {y˙n: n ∈ E˙}
converges to y˙. 
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Definition 3.5. An increasing chain Rα (α < ω1) of measure algebras is said to be contin-
uous if for every limit ordinal α, Rα is completely generated by
⋃
γ<αRγ .
For the next two lemmas Rα (α < ω1) will be an increasing continuous chain of sep-
arable measure algebras, each of which are subalgebras of R. For each α < ω1, x˙α is an
Rα-name for an element of [0,1]ω. We will need the following two lemmas.
Lemma 3.6. For every stationary S ⊆ ω1 and every ε > 0 there is a stationary set S′ ⊆ S
such that for all α,β in S′
µ
(
d(x˙α, x˙β) < ε
)
> 1 − ε.
Lemma 3.7. If S,T ⊆ ω1 are stationary sets then for every ε > 0 there are stationary sets
S′ ⊆ S and T ′ ⊆ T and a δ > 0 such that for all α in S′ and β in T ′
µ
(
d(x˙α, x˙β) δ
)
> 1 − ε.
Proof of Lemma 3.6. For each γ < ω1 pick a countable set Zγ ofRγ -names for elements
of [0,1]ω such that if x˙ is an Rγ -name for an element of [0,1]ω and ε0 > 0 then there is a
z˙ in Zγ such that
µ
(
d(x˙, z˙) < ε0
)
> 1 − ε0.
Now let ε > 0 be given. Notice that if α < ω1 is a limit ordinal then there is a γ < α
and a z˙α in Zγ with
µ
(
d˙(x˙α, z˙α) < ε/2
)
> 1 − ε/2.
Now, by applying the pressing down lemma, it is possible to find a single γ < ω1 and z˙ in
Zγ such that
S′ = {α ∈ S: z˙α = z˙}
is stationary. It is now easily checked that the set S′ satisfies the conclusion of the
lemma. 
Proof of Lemma 3.7. Use Lemma 3.6 to select a decreasing sequence Sk (k < ω) of
stationary subsets of S such that for each k < ω and α,α′ in Sk
µ
(
d(x˙α, x˙α′) < 2−k
)
> 1 − 2−k.
Let z˙ be the Rω1 -name for the element of [0,1]ω to which the sets
{x˙α: α ∈ Sk}
converge. Now pick a δ > 0 such that
T ′ = {β ∈ T : µ(d(z˙, x˙β) 2δ)> 1 − ε/2}
is stationary. Now let S′ = Sk where k is large enough so that
2−k < min(δ, ε/2).
It is now easily checked that δ, S′, and T ′ satisfy the conclusion of the theorem. 
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The focus of this section will be to prove the following result.
Theorem 4.1. (PFA) If (R,µ) is any measure algebra and K˙ is anR-name for an uncount-
able locally compact, locally countable, cometrizable space then K˙ is forced to contain an
uncountable discrete set.
Let (R,µ) and K˙ be as in the hypothesis of the theorem. Observe that K˙ contains a
subspace of size ℵ1 which is also locally compact, locally countable, and cometrizable.
Hence we may assume without loss of generality that K˙ is forced to have size ℵ1. Since
K˙ is forced to be locally compact, it must be a strengthening of the metric topology. Also,
since we are clearly finished if K˙ refines a nonseparable metric topology, we will assume
that 1 forces that K˙ refines the metric topology on a subspace of [0,1]ω. Let x˙α (α < ω1)
be a sequence of R-names which is forced to be an enumeration (without repetition) of
the elements of K˙ . Our proof will break into cases depending on the nature of X˙ = {x˙α:
α < ω1}. These are handled by Lemmas 4.2 and 4.5. Let E˙α be anR-name for a countable
compact subset of X˙ such that x˙α is forced to be in E˙α and E˙α is a neighborhood of x˙α
in K˙ . Fix an increasing continuous chain of complete separable subalgebras Rα (α < ω1)
such that if γ < α then both x˙γ and E˙γ are added by Rα .
Lemma 4.2. (MAℵ1 ) If there is a stationary set of υ < ω1 such that for all β  υ , x˙β is
forced not to be an Rυ -name then K˙ is forced to be σ -discrete.
Remark 4.3. Notice that if X˙ is an ω1-sequence of random reals then it satisfies the hy-
pothesis of this lemma.
Proof. By Theorem 2.1 it suffices to prove the following claim.
Claim 4.4. If Fξ (ξ < ω1) is a sequence of disjoint finite subsets of ω1 and ε > 0, there is
a pair ξ < η such that if α is in Fξ and β is in Fη then
µ
(
x˙α ∈ E˙β
)
< ε.
Proof. Suppose that υ < ω1 satisfies
(1) for all β > υ it is forced that x˙β is not an Rυ -name and
(2) if γ < υ then there is a ξ such that γ < Fξ < υ and if α ∈ Fξ then x˙α is forced not to
be an R˙γ -name.5
5 Here γ < Fξ < ν abbreviates γ < minFξ and maxFξ < ν.
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all E˙β such that β is in Fη . Let ζi (i < ω) enumerate all ordinals ζ  ν with the property
that

x˙ζ ∈ E˙
 = 0
(since R is c.c.c. and E˙ is forced to be countable, the set of such ζ ’s is countable). Using
(1) and Lemma 3.4, pick a sequence δi (i < ω) such that for all α < υ
µ
(
d(x˙α, x˙ζi ) δi
)
> 1 − ε/2i+2.
Define U˙ to beR-name for the open set consisting of all y˙ such that for some i it is forced
that d(y˙, x˙ζi ) < δi . Notice that for all α < υ
µ
(
x˙α ∈ U˙
)
< ε/2.
Also, since E˙ \ U˙ is forced to be compact and contained in X˙, by (2) it is forced for be
contained in
{x˙α: α < γ˙ }
for some R-name γ˙ for an ordinal less than υ . Now find a ξ < ω1 such that
µ
(γ˙ < Fξ < υ)> 1 − ε/2.
It is now easily verified that ξ < η are as desired. 
Lemma 4.5. (PFA) Suppose that for a closed unbounded set C of υ < ω1 there is a βυ  υ
and a condition Bυ in R which decides x˙βυ to be an Rυ -name. Then there is a positive
element of R which forces K˙ ∩ {x˙βυ : υ ∈ C} to contain an uncountable discrete set.
Proof. For simplicity we will reenumerate our set of x˙βυ ’s, letting y˙υ = x˙βυ . Also, set
F˙υ = E˙βυ . Let P be the collection of all (N , ρ,B) which satisfy
(1) N is a finite ∈-chain of countable elementary submodels of H(θ) for θ sufficiently
large so that R, C, 〈y˙α: α ∈ C〉, 〈F˙α: α ∈ C〉, and 〈Bα: α ∈ C〉 are in every member
of N .
(2) ρ is a map from N into the rationals in (0,1).
(3) B is a map from N into R such that µ(B(N)) > ρ(N) and B(N) BN∩ω1 for all N
in N .
(4) If N is in N then the restriction of B to N is in N .
(5) If N1,N2 are in N with N1 ∈ N2 then B(N1) ∧ B(N2) forces that y˙N1∩ω1 is not a
member of F˙N2∩ω1 .
Define an order  on P by (Np,ρp,Bp) (Nq, ρq,Bq) iff
(1) Np contains Nq ,
(2) the restriction of ρp to Nq is ρq , and
(3) if N is in Nq then Bp(N) Bq(N).
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is dense for all α < ω1. This is sufficient since if G meets Dα for all α < ω1, set N to be
the union of all Np for p in G and
Bν =
⋂{
Bp(N): p ∈ G and N ∈Np and ν = N ∩ ω1
}
for ν < ω1 of the form N ∩ω1 for some N inN . Each Bν is a positive element ofR and if
A˙ is defined by putting ν ∈ A˙= Bν then A˙ is forced by some condition to be uncountable
and satisfy {y˙ν : ν ∈ A˙} is discrete in K˙ .
Claim 4.6. (P,) is a proper partial order.
Proof. Let M be an elementary submodel of some large enough H(λ) containing all of
the objects mentioned thus far in the proof and let p = (Np,Bp) be a condition in P ∩M .
By extending p if necessary, we may assume that
µ
( ∨
N∈Np
B(N)
)
< 1.
Set p¯ to be (Np ∪ {M ∩ H(θ)}, ρp¯,Bp¯) where ρp¯ M = ρp , Bp¯ M = Bp ,
0 < ρp¯
(
M ∩ H(θ)) 1 − µ(
∨
N∈Np B(N))
2
,
Bp¯
(
M ∩ H(θ))= 1 − ∨
N∈Np
B(N).
It is easily checked that p¯ is a condition in P . We will now see that p¯ is (M,P)-generic.
To this end, let D ⊆P be a dense open set in M and let r be an extension of p¯ which is in
D. Define T0 to be the set of all elements s = (Ns , ρs,Bs) of P such that
(1) there is a condition s¯ in D which extends s such that |Ns¯ | = |Nr |,
(2) Nr ∩ M is an initial part of Ns ,
(3) ρr and ρs agree on Nr ∩ M , and
(4) Br and Bs agree on the Nr ∩ M .
We will consider T0 as a tree when ordered by end extension on all three coordinates.
Notice that, by an elementarity argument, T0 contains a subtree T such that if s is a non-
terminal node of T then there are stationarily many ν < ω1 such that for some immediate
successor s¯ of s in T
ν = max(Ns¯ ) ∩ ω1.
The following subclaim will be key to our argument.
Subclaim 4.7. Suppose that S ⊆ ω1 is a stationary set in M . Then there is a sequence αn
in M ∩S which converges to υ = M ∩ω1 such that y˙αn is forced to converge to an element
of [0,1]ω \ X˙.
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a sequence of stationary sets Sσ (σ ∈ 2<ω) which are elements of M and positive rationals
δk > 0 such that:
(1) S = S〈〉.
(2) If σ is an initial part of τ then Sσ ⊇ Sτ .
(3) If σ and τ are incomparable then Sσ and Sτ are disjoint.
(4) If |σ | = k and α,α′ are in Sσ then
µ
(
d(x˙α, x˙α′) < δ−k−1
)
> 1 − 2−k−1.
(5) δk < 2−k .
(6) If |σ | = k and α is in Sσ 0 and β is in Sσ 1 then
µ
(
d(x˙α, x˙β) 2δk
)
> 1 − 2−k−1.
(7) If |σ | = k, min(Sσ ) > ξk .
For a given b in 2ω, let αk(b) be the least element of Sbk . Notice that for each b, it is
forces that {y˙αk(b)}∞k=0 converges and that for distinct b and b′, these sequences are forced
to converge to different elements of [0,1]ω. Since PFA implies that 2ℵ0 > ℵ1, there must
be a b in 2ω such that {y˙αk(b)}∞k=0 is forced to converge to something outside of X˙. 
We are finished once we prove the following subclaim.
Subclaim 4.8. If s is a nonterminal node of T which is compatible with r , then there is an
immediate successor s¯ of s in T such that s¯ is compatible with r .
Proof. Let q be an extension of s and r . Pick an ε > 0 such that for all N in Nr \ M ,
µ(Bq(N)) > ρq(N) + ε. Let S be the set of all ν such that for some immediate successor
s¯ of s in T
ν = max(Ns¯ ) ∩ ω1.
By the definition of T , S is stationary. Therefore it is possible, using Subclaim 4.7, to find
a sequence s¯n (n < ω) of immediate successors of s in T such that
max(Ns¯n ) ∩ ω1 → υ and ymax(Ns¯n ) → z˙
where z˙ is forced to be outside of X˙. Let F˙ be the R-name for the union of all F˙N∩ω1 for
N in Nr . Since F˙ is forced to be compact and contained in X˙, there is an R-name m˙ for
an element of ω such that y˙max(Ns¯n˙ ) is forced not to be in F˙ for any n˙ forced to be larger
than m˙. Now find an n such that
µ
(nˇ > m˙)> 1 − ε.
Finally, define Nq¯ =Ns¯ ∪Nr and ρq¯ = ρq ∪ ρr . Define Bq¯ piecewise. If N is in Ns¯ ,
then Bq¯(N) = Bs¯(N). If N is in Nr \ M , define
Bq¯(N) = Br(N) \

y˙max(N ) /∈ F˙

.s¯n
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is a condition in P . Then q¯ is a condition in P and an extension of r and s¯n as required. 
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