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Abstract
We extend Kramers-Kronig relations beyond the optical approximation, that is to dielectric func-
tions ε(q, ω) that depend not only on the frequency but on the wave number as well. This implies
extending the notion of causality commonly used in the theory of Kramers-Kronig relations to in-
clude the fact that signals cannot propagate faster than light in vacuo.
1 Introduction
The optical properties of materials, that is, the response to spatially homogeneous electromagnetic fields,
are usually described by the optical dielectric function (ODF), (ω), a complex function of the angular
frequency ω of the Fourier components of the field [1]. The refractive index, n(ω), and the extinction
coefficient, κ(ω), are, respectively, the real and imaginary parts of the complex refractive index,
N(ω) = 1/2(ω) = n(ω) + iκ(ω). (1)
In principle, the optical functions n(ω) and κ(ω) can be measured by a combination of experimental
techniques that operate in different frequency ranges. To assemble a consistent description of the optical
functions of a material, covering the entire range of frequencies, results from various techniques have to
be combined. The consistency of the resulting empirical functions can be examined by using Kramers-
Kronig analysis [2].
The response of the material to spatially inhomogeneous electromagnetic fields is characterized by
the dielectric function (DF), (q, ω), a function of the wave vector q and the angular frequency. Knowl-
edge of the DF allows the calculation of the stopping power of fast charged particles as the result of
the force on the projectile acted by the electric field induced within the material by the projectile charge
itself. A classical calculation [3] gives the stopping power as
S =
(Z0e)
2
piv2
Im
∫ ∞
0
ω dω
∫ ∞
(ω/v)2
d(q2)
q2
[ −1
(L)(q, ω)
+
c2β2q2 − ω2
c2q2 − ω2 (T)(q, ω)
]
. (2)
∗e-mail address: pitu.llosa@ub.edu
†e-mail address: cesc@fqa.ub.edu
1
ar
X
iv
:1
90
5.
06
06
9v
1 
 [p
hy
sic
s.c
las
s-p
h]
  1
5 M
ay
 20
19
where (L) and (T) are the longitudinal and transverse DFs, respectively. In the limit q → 0, both DFs
reduce to the ODF,
lim
q→0
(L)(q, ω) = lim
q→0
(L)(q, ω) = (ω). (3)
Practical calculations of inelastic collisions of charged particles in materials are frequently based on
optical-data models [4] that combine an empirical ODF with suitable extension algorithms to produce a
model of the full DF, i. e. of the function (q, ω) for q > 0. The most elaborate extension algorithms rely
on the DFs of the electron gas derived by Lindhard [3] and Mermin [5]. Optical-data models have been
employed in calculations of inelastic mean free paths and stopping powers of electrons in solids (see e.
g. [6], [7], [8] and [9]). The quality of an optical-data model is determined by the consistency of the
adopted ODF and by the adequacy of the extension algorithms.
The Kramers-Kronig relations provide a useful tool to analyze the consistency of empirical ODFs.
The derivation of the KK relations [1] is based on the assumption of causality in time only, combined
with a certain high-ω behaviour of the ODF. That is, the derivation assumes that the applied fields do
not vary appreciably in space. To study the implications of causality for fields varying in both time and
space it is necessary to account for the effect of retardation, i. e. for the finite velocity of propagation of
the fields. The goal of the present work is to derive a generalization of the KK relations for the entire DF,
that is, for q 6= 0. Aside from its fundamental interest, this generalization can be employed to exhibit the
consistency, or the lack of it, of extension algorithms adopted in optical-data models.
2 Preliminary considerations
Kramers-Kronig relations are restrictions [1] that apply to the dielectric function ε(ω) —or to the electric
susceptibility χ(ω)— of a linear material medium in the optical approximation, when the dependence on
the wave vector q is neglected. Such relations follow from rather general assumptions and are a sort of
quality test to be passed by any expression of ε(ω) (either semiempirical [2] or derived from whichever
microscopic model citeLindhard1954) in order to become acceptable.
Causality is one among these general assumptions, namely
The polarization vector P(x, t) only depends on the values of the electric field E(x, t′) at
the same place and at previous instants of time, t′ ≤ t.
If a linear isotropic medium responds to an applied harmonic electric fieldE(x, ω) e−iωt by adquiring
a polarization P(x, ω) e−iωt, both magnitudes are proportional
P(x, ω) = χ(ω)E(x, ω) (4)
and the electric susceptibility χ(ω) may depend on the frequency. Linearity also means that the response
to a superposition of harmonic fields E(x, t) =
1√
2pi
∫
R
dω e−iωtE(x, ω) is the superposition of
responses
P(x, t) =
1√
2pi
∫
R
dω e−iωt χ(ω)E(x, ω)
and, by the convolution theorem [10],
P(x, t) =
1√
2pi
∫
R
dt′ χ˜(t− t′)E(x, t′) , with χ˜(t) = 1√
2pi
∫
R
dω e−iωt χ(ω) (5)
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Causality means that the effect P(x, t) cannot depend on the causes E(x, t′) at later times, which
implies that
χ˜(t− t′) = 0 for t′ > t
We shall refer to this as local causality (L-causality), to distinguish it from other causality conditions
that we shall introduce below.
Often the optical approximation does not suffice to account for the experimental results. The present
view of a material medium as linearly reacting to the excitation produced by the electromagnetic field is a
macroscopic description which can be modeled as the linear approximation to the collective response of
the elementary charges contained in the medium. The different microscopic models [3] basically consist
in analyzing the electromagnetic forces exerted by the field on the elementary charges or, equivalently,
the energy and momentum exchange among field and charges. For a plane electromagnetic wave, energy
and momentum are exchanged in multiples of ~ω and ~q, respectively. In some instances —for “small”
|q|— the optical approximation ε(ω) yields a fairly good description of experimental results, but for
higher values of |q|, the effect of the momentum exchange becomes important and it is necessary to
consider the dependence on the wave vector as well.
If we go beyond optical approximation, the dielectric function ε(q, ω) depends on the frequency
and on the wave vector of the electric field1 and the same holds for electrical susceptibility, χ(q, ω).
Hence the causality condition must be more complex. Indeed, the analogous to the expression (4) for the
polarization obtained as a linear isotropic response to a plane monochromatic wave is
P(q, ω) ei(q·x−ωt) = χ(q, ω)E(q, ω) ei(q·x−ωt) (6)
As before, linearity means that the response to a superposition of plane monochromatic electromag-
netic waves
E(x, t) =
1
(2pi)2
∫
R4
dq dωE(q, ω) ei(q·x−ωt)
will be
P(x, t) =
1
(2pi)2
∫
R4
dqdω χ(q, ω)E(q, ω) ei(q·x−ωt)
and, by the convolution theorem for Fourier transforms,
P(x, t) = (2pi)−2
∫
R4
dy dt′ χ˜(x− y, t− t′)E(y, t′) , (7)
where
χ˜(x, t) := (2pi)−2
∫
R4
dqdω χ(q, ω) ei(q·x−ωt) (8)
is the susceptibility function in spacetime variables. In what follows, we shall use the same letter to indi-
cate a physical magnitude, either as a function in momentum variables (q, ω) or in spacetime variables
(x, t), but in this second case the symbol is accented with a tilde.
Notice that equation (7) is invariant by spacetime translations, i. e. replacing the electric field by
E′(y, t′) = E(y − x0, t′ − t0) results in a new polarization P′(y, t′) = P(y − x0, t′ − t0) . Thus
1Here we specifically refer to electric permitivity and susceptibility, but the same could be said for magnetic permeability
and susceptibility
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the convolution relation (7) implies that the material medium is homogeneous, whence it follows that
assuming the relation (6) actually amounts to assume homogeneity.
On its turn the susceptibility in the momenta space is the inverse Fourier transform
χ(q, ω) := (2pi)−2
∫
R4
dxdt χ˜(x, t) ei(ωt−q·x)
In the present work we shall restrict to isotropic media, meaning that χ˜(x, t) = χ˜(r, t) only depends
on the distance r = |x| and not on the direction of x , and therefore χ(q, ω) = χ(q, ω) .
The expression (7) can be understood as though the polarization in the point x at the instant t is the
“effect” of infinitely many “causes”, namely the values of the electric field at every place y and every
instant t′. We then expect that the influence of E(y, t′) on P(x, t) does not travel faster than light in
vacuum. Expressed in terms of spacetime variables this causality condition reads (we use natural units,
c = 1)
Polarization P(x, t) only depends on the values of the electric field E(y, t′) in the absolute
past, i. e. such that the event (y, t′) is in the past light cone with vertex (x, t), or 0 ≤
|x− y| ≤ t− t′
Hence, the signals connecting the causes E(y, t′) with the effect P(x, t) do not travel faster than
light in vacuum. We shall thus refer to the above condition as finite speed causality (FS-causality) to
distinguish it from the standard Newtonian causality (N-causality), which might involve signals propa-
gating as fast as necessary so permitting an event at t to be influenced by any event at t′ ≤ t no matter
the distance separating both.
Notice that FS-causality includes L-causality as a particular case. In the first case the response
function χ˜(x, t) is subject to the condition
t < |x| ⇒ χ˜(x, t) = 0
and therefore t < 0 ⇒ t < |x| ⇒ χ˜(t) = χ˜(x, t) = 0 . This is due to the fact
that in te optical approximation the convolution formula (5) involves only one space point, hence it does
not involve the propagation at a distance of any signal.
In what follows we shall find out the implications of FS-causality on the dielectric function ε(q, ω)
—alternatively, the electric susceptibility χ(q, ω) — (we restrict to isotropic media). We shall proceed
in much the same way as standard textbooks [1] derive Kramers-Kronig relations. In section 3 we prove
that FS-causality implies that susceptibility is a doubly analytic function in some region in C2 and it has
consequences on its asymptotic behavior as well. In Section 4 we derive a generalization of Kramers-
Kronig relations suitable for FS-causality. Finally in Section 5 several dielectric functions commonly
used in the literature are examined to check whether the finite speed causality condition is violated or
not. Although most results in the paper currently refer to the electric susceptibility χ, they hold for the
dielectric function as well.
3 Consequences of finite speed causality on the susceptibility function
The above mentioned FS-causality condition specifically means that χ˜(x − y, t − t′) is different from
zero only if 0 ≤ |x− y| ≤ t− t′ , that is
χ˜(r, t) ∝ Θ(t− r) , for r ≥ 0 (9)
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where r = |r| and Θ is the Heaviside unit step function. The consequence of the latter on the sus-
ceptibility function in the frequency-wave vector space, i. e. the inverse Fourier transform of (8), is
that
χ(q, ω) =
i
2pi q
∫ ∞
0
dt
∫ t
−t
dr r χ˜(r, t) ei(ωt−qr) ,
where we have used spherical coordinates and integrated over the angular coordinates. We have also
extended χ˜ to negative values of r by
χ˜(−r, t) := χ˜(r, t) , r > 0 . (10)
Thus χ(q, ω) depends only on ω and q = |q| as expected and
q χ(q, ω) =
i
2pi
∫ ∞
0
dt
∫ t
−t
dr ei(ωt−qr) r χ˜(r, t) (11)
Introducing now the variables
u± =
1
2
(t∓ r) , k± = ω ± q (12)
and the inverse relations
t = u+ + u− , r = u− − u+ , k± = ω ± q , ω = k+ + k−
2
, q =
k+ − k−
2
, (13)
we have that the volume elements transform as
dtdr = 2 du+ du− , 2 dq dω = dk+ dk−
and the integration domain D = {(r, t) , |r| ≤ t} becomes the edge D′ = [0,∞[×[0,∞[ . Using this
and the fact that ωt− qr = k+u+ + k−u− , the relation (11) can be written as
(k+−k−) ξ(k+, k−) = −2 i
pi
∫ ∞
0
du+ e−(0−ik+)u
+
∫ ∞
0
du− e−(0−ik−)u
−
(u+−u−) ξ˜(u+, u−) , (14)
where ξ(k+, k−) := χ(q, ω) and ξ˜(u+, u−) := χ˜(r, t). The expressions 0 − i k± in the exponents
mean that the integrals are to be calculated for δ − i k± and then take the limit for δ → 0+ .
The above relations can be read as a double Laplace transform. Indeed, defining
G(u+, u−) := −2 i
pi
(u+ − u−) ξ˜(u+, u−) , h(k+, k−) := (k+ − k−) ξ(k+, k−) , (15)
and denoting by g(s+, s−) the double Laplace transform of G(u+, u−) , we have that
h(k+, k−) = g(0− ik+, 0− ik−) (16)
Invoking now a well known property of the Laplace transform [10], it results that, provided that∫
R+2
du+ du−G(u+, u−) e−a+u
+−a−u− <∞ (17)
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for some real numbers a± , then g(s+, s−) is analytic in the product of half-planes Re (s±) > a±
which, including (16) means that
h(k+, k−) is doubly analytic if Im (k+) > a+ and Im (k−) > a− (18)
We shall refer to the variables k± as frequencies. Now we need to make a detour to establish some
preliminary results that will be helpful to prove the existence of the double Laplace transform g(s+, s−)
for Re (s±) > 0 .
3.1 Symmetries
Let us now examine the symmetries of the functions ξ˜(u+, u−) and ξ(k+, k−) for real values of the
variables. Using the new variables (12), the extension (10) introduced above reads
ξ˜(u+, u−) = ξ˜(u−, u+) , (19)
therefore ξ˜(u+, u−) is symmetric with respect to the main diagonal. Now the FS-causality condition (9)
combined with the extension (10) implies that
ξ˜(u+, u−) ∝ Θ(u+) Θ(u−) (20)
and therefore ξ˜(u+, u−) vanishes outside the first quadrant, [0,∞[×[0,∞[ .
Furthermore, by merely including equation (14), we easily find that the symmetry (19) also holds for
the Fourier transform
ξ(k+, k−) = ξ(k−, k+) (21)
and, since ξ˜(u+, u−) must be real, the complex conjugate of the relation (14) leads to
ξ(−k+,−k−) = ξ∗(k+, k−) (22)
where the superscript ∗ means “complex conjugate”. In terms of h(k+, k−) , for real values of the
variables the relations (21) and (22) become
h(k−, k+) = −h(k+, k−) and h(−k+,−k−) = −h∗(k+, k−) (23)
3.2 The function h(k+, k−) at high frequencies
In order to determine the asymptotic behavior of g(s+, s−) for large values of s± we use the following
theorem that is proved in the Appendix.
Theorem 1. Consider the double Laplace integral g(s+, s−) =
∫
R+2
du+ du−G(u+, u−)e−s+u
+−s−u− ,
assume that G(u+, u−) has continuous partial derivatives G(l,j)(u+, u−) = ∂l+∂
j
−G(u+, u−) up to the
N -th order (i. e. l + j ≤ N ) and that there exist a± ∈ R such that∫
R+2
du+ du−G(l,j)(u+, u−)e−a+u
+−a−u− <∞ , l + j ≤ N ,
then
g(λs+, λs−) =
∑
0≤l+j≤N−1
G(l,j)(0+, 0+)
λl+j+2sl+1+ s
j+1
−
+ o(λ−N−1) , ∀λ ∈ R+ .
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We then say that the asymptotic behavior of g(s+, s−) up to order N − 1 is
g(s+, s−) ∼
N−1∑
l,j=0
G(l,j)(0+, 0+)
sl+1+ s
j+1
−
when s± →∞ , |arg(s± − a±)| < pi
2
(24)
where G(l,j)(0+, 0+) are the lateral partial derivatives of G in the positive side.
In order to derive the coefficients of the asymptotic expansion we differentiate (15) and, on iterating
Leibniz rule, we obtain that
G(0,0)(0+, 0+) = 0 , G(1,0)(0+, 0+) = −G(0,1)(0+, 0+) = −2 i
pi
ξ(0+, 0+) and
G(l,j)(0+, 0+) = −2i
pi
[
l ξ˜(l−1,j)(0+, 0+)− j ξ˜(l,j−1)(0+, 0+)
]
(25)
Thus the lowest order in the asymptotic expansion (24) is (for N = 2)
g(s+, s−) ∼ i 2 ξ˜(0
+, 0+) (s+ − s−)
pi s2+ s
2−
and, using (15) and (16),
h(k+, k−) ∼ 2ξ˜(0
+, 0+) (k+ − k−)
pi k2+ k
2−
or χ(q, ω) ∼ 2ξ˜(0
+, 0+)
pi (q + ω)2 (q − ω)2 , (26)
provided that the partial derivatives G(l,j)(u+, u−) = ∂l+∂
j
−G(u+, u−) are continuous for l, j ≤ 2 .
Sometimes it is required that ξ˜(u+, u−) , which vanishes when either u+ or u− are negative, does
not start abruptly, that is the function is continuous at the boundary
ξ˜(u+, 0) = ξ˜(0, u−) = 0 .
Therefore ξ˜(l,0)(0, 0) = ξ˜(0,j)(0, 0) = 0 which, substituted in (25) implies that
G(l,0)(0, 0) = G(0,j)(0, 0) = 0 (27)
and also
G(l,1)(0+, 0+) = −i 2
pi
ξ˜(l−1,1)(0+, 0+) , G(1,j)(0+, 0+) = i
2j
pi
ξ˜(1,j−1)(0+, 0+) (28)
Hence the lowest non-vanishing coefficients in the expansion (24) are
G(2,1)(0+, 0+) = −G(1,2)(0+, 0+) = −i 4
pi
ξ˜(1,1)(0+, 0+)
Including these, the lowest order in the asymptotic expansion (24) is
g(s+, s−) ∼ −i 4
pi
ξ˜(1,1)(0+, 0+)
s− − s+
s3+s
3−
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Then, including (16), we have that
h(k+, k−) ∼ −4 (k+ − k−)
pi k3+k
3−
ξ˜(1,1)(0+, 0+) (29)
and therefore
ξ(k+, k−) ∼ − 4
pi k3+k
3−
ξ˜(1,1)(0+, 0+) or χ(q, ω) ∼ −
4
(
∂2t χ˜− ∂2r χ˜
)
(0+,0)
pi (ω + q)3(ω − q)3 (30)
where
(
∂2t χ˜− ∂2r χ˜
)
(0+,0)
is to be understood as the limit for t→ 0+ , when |r| < t .
3.3 The existence of the Laplace transform g(s+, s−)
For a non-conductor it is expected that a constant uniform electric field will produce a finite polarization.
If we now put E(x, t) = E in equation (7), we have that the polarization is constant
P =
1
pi
E
∫ ∞
0
dt
∫
0<r<t
dr r2χ˜(t, r) =
1
pi
E
∫
R+
du+
∫
R+
du− (u+ − u−)2 ξ˜(u+, u−)
and ∫
R+2
du+ du−G(u+, u−) (u+ − u−) <∞ (31)
Thus the function
F (u+, u−) = G(u+, u−) (u+ − u−) (32)
is summable in R+2, which implies the existence and analyticity of its double Laplace transform,
f(s+, s−) in the product of complex half-planes Re (s±) > 0.
Reasoning similarly as in section 3.2, we arrive at the asymptotic expansion
f(s+, s−) ∼
∑
l,j
F (l,j)(0+, 0+)
1
sl+1+ s
j+1
−
, for large s±
Following a similar reasoning as before with the function F (u+, u−) := −2i
pi
(u+ − u−)2 ξ˜(u+, u−) instead
of G(u+, u−) , we have that
F (l,j)(0+, 0+) = −2i
pi
[
l(l − 1) ξ˜(l−2,j)(0+, 0+) + j(j − 1) ξ˜(l,j−2)(0+, 0+)− 2 j l ξ˜(l−1,j−1)(0+, 0+)
]
and the lowest non-vanishing derivative is
F (1,1)(0+, 0+) =
4i
pi
ξ˜(0+, 0+)
Then the asymptotic expansion at the lowest order reads
f(s+, s−) ∼ 4i
pi s2+s
2−
ξ˜(0+, 0+) (33)
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and f(s+, s−)→ 0 for large s+, s− .
On the other hand the Laplace transform of the relation (32) implies that
f(s+, s−) = − (∂+ − ∂−) g(s+, s−) (34)
(here ∂± means the partial derivative with respect to s± ) which on integration yields
g(s+, s−) = i
∫ ∞
0
dσ f(s+ + σ, s− − σ) (35)
where the asymptotic behaviour of f(s+, s−) has been used. Indeed,
(∂+ − ∂−) g(s+, s−) = i
∫ ∞
0
dσ [∂+f(s+ + iσ, s− − iσ)− ∂−f(s+ + iσ, s− − iσ)]
=
∫ ∞
0
dσ ∂tf(s+ + iσ, s− − iσ) = [f(s+ + iσ, s− − iσ)]∞0 = −f(s+, s−)
Whenever Re (s±) > 0 the value f(s+ + iσ, s− − iσ) is well defined and, due to its asymptotic
behaviour, the integral in (35) converges. Therefore g(s+, s−) exists and is doubly analytic in the
region Re (s±) > 0 .
As a consequence the function h(k+, k−) = g(0−ik+, 0−ik−) is analytic in the region Im (k±) > 0
which in terms of the frequence ω and wave vector q implies that
q χ(q, ω) is doubly analytic in |Im (q)| < Im (ω) (36)
3.4 The optical approximation
As commented at the closing of Section 2, FS-causality is also fulfilled in the optical approximation,
when L-causality is required. The susceptibility function is χ(q, ω) = χ(ω) and its Fourier transform is
χ˜(r, t) = −
√
2pi
r
χ˜(t) δ′(r) and, including (15),
G(u+, u−) = − 4 i√
2pi
χ˜(u+ + u−) δ′(u− − u+) and h(k+, k−) = (k+ − k−)χ
(
k+ + k−
2
)
In the region Im (ω) > |Im (q)| we have that Im (ω) is positive and, provided that the L-causality
condition is fulfilled, we have that χ(q, ω) = χ (ω) has no singularities. Therefore, L-causality in the
optical approximation implies FS-causality.
Notice that, as G(u+, u−) contains a δ-function, it is not a continuous function on (u+, u−) ∈
R+ × R+ . Thus the hypothesis of Theorem 1 are not met and therefore χ(ω) has not the asymptotic
behavior (30).
4 A generalization of Kramers-Kronig relations
In the optical approximation Kramers-Kronig relations connect the real and imaginary parts of electric
susceptibility χ˜(ω) in a way that the knowledge of the one for all real values of ω determines the other:
9
they are Hilbert transforms of each other [13]. These relations follow from: (i) the analyticity of χ(ω)
in the upper complex half-plane Im (ω) > 0 combined with (ii) a suitable asymptotic behavior for large
|ω| .
Beyond the optical approximation and assuming FS-causality we have that h(k+, k−) = q χ(q, ω) is
analytic in the product of half-planes Im (k±) > 0 . We shall now proceed similarly as in the derivation
of Kramers-Kronig relations [1] and consider the path C in the k+ -plane as depicted in the figure below.
As h(k+, k−) is analytic in Im (k+) > 0 , by Cauchy
theorem [14], we have
h(k+, k−) =
1
2pii
∮
C
dk′
h(k′, k−)
k′ − k+ or
ξ(k+, k−) = − i
2pi(k+ − k−)
∮
C
dk′
k′ − k−
k′ − k+ ξ(k
′, k−)
Provided that for high “freqüències” h(k′, k−) decays fast enough —which is the case if the asymptotic
behavior (29) holds— the integral over the half-circle at infinity vanishes and, surrounding the pole
k+ ∈ R along the lower small half-circle, we obtain
h(k+, k−) =
−i
pi
P
∫
R
dk′
h(k′, k−)
k′ − k+ , (37)
where P means the principal value. In terms of the susceptibility the above relation reads
ξ(k+, k−) = − i
pi(k+ − k−) P
∫
R
dk′ ξ(k′, k−)− i
pi
P
∫
R
dk′
ξ(k′, k−)
k′ − k+
or, making explicit the frequency and wave vector dependence,
χ(q, ω) = − i
pi q
P
∫
R
dσ χ(q + σ, ω + σ)− i
pi
P
∫
R
dσ
σ
χ(q + σ, ω + σ) (38)
Now writing χ = χ1 + i χ2 the latter equation can be split in its real and imaginary parts
χ1(q, ω) =
1
pi q
P
∫
R
dσ χ2(q + σ, ω + σ) +
1
pi
P
∫
R
dσ
σ
χ2(q + σ, ω + σ)
χ2(q, ω) = − 1
pi q
P
∫
R
dσ χ1(q + σ, ω + σ)− 1
pi
P
∫
R
dσ
σ
χ1(q + σ, ω + σ)
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or
χ1(q, ω) =
1
pi q
∫ ∞
0+
dσ [χ2(q + σ, ω + σ) + χ2(q − σ, ω − σ)] +
1
pi
∫ ∞
0+
dσ
σ
[χ2(q + σ, ω + σ)− χ2(q − σ, ω − σ)] (39)
χ2(q, ω) = − 1
pi q
∫ ∞
0+
dσ [χ1(q + σ, ω + σ) + χ1(q − σ, ω − σ)]
− 1
pi
∫ ∞
0+
dσ
σ
[χ1(q + σ, ω + σ)− χ1(q − σ, ω − σ)] (40)
We can also proceed similarly with the variable k− so obtaining
h(k+, k−) =
−i
pi
P
∫
R
dk′
h(k+, k
′)
k′ − k− (41)
or
ξ(k+, k−) =
i
pi(k+ − k−) P
∫
R
dk′ ξ(k+, k′))− i
pi
P
∫
R
dk′
ξ(k+, k
′)
k′ − k−
which, making explicit q and ω, reads
χ(q, ω) =
i
pi q
P
∫
R
dσ χ(q − σ, ω + σ)− i
pi
P
∫
R
dσ
σ
χ(q − σ, ω + σ) (42)
and, writing again χ = χ1 + i χ2 , the real and imaginary parts of the latter equation are
χ1(q, ω) = − 1
pi q
P
∫
R
dσ χ2(q − σ, ω + σ) + 1
pi
P
∫
R
dσ
σ
χ2(q − σ, ω + σ)
χ2(q, ω) = − 1
pi q
P
∫
R
dσ χ1(q − σ, ω + σ)− 1
pi
P
∫
R
dσ
σ
χ1(q − σ, ω + σ)
or
χ1(q, ω) = − 1
pi q
∫ ∞
0+
dσ [χ2(q − σ, ω + σ) + χ2(q + σ, ω − σ)]
− 1
pi
∫ ∞
0+
dσ
σ
[χ2(q − σ, ω + σ)− χ2(q + σ, ω − σ)] (43)
χ2(q, ω) =
1
pi q
∫ ∞
0+
dσ [χ1(q − σ, ω + σ) + χ1(q + σ, ω − σ)]
+
1
pi
∫ ∞
0+
dσ
σ
[χ1(q − σ, ω + σ)− χ1(q + σ, ω − σ)] (44)
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Unlike the case of L-causality, FS-causality involves two freqüencies, k± = ω ± q , and implies analyt-
icity with respect to both, this leading to four relations, (39-40) and (43-44), on two functions of two real
variables, namely χ1(q, ω) and χ2(q, ω) , instead of the two standard Kramers-Kronig relations on two
functions of one variable. This will result on two new constraints on the two-variable functions χ1(q, ω)
and χ2(q, ω) .
Or, proceeding in a straight way, we can combine both relations (37) and (41) to obtain the integral
equation
h(k+, k−) = − 1
pi2
P
∫
R
dk′ P
∫
R
dk′′
h(k′, k′′)
(k′ − k+) (k′′ − k−) (45)
which acts as a constraint on the complex function h(k+, k−) of two real variables k± .
Equivalently, in terms of (q, ω) we have an integral constraint to be satisfied by the values of sus-
ceptibility χ(q, ω) for real q and ω .
χ(q, ω) = − 1
pi2q
P
∫
R
dλ P
∫
R
dσ
σ
[χ(q + λ− σ, ω + λ+ σ)− χ(q + σ − λ, ω + λ+ σ)]
− 1
pi2
P
∫
R
dλ
λ
P
∫
R
dσ
σ
χ(q + λ− σ, ω + λ+ σ) (46)
where the change of variables k′ = k+ + λ , k′′ = k− + σ has been used.
5 Application to some dielectric functions
Next we examine some dielectric functions frequently used in the literature to check whether they satisfy
the FS-causality conditions (36). We concentrate mostly on the dielectric functions derived in ref. [3].
5.1 Degenerate electron gas. Semiclassical model
The first model presented by Lindhard consists of a Fermi electron gas at zero temperature, it fits both for
the relativistic and non-relativistic cases and the longitudinal dielectric function is —ref. [3] eq (2.4)—
εL(q, ω) = 1 +
3ω2pm
v0p0 q2
[
1 +
ω + i/τ
2v0q
logψ
]
where
ψ =
ω + i/τ − v0q
ω + i/τ + v0q
, ωp =
√
4pie2n
m
is the plasma frequency, n is the electron density, p0 = h
(
3n
4pi
)1/3
is the momentum at the surface of
the Fermi distribution and v0 is the corresponding speed. The latter depends on whether the model is
relativistic, and then v0 =
p0√
m2 + p20
< 1 , or non-relativistic and v0 =
p0
m
which is unbounded from
above.
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The electrical susceptibility is
χ(q, ω) =
εL(q, ω)− 1
4pi
=
3ω2pm
4piv0p0 q2
[
1 +
ω + i/τ
2v0q
logψ
]
(47)
and the singularities are
(i) branch points at ω + i/τ ± v0q = 0 . In the limit τ →∞ this means that
|Im (ω)| = v0 |Im (q)| ,
In the relativistic case v0 < 1 and therefore |Im (ω)| < |Im (q)| , that is the branch points lie
outside the region (36). On its turn, in the non-relativistic case v0 is not bounded and, if the
electron density is high enough (large p0) there could be branch points inside the region (36) so
violating the FS-causality condition, and
(ii) maybe a pole at q = 0 but this is merely a pseudo singularity. Indeed, as ω + i/τ 6= 0 , we can
substitute the Taylor expansion of the logarithm around q = 0 in equation (47) to obtain a neat
Taylor series
χ(q, ω) = −ω
2
pmv0
4pip0
1
(ω + i/τ)2
+O(q)
Obviously the function (47) does not meet the asymptotic behavior (26), whence it can be concluded
that the derivatives of the function G(u+, u−) do not fulfill the continuity hypothesis of Theorem 1 (for
N = 2).
5.2 Kronig and Korringa dielectric function
According to ref. [3], Kronig and Korringa [11] model the electron gas by a charged viscous fluid with a
friction with the background of positive ions and derive the following electrical susceptibility function
χ(q, ω) =
εL − 1
4pi
= − ρ
2
c
ω [ρmω + i (ξ + 2ηq2)]
where ρm and ρc are the mass and charge densities, η is the viscosity and ξ accounts for the friction with
the background.
The singularities are ω = 0 which, as commented before, lies outside the region (36), and
ξ + 2ηq2 − i ρmω = 0
Writing now ω = c+ i d and q = a+ i b , the latter amounts to
b2 − a2 = ξ + ρmd
2η
, 2a b =
ρmc
2η
which implies that
b2 =
ξ + ρmd+
√
(ξ + ρmd)2 + ρ2mc
2
4η
(48)
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If the FS-causality condition is not to be violated, this singularity must lie outside the region (36),
therefore |b| ≥ d which, combined with (48), implies that√
(ξ + ρmd)2 + ρ2mc
2 ≥ 4ηd2 − ρmd− ξ
and, a short calculation proves that this only happens if d1 ≤ d = Im (ω) ≤ d2 , where d1 and d2 are the
two real roots of
P (d) := 16η2 d4 − 8ηd2 (ρmd+ ξ)− ρ2mc2
Therefore Kronig-Korringa dielectric function violates FS-causality except for a band of values of
the complex frequency ω, namely d1 ≤ Im (ω) ≤ d2 .
5.3 Bloch dielectric function
According to ref. [3], Bloch’s model [12] yields the following electrical susceptibility function
χ(q, ω) = − ω
2
p
4pi
[(
ω + i 1τ
)2 − q2u2] , u2 = 59 v20
where ωp is the plasma frequency and v0 is the Fermi speed of the electron gas.
It presents two sets of singularities, namely the solutions of ω + i 1τ ± u q = 0 , which implies that
Im (q) = ±1
u
[
Im (ω) +
1
τ
]
This falls inside the region (36) only if u > 1, that is v0 >
3√
5
, which is a supraluminic speed.
5.4 Non-relativistic quantum degenerate electron gas (random phase approximation)
Lindhard [3] also derives the longitudinal and transverse dielectric functions for the non-relativistic quan-
tum model of a Fermi electron gas at zero temperature. The susceptibilities are
χL(q, ω) =
3ω2p
8pi q2v20
fL(z, u) and χT (q, ω) = − 3ω
2
p
32pi ω2
fT (z, u) (49)
with
fL(z, u) = 1 +
1− (z − u)2
4z
log
z − u+ 1
z − u− 1 +
1− (z + u)2
4z
log
z + u+ 1
z + u− 1 (50)
and
fT (z, u) = 1 + 3u2 + z2 −
[
1− (z − u)2]2
4z
log
z − u+ 1
z − u− 1 −
[
1− (z + u)2]2
4z
log
z + u+ 1
z + u− 1 (51)
where the dimensionless variables
z =
q
2q0
, u =
ω′
q v0
, ω′ = ω + i
γ
~
, (52)
have been used and v0 and ~q0 are the values of the velocity and momentum at the Fermi surface.
As for the singularities of χ(q, ω) we find that:
14
q = 0, or z = 0 , is only an apparent singularity. Indeed, puting u = y/z , with y =
ω′
2 q0 v0
, writing the
logarithm terms as
log
(
1∓ z
2 + z
y
)
− log
(
1∓ z
2 − z
y
)
and taking the Taylor expansion log(1 + x) ∼ x − x2/2 , we easily arrive at f(z, u) ∼ −z2/y2
and, including (49), we see that there is no singularity of χ(q, ω) at q = 0 .
Branch points at z + σ u+ λ = 0 , with σ, λ = ±1 that, including (52), amounts to
(q + λq0)
2 − q20 +
2σmω′
~
= 0
or, separating the real and imaginary parts in q + λq0 = a+ i b, we have that
a2 − b2 = q20 −
2σmω′1
~
, a b = −σmω
′
2
~
which can be solved to obtain:
b2 =
σmω′1
~
− q
2
0
2
+
√(
σmω′1
~
− q
2
0
2
)2
+
m2ω′22
~2
, a = −σmω
′
2
~ b
(53)
i. e. two constraints on the four real variables a, b, ω′1 and ω′2 , which define a 2-surface in a
4-dimensional space. We have to ascertain whether this surface intersects the region |Im (q)| <
Im (ω) , that is |b| < ω′2 , and it can be easily checked that whenever
~ω′2 >
√
(m+ σ~ω′1)2 − ~2(q20 + ω′21 ) , σ = ±1 , (54)
we have that |Im (q)| = |b| < Im (ω) ; hence there are singularities in the region (36), so violating
the FS-causality condition. Notice that the latter inequality amounts to
~2q20 > 2σ~mω′1 − ~2ω′22 +m2 ,
which means that FS-causality is violated if the Fermi momentum is “too large”, but this takes us
off the limit of validity of the non-relativistic approximation.
For large frequencies, |q|  q0 and |ω|  q0 , we have that κ±|  1 , with κ± = u± z . It can be
easily checked that for large κ±
χL ∝ 1
(κ+ − κ−)2κ+ κ− and χ
T ∝ 1
(κ+ + κ−)2
Considering (52) we have that κ± =
~
qv0
(
ω ± q
2
2m~
)
, and therefore the above asymptotic behavior is
quite different from (26), which means that the continuity hypothesis in Theorem 1 is not fulfilled.
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5.5 Relativistic quantum degenerate electron gas
The dielectric functions εL(q, ω) and εT (q, ω) of an electron gas in a quantum electrodynamics frame-
work (for real positive values of q and ω) were derived by Jancovici [16]. He gave separately the real and
imaginary parts, respectively equations (A.1) and (A.1’) in [16], for the longitudinal dielectric function,
and (A.4) and (A.4’) for the transverse function.
The analytic extension of the longitudinal dielectric function to complex q and ω is
εL = εL0 +
2e2
3pi
(
4q20y1
q2
− log 1 + y1
µ0
)
+A log
Q+
Q−
+B log
N+
N−
+ C log
P+
P−
where ~ = 1, q0 is the Fermi momentum, µ0 = m/q0, y21 = 1 + µ20,
A =
e2(q2 − ω2 − 2m2)
6pi(q2 − ω2)
√
q2 − ω2 + 4m2
q2 − ω2
Qλ =
[
(q2 − ω2)q0y1 + λq0
√
(q2 − ω2)(q2 − ω2 + 4m2)
]2 − 4m4ω2 , λ = ±1
B =
e2ω
piq3
(
q2
4
− ω
2
12
− q20y21
)
, Nλ = 4q
2
0(q + λωy1)
2 − (q2 − ω2)2
C =
e2q0y1
piq3
[
2
3
q20y
2
1 −
1
2
(q2 − ω2)
]
, Pλ =
[
2qq0 + λ(q
2 − ω2)]2 − 4ω2q20y21
εL0 = 1 +
e2
3pi
(
5
3
− 4q
2
0µ
2
0
q2 − ω2
)
− 4A ln
(√
q2 − ω2
4m2
+
√
q2 − ω2 + 4m2
4m2
)
which, for the sake of convenience, we translate into the dimensionless variables
z =
q
2q0
, u =
ω
2 q0
, µ0 =
m
~q0
, µ2 = u2 − z2 and y1 =
√
1 + µ20 , (55)
and, after some manipulation, we obtain
εL = εL0 +
2e2
3pi
(
y1
z2
− log 1 + y1
µ0
)
+A log
M+
M−
+
∑
λ=±
Bλ log
nλ+
nλ−
(56)
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with
Mλ = − µ
4
0z
2
(z2 − u2)2 +
1− λy1
√
z2 − u2 + µ20
z2 − u2
2 , λ = ±1 (57)
A =
e2
(
z2 − u2 − µ20/2
)
6pi(z2 − u2)
√
z2 − u2 + µ20
z2 − u2 (58)
Bλ =
e2
12piz3
[
(y1 + λu))
3 − 3z2(y1 + λu)
]
(59)
nλσ = u(u+ λy1)− z(z + σ) , λ, σ = ±1 (60)
and
εL0 = 1 +
e2
3pi
(
5
3
− µ
2
0
z2 − u2
)
− 4A ln
√
z2 − u2 +
√
z2 − u2 + µ20
µ0
(61)
Consider now (56) as a function of the complex variables z and u. The possible singularities are
pole at z = 0, which is a false singularity as is revealed by the Taylor expansion (Mathematica)
εL = 1 +
5e2
9pi
+
e2 (µ0 − y1)
3pi u2
− 2e
2
3pi
ln
1 + y1
µ0
+
e2 (µ20 + 2u
2)
√
u2 − µ20
6pi u3
×
[
−2 ln
√−u2 +
√
−u2 + µ20
µ0
+ ln
u− y1
√
u2 − µ20
u+ y1
√
u2 − µ20
]
+O(z2)
This has a singularity at u = 0 but, as z = 0 as well, this implies that there is a singularity at
u = z = 0 or, equivalently, at u± = 0 which is outside the region Im (u±) > 0 .
pole (or branch point) at u2 − z2 = u+u− = 0 , which is outside the region Im (u±) > 0 .
branch points at nλσ = 0 . Introducing now
y1 = µ0 cosh ζ , 1 = µ0 sinh ζ and u± = u± z ,
this can be written as
nλσ =
(
u+ +
λµ0
2
e−λσζ
) (
u− +
λµ0
2
eλσζ
)
− µ
2
0
4
= 0
which, putting
u+ +
λ
2
µ0 e
−σλζ = a+ i b and u− +
λ
2
µ0 e
σλζ = c+ i d ,
leads to
ac− bd = 1
4
µ20 , ad+ bc = 0
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This implies that
a = −c b
d
and − c2 b
d
− bd = 1
4
µ20 ,
which is impossible in the region Im (u±) > 0 , i. e. b > 0 and d > 0 .
branch points at M± = 0 . It can be easily proved that (57) factors as
Mλ = (y1x+ − λy+) (y1x− − λy−) , λ = ±1
where
xσ = z + σu
√
z2 − u2 + µ20
z2 − u2 , yσ = u+ σz
√
z2 − u2 + µ20
z2 − u2 , σ = ±1 (62)
Hence Mλ = 0 amounts to yσ = σλy1xσ , for someσ = ±1.
As y2σ − x2σ ≡ µ20 , the latter implies that yσ = ρy1 and xσ = τ where ρ, τ = ±1. Substituting
this into the definitions (62), we arrive at u(u− ρy1)− z(z − τ) = 0 , or
n−ρ−τ = 0 , for some ρ, τ = ±1
which, as seen before, has no solutions in the region Im (u±) > 0 .
branch points at u2 − z2 − µ20 = 0 . This amounts to u+u− = µ20 , which has no roots in the region
Im (u±) > 0 .
As for the transverse function, from equations (A.4) and (A.4’) in ref. [16], in terms of the dimen-
sionless variables (55) we have that
εT = εL +
2e2y1u
2
piz2(z2 − u2) +
∑
λ=±
Fλ log
nλ+
nλ−
(63)
with
Fλ =
e2(y1 + λu)
8piz
[
−(y1 + λu)
2
z2
+
z2 − u2 + µ20
z2 − u2
]
(64)
As seen before, the singularities u2 − z2 = 0 and nλσ = 0 lie outside the region Im (u±) = 0 , and
the Taylor expansion around z = 0 yields
εT − εL = −e
2y1
u2
+O(z2)
which presents no singularities in the region Im (u±) > 0 .
As for the asymptotic behavior of εL and εT for large k± = ω±q , it is dominated by the logarithmic
term in (61) and
εL0 ≈ −
e2
3pi
log(k+k−)
which disagrees with the asymptotic behavior (26), whence it can be concluded that the derivatives of
the function G(u+, u−) do not fulfill the continuity hypothesis of Theorem 1 (for N = 2).
18
6 Conclusion
We have studied the consequences of the condition of causality on the general form of the dielectric func-
tion ε(q, ω) of an isotropic medium described within the linear response approximation (or, alternatively,
the susceptibility function). Due to the fact that we are beyond the optical approximation —ε depends on
both wave vector and frequency— the electric polarization, the effect, at one point x and a given instant
of time t depends on the values of the electric field, the causes, at space points other than x. Hence the
response of the medium involves signals propagating from the causes to the effect and causality requires
that this signals do not travel faster than light in vacuum.
As a consequence, the extension of the dielectric function when the variables q and ω are allowed to
take complex values must be analityc in the region |Im (q)| < Im (ω) . Furthermore, by using asymp-
totic theorems for Laplace integrals, we also derive the behavior of ε for large values of q ± ω under
the assumption that it does not start abruptly al the boundary |Im (q)| = Im (ω) . We then apply the
Cauchy integral formula to derive the extension of Kramers-Kronig relations to this kind of causality
at a distance2. The analiticity conditions here derived are to be taken as a quality test to be passed by
any proposal of dielectric function to become acceptable on the basis of causality. Finally, and as an
application, we have successfully tested several dielectric functions that are found in the literature for
different microscopic models of an electron gas.
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Appendix
To determine the asymptotic behavior of the double Laplace integral
g(s+, s−) =
∫
R+2
du+ du−G(u+, u−)e−s+u
+−s−u−
for large values of s± we shall prove theorem 1.
Consider DU,V = [0, U ]× [0, V ] and define
g(U, V, s) =
∫
DU,V
du e−s·uG(u) =
∫ U
0
du+ e−s+u
+
∫ V
0
du− e−s−u
−
G(u+, u−) (65)
It is obvious that g(s+, s−) = lim
U,V→∞
g(U, V, s+, s−) .
An integration by parts with respect to u− yields
g(U, V, s) =
1
s−
∫ U
0
dt e−s+tG(t, 0+)− e
−s−V
s−
∫ U
0
dt e−s+tG(t, V )+
1
s−
∫
DU,V
du e−s·uG(0,1)(u)
2Recall that the optical approximation, where Kramers-Kronig relations apply, only involves local causality, as the polar-
ization in one place only depends on the electric field at that same place
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By the hypothesis of theorem 1, the integral in the second term on the r.h.s. is bounded if Re (s±) > a± ,
hence the limit for U, V →∞ yields
g(s) =
1
s−
∫ ∞
0
dt e−s+tG(t, 0+) +
1
s−
∫
R+2
du e−s·uG(0,1)(u) (66)
and, by iterating (66) as many times as permitted by the differentiability of G, we prove the following
Lemma 1. Assuming the hypothesis of theorem 1,
g(s) =
N−1∑
k=0
∫ ∞
0
dt e−s+t
G(0,k)(t, 0+)
sk+1−
+ gN (s) (67)
with Re (s±) > a± and
gN (s) =
1
sN−
∫
R+2
du e−s·uG(0,N)(u)
Notice also that for j + l ≤ N the hypothesis of theorem 1 implies that it exists Mjl such that∣∣∣G(j,l)(u)e−a−u−−a+u+∣∣∣ < Mjl , and therefore∣∣∣∣∫
R+2
G(j,l)(u)e−a·u du
∣∣∣∣ < ∫
R+2
Mjl
∣∣∣e−(s−a)·u∣∣∣ du = Mjl
(ρ+ − a+)(ρ− − a−)
where ρ± = Re (s±) > a±. In particular, for j = 0 and l = N , we have that
|gN (λs)| < M0N
λN |s−|N (λρ+ − a+)(λρ− − a−)
whence it follows that gN (λs) = o(λ−N−1) , that is lim
λ→∞
gN (λs)λ
N+1 = 0 .
To complete the proof of theorem 1 we must evaluate each term in the sum in the r.h.s. of equation
(67). By a result in ref. [15] we have that, under the conditions of the hypothesis,∫ ∞
0
dt e−s+tG(0,k)(t, 0+) =
N−k∑
l=0
G(l,k)(0+, 0+)
sl+1+
+ o
(
1
sN−k+
)
which, substituted in (67) leads to the sought result
g(λs+, λs−) =
N−1∑
k=0
N−k∑
l=0
G(l,k)(0+, 0+)
λl+k+2sl+1+ s
k+1
−
+ o(λ−N−1) , ∀λ ∈ R+
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