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Resumen
Se presenta como extensio´n del ca´lculo proposicional cla´sico, el sistema deduc-
tivo LT: lo´gica de las tautolog´ıas. En el sistema LT, se formalizan las nociones
meta-lo´gicas de tautolog´ıa, contradiccio´n, satisfacible, refutable y contingen-
cia. El sistema LT, es caracterizado con una sema´ntica al estilo Kripke, y
puede ser visto como una extensio´n del sistema de lo´gica modal S5.
Palabras claves: Tautolog´ıa, contradiccio´n, contingencia, lo´gica modal, mun-
dos posibles.
Abstract
Is presented as extension of classical propositional calculus, the deductive sys-
tem LT: logic of the tautologies. In the LT system, the meta-logical notions
of tautology, contradiction, refutable and contingency are formalized. The LT
system, is characterized as a Kripke-style semantic, and can be seen as an
extension of the modal logic system S5.
Key words: Tautology, contradiction, contingency, modal logic, possible
worlds.
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Resumo
Apresenta-se como extensa˜o do ca´lculo propocicional cla´ssico, o sistema de-
dutivo LT: lo´gica das tautologias. No sistema LT, formalizam-se as noc¸o˜es
meta-lo´gicas de tautologia, contradic¸a˜o, satisfat´ıvel, refuta´vel e contingeˆncia.
O sistema LT, e´ caraterizado com uma sema´ntica ao estilo Kripke, e pode ser
visto como uma extensa˜o do sistema de lo´gica modal S5.
Palavras chaves: Tautologia, contradic¸a˜o, contingeˆncia, lo´gical modal, mun-
dos poss´ıveis.
1 Presentacio´n
Con el ca´lculo proposicional cla´sico CP, los enunciados que tienen las siguien-
tes estructuras: si lo uno entonces lo otro, lo primero y lo segundo, esto o aque-
llo, eso no, y esto si y solamente si aquello; se formalizan mediante los conec-
tivos lo´gicos: condicional, conjuncio´n, disyuncio´n, negacio´n y bicondicional
respectivamente. Adema´s, CP se encuentra caracterizado por una sema´ntica
de valores de verdad, donde cada fo´rmula es verdadera o falsa pero no ver-
dadera y falsa, y en la cual se da una interpretacio´n precisa de los conectivos,
de tal manera que, el valor de verdad de una fo´rmula se determina a partir
de los valores de verdad de sus sub-fo´rmulas ato´micas.
Dada una fo´rmula, a cada posible combinacio´n de los valores de verdad de
las fo´rmulas ato´micas que figuran en ella se le llama una asignacio´n. Se dice
que una fo´rmula es una tautolog´ıa si y solamente si es verdadera para cada
posible asignacio´n, una fo´rmula es una contradiccio´n si y solamente si es falsa
para cada posible asignacio´n, una fo´rmula es satisfacible si y solamente si es
verdadera para alguna asignacio´n, una fo´rmula es refutable si y solamente si es
falsa para alguna asignacio´n, una fo´rmula es una contingencia si y solamente
si es verdadera para alguna asignacio´n y falsa para otra. Resulta que los
teoremas del ca´lculo proposicional cla´sico son las tautolog´ıas y solo ellas.
Para detalles ver [1] y [2].
En este trabajo se presenta como extensio´n del ca´lculo proposicional cla´sico,
el sistema deductivo LT. LT es la lo´gica de las tautolog´ıas. En el sistema LT, se
formalizan las nociones meta-lo´gicas de tautolog´ıa, contradiccio´n, satisfacible,
refutable y contingencia. El sistema LT, es caracterizado con una sema´ntica
al estilo Kripke, y puede ser visto como una extensio´n del sistema de lo´gica
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modal S5 (ver [3]). Las pruebas de validez y completitud, son presentadas de
forma detallada.
El sistema LT se obtiene a partir de CP, pidiendo que los teoremas de
CP sean tautolog´ıas, que la conjuncio´n de literales disjuntos (afirmacio´n o
negacio´n de formulas ato´micas diferentes) sea una contingencia, que la regla
de inferencia Modus Ponens preserve las tautolog´ıas, y que las tautolog´ıas sean
verdaderas. Se agregan axiomas que permitan simplificar adecuadamente los
anidamientos o secuencias de los operadores de tautolog´ıa, contradiccio´n, sa-
tisfacible, refutable y contingencia. Los modelos para el sistema deductivo LT,
son conjuntos de mundos posibles al estilo Kripke (ver [4]), donde del mundo
actual (en el cual se determina si una fo´rmula es tautolog´ıa, contradiccio´n,
satisfacible, refutable, verdadera o falsa), se accede a mundos posibles en los
cuales se representan las asignaciones de valores de verdad.
2 Sistema deductivo
El lenguaje del sistema LT, consta de un conjunto enumerable de fo´rmulas
ato´micas; de los conectivos binarios →, ∨, ∧, ↔; el conectivo unario ∼; y un
conectivo unario + (operador de validez o tautolog´ıa).
Definicio´n 2.1 (Literales y operadores de verdad).
Si P es una fo´rmula ato´mica, se dice que P y ∼ P son literales (los literales
asociados a P ). Los literales L y T son asociados si existe una fo´rmula ato´mica
P tal que L y T son asociados a P . Los literales L1, . . ., Ln son disjuntos si
para cada i, j tales que 1 ≤ i < j ≤ n, Li y Lj no son asociados.
La fo´rmula X es una contradiccio´n, denotado ¬X, si su negacio´n es una
tautolog´ıa, es decir, ¬X ↔ + ∼ X. La fo´rmula X es refutable, denotado −X,
si no es una tautolog´ıa, es decir, −X ↔∼ +X. La fo´rmula X es satisfacible,
denotado •X, si no es una contradiccio´n, es decir, •X ↔∼ ¬X. La fo´rmula
X es una contingencia, denotado ∗X, si es satisfacible y refutable, es decir,
∗X ↔ (•X ∧−X). Los operadores +, ¬, −, • y ∗ son llamados operadores de
verdad.
El sistema LT, lo´gica de de las tautolog´ıas, consta de los siguientes axio-
mas:
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Ax•1 •(L1 ∧ . . . ∧ Lk), donde L1, . . . , Ln son literales disjuntos.
AxCP Los teoremas del ca´lculo proposicional cla´sico CP.
MP+ +(X → Y )→ (+X → +Y ).
AxR X → •X.
AxT −¬X → •X.
AxE −X → ¬+X.
El sistema LT tiene 2 reglas de inferencia:
MP modus ponens, es decir, de X y X → Y se infiere Y .
R+ regla de validez, es decir, si X es un teorema de LT entonces
+X es un teorema de LT.
Se dice que una fo´rmula X es un teorema del sistema, si y solamente si
X es la u´ltima fo´rmula de una sucesio´n finita de fo´rmulas del sistema, tales
que cada una de ellas es un axioma del sistema o se infiere de dos fo´rmulas
anteriores utilizando la regla de inferencia MP o se infiere de una fo´rmula
anterior utilizando la regla de inferencia R+. Si Γ es un conjunto de fo´rmulas
del sistema, se dice que una fo´rmulaX es un teorema del sistema a partir de Γ,
si y solamente si X es la u´ltima fo´rmula de una sucesio´n finita de fo´rmulas del
sistema, tales que cada una de ellas es un axioma del sistema o un elemento de
Γ o se infiere de dos fo´rmulas anteriores utilizando la regla de inferencia MP
o se infiere de una fo´rmula anterior, la cual es un teorema de LT, utilizando
la regla de inferencia R+.
En las pruebas de las proposiciones que se presentan ma´s adelante, se
utilizaran resultados del ca´lculo proposicional cla´sico CP. Se hara´ referencia a
estos resultados simplemente como LCP o leyes lo´gicas de CP (para detalles
de las pruebas en CP ver [1] [2]).
Como consecuencia de la definicio´n de los operadores de verdad, en la
tabla 1 se tienen algunas caracterizaciones de los mismos.
1Esto tiene como consecuencia que, si P es una fo´rmula ato´mica entonces •P y −P son
axiomas de LT. Tambie´n se tiene como consecuencia que −(L1 ∧ . . .∧Lk) es un teorema de
LT.
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Tabla 1
Todas las fo´rmulas de una misma fila son equivalentes
+X ¬ ∼ X ∼ • ∼ X ∼ −X
¬X + ∼ X ∼ •X ∼ − ∼ X
•X ∼ + ∼ X ∼ ¬X − ∼ X
−X ∼ +X ∼ ¬ ∼ X • ∼ X
∗X ∼ + ∼ X∧ ∼ +X ∼ ¬X∧ ∼ ¬ ∼ X •X ∧ • ∼ X − ∼ X ∧ −X
∼ ∗X +X ∨ ¬X −X → ¬X •X → +X
Proposicio´n 2.1 (Conjuncio´n de tautolog´ıas. +(X ∧ Y )↔ (+X ∧+Y )).
Prueba 2.1. Por LCP se tienen (X ∧ Y ) → X y (X ∧ Y ) → Y , y por R+
se afirma que +((X ∧ Y ) → X) y +((X ∧ Y ) → Y ). Utilizando el axioma
MP+ y MP se infieren +(X ∧ Y ) → +X y +(X ∧ Y ) → +Y . Utilizando
LCP se infiere +(X ∧ Y )→ (+X ∧+Y ). Para la rec´ıproca, por LCP se tiene
A → (B → (A ∧ B)). Por R+ se infiere +(A → (B → (A ∧ B))), utilizando
MP+ y MP resulta +A → +(B → (A ∧ B)), como adema´s por MP+ se
tiene +(B → (A ∧ B)) → (+B → +(A ∧ B)), entonces por LCP se obtiene
+A→ (+B → +(A ∧B)). Por lo que se infiere (+A ∧+B)→ +(A ∧B).
Proposicio´n 2.2 (Sustitucio´n por equivalencia.). Sean F (X) una fo´rmula en
la cual figura X, y F (Y ) el resultado de cambiar en F (X) alguna ocurrencia
de X por Y .
a. De X ↔ Y se deduce +X ↔ +Y .
b. De X ↔ Y se infiere F (X)↔ F (Y ).
Prueba 2.2. Para la parte a, supo´ngase que X ↔ Y , por equivalencia mate-
rial resulta (X → Y )∧(Y → X), y por R+ se infiere +((X → Y )∧(Y → X)),
por la proposicio´n 2.1 se obtiene +(X → Y ) ∧+(Y → X), utilizando LCP y
el axioma MP+ se genera (+X → +Y )∧ (+Y → +X), finalmente, utilizando
LCP se concluye +X ↔ +Y . (Utilizando las definiciones de los operadores
de verdad, tambie´n se siguen •X ↔ •Y , −X ↔ −Y y ¬X ↔ ¬Y ).
La parte b, se sigue de la parte a, teniendo en cuenta que la equivalencia
se preserva con los dema´s conectivos, para detalles ver [1] [2].
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3 Sema´ntica
Definicio´n 3.1 (Marco). La terna (S,M,R) es un marco si y solamente
si M es un elemento del conjunto S, R es una relacio´n binaria sobre S. Los
elementos de S son llamadosmundos posibles, el mundo posibleM es elmundo
actual, y R es la relacio´n de accesibilidad.
En un marco (S,M,R), para K, N y F elementos de S, se satisfacen las
siguientes restricciones:
RR. Para cada K, KRK.
RE. Si KRN y KRF entonces NRF .
RT. Si KRN y NRF entonces KRF .
Definicio´n 3.2 (Modelo). Sea (S,M,R) un marco y F el conjunto de las
fo´rmulas. (S,M,R, V ) es un modelo si y solamente si V es una funcio´n (va-
luacio´n) de S×F en {0, 1} la cual satisface las siguientes reglas o condiciones:
SeanD un elemento de S, P una fo´rmula ato´mica, X y Y fo´rmulas arbitrarias,
V at. V (D,P ) = 1 o´ V (D,P ) = 0.
V ∼ V (D,∼ X) = 1 ⇐⇒ V (D,X) = 0.
V ∧ V (D,X ∧ Y ) = 1 ⇐⇒ V (D,X) = 1 = V (D,Y ).
V ∨ V (D,X ∨ Y ) = 0 ⇐⇒ V (D,X) = 0 = V (D,Y ).
V → V (D,X → Y ) = 0 ⇐⇒ V (D,X) = 1 y V (D,Y ) = 0.
V ↔ V (D,X ↔ Y ) = 1 ⇐⇒ V (D,X) = V (D,Y ).
V+ V (D,+X) = 1 ⇐⇒ (∀N ∈ S)(DRN ⇒ V (N,X) = 1).
V L Para cada mundo D en S, y para cada secuencia L1, . . . , Lk
de literales disjuntos, existe un mundo N en S, tal que, DRN
y V (N,L1 ∧ . . . ∧ Lk) = 1
2.
2Esto tiene como consecuencia que, para cada fo´rmula ato´mica Q y para cada mundo K
en S, existen mundos N y D en S, tales que, KRN , KRD, V (N,Q) = 1 y V (D,Q) = 0.
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Proposicio´n 3.1. Caracterizacio´n sema´ntica de los operadores de verdad.
En un modelo (S,M,R, V ).
V ¬. V (M,¬Z) = 1 ⇐⇒ (∀N ∈ S)(MRN ⇒ V (N,Z) = 0).
V •. V (M, •Z) = 1 ⇐⇒ (∃N ∈ S)(MRN y V (N,Z) = 1).
V−. V (M,−Z) = 1 ⇐⇒ (∃N ∈ S)(MRN y V (N,Z) = 0).
V ∗. V (M, ∗Z) = 1 ⇐⇒ (∃N ∈ S)(MRN y V (N,Z) = 1)
y (∃D ∈ S)(MRD y V (D,Z) = 0).
Prueba 3.1. De V+ se tiene que, V (M,+ ∼ Z) = 1 ⇐⇒ (∀N ∈
S)(MRN ⇒ V (N,∼ Z) = 1). Utilizando la definicio´n de contradiccio´n y la
regla V ∼ se infiere que V (M,¬Z) = 1 ⇐⇒ (∀N ∈ S)(MRN ⇒ V (N,Z) =
0), por lo tanto V ¬.
De V+ se tiene que, V (M,+ ∼ Z) = 1 ⇐⇒ (∀N ∈ S)(MRN ⇒
V (N,∼ Z) = 1). Por lo que, V (M,+ ∼ Z) = 0 ⇐⇒ (∃N ∈ S)(MRN y
V (N,∼ Z) = 0), lo cual por V ∼ y la definicio´n de satisfacible significa que
V (M, •Z) = 1 ⇐⇒ (∃N ∈ S)(MRN y V (N,Z) = 1), por lo tanto V •.
De V • se tiene que, V (M, • ∼ Z) = 1 ⇐⇒ (∃N ∈ S)(MRN y V (N,∼
Z) = 1). Lo cual por V ∼ y las definiciones de satisfacible y refutable, implica
que V (M,−Z) = 1 ⇐⇒ (∃N ∈ S)(MRN y V (N,Z) = 0), por lo tanto, V−.
Finalmente, observar que V ∗ es consecuencia inmediata de V • y V−.
4 Validez
Definicio´n 4.1 (Validez). Sea X una fo´rmula. X es verdadera en el modelo
(S,M,R, V ) si y solo si V (M,X) = 1. X es va´lida si y solo si X es verdadera
en todo modelo.
Definicio´n 4.2 (Cadena).
Dado un marco (S,Ma, R), donde Ma, Na−1, . . . , Et+2,Dt+1, Gt, son mun-
dos posibles diferentes en S y Ma es el mundo actual. Se dice que C =
MaNa−1 . . . Et+2Dt+1Gt es una cadena, cuando se tienen
MaRNa−1, . . . , Et+2RDt+1 y Dt+1RGt.
Resulta entonces que una fo´rmula X no es va´lida si y solamente si exis-
te un modelo M = (S,M,R, V ), en el cual X no es verdadera, es decir
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V (M,X) = 0. Por lo que, si la fo´rmula X no es va´lida, utilizando las re-
glas de las valuaciones, a partir de V (M,X) = 0, se construye un modelo
M = (S,M,R, V ) que refute la validez de la fo´rmula X, este modelo es llama-
do modelo refutador. Pero si la fo´rmula X es va´lida, entonces la construccio´n
del modelo refutador fracasara´, puesto que, en alguno de los mundos posi-
bles (bien sea M o un mundo generado por la aplicacio´n de las reglas) del
modelo en construccio´n se presentara´ una inconsistencia3. Cuando fracasa la
construccio´n del modelo refutador, entonces se genera una cadena de mundos
posibles C = M . . .N . . . D tal que en D se presenta una inconsistencia, es
decir, para alguna fo´rmula Z, V (D,Z) = 1 y V (D,Z) = 0. En este caso se
dice que la cadena C es inconsistente.
En resumen, para probar la validez de una fo´rmula X, se supone que la
fo´rmula X no es va´lida, es decir, es falsa en el mundo actual M de un modelo,
y a partir de esta informacio´n se construye el modelo refutador. Si tal modelo
no existe entonces se concluye que la fo´rmula X es va´lida.
Proposicio´n 4.1 (Preservacio´n de la validez).
a. Si X es va´lida entonces +X es va´lida.
b. Si X y X → Y son va´lidas entonces Y tambie´n es va´lida.
Prueba 4.1. Para la parte a, supo´ngase que +X no va´lida, por lo que existe
un modelo refutador de +X, MO = (S,M,R, V ) tal que +X no es verdadera
en MO, es decir V (M,+X) = 0, por la regla V+ resulta que existe un
mundo posible N tal que MRN y V (N,X) = 0. El modelo MO se encuentra
formado por cadenas consistentes de la forma MN . . . D, y adema´s en el
mundo M la fo´rmula +X toma el valor 0, y en el mundo N la fo´rmula X
toma el valor 0. A partir del modelo refutador MO de +X se construye un
modelo refutador MO′ de la fo´rmula X de la siguiente manera: se toma como
mundo actual del modelo MO′ el mundo N , como resultado se obtiene el
modelo MO′ = (S,N,R, V ), el cual por construccio´n se encuentra formado
por cadenas consistentes N . . .D, lo que significa que MO′ es un modelo, y
adema´s en el mundo actual N la fo´rmula X toma el valor 0, por lo tanto MO′
es un modelo refutador de la fo´rmula X, es decir X no es verdadera en el
modelo MO′, por lo que X no es va´lida. De lo anterior se concluye que si +X
3La forma como se construye el modelo refutador, puede ser apreciada en la prueba de
la proposicio´n 4.2.
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no es va´lida entonces X no es va´lida, es decir, si Xes va´lida entonces +X es
va´lida.
Para la parte b, supo´ngase que X y X → Y son va´lidas. Si Y no es va´lida,
entonces existe un modelo tal que, en el mundo actual M , V (M,Y ) = 0.
Como X y X → Y son va´lidas, entonces V (M,X → Y ) = 1 y V (M,X) = 1,
por la regla V → de V (M,Y ) = 0 y V (M,X → Y ) = 1 resulta V (M,X) = 0
lo cual es imposible. Por lo tanto Y es va´lida.
Proposicio´n 4.2 (Validez de los axiomas). Si X es un axioma de LT entonces
X es va´lida.
Prueba 4.2 (Validez de los axiomas). En el primer caso, si X es un teorema
de CP, utilizando las reglas V at, V ∼, V ∧, V ∨, V → y V ↔, y procediendo
como es habitual para la validez del ca´lculo proposicional cla´sico (para detalles
del caso cla´sico ver [1] [2]), se concluye que X es va´lida.
En el segundo caso, X es de la forma +(Y → Z)→ (+Y → +Z). Si esta
fo´rmula no fuese va´lida, entonces existir´ıa un modelo tal que en el mundo
actual M , V (M,+(Y → Z)→ (+Y → +Z)) = 0, lo cual segu´n la regla V →
significa V (M,+(Y → Z)) = 1 y V (M,+Y → +Z) = 0, y de nuevo por la
misma regla se obtienen V (M,+Y ) = 1 y V (M,+Z) = 0, de esta u´ltima por la
regla V+ se infiere la existencia de un mundoN , tal queMRN y V (N,Z) = 0,
y como V (M,+(Y → Z)) = 1, por V+ se infiere V (N,Y → Z) = 1, y
como V (M,+Y ) = 1, por V+ se obtiene V (N,Y ) = 1, y como ya se tiene
V (N,Y → Z) = 1, por V → se genera V (N,Z) = 1, pero esto es imposible.
Por lo tanto, +(Y → Z)→ (+Y → +Z) es va´lida.
En el tercer caso X es de la forma Z → •Z. Si esta fo´rmula no fuese
va´lida, entonces existir´ıa un modelo tal que en el mundo actual M , V (M,Z →
•Z) = 0, lo cual segu´n la regla V → significa V (M,Z) = 1 y V (M, •Z) = 0,
es decir V (M,∼ + ∼ Z) = 0, resultando que V (M,+ ∼ Z) = 1, utilizando
la restriccio´n RR se tiene MRM , resultando que V (M,∼ Z) = 1, es decir
V (M,Z) = 0, lo cual no es el caso. Por lo tanto, Z → •Z es va´lida.
En el cuarto caso X es de la forma −¬Z → •Z. Si esta fo´rmula no
fuese va´lida, entonces existir´ıa un modelo tal que en el mundo actual M ,
V (M,−¬Z → •Z) = 0, lo cual segu´n las regla V → significa V (M,−¬Z) = 1
y V (M, •Z) = 0, es decir V (M,∼ + ∼ Z) = 0 y entonces V (M,+ ∼ Z) = 1,
utilizando la regla V− resulta que existe un mundo N , tal que MRN , y en el
cual V (N,¬Z) = 0, por la regla V ¬ resulta que existe un mundo S, tal que
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NRS, y en el cual V (S,Z) = 1, pero por la restriccio´n RT se obtiene MRS,
por lo que se infiere V (S,∼ Z) = 1, es decir V (S,Z) = 0, lo cual es imposible,
por lo tanto, −¬Z → •Z es va´lida.
En el quinto caso X es de la forma −Z → ¬ + Z. Si esta fo´rmula no
fuese va´lida, entonces existir´ıa un modelo tal que en el mundo actual M ,
V (M,−Z → ¬+ Z) = 0, lo cual segu´n la regla V → significa V (M,−Z) = 1
y V (M,¬+Z) = 0, utilizando la regla V− se infiere la existencia de un mundo
N , tal que MRN y V (N,Z) = 0, adema´s por la regla V ¬ resulta que existe
un mundo S, tal que MRS y V (S,+Z) = 1, utilizando la restriccio´n RE se
obtiene SRN resultando que V (N,Z) = 1, lo cual es imposible, por lo tanto,
−Z → ¬+ Z es va´lida.
Finalmente, en el sexto caso X es de la forma •(L1 ∧ . . . ∧ Lk) donde
L1, . . . , Lk son literales disjuntos. SiX no es va´lida, entonces existe un modelo,
tal que en el mundo actual M , V (M, •(L1 ∧ . . . ∧ Lk)) = 0. Por la regla V L,
existe un mundo N , tal que MRN , y en el cual V (N,L1 ∧ . . . ∧ Lk) = 1,
pero como MRN y V (M, •(L1 ∧ . . . ∧ Lk)) = 0, por la regla V • resulta que
V (N,L1 ∧ . . . ∧ Lk) = 0, lo cual no es el caso. Por lo tanto, •(L1 ∧ . . . ∧ Lk)
es va´lida.
Proposicio´n 4.3 (Validez de LT). Si X es un teorema de LT entonces X es
va´lida.
Prueba 4.3. Supo´ngase que X es un teorema de LT, se prueba que X es
va´lida por induccio´n sobre la longitud L de la demostracio´n de X en LT.
Paso Base L = 1. Si la longitud de la demostracio´n de X en LT es 1 entonces,
X es un axioma de LT, lo cual por la proposicio´n 4.2 significa que X es va´lida.
Paso de induccio´n. Como hipo´tesis inductiva se tiene que para cada fo´rmula Y ,
si Y es un teorema de LT y la longitud de la demostracio´n de Y tiene longitud
menor que L (donde L > 1) entonces Y es va´lida. Si X es un teorema de LT y
la longitud de la demostracio´n de X es L entonces, X es un axioma de LT, o
X es consecuencia de aplicar MP en pasos anteriores de la demostracio´n o X
es consecuencia de aplicar la regla R+ en un paso anterior de la demostracio´n.
En el primer caso se procede como en el caso base. En el segundo caso se tienen
en LT, para alguna fo´rmula Y , demostraciones de Y y de Y → X, donde la
longitud de ambas demostraciones es menor que L, utilizando la hipo´tesis
inductiva se infiere que Y y Y → X son va´lidas, y por la proposicio´n 4.1b,
resulta que X es va´lida. En el tercer caso basta utilizar la proposicio´n 4.1a.
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5 Completitud
Definicio´n 5.1 (Extensio´n consistente y completa). Una extensio´n de un
sistema deductivo, se obtiene alterando el conjunto de axiomas de tal manera
que, todos los teoremas del sistema sigan siendo teoremas, y que las reglas de
inferencia de la extensio´n coincidan con las del sistema deductivo. Espec´ıfi-
camente, una extensio´n E de LT, se obtiene an˜adiendo como nuevos axiomas
un conjunto de fo´rmulas Γ, donde, una fo´rmula X es un teorema de E, si y
solamente si, X es la u´ltima fo´rmula de una sucesio´n finita de fo´rmulas, tales
que, cada una de ellas es un axioma de LT o un elemento de Γ o se infiere de
dos fo´rmulas anteriores utilizando la regla de inferencia MP o se infiere de una
fo´rmula anterior, la cual es un teorema de LT, utilizando la regla de inferencia
R+ (en consecuencia los teoremas de LT son teoremas de E). O de manera
equivalente, una extensio´n E de LT, tiene como axiomas a los teoremas de
LT junto con un conjunto de fo´rmulas Γ, las cuales no son teoremas de LT,
donde, una fo´rmula X es un teorema de E, si y solamente si, X es la u´ltima
fo´rmula de una sucesio´n finita de fo´rmulas, tales que, cada una de ellas es
un teorema de LT o un elemento de Γ o se infiere de dos fo´rmulas anteriores
utilizando la regla de inferencia MP (no se utiliza la regla de inferencia R+).
Una extensio´n es consistente si no existe ninguna fo´rmula X tal que tanto X
como ∼ X sean teoremas de la extensio´n. Un conjunto de fo´rmulas es incon-
sistente si de ellas se deriva una contradiccio´n, es decir, si se deriva Z∧ ∼ Z
para alguna fo´rmula Z. Una extensio´n es completa si para toda fo´rmula X,
del lenguaje de la extensio´n, o bien X o bien ∼ X es teorema de la extensio´n.
Para llegar a la prueba de completitud en la proposicio´n 5.7, se siguen las
directrices dadas por Henkin en The completeness of the first order functional
calculus [5], por Kripke en Semantical analysis of modal logic [4] y por Kaplan
en Review of Kripke [6], para probar la completitud de la lo´gica de primer
orden y del sistema modal T.
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Proposicio´n 5.1. Extensio´n consistente de LT.
a. LT es consistente.
b. Sea E una extensio´n consistente de LT. E∪{X} es consistente o E∪{∼ X}
es consistente.
c. Si E es una extensio´n de LT, X no es teorema de E y Ex = E ∪ {∼ X},
entonces, Ex es consistente.
Prueba 5.1. Para la parte a, supo´ngase que LT no fuese consistente, por lo
que debe existir una fo´rmula X tal que tanto X como ∼ X sean teoremas.
Entonces por la proposicio´n 4.3, tanto X como ∼ X son fo´rmulas va´lidas,
pero esto es imposible, ya que si ∼ X es una fo´rmula va´lida, entonces para
todo modelo (S,M,R, V ), se tienen V (M,∼ X) = 1, es decir, segu´n V ∼,
V (M,X) = 0, por lo que X no puede ser va´lida, lo cual no es el caso. Por lo
tanto, LT es consistente.
Para la parte b. Sea E = TLT ∪Γ, donde TLT es el conjunto de teoremas
de LT y Γ es un conjunto de no teoremas de LT. Si E ∪ {X} es inconsistente
entonces de E = TLT ∪ Γ ∪ {X} se deduce Y ∧ ∼ Y para alguna fo´rmula Y ,
por lo que existen A1, . . . , An, en Γ, tales que de TLT ∪ {A1, . . . , An} ∪ {X}
se deduce Y ∧ ∼ Y , es decir, de TLT ∪{A1, . . . , An,X} se deduce Y ∧ ∼ Y , lo
cual por LCP significa que de TLT se deduce ∼ (A1 ∧ . . .∧An ∧X), es decir,
en LT se tiene que ∼ (A1 ∧ . . . ∧ An ∧X), donde A1, . . . , An esta´n en E. De
manera similar, si E∪{∼ X} es inconsistente, entonces existen B1, . . . , Bk en
E, tales que en LT se tiene ∼ (B1 ∧ . . . ∧ Bn∧ ∼ X). De estos resultados se
infieren (A1 ∧ . . . ∧ An) →∼ X y (B1 ∧ . . . ∧ Bk)→ X, por lo que se deduce
∼ (A1 ∧ . . . ∧ An ∧ B1 . . . ∧ Bk), y como A1, . . . , An, B1, . . . , Bk esta´n en E,
se concluye que E es inconsistente.
Para la parte c, si Ex = E ∪ {∼ X} es inconsistente, entonces existen
A1, . . . , An en E, tales que en LT ∼ (A1 ∧ . . . ∧ An∧ ∼ X), es decir, (A1 ∧
. . .∧An)→ X, y como A1, . . . , An, esta´n en E, se concluye que X es teorema
de E.
Proposicio´n 5.2 (Extensio´n consistente y completa). Si E es una extensio´n
consistente de LT entonces existe una extensio´n consistente y completa de E.
|108 Ingenier´ıa y Ciencia, ing. cienc. ISSN 1794–9165
Manuel Sierra–Aristiza´bal
Prueba 5.2. Sea X0,X1,X2, . . . una enumeracio´n de todas las fo´rmulas de
LT. Se construye una sucesio´n J0, J1, J2, . . . de extensiones de E como sigue:
Sea J0 = E. En general, dado t ≥ 1, para construir Jt a partir de Jt−1,
se procede de la siguiente manera: si Jt−1 ∪ {Xt−1} es consistente entonces
Jt = Jt−1 ∪ {Xt−1}, y si Jt−1 ∪ {Xt−1} es inconsistente entonces
Jt = Jt−1 ∪ {∼ Xt−1}.
Se tiene que E es consistente, es decir, J0 es consistente. Dado t ≥ 1,
si Jt−1 es consistente, entonces, por la proposicio´n 5.1b, Jt es consistente.
As´ı pues, por induccio´n, todo Jt es consistente. Se define ahora J , como aque-
lla extensio´n de E, la cual tiene como axiomas a aquellas fo´rmulas que son
axiomas de al menos uno de los Jt.
Se probara´ que J es consistente. Supo´ngase lo contrario, por lo que, existe
una fo´rmula X tal que, tanto X como ∼ X son teoremas de J , ahora bien,
las demostraciones de X y ∼ X en J son sucesiones finitas de fo´rmulas, de
modo que cada demostracio´n solamente puede contener casos particulares de
un nu´mero finito de axiomas de J , por lo que, debe existir un t suficientemente
grande, para que todos estos axiomas utilizados sean axiomas de Jt, se deduce
que tanto X como ∼ X son teoremas de Jt, lo cual es imposible ya que Jt es
consistente. Por lo tanto J es consistente.
Para probar que J es completo, sea X una fo´rmula de LT, por lo que X
debe aparecer en la lista X0,X1,X2, . . . supo´ngase que X es Xk. Si Jk ∪{Xk}
es consistente entonces Xk esta´ en Jk+1, y por lo tanto tambie´n esta´ en J ,
y si Jk ∪ {∼ Xk} es consistente entonces ∼ Xk esta´ en Jk+1, y por lo tanto
tambie´n esta´ en J . Se concluye que J es completo.
Proposicio´n 5.3 (Consistencia subordinada). Si {+Z1, . . . ,+Zk, •Y } es con-
sistente entonces {Z1, . . . , Zk, Y } es consistente.
Prueba 5.3. Supo´ngase que {Z1, . . . , Zk, Y } es inconsistente, por lo que ∼
(Z1∧ . . .∧Zk∧Y ), lo cual por LCP significa, (Z1∧ . . .∧Zk)→∼ Y . Utilizando
R+ resulta que +((Z1∧. . .∧Zk)→∼ Y ), por MP+ se infiere +(Z1∧. . .∧Zk)→
+ ∼ Y , por la proposicio´n 2.1 se obtiene (+Z1∧ . . .∧+Zk)→ + ∼ Y , lo cual,
por LCP y la definicio´n de satisfacible equivale a ∼ (+Z1 ∧ . . . ∧+Zk ∧ •Y ),
por lo que {+Z1, . . . ,+Zk, •Y } es inconsistente.
Definicio´n 5.2 (Subordinado). Sean E y F extensiones consistentes y com-
pletas de LT. Se dice que F es subordinado de E si y solamente si existe una
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fo´rmula Z tal que, •Z en E y Z esta´ en F , y adema´s para cada fo´rmula W ,
si +W esta´ en E entonces W esta´ en F .
Proposicio´n 5.4 (Extensio´n subordinada consistente y completa).
a. Para E una extensio´n consistente y completa de LT, si •X esta´ en E,
entonces, existe una extensio´n consistente y completa F de LT tal que
X ∈ F y F subordinada de E.
b. Si E una extensio´n consistente y completa de LT, entonces, existe una
extensio´n consistente y completa F de LT tal que F subordinada de E.
Prueba 5.4. Para la parte a, sea X una fo´rmula tal que •X esta´ en E.
Sea EX = {X} ∪ {Z : +Z esta´ en E}, entonces por la proposicio´n 5.3, EX
tambie´n es consistente. Al adicionar a EX los axiomas de LT y todas sus
consecuencias, se obtiene una extensio´n de LT que incluye a EX , utilizando la
proposicio´n 5.2, se construye una extensio´n consistente y completa F de LT
la cual incluye a EX . Como X esta´ en EX , tambie´n esta´ en F . Si +W esta´ en
E, por definicio´n W esta´ en EX , por lo que W esta´ en F . Por lo tanto, F es
subordinado de E.
La parte b, es consecuencia de la parte a, al tener en cuenta que, por LCP
y AxR, en LT se tiene •(P → P ).
Proposicio´n 5.5 (Propiedades de la subordinacion). Para E, F y G exten-
siones consistentes y completas de LT.
a. Si F es subordinado de E, y G es subordinado de F , entonces G es subor-
dinado de E.
b. Si F es subordinado de E, y G es subordinado de E, entonces G es subor-
dinado de F .
c. F es subordinado de F .
Prueba 5.5. Para la parte a, supo´ngase que G es subordinado de F y F
es subordinado de E. Como G es subordinado de F entonces existe en F
una fo´rmula •Z tal que Z esta´ en G. Si •Z no esta´ en E, entonces al ser
una extensio´n completa, ∼ •Z s´ı debe estarlo, adema´s por AxT se tiene que
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−¬Z → •Z esta´ en E, por lo que ∼ −¬Z, es decir ++ ∼ Z tambie´n esta´ en
E, y al ser F subordinado de E resulta que + ∼ Z esta´ en F , lo cual significa
que ∼ •Z esta´ en F , pero esto es imposible ya que F es consistente. Por lo
que, •Z esta´ en E.
Sea W una fo´rmula, tal que +W esta´ en E, es decir ∼ • ∼W esta´ en E,
utilizando AxT −¬ ∼ W → • ∼ W , resulta que ∼ −¬ ∼ W esta´ en E, por
lo que + +W esta´ en E, y como F es subordinado de E, se infiere que +W
esta´ en F , como adema´s, G es subordinado de F , entonces W esta´ en G. En
resumen, existe una fo´rmula •Z en E tal que para cada fo´rmula +W en E se
tiene que Z y W esta´n en G, y por lo tanto, G es subordinado de E.
Para la parte b, supo´ngase que F es subordinado de E y G es subordinado
de E. Como G es subordinado de E entonces existe en E una fo´rmula •Z tal
que Z esta´ en G. Como •Z esta´ en E, es decir − ∼ Z esta´ en E, utilizando
AxE − ∼ Z → ¬+ ∼ Z, resulta que ¬+ ∼ Z esta´ en E, lo cual significa que
+ • Z esta´ en E, y como F es un subordinado de E entonces •Z esta´ en F .
Supo´ngase que +W esta´ en F . Si +W no esta´ en E, entonces ∼ +W
esta´ en E, es decir −W esta´ en E, utilizando AxE −W → ¬ +W , se infiere
que ¬+W esta´ en E, o sea que + ∼ +W esta´ en E, pero al ser F subordinado
de E se tiene que∼ +W esta´ en F , lo cual es imposible ya que F es consistente,
y por lo tanto, +W esta´ en E, y como G es subordinado de E entonces W
esta´ en G. Se concluye que, para cada +W en F resulta que W esta´ en G. En
resumen, existe una fo´rmula •Z en F tal que para cada fo´rmula +W en F se
tiene que Z y W esta´n en G, y por lo tanto, G es subordinado de F .
Para la parte c, sea X la fo´rmula P → P , por lo que en LT se tiene X,
y como por AxR se tiene X → •X, resulta •X, por lo que X y •X esta´n en
F . Supo´ngase que +W esta´ en F , por AxR en F se tiene ∼ W → • ∼ W ,
es decir +W → W , resultando que W tambie´n esta´ en F . Por lo tanto, F
subordinada de F .
Proposicio´n 5.6 (Construccio´n de un modelo). Si E′ es una extensio´n con-
sistente de LT, entonces existe un modelo en el cual todo teorema de E′ es
verdadero.
Prueba 5.6. Se define el marco (S,ME,R) de la siguiente manera: sean
E,F,G, . . ., extensiones consistentes y completas de E′ (E la inicial y las
dema´s subordinadas), presentadas en las proposiciones 5.2 y 5.4. A cada ex-
tensio´n F , se le asocia un mundo posible MF , sean S el conjunto de tales
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mundos posibles y ME el mundo actual. La relacio´n de accesibilidad R se
construye as´ı: MFRMG si y solamente si G es subordinado de F .
Asociado al marco (S,ME,R), se define el candidato a modelo M =
(S,ME,R, V ) sobre las fo´rmulas de LT haciendo para cada MF en S y para
cada fo´rmula X, V (MF,X) = 1 si X esta´ en F , y V (MF,X) = 0 si ∼ X
esta´ en F , donde F es la extensio´n consistente y completa asociada a MF .
No´tese que V es una funcio´n, por ser F consistente y completa. Ahora bien,
ya que F es consistente, entonces V (MF,X) 6= V (MF,∼ X) y por lo tanto,
V (MF,X) = 1 ⇐⇒ V (MF,∼ X) = 0, por lo que se satisface la definicio´n
V ∼. Para afirmar que M es un modelo, se debe garantizar que para cada
uno de los conectivos, V satisface la definicio´n de valuacio´n.
Para el caso del condicional, se tiene la siguiente cadena de equivalencias:
V (MF,X → Y ) = 0, es decir ∼ (X → Y ) esta´ en F , o sea queX∧ ∼ Y esta´ en
F , resultando que X y ∼ Y esta´n en F , lo cual significa que V (MF,X) = 1
y V (MF,Y ) = 0, por lo que se satisface la definicio´n V →.
Para el caso de la conjuncio´n, se tiene la siguiente cadena de equivalencias:
V (MF,X ∧ Y ) = 1, es decir X ∧ Y esta´ en F , por lo que X y Y esta´n en F ,
lo cual significa que V (MF,X) = 1 y V (MF,Y ) = 1, por lo que se satisface
la definicio´n V ∧.
Para el caso de la disyuncio´n, se tiene la siguiente cadena de equivalencias:
V (MF,X∨Y ) = 0, es decir ∼ (X∨Y ) esta´ en F , o sea que ∼ X∧ ∼ Y esta´ en
F , de donde ∼ X y ∼ Y esta´n en F , es decir V (MF,X) = 0 y V (MF,Y ) = 0,
por lo que se satisface la definicio´n V ∨.
Para el caso del bicondicional, se tiene la siguiente secuencia de equivalen-
cias: V (MF,X ↔ Y ) = 1, es decir X ↔ Y esta´ en F , por lo que (X ∧Y )∨ (∼
X∧ ∼ Y ) esta´ en F , lo que significa V (MF, (X ∧ Y ) ∨ (∼ X∧ ∼ Y )) = 1,
o de otra forma V (MF,X ∧ Y ) = 1 o V (MF,∼ X∧ ∼ Y ) = 1, es decir,
V (MF,X) = V (MF,Y ) = 1 o V (MF,X) = V (MF,Y ) = 0, o dicho de otra
manera V (MF,X) = V (MF,Y ), por lo que se satisface la definicio´n V ↔.
Para el caso de la regla V+, donde MF es un mundo asociado a F ,
MG es un mundo asociado a G. Supo´ngase que V (MF,+Z) = 1, por lo
que +Z esta´ en F . Si MFRMG, entonces G es subordinada de F y Z
esta´ en G, resultando que V (MG,Z) = 1. Se ha probado de esta manera
que V (MF,+Z) = 1⇒ (∀MG ∈ S)(MFRMG⇒ V (MG,Z) = 1).
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Para probar la rec´ıproca, supo´ngase que (∀MG ∈ S)(MFRMG⇒ V (MG,Z) =
1). Si V (MF,+Z) = 0, entonces al ser MF el mundo asociado a la extensio´n
consistente y completa F resulta que ∼ +Z esta´ en F , por lo que • ∼ Z
esta´ en F . Por la proposicio´n 5.4 existe una extensio´n consistente y com-
pleta G subordinada de F tal que ∼ Z esta´ en G. Como MG es el mundo
asociado a G, entonces MFRMG, lo cual, por el supuesto inicial implica
V (MG,Z) = 1, es decir Z esta´ en G, resultando que G es inconsistente, lo
cual no es el caso. Por lo tanto, V (MF,+Z) = 1. Se ha probado de esta
manera que (∀MG ∈ S)(MFRMG⇒ V (MG,Z) = 1)⇒ V (MF,+Z) = 1.
Para el caso de la regla V L, sea MF un mundo, y sea F la extensio´n
consistente y completa de LT asociada. Si L1, . . . , Lk es una secuencia de
literales disjuntos, por Ax•. se tiene que •(L1∧ . . .∧Lk) esta´ en F , lo cual por
la proposicio´n 5.4 implica que existe G una extensio´n consistente y completa
de LT tal que, L1 ∧ . . . ∧ Lk esta´ en G y G es subordinada de F , resultando
que MFRMG donde MG es el mundo asociado a G, y como L1 ∧ . . . ∧ Ln
esta´ en G entonces V (MG,L1 ∧ . . . ∧ Lk) = 1.
Con base en el ana´lisis anterior, y teniendo en cuenta que las reglas RR,
RE y RT, se encuentran garantizadas por la proposicio´n 5.5 y la forma en que
se construye el modelo, se concluye finalmente que V es una valuacio´n, y por
lo tanto, M es un modelo.
Para finalizar la prueba, sea X un teorema de E′, por lo que X esta´ en
E. Por lo tanto, utilizando la definicio´n de V resulta que V (ME,X) = 1, es
decir, X es verdadera en el modelo M = (S,ME,R, V ).
Proposicio´n 5.7 (Completitud de LT). Si X es va´lida entonces X es un
teorema de LT.
Prueba 5.7. Sea X una fo´rmula de LT. Si X no es un teorema, entonces,
por la proposicio´n 5.1c, la extensio´n E′, obtenida an˜adiendo ∼ X como nuevo
axioma, es consistente. As´ı pues, segu´n la proposicio´n 5.6, existe un modelo
M tal que todo teorema de E′ es verdadero en M , y como ∼ X es un teorema
de E′, entonces ∼ X es verdadero en M , es decir, X es falso en M , y por
lo tanto, X no es va´lida. Se ha probado de esta forma que, si X no es un
teorema de LT entonces X no es va´lida, o dicho de otra manera, si X es
va´lida entonces X es un teorema de LT.
Proposicio´n 5.8 (Caracterizacio´n sema´ntica de LT). X es va´lida si y sola-
mente si X es un teorema de LT.
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Prueba 5.8. Consecuencia de las proposiciones 4.3 y 5.7.
6 Interpretacio´n cano´nica
En la tabla 2, se presenta el comportamiento de los operadores de verdad con
los conectivos binarios usuales en LT. Observar que los resultados satisfacen
plenamente la interpretacio´n cano´nica de los operadores de verdad (la forma
como se prueban estos resultados se ilustra en la proposicio´n 6.1).
Tabla 2
+(X ∧ Y )↔ (+X ∧+Y ) (+X ∨+Y ) 7→4 +(X ∨ Y )
(¬X ∨+Y ) 7→ +(X → Y ) [(¬X ∧ ¬Y ) ∨ (+X ∧+Y )] 7→ +(X ↔ Y )
(¬X ∨ ¬Y ) 7→ ¬(X ∧ Y ) ¬(X ∨ Y )↔ (¬X ∧ ¬Y )
¬(X → Y )↔ (+X ∧ ¬Y ) [(+X ∧ ¬Y ) ∨ (¬X ∧+Y )] 7→ ¬(X ↔ Y )
•(X ∧ Y ) 7→ (•X ∧ •Y ) •(X ∨ Y )↔ (•X ∨ •Y )
•(X → Y )↔ (−X ∨ •Y ) •(X ↔ Y )↔ [•(X ∧ Y ) ∨−(X ∨ Y )]
−(X ∧ Y )↔ (−X ∨ −Y ) −(X ∨ Y ) 7→ (−X ∧−Y )
−(X → Y ) 7→ (•X ∧ −Y ) −(X ↔ Y ) 7→ [(•X ∧ −Y ) ∨ (−X ∧ •Y )]
−(X → Y )↔ •(X∧ ∼ Y ) −(X ↔ Y )↔ [•(X∧ ∼ Y ) ∨ •(∼ X ∧ Y )]
−(X ∨ Y )↔ •(∼ X∧ ∼ Y ) ¬(X ↔ Y )↔ [¬(X ∧ Y ) ∧+(X ∨ Y )]
Proposicio´n 6.1 (Disyuncio´n de tautolog´ıas).
a. (+X ∨+Y ) 7→ +(X ∨ Y ) y −(X ∨ Y ) 7→ (−X ∧−Y ) son teoremas de LT.
b. Si L y T son literales disjuntos entonces (+L ∨+T )↔ +(L ∨ T ) y −(L ∨
T )↔ (−L ∧ −T ) son teoremas de LT.
Prueba 6.1. Para el primer enunciado de la parte a, por LCP se tienen
X → (X ∨ Y ) y Y → (X ∨ Y ), por R+ resultan, +(X → (X ∨ Y )) y
+(Y → (X ∨ Y )), utilizando MP+ y MP se infieren +X → +(X ∨ Y ) y
+Y → +(X ∨ Y ), y por LCP resulta que (+X ∨+Y )→ +(X ∨ Y ).
Para refutar el rec´ıproco, sean X = P y Y =∼ P (donde P es una
fo´rmula ato´mica). Por LCP se tiene P∨ ∼ P , y por R+ resulta +(P∨ ∼ P ),
4A 7→ B significa que A→ B es un teorema pero B → A no es un teorema.
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adema´s, por Ax• se tienen •P y • ∼ P , por lo que se obtienen ∼ +P y
∼ + ∼ P , y como LT es consistente, no se pueden tener ni +P ni + ∼ P ,
por lo tanto,+(P∨ ∼ P )→ (+P ∨+ ∼ P ) no es un teorema. Esta fo´rmula es
refutada por el modelo con mundos M y D donde el mundo actual M accede
a M y a D, y V (D,P ) = 0 y V (M,P ) = 1.
Para el segundo enunciado de la parte a, basta notar que (+X ∨ +Y ) 7→
+(X ∨ Y ) es equivalente a ∼ +(X ∨ Y ) 7→∼ (+X ∨ +Y ), por LCP equivale
a ∼ +(X ∨ Y ) 7→ (∼ +X∧ ∼ +Y ), lo cual segu´n la definicio´n de refutable
significa −(X ∨ Y ) 7→ (−X ∧ −Y ).
Para la parte b, en la cual L y T son literales disjuntos. Supo´ngase que
+(L ∨ T ) → (+L ∨ +T ) es inva´lida, se construye el modelo refutador de
+(L∨T )→ (+L∨+T ) de la siguiente manera: Sea M el mundo actual de un
modelo que refuta +(L∨T )→ (+L∨+T ), si V (M,+(L∨T )→ (+L∨+T )) = 0
entonces, por V → resultan V (M,+(L∨T )) = 1 y V (M,+L∨+T ) = 0, lo cual
por V ∨ significa que V (M,+L) = 0 y V (M,+T ) = 0. Como V (M,+L) = 0,
por V+ se infiere la existencia de un mundo N , tal que MRN y V (N,L) = 0,
como adema´s V (M,+(L∨T )) = 1, entonces por V+ resulta V (N,L∨T ) = 1,
y aplicando V ∨ se obtiene V (N,T ) = 1. Como V (M,+T ) = 0, por V+ se
infiere la existencia de un mundo D, tal que MRD y V (D,T ) = 0. Como
adema´s V (M,+(L ∨ T )) = 1, entonces por V+ resulta V (D,L ∨ T ) = 1, y
aplicando V ∨ se obtiene V(D,L) = 1. Observar que como L y T son literales
disjuntos, entonces por la regla V L, adema´s de los mundos N y D, debe
existir otro mundo E, tal que MRE, y V (E,L) = V (E,T ) = 0, es decir
V (E,L ∨ T ) = 0, resultando que V (M,+(L ∨ T )) = 0, lo cual no es el caso,
y por lo tanto +(L ∨ T )→ (+L ∨+T ) no puede ser refutada, cuando L y T
son literales disjuntos.
Como consecuencia de la definicio´n de los operadores de verdad, en la
tabla 3 se tienen diversas presentaciones de los axiomas:
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Tabla 3
AxT +X → ++X ¬X → ¬ •X −¬X → •X
¬X → +¬X • •X → •X −+X → −X
• −X → −X +X → ¬−X
AxE ∼ +X → + ∼ +X •¬X → ¬X −X → +−X
•X → + •X −−X → +X − •X → ¬X
•+X → +X −X → ¬+X •X → ¬¬X
AxR +X 7→ X ∼ X 7→ −X ¬X 7→∼ X
X 7→ •X ∼ (¬X ∧X)
MP+ +(X → Y ) 7→ (+X → +Y ) (+X ∧ −Y ) 7→ −(X → Y ) +(X → Y ) 7→ (−Y → −X))
+(X ∨ Y ) 7→ (¬X → +Y ) +(X ∨ Y ) 7→ (−Y → •Y ) (¬X ∧ −Y ) 7→ −(X ∨ Y )
(+X ∧ •Y ) 7→ •(X ∧ Y ) +(X ∨ Y ) 7→ (•X ∨+Y )
En la tabla 4 se presenta el comportamiento de los operadores de verdad
con los literales disjuntos en LT (la forma como se prueban estos resultados
se ilustra en la proposicio´n 6.2).
Tabla 4
•(L ∧ T ) •(L ∨ T ) •(L→ T ) •(L↔ T ) •L • ∼ L
−(L ∧ T ) −(L ∨ T ) −(L→ T ) −(L↔ T ) −L − ∼ L
∗(L ∧ T ) ∗(L ∨ T ) ∗(L→ T ) ∗(L↔ T ) ∗L ∗ ∼ L
donde L y T son literales disjuntos.
Proposicio´n 6.2 (Literales contingentes). La conjuncio´n y la disyuncio´n de
literales disjuntos son satisfacibles, refutables y contingencias.
Prueba 6.2. Si L y T son literales disjuntos, por Ax• se obtiene •(L ∧ T ).
Si L y T son literales disjuntos, tambie´n lo son ∼ L y ∼ T , por Ax• resulta
•(∼ L∧ ∼ T ), lo cual por LCP significa • ∼ (L ∨ T ), es decir −(L ∨ T ).
Supo´ngase que •(L∨T ) no es va´lido, por lo que existe un modelo con mundo
actual M tal que, V (M, •(L∨T )) = 0, como L es un literal entonces, por V L
existe un mundoN , tal queMRN y V (N,L) = 1. Pero de V (M, •(L∨T )) = 0,
por V • resulta que V (N,L ∨ T ) = 0, y por V ∨ se obtiene V (N,L) = 0, lo
cual es imposible, y por lo tanto, •(L ∨ T ) es va´lido. Observar que al ser L y
T literales disjuntos, tambie´n lo son ∼ L y ∼ T , y como se acaba de probar,
resulta •(∼ L∨ ∼ T ), es decir, • ∼ (L∧T ), o sea −(L∧T ). Al ser la conjuncio´n
y la disyuncio´n satisfacibles y refutables, resulta que son contingencias.
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En la tabla 5 se presenta el comportamiento de los operadores de ver-
dad con ellos mismos (reducciones) en LT (la forma como se prueban estos
resultados se ilustra en la proposicio´n 6.3)
Tabla 5
++X ↔ +X +¬X ↔ ¬X + •X ↔ •X +−X ↔ −X + ∗X ↔ ∗X + ∼ X ↔ ¬X
¬+X ↔ −X ¬¬X ↔ •X ¬ •X ↔ ¬X ¬ −X ↔ +X ¬ ∗X ↔∼ ∗X ¬ ∼ X ↔ +X
•+X ↔ +X •¬X ↔ ¬X • •X ↔ •X • −X ↔ −X • ∗X ↔ ∗X • ∼ X ↔ −X
−+X ↔ −X −¬X ↔ •X − •X ↔ ¬X −−X ↔ +X − ∗X ↔∼ ∗X − ∼ X ↔ •X
∼ +X ↔ −X ∼ ¬X ↔ •X ∼ •X ↔ ¬X ∼ −X ↔ +X ∼ ∗X ↔ ¬ ∗X ∼∼ X ↔ X
∼ ∗+X ∼ ∗¬X ∼ ∗ •X ∼ ∗ −X ∼ ∗ ∗X ∗ ∼ X ↔ ∗X
Proposicio´n 6.3 (Reduccio´n de operadores de verdad).
a. + +X ↔ +X
b. ¬+X ↔ −X
c. • −X ↔ −X
d. −−X ↔ +X
e. ∼ ∗ −X
Prueba 6.3. Para la parte a, observar en la tabla 3 que + + X → +X
corresponde a AxR, y que la rec´ıproca corresponde a AxT. Observar que
la parte b, por la definicio´n de los operadores de verdad es equivalente a
+ ∼ +X ↔∼ +X, de la tabla 3 resulta que la implicacio´n directa corresponde
a AxR, y la rec´ıproca corresponde a AxE. De la parte a, se infiere∼ ++X ↔∼
+X, lo cual por LCP implica ∼ + ∼∼ +X ↔∼ +X, y por la definicio´n de
operadores de verdad resulta • −X ↔ −X, es decir, la parte c. Ya se obtuvo
+ ∼ +X ↔∼ +X, es decir ∼ + ∼ +X ↔ +X, y por la definicio´n de
operadores de verdad resulta la parte d. Supo´ngase que ∗−X, por definicio´n
resultan −−X y • −X, utilizando las partes d y c, se infieren +X y −X, es
decir, +X y ∼ +X, lo cual es imposible, por lo tanto, ∼ ∗ −X.
Volumen 8, nu´mero 15 117|
Lo´gica de las tautolog´ıas
7 Conclusiones
Con el axioma Ax• se esta´ garantizando que las fo´rmulas ato´micas sean con-
tingencias, adema´s la contraparte sema´ntica de este axioma, es decir la regla
V L, garantiza que en los modelos, para cada asignacio´n de valores de verdad,
exista un mundo posible en el cual, la asignacio´n se encuentra representa-
da, logra´ndose de esta manera que las fo´rmulas asociadas a las asignaciones
sean satisfacibles. Con el axioma AxR se garantiza que las tautolog´ıas sean
verdaderas: +X 7→ X, que las contradicciones sean falsas: ¬X 7→∼ X, que
las verdades sean satisfacibles: X 7→ •X, que las falsedades sean refutables:
∼ X 7→ −X, y adema´s, la contraparte sema´ntica de este axioma, es decir la
restriccio´n RR, permite refutar las rec´ıprocas. Con el axioma AxT, al cual
sema´nticamente le corresponde la restriccio´n RT, se garantiza que refutar
una tautolog´ıa es una contradiccio´n: ¬−X ↔ +X, y que satisfacer una con-
tradiccio´n es una contradiccio´n: ¬ • X ↔ ¬X. Con el axioma AxE, al cual
sema´nticamente le corresponde la restriccio´n RE, se garantiza que satisfacer
una fo´rmula satisfacible es una tautolog´ıa: + • X ↔ •X, y que refutar una
fo´rmula refutable es una tautolog´ıa: + − X ↔ −X. Con el axioma MP+,
al cual sema´nticamente le corresponde la regla V+, se garantiza que si un
condicional y su antecedente son tautolog´ıas entonces su consecuente tam-
bie´n es tautolog´ıa: [+(X → Y ) ∧ +X] → +Y , y que si una disyuncio´n es
tautolog´ıa y un disyunto es refutable entonces el otro disyunto es satisfacible:
[+(X ∨ Y ) ∧ −X] → •Y . Finalmente, cuando se construye el sistema LT, se
pide que +X sea teorema si X es un teorema, lo cual garantiza que los teore-
mas de CP sean tautolog´ıas, y en general que todos los teoremas de LT sean
tautolog´ıas. Lo anterior, reforzado por los resultados presentados en las tablas
1 a 5, permite conjeturar que las interpretaciones de tautolog´ıa, contradiccio´n,
satisfacible, refutable, contingencia, verdadero y falso, son adecuadas para los
conectivos +, ¬, •, −, ∗, y ∼, en el sistema LT.
Se sabe que el sistema de lo´gica modal S5, puede ser construido (para de-
talles ver [3]), adicionando al ca´lculo proposicional cla´sico, los axiomas MP+,
AxR, AxT, AxE y la regla R+. Por esta razo´n, LT es una extensio´n del
sistema S5. Cuando se analiza la estructura de las pruebas presentadas, se
puede afirmar que los sistemas resultantes de la eliminacio´n de uno o varios
de los axiomas AxR, AxT, AxE o Ax•, se encuentran caracterizados, por la
sema´ntica que resulta al eliminar las restricciones correspondientes.
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