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1Capítulo 1 
Introdução
1.1 Introdução
A Estimação de Estados é uma ferramenta fundamental para a modelagem em 
tempo real de sistemas de potência. O processamento de dados telemedidos repor­
tam  os valores atuais de várias variáveis do sistema, a Estimação de Estados em 
Sistemas de Potência (EESP) fornece a modelagem do sistema que é utilizada para o 
monitoramento e análise de segurança. Para demonstrar a importância da estimação 
de estados como ferramenta fundamental à moderna operação de sistemas de potên­
cia, pode-se citar que, na análise do blecaute de 11/03/1999 no Sistema Sul-Sudeste 
brasileiro, consultores internacionais recomendaram maior atenção quanto à imple­
mentação de estimadores de estados em tempo real visando aumentar a confiabilidade 
do sistema interligado [1 ].
Existe uma contínua procura de métodos que solucionem o problema de Esti­
mação de Estados em Sistemas de Potência (EESP), onde as principais caracterís­
ticas a serem melhoradas são o comportamento numérico do algoritmo e o esforço 
computacional envolvido. Dentre os métodos pesquisados, destacam-se o método da 
Equação Normal [2], métodos Ortogonais [3] e o método do Tableau Esparso [4], onde 
o método ortogonal destaca-se por sua superior robustez numérica [5]. Os métodos 
ortogonais possuem várias formas de serem implementados. Entretanto, os métodos 
baseados em rotações de Givens são evidenciados em [6] e [7] respectivamente, de­
vido ao seu comportamento numérico superior e sua competitividade em termos de 
velocidade comparado a outros métodos.
A ferramenta de EESP baseia-se nas medidas existentes e na topologia atual da 
rede para a estimação das variáveis de estados. Desta forma, erros grosseiros de 
medidas e erros de topologia (ET) na modelagem da rede devem ser identificados para 
não comprometerem o processo de estimação. Um eficiente estimador de estados deve 
ser capaz de identificar e eliminar erros grosseiros de medidas e, além disto, identificar 
os erros de topologia (ET) e indicar a correta modelagem da rede. Com maior ênfase 
do que a análise de erros grosseiros em medidas, a identificação de ET ainda requer 
pesquisa adicional, embora importantes contribuições para a solução do problema 
possam ser encontrados na literatura (ver, por exemplo) [8],[9], [10], [11],[12].
No início da década de 90, Monticelli [13],[14] propôs uma nova modelagem dos 
elementos de impedância nula, possibilitando a modelagem mais detalhada das partes
consideradas suspeitas da rede. Esta proposta tornou-se base dos novos estudos de 
identificação de ET baseados nos multiplicadores de Lagrange normalizados (MLN)
[15],[16]. Isto se reflete na formulação do estimador de estados como um problema 
de otimização, onde as informações dos status de disjuntores e chaves seccionado- 
ras são representadas como restrições de igualdade. Os multiplicadores de Lagrange 
destas informações são normalizados e utilizados para verificar a veracidade destas 
informações.
O trabalho proposto consiste na implementação de um estimador de estados or­
togonal capaz de detectar e identificar ET. A modelagem da rede dá-se a nível de 
seção de barra, onde testes de hipóteses e o Teorema de Bayes são utilizados para 
identificar a topologia correta da rede. O algoritmo proposto é testado em dois sis­
temas, sendo o primeiro um sistema de 5 barras e 6 ramos e o segundo o sistema-teste 
de 30 barras do IEEE.
1.2 R evisão Bibliográfica
1.2.1 Identificação de Erros de Topologia
O primeiro trabalho a tra ta r o assunto de identificação de ET foi proposto por 
Lugtu e outros [8 ]. Este método é heurístico e baseia-se em profundas análises dos 
efeitos resultantes dos ET sobre os resultados da estimação de estados. Os autores 
verificam que as medidas de injeção de potência nas barras terminais do ramo mal
configurado tendem a ser consideradas errôneas pelo estimador, o que pode ser usado 
como indicação do erro de topologia.
Irving e Sterling [17] propõem o aproveitamento dos dados relacionados às subes­
tações para a identificação de ET. O sistema total é dividido em vários subsistemas 
observáveis e representados a nível de subestação. Os ET nos disjuntores são identi­
ficados através de comparações nos fluxos que atravessam os mesmos.
Em [9], Clements e Davis propõem um estudo sobre os resíduos dos erros de 
medição (rm) para a verificação da detecção e identificação de ET. As relações 
existentes entre os rm e as colunas da matriz de sensibilidade dos resíduos é utilizada 
para a análise da detecção e identificação de ET.
Em [10], Wu e Liu utilizam os resíduos normalizados para detectarem ET e desta­
cam as condições necessárias à detecção e identificação destes erros.
Simões Costa e Leão [1 1 ] propõem a utilização de um algoritmo que estabelece um 
índice de correlação entre as “medidas sensíveis” e as “medidas sintomáticas” , onde 
“medidas sensíveis” são as quantidades medidas mais sensíveis a uma determinada 
anomalia e “medidas sintomáticas” são as medidas portadoras de erros grosseiros 
pelo estimador. O índice de correlação possui valores no intervalo {0 ,1 } e quanto 
mais próximo a 1 , mais susceptível fica a medida em relação à anomalia.
Em Abur e outros [12], é proposta a utilização de um estimador baseado no 
Mínimo Valor Absoluto (LAV) em dois estágios de estimação para a identificação 
de ET. No primeiro estágio, é utilizado um estimador LAV tradicional (modelagem
barra/ram o) para identificar as áreas suspeitas de possuírem elementos mal confi­
gurados. Estes elementos são modelados a nível de seção de barra [13],[14] e uma 
nova estimação é realizada. Através dos resíduos normalizados verifica-se a correta 
configuração dos status de disjuntores e erros grosseiros de medidas analógicas.
Em [18], métodos de sistemas especialistas são utilizados para a identificação de 
ET.
Mili e outros [19] propõem um método de pré-processamento para identificar ET 
e erros grosseiros de medidas. O modelo desacoplado (entre potência ativa e reativa) 
é utilizado para a solução do problema, e a detecção de barras suspeitas é realizada 
através de testes estatísticos sobre os resíduos dos fluxos estimados. Estas barras são 
modeladas a nível de seção de barra e a identificação dos ET é alcançada através dos 
resíduos normalizados dos fluxos de potências ativa e reativa estimados.
Clements e Simões Costa [15], propõem a utilização de multiplicadores de 
Lagrange normalizados (MLN) na detecção e identificação de ET, utilizando o método 
do Tableau esparso. A modelagem dos ramos de impedância nula proposta por 
Monticelli [13],[14] é utilizada. As restrições relacionadas com o status dos disjuntores 
e chaves seccionadoras são representadas como restrições de igualdade na modelagem 
do problema, e os respectivos MLN destas restrições são utilizados como ferramentas 
à detecção e identificação de ET.
Em [16], a autora investiga a observabilidade topológica e a identificação de ET 
baseados na modelagem a nível de seção de barra. O método proposto em [15] é
utilizado como base para a identificação de ET. O teste de hipóteses determina a 
probabilidade de cada combinação de status possível dos disjuntores suspeitos. Estas 
probabilidades são calculadas pela aplicação do teorema de Bayes, evitando novas 
re-estimações.
1.2.2 M étodos Ortogonais
Simões Costa e Quintana [3] propõem um método sequencial para a EESP, uti­
lizando técnicas ortogonais baseadas nas rotações de Givens sem raízes quadradas. 
As medidas são processadas uma de cada vez, fato que facilita a detecção de erros 
grosseiros de medidas, pois o somatório parcial do quadrado dos resíduos das medidas 
pode ser obtido a cada processamento. Os resíduos normalizados são utilizados na 
identificação das medidas portadoras de erros grosseiros.
Seleme [20] propõe um estimador de estados através do método ortogonal 
sequencial de Givens utilizando restrições de igualdade na modelagem das injeções 
de potência nulas. A inclusão das restrições de igualdade segue o método do espaço 
nulo da matriz de restrições de igualdade.
Vempati e outros [7] estabelecem uma ordenação das linhas e colunas das 
matrizes que recebem o processamento ortogonal, preservando a esparsidade da ma­
triz e melhorando o número de operações realizadas. A competitividade dos métodos 
de Givens é discutida e considerada compatível com relação a outros métodos de 
estimação.
Gouvêa [21] propõe a aplicação de um estimador não-linear baseado em rotações 
de Givens com restrições de igualdade e desigualdade não-lineares. Através do Método 
dos Pesos com Refinamento Iterativo [22], as restrições de igualdade são processadas. 
Por outro lado, as restrições de desigualdade recebem o processamento através de uma 
transformação do problema de Mínimos Quadrados com Restrições de Desigualdade 
em um problema do tipo Mínima Distância, que pode ser facilmente resolvido como 
um problema de Mínimos Quadrados com Restrições de Não-Negatividade.
1.3 Contribuições do Trabalho
A partir do primeiro trabalho proposto para a identificação de ET em [8], 1980, 
vários trabalhos foram propostos na tentativa de melhorar o tratamento e eliminação 
dos ET. Entretanto, nem todos os métodos alcançaram êxito em suas tentativas. Em 
decorrência deste fato, existe uma carência de métodos eficientes que identifiquem 
ET. Trabalhos recentes [15],[23],[16] abordam este assunto.
Anteriormente a esta dissertação, vários estimadores de estados baseados em méto­
dos ortogonais foram propostos. Em alguns destes [3],[24], os erros grosseiros de me­
didas são detectados e excluídos do processo de estimação. No entanto, não existem 
estimadores ortogonais que possibilitem a detecção e/ou identificação de ET.
De posse destas evidências e através do conhecimento do bom comportamento 
numérico dos métodos ortogonais, o trabalho proposto visa ajudar a preencher a la­
cuna de métodos ortogonais eficientes que identificam ET. Um estimador de estados
baseado no método de rotações de Givens é utilizado para representar a modelagem 
da rede a nível de seção de barra. Desta forma, as informações dos status dos disjun­
tores e chaves seccionadoras podem ser representadas. Após a estimação, os resíduos 
normalizados destas informações indicam os elementos suspeitos e testes de hipóteses 
são utilizados para indicar a probabilidade de cada combinação possível dos status 
destes elementos. A probabilidade de cada hipótese é encontrada através da aplicação 
do Teorema de Bayes, evitando-se desta forma novas estimações de estados. Dentre 
todos os valores de probabilidades, o maior valor encontrado indica a combinação 
de status que recebe maior respaldo do conjunto de medidas em tempo real, o que 
determina a hipótese considerada correta.
1.4 Posicionam ento do Trabalho na M etodologia  
para Identificação de Erros de Topologia
Em [12],[25] e [26], é sugerido que a identificação de ET deve seguir quatro fases:
1,. Identificação da região do sistema de potência suspeita de conter ET (deno­
minada “zona de anomalia” em [26]). Esta identificação utiliza a modelagem 
barra/ram o do sistema completo;
2. As subestações consideradas suspeitas (no item 1 ) são modeladas a nível de 
seção de barra [13],[14], ou seja, representam-se os elementos de impedância 
nula destas barras;
3. Com o modelo detalhado do item 2 (denominado “sub-rede relevante” em [26]) 
procede-se à identificação da correta condição de operação dos elementos de 
impedância nula;
4. A condição de operação dos elementos de impedância nula identificada como 
correta no item 3 é repassada ao modelo completo do sistema e uma nova 
estimação de estados é executada.
0  presente trabalho é aplicado na determinação da correta condição de operação 
dos elementos de impedância nula, executando o item 3, ou seja, este trabalho parte da 
modelagem a nível de seção de barra [13],[14] das subestações consideradas suspeitas 
(identificadas por uma metodologia auxiliar, como por exemplo [26]) e finaliza com a 
determinação da correta condição de operação da mesma.
1.5 Organização da D issertação
Os Capítulos 2 e 3 fazem uma revisão dos conceitos que fornecem suporte à 
realização desta dissertação. O Capítulo 4 contém os novos conceitos encontrados 
no desenrolar deste trabalho. Em seguida, no Capítulo 5 os resultados obtidos são 
apresentados, onde a metodologia proposta é aplicada à dois sistemas-teste.
O Capítulo 2 realiza uma revisão da EESP. Conceitos básicos, mas importantes ao 
entendimento desta ferramenta, são revisados. A modelagem do estimador como um 
problema de otimização e sua formulação através do algoritmo dos mínimos quadrados
ponderados também são descritas. Em seguida, os principais métodos de solução 
empregados são apresentados. Ao final deste capítulo, a modelagem dos elementos 
de impedância nula proposta por Monticelli [13], [14] é descrita.
No Capítulo 3 os métodos de detecção e identificação de ET baseados no método 
do Tableau esparso, propostos em [15],[16], são apresentados. Os efeitos de criticidade 
de medidas e/ou restrições na identificação de ET são observados. As diferenças mais 
acentuadas entre as propostas de [15] e [16] são descritas.
O Capítulo 4 exibe os conceitos relativos à estimadores ortogonais. Inicialmente 
apresenta-se a formulação destes estimadores e a inclusão das restrições de igualdade 
[22] nesta formulação. A representação das restrições operacionais e estruturais, bem 
como a inclusão das informações a priori são demonstradas. A detecção dos ET é 
apresentada, mediante cálculo dos resíduos normalizados. Finalmente, uma metodolo­
gia para a identificação de ET através de métodos ortogonais é proposta, suas fer­
ramentas auxiliares (teste de hipóteses e teorema de Bayes) também são apresentadas.
No Capítulo 5 encontram-se os resultados da aplicação do método proposto no 
Capítulo 4 aos sistemas-teste. A qualidade e eficácia do método proposto face à sua 
aplicação aos sistemas-teste são discutidas. Um breve comentário destes resultados 
também é apresentado.
No Capítulo 6 listam-se as conclusões e sugestões para trabalhos futuros.
Finalmente, no Apêndice A é apresentado o Estimador de Estados Linearizado, no 
Apêndice B encontra-se a comprovação entre a igualdade dos resíduos normalizados
10
e os MLN, o Apêndice C descreve o algoritmo do Método dos Pesos com Refina­
mento Iterativo (utilizado neste estudo) e no Apêndice D é apresentado os dados dos 
sistemas-teste.
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Capítulo 2 
Estim ação de Estados em  Sistem as 
de Potência
2.1 Introdução
Os Estimadores de Estado contribuem para uma operação mais segura dos Sis­
temas de Potência, já  que possibilitam a atualização em tempo real das variáveis 
relevantes do sistema, estimadas a partir das medidas contidas no plano de medição.
Dada a importância da Estimação de Estados em Sistemas de Potência (EESP) nos 
Centros de Operação do Sistema, o assunto tem sido alvo constante de pesquisas que 
visam propor métodos mais eficientes de solução e buscam melhorar as características 
dos estimadores de estado, tais como robustez numérica, capacidade de processamento 
de erros grosseiros e ET, identificação de transações bilaterais não-reveladas, etc.
Este capítulo é composto por uma sucinta apresentação dos conceitos básicos 
necessários à introdução da teoria de EESP, dos métodos de solução mais enfatizados 
na literatura e da forma como são utilizadas pelo estimador as informações adquiridas 
nas subestações e enviadas para processamento nos Centros de Operação através de 
sistemas de telemetria.
2.2 C onceitos Básicos
Para a compreensão mais clara da metodologia de EESP, faz-se necessário a in­
trodução de alguns conceitos básicos.
Telemedidas [27]
São todas as informações obtidas em tempo real, através de medidores analógicos 
ou digitais, sobre quantidades físicas contínuas (fluxos e injeções de potência, tensões 
nas barras) ou binárias (posição de chaves e disjuntores) do sistema. Estas telemedidas 
constituem a base de dados em tempo real do sistema.
Pseudomedidas [27]
São informações sobre as variáveis do sistema que não são obtidas em tempo real 
através do sistema de telemedição. Por exemplo, injeções nulas de potência em barras 
de passagem e valores de tensão, fluxos ou injeções obtidos de execuções prévias do 
estimador de estados, etc., podem ser tratadas como pseudomedidas.
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Estados [27]
São variáveis que possibilitam o conhecimento de todas as demais quantidades 
físicas de interesse para a operação do sistema. Em sistemas de potência, as variáveis 
de estado são tradicionalmente definidas como sendo as tensões complexas nas barras.
Informações a priori [28]
Informações a priori são as informações prévias sobre os valores das variáveis de 
estado do sistema de potência. As informações a priori podem ser modeladas como 
variáveis aleatórias, cuja variância traduz a incerteza sobre seus valores. Por exemplo, 
para um sistema estável em regime permanente é possível supor que os ângulos das 
tensões complexas das barras devem pertencer ao intervalo [ 7r/2 , -7t/2 ]  rad..
Plano de medição [29]
E o conjunto de todas as telemedidas e pseudomedidas a serem processadas pelo 
estimador de estados. A qualidade do plano de medição depende da redundância das 
medidas e de sua distribuição sobre o sistema. Um bom plano de medição proporciona 
uma base de dados mais rica e confiável para a EESP, aumentando a capacidade de 
processamento de erros grosseiros e/ou de ET do estimador.
Observabilidade [30], [31] , [?]
Um sistema de potência é observável em relação a um dado plano de medição 
quando é possível se estimar todas as variáveis de estado do sistema a partir do proces­
samento das medidas contidas no plano de medição. A observabilidade está rela­
cionada com a qualidade do plano de medição adotado.
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Medidas Críticas [3i],[32]
Uma medida é considerada crítica quando sua ausência do plano de medição im­
plica na não-observabilidade do sistema.
Conjunto Crítico [3i],[32]
Um conjunto de medidas é considerado crítico quando a perda de qualquer uma 
das medidas do conjunto, torna críticas todas as demais medidas do mesmo.
2.3 Estim adores Baseados no M étodo dos 
M ínim os Quadrados
Os estimadores de estados de sistemas de potência podem ser baseados em dife­
rentes algoritmos, tais como:
• Método dos mínimos quadrados ponderados;
•  Algoritmo de mínimo valor absoluto;
•  Outros.
Neste trabalho, serão considerados apenas estimadores baseados no método dos 
mínimos quadrados ponderados, pois este é o método mais utilizado na EESP. Sua 
formulação está apresentada abaixo e será utilizada como base de todos os métodos 
de solução apresentados neste capítulo.
Definindo-se m como o número de medidas, N  como o número de barras do sistema 
de potência e n = (2 * N ) - 1  o número de estados do sistema, o modelo de medição 
pode ser descrito genericamente por:
zm = zo + r) (2 .1 )
onde
zm : vetor (m x 1 ) de medidas que compõem o plano de medição; 
zq : vetor ( m x l )  com os valores reais das quantidades medidas; 
rj : vetor ( m x l )  dos erros de medição.
Considerando-se uma distribuição Normal dos erros de medição, e que um erro de 
medição % em uma determinada medida % não afeta o valor de outra medida k 
então rji e r]k são variáveis aleatórias não-correlacionadas.
Utilizando o operador expectância -£{•}, isto pode ser escrito como:
E{v, >/*} = 0 (2.2)
Consequentemente, a matriz de covariância dos erros de medição R m será 
diagonal, isto é:
E{rj r)T} = R m = diag{ a\, a j , ..., a (2.3)
onde cx\ é a variância da medida i.
O vetor zq pode ser expresso em termo das variáveis de estado x  através do 
vetor m x l  de funções não-lineares hm(x). O modelo de medição (2 .1 ) pode então 
ser escrito em termos dos estados como:
Zm ~  -\- T] (2-4)
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0  problema dos mínimos quadrados ponderados é formulado como um problema 
de otimização, cuja função-objetivo é dada por [2 ]:
M in  [zm -  hm(x)\T R - 1 [zm -  hm(x)\ (2-5)
onde hm(x) é o vetor de funções não-lineares (m x 1 ) que relaciona as quantidades 
medidas às variáveis de estado e x  é o vetor ( n x l )  com os valores estimados dos 
estados.
A ponderação da função objetivo é realizada pela matriz i ? “ 1 cujos elementos 
diagonais são iguais ao inverso da variância de cada medidor. Ou seja, quanto mais 
preciso for o medidor, menor é o valor do cr* e consequentemente maior o valor de 
R ^ u -  Desta forma os medidores que fornecem medidas mais confiáveis recebem maior 
peso na formulação do problema de mínimos quadrados ponderados.
2.4 M étodo da Equação Norm al
A aplicação do Método da Equação Normal à EESP foi proposto na década de 70 
[2], E também conhecido como Método de Gauss-Newton [5].
Considerando a modelagem do problema apresentado em (2.5), a formação da 
função Lagrangeana do problema irrestrito é simplesmente representada por:
J(x) = [Zm -  hm(x)]T i ? “ 1 [zm -  hm(x)\ (2.6)
Aplicando as condições de otimalidade (Ia ordem) à função Lagrangeana acima,
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obtém-se:
^ IT 1 =  0  = *  -~2H™(X) R m lZ™ -  hm(x)] = 0 (2-7)
onde
Hm(x) =  (2-8)
O  X
Como (2.7) é composta por um conjunto de equações não-lineares de difícil solução, 
o método de Newton para a solução do problema é aplicado a (2.5). Expandindo a 
função vetorial hm(x) em série de Taylor em torno de x k e truncando-a no termo de 
primeira ordem, a expressão abaixo é encontrada.
hm(x) = hm(xk) +  Hm(xk) A  x  (2.9)
onde:
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Hm{xk) = (2.10)d x
A x  =  x —x k\ (2-11)
A matriz m  x n Hm(xk) é a matriz Jacobiana do problema de estimação de 
estados. Definindo A z  como o vetor de medidas incrementais, dado por:
A z m = zm -  hm(xk) (2.12)
é então possível de definir a forma linearizada da função-objetivo como:
M in  [Azm -  Hm(xk) Ax]T R [ A z m -  Hm(xk) Ax] (2.13)
A função Lagrangeana do problema acima fica:
J(Ax)  = [Azm -  Hm(xk) Ax]T R [ A z m -  Hm(xk) Ax] (2.14)
Aplicando as condições de otimalidade (Ia ordem) à função Lagrangeana acima, 
obtém-se a seguinte relação:
=  0  = >  - 2  H l ( x l ) R - '  [Ainj -  Hm(x*) Ax] =  0 (2.15)
Após algumas manipulações algébricas, esta equação é re-escrita como:
H í ( x k) R-J Hm{xk)A x  = H l ( x k) A" 1 A z m (2.16)
A equação (2.16) é conhecida como Equação Normal de Gauss. Definindo A (xk) 
como a matriz de informação do problema, dada por:
A (xk) à  H ^ ( x k) i? - 1 Hm(xk) (2.17)
a Equação Normal de Gauss fica resumida a:
A (xk) A x  = H l ( x k) f l - 1 A z m (2.18)
O método da Equação Normal é inicializado a partir de um valor inicial do vetor 
de estados, x 1. O vetor de estados é atualizado iterativamente como:
x h+ 1  — A x  +  x k (2.19)
onde A:r é obtido pela solução de (2.16). Este processo será finalizado quando a 
norma do vetor Ax for menor que um limiar pré-determinado.
Como indicado na literatura [33],[29] o método da Equação Normal é sensível a 
problemas de estabilidade numérica. Esta característica está relacionada ao condi­
cionamento da matriz, pois o número de condicionamento de A  é aproximadamente
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igual ao quadrado do número de condicionamento da matriz Jacobiana Hm {.xk) [33], 
[5]. Portanto um condicionamento numérico ainda aceitável de Hm(xk) pode provocar 
mau condicionamento de A  e afetar a estabilidade numérica do método da Equação 
Normal.
2.4.1 Inclusão das Restrições de Igualdade
A inclusão das restrições de igualdade modifica a formulação obtida em (2.5), 
conforme abaixo [34]:
M in  [z -  hm(x)]T i? “ 1 [z -  hm(x)]
(2.20)
s.a. g(x) = 0
onde g{x) é um vetor nr  x 1 de funções não-lineares contendo as restrições de igual­
dade.
As restrições de igualdade em sistemas de potência podem incluir, por exem­
plo, as injeções nulas em barras de passagem. Como será visto na seção 2.7, estas 
restrições podem ser usadas também para modelar as posições de chaves seccionadoras 
e disjuntores de subestações.
De forma semelhante ao mencionado anteriormente, a solução deste problema 
reduz-se à solução de um conjunto de equações não-lineares. Conforme realizado em 
[35], executa-se a expansão dos vetores hm(x) e g(x) em séries de Taylor (em relação 
ao ponto xk) trucando-as no termo de primeira ordem. A função Lagrangeana é então 
formada para o problema linearizado. Aplicando as condições de otimalidade a esta
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função Lagrangeana obtém-se a solução do método da Equação Normal com restrições 
de igualdade, conforme apresentado na equação (2 .2 1 ):
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(2 .21)
H l { x k) R - i  Hm(xk) GT(xk) A x H l ( x k) R J  A zm
G(xk) 0 ................................................................................................1
■Já""'1
onde
é a matriz Jacobiana nr  x n das restrições de igualdade e
Xg é o vetor nr  x 1 de multiplicadores de Lagrange referentes às restrições.
2.5 M étodo do Tableau Esparso
Na tentativa de solucionar os problemas de condicionamento e estabilidade numéri­
ca do método da Equação Normal, métodos de soluções alternativos foram propostos, 
entre eles o método do Tableau Esparso, também conhecido como Método da Matriz 
Aumentada ou de Hachtel, e os métodos baseados em transformações ortogonais.
O método do Tableau Esparso proposto em [4], apresenta estabilidade numérica 
superior ao método da Equação Normal. Sua matriz de coeficientes é muito esparsa, 
e a utilização das técnicas de esparsidade compensa o esforço computacional exigido 
pela maior dimensão da matriz [5].
Conforme visto na seção anterior, o ponto de partida é a equação (2.5) mas com 
uma pequena modificação na formulação dos mínimos quadrados. Define-se o vetor
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rm (m x  1) como o vetor de resíduos de estimação das medidas, dado por:
Tm zm hm{x) (2.22)
Com esta definição a formulação de mínimos quadrados fica modificada para:
M in  \ r mT R ml rm 
s.o, zm /im(x) Tm 0 
A função Lagrangeana do problema formulado acima é representada por:
J(x, \ m) —rm Rm Tm Xm [ zm r m]
(2.23)
(2.24)
Aplicando as condições de otimalidade (Ia ordem) à função Lagrangeana acima, 
obtêm-se as seguintes relações:
Õ </(x,Àm) __ Q
d rm
d
d x =  0 (2.25)
O conjunto formado pelas duas últimas equações de (2.25) formam um sistema 
de funções não-lineares, e portanto deve-se aplicar o método de Newton para sua 
solução. Esta aplicação resulta no seguinte sistema matricial:
(2.26)
O método é resolvido iterativamente, onde o ponto de partida x1 é um dado de 
entrada. A solução é alcançada quando a norma de A x  for menor que um limiar 
(le -3 , por exemplo).
0 H l { x k) A x 0
H m(xk) Rm 1
6-e1*1
1
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2.5.1 Inclusão das Restrições de Igualdade
Conforme realizado no método da Equação Normal, restrições de igualdade do 
tipo injeções nulas em barras de passagem, etc., também podem ser adicionadas 
à formulação do método do Tableau Esparso. A partir de (2.23) a formulação do 
problema de mínimos quadrados sofre apenas a inclusão de uma nova restrição, con­
forme abaixo:
M in  \ r mT R ml rm
s.a. zm hm(x) Tm — 0 
-g (x )  = 0
A função Lagrangeana do problema acima é representada como:
(2.27)
J{x, ATO, Ag) rm R m rm -f- Xm [zm hm(x) rm] -)- A^  [ ^(a;)] (2.28)
A solução deste problema recai novamente em um conjunto de equações 
não-lineares. O método de Newton é mais uma vez utilizado, resultando no seguinte 
sistema matricial [4],[15]:
(2.29)-
0 H l ( x k) GT(xk) A x 0
Hm(xk) Rm 0 — Zm hm(x )
1
oo
1 . X° .
- g(xk)
Como nos casos anteriores, o método de solução é iterativo e segue as mesmas 
observações citadas anteriormente para a solução do método do Tableau sem restrições 
de igualdade.
2.5.2 Resíduos Normalizados e Multiplicadores de Lagrange 
N  or malizados
Na análise de erros grosseiros em medidas, utilizam-se os resíduos normalizados 
para detectar e identificar medidas portadoras de erros grosseiros. Os resíduos nor­
malizados são definidos como [27],[30]:
rN i =  ~7T~ (2.30)
r ii
onde Cr é a matriz de covariância dos resíduos dada por [29]:
Cr = R  — H  (Ht  i T 1 H ) - 1 H t  (2.31)
Recentemente, a utilização dos MLN vem também sendo proposta à detecção e 
identificação de erros grosseiros [15], detecção [15],[16],[36] e identificação de Erros de 
Topologia [15] e detecção de transações não-reveladas [37] em sistemas de potência.
O método do Tableau Esparso possui como característica a possibilidade de se 
obter juntamente com os valores das variáveis de estado, os valores dos multiplicadores 
de Lagrange, conforme visto em (2.26) e (2.29). Além disso, a matriz de covariância 
dos multiplicadores de Lagrange pode ser obtida através da equação (2.32) [38]:
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- E C1T C2T
A
0 H l ( x k)
1
-Sih
C l W u 5 to Hm(xk) 0
C2 W 21 w 22 G(xk) 0 0
Mostra-se em [15] e [16] que a matriz de covariância dos multiplicadores de Lagrange
(W) é formada por W n , W 1 2 , W 21 e W 2 2 , conforme abaixo:
W n  W 12
(2.33)
W 21 W 22
A partir de (2.33) e da solução de (2.29), os MLN podem ser calculados através
Mantendo-se a estrutura de (2.32), os multiplicadores de Lagrange que são norma­
lizados através dos elementos diagonais (wn) de Wn estão relacionados aos erros 
estimados das medidas, enquanto que aqueles normalizados através dos elementos 
diagonais de W 22 são relacionados às restrições de igualdade. Estes MLN podem ser 
respectivamente utilizados para identificação de erros grosseiros em medidas [15] e 
detecção de Erros de Topologia [15],[16],[36] ou de transações não-reveladas [37].
2.5.3 Inclusão das Informações a P riori
Informações prévias sobre as variáveis de estados podem ser inseridas na formu­
lação do Tableau [16] e [36]. Suponha que x é o  vetor n  x 1 de informações a priori 
sobre as variáveis de estado e que P ê  a matriz n x n  de covariância dos erros dos 
estados a priori. A nova função-objetivo do problema de EESP levando em conta as 
informações a priori é dada por:
de:
(2.34)
As informações a priori são inseridas em (2.26) e (2.29), através de simples 
modificações destas equações, resultando em [16]:
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- P ~ l H ^ ( x k) G T (xk) A x - P - 1 X
H m(x k )  R m 0 = Zm hmix  )
G ( x k) 0  0
. A *  . I
1 ?
r
i
A equação (2.36) pode facilmente ser aplicada à formulação do Tableau sem 
restrições de igualdade, apenas retirando as parcelas referente a G(xk); As ; e g(xk). A 
inclusão das informações a priori melhoram o condicionamento do método do Tableau 
Esparso, pois P - 1  é uma matriz diagonal e melhora a dominância da diagonal prin­
cipal.
2.6 M étodos O rtogonais Baseados nas R otações de 
Givens
O conhecimento da robustez numérica superior dos métodos ortogonais e a 
crescente necessidade de encontrar um método mais robusto, em relação ao método 
da equação normal levaram à investigação sobre a aplicação de métodos ortogonais à 
solução de problemas de EESP [39],[33] e [3].
Em problemas de EESP as linhas da matriz de observação armazenam as infor­
mações de cada medida ou restrição de igualdade com respeito às variáveis de estado. 
Desta forma, a utilização de métodos ortogonais que operam por linhas, como os méto­
dos baseados nas rotações de Givens [39],[3], tende a apresentar melhor desempenho 
que as variantes que operam por colunas [2 1 ]. Outro ponto que deve ser mencionado 
é que a utilização da variante sem raízes quadradas do método de Givens reduz o 
esforço computacional para a estimação dos estados [24] em relação ao método de 
Givens convencional.
A escolha do método para redução da matriz de observação utilizado neste tra ­
balho, foi baseada nas vantagens das rotações de Givens sem raizes quadradas sobre 
os demais métodos.
2.6.1 Solução Geral dos M étodos Ortogonais
Utilizando o modelo linearizado, Apêndice A, e considerando zlm como a nova 
medida a sofrer o processo de transformações ortogonais, então a representação da 
função-objetivo pode ser expressa como:
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- - 2
Hm
x  —
Zm
(2.37)
z im
onde Hm representa as linhas processadas da matriz de observação; zrn as medidas 
processadas; H %m a nova linha a ser processada da matriz de observação e | | . . . | | 2 a 
norma Euclidiana.
As transformações ortogonais possuem a propriedade de não alterar a norma 
Euclidiana das matrizes [5],[21]. Através desta propriedade, a realização de trans­
formações ortogonais em (2.37) não alteram o valor de J  (x). Estas transformações
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são realizadas conforme abaixo:
Q *
Q *
H m u
0
Zm V
Z*' é
(2.38)
(2.39)
(n x n)
(1  x n)
(n x 1 )
( l x l )
onde Q é uma matriz contendo as transformações ortogonais; U, uma matriz triangular 
superior contendo as informações de Hrn\ v, o vetor coluna contendo as informações 
dos valores das medidas e e \  um escalar.
Após a aplicação das transformações ortogonais em todas as linhas da matriz Hm, 
a determinação das variáveis de estado do problema é alcançada através da solução 
de um sistema triangular, apresentado em (2.40), que pode ser facilmente resolvido 
por substituição inversa.
U x  =  v (2.40)
2.6.2 Rotações de Givens sem Raizes Quadradas
As rotações de Givens sem raizes quadradas foram propostas em [40] e visam a 
diminuição do esforço computacional comparado ao método de Givens convencional 
[5],[24], [21]. Sua formulação básica consiste em representar a matriz U como:
U = D 1 / 2 lJ (2.41)
onde D  é uma matriz diagonal (n x n )  e [ / ,  uma matriz triangular superior unitária 
(n x  n ).
Considerando o vetor u como a i-ésima linha da matriz U de (2.38), e o vetor p 
como a nova linha da matriz de observação Hm a ser processada, dados abaixo como:
u =  [0....0 -\fd~i \fd~a ük ....\fd~ii ün+1] (2.42)
p = [0....0 V w  Pi y/w pk....y/w pn+x] (2.43)
onde w representa o peso dado a cada linha da matriz de observação (Hm) e 4  é o 
peso dado a cada linha da matriz U, igual ao i-ésimo elemento diagonal da matriz D.
Após a aplicação das rotações para zerar o i-ésimo elemento de p, os vetores u  e 
p modificados são dados como:
u' = [0....0 y/d^ ü'n+i] (2-44)
p' =  [0....0 0 Vü7 p'k....Vü? p'n+1\ (2.45)
As rotações de Givens sem raízes quadradas devem continuar a ser aplicadas a p' 
até que todos elementos deste vetor linha sejam anulados. Passa-se em seguida ao 
processamento de uma nova linha de Hm, e assim por diante, até que todas as linhas 
de Hm tenham sido rotacionadas com as linhas de U.
A coluna (n +  1 ) dos vetores v! e p' representam a informação dos valores das 
medidas, ou seja, as medidas são rotacionadas juntamente com a matriz de observação.
Posteriormente ao processamento de todas as linhas da matriz de observação, 
obtém-se um sistema triangular da forma dada pela equação (2.40), onde v é obtido 
da última coluna de U conforme abaixo:
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v = (2.46)
^n(n+l)
A estimativa dos valores das variáveis de estado x  são encontrados através da 
solução da equação (2.40). A soma da função objetivo (2.37) do problema de mínimos 
quadrados ponderados é obtida através do multiplicador d(n+\) da linha adicional de 
U, sem a necessidade de cálculos adicionais [39], [3].
2.7 Estim ação de Estados G eneralizada
Para obter a identificação de erros de topologia com maior confiabilidade, as áreas 
suspeitas do sistema elétrico de potência devem ser modelados ao nível de seção de 
barra. Para tanto, deve-se ter as informações sobre status dos disjuntores e chaves 
seccionadoras pertencentes às subestações suspeitas de conterem erros de modelagem.
Ao contrário de outros elementos do sistema, as impedâncias dos disjuntores e 
chaves seccionadoras são nulas ou infinitas se estão operando fechados e abertos, 
respectivamente. A utilização de valores pequenos ou muito grandes de impedâncias 
para aproximar o comportamento de disjuntores fechados ou abertos tende a provo­
car problemas numéricos quando tais elementos são modelados matematicamente e 
portanto não constitui uma alternativa viável [16].
Uma forma de evitar estes problemas consiste na utilização da modelagem dos
ramos de impedância nula proposta por Monticelli em [13],[14]. Esta proposta será 
utilizada neste trabalho. Seus conceitos básicos estão resumidos abaixo, onde um 
exemplo é incluído para demonstrar sua aplicação.
A Figura 2.1 representa a modelagem barra/ram o do sistema exemplo. Esta 
modelagem utiliza o conjunto de variáveis de estado convencionais (tensões complexas 
nas barras), representadas na Tabela 2.1.
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Figura 2.1: Sistema Barra-Ramo 
Tabela 2.1 - Variáveis de Estado do Modelo Barra-Ramo
Variáveis de estado Componentes
• Tensões complexas i>i, v2, v^, ói, 6 2 e 8 %
Onde Vi é o módulo e <5j o ângulo da tensão na barra i
Neste exemplo a subestação formada pelas barras 2 e 3 é considerada como sus­
peita de conter ET.
Na modelagem a nível de seção de barra da subestação correspondente às barras 2 
e 3 na Figura 2.1, faz-se necessária a representação detalhada de seus elementos. Esta 
modelagem representa todas as informações dos ramos de impedância nula contidos 
nesta subestação.
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Figura 2.2: Sistema a Nível de Seção de Barra
Conforme acontece na modelagem barra/ram o, as tensões complexas de todas as 
barras do sistema devem ser incluídas no conjunto de variáveis de estado. Supondo 
que a configuração da subestação é conforme mostrado na Figura 2.2, verifica-se 
o aparecimento de duas seções de barra (4 e 5), cujas tensões complexas devem ser 
incluídas no conjunto de variáveis de estados. Além disto, é necessário inserir os fluxos 
de potência ativa (í) e reativa (u) dos ramos chaveáveis no conjunto de variáveis de
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estado. Consequentemente, o novo conjunto de variáveis de estado é representado na 
Tabela 2.2.
Tabela 2.2 - Variáveis de Estado do Modelo a Nível de Seçao de Barra
Variáveis de estado Componentes
• Tensões complexas
• Fluxos de potência
vi) v2 , vz, v4 , ói, 6 2 , Ss, 64 e £5
Í2-4) 2^—5) Í3- 4 , 3^—5) ^2-4, ^2-5, u3-4 G «3 - 5
A inclusão destas novas grandezas no conjunto de variáveis de estado permite a 
representação exata dos elementos de impedância nula nesta nova modelagem [13], 
pois os ramos de impedância nula podem ser modelados conforme a Tabela 2.3.
Tabela 2.3 - Informação das Restrições Operacionais
Disjuntor Informação üb tida
• Aberto O fluxo de potência i — k é nulo, pois não existe “caminho”
para a sua passagem;
• Fechado As tensões complexas das barras i e k são iguais, pois não
existem perdas neste ramo.
Dois novos conceitos são introduzidos nesta modelagem: as restrições opera­
cionais, que incorporam todas as informações de status de disjuntores e chaves 
seccionadoras, e as restrições estruturais, que representam as informações 
referentes às injeções de potência nula e definições de barras de referência.
As informações sobre os ramos chaveáveis (2-4, 2-5, 3-4 e 3-5) formam as restrições 
operacionais do sistema.
A condição de operação real do sistema, apresentada na Figura 2.1, deve per­
manecer inalterada. Por este motivo, as injeções de potências ativas (P) e reativas
(Q) das seções de barra 4 e 5 devem necessariamente possuir valores nulos. Estas 
informações, mais a definição da barra de referência, formam o conjunto de restrições 
estruturais.
A Tabela 2.4 apresenta as informações contidas nas restrições operacionais e 
estruturais.
Tabela 2.4 - Conjunto das Restrições Operacionais e Estruturais 
Restrições Informações
• Operacionais
• Estruturais
disjuntor 2-4 fechado ?;2 =  v4 e 8 2  = 8 4
disjuntor 2-5 aberto •<=>• í 2- 5 =  0 e «2 - 5  =  0
disjuntor 3-4 aberto -<=>• Í3 _ 4 =  0 e ií3_ 4 =  0
disjuntor 3-5 fechado ■<=> V 3  = v 5 e 8 3  = 8 5
injeção de potência ativa P4 =  0 e P5 =  0
injeção de potência reativa <==> Q4 =  0 e Q5 = 0
barra de referência ■<==> 8 1  = 0
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Capítulo 3 
D etecção e Identificação de Erros 
de Topologia
3.1 Introdução
A operação dos sistemas elétricos de potência é responsabilidade dos centros de 
controle, cuja decisões são baseadas nas estimativas das variáveis de estado deste 
sistema. Erros nestas estimativas geralmente provocam análises não condizentes com 
as condições reais de operação e portanto as decisões resultantes podem levar a ações 
operativas inadequadas.
Erros de topologia geralmente provocam falsas estimativas para as variáveis de 
estado. Por esta razão, a detecção, identificação e correção destes erros são essenciais 
para a operação segura e confiável do sistema.
Este capítulo apresenta métodos de detecção e identificação de ET, onde propostas 
recentes para a modelagem dos ramos de impedância nula [41], [13] são utilizadas. 
Estes métodos baseiam-se na modelagem do sistema a nível de seção de barra e 
diferenciam-se entre si essencialmente quanto à metodologia empregada para a iden­
tificação dos ET.
3.2 Processam ento de Erros de Topologia através 
do M étodo do Tableau Esparso
Conforme explanado no Capítulo 2, o método do Tableau esparso possui a 
característica de fornecer os multiplicadores de Lagrange (3.1) e sua matriz de co- 
variância (3.3) sem a necessidade de efetuar cáculos adicionais após a solução do 
método.
Definindo a representação do conjunto de restrições operacionais por ha(x) e o 
conjunto de restrições estruturais por h3 (x), a modelagem do método do Tableau 
esparso utilizado em [15],[16] é representada através da equação (3.1), onde o conjunto 
de restrições de igualdade G(x) é substituído por h0 (x) e hs(x).
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- p - 1
Hm(xk) R
Hs(xk) 0
H 0 (xk) 0
0
0
0
0
0
0
A x
Am
K
A o
- P ~ l x  
'•m ~  h(xk) 
- h s(xk) 
- h0 (xk)
(3 -1)
Na equação (3.1), as matrizes Hs e H 0 são definida como: 
H0(xk) à  Z J g l
De acordo com as equações (2.32) e (2.33) do capítulo anterior, a matriz de co- 
variância W  dos multiplicadores de Lagrange é obtida conforme abaixo:
- E C l T C2T C3T _ p - 1 H l ( x k) H j ( x k)
1
-Sito
C l W u w 12 W 13 A Hm(xk) R 0 0
C2 W2i W 22 WW Hs(xk) 0 0 0
C  3 w 31 w 32 W 33 H0 (xk) 0 0 0
- i
(3.2)
w à
W n w 12 w 13
W 21 W22 w23
W 3Í £ to w 33
(3.3)
Estas características de obtenção de A e W,  agilizam a obtenção dos MLN, calcu­
lados através de (3.4), os quais são utilizados na detecção [15],[16] e identificação dos 
ET [15].
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Através de (3.1) verificamos que cada multiplicador de Lagrange corresponde a 
uma das linhas da matriz, Hm(xk), Hs(xk) e H 0 (xk), ou seja, multiplicadores de 
Lagrange referentes às medidas, às restrições estruturais e às restrições operacionais. 
Os valores dos MLN correspondentes podem ser usados na definição de testes 
estatísticos para a aceitação ou rejeição das informações contidas nestas linhas. 
Especificamente quanto aos ET, observa-se que das equações (3.2) e (3.4) os MLN 
calculados a partir dos elementos diagonais de W33 são os que traduzem a sensibilidade 
da função-objetivo às restrições referentes às posições de disjuntores, sendo portanto 
os mais adequados para a identificação deste tipo de erro de modelagem.
3.2.1 Criticidade de Medidas e Restrições
Supondo um sistema observável em relação a um dado plano de medição, os 
procedimentos para detecção e identificação de ET podem ser comprometidos por 
deficiências de redundância verificadas neste plano. Dentro destas deficiências, 
destacam-se a existência de medidas ou restrições críticas e de conjuntos de medi­
das e/ou restrições críticas [42], [5], [43].
Uma análise prévia de criticidade de informações (medidas e restrições) deve ser
realizada, com o intuito de melhorar o plano de medição atual e propiciar aos analistas 
uma antecipação dos efeitos destas deficiências sobre os valores dos MLN e resíduos 
normalizados.
Um estudo sobre as relações existentes entre as medidas críticas e o conjunto de 
medidas críticas com seus resíduos normalizados foi apresentado em [42]. Recente­
mente, um estudo sobre as relações existentes entre as medidas ou restrições críticas 
e o conjunto de medidas e/ou restrições críticas com seus MLN foi proposto em [43]. 
A Tabela 3.1 ressalta as informações relevantes para o presente trabalho.
Conforme indicado em [15] e revisto no Apêndice B, verifica-se que resíduos 
normalizados e os MLN referentes ao mesmo problema de estimação de estados são 
iguais. Portanto, as informações da Tabela 3.1 são associadas a estas variáveis.
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Tabela 3.1 - Relações das Informações com os Resíduos Normalizados e MLN
Informações Resíduos Normalizados e MLN
• Críticas Valores iguais a zero (r/v =  0);
• Conjunto crítico Os módulos dos rN 's ou MLN para todos os elementos
do conjunto crítico são iguais entre si.
Da Tabela 3.1 verifica-se que as informações críticas são impossíveis de serem de­
tectadas, pois as mesmas possuem MLN iguais a zero. Quanto a erros envolvendo 
elementos de conjuntos críticos, os mesmos podem ser detectados mas não são iden­
tificáveis, pois seus MLN são iguais entre si [43].
3.2.2 Detecção de Erros de Topologia
Na detecção de ET os MLN associados às restrições operacionais que possuam 
valores superiores a um limiar pré-estabelecido (3.0 desvios padrões por exemplo) 
indicam a existência de ET na modelagem utilizada. Além da detecção, os valores 
acima do limiar informam quais os ramos chaveáveis suspeitos à fase subsequente de 
identificação dos ET.
De acordo com [15], um único multiplicador de Lagrange normalizado acima do 
limiar indica tanto a detecção quanto a identificação do elemento erroneamente 
modelado. Em situações onde vários valores ultrapassem o limiar, a identificação dos 
elementos suspeitos é necessária pois os ET podem provocar um espalhamento dos 
erros sobre multiplicadores de Lagrange associados a outras medidas e/ou restrições.
Após a fase de detecção, segue-se a etapa de identificação dos ET. Nas seções 
seguintes, dois métodos de identificação são apresentados: o primeiro é baseado em 
um procedimento enumerativo e o segundo, mais adequado à utilização em tempo 
real, baseia-se no uso de estatística Bayesiana e testes de hipóteses.
3.3 Identificação B aseada no M étodo Enum erativo
Esta metodologia, proposta em [15], utiliza a modelagem do sistema a nível de 
seção de barra e os MLN referentes às restrições operacionais (h0 (x)) para a identifi­
cação de ET.
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A identificação dos ET ocorre através de novas estimações de estados. Cada 
re-estimação corresponde a uma nova combinação dos status dos elementos suspeitos. 
Portanto, considerando que nds é o número de disjuntores suspeitos, há (2nds — 1) 
re-estimações de estados a serem realizadas. No curso das (2nds — 1) estimações, a 
combinação para a qual todos os MLN, apresentarem valor absoluto abaixo do limiar 
será considerada a combinação correta.
Este método apresenta dificuldades para a aplicação em tempo real, pois o esforço 
computacional exigido pela sequência de novas estimações pode ser excessivo.
3.4 Identificação Baseada em  E statística  
Bayesiana
No intuito de melhorar a aplicabilidade da .identificação dos ET em tempo real, em
[16] é apresentada a proposta de utilização de estatística Bayesiana e testes de hipóte­
ses. Este método melhorou o esforço computacional em relação ao estudo anterior, 
pois não necessita de novas estimações de estado.
3.4.1 Testes de Hipóteses via Teorema de Bayes
Nos testes de hipóteses, o conjunto de status dos disjuntores suspeitos no mo­
mento da detecção do erro de topologia constitui a Hipótese Básica. As demais 
combinações destes status formam as chamadas Hipóteses Alternativas [16].
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Para exemplificar estas definições, considere três disjuntores fictícios e conside­
rados suspeitos, d l, d2 e d3, respectivamente com status aberto(A), fechado(F) e 
aberto, no momento em que é realizada a detecção do erro de topologia. Portanto, 
nds = 3, e a hipótese básica (Ho) do problema corresponde a combinação “A F A” . 
As hipóteses alternativas (Hi) representam as outras (2 nds-l) configurações possíveis, 
e estão relacionadas na Tabela 3.2
Tabela 3.2 - Hipóteses Alternativas para o Exemplo
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Disjuntores H, h 2 Hs H 4 h 5 H6 h 7
d l A A A F F F F
d2 A A F A A F F
d3 A F F A F A F
Após o esclarecimento dos conceitos de hipóteses básica e alternativas, mostra-se 
a seguir como os mesmos são empregados para a identificação da hipótese correta.
A utilização do teorema de Bayes [44] visa fornecer as probabilidades de cada 
hipótese a partir dos resultados da estimação de estados referentes à hipótese básica. 
Ou seja, tendo por base estes resultados, busca-se encontrar qual das hipóteses recebe 
maior respaldo por parte das medidas e restrições processadas pelo estimador [16]. 
Estas probabilidades são representadas por P(Hi\ z). A forma apropriada do teorema 
de Bayes que permite o cálculo de P(Hi\ z) é [44]:
_  j y  i Hi) P w
Y . U  f  I Hi) p (Hi)
onde P(Hi\ z) é a probabilidade condicional a 'posteriori da hipótese i , /  (z \ Hi) é
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a função densidade de probabilidade condicional de 2  dado que Hi é verdadeira e 
P(Hi) é a probabilidade a priori da hipótese i.
A expressão de f  (z \ Hi) , conforme deduzida em [16], é representada abaixo:
m  : número total de medidas, restrições estruturais e operacionais;
\W\ : determinante da inversa da matriz de covariância do vetor z  na hipó­
tese i, isto é, W  = (H P  H T +  R )~ \  
z : vetor contendo os valores das medidas, restrições estruturais e opera­
cionais, respectivamente [z^ 0 T 0T]r  ;
H  : matriz contendo as informações de Hrn(xk), Hs(xk) e H0^ ( x k);
x: informações a priori das variáveis de estado.
O valor de P(Hi) pode ser obtido através de distribuição binomial, e dado por:
onde nds é o número de disjuntores suspeitos; k é o  número de disjuntores suspeitos 
que tiveram os status modificados da hipótese H 0 em comparação a H{ e p  é a 
probabilidade de cada disjuntor ter seu status modificado em Hi comparado à H 0
Ao final, o maior valor de P(Hi\ z) indica a alternativa que recebe maior respaldo 
das medidas e pseudomedidas do plano de medição sendo portanto, considerada a 
nova topologia da rede.
(3.6)
onde
p m p* ( 1  -?)<"*-*> (3.7)
( p =  0.5).
Para determinar as P{Hi\ z) de cada hipótese, é necessário calcular as correspon­
dentes f  (z | H i)'s, dadas pela equação (3.6). As técnicas computacionais utilizadas 
em [45] foram adaptadas para o problema de identificação de ET [16], reduzindo o 
esforço computacional exigido para a realização desta tarefa.
A vantagem desta metodologia em relação à anterior é que a mesma não requer 
novas estimações de estados para identificar a hipótese alternativa correta. Tomando 
como exemplo a Tabela 3.2, enquanto que no Método Enumerativo há necessidade 
de, no pior caso, se realizar mais sete estimações de estados, no método baseado 
em estatísticas Bayesianas apenas as probabilidades condicionais a posteriori das 
hipóteses necessitam ser calculadas.
Testes de hipóteses baseados no teorema de Bayes foram recentemente utilizadas 
em [46], [45], [47], [37] na identificação de transações bilaterais inadvertidas e em [16] 
na identificação de ET.
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Capítulo 4 
Identificação de Erros de Topologia 
A ssociada a M étodos Ortogonais
4.1 Introdução
A base estatística para identificação de ET associada a métodos ortogonais tem 
essencialmente a mesma concepção teórica da metodologia utilizando o método do 
Tableau esparso, proposto em [16], onde testes de hipóteses baseados em estatística 
Bayesiana são utilizados. A implementação computacional, porém, difere conside­
ravelmente da utilizada em [16], já  que a formulação ortogonal empregada neste tra ­
balho tem características distintas da implementação baseada no método do Tableau 
Esparso. Este capítulo contém a formulação básica dos estimadores ortogonais, apre­
sentada no Capítulo 2 , bem como a inclusão das restrições de igualdade nesta formu-
lação. Posteriormente a contribuição desta dissertação é apresentada, a qual inclui:
(a) a representação das restrições estruturais e operacionais; (b) a inclusão das infor­
mações a priori sobre as variáveis de estado; e, (c) a principal meta deste trabalho, 
que é a identificação dos ET associada a estimadores ortogonais.
A partir deste capítulo é adotado o modelo do estimador de estados linearizado, 
onde apenas medidas de potência ativa (injeções e fluxos) são utilizadas. De acordo 
com as aproximações do estimador linearizado estas grandezas são dependentes ape­
nas das aberturas angulares nas linhas de transmissão [5]. O estimador de estados 
linearizado é resumidamente apresentado no Apêndice A.
4.2 Formulação do Estim ador de Estados
Conforme verificado no Capítulo 2 , a formulação do estimador de estados baseado 
no método dos mínimos quadrados ponderados é dada por:
J(x)  — [ Zm Hm x]T i? “ 1 [ Z m -H m  x] (4.1)
Na formulação linear, hm{x) é linear em x (x = ângulos das tensões nas barras) e 
portanto a matriz de observação Hrn é constante, onde:
d hm(x)
m — ÕO X
Considera-se que os erros de medição são independentes entre si, o que justifica o 
uso de uma forma diagonal para a matriz R m isto é,
E {nT t]} = Rm =  diag{a\, < x | , a 2m} (4.3)
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onde cr? é a variância da i-ésima medida.
Modificando a equação (4.1) conforme abaixo:
(4.4)
e como Rm = R^n pois R rn é diagonal, então:
J(x) = IR maí (zm -  Hm x)\T (zm -  Hm x)] (4.5)
Como a norma Euclidiana não se altera com a aplicação de transformações orto­
gonais [5],[21] armazenadas na matriz Q , então a equação (4.6) é verdadeira.
J(x) =  [Q R ~ ° 5 (zm -  Hm x)]1' [Q R - ° - 5 (zm -  Hm x)]- 0.5
Sendo Q definida de modo a triangularizar H rn, temos:
V
0
(n x n)
(m — n x n)
(n x 1 )
(m — n x 1 )
(4.6)
(4.7)
(4.8)
A equação (4.6) pode então ser representada por:
J(x) = (v — U x)T (v — U x) + e2 (4.9)
onde e2 é a soma dos quadrados dos resíduos de estimação [39], [3]. O valor de x  que 
minimiza J(x) é encontrado através de (4.10):
U x = v (4.10)
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onde a matriz U é triangular superior e a solução é obtida através de substituição
mversa.
4.2.1 Inclusão das Restrições de Igualdade
A inclusão das restrições de igualdade nos métodos ortogonais para a solução 
de problemas baseados no método dos mínimos quadrados ponderados vem sendo 
estudada continuamente. Em [48], [49], [50], [22], encontram-se métodos para solucionar 
problemas com restrições de igualdade através de transformações ortogonais. Uma 
análise destes métodos é realizado em [21], onde o método proposto por Van Loan, 
em 1985 [22], foi considerado o mais apropriado à solução dos problemas contendo 
restrições de igualdade. Por esta razão, este método foi utilizado neste trabalho e é 
apresentado no Apêndice C.
O problema linearizado restrito é formulado como:
M in J (x ) [ zm Hm x] Rm [ Hm a?]
(4.11)
s.a. Gx =  0
A matriz G é constante nesta formulação, pois g(x) é linear em x, onde :
Este problema é resolvido pelo método dos pesos com refinamento iterativo das 
restrições de igualdade (IRWM), proposto em [22]. A aplicação do método IRWM à 
EESP é detalhado em [21] e sumarizado no Apêndice C desta dissertação.
4.3 R epresentação das R estrições O peracionais e 
Estruturais
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No Capítulo 3, seguindo o que é feito em [15],[16], as restrições operacionais e 
estruturais h0 (x) =  0  e hs(x) =  0  são ambas inseridas no conjunto de restrições de 
igualdade de modo que, após a linearização destas restrições, a matriz G definida em
(4.12) torna-se:
G =
Hn
H,
(4,13)
onde
H,
d h0 (x)
H,
O r\ )
O X
d hs(x)
d x
(4.14)
(4.15)
Nesta dissertação, é dado um tratam ento diferenciado às restrições operacionais e 
estruturais. Apenas as restrições estruturais são consideradas restrições de igualdade, 
ou seja, a equação (4.13) fica reduzida a:
G = [Hs] (4.16)
Portanto, no método IRWM (revisto no Apêndice C) apenas as restrições estru­
turais sofrem o processo de refinamento iterativo. Há uma explicação mais intuitiva 
para isto: admitindo incertezas na topologia (e não apenas nas medidas), associam-se 
variâncias às informações sobre a topologia, que estão em H0.
O tratam ento diferenciado das restrições operacionais, ou seja, não representá-las 
como restrições de igualdade, é portanto consequência de dois fatores:
1 . Através da formulação apresentada em (4.11), verifica-se que todas as infor­
mações contidas nas restrições de igualdade são determinísticas, ou seja, supõem 
que não há incertezas sobre as mesmas;
2. Do ponto de vista computacional, o refinamento iterativo das restrições de igual­
dade (supostas determinísticas) pelo método IRWM, dificultaria a detecção dos 
ET. Esta dificuldade está relacionada à minimização dos resíduos das restrições 
de igualdade no processo iterativo.
Em virtude destes argumentos, as informações operacionais sobre os status de dis­
juntores são representados como informações probabilísticas, ou seja, pseudomedidas, 
ao invés de informações determinísticas. Isto significa que os dados sobre a topologia 
da rede recebem o mesmo tratamento dado às medidas do plano de medição.
Conforme visto no Capítulo 2, o valor dos pesos das medidas estão relacionados 
à precisão dos medidores correspondentes, de forma que medidores mais precisos re­
cebem ponderações maiores. Neste trabalho, é suposto que a precisão das informações 
topológicas tem o mesmo nível de precisão da medida analógica mais precisa do plano 
de medição.
Em função da discussão acima, o problema de EESP com representação explícita
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dos ramos chaveáveis passa a ser formulada como:
M in  1/2 { (zm -  Hm x)T R - 1 (zm -  Hm x) +  (Ha x )T i ? “ 1 (H 0 x) } 
s.a. —Hs x  — 0
(4.17)
Define-se ra como o vetor de resíduos associados aos dados topológicos sobre os 
status de disjuntores da rede, dado por:
ra = - H 0 x  (4-18)
4.4 Inform ações a Priori
As informações a priori são informações previamente disponíveis sobre os valores 
das variáveis de estado [28]. Estas informações podem ser incluídas no processo 
de solução, conforme proposto em [16] pois, entre outros motivos, contribuem para 
melhorar o condicionamento numérico do problema de estimação de estados.
Em transformações ortogonais, precisamente nos métodos solucionados por ro­
tações de Givens, a inclusão destas informações é facilmente implementada através 
da inicialização dos pesos associados ás linhas da matriz triangular U, que compõem 
a matriz diagonal D  {ver equações (2.42) e (2.43)}. A argumentação que sustenta 
esta abordagem é dada abaixo.
De acordo com o Capítulo 2 , item 2.6.2, verifica-se que a variável w equivale ao 
peso de cada linha da matriz que sofre o processo de transformações ortogonais. Em 
EESP o peso destas linhas equivale à importância de cada informação (medida ou
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restrição) na solução do problema, neste trabalho representada por , R „ . e  /i2. 
Também verifica-se que a variável da corresponde ao peso de cada linha da matriz 
triangular superior U, e esta matriz por sua vez está relacionada às variáveis de estado 
do sistema. Desta forma, fazendo uma analogia entre as variáveis w e d percebe-se 
que o valor atribuído a d% pode ser interpretado como o peso dado ao valor de 
Como no método dos mínimos quadrados ponderados os pesos são tomados como o 
inverso das variáveis associadas aos dados, d% pode ser interpretada como o inverso 
da variância atribuída a x®,
Na abordagem convencional para a EESP, o valor inicial da variável dü é zero, 
indicando uma variância infinita, associada às informações a priori. No caso de haver 
algum conhecimento do grau de incerteza sobre o valor inicial para o estado, x°, este 
conhecimento pode ser quantificado sob a forma de um valor de variância, cujo inverso 
é então utilizado como valor inicial de da, i =  1 , 2 ,..., n.
Considerando que todos os valores do intervalo das informações a priori tenham 
a mesma probabilidade de ocorrência (Distribuição Uniforme), então são encontrados 
os valores das variâncias correspondentes e apresentados na Tabela 4.1.
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Tabela 4.1 - Variâncias dos Erros dos Estados “a Priori”
Estado a priori Angulo das Tensões Fluxo de Potência
(rad.) (pu.)
Intervalo considerado [—tt/2  , tt/2] [ Tij i 'iij]
Variância do erro (cr2) (*2) /  12 i l i j 2) /  3
Onde 7 -^ é a capacidade de transmissão da linha e O* = I-oo(XY  /(*) dx ■
4.5 D etecção de Erros de Topologia
Com a mudança de tratamento dada às informações operacionais, que agora pas­
sam a ser tratadas como pseudomedidas as invés de restrições, o uso de MLN para 
processamento de ET, conforme visto na seção 2.5, deixa de ser adequado. Em seu 
lugar serão utilizados os resíduos normalizados, também definidos na seção 2.5, para 
as informações operacionais, com o mesmo objetivo.
E oportuno ressaltar que os multiplicadores de Lagrange e os resíduos guardam a 
seguinte relação entre si {ver Apêndice B, equação (B.12)}.
^  =  R ^  n  (4.19)
Portanto, através de análises dos valores dos resíduos normalizados associados às 
informações operacionais, a detecção dos ET é alcançada. A detecção consiste em se 
verificar a existência de resíduos normalizados cujos valores absolutos são superiores 
a um limiar pré-determinado (um valor típico para este limiar é 3.0, já  que 99,7% dos 
valores de uma variável aleatória com distribuição normal e média zero, encontram-se 
no intervalo [-3cr,-|-3cr], onde a ê o desvio padrão).
Anterior a esta análise, deve ser realizado o cálculo dos resíduos (ra), da matriz 
de covariância dos erros (Cro) e dos resíduos normalizados (roN) relativos aos dados 
topológicos.
4.5.1 Cálculo dos Resíduos
O cálculo dos resíduos das restrições operacionais é facilmente obtido através da 
formulação apresentada em (4.17), resultando em:
ra = —H 0 x  (4.20)
O próximo passo é encontrar a matriz de covariância dos resíduos dos dados 
topológicos.
4.5.2 Obtenção da Matriz de Covariância dos Resíduos
O processo de obtenção da matriz Cr 0  necessita de algumas relações encontradas na 
solução do método IRWM. Neste método verifica-se que o processo de transformação 
ortogonal é realizado sobre a matriz M , onde:
M  = R -° ’5H  (4.21)
A equação (4.21) deve incorporar todas as informações do sistema, ou seja, as 
medidas do plano de medição, dados topológicos e restrições estruturais. Por esta 
razão, as matrizes H  e R  são formadas conforme abaixo:
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R  =
Rm 0 0
0 R 0 0
0 0 I  ^
(4.23)
onde I  é a matriz identidade de dimensão s x s, s é  o número de restrições estruturais, 
e / i é  um fator de ponderação das restrições estruturais utilizado no método dos pesos 
com refinamento iterativo (ver Apêndice C). A inclusão do multiplicador \i na matriz 
R  é necessário, pois o mesmo informa o peso das restrições de igualdade (estruturais) 
na solução do laço externo do IRWM.
A matriz de transformações ortogonais do método de Givens deve obedecer às 
seguintes relações:
Q M  =
Qt D Q  = I
U
0
(4.24)
(4.25)
onde a matriz D  armazena os valores das variáveis da em sua diagonal principal. O 
aparecimento da matriz D  na equação (4.25) é consequência da utilização do método 
de Givens sem raízes quadradas.
Com estas relações e através da equação da matriz de covariância dos resíduos 
{Cr) utilizada no método da equação Normal [29], inicia-se o processo de obtenção 
da matriz Cro. A expressão que define a matriz Cr é dada por (4.26):
c r = r  -  h  { h t  r - 1 h  y 1 H t (4.26)
- T -
u u
D
0 0
0  termo a ser invertido, no lado direito de (4.26) pode ser re-escrito como:
H t  i T 1 H =  H t  R -° ’5 R - ° ’5 H  (4.27)
Sabendo que R — R T, pois R  é diagonal e usando (4.25) na equação acima, temos:
H t  i T 1 H  = H t  (ÍT°-5)t  (Qt  D Q) i T 0’5 H  (4.28)
=  (Q R - ° ’5 H )T D  (Q R - " ' H) (4.29)
(4.30)
Como a parte nula “0 ” da equação (4.30) não proporciona nenhuma informação 
adicional, esta parcela pode ser ignorada juntamente com sua respectiva parcela da 
matriz D. Desta forma a equação (4.27) é reduzida e apresentada em (4.31)
H t  R - 1 H =  Ut  D U (4.31)
A equação (4.26) utiliza a inversa da expressão acima, que é dada por:
(.HT R - 1 H ) - 1 = U - l D~t  U~t  (4.32)
Utilizando (4.32) em (4.26), encontra-se:
Cr = R -  H  U~l D~t  U~t  H t  (4.33)
Analisando a equação (4.33) observa-se a presença de elementos semelhantes, que 
é explorada e através da definição:
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V  = H  U - 1 (4.34)
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sendo fornecida a nova representação de (4.33):
Cr = R - V  D~t  V t (4.35)
Como a matriz D é diagonal, a equação (4.35) é re-escrita e encontra-se a fórmula 
da matriz de covariância de todas as informações do sistema, a partir da formulação 
ortogonal:
Cr = R - V  D ' 1 V T (4.36)
Considerando m  o número de medidas, o o número de restrições operacionais e 
s o número de restrições estruturais, as matrizes de covariância dos resíduos destas 
informações são obtidas conforme demonstrado abaixo:
C r =
m m+o m+o+s
1
C rm X X 1 x x 2
m
x x z C ro x x 4
m+o
X X s x x § C rs
m+o+s
(4.37)
4.5.3 Cálculo dos Resíduos Normalizados
Após encontrados os resíduos e sua matriz de covariância, os resíduos normalizados 
para os dados topológicos do problema (status dos disjuntores) são obtidos através 
da equação abaixo:
roN (i) — —^ = = =  i =  1,2,..., O. (4.38)
y jC r  o (ii)
Note que apenas os elementos da diagonal principal da matriz Cr0 são utilizados.
Caso aconteça a detecção dos ET, resta a identificação dos elementos erroneamente 
modelados. O procedimento de identificação inicia procedendo à seleção dos roN^  
que possuírem valores absolutos maiores que o limiar (3.0), sendo seus respectivos 
elementos são considerados suspeitos de terem sido erroneamente modelados.
Em seguida, os demais passos do procedimento de identificação são realizados, 
conforme descrito abaixo.
4.6 Identificação de Erros de Topologia
Realizada a detecção do erro de topologia, as condições de operação dos disjuntores 
suspeitos são modificadas sequencialmente, de modo a gerar o conjunto de hipóteses 
alternativas (H,).
Estas mudanças devem ser refletidas na matriz U, pois a mesma é utilizada no 
cálculo das probabilidades de Hi quando da aplicação do teorema de Bayes. A deter­
minação das alterações em U correspondentes a cada hipótese alternativa é abordada 
a seguir.
4.6.1 Alterações na Matriz Triangular Superior Unitária “U ”
A obtenção da matriz U, para cada hipótese alternativa Hi é alcançada através 
da matriz U da hipótese básica H0, ou seja, não é necessário reprocessar todas as 
informações para obter a matriz Ul.
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Através da fase de detecção de ET, os disjuntores suspeitos são determinados. Os 
demais disjuntores ficam com seus status inalterados, e portanto suas informações não 
sofrem modificações, ou seja, estas informações não se alteram em Hi comparadas à 
H q e desta forma não necessitam de reprocessamento.
Os disjuntores suspeitos possuem, em algumas hipóteses alternativas, seu status 
modificado em relação a Hq. Na ocorrência desta modificação, a informação contida 
em H 0 deve ser retirada de U, formando Ui, e a nova informação referente à Hi deve 
ser adicionada à Ui. Estas operações são realizadas tendo por base a propriedade de 
reprocessamento de dados das rotações de Givens [39], [3] e são sumarizadas conforme 
a Tabela 4.2.
A utilização da propriedade de reprocessamento de dados das rotações de Givens 
diminui o tempo necessário à obtenção de Cr referente às hipóteses alternativas, pois 
as medidas, restrições estruturais e as informações operacionais dos disjuntores que 
não modificaram sua condição de operação não necessitam de um novo processamento 
através das transformações ortogonais.
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Tabela 4.2 - Alterações na Matriz Triangular Superior “U”
Operação Procedimento
• Retirada de 
informações
' Inserir novas 
informações
Supondo que a informação recebeu o peso de valor w no 
processamento original correspondente à hipótese H0, sua 
remoção consiste em seu reprocessamento, porém com 
peso igual ao negativo do peso inicial, ou seja (— w). 
Processo idêntico ao normalmente utilizado em H q, onde 
o peso de cada informação é fornecido por seu respectivo 
valor de w. A única diferença é que o ponto de partida 
utilizado é a matriz U,.
4.6.2 Aplicação do Teorema de Bayes
A aplicação do Teorema de Bayes tem por objetivo final encontrar a modelagem 
correta do sistema. Como já  mencionado, a partir dos resultados da estimação re­
ferentes à hipótese básica pode-se encontrar as probabilidades de todas as hipóteses 
alternativas, ou seja, não é necessária a re-estimação dos estados.
O teorema de Bayes é demonstrado em [44] e adaptado à EESP em [16] para a iden­
tificação de ET e em [37] para a identificação de transações bilaterais 
não-reveladas. Sua forma relevante estabelece que:
P{H, | „ = J  (» I "■> (4.39)
e  /  (* i p m
3=1
onde P(Hi\ z) é a probabilidade condicional a posteriori da hipótese i ; 
z = [z^ 0 T 0TJT ; f  (z | Hi) é a função densidade de probabilidade condicional de
z  dado que Ht é verdadeira; P(Hi) é a probabilidade a priori da hipótese i e nds 
é o número de disjuntores suspeitos.
Para calcular P(Hi\ z), é necessário o cálculo de f  (z \ Hi) e o conhecimento de 
P{Hi) para todas as (2 nds) hipóteses. O valor de f  (z \ Hi) é obtido através da 
equação abaixo [44]:
61
{~è (z- 1„ . . . , . —m  r.------------ - \ — õ  l z — H  x y  W i  ( z — H  x )  >/  (z | Hi) = (2 7r)—  VTWTI el 2 ’í  (4.40)
onde m é o  número total de medidas, restrições estruturais e informações operacionais; 
| Wi | o determinante da matriz de covariância do vetor z na hipótese i ; H  a matriz 
contendo as informações de Hm(xk), Hs(xk) e H 0^ ( x k) e x  contém as informações 
a priori sobre as variáveis de estado.
A matriz W  é obtida através da equação abaixo [16]:
W  = (H P  H t  + R ) - 1 (4.41)
entretanto, existe uma forma alternativa de obter W  a partir da matriz Cr. Esta 
forma é mais atraente ao método ortogonal utilizado e pode ser escrita como:
W  = R - 1 Cr R - 1 (4.42)
O cálculo de P(Hi) pode ser obtido através de distribuição binomial, sendo dado 
por:
P(H<) =
i  \
nds
p f c ( l _ p )M s-fc) (4.43)
onde k é o número de disjuntores suspeitos que tiveram os status modificados da 
hipótese H0 em comparação a Hi e p é  a probabilidade de cada disjuntor ter seu 
status modificado em Hi comparado a Ho.
Ao final, o maior valor de P(Hi\ z) indica a hipótese que recebe maior respaldo das 
medidas e pseudomedidas do plano de medição e portanto é considerada a topologia 
correta para a rede elétrica.
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Capítulo 5 
Simulações e R esultados
5.1 Introdução
Apresentam-se, neste capítulo, os resultados obtidos através da aplicação dos 
métodos ortogonais à identificação de ET, enfocado no capítulo anterior.
Estes resultados foram obtidos através da aplicação do método proposto sobre um 
sistema de 5 nós e 6  ramos e sobre parte do sistema IEEE de 30 barras, onde ET 
foram simulados. Os resultados apresentam os valores dos resíduos normalizados e 
das probabilidades a posteriori das hipóteses existentes de cada caso simulado.
Nas simulações realizadas os resíduos normalizados são comparados com os 
MLN obtidos através do método de identificação de ET baseado no Tableau Esparso
[16] mencionado no Capítulo 3.
A ferramenta computacional utilizada para a implementação do método proposto
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foi o MATLAB.
5.2 S istem a de 5 N ós e 6 R am os
O sistema pode ser visualizado na Figura 5.1, cuja configuração de status de 
disjuntores para a condição de operação considerada, esta descrita abaixo:
Tabela 5.1 - Sistema em Operação 
Disjuntor Status
2  — 4 Fechado
2  — 5 Aberto
3 — 4 Aberto
3 — 5 Fechado
O plano de medição adotado para este sistema esta descrito na Tabela 5.2 e é 
visualizada, na tonalidade azul, na Figura 5.1, onde os pontos correspondem aos 
fluxos de potência nos ramos e as setas às injeções de potência nas barras.
Tabela 5.2 - Plano de Medição
Fluxo de Potência Ativa
• ramos convencionais 1-5 e 4-1
• ramos chaveáveis 2-4 e 3-5
Injeções de Potência Ativa
• barras 1 e 2
As seções de barra 4 e 5 são consideradas barras de passagem, e por esta razão, 
as injeções de potência nestes nós são nulas, isto é, P4 e P5 são iguais a zero. A barra
considerada como barra de referência é a barra 1, logo 6 \ =  0. Este conjunto de 
informações formam as restrições estruturais.
Um erro simples de topologia é inserido nesta configuração, onde o disjuntor
2-4 é erroneamente modelado como aberto, ou seja, ele está fechado em operação 
mas foi configurado como aberto. As restrições operacionais, da hipótese básica, são 
formadas pelas informações dos status dos disjuntores 2-4 (<52 — <$4 =  0 ), 2 - 5  (í25 =  0 ),
3-4 (Í34 =  0 ) e 3-5 (6 3  -  S6  = 0 ).
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Figura 5.1: Sistema 5 Nós e 6  Ramos
Os resultados obtidos dos MLN (Aqn ) e dos resíduos normalizados (roN), 
respectivamente obtidos do método do Tableau Esparso e do método Ortogonal, são 
visualizados abaixo.
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T a b e l a  5 . 3  -  R e s u l t a d o  d o s  Xdn  e  r 0^  d o  S i s t e m a  5  N ó s  e  6  R a m o s
Disjuntor AoN roN
2 - 4 680.1654 680.1663
2 - 5 270.6462 270.6470
3 - 4 317.6295 317.6307
3 - 5 -0.2006 -0.0015
Através dos resultados dos roN, verificamos que os elementos suspeitos são três 
(2-4, 2-5 e 3-4). O teste de hipóteses via teorema de Bayes é então utilizado para 
determinar a configuração destes elementos. Seus resultados são apresentados abaixo.
T a b e l a  5 . 4  -  R e s u l t a d o  d a  P r o b a b i l i d a d e  a Posteriori d o  S i s t e m a  5  N ó s  e  6  R a m o s
Disjuntor 2 - 4 2 - 5 3 - 4 P(H i | z)
Hipótese Ho Aberto Aberto Aberto 0 .0
Hipótese H\ Aberto Aberto Fechado 0 .0
Hipótese H2 Aberto Fechado Aberto 0 .0
Hipótese II?i Aberto Fechado Fechado 0 .0
Hipótese H 4 Fechado Aberto Aberto 1 .0
Hipótese H 5 Fechado Aberto Fechado 0 .0
Hipótese He Fechado Fechado Aberto 0 .0
Hipótese H 7 Fechado Fechado Fechado 0 .0
O disjuntor 3-5 não participou do processo de decisão, pois não foi identificado
como errôneo.
A  H i p ó t e s e  H 0 e q u i v a l e  à  h i p ó t e s e  b á s i c a  e  a s  r e s t a n t e s  e q u i v a l e m  a s  h i p ó t e s e s  
a l t e r n a t i v a s .  A  c o n d i ç ã o  d e  o p e r a ç ã o  a d o t a d a  p e l o  c r i t é r i o  d e  d e c i s ã o  f o i  a  
r e p r e s e n t a d a  p o r  H i p ó t e s e  H 4, p o i s  a  m e s m a  p o s s u i  o  m a i o r  v a l o r  d e  P ( H i  | z), 
q u e  c o r r e s p o n d e  à  c o n f i g u r a ç ã o  d o  s i s t e m a  e m  o p e r a ç ã o  ( T a b e l a  5 . 1 ) .  O b s e r v e  q u e
o  d i s j u n t o r  q u e  a l t e r o u  s e u  status e m  r e l a ç ã o  à  h i p ó t e s e  b á s i c a  f o i  o  d i s j u n t o r  2 - 4 ,  
j u s t a m e n t e  o  d i s j u n t o r  c u j o  status f o i  m o d i f i c a d o  p a r a  p r o v o c a r  o  e r r o  d e  t o p o l o g i a .
5.3 Sistem a IEEE de 30 Barras
S e g u i n d o  o  m e s m o  p r o c e d i m e n t o  a d o t a d o  p o r  [ 1 2 ] ,  [ 1 5 ]  e  [ 1 6 ]  a s  b a r r a s  1 2  e  1 5 ,  d o  
s i s t e m a  I E E E  3 0  b a r r a s ,  s ã o  c o n s i d e r a d a s  c o m o  s u s p e i t a s  e  s u a  m o d e l a g e m ,  a  n í v e l  
d e  s e ç ã o  d e  b a r r a ,  é  a p r e s e n t a d a  n a  F i g u r a  5 . 2 .  O s  r e t â n g u l o s  v a z i o s  r e p r e s e n t a m  
d i s j u n t o r e s  a b e r t o s  e  o s  r e t â n g u l o s  p r e e n c h i d o s  r e p r e s e n t a m  d i s j u n t o r e s  f e c h a d o s .
A s  b a r r a s  f o r a m  r e n o m e a d a s  d e  a c o r d o  c o m  a  T a b e l a  5 . 5  a b a i x o :
Tabela 5.5 - Barras do Sistema IEEE de 30 Barras
F i g u r a  5 . 2  1 2 3 4 5 6 7 8
I E E E  3 0  b a r r a s  1 3  1 2  4  1 4  1 5  1 6  2 3  1 8
N a  F i g u r a  5 . 2 ,  a s  b a r r a s  9  e  1 0  e  o s  n ó s  d e  1 1  à  1 9  s ã o  o r i u n d o s  d a  m o d e l a g e m  a  
n í v e l  d e  s e ç ã o  d e  b a r r a  e  p o r  e s t e  m o t i v o  s u a s  i n j e ç õ e s  d e  p o t ê n c i a  d e v e m  s e r  n u l a s .  
A  b a r r a  1  f o i  c o n s i d e r a d a  c o m o  b a r r a  d e  r e f e r ê n c i a  e  a s  b a r r a s  9  e  1 0  e  a s  s e ç õ e s  d e  
b a r r a  1 4  e  1 6  s ã o  v é r t i c e s  i s o l a d o s .  P a r a  p e r m i t i r  a  e s t i m a ç ã o  d e  e s t a d o s  p a r a  t o d a  
a  r e d e  r e p r e s e n t a d a ,  o s  â n g u l o s  d a s  t e n s õ e s  n e s t a s  b a r r a s  d e v e m  s e r  d e f i n i d o s  c o m o
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zero. Estas informações (injeções nulas e definição de ângulos) formam o conjunto 
das restrições estruturais.
68
Figura 5.2: Sistema-teste IEEE de 30 Barras
Os ET simulados neste sistema foram:
Tabela 5.6 - Erros de Topologia Simulados no Sistema IEEE de 30 Barras 
Caso Erro Simulado
1 disjuntor 5-17 considerado aberto no modelo do sistema;
2 disjuntor 2-15 considerado aberto no modelo do sistema;
3 disjuntor 2-12 considerado aberto no modelo do sistema;
4 disjuntores 2-14 e 5-16 considerados fechados no modelo do sistema.
Os casos 1, 2 e 3 são considerados erros simples, pois é modificado o status de
apenas um disjuntor simples, enquanto que o caso 4 é considerado como erro de 
inclusão, pois o mesmo insere a linha 14-16 erroneamente no sistema.
O plano de medição adotado neste sistema compreende todas as injeções de 
potência nas barras ( 1 à 8  ) e de todos os fluxos de potência, em ambas as 
extremidades, dos ramos convencionais.
5.3.1 Erro Simples
Erros simples de topologia são os erros que apenas um disjuntor possui seu status 
erroneamente modelado [15]. Este erro foi simulado para três disjuntores distintos, 
em casos separados.
Conforme indicado em [15], o máximo valor dos MLN correspondente às restrições 
operacionais é relativo ao disjuntor errôneo. Esta propriedade é repassada aos resíduos 
normalizados conforme Apêndice B, fato confirmado na Tabela 5.7.
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T a b e l a  5 . 7  -  R e s u l t a d o s  d e  E r r o s  S i m p l e s  n o  S i s t e m a  I E E E  d e  3 0  B a r r a s
Erro AoN r0N P (H 0 | z) P(H i | z)
1 (5-17) 405.8902 405.8908 0 .0 1 .0
2 (2-15) -149.1640 -149.1642 0 .0 1 .0
3 (2-12) 357.6130 357.6136 0 .0 1 .0
Nos três erros simulados os X0n e roN de todas as outras restrições operacionais 
possuem valores abaixo de 1 .2 , implicando na aplicação do teorema de Bayes a apenas 
duas hipóteses, ou seja, para a hipótese básica H q, apontada como falsa pelos resí­
duos normalizados, e para a hipótese alternativa H\. Em todos os casos simulados,
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a hipótese alternativa (H\ - disjuntor fechado) foi indicada como correta conforme 
verificado na Tabela 5.7.
5.3.2 Erro de Inclusão
Erros de inclusão acontecem quando uma linha de transmissão não está em 
operação no sistema e é incluída no modelo deste sistema [15]. A modelagem errônea 
dos disjuntores 2-14 e 5-16, ambos supostos fechados, provoca este tipo de erro, como 
pode ser visto na Figura 5.2, pois os mesmos incluem a linha 14-16 (Caso 4) na 
modelagem do sistema.
Através de um aplicativo de análise de criticidade de medidas e/ou restrições [43], 
foi verificada a formação de um conjunto crítico envolvendo as restrições operacionais 
referentes ao conjunto de disjuntores (2-13, 2-14, 5-16 e 5-17). Por este motivo, todos 
estes disjuntores são identificados como suspeitos, já  que seus resíduos normalizados 
são todos iguais.
O resultado do processamento deste erro de inclusão está indicado na Tabela 5.8.
T a b e l a  5 . 8  -  R e s u l t a d o s  d o  E r r o  d e  I n c l u s ã o  e m  I E E E  3 0  B a r r a s
Disj. suspeitos I AoTV I 1 roN |
Status
correto
Status
simulado
2-13 437.685 437.685 F F
2-14 437.685 437.685 A F
5-16 437.685 437.685 A F
5-17 437.685 437.685 F F
Onde F equivale a status fechado e A status aberto.
Podemos observar na Tabela 5.8 a igualdade dos | X0n | e os | roN | das restrições 
operacionais que compõem o conjunto de restrições críticas.
O teorema de Bayes é aplicado sobre estes quatro disjuntores e suas probabilidades 
condicionais, diferentes de zero, das hipóteses são apresentados na Tabela 5.9:
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Tabela 5.9 - Probabilidades a Posteriori do Erro de Inclusão em IEEE 30 Barras
Disjuntor 2-13 2-14 5-16 5-17 P (H i \ z)
Hipótese 1 F A A F 0.9992
Hipótese 2 F A F F 0.0008
Hipótese 3 F F A F 0.0000
Todas as outras hipóteses possuem P (H i | z) iguais a zéro.
Como podemos observar, a hipótese que recebe maior respaldo das medidas, 
através de P (H i | z ) , é a Hipótese 1 que corresponde à hipótese correta.
5.4 Conclusão
Neste capítulo foram apresentados os resultados obtidos através da metodologia 
proposta nesta dissertação para a identificação de ET utilizando testes de hipóteses e 
estatística Bayesiana. Os resultados obtidos foram também comparados aos obtidos 
com o método proposto em [16].
Todos os testes de ET simulados foram identificados com precisão, pois mesmo em 
conjuntos de restrições críticas (Caso 4) as probabilidades fornecidas pelos testes de 
hipóteses indicam a hipótese correta sobre a configuração dos disjuntores do sistema. 
Fica evidenciado portanto o bom desempenho do método.
Outro ponto a ser destacado foi a verificação do cumprimento das propriedades 
de medidas ou restrições críticas e conjuntos de medidas e/ou restrições críticas com 
respeito aos resíduos normalizados [32], Assim foi constatado que o valor dos resíduos 
normalizados das restrições críticas são muito aproximadamente nulos e os resíduos 
normalizados dos elementos de conjuntos críticos são praticamente iguais entre si.
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Capítulo 6 
Conclusões Finais
6.1 Introdução
Este capítulo está subdividido em três seções. A seção 6.2 contém as conclusões 
sobre a identificação de ET através do método ortogonal baseado em rotações de 
Givens e a seção 6.3 apresenta as sugestões para trabalhos posteriores.
6.2 Conclusões
Esta dissertação propõe a identificação de ET através da utilização de um esti- 
mador de estados ortogonal e teste de hipóteses apoiado sobre o Teorema de Bayes.
Inicialmente foi apresentada a ferramenta de EESP. Sua modelagem através do 
métodos dos mínimos quadrados ponderados e as principais formas de resolução tam ­
bém foram apresentadas. Em seguida, os conceitos de detecção e identificação de
ET baseados no método do Tableau Esparso foram abordados, incluindo a análise de 
criticidade de medidas e/ou restrições.
O estimador de estados ortogonal restrito foi modificado para introduzir a mode­
lagem a nível de seção de barra, onde os fluxos de potência sobre disjuntores foram 
representados como novas variáveis de estado. As restrições de igualdade deste esti­
mador representam as injeções de potência nulas, bem como, a definição de referências 
angulares.
Efetuada a estimação dos estados, os valores estimados das variáveis de estado são 
considerados corretos se os valores absolutos dos resíduos normalizados associados às 
medidas (rmN) e às informações topológicas (roN) possuíssem valores inferiores à 3.0 , 
determinando o final do processo. Em caso contrário, os r 0jv que ultrapassam este li­
mite indicam os disjuntores suspeitos de estarem mal configurados na hipótese básica. 
Somente os elementos suspeitos modificam suas condições de operação, formando o 
conjunto de hipóteses alternativas. Esta restrição no número de elementos suspeitos 
diminui o número de hipóteses alternativas e consequentemente o esforço computa­
cional. O teste de hipóteses e o teorema de Bayes foram utilizados para verificar qual 
das hipóteses recebe maior respaldo do conjunto de medidas do plano de medição, 
restrições estruturais e dados operacionais, o que é indicado pelo maior valor das 
probabilidades condicionais a posteriori das hipóteses. A hipótese que receber maior 
respaldo é considerada a hipótese válida e os valores das variáveis de estados são 
re-estimados.
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Os resultados dos casos testados, em ambos os sistemas, confirmam que o maior 
valor das probabilidades a posteriori indicam a correta condição de operação dos 
disjuntores, e consequentemente a correta topologia da rede. Mesmo em conjunto 
críticos de informações operacionais, onde os ET não são identificáveis, o teste de 
hipóteses em conjunto com o teorema de Bayes encontraram a correta topologia da 
rede, evidenciando sua robustez.
Em resumo, a detecção e identificação de ET baseado em métodos ortogonais, 
teste de hipóteses e teorema de Bayes constitui uma ferramenta muito atraente para 
a operação mais segura dos sistemas elétricos de potência.
6.3 Sugestões para Trabalhos Futuros
No decorrer deste trabalho, algumas melhorias foram observadas e são sugeridas 
para futuras pesquisas.
1. Estender o trabalho proposto ao modelo AC.
2. Incluir a detecção e identificação de erros grosseiros de medidas, melhorando a 
confiabilidade da base de dados do sistema.
3. Explorar a obtenção da matriz de covariância dos resíduos Cr(Hi) das hipóteses 
alternativas a partir da hipótese básica Ct{Hq), minimizando o esforço com­
putacional.
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A pêndice A  
Estim ador de Estados Linearizado
O estimador de estados linearizado [5], semelhante ao Fluxo de Potência 
Linearizado [51], utiliza as aproximações apresentadas na Tabela AA.l, onde V  e
S são respectivamente o módulo e ângulo das tensões complexas nas barras.
Tabela AA.l - Aproximações do EESP Linearizado
•  V  de todas as barras do sistema possuem valor igual a 1 pu.;
•  Elementos shunt das linhas de transmissão são desprezados;
• As resistência das linhas de transmissão são desprezadas;
•  cos(ôik) = 1 para |<5jfc| pequenos (rad.);
•  sen(6 ik) = 8 ik em radianos, para |<5j*| pequenos.
Neste método as grandezas físicas de potência reativa são desprezadas, ou seja, 
apenas grandezas físicas de potência ativa ( injeções e fluxos) são utilizadas . As 
injeções (P) e fluxos de potência ativa são relacionadas às aberturas angulares nas 
linhas de transmissão conforme a Tabela AA.2 .
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Tabela AA.2 - Relação entre Potência Ativa e Abertura Angular
Grandezas Representação em relação aos ângulos
• Fluxo da baxra i à j t i j  =  7 ÿ  (6i  — 6 j )
•  Injeção na barra i p í = J2  Ui
j  G £li
Onde 7 ^ é a admitância da linha i j  e O corresponde ao conjunto de barras vizinhas 
à barra i. Estas grandezas formam a base de dados (hm(x)) em tempo real.
O modelo de medição linearizado é dado por:
z = Hm x + r] (A.l)
onde rj é o erro de medição e H m é representado na equação abaixo:
Hm = (A.2)
O x
Como hm(x) possue apenas fatores de primeira ordem em relação à x, a matriz 
Hm é constante e formada pelas susceptâncias das linhas 7 .
A formulação do estimador de estados linearizado é apresentada abaixo:
M in  J(x) =  [ z — Hm x]T R~x [ z — Hm x] (A-3)
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A pêndice B  
Igualdade entre R esíduos 
Norm alizados e M ultiplicadores de 
Lagrange Norm alizados
Para calcular os resíduos normalizados rN, inicialmente deve-se obter os resíduos 
r  a partir da equação abaixo:
r = z — h(x) (B-l)
logo após, a matriz de covariância dos resíduos Cr deve ser obtida através da equação 
(B.3).
Cr = E {rTr} (B.2)
Cr = R - H  { H T R - 1 H  y 1 H t  (B.3)
Calculadas estas variáveis, os resíduos normalizados rn  são encontrados conforme 
abaixo:
rN i = - ^ =  (B.4)
V  ^ r  ii
Através do método do Tableau esparso a equação (B.5) é obtida, possibilitando o 
cálculo dos multiplicadores de Lagrange a partir dos resíduos.
R - 1 r = \  (B.5)
O cálculo da matriz de covariância dos multiplicadores de Lagrange (W ) a partir 
de Cr,ê dada por:
W  = £ { à t à} (B.6)
W  = R~t E {rTr} R - 1 (B.7)
Como a matriz R  é diagonal, então R  =  R T. Aplicando (B.2) em (B.7), tem-se a 
expressão de W  dependente de Cr.
W  = R - 1 Cr R - 1 (B.8)
Os multiplicadores de Lagrange normalizados são calculados através de [15]:
XN' =  ^ k  (R9)
Deve-se observar que nas equações (B.4) e (B.9) apenas os elementos diagonais
das matrizes Cr e W  são utilizados. Aproveitando-se de R  ser diagonal, o cálculo de 
cada elemento diagonal Wü a partir de Cr ü , pode ser obtido como:
Wii = R «1 C r u R ^ 1 (B.10)
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A equação (B.10) é formada apenas por elementos escalares, permitindo sua al­
teração para:
Wü = R ~?C rii (B .ll)
A representação de cada elemento da equação (B.5) torna-se necessária e encon­
tra-se abaixo:
A i = R-j l ri (B.12)
Aplicando (B .ll) e (B.12) em (B.9), tem-se:
A» .  =  7 = f =  (B-13)
Utilizando operações matemáticas em (B.13) a confirmação da igualdade entre os 
multiplicadores de Lagrange e os resíduos normalizados é alcançada em (B.16).
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A pêndice C 
M étodo dos Pesos com  
Refinam ento Iterativo (IRW M)
A idéia básica do IRWM consiste em minimizar a norma Euclidiana dos resíduos 
correspondentes às restrições de igualdade, obtidos através da variante convencional 
do método dos pesos [22],
Considere a seguinte formulação do problema:
min J (A x k) = [ A z -  H (xk) A  x k]T i T 1 [ A z  -  H (xk) A x k] (C.l) 
s.a. G (xk) A x k = Ab
onde:
A z ' =  z — h(xk) (C.2)
Ab =  b - g { x k) (C.3)
O algoritmo do IRWM é apresentado abaixo, onde a variável jx corresponde ao 
peso das restrições de igualdade [21].
1. Inicializar as variáveis de estado x° e indicar o valor de //;
2. Determinar a estrutura da matriz Jacobiana aumentada (M ) dada por:
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M  =
R-°-5 H  
li G
(C.4)
3. Determine a matriz de Informação A  =  M T M;
4. Ordenar as colunas de A  utilizando o algoritmo de mínimo grau [52] e determinar 
a matriz de permutação Pc\
5. Ordenar as linhas de M  utilizando o mínimo índice da coluna, determinando a 
matriz de permutação Pi,
6. Inicio do laço externo; inicialize seu contador (p = 0);
7. Se atender o critério de convergência*, pare. Caso contrário prossiga ao passo 
8;
8. Calcule a matriz M através da equação (C.4);
9. Calcule:
A w  =
R ~°5 A z  
li A  b
(C.5)
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10. Aplique rotações de Givens para resolver o problema abaixo:
Q Pi[i?~0,5 (M  | Aw ) ) P c =
U | A v
(C.6)
0 I w
11. Resolva o sistema linear U A x p =  Av;
12. Inicio do laço interno; inicialize seu contador (k = 0);
13. A x k = A x p]
14. Se atender o critério de convergência**, vá ao passo 19. Caso contrário prossiga 
ao próximo passo;
15. rk — A b - G  A x k]
16. Aplique rotações de Givens para resolver o problema:
mm R~0'5 M  A (A x k) (C.7)
17. A x k+1 =  A x k + A (A x k);
18. k = k + 1 e retorne ao passo 14;
19. p — p +  1;
20. Atualize as variáveis de estado, xp =  x p 1 4- A x k e retorne ao passo 7.
84
* Critério de convergência do laço externo:
llAa:lloo < ^
onde Ge é a tolerância do laço externo.
** Critério de convergência do laço interno:
IlAÒ-GA^H < e ,|]G |U ||A ^ |
onde 6, é a tolerância do laço interno.
(C.8)
(C.9)
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A pêndice D
Dados dos Sistem as-Teste
D .l  Sistem a 5 Barras e 6 Ram os
Neste sistema, as injeções de potência (pu.) nas barras são apresentadas na Tabela 
AD.l, enquanto que a Tabela AD.2 apresenta os dados das linhas de transmissão (LT).
Tabela AD.l - Injeções de Potência do Sistema 5 Barras e 6 Ramos
Barra 1 2 3 4 5
Injeção de Potência 1.2 - 0.4 - 0.8 0.0 0.0
Onde as injeções negativas indicam cargas do sistema
Tabela AD.2 - LT do Sistema 5 Barras e 6 Ramos
Barra Reatância da LT
De Para X (pu.)
1 4 0.218
1 5 0.202
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D .2 S istem a IEEE de 30 Barras
Conforme realizado em [12], [15] e [16] as barras 12 e 15 são consideradas como 
suspeitas, estas barras possuem seus números modificado para 2 e 5 respectivamente, 
na Figura 5.2. As injeções de potência nas barras são apresentadas na Tabela AD.3.
T a b e l a  A D . 3  -  I n j e ç õ e s  d o  S i s t e m a  I E E E  3 0  B a r r a s  M o d i f i c a d o
Barra Injeções de Potência (pu.)
1 0.275
2 -  0.120
3 0.170
4 - 0.060
5 - 0.080
6 - 0.070
7 - 0.060
8 - 0.055
9 0.000
10 0.000
O n d e  a s  i n j e ç õ e s  n e g a t i v a s  i n d i c a m  c a r g a s  d o  s i s t e m a
A Tabela AD.4 apresenta os dados das linhas de transmissão (LT).
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T a b e l a  A D . 4  -  D a d o s  d a  L T  d o  S i s t e m a  I E E E  3 0  B a r r a s  M o d i f i c a d o
Barra Reatância da LT
De Para x (pu.)
1 11 0.256
3 12 0.140
4 13 0.256
4 17 0.200
6 15 0.200
7 18 0.218
8 19 0.202
14 16 0.202
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