cording to anatomical site of origin. This approach is effective but subjective and variable even among experienced clinicians and pathologists. Recently, DNA microarray-generated gene expression data has been used to build molecular cancer classifiers. Previous work from our group and others demonstrated methods for solving pairwise classification problems using such global gene expression patterns. However, classification across multiple primary tumor classes poses new methodological and computational challenges. In this paper we describe a computational methodology for multiclass prediction that combines class-specific (one vs. all) binary support vector machines. We apply this methodology to the diagnosis of multiple common adult malignancies using DNA microarray data from a collection of 198 tumor samples, spanning 14 of the most common tumor types. Overall classification accuracy is 78%, far exceeding the expected accuracy for random classification. In a large subset of the samples (80%), the algorithm attains 90% accuracy. The methodology described in this paper both demonstrates that accurate gene expressionbased multiclass cancer diagnosis is possible and highlights some of the analytic challenges inherent in applying such strategies to biomedical research. *
datasets of molecular information that represent molecular "snapshots" of biological systems of interest (see, e.g., Dougherty's article in SIAM News, May 2002 [11] ). These gene expression profiles can then be characterized by the application of large-scale data analysis and may serve as fingerprints for accurate molecular classification as well as improve our understanding of normal and disease states [16, 29, 15, 4, 7] .
Previously, the Cancer Genomics program at the Whitehead Institute's Center for Genome Research developed computational approaches (unsupervised and supervised learning) using gene expression to accurately distinguish between two common blood cancer classes: acute lymphocytic and acute myelogenous leukemia [16, 29, 23] . The classification of primary solid tumors (e.g., breast cancer), in contrast, is a harder problem due to limitations concerning sample availability, identification, acquisition, integrity, and preparation. Moreover, a solid tumor is a heterogeneous cellular mix, and gene expression profiles might reflect contributions from nonmalignant components, confounding classification. In addition, there are some intrinsic complexities in making multiclass, as opposed to binary class, distinctions.
In this context we asked whether it is possible to achieve a general, multiclass, molecular-based cancer classification based solely on gene expression profiles [25] . This paper describes the details of this approach. The most accurate computational methodology is described in detail, and technical limitations and challenges involved are stated. Our methodology is based on combining multiple binary support vector machine (SVM) classifiers trained to predict a sample's class membership. We apply this methodology to the diagnosis of multiple common adult malignancies using a collection of 198 DNA microarray tumor samples, spanning 14 common tumor types. In the next section we describe the sample collection and the associated experimental protocol. Then we describe the problems associated with multiclass prediction and introduce our methodology and results. A technical description of the SVM algorithm is included in the appendix. The methodology described in this paper suggests that systematic and unified cancer diagnosis is possible by the comparison of an unknown sample to a large reference database and provides a first look at the technical difficulties and computational challenges associated with such a system.
Sample Collection and Experimental Protocol.
The gene expression datasets were obtained following a standard experimental protocol published elsewhere [24, 16] and described schematically in Figure 2 .1. Tumors were biopsies from primary sites obtained prior to any treatment. RNA from each tumor was sequentially hybridized to Affymetrix Hu6800 and Hu35KsubA oligonucleotide microarrays (GeneChips TM ) containing a total of 16,063 probe sets. Microarrays were scanned using standard Affymetrix protocols and scanners. Expression values for each gene were calculated using Affymetrix GeneChip software.
Tumor data (198 samples) was organized into a training set with 144 samples and a test set with 54 samples (see Table 2 .1). For more details on the experimental system and specimen characteristics, see [25] . The datasets are available on our Web site (www-genome.wi.mit.edu/MPR/GCM).
Supervised learning involves "training" a classifier to recognize the distinctions between classes and testing the accuracy of the classifier on an independent test set. Multiclass classification in this context is especially challenging for several reasons, including: (i) large dimensionality of the datasets, (ii) small but significant uncertainty in the original labeling, (iii) measurement noise, (iv) intrinsic biological variation from specimen to specimen, and (v) the small number of examples. As part of a preliminary feasibility study we explored a variety of prediction methodologies and algorithms and applied them to multiple tumor datasets. The results of this investigation were reported in [33] . Here we will describe in detail the technique that gave us the most accurate results.
Multiclass Supervised Classification.
Multiple class prediction is intrinsically harder than binary prediction because the classification algorithm has to learn to construct a greater number of separation boundaries or relations. In binary classification an algorithm can "carve out" the appropriate decision boundary for only one of the classes; the other class is simply the complement. In multiclass classification each class has to be explicitly defined. Errors can occur in the construction of any one of the many decision boundaries, so the error rates on multiclass problems can be significantly greater than those of binary problems. For example, in contrast to a balanced binary problem where the accuracy of a random prediction is 50%, for K classes the accuracy of a random predictor is of the order of 1/K.
There are basically two types of multiclass classification algorithms. The first type deals directly with multiple values in the target field. For example, naïve Bayes, k-nearest neighbors, and classification trees are in this class. Intuitively, these methods can be interpreted as trying to construct a conditional density for each class, then classifying by selecting the class with maximum a posteriori probability. The second type decomposes the multiclass problem into a set of binary problems and then combines them to make a final multiclass prediction. This class contains support vector machines, boosting [28] , and weighted voting algorithms and, more generally, any binary classifier. Boosting in fact can be used to combine intrinsic multiclass classifiers as well [27] . In certain settings the latter approach results in better performance than the multiple target approaches. Intuitively, when we have a high-dimensional input space and very few samples per class, we expect that it will be very difficult to construct accurate densities and that the second approach will perform better. Our dataset belongs to this category.
The basic idea behind combining binary classifiers is to decompose the multiclass problem into a set of easier and more accessible binary problems. The main advantage in this divide-and-conquer strategy is that any binary classification algorithm can be used. Besides choosing a decomposition scheme and a base classifier, one also needs to devise a strategy for combining the binary classifiers and providing a final prediction. The problem of combining binary classifiers has been studied in the computer science literature [19, 1, 17] from theoretical and empirical perspectives. However, the literature is inconclusive, and the best method for combining binary classifiers for any particular problem is undecided.
The decomposition problem in itself is quite old and can be considered an example of the collective vote-ranking problem addressed by Condorcet and others at the time of the French Revolution. Condorcet was interested in solving the problem of how to deduce a collective ranking of candidates based on individual voters' preferences. He proposed a decomposition scheme based on binary questions [21] and then introduced analytical rules to obtain a consistent collective ranking based on the individual's answers to these binary questions. It turns out that a consistent collective ranking is not guaranteed in all cases, and this led to the situation known as Condorcet's or Arrow's paradox [3] .
Standard modern approaches to combining binary classifiers can be stated in terms of what is called "output coding" [10] . The basic idea behind output coding is the following: given K classifiers trained on various partitions of the classes, a new example is mapped into an output vector. Each element in the output vector is the output from one of the K classifiers, and a "codebook" is then used to map from this vector to the class label (see Figure 3 .1). For example, given three classes, the first classifier may be trained to partition classes 1 and 2 from 3, the second classifier trained to partition classes 2 and 3 from 1, and the third classifier trained to partition classes 1 and 2 from 3.
Two common examples of output coding are the one-versus-all (OVA) and allpairs (AP) approaches. In the OVA approach, given K classes, K independent classifiers are constructed where the ith classifier is trained to separate samples belonging to class i from all others. The codebook is a diagonal matrix and the final prediction is based on the classifier that produces the strongest confidence,
where f i is the signed confidence measure of the ith classifier (i.e., the margin of the SVM). In the AP approach K(K − 1)/2 classifiers are constructed with each classifier trained to discriminate between a class pair (i and j). This can be thought of as a K × K matrix, where the ijth entry corresponds to a classifier that discriminates between classes i and j. The codebook, in this case, is used to simply sum the entries of each row and select the row for which this sum is maximal,
where, as before, f ij is the signed confidence measure for the ijth classifier. An ideal code matrix should be able to correct the mistakes made by the component binary classifiers. Dietterich and Bakiri [10] used error-correcting codes to build the output code matrix where the final prediction is made by assigning a sample to the codeword with the smallest Hamming distance with respect to the binary prediction result vector. There are several other ways of constructing error-correcting codes, including classifiers that learn arbitrary class splits and randomly generated matrices [5, 1, 17] .
Intuitively, there is a tradeoff between the OVA and AP approaches. The discrimination surfaces that need to be learned in the AP approach are, in general, more natural and, theoretically, should be more accurate. However, with fewer training examples the empirical surface constructed may be less precise. The actual performance of each of these schemes, or others such as random codebooks, in combination with different classification algorithms is problem dependent. In a preliminary empirical study of multiclass methods and algorithms [33] we applied the OVA and AP approaches with three different algorithms: weighted voting [16, 29] , k-nearest neighbors, and SVMs. The results, shown in Table 3 .1, demonstrate that the OVA approach in combination with SVM gave us the most accurate method by a significant margin, and we describe this method in detail below. See [33] for more details on using other algorithms.
Support Vector Machines.
SVMs are powerful classification systems based on a variation of regularization techniques for regression [31, 14] . SVMs provide state-of-the-art performance in many practical binary classification problems [31, 14] . SVMs have also shown promise in a variety of biological classification tasks, including some involving gene expression microarrays [23, 6] . For a detailed description of the algorithm, see the appendix.
The algorithm is a particular instantiation of regularization for binary classification. Linear SVMs can be viewed as a regularized version of a much older machinelearning algorithm, the perceptron [26, 22] . The goal of a perceptron is to find a separating hyperplane that separates positive from negative examples. In general, there may be many separating hyperplanes. In our problem, this separating hyperplane is the boundary that separates a given tumor class from the rest (OVA) or that separates two different tumor classes (AP). The hyperplane computed by the SVM is the maximal margin hyperplane, that is, the hyperplane with maximal distance to the nearest data point. Finding the SVM solution requires training an SVM, which entails solving a convex quadratic program with as many variables as training points.
The SVM experiments described in this paper were performed using a modified version of the SvmFu package (http://www.ai.mit.edu/projects/cbcl/). The advantages of SVM, when compared with other algorithms, are their sound theoretical foundations [31, 14] , intrinsic control of machine capacity that combats over-fitting, ability to approximate complex classification functions, fast convergence, and good empirical performance in general. Standard SVMs assume the target values are binary and that the classification problem is intrinsically binary. We use the OVA methodology to combine binary SVM classifiers into a multiclass classifier. A separate SVM is trained for each class, and the winning class is the one with the largest margin, which can be thought of as a signed confidence measure.
In the experiments described in this paper there were few data points in many dimensions. Therefore, we used a kernel that corresponds to a linear (regularized) classifier as the SVM solution. Although we did allow the hyperplane to make misclassifications, in all cases involving the full 16,063 dimensions each OVA hyperplane fully separated the training data with no errors. In some of the experiments, which involved explicit feature selection with very few features, there were some training errors. This may indicate that we could select a very small number of features and then use a nonlinear kernel function to improve classification; however, preliminary experiments with this approach yielded no improvement over the linear case.
Many methods exist for performing feature selection. We obtained similar results from informal experiments using signal-to-noise ratio [29] , recursive feature elimination (RFE) [18] , and radius-margin-ratio [23, 32] . For the formal presentation we used RFE since it was the most straightforward to implement with the SVM. An SVM is trained using all features. The features are ranked according to the magnitude of the elements of the resulting hyperplane, so the importance of feature i is the weight of the ith element of the hyperplane.
Methodology and Results.
As mentioned before, the most accurate methodology for our multitumor dataset is a combination of an OVA approach and SVMs using all genes. To evaluate the accuracy of this method as a function of the number of genes, RFE was used to select features (see Figure 5. 3). See the appendix for more details about SVMs, RFE, and implementation. Leave-one-out cross validation and an independent test set were used to test the methodology.
The procedure is as follows: 1. Define each target class based on histopathologic clinical evaluation (pathology review) of tumor specimens. 2. Decompose the multiclass problem into a series of 14 binary OVA classification problems, one for each class. A new sample is assigned the label of the OVA classifier corresponding to the largest confidence (margin) class = arg max i=1,...,K f i . 3. Test OVA classifiers on an independent test set. This procedure is described pictorially in Figure 5 .1, where the bar graphs on the lower right side show two examples of actual SVM output predictions of each of the 14 SVMs for a lymphoma and a breast sample.
The confidence of the final call is the margin of the winning SVM. When the largest confidence is positive the final prediction is considered a "high confidence" call. If negative, it is a "low confidence" call that can also be considered a candidate for a no-call because no single SVM "claims" the sample as belonging to its recognizable class. This simple categorization of prediction calls as having high or low confidence is very useful in analyzing the multiclass prediction results and developing a basic understanding of the nature of errors. In a clinical classification setting, where a model of this type might be deployed to aid diagnosis, one would need to further refine the analysis of the prediction calls beyond this simple categorization. There are several ways to do this. For example, one can consider as model output a ranked list of the top predictors with confidence above a threshold. This would allow multiple calls of different confidence levels in some indefinite "gray" cases. Another possibility would be to consider the relative costs of misclassification by using a full cost matrix and then applying an ROC (receiver operating characteristics) analysis of the predictions in order to minimize total cost or to understand the tradeoff between different types of errors. Both of these alternatives require a more general study of how to effectively deploy a molecular classifier in the clinic, which is beyond the scope of this paper.
In the first example in the lower right-hand side of Figure 5 .1, an example of a high confidence call, the lymphoma classifier attains a large positive margin and recognizes the samples in this class. No other classifier produces a comparable positive prediction. The second example is a low confidence call where the winning classifier is the one corresponding to the breast class. In this case the sample is classified as breast but the confidence of the prediction is much lower than in the first example. Repeating this procedure, we created a multiclass OVA-SVM model with all genes using the training dataset and then applied it to the two test datasets. The results are summarized in Table 5 .1.
As can be seen in the table, in cross validation the overall multiclass predictions were correct for 78% of the tumors. This accuracy is substantially higher than expected for random prediction (9% according to proportional chance criterion). More interestingly the majority of calls (80%) were high confidence, and for these the classifier achieved an accuracy of 90%. The remaining tumors (20%) had low confidence calls and lower accuracy (28%). The results for the test set (test set 1) were similar to those obtained in cross validation: the overall prediction accuracy was 78% and the majority of these predictions (78%) were again high confidence with an accuracy of 83%. Low confidence calls were made on the remaining 22% of tumors with an accuracy of 58%. The actual confidences for each call and a bar graph of accuracy and fraction of calls versus confidence is shown in Figure 5 .2 (A), (B). The confusion matrices are shown in Table 5. 2. An interesting observation concerning these results is that for 50% of the tumors that were incorrectly classified the correct answer corresponded to the second or third most confident (SVM) prediction. This is shown in Figure 5 .
(C).
We also analyzed the accuracy of the multiclass SVM predictor as a function of the number of genes (or features). The algorithm inputs all of the 16,063 genes in the array and each of them is assigned a weight based on its relative contribution to each OVA classification. Practically, all genes were assigned weakly positive and negative weights in each OVA classifier. We performed multiple runs with different numbers of genes selected using RFE. Results are shown in Figure 5 .3. Note that total accuracy decreases as the number of input genes decreases for each OVA distinction. Pairwise distinctions can easily be made between some tumor classes using fewer genes, but multiclass distinctions among highly related tumor types are intrinsically more difficult. This behavior can also be the result of the existence of molecularly distinct but unknown subclasses within known classes that effectively decrease the predictive power of the multiclass method. Despite the increase in accuracy when utilizing more genes, significant but modest prediction accuracy can be achieved with a relatively small number of genes per classifier (e.g., about 70% with about 200 total genes).
To confirm the stability and reproducibility of the prediction results for this collection of samples, we repeated the train and test procedure for 100 random splits of a combined dataset. The results were similar to the reported case. Figure 5 .3 shows the mean and standard variation of the error rate for the different test/train splits as a function of the total number of genes. Due to the fact that different test/train splits were obtained by reshuffling the dataset, the empirical variance measured is optimistic [13] . Train BL BR CNS CO LE LU LY ME ML OV PA PR RE UT Totals Test 1 BL BR CNS CO LE LU LY ME ML OV PA PR RE UT Totals 6. Conclusions. The method described in this paper demonstrates that the simultaneous diagnosis of multiple tumor types is possible by the comparison of an unknown sample to a reference database of multiple tumor types. The combination of the OVA approach and SVM provides a powerful technique for molecular classification of cancer that appears to outperform other approaches. It is remarkable that a majority of the samples (80%) can be predicted with high confidence and accuracy (83%) based solely on gene expression and despite the presence of varying unknown proportions of nonneoplastic elements in the tumor specimens and the amount of noise, biological variation, and uncertainty in the labeling. Despite the success of the method some questions remain open.
What is the exact reason for the remaining errors made by the classification model? We found that most of the errors correspond to low confidence calls and that many of these were made on samples with moderately or poorly differentiated (high-grade) carcinomas. Those tumors are usually difficult to classify using traditional methods since they often lack the characteristic morphological hallmarks of the organ from which they arise. The mostly even distribution of errors throughout the solid tumor classes (see Table 5 .2) suggests that total accuracy might increase by considering a larger number of samples in the training set. Another source of error might be associated with the inclusion of histopathologically similar, but genetically distinct, tumors in various training set classes. In addition, the fact that 50% of the incorrectly classified tumors belong to the class with the second or third most confident prediction suggests that these errors might be corrected by an incremental improvement (e.g., by acquiring some extra data points for some classes or perhaps by an incremental improvement of the algorithm). The OVA-SVM-based classification strategy may not be the optimal method when a larger sample collection becomes available. As discussed above, there is a tradeoff between the OVA and AP approaches. One can speculate that with a larger number of samples for a fixed class number, there will be a crossover point beyond which the AP-SVM method will be the best. A larger number of tumors with detailed clinical annotation will be required to answer all these questions and fully explore the limitations of our approach.
One can envision a centralized gene expression database that will allow classification accuracy to improve as the model is trained by larger and larger amounts of data. In this scenario the clinical classification and diagnosis of tumors can be improved by considering objective, systematic, and standardized computational methods like the one described here. A more refined analysis of prediction results, for example, using a more detailed categorization of calls by confidence level and class, or by using ROC analysis, might increase the effectiveness of such a system in a clinical setting. This expression-based cancer classification will not be a substitute for traditional diagnostics, but it may represent an important adjunct. The hope is that the molecular characteristics of a tumor sample may for the most part remain the same despite atypical clinical or varying histological features. If this is indeed the case, then the deployment of these computational methods will enable powerful new strategies for a more uniform and comprehensive molecular classification of primary and metastatic tumors.
Appendix. Support Vector Machines. The problem of learning a classification boundary given positive and negative examples is a particular case of the problem of approximating a multivariate function from sparse data. The problem of approximating a function from sparse data is ill-posed, and regularization theory is a classical approach to solving it [30] .
Standard regularization theory formulates the approximation problem as a variational problem of finding the functionf that minimizes the functional I[f ], that is,
where V (·, ·) is a loss function, ||f || 2 K is a norm in a reproducing kernel Hilbert space defined by the positive function K(x i , x j ) [2] , is the number of training examples, and λ is the regularization parameter. Under rather general conditions the solution to the above functional has the form
SVMs are a particular case of the above regularization framework [14] .
Here we describe in more detail how the SVM algorithm works. The SVM runs described in this paper were performed using a modified version of SvmFu (http://www.ai.mit.edu/projects/cbcl/). We also describe the feature selection method used to study how the accuracy changes as a function of the number of genes. For a more comprehensive introduction to SVM, see [14, 31] .
For the SVM the regularization functional minimized is the following:
where the hinge loss function is used, (a) + ≡ max(a, 0). The solution again has the form
and the label output is simply sign[f (x)].
There is an intuitive geometric interpretation of the SVM approach in the case of a linear classifier, which corresponds to K(x, x i ) = x · x i . A hyperplane is defined via its normal vector w. Given a hyperplane w and a point x, define x 0 to be the closest point to x on the hyperplane-the closest point to x that satisfies w · x 0 = 0 (see Figure A. 1). We then have the following two equations: Subtracting the above equations we obtain
Dividing by the norm of w, we have
Noting that w ||w|| is a unit vector and the vector x − x 0 is parallel to w, we conclude that
Our goal is to maximize the distance between the hyperplane and the closest point, with the constraint that the points from the two classes lie on separate sides of the hyperplane. We could try to solve the following optimization problem:
Note that y i (w · x i ) = k in the above derivation. For technical reasons, the optimization problem stated above is not easy to solve. One difficulty is that if we find a solution w, then cw for any positive constant c is also a solution. In some sense, we are interested in the direction of the vector w, but not its length.
If we can find any solution w to the above problem, for example, by scaling w, we can guarantee that y i (w · x i ) ≥ 1k for all x i . Therefore, we may equivalently solve the problem
Note that the original problem has more solutions than this one, but since we are only interested in the direction of the optimal hyperplane, this would suffice. We now restrict the problem further: we are going to find a solution such that for any point closest to the hyperplane, the inequality constraint will be satisfied as an equality. Keeping this in mind, we can see that
So the problem becomes
which can be transformed [31] into the equivalent problem
Note that so far we have considered only hyperplanes that pass through the origin. In many applications, this restriction is unnecessary, and the standard separable SVM problem is written as
where b is a free threshold parameter that translates the optimal hyperplane relative to the origin. In practice, datasets are often not linearly separable. To deal with this situation, we add slack variables that allow us to violate our original distance constraints. The problem becomes min w,b
This new program trades off the two goals of finding a hyperplane with large margin (minimizing ||w||) and finding a hyperplane that separates the data well (minimizing i=1 ξ i ). The parameter C controls this tradeoff. It is no longer simple to interpret the final solution of the SVM problem geometrically; the latter formulation, which corresponds to the original regularization problem of minimizing I[f ], works very well in practice. Even if the data at hand can be separated completely, it may be preferable to use a hyperplane that makes some errors if this results in a much smaller ||w||.
In general SVMs can find a nonlinear separating surface. This follows from the use of a general positive definite kernel. Again, there is an obvious geometric interpretation of this classic function approximation technique. The basic idea is to think of the kernel as a way to nonlinearly map the data to a feature space of high or possibly infinite dimension,
x → φ(x).
A linear separating hyperplane in the feature space corresponds to a nonlinear surface in the original space. We can write the program as follows:
Note that as phrased above, w is a hyperplane in the feature space. In practice, we solve the Wolfe dual of the optimization problems presented and avoid having to work with w and φ(x), the hyperplane and the feature vectors, explicitly. In fact, it is well known from the classical theory of integral operators that every positive definite symmetric function of two variables can be represented, under mild conditions, as a dot product of the eigenvectors of the integral operator associated with it. Thus
For example, if we use as our kernel function a Gaussian kernel,
This corresponds to mapping our original vectors x i to a certain countably infinitedimensional feature space when x is in a bounded domain and an uncountably infinitedimensional feature space when the domain is not bounded. Many methods exist for performing feature selection [29, 32, 18, 23] . In informal experiments, all resulted in similar performance. For the feature selection experiments described in this paper, we used RFE [18] . The method recursively removes features based upon the absolute magnitude of the hyperplane elements. Given microarray data with n genes per sample, the SVM outputs a hyperplane, w, which can be thought of as a vector with n components, each corresponding to the expression of a particular gene. Loosely speaking, assuming that the expression values of each gene have similar ranges, the absolute magnitude of each element in w determines its importance in classifying a sample, since,
where w i is the ith component of vector w and x i is the ith component of vector x and the class label is sign[f (x)]. The SVM is trained with all genes, the expression values of genes corresponding to |w i | in the bottom 10% are removed, and the SVM is retrained with the smaller gene expression set.
The SVM code we used was SvmFu (http://www.ai.mit.edu/projects/cbcl/). The linear or dot-product kernel was used for all reported results:
The data was preprocessed by dividing by 5,000 so that the dot product between all samples in the dataset was in the range of [−1, 1]. The regularization parameter of the SVM was set to 1, C = 1.
For the results reported using RFE, 10% of the features were removed at each iteration.
