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ABSTRACT
Audio information accounts for a large portion of existing digital data, and
numerous researchers are constantly developing new methods and tools for
audio analysis. Short-time Fourier transformed based analysis is one of the
most prominent analysis tools because of its linearity; however, this mecha-
nism cannot resolve issues with inaccurate localization of energy in both time
and frequency, especially for audio editing types of applications. Thus, the
reassigned spectrogram method, developed by Auger and Flandrin in 1995,
has won its place due to higher accuracy in energy localization by turning
discretely sampled signal into continuous domain, and by reassigning the
energy to the center of mass for each analysis bin. This method, neverthe-
less, is non-linear, and it is very difficult to synthesize analysis data back to
time-domain representation. This thesis introduces mechanisms to solve this
problem and summarizes the result of testing.
Keywords: Signal Processing, Audio Processing, Audio Analysis, Short-
time Fourier Transform, Reassigned Spectrogram, Audio Synthesis
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CHAPTER 1
INTRODUCTION
1.1 Background
As audio signal becomes more abundant, researchers are continuously devel-
oping new tools and techniques to more efficiently and accurately analyze
and visualize signals. Short-time Fourier transform (STFT) evolved in the
1960s after the development of the phase vocoder, a filter-bank communica-
tion scheme to visualize energy in different frequency bands. STFT, S(t, ω),
analysis allows us to visualize signals in a more intuitive way, as music scores
are structured, that is, with the magnitude of the frequency component plot-
ted over time. As a result, we can visualize the strength of the frequency
component as a function of time. The STFT based method is one of the
most prominent methods, mainly due to its linear nature, which allows users
and researchers to analyze, modify, edit, and synthesize the signal back into
the time domain.
This method first divides signal x[n] into m chunks called “frames”, rep-
resented as x¯[n,m], where m is the frame number and n is the sample index
at each frame. If we define “hop size” to be h, and “DFT size” to be d, then
we have equation (1.1) for each frame m.
x¯[n,m] = x[m ∗ h+ n] (1.1)
We usually also multiply each frame by a choice of window function with
length d, w[n], so we define the windowed buffered signal as w¯[n,m] in equa-
tion (1.2).
w¯[n,m] = x¯[n,m] ∗ w[n] (1.2)
Next is to transfer the vectorized signal into Fourier space by doing a
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Fourier transform for each frame as in equation (1.3).
Fw¯(ω,m) =
∑
n
w¯[n,m]e−jωt = Fxw(ω,m) (1.3)
While the above representation was shown in continuous space, the discrete
space result can be represented in the same way as:
Fw¯(ωj,m) =
∑
n
w¯[n,m]e−jωjt = Fxw(ωj,m) (1.4)
where ωj =
2pij
d
for j ∈ [0, d− 1]
1.2 Motivation
This characteristic of linear transformation of STFT allows music producers,
electronic musicians, and researchers to widely use this method. With the
nlog(n) complexity of fast Fourier transform (FFT) algorithm, the STFT
based analyze-synthesize scheme can now even be utilized in real time to
achieve practical applications such as source separation, pitch detection, pitch
correction, and more.
However, this analysis method has certain drawbacks. Usual STFT anal-
ysis does not take advantage of the sparsity of the signal. More important
to researchers, this method is physically limited, to a certain degree, to lo-
calize energy in both frequency and time. Largely depending on the analysis
window, STFT localization accuracy is one of the main problems in applica-
tions like de-noising and source separation. For instance, for an audio signal
sampled at 44 kHz, if taking d = 1024, then we would have each analysis bin
to be as wide as
44 kHz÷ 1024 ≈ 40 Hz (1.5)
of uncertain region. Thus, with the windowing smearing effect introduced
by the window function, the energy is not localized in one single bin. As a
consequence, Auger and Flandrin [1] introduced the reassignment method in
1995 to remedy problems outlined above.
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1.3 Contents
This thesis focuses on the method of reassignment and results. Chapter 2
covers analysis and synthesis methods and results. Chapter 3 mainly cov-
ers applications of the reassignment method. Chapter 4 offers conclusions
and addresses possible future work, in addition to discussing what I learned
throughout the process of this research.
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CHAPTER 2
REASSIGNMENT
This chapter will first discuss transformation of signal from time-domain to
the reassignment space, and then methods to inversely transform reassign-
ment analysis back to time-domain signal.
2.1 Time to Reassignment
2.1.1 Method
The method of reassignment is to localize the center of mass of each bin in
spectrogram with respect to its frequency and time [2, 3], rather than keeping
the fixed analysis location. So each point at the normal STFT grid, S(ω, t),
is mapped to a point Sˆ(ωins, tins), with the complex weight of S(ω, t). Points
with the same instant time and instant frequency can be mapped to the same
point additively.
This method is analogous to finding the center of mass (x¯, y¯) in a 2-
dimensional space for weight function f(x, y), which can be found with:
x¯ =
∫
xf(x, y)dx∫
f(x, y)dx
(2.1)
y¯ =
∫
yf(x, y)dy∫
f(x, y)dy
(2.2)
Thus, for a spectrogram, instead of having f(x, y), x(t,mj), S(ω,mj) is
being used. For each frame t = mj, if we have window function w(t), and
signal x(t), we would have FFT of each frame to be:
Fxw(ω,mj) =
∫
x(t,mj)w(t)e
−jωtdt (2.3)
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If we have the window instead to be tw(t), then the above calculation of
Fxw(ω,mj) would be changed to Fxtw(ω,mj), as follows:
Fxtw(ω,mj) =
∫
tx(t,mj)w(t)e
−jωtdt (2.4)
To combine equations (2.3) and (2.4), we define instantaneous time shift as
the centroid position in time axis as:
t¯(ω,mj) =
∫
tx(t,mj)w(t)e
−jωtdt∫
x(t,mj)w(t)e−jωtdt
(2.5)
Then we obtain the instantaneous time shift for a specific frame for each
specific frequency, with the same idea of gravity centering. And the calcu-
lation only involves calculating another STFT with different window, tw(t).
Although the calculation done here is shown as a continuous-time result, a
discrete time result would be very similar.
As a result of equation (2.5), we can represent time-shift for each point as
a division of two STFT analysis results with different window functions w[n]
and tw[n],
δt¯(ωi,mj) = real(
Fxtw(ωi,mj)
Fxw(ωi,mj)
) (2.6)
and the instantaneous time is then tins = mj + δt¯.
A similar calculation is done in frequency domain for frequency centroid;
we can alternatively represent multiplication in time domain with convolution
in frequency domain. For W (ω) being FFT of window w(t), and X(ω,mj)
being FFT of signal x(t), then we can specify each FFT frame mj as:
Fxh(ω,mj) =
∫
W (v)X(ω − v,mj)dv (2.7)
The Fourier transform property states that F(dw(t)
dt
) = jωW (ω); therefore, if
using ∂w(t)
∂t
as the window instead of h(t), each frame can be represented as:
Fxdw(t)
dt
(ω,mj) =
∫
jvW (v)X(ω − v,mj)dv (2.8)
So if combining equation (2.7) and (2.8):
−jω¯(ω,mj) =
∫
jvW (v)X(ω − v,mj)dv∫
W (v)X(ω − v,mj)dv (2.9)
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This result is almost the instant frequency shift ωins, and can be calculated
for each bin with only another calculation of STFT with a different window,
dh(t)
dt
.
δω¯(ωi,mj) = −imag(
Fxdw(t)
dt
(ωi,mj)
Fxw(ωi,mj)
) (2.10)
Knowing the frequency shift, then the instantaneous frequency is calculated
as ωins = ωi + δω¯.
Having determined the corresponding instantaneous frequency and time
for each analysis bin with the method above [4], the last thing is to correct
the phase for each analysis point Sˆ(ωins, tins). Before assigning the same
magnitude to Sˆ(ωins, tins) as the magnitude, we have to account for the phase
modification that happens when both time and frequency change [5]. As
phase can be represented in equation (2.11),
φ =
∫
ω(t)dt (2.11)
the change in phase from t0 to tins can be represented as:
δφ =
∫ tins
t0
ω(t)dt (2.12)
where t0 is the original time of the analysis bin, tins is the reassigned instan-
taneous time, and ω(t) is frequency as a function of time. However, such
operation is not feasible in discrete analysis; as a result, an approximation is
performed with linear interpolation as:
∆φ =
ω0 + ωins
2
∗ (tins − t0) (2.13)
This phase would be added to the original phase from the original STFT,
∠S(ω, t), which completed the reassignment calculation.
Thus, for each analysis bin that exists in the STFT matrix, there is a corre-
sponding point that each bin warped to with frequency ω¯, time t¯, amplitude
A, and phase φ.
Having generated the reassigned warping, the analysis result is filtered
based on perceptual criteria to force the spectrogram make sense. For ex-
ample, if a point is warped to far away, it is reasonable to believe there is a
calculation error and thus to ignore that point [2, 3].
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The last step is to perform selection based on the energy distribution in
the reassigned space, exploiting the sparse nature of the audio signals; most
of the time, keeping 80% or 90% of the energy is more than necessary. This
step largely reduces the amount of storage space required for the analysis
result.
2.1.2 Result
The example is given by an audio file about 2.5 s long, sampled at 11025 Hz.
Figure 2.1 shows the reassignment result of this audio file keeping 90% of
energy. This reassigned spectrogram is plotted using a scatter plot fashion,
with weight |Sˆ(ωins, tins)|, indicated by the color. Knowing the piece is a
short piece of a music from 1980s, readers can identify the low-frequency
component as bass drum, the wide-band component as snare drum, and the
harmonic component as a bell.
Figure 2.1: Reassignment Result
The same piece of signal is also analyzed with the ordinary STFT method
shown in Figure 2.2. As we can see, both of them capture almost the same
amount of information, and the reassigned spectrogram shows the harmonic
7
component with higher accuracy and less smearing.
Figure 2.2: Reassignment Result
2.2 Reassignment to Time
Having discussed the results and the method of reassignment, we now under-
stand that reassignment is not a linear transformation on the original signal;
thus, it is rather difficult to convert the analysis result back to time-domain
representation of a signal. The essential part of this thesis is to develop and
test different methods to synthesize the analyzed result back to time. The
following sections will focus on explanation and discussion of three methods
that have been developed and tested.
2.2.1 DFT Method
The first method that I developed was to interpolate the time axis based on
frame number by zeroth-order interpolation. This means merging points on
the fixed frame by finding the closest frame. There are h samples between
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the start of each frame, and with a zeroth order interpolation, all analysis
points can be considered to happen at the closest frame. Although this
interpolation is zeroth order on the time axis, it is still linear in the phase,
so utilize ∆φ = ωins
2
∗ (tins− t0) as the phase shift as a result from time shift,
Sˆ ′(ωins,m) = Sˆ(ωins, tins) ∗ ejωins(m−tins) (2.14)
where both m and tins are in the same unit of time.
There will be no interpolation on the frequency axis, so each analysis
point corresponds to only one single frequency, ωins. The interpolated re-
sults Sˆ ′(ωins,m) would preserve the continuous frequency but will lose the
continuous representation of time by substituting time shift with phase shift.
For each frame, synthesis is performed with inverse discrete Fourier trans-
form based on the analysis point in the frame, with the frequency selected
at ωins for each matching analysis point. As a result, the size of the inverse
Fourier transform matrix depends on the number of analysis points avail-
able in the frame. If the number of points in a frame is p, then the Fourier
matrix will be d by 2p for the frame, where the factor of 2 accounts for the
symmetrical part in the Fourier transform.
Having obtained the transform result for each frame, a normal inverse
overlap-add procedure will allow us to synthesize the time-domain signal.
2.2.2 Additive Method
The DFT method mentioned above does a zeroth-order interpolation based
on frame, and merges several points in one frame. It is natural to further
ignore the limitation of frame, and directly overlap-add all sinusoidal com-
ponents.
This method, additive synthesis, computes the corresponding sinusoid with
given frequency ωins, amplitude A, phase φ, and starting time tins. Given
these four parameters just mentioned, construct the ith component sinusoid
ci[n] = Aicos(ωinsin+ φi) (2.15)
and add it up with overlap-add method at the exact time instant to synthesize
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xˆ[n] as
xˆ[tinsi + n] = xˆ[tinsi + n] + ci[n] ∗ w[n] (2.16)
where w[n] is the analysis window.
However, there is no guarantee that tins is integer-valued; therefore, zeroth-
order interpolation is done to remedy non-integer shift, and less-than-a-half-
sample time shift is accounted for by the phase shift.
δφ = ωins ∗ (round(tins)− tins) (2.17)
Accounting for δφ when constructing sinusoids yields equation (2.18).
ci[n] = Aicos(ωinsin+ φi + δφi) (2.18)
This method seems like the DFT method, but it actually works very well
because it takes into account the different time-domain window and smoothes
all sinusoids at different times reducing artifacts and enabling more natural
synthesis. However, if the phase information is inaccurate, the method will
break down from incorrect phase interference and give a terrible result.
2.2.3 Interpolation Method
The natural way to explain the smearing effect in ordinary STFT represen-
tation is that is the convolution of the signal of interest with the window
function in the Fourier space. Thus, if reassignment is the way to relocalize
the signal of interest, we can reproduce and synthesize the smearing effect,
or re-interpolate the STFT matrix by convoluting the reassigned signal with
window functions. The natural choice of such a kernel or window function is
to choose exactly the same window we use for analysis, and to use its Fourier
space representation to interpolate in frequency axis and time-domain rep-
resentation to interpolate in time axis.
Thus, with a given analysis window function w, first determine the analyt-
ical form of w[n]. Next, designate a region of interest; that is, interpolation
only around one point will be performed, and the size of this region will
largely affect the computation. For a specific point Sˆ(ωins, tins), we would be
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interested only in
{ωm : ωins − L/2 < ωm < ωins + L/2, ωm ∈ Z} (2.19)
In other words, interpolation is only performed with the integer frequency
component in the region of interest, that defined with length L in frequency
axis. The convoluted result, in frequency axis, can be shown as the following
equation:
Sˆ ′(ωm, ωins, tins) = Sˆ(ωins, tins)(
∑
n
w[n]ejωmn) (2.20)
where the first part of the right-hand side, Sˆ(ωins, tins), is the signal of inter-
est, or the magnitude in the reassigned space, represented as a delta function,
and the second part,
∑
nw[n]e
jωmn, is the weight of the kernel at specific fre-
quency ωm.
The above mechanism defines interpolation in the frequency axis, but not
in the time axis. The time domain convolution is defined with a different
kernel function, the time-domain representation of the window w(t) in the
region of interest. Therefore, the process is similar to that of frequency.
Within the region defined as:
{tn : tins −M/2 < tn < tins +M/2, tn ∈ Z} (2.21)
where tn represents the integer frame number, the final result in the region
of interest is:
Sˆ ′(ωm, tn, ωins, tins) = Sˆ(ωins, tins)(
∑
n
w[n]ejωmn)w(tn − tins)ej
ωm+ωins
2
(tn−tins)
(2.22)
The first part w(tn − tins) of the additional two parts on the right-hand
side of equation (2.22), compared to equation (2.20), indicates the weighting
in the time domain based on difference in frame number, and the second part
ej
ωm+ωins
2
(tn−tins) is the phase correction term, which is a result of linear phase
approximation as in equation (2.13).
Keep in mind that the above Sˆ ′(ωm, tn, ωins, tins) was the contribution from
one point in the reassigned space Sˆ(ωins, tins), but the actual interpolated
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STFT spectrogram Sˆ ′(ωins, tins) is then the sum of all the regions of interest.
Sˆ ′(ωm, tn) =
∑
Sˆ ′(ωm, tn, ωins, tins) (2.23)
The performance of this method largely depends on two parameters that
define the size of the region of interest.
2.2.4 Result
It will be helpful to see the synthesis performance of different methods men-
tioned above, so the above three methods were performed with the same
analysis result, a trumpet tone sampled at 22050 Hz.
The original STFT spectrogram of the audio piece is shown in Figure 2.3,
and the reassignment result with only 85% of energy is shown in Figure 2.4.
Figure 2.3: Original Result
Figures 2.3 and 2.4 show that keeping only 85% of the energy throws out
some of the high-frequency component. Next, the synthesized signal resulting
from different methods will be presented as a combination of longitudinal
waveform and STFT analysis results, and then numerical measurement of
distortion, artifact, and interference will be shown.
Shown in Figure 2.5 is the result from the DFT method. The spectrogram
seems to be acceptable, but the waveform is very different from the original
time-domain representation, evincing a problem in phase.
The second result, Figure 2.6, is from additive synthesis. While observing
the correct shape of the waveform, a modulation effect can be also identi-
fied in the time domain signal, resulting from the imperfect phase overlap.
12
Figure 2.4: Reassignment Result
Figure 2.5: DFT Method Result
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However, this result is much better than that using DFT.
Figure 2.6: Additive Synthesis Result
The last result from the interpolation method, shown in Figure 2.7, pro-
duces a better looking overall window, but strong modulation effect. The
result is synthesized with 1% of DFT size in the frequency axis, and 1 DFT
window size in the time axis.
Figure 2.7: Interpolation Method Result
Table 2.1 shows sound quality measurements for different methods. The
ordinary STFT result is much better than the reassigned result; however,
the measurements were not performed on completely synchronized data for
reassignment, whereas the STFT result is completely synchronized.
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Table 2.1: Synthesis Result Measurement
Method SDR SIR SAR
STFT 51.3 Inf 51.3
DFT -16.5 Inf -16.5
Addition -4.3 Inf -4.3
Interpolation -2.4 Inf -2.4
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CHAPTER 3
APPLICATION
With higher fidelity in the location of energy both in frequency and time, it is
possible to have better performance of de-noising by localizing noise better,
and source separation by localizing the frequency component more accurately
for each source. As the reassigned space takes advantage of sparsity, data
compression is also a possible application.
3.1 Data Compression
One of the applications may be data compression. Since the reassigned spec-
trogram can take advantage of the sparsity of the analysis result, it is possible
to analyze and perform compression, and then maintain a certain fidelity with
the synthesized result.
Certain parameters in the process of analysis can be chosen to consider
how much information or energy we wish to keep. In the following example,
by keeping 90%, 85%, and 80% of the energy of the piano note, we saved
different amounts of the storage space compared to the STFT analysis.
The example was performed on audio data of a piano note sampled at
44 kHz. Synthesis is performed with additive synthesis. With the choice of
keeping 90%, 85%, or 80% of energy, the results are shown in Figures 3.1
to 3.3, and Table 3.1 shows the numerical measurements for synthesis with
different amounts of energy.
Table 3.1: Compressed Synthesis Result Measurement
Method Data Reduction SDR SIR SAR
Reassignment 90% 97.0706% -1 inf -1
Reassignment 85% 97.7573% -1 inf -1
Reassignment 80% 98.2282% -1 inf -1
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Figure 3.1: Reassignment Result with 90% of Energy
Figure 3.2: Reassignment Result with 85% of Energy
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Figure 3.3: Reassignment Result with 80% of Energy
The table and figures above indicate that keeping 80% to 90% of energy
would not make much of a difference in terms of sound quality of the synthesis
signal and storage space for this signal.
3.2 Source Separation
One of the other applications enabled by the synthesis of reassigned spec-
trogram is source separation. Source separation is among the most popular
topics in audio engineering, and many researchers have pursued it with meth-
ods consisting of different levels of complexity on STFT-based analysis tools.
A method of supervised source separation applying masking is shown here
as an example of the feasibility of this application.
The masking method involves two steps. The first step is to compare the
magnitude of the original pieces; if audio A is the signal to be extracted, then
comparisons of audio A with all other mixed pieces by the magnitude in the
reassigned space are performed in order to generate the mask. To be precise,
if audio A has greater magnitude in a certain region than other audio pieces,
we will label this region as “True”. Then the second step is to apply the
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mask to the mixed signal; the regions labeled as “True” in the mixed signal
will stay, whereas the “False” region will be left empty.
The test is performed with two speech audio signals sampled at 22.05
kHz, and the mixed signal is composed of two speakers speaking different
sentences. Figure 3.4 shows the mixed audio file in reassigned space, and the
result is shown in Figure 3.5, with the two speakers’ signals separated:
Figure 3.4: Mixed Speech Spectrogram
Numerical measurements of the performance of the method are listed in
Table 3.2, with comparison to ordinary STFT masking method. Low SDR
and SAR values are results from imperfect synthesis methods, and acceptable
SIR value shows the application is possible and feasible.
Table 3.2: Source Separation Result Measurement
Method Source SDR SIR SAR
Reassignment Additive Source 1 -0.3 18.4 -0.1
Reassignment Additive Source 2 2.8 36.6 2.8
STFT Source 1 14.2 34.3 14.3
STFT Source 2 14.3 29.6 14.4
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Figure 3.5: Separated Speech Spectrogram
3.3 Other Applications
Other applications may include but are not limited to all types of learning
algorithms based on normal STFT analysis-synthesis scheme. Musical ap-
plications such as de-noising applications, pitch correction, pitch detection,
music transcription, and audio synthesis are all possible applications for re-
assigned spectrogram.
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CHAPTER 4
CONCLUSION
While STFT is a tool largely developed for audio analysis, the transformed
version, reassigned spectrogram, has not been developed much. There are two
main reasons for this lack of development: first, this transformation is still a
linear projection, if the low energy data and the structure are kept; second,
while the transformation offers certain benefits in the new space, such as
localization of energy, it is not fully equipped with a synthesis method. The
results reported in this thesis are acceptable in terms of synthesis, suggesting
that the proposed methods can be further improved and more widely utilized,
and may even ultimately perform better than STFT. This chapter will discuss
the possible future work on these synthesis methods, and what I learned from
this research experience.
4.1 Future Work
The most important thing about an audio signal is sound quality; as a result,
the quality of the audio being heard is the first and major aspect to work on.
The problem still exists in the fact that the phases of the sinusoids do not line
up perfectly, which will deteriorate the sound quality. Given the opportunity
to further improve my work, I would focus on synthesized sound quality of
the audio signal, mainly by investigating the phase of the sinusoids.
Secondly, producing tracking and clustering between points can possibly
help both synthesis and analysis. Tracking provides the phase shift as a
continuous signal, which is homogeneous among all tracks, and clustering
may decrease the chances of multiple sinusoids adding up with incoherent
phases. Tracking with the McAaulay-Quatieri method is a prominent musical
analysis tool, and I believe implementing the McAaulay-Quatieri method for
tracking and some clustering technique in the reassigned space may result in
21
improve sound quality.
4.2 What I Learned
There are three main things I would like to discuss, the first thing being
determination and commitment. This is by far the longest project I have
ever worked on, starting out without any knowledge in the field, but ending
up with acceptable deliverables. Throughout the process, one needs to always
keep up with what one is working on, being determined to read literature,
solve problems, and propose different solutions and test them; one must
also be committed so as to actually work on the thesis on a daily basis.
Determination and commitment are what I found most important throughout
the process.
Secondly, I would like to discuss process and result. Most of the time
we value results more than the process. Nevertheless, during the course of
research it is not always the case that we meet our expectation. Being pro-
ductive is one thing, but it is never guaranteed to have any result. Learning
during the process of research is what research really means for me. A result
is an instantaneous product, but process is where we put our determination
and commitment.
Apart from determination and commitment, discipline and independence
are the last things I would like to focus on. As evinced above the process
is important, but how exactly we work is also crucial. Performing under su-
pervision and having disciplines are important aspects for a research project,
but they do not count for the entire research work. Most of the time we still
have to work alone and perform individually. I believe this is also a part that
I need to work on more. This project has forced me to work individually in
an unfamiliar field and enabled me to improve my capacity for independent
research.
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