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Outer functions and divergence
in de Branges–Rovnyak spaces
Javad Mashreghi and Thomas Ransford
Abstract. In most classical holomorphic function spaces on the unit
disk in which the polynomials are dense, a function f can be approx-
imated in norm by its dilates fr(z) := f(rz) (r < 1), in other words,
limr→1− ‖fr − f‖ = 0. We construct a de Branges–Rovnyak space H(b)
in which the polynomials are dense, and a function f ∈ H(b) such that
limr→1− ‖fr‖H(b) =∞. The essential feature of our construction lies in
the fact that b is an outer function.
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1. Introduction
In most holomorphic function spaces on the unit disk, at least those in which
the polynomials are dense, the radial dilates of a function in the space con-
verge to the function in the norm of the space. In other words, writing
fr(z) := f(rz), we have limr→1− ‖fr − f‖ = 0 for all f in the space.
However, perhaps surprisingly, this is not always true. An example was
given in [3] where in fact limr→1− ‖fr‖ = ∞. The space in question was
a de Branges–Rovnyak space H(b). We shall give the precise definition of
H(b) in §2. Suffice it to say that de Branges–Rovnyak spaces are a family of
subspaces H(b) of the Hardy space H2, parametrized by elements b of the
unit ball of H∞. In the example constructed in [3], the function b was the
product of a rational function and a carefully chosen Blaschke product, and
the justification of the construction depended heavily on certain properties
Blaschke products with uniformly separated zeros.
Our purpose in this article is to show that such an example can also
be constructed with b being an outer function. This has the advantage that,
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as we no longer need to cite results about Blaschke products with uniformly
separated zeros, the construction is more elementary than that given in [3].
Theorem 1.1. There exist an outer function b in the unit ball of H∞ and a
function f ∈ H(b) such that polynomials are dense in H(b), yet
lim
r→1−
‖fr‖H(b) =∞. (1.1)
Our proof proceeds via an auxiliary result of independent interest, in
which we construct an outer function with very precise control over its behav-
ior along the radius (0, 1). The necessary background on de Branges–Rovnyak
spaces is described in §2. Theorem 1.1 is proved in §3, and we make some
concluding remarks in §4.
2. Background on H(b)-spaces
We denote by D and T the open unit disk and the unit circle respectively. Also,
we denote by H2 the Hardy space on D. Given ψ ∈ L∞(T), the corresponding
Toeplitz operator Tψ : H
2 → H2 is defined by
Tψf := P+(ψf) (f ∈ H
2),
where P+ : L
2(T)→ H2 denotes the orthogonal projection of L2(T) onto H2.
Clearly Tψ is a bounded operator on H
2 with ‖Tψ‖ ≤ ‖ψ‖L∞(T). If h ∈ H
∞,
then Th is simply the operator of multiplication by h and its adjoint is Th.
Definition 2.1. Let b ∈ H∞ with ‖b‖H∞ ≤ 1. The associated de Branges–
Rovnyak space H(b) is the image of H2 under the operator (I −TbTb)
1/2. We
define a norm on H(b) making (I −TbTb)
1/2 a partial isometry from H2 onto
H(b), namely
‖(I − TbTb)
1/2f‖H(b) := ‖f‖H2 (f ∈ H
2 ⊖ ker(I − TbTb)
1/2)).
This is the definition of H(b) as given in [6]. The original definition of
de Branges and Rovnyak, based on the notion of complementary space, is
different but equivalent. An explanation of the equivalence can be found in
[6, pp.7–8]. A third approach is to start from the positive kernel
kbw(z) :=
1− b(w)b(z)
1− wz
(z, w ∈ D),
and to define H(b) as the reproducing kernel Hilbert space associated with
this kernel. For a more detailed description of these spaces, we refer to the
recent two-volume work [4, 5].
The general theory of H(b)-spaces splits into two cases, according to
whether b is an extreme point or a non-extreme point of the unit ball of H∞.
This dichotomy is illustrated by following result.
Theorem 2.2. Let b ∈ H∞ with ‖b‖H∞ ≤ 1. The following are equivalent:
(i) b is a non-extreme point of the unit ball of H∞;
(ii) log(1− |b|2) ∈ L1(T);
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(iii) H(b) contains all functions holomorphic in a neighborhood of D;
(iv) polynomials are dense in H(b).
Proof. The equivalence between (i) and (ii) is proved in [2, Theorem 7.9]. The
equivalence between (i) and (iii) follows from [6, §IV-6 and §V-1]. Finally,
the equivalence between (i) and (iv) follows from [6, §IV-2, §IV-3 and §V-1].
(Another, more constructive, proof of the density of polynomials in the case
when b is non-extreme can be found in [3, Theorem 5.1].) 
Henceforth we shall simply say that b is ‘extreme’ or ‘non-extreme’, it
being understood that this is relative to the unit ball of H∞.
From the equivalence between (i) and (ii), it follows that, if b is non-
extreme, then there is an outer function a such that a(0) > 0 and |a|2+ |b|2 =
1 a.e. on T (see [6, §IV-1]). The function a is uniquely determined by b. We
shall call (b, a) a pair. The following result gives a useful characterization of
H(b) in this case.
Theorem 2.3 ([6, §IV-1]). Let b be non-extreme, let (b, a) be a pair and let
f ∈ H2. Then f ∈ H(b) if and only if Tbf ∈ Ta(H
2). In this case, there exists
a unique function f+ ∈ H2 such that Tbf = Taf
+, and
‖f‖2H(b) = ‖f‖
2
H2 + ‖f
+‖2H2 . (2.1)
3. Proof of Theorem 1.1
We shall prove Theorem 1.1 by establishing the following slightly stronger
result.
Theorem 3.1. There exist an outer function b non-extreme in the unit ball of
H∞ and a function f ∈ H(b) such that
lim
r→1−
|(fr)
+(0)| =∞ (3.1)
By Theorem 2.2 (iv), if b is non-extreme, then polynomials are dense in
H(b). Also, if b is non-extreme and f ∈ H(b), then by Theorem 2.2 (iii) we
have fr ∈ H(b) for all r ∈ (0, 1), and from Theorem 2.3 we obtain
‖fr‖H(b) ≥ ‖(fr)
+‖H2 ≥ |(fr)
+(0)|.
Thus (3.1) implies (1.1), and Theorem 1.1 is indeed a consequence of Theo-
rem 3.1.
In what follows, we shall write kw(z) := 1/(1−wz), the Cauchy kernel. It
is the reproducing kernel for H2 in the sense that f(w) = 〈f, kw〉H2 for all f ∈
H2 and w ∈ D. In particular, ‖kw‖
2
H2 = 〈kw, kw〉H2 = kw(w) = 1/(1− |w|
2).
We remark that kw has the useful property that Th(kw) = h(w)kw for all
h ∈ H∞. Indeed, given g ∈ H2, we have
〈g, Th(kw)〉H2 = 〈hg, kw〉H2 = h(w)g(w) = h(w)〈g, kw〉H2 = 〈g, h(w)kw〉H2 .
The proof of Theorem 3.1 depends on two lemmas. The first lemma,
a slight generalization of a result in [3], provides a class of functions f for
which f+ is readily identifiable.
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Lemma 3.2. Let b be non-extreme, let (b, a) be a pair and let φ := b/a. Let
f :=
∑
j≥1
cjkwj ,
where (wj)j≥1 is a sequence in D, and (cj)j≥1 are scalars satisfying∑
j≥1
|cj |(1 + |φ(wj)|)(1 − |wj |)
−1/2 <∞. (3.2)
Then f ∈ H(b) and
f+ =
∑
j≥1
cjφ(wj)kwj . (3.3)
Proof. Note first of all that∑
j≥1
|cj |‖kwj‖H2 =
∑
j≥1
|cj |(1− |wj |
2)−1/2 <∞,
so the series defining f converges absolutely in H2. Further, defining
g :=
∑
j≥1
cjφ(wj)kwj ,
we likewise have g ∈ H2 and
Ta(g) =
∑
j≥1
cjφ(wj)Ta(kwj ) =
∑
j≥1
cjφ(wj) a(wj)kwj
=
∑
j≥1
cjb(wj)kwj =
∑
j≥1
cjTb(kwj ) = Tb(f).
By Theorem 2.3, it follows that f ∈ H(b), and f+ = g. 
The second lemma, inspired by an idea in [1], yields an outer function
with very precise control over the growth along the radius [0, 1).
Lemma 3.3. Let (wn) be a strictly increasing sequence in (0, 1) such that
wn → 1, and let (ρn) be a positive sequence such that∑
k>n
( 1− wk
1− wk+1
)
ρk = o(ρn) (n→∞). (3.4)
Then there exists an outer function φ such that |φ| ≥ 1 on D and, for all n,
inf
r∈[wn,wn+1]
log
∣∣∣φ(rwn)
φ(wn)
∣∣∣ ≥ ρn
1− wn
. (3.5)
Proof. Let Φ be the outer function on the upper half-plane such that
log |Φ| =
∑
k≥1
(ǫk/tk)1[2tk,3tk] a.e. on R,
where
tk :=
1− w2k
1 + w2k
and ǫk :=
( 1− wk
1− wk+1
)
ρk.
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Note that
1
π
∫
R
log |Φ(x)|
1 + x2
dx ≤
∑
k≥1
ǫk =
∑
k≥1
( 1− wk
1− wk+1
)
ρk <∞,
so Φ is well-defined. Also, since log |Φ| ≥ 0 a.e. on R, it follows that |Φ| ≥ 1
on the upper half-plane.
Define φ on the unit disk by
φ(z) := Φ
(
i
1− z
1 + z
)
(|z| < 1).
Then φ is also outer and |φ| ≥ 1. Fix n and let r ∈ [wn, wn+1]. Then, writing
un :=
1− rwn
1 + rwn
and vn :=
1− wn
1 + wn
,
we have
log
∣∣∣φ(rwn)
φ(wn)
∣∣∣ = log |Φ(iun)| − log |Φ(ivn)|
=
1
π
∫
R
( un
u2n + x
2
−
vn
v2n + x
2
)
log |Φ(x)| dx
=
1
π
∑
k≥1
ǫk
tk
∫ 3tk
2tk
( un
u2n + x
2
−
vn
v2n + x
2
)
dx.
(The intervals [2tk, 3tk] are not necessarily disjoint, but this does not matter.)
Note that w2n ≤ rwn ≤ wn, so vn ≤ un ≤ tn. Thus, if x ≥ tn, then
un
u2n + x
2
−
vn
v2n + x
2
=
(un − vn)(x
2 − unvn)
(u2n + x
2)(v2n + x
2)
≥ 0,
whence, for all k < n, we have
1
tk
∫ 3tk
2tk
( un
u2n + x
2
−
vn
v2n + x
2
)
dx ≥ 0.
The same is true if k = n, but in this case we have a better estimate. Indeed,
if x ∈ [2tn, 3tn], then
un
u2n + x
2
−
vn
v2n + x
2
=
(un − vn)(x
2 − unvn)
(u2n + x
2)(v2n + x
2)
≥
(un − vn)(3t
2
n)
(10t2n)(10t
2
n)
=
3(un − vn)
100t2n
,
so
1
tn
∫ 3tn
2tn
( un
u2n + x
2
−
vn
v2n + x
2
)
dx ≥
3(un − vn)
100t2n
.
Lastly, for all k > n, we clearly have
1
tk
∫ 3tk
2tk
( un
u2n + x
2
−
vn
v2n + x
2
)
dx ≥ −
1
tk
∫ 3tk
2tk
vn
v2n + x
2
dx ≥ −
1
vn
.
Putting these estimates together, we arrive at the inequality
log
∣∣∣φ(rwn)
φ(wn)
∣∣∣ ≥ 1
π
(
ǫn
3(un − vn)
100t2n
−
(∑
k>n
ǫk
) 1
vn
)
.
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Now, a simple calculation gives
un − vn =
1− rwn
1 + rwn
−
1− wn
1 + wn
=
2(1− r)wn
(1 + rwn)(1 + wn)
≥
2(1− r)w1
4
≥
w1
2
(1− wn+1).
Also, we have
tn =
1− w2n
1 + w2n
≤ 2(1− wn) and vn =
1− wn
1 + wn
≥ (1− wn)/2.
It follows that there are constants C1, C2 > 0 such that
log
∣∣∣φ(rwn)
φ(wn)
∣∣∣ ≥ C1ǫn (1 − wn+1)
(1− wn)2
− C2
(∑
k>n
ǫk
) 1
(1− wn)
=
1
1− wn
(
C1ρn − C2
∑
k>n
1− wk
1− wk+1
ρk
)
.
The hypothesis (3.4) on the sequence (ρn) implies that the term in parenthe-
ses is at least C1ρn/2 for all large enough n. Thus
log
∣∣∣φ(rwn)
φ(wn)
∣∣∣ ≥ (C1/2) ρn
1− wn
for all r ∈ [wn, wn+1] and all sufficiently large n. Replacing φ by a large
enough power of itself, we may ensure that this inequality holds for all n and
with a constant C1/2 = 1. Thus (3.5) holds. 
Proof of Theorem 3.1. Fix α, β with 1 < α < β < α+ 1, and define
wn := 1− e
−nβ and ρn := e
−nα .
Then∑
k>n
( 1− wk
1− wk+1
)
ρk =
∑
k>n
e(−k
β+(k+1)β−kα) =
∑
k>n
e−k
α(1+o(1)) = o(e−n
α
),
so condition (3.4) is satisfied. By Lemma 3.3, there is an outer function φ
such that |φ| ≥ 1 on D and
log
∣∣∣φ(rwn)
φ(wn)
∣∣∣ ≥ enβ−nα (r ∈ [wn, wn+1], n ≥ 1). (3.6)
Replacing φ(z) by φ(z)φ(z), we may further assume that φ takes positive real
values on (−1, 1).
Let a, b be the outer functions (normalized to be positive at 0) satisfying
|a|2 =
1
1 + |φ|2
and |b|2 =
|φ|2
1 + |φ|2
a.e. on T.
Then (b, a) is a pair and b/a = φ. In particular, as log(1 − |b|2) = 2 log |a| ∈
L1(T), the function b is a non-extreme point of the unit ball of H∞, by
Theorem 2.2.
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Define
f :=
∑
j≥1
cjkwj ,
where cj := (1−wj)
1/2/(j2φ(wj)). Clearly (3.2) is satisfied, so, by Lemma 3.2,
we have f ∈ H(b). Also, for each r ∈ (0, 1), we have fr =
∑
j≥1 cjkrwj , and
a second application of Lemma 3.2 shows that fr ∈ H(b) with (fr)
+ =∑
j≥1 cjφ(rwj)krwj . In particular,
(fr)
+(0) =
∑
j≥1
cjφ(rwj) (0 < r < 1). (3.7)
Now, given r ∈ (w1, 1), choose n so that r ∈ [wn, wn+1]. Then, since all the
terms in the series (3.7) are positive, we have
∑
j≥1
cjφ(rwj) ≥ cnφ(rwn) =
(1− wn)
1/2φ(rwn)
n2φ(wn)
≥
e−n
β/2 exp(en
β−nα)
n2
,
where the last inequality comes from (3.6). Clearly the right-hand side tends
to infinity as n→∞. Hence (fr)
+(0)→∞ as r→ 1−. 
4. Concluding remarks
4.1. Rate of growth
The construction above yields a function f satisfying
log ‖fr‖H(b) ≥
c
1− r
exp
(
−
(
log
1
1− r
)α/β)
(0 < r < 1),
where c is a positive constant. Whilst this estimate could be slightly improved
with a more careful choice of (wn) and (ρn), it is not far from optimal. Indeed,
if b is non-extreme and f ∈ H(b), then necessarily log+ ‖fr‖H(b) = o(1/(1−r))
as r → 1− (see [1, Theorem 5.2]).
4.2. Failure of Sarason’s formula
Let b be non-extreme, let (b, a) be a pair and let φ := b/a, say φ(z) =∑
j≥0 φ̂(j)z
j. It was shown by Sarason in [7] that, if f is holomorphic in a
neighborhood of D, say f(z) =
∑
k≥0 f̂(k)z
k, then the series
∑
j≥0 f̂(j +
k)φ̂(j) converges absolutely for each k, and
‖f‖2H(b) =
∑
k≥0
|f̂(k)|2 +
∑
k≥0
∣∣∣∑
j≥0
f̂(j + k)φ̂(j)
∣∣∣2. (4.1)
Rather surprisingly, the formula (4.1) does not extend to arbitrary f ∈ H(b).
It was shown in [3] that, for certain choices of b, f , it may happen that∑
j≥0 f̂(j)φ̂(j) diverges, and consequently that (4.1) breaks down. Exactly
the same argument, now used in conjunction with Theorem 3.1, shows that
this phenomenon may even occur when b is outer.
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4.3. Summability methods
It was shown in [3] that, if limr→1− ‖fr‖H(b) =∞, then necessarily the Taylor
partial sums sn(f) of f and their Cesa`ro means σn(f) satisfy
lim sup
n→∞
‖sn(f)‖H(b) =∞ and lim sup
n→∞
‖σn(f)‖H(b) =∞. (4.2)
Using Theorem 1.1, we see that (4.2) may occur even if b is outer. This
raises the following question: given b non-extreme in the unit ball of H∞,
is there always a summability method (Sn) (depending on b) such that
limn→∞ ‖Sn(f)− f‖H(b) = 0 for all f ∈ H(b)?
References
[1] Nicolas Chevrot, Dominique Guillot, and Thomas Ransford. De Branges-
Rovnyak spaces and Dirichlet spaces. J. Funct. Anal., 259(9):2366–2383, 2010.
[2] Peter L. Duren. Theory of Hp spaces. Pure and Applied Mathematics, Vol. 38.
Academic Press, New York-London, 1970.
[3] Omar El-Fallah, Emmanuel Fricain, Karim Kellay, Javad Mashreghi, and
Thomas Ransford. Constructive Approximation in de Branges–Rovnyak Spaces.
Constr. Approx., 44(2):269–281, 2016.
[4] Emmanuel Fricain and Javad Mashreghi. The theory of H(b) spaces. Vol. 1, vol-
ume 20 of New Mathematical Monographs. Cambridge University Press, Cam-
bridge, 2016.
[5] Emmanuel Fricain and Javad Mashreghi. The theory of H(b) spaces. Vol. 2, vol-
ume 21 of New Mathematical Monographs. Cambridge University Press, Cam-
bridge, 2016.
[6] Donald Sarason. Sub-Hardy Hilbert spaces in the unit disk. University of
Arkansas Lecture Notes in the Mathematical Sciences, 10. John Wiley & Sons,
Inc., New York, 1994. A Wiley-Interscience Publication.
[7] Donald Sarason. Unbounded Toeplitz operators. Integral Equations Operator
Theory, 61(2):281–298, 2008.
Javad Mashreghi
De´partement de mathe´matiques et de statistique, Universite´ Laval,
Que´bec (QC), Canada G1V 0A6
e-mail: javad.mashreghi@mat.ulaval.ca
Thomas Ransford
De´partement de mathe´matiques et de statistique, Universite´ Laval,
Que´bec (QC), Canada G1V 0A6
e-mail: thomas.ransford@mat.ulaval.ca
