Dynamic mesh adaption on unstructured grids is a powerful tool for computing unsteady ows that require local grid modi cations in order to e ciently resolve solution features. For such ows, the coarsening/re nement step must be completed every few time steps, so its e ciency must be comparable to that of the ow solver. For this work, we consider an edge-based adaption scheme that has shown good single processor performance on a Cray Y-MP and C90. We report on our experience porting this code to an SGI Power Challenge system and parallelizing it for shared-memory symmetric multiprocessor architectures.
INTRODUCTION
Unstructured grids for solving CFD problems have two major advantages over structured grids. First, unstructured meshes enable e cient grid generation around highly complex geometries. Second, appropriate unstructured-grid data structures facilitate rapid insertion and deletion of mesh points to allow the computational mesh to locally adapt to the ow eld solution.
Two types of solution-adaptive grid strategies are commonly used with unstructuredgrid methods. Grid regeneration schemes generate a new grid with a higher or lower concentration of points in regions that are targeted by some error indicator. A major disadvantage of such schemes is that they are computationally expensive. This is a serious drawback for unsteady problems where the mesh must be frequently adapted. However, resulting grids are usually well-formed with smooth transitions between regions of coarse and ne mesh spacing.
Local mesh adaption, on the other hand, involves adding points to the existing grid in regions where the error indicator is high, and removing points from regions where the indicator is low. The advantage of such strategies is that relatively few mesh points need to be added or deleted at each re nement/coarsening step for unsteady problems. However, complicated logic and data structures are required to keep track of the points that are added and removed.
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For problems that evolve with time, local mesh adaption procedures have proved to be robust, reliable, and e cient. By redistributing the available mesh points to capture ow eld phenomena of interest, such procedures make standard computational methods more cost e ective. Highly localized regions of mesh re nement are required in order to accurately capture shock waves, contact discontinuities, and shear layers. This provides scientists the opportunity to obtain solutions on adapted meshes that are comparable to those obtained on globally-re ned grids but at a much lower cost.
Advances in adaptive software and methodology notwithstanding, parallel computational strategies will be an essential ingredient in solving complex real-life problems. However, the success of parallel computing relies on the e cient implementation of such adaptive procedures on commercially-available multiprocessor machines. Parallel performance not only depends on the design strategies, but also on the choice of e cient data structures which must be amenable to simple manipulation without signi cant memory contention (for shared-memory architectures) or communication overhead (for messagepassing architectures).
In this work, we consider the dynamic mesh adaption procedure of Biswas and Strawn 1] which has shown good sequential performance. A description of this scheme is given in Section 2. The Euler ow solver used in the calculations is brie y described in Section 3. At this juncture, we have successfully ported the code to an SGI Power Challenge sharedmemory multiprocessor with encouraging results. The algorithmic and data structure modi cations that were required for the parallelization are described in Section 4. Finally, computational and parallel performance results are presented in Section 5.
MESH ADAPTION PROCEDURE
We give a brief description of the basic tetrahedral mesh adaption scheme 1] that is used in this work for the sake of completeness and to highlight the modi cations that were made for the shared-memory implementation. The code, called 3D TAG, has its data structures based on edges that connect the vertices of a tetrahedral mesh. This means that each tetrahedral element is de ned by its six edges rather than by its four vertices. These edge-based data structures make the mesh adaption procedure capable of performing anisotropic re nement and coarsening. A successful data structure must contain just the right amount of information in order to rapidly reconstruct the mesh connectivity when vertices are added or deleted but also have a reasonable memory requirement.
At each mesh adaption step, individual edges are marked for coarsening, re nement, or no change. Only three subdivision types are allowed for each tetrahedral element and these are shown in Fig. 1 . The 1:8 isotropic subdivision is implemented by adding a new vertex at the mid-point of each of the six edges. The 1:4 and 1:2 subdivisions can result either because the edges of a parent tetrahedron are targeted anisotropically or because they are required to form a valid connectivity for the new mesh. When an edge is bisected, the solution vector is linearly interpolated at the mid-point from the two points that constitute the original edge.
Mesh re nement is performed by rst setting a bit ag to one for each edge that is targeted for subdivision. The edge markings for each element are then combined to form a binary pattern as shown in Fig. 2 where the edges marked with an R are the ones to be 491 bisected. Once this edge-marking is completed, each element is independently subdivided based on its binary pattern. Special data structures are used in order to ensure that this process is computationally e cient. Mesh coarsening also uses the edge-marking patterns. If a child element has any edge marked for coarsening, this element and its siblings are removed and their parent element is reinstated. The parent edges and elements are retained at each re nement step so they do not have to be reconstructed. Reinstated parent elements have their edge-marking patterns adjusted to re ect that some edges have been coarsened. The mesh re nement procedure is then invoked to generate a valid mesh.
A signi cant feature in 3D TAG is the concept of \sublists." A data structure is maintained where each vertex has a sublist of all the edges that are incident upon it. Also, each edge has a sublist of all the elements that share it. These sublists eliminate extensive searches and are crucial to the e ciency of the overall adaption scheme. Figure 3 is a schematic of the data structures used in the sequential code. For simplicity, we only show the data structures corresponding to the edges of the mesh; however, similar pertinent information is also maintained for the vertices, elements, and boundary faces. For each edge we store its two end vertices, some solver-speci c geometry information, a pointer to the parent edge (if any), pointers to the two children edges (if any), color, and a pointer to the rst element in the sublist of elements that share this edge. Note that tedge marks the rst free location in all the edge arrays. The element list, however, uses two pointers, c edg elm and t edg elm. These mark the rst \hole" and the start of completely free space, respectively. Holes in the element list result from coarsening; if no coarsening has taken place, c edg elm and t edg elm point to the same location. As elements are created by re nement, they are rst added to the holes in the element list until those are completely lled.
An important component of any mesh adaption procedure is the choice of an error indicator. Since we are interested in computing acoustic pressure signals, we have chosen pressure di erences across edges of the mesh to indicate ow eld regions that require mesh adaption. However, this error indicator does not adequately target the far-eld acoustic wave for re nement because the strength of a noise signal attenuates beyond the rotor blade tip. To ensure that the relative error in the acoustic signal is evenly distributed everywhere, this error indicator must be more heavily weighted away from the rotor blade. A more detailed description of the manner in which this is accomplished is given in 2]. 
EULER FLOW SOLVER
The Euler ow solver, developed by Barth 3] , is a nite-volume upwind code that solves for the unknowns at the vertices of the mesh and satis es the integral conservation laws on nonoverlapping polyhedral control volumes surrounding these vertices. Improved accuracy is achieved by using a piecewise linear reconstruction of the solution in each control volume. The solution is advanced in time using conventional explicit procedures.
In the rotary-wing version 4], the equations have been rewritten in an inertial frame so that the rotor blade and grid move through stationary air at the speci ed rotational and translational speeds. Fluxes across each control volume were computed using the relative velocities between the moving grid and the stationary far eld. For a rotor in hover, the grid encompasses an appropriate fraction of the rotor azimuth. Periodicity is enforced by forming control volumes that include information from opposite sides of the grid domain.
The code uses an edge-based data structure that makes it particularly compatible with the mesh adaption procedure. Furthermore, since the number of edges in a mesh is signi cantly smaller than the number of faces, cell-vertex edge schemes are inherently more e cient than cell-centered element methods 3]. Finally, an edge-based data structure does not limit the user to a particular type of volume element. Even though tetrahedral elements are used in this paper, any arbitrary combination of polyhedra can be used 5].
SHARED-MEMORY IMPLEMENTATION
The SGI Power Challenge XL contains a maximum of 18 64-bit 90 MHz R8000 superscalar processors, each containing 4MB of data streaming cache, and provide up to 6.48 G ops of peak parallel performance. The shared physical memory is expandable from 64MB to 16GB with 1-, 2-, 4-, or 8-way interleaving. The memory bus can sustain a peak bandwidth of 1.2GB/sec. Details of the architecture can be found in 6]. Figure 4 . Edge data structures modi ed for the parallel code. Figure 4 is a schematic of the modi ed data structures used for the parallel code. For simplicity, only the vertex and the element sublist arrays from Fig. 3 are shown. Note that tedge is now an array, rather than a scalar variable. For the parallel implementation, each processor i has an independent pointer my tedge i] to its rst free location in the edge arrays. Similarly, c edg elm and t edg elm are also converted to arrays my c edg elm i] and my t edg elm i], respectively, with an independent pointer for each processor i. This modi cation allows the processors to independently add edges and elements to the grid. These local variables are initialized as follows: The main kernel of the re nement and coarsening procedures consists of looping over the list of tetrahedral elements. In a parallel implementation, this work is split among all the processors. However, it is necessary to guarantee that multiple processors will not modify the same location in the data structures. This is accomplished by coloring all the elements such that elements of the same color do not share a vertex (and consequently neither an edge). We could also have used a partitioning of the grid; however, it was simpler to enforce independence through element coloring. The advantage of a sharedmemory paradigm is that it a ords this exibility in the implementation.
Coloring also has the nice additional feature of requiring only local operations on the grid. In other words, once all the elements of the initial mesh have been colored, it is necessary to color only those elements that are created from a re nement or a coarsening step, thereby greatly reducing the operation count. In the current implementation, the element coloring has not been given much attention, the focus being on obtaining parallel coarsening and re nement steps. Nonetheless, it is worthwhile brie y describing what was actually implemented.
For re nement, an element is colored by visiting each of its four vertices and then looking at all the neighbor elements of every edge incident on the vertex. The element is then assigned a color that is not used by any neighbor element. A color count array is maintained to ensure that the colors are balanced across elements. For coarsening, the procedure is slightly di erent in that we must also consider the parent edges sharing the vertex. This is necessary because coarsened elements are created from the parent edges and thus have a di erent neighbor list than is obtained through the children edges.
Once all the elements are properly colored, the parallel code sequentially loops through elements of the same color in parallel, carrying out parallel coarsening or re nement steps using independent pointers to the available openings in the data structures. The loops are dynamically scheduled with an arbitrary \chunk" size of 1000, such that each processor executes independent chunks of 1000 loop iterations. This is extremely useful for load balancing. The work associated with a single loop iteration depends on whether an element is to be coarsened/re ned or not. A simple uniform splitting of the loop count across the processors typically results in a poor load balance. This is because the elements that need to be adapted tend to be concentrated in localized regions of the grid, so that some processors will have many more elements to process than others. By using a dynamic scheduling, we can get a much more balanced allocation of work to the processors.
RESULTS
The 3D TAG code has been combined with the Euler ow solver to simulate the acoustics experiment of Purcell 7] where a 1/7th scale model of a UH-1H rotor blade was tested over a range of hover-tip Mach numbers, M tip , from 0.85 to 0.95. These rotor speeds produce strong aerodynamic shocks at the blade tips and an annoying pattern of high-speed impulsive noise. Numerical results as well as a detailed report of the simulation are given in 2]. This paper reports only on the performance of the parallel version of 3D TAG.
Timings for the parallel code were obtained from running only the rst re nement and the rst coarsening steps reported in 2]. Table 1 presents the progression of grid sizes through these two adaption steps. The code was compiled and executed with the latest released IRIX 6.1 system software on 1, 2, 4, and 8 90 MHz R8000 CPU's. The timings presented are wall clock times averaged over 10 runs on a lightly-loaded system. The original sequential code was also run on a Cray C90 and a SGI Power Challenge for comparison purposes. Table 2 presents the timings for the various portions of the re nement and coarsening steps. The rst set of results is for the rst re nement that consists of marking the edges that need to be re ned and then actually re ning the grid. Both these times are shown separately. The second set of results is for the coarsening step. Coarsening consists of On the original sequential code, we observe that the Power Challenge performs better than the C90 both for re nement and for coarsening. This is not unexpected. By nature, mesh adaption does not readily vectorize or software pipeline; therefore, both systems essentially demonstrate their scalar performance. Furthermore, most of the work is in accessing and modifying integer arrays. Because the C90 employs 64-bit integers, the amount of data motion required is about double that of the Power Challenge which uses 32-bit integers. This result serves to highlight the superior scalar performance of the Power Challenge.
The SGI parallel results, though still somewhat preliminary, are very promising. For pure re nement, both mark to refine() and refine() show linear speedup up to 4 processors. There is some drop-o for 8 processors, which is to be expected because of critical sections present in the code. The slow down for refine() in going from sequential to 1-CPU parallel execution is due to repeatedly looping over the elements for each color. A total of 43 element colors are required for the initial grid. This overhead could be avoided by sorting the elements by color; however, this has not yet been implemented.
We observe similar behavior for the coarsening step. Speedup is fairly linear up to 4 processors after which there is some drop-o . This can again be attributed to the critical sections in the code, some of which may be eventually eliminated. Because 76 element colors are required for the coarsening stage, the penalty in going from sequential to parallel execution is greater than that observed in the re nement case.
The time to color elements has not been included in Table 2 above but is a signi cant overhead for parallel execution and will need to be addressed. Using the highly ine cient and redundant coloring algorithm described in the previous section, coloring elements for re nement required 9.84 seconds, and for coarsening required 7.65 seconds. These times would improve simply by saving the element coloring between executions so that only new elements have to be colored. Some simple modi cations of the coloring algorithm itself would also yield improved performance.
SUMMARY
Fast and e cient dynamic mesh adaption is an important feature of unstructured grids that make them especially attractive for unsteady ows. For such ows, the coarsening/re nement step must be completed every few time steps, so its e ciency must be comparable to that of the ow solver. For this work, the edge-based adaption scheme of Biswas and Strawn 1] is parallelized for shared-memory architectures.
Only minor modi cations to the data structures are required for a shared-memory parallel implementation. However, some scheme for ensuring independence of elements is also necessary for parallel execution. For this work, we implemented a simple element coloring scheme. A partitioning of the grid could also have been used; however, coloring was much simpler to implement. A nice feature of the shared-memory paradigm is that either scheme can be used, whereas on a distributed-memory system only grid partitioning will work.
Results are presented that compare the original sequential code on both a Cray C90 and a SGI Power Challenge and the parallel version running on a 1-,2-,4-, and 8-CPU SGI Power Challenge. For the sequential code, the Power Challenge performs about 1.8 times better than the C90. This is due in part to the Power Challenge using 32-bit integers compared to the C90 using 64-bit integers and also to the Power Challenge exhibiting better scalar performance than the C90 (given that the code neither vectorizes or software pipelines very well).
The parallel performance is promising although the observed speedups are still fairly modest. Speedups of 2.0X and 2.2X were observed on 4 processors. These tailed o to 2.3X and 2.7X on 8 processors. The parallel code still includes several critical sections that need to be removed for better performance. Also, there is a signi cant penalty when executing the parallel code on a single processor because the re nement and coarsening loops are executed once for every element color. Finally, these speedups do not include the time to color elements. Element coloring will be addressed in subsequent work.
