Seismic random noise attenuation is a key step in seismic data processing. The random seismic data recorded by the detector tends to have strong noise, and this noisy seismic ratio can be seen as a low signal-to-noise ratio (SNR). Low SNR data can seriously affect the subsequent processing of seismic data, such as migration and imaging. Therefore, it is crucial to eliminate random noise in seismic data. In this paper, we aimed to improve the SNR of seismic data, and proposed an intelligent convolutional neural network noise reduction framework to adaptively capture seismic signals from seismic data with noise. The eponential linear unit (ELU) activation function and the Adam optimization algorithm were used to train the network, which increased the effective information extraction of the network in the negative interval. In order to speed up network training, we added residual learning and batch normalization methods to the network. In addition, three datasets were used to train and test the network. The experimental results show that the method proposed in this paper is better than feed-forward denoising convolutional neural networks (DnCNNs) and other contrast methods in denoising performance. More importantly, a well-trained network not only preserves weak features in learning, but also removes spatially random noise. First, the proposed method is fully trained to extract random noise from the training data, then we retain the data features learned in the training, and estimate the waveform characteristics in the test set by reconstructing the recorded seismic data. Secondly, the characteristics of seismic data in the field record are quite different from those of the training set. However, the proposed adaptive denoising framework can still capture the connection between prediction and reality from the difference. The processing results of theoretical pure record, common-shot-point record, and field data showed great potential in random noise attenuation applications.
I. INTRODUCTION
In seismic exploration, seismic data is easily interfered with various random noises during seismic data acquisition, which will affect the post-processing of seismic data, such as imaging and interpretation [1] - [3] . These random noises are usually caused by environmental disturbances. How to efficiently extract effective signals from noise-containing data and improve the signal-to-noise ratio of seismic data mode decomposition (EEMD) and wavelet threshold to solve the problem that the effective seismic signal can not be reconstructed accurately only based on EEMD method. It has a good application effect in practical complex seismic data processing. The transformation domain algorithm has been improved by different forms and has become a major trend in seismic data denoising [17] - [19] . In recent years, low-rank approximation methods have often been used in the noise attenuation of seismic data. Chen et al. [20] decomposed the seismic data into components with low ranking by combining the empirical-mode decomposition method with the low-rank approximation method. In addition, based on the threshold shrinkage theory, Contourlet transform [21] , [22] , wavelet transform [23] - [25] and Ridgelet transform [26] are developed. In the field of transform domain denoising, there is a kind of transform algorithm that uses dictionary learning [27] - [30] . The dictionary learning method utilizes the initial of the seismic data itself to achieve the purpose of noise reduction by training and learning the data [28] , [31] , [32] . The denoising method based on dictionary learning relies on the manual solution of sparse coding and dictionary updating, which may be complicated from the perspective of implementation level. In addition to 2D seismic data denoising, the noise attenuation problem of 3D seismic data has also received extensive attention from researchers. In the dictionary learning method based on sparse transformation, Siahsar et al. [33] introduced a data-driven 3D dictionary learning algorithm, which has excellent performance in terms of continuity maintenance in noise reduction. Siahsar et al. [34] derived the damped dreamlet representation based on the Dreamlet transform and applied it to 3D seismic random noise attenuation and seismic data interpolation. Chen et al. [35] modified truncated singular value decomposition (TSVD) in traditional denoising methods to reconstruct 3D seismic data in low signal-to-noise ratio (SNR) scenarios. It solves the problem that the traditional algorithm generates noise during the reconstruction process. The above traditional noise attenuation methods can achieve the effect of removing noise to a certain extent, but they are usually subject to some constraints, such as inaccuracy of model assumptions and obstacles in setting parameters [36] - [38] .
The traditional method of noise attenuation in data requires extensive experience, and requires detailed knowledge of noise before seismic data processing. However, the random noise of the field data is unknown in the actual exploration mission, so it is necessary to repeatedly test the random noise with different variances, which results in inefficient denoising [39] , [40] . Considering the deficiencies of conventional methods, we urgently need a faster and more intelligent denoising method. In recent years, with the rapid development of deep learning technology, deep learning has been applied in the field of seismic exploration. At the same time, with the advancement of computer hardware since 2010, especially the rapid development of graphics processor units (GPUs) [41] , the field of semantic segmentation in deep learning [42] , [43] has risen to a new height. Our initial motivation for applying deep learning technoligy to seismic noise attenuation is to address non-adaptive problems in traditional denoising methods. e.g., Chen et al. [44] mentioned that the traditional filtering algorithm needs to adjust a large number of parameters to obtain satisfactory results. Deep learning technology can perform image reconstruction work almost perfectly in image processing [45] , [46] , and seismic data is actually image data, so seismic data processing can also be done by means of deep learning.
At present, deep learning technology in machine learning exhibit superior performance in natural language processing and semantic segmentation, and seismic random noise attenuation can be classified into semantic segmentation fields [47] , [48] . In the field of semantic segmentation, the expansion and application of convolutional neural networks (CNN) is an important research direction. Deep learning allows multiple forms of model combination to be applied to a multi-level representation of a graph, with multiple linear modules constituting each level, each with a higher level representation [49] . Among them, CNN using a unique convolution structure, which has significant application effects in the fields of feature learning [50] , target detection [51] and image denoising [52] . In addition, CNN with many different structures has been successfully applied in various fields of seismic exploration, such as waveform classification [53] , multiple suppression [54] , seismic lithology prediction [55] and seismic data inversion [56] . These successful applications demonstrate the tremendous growth potential of CNN. In seismic data noise attenuation, the biggest challenge is to preserve the data bearing [57] , i.e., the edge and the surface simultaneously obtain a higher SNR. At present, CNN denoising frameworks commonly can be used in the field of semantic segmentation include U-Net, Convolutional Auto-Encoder (CAE) and Denoising convolutional neural networks (DnCNNs). Zhang et al. [58] proposed a synthetic record denoising method based on deep CNN model, which is an advanced semantic segmentation network. This model uses data augmentation to augment the data set, and reduce the need for training data. For the method used in [58] , the learning goal in the training phase is an effective signal, which greatly increased the amount of computation of the network, thereby affected the training efficiency of the network. Dong et al. [59] uses adaptive DnCNNs to denoise noisy desert seismic data, which effectively improves the signal-tonoise ratio of low-frequency noise. Chen et al. [44] based on the concept of self-encoder in unsupervised learning, adaptively learns seismic signals from noise, and achieves random noise suppression of seismic data. The method used in [44] focuses on the characteristics of the data during decoding, ignoring the effect of residual noise on image reconstruction. Zhao et al. [60] applied the improved DnCNN [61] model to the suppression of low-frequency noise, and separated the clean seismic profile without modeling signals and manually adjusting parameters. The network used in [60] accelerates network iteration by introducing residual learning and batch normalization [63] . However, the ReLU function used in the network does not use the negative part of the activation function, causing some valid information to be missing.
In this paper, we are inspired by the CNN framework in [61] to extend the original DnCNN model and construct a convolutional neural network with the target of random noise attenuation of seismic data (SDACNN). Deep networks can generate very large amounts of computation during training (sometimes on the order of billions), which directly affects the speed of network training. Furthermore, according to the residual theory in [64] , the amount of data of effective information in image denoising is much larger than the amount of noise. Therefore, setting the noise to the learning target in SDACNN will speed up the training of the network. We use the deep convolutional neural network as the basic framework to separate noise from noisy data and extract the characteristics of effective information. In order to extract effective information efficiently, we use the ELU activation function to enhance the robustness of the network during the iterative process. During the training phase, SDACNN performs the gradient operation by updating the minimization error [65] . We retain the best training results and test the performance of the model in three typical data sets (a common-shot-point record, Marmousi data set and F3 data set). We use SDACNN to compare with traditional noise suppression methods (e.g., Non-Local Means (NLM), Block-Matching and 3D filtering (BM3D) and DnCNNs). Numerical experiments show that SDACNN can effectively suppress different levels of noise in seismic data, and details in the signal can be effectively protected.
This paper is organized as follows. Section II introduces the theory of the model, including the principle of random noise suppression, batch normalization, residual learning and visualization algorithms. Section III introduces the structure of the SDACNN model and the data set used in the experiment. In Section IV, we conduct experiments and analysis in theoretical pure record, common-shot-point record, and field data. In Section V, we discuss some problems related to SDACNN performance and parameter settings. Finally, Section VI concludes this paper.
II. THEORY A. SEISMIC DATA DIFFERENCE LEARNING
We will first introduce the principle of separating noise from seismic data containing noise. We denote clean seismic data as x = {x 1 , x 2 , . . . , x N }, and the corresponding seismic data containing noise is expressed as y = {y 1 , y 2 , . . . , y N }, where N represents the total number of seismic data. Each x and y contains M 1 ×M 2 pixels. The relationship between clean data and data containing noise can be expressed as follows:
where noise is the random noise added and has the same dimensions as x and y. The neural network used in this paper adopts the end-to-end residual learning method. The residual of the network application can be expressed as:
where R is the residual of the network; = {W , b}, and W and b represent the weight matrix and the paranoid vector in the network, respectively. R(y k ; ) is the residual mapping function, which represents the noise that the network needs to train. Here, we use the mean squared error (MSE) as the loss function, as follows:
where S denotes the training pairs; (y k − x k ) S k=1 denotes the pure noise training set; y k and x k denotes known noise and noiseless patches, respectively; * F = (·) 2 denotes the Frobenious norm. In training, since is very large, it is impractical to calculate l( ) in theory, so it is necessary to calculate the parameters by minimizing the gradient descent. The training set is all trained once called an epoch. If the number of epochs is set too much, the network will be overfitting. If the number of epochs is too small, the network training will be insufficient. We disrupt the training set in a random manner and then enter it into the network in small batches, which will enable efficient network training.
B. RESIDUAL LEARNING AND BATCH NORMALIZATION
At present, the residual learning proposed by He et al. [64] is widely used in various fields [66] . CNN combining with the model of residual learning shows good data degradation ability in complex tasks, and the adaptability of the network increases with the introduction of residual learning. In the task of seismic data denoising, we use residual learning to construct a map that maps data containing noise to residual data. The network can better preserve the effective features of seismic data whereas improving the training accuracy.
Batch Normalization (BN) is similar to the convolutional layer in CNN and belongs to an inter-layer mechanism in the network [63] . BN is widely used in the construction of CNN models. By adding a normalized process before the nonlinear activation of each layer, the purpose of reducing the internal covariate offset of the network is achieved. For a detailed description of BN, we refer to the details in the original [63] , and consider the BN layer as a batch standardization tool connected between the convolutional layer and the nonlinear layer. First, we give a batch size B = {x 1...m } of size m, and the batch size of the output is normalized to:
where γ = √ Var[x] and β = E[x] represent the variance and mean of the neurons in the feature map corresponding to the sample, respectively. Then normalize it, the specific formula VOLUME 8, 2020 is as follows:
where µ B and σ 2 B denote the expectation and variance of the batch sample B, respectively. The batches described herein represent feature statistics for feature maps in a convolution kernel. x k denotes the regularization of the input sample x k . The network learns γ and β through training, and finally outputs the regularization result y k .
C. VISUALIZATION METHOD
During the training of SDACNN, we hope to observe the images of the convolutional layer and the filter output in order to explore the processing of the data inside the network. Among them, especially the output image of the convolution layer. As the depth of the network continues to increase, the difference between the image and the shallow layer after deep convolution processing is an important aspect that needs to be understood in this experiment. The size of the filter in the convolutional layer is usually set to 3 × 3, which is very small when visualized. Each feature map in CNN has a corresponding structure. As the depth of the network increases, the perceptual domain expands and the captured texture is more complicated. Here, we use the gradient-rising iterative algorithm [67] to visualize the training process of SDACNN. The network uses the noisy data as input, and uses the convolution kernel containing the noise data to perform gradient update on the noisy data. The purpose is to increase the activation of the corresponding convolution kernel by each pixel value. The gradient rise algorithm can be written as:
where η denotes the learning rate; h ω × ( * ) denotes the activation value of the specified convolution kernel in the network; t denotes the number of iterations of the network; ω represents the parameters obtained through training. We use the gradient ascent algorithm to visualize each convolutional layer of the network and present each feature map of the output layer, as shown in Fig. 1 .
III. EXPERIMENTAL DESIGN AND PREPARATION
The proposed denoising method is to learn noise on the difference between noisy data and clean data. There are four main steps in our denoising work: 1) establish a network framework; 2) train the network and test the performance of the network; 3) compare denoising results with traditional methods; and 4) visualize the output of the convolutional layer and filter. The workflow for the model is shown in Fig. 2 .
A. NETWORK ARCHITECTURE
To construct the model, we need to consider the relationship between the seismic data containing the noise and the residual data. Therefore, we establish a link between training data which contains random noise and different types of test data. The SDACNN model contains three different mapping layers, as shown in Fig. 3 . We refer to the design in [61] , delete the pooling layer in the CNN, and set the size of all convolution kernels as 3 × 3.
1) CONV + ELU
For the first layer, within the red wireframe, Conv layer with contains 64 filters, each filter has a size of 3 × 3 acts as a detector to extract local features of the input layer. The seismic section of the network input is a grayscale image, and 64 feature maps are generated after the first convolution. Then, access to the ELU function, the ELU activation function [42] combines the characteristics of the sigmoid and ReLu functions. Reference [31] pointed out in the article that ELU can solve the problem of gradient disappearance in the iterative process of the network due to its positive value (f (x) = x, x > 0). At the same time, the ELU function contains a negative value (f (x) = α(e x − 1), x ≤ 0), which can make the output mean of the active unit approach zero. This will contribute to reduce the amount of calculation and speed up the iteration of the network.
2) CONV + BN + ELU
As shown by the blue wire frame in Fig. 3 , the 64 filters of size 3×3×64 are used in this layer. Batch standardization is added between the convolutional layer and the linear unit (ELU), and the gradient calculation of the network is optimized by adding the BN layer [37] , which allows the network to set a larger learning rate. The BN layer not only accelerates network training, but also increases the effect of denoising by optimizing the gradient calculation [52] . 
3) CONV
Set in the last layer of the network, as shown in the yellow wireframe in Fig. 3 , we use one filter of size 3 × 3 × 64 to reconstruct the output of the network, where 2 represents the number of channels in the image. The noise section is output at this layer. The SDACNN denoising model has the following advantages: 1) the image size of the input and output in the test set is unconstrained. At the same time, the addition of zero padding avoids the appearance of boundary artifacts; 2) the network fuses the characteristics of residual learning and batch normalization, which accelerates the training time of the model; and 3) the ELU function has a soft saturation characteristic, which helps alleviate the phenomenon of gradient disappearance in the network, and improves the robustness of the model.
B. DATASETS PREPARATION
The selection of the data set usually affects the results of the experiment. To verify the effectiveness of the network, we use open source data sets to train and test the network. The data set includes Marmousi theoretical pure record (http://sepwww.stanford.edu/public/docs/sep87/paper_html/ node33.html) and F3 data set (https://terranubis.com/ datainfo/Netherlands-Offshore-F3-Block-Complete). Among them, the training set and the test set use different seismic data. Seismic data sets are distinguished from data sets used in other fields. There are two main aspects:
1) There are not a large number of labeled training samples in the open dataset in the field of geophysical exploration. The theoretical pure record we selected needs to be manually labeled, which requires a lot of manpower.
2) It is difficult to generate clean and standard labels in some sorting or denoising tasks.
Therefore, we use online open source theoretical pure record for training, and the record is clean, so we get the training label. Marmousi model was used to create the training set, and 400 grayscale images of 170 × 170 pixels were obtained through rotation and cropping. We generate the synthetic record based on the convolution theorem, i.e., assuming a certain event trajectory or subsurface structure and then convolve the reflectivities with Ricker wavelet. During the seismic exploration process, the source of noise is so large that it can be divided into environmental noise, instrument noise and excitation noise. Random noise is generated by its spontaneous electronics or other natural sources. Here, we add random noise that follows a normal distribution, where the range of the standard deviation increases from 5 to 40 at intervals of 5. In a grayscale image, if the standard deviation is 25, then its variance is about 0.01.
C. COMPARING MODELS AND PARAMETER SETTINGS
In order to evaluate the noise reduction performance of our method in seismic random noise data, three other mature noise reduction methods are studied and tested in this paper. The parameters of these models are set according to the default parameters of the open code.
1) NON-LOCAL MEANS(NLM)
This method was proposed by Buades et al. [70] , which was different from the commonly used bilinear filtering and median filtering for denoising. The NLM estimated the center point of the reference module by weighting the averaging of the self-similar structural modules to achieve noise attenuation.
2) BLOCK-MATCHING AND 3D FILTERING(BM3D)
The BM3D [71] algorithm was an improvement of the NLM algorithm, which proposed three-dimensional module matching based on the similarity among image modules. The algorithm has a high signal-to-noise ratio and good image vision, and is one of the popular comparison methods in current image processing. 
3) DENOISING CONVOLUTIONAL NEURAL NETWORK(DNCNN)
For the first time in the network, DnCNN [61] has combined residual learning and batch normalization. By training the network in a specified level of Gaussian noise, Gaussian noise reduction at an unknown level was realized, i.e., the removal of blind Gaussian noise [62] . Compared to BM3D and NLM, DnCNN is more efficient to test in the GPU (testing time is about 1 seconds).
After a lot of experiments, we evaluated several parameters in the model, and the final set parameters are as follows. The basic learning rate is set at 0.001, and the learning rate decreased to 0.0001 as the epoch increased. The initialization in the convolution kernel uses a random orthogonal matrix initialization method. The learning algorithm is optimized using the Adam optimization algorithm, where the internal parameters use default values [70] . The size of the patch in the network is set to 35 × 35, and the interval is 10 pixels. After the patch is extracted, the number of patches in the training is 2.17 × 10 5 . In the experiment, we need to set the appropriate number of epochs, because too few epochs will affect the accuracy of the results. Too many epochs will increase the training time and lead to over-fitting. Therefore, the number of periods we set the experiment here is 50, and every epoch includes 500 iterations. According to the parameter settings in [61] , we set the batch size to 128. The specific values of the network parameters are shown in Table 1 , and the parameter setting instructions are described in Section V.
IV. EXPERIMENTS
The computer configuration used in this experiment is as follows: i7 − 6700 HQ processor, Windows 10 64-bit operating system, 2.6 GHz frequency, 8 GB memory, and a single NVIDIA Geforce GTX 960 GPU. We chose Keras (https://keras.io/), a deep learning library based on Python. Keras can running on top of TensorFlow, CNTK, or Theano.
A. QUALITY MEASURES
This paper uses a subjective and objective approach to evaluate the denoising results [68] . The subjective evaluation method is to analyze the noise attenuation effect by visually comparing the images. The objective evaluation method is to evaluate the image using the evaluation index of the image. Here we use two indicators for evaluating image quality [69] , including peak signal-to-noise ratio (PSNR) and structural selection similarity index measurement (SSIM). The specific formula is as follows:
where 255 represents the maximum pixel value of the grayscale image. Generally, when the PSNR is 30 − 40, the image quality is better. As the PSNR is larger, the image quality is higher. The definition of MSE is shown in (4) .
where x and x represent clean seismic data and seismic data after noise attenuation, respectively; u x and µ x represent the mean of x and x respectively; c 1 and c 2 are constants; σ x 2 and σ x 2 represent the variance of x and x respectively; σ x x represents the covariance of x and x. SSIM is an indicator of the degree of similarity between a clean seismic section and a denoised seismic section. The measure of structural similarity is more in line with the visual evaluation of picture quality.
B. THEORETICAL PURE RECORD PROCESSING RESULTS
To test the denoising performance of the model, we use seismic synthesis records to conduct the denoising experiments. The advantage of theoretical pure recording is that there are standard ground-truth labels. The denoising results of the comparison model and the model used in this paper are shown in Fig. 4 . The picture pixels input here is 256 × 256. In Fig. 4 , Fig. 4(a) is a standard noise-free picture, and Fig. 4(b) is obtained by adding random noise with the σ = 15 in Fig. 4(a) . Observing the denoising results, we find that after NLM removes the noise, the image reconstruction is less effective and the degree of denoising is not enough. Comparing the red wireframes in Fig. 4(a) and Fig. 4(c) , there is significant unremoved noise in the NLM denoising results. It can be seen from Fig. 4(e) that there is still a small amount of noise after denoising by the DnCNN, and the seismic event is not clear. The BM3D and the algorithm used in this paper have better visual denoising effect, as shown in Fig. 4(d) and Fig. 4(f) . Compared with NLM and DnDNN, SDACNN has a clearer seismic event and no significant unremoved noise. Moreover, from Fig. 4(d) and Fig. 4(f) we observe that the processing result of BM3D is close to the original image, but the image reconstructed by the SDACNN method is smoother and clearer. DnCNN and SDACNN eliminate most of the noise and artifacts in the image. In addition, SDACNN retains the effective signal better than other methods, and the image reconstruction is more clear than that in Fig. 4(a) . The PSNR with noisy data is 24.62 dB ( Fig. 4(b) ). The best performing BM3D in the comparison method increases the PSNR to 32.85 dB, whereas SDACNN further increases the PSNR to 33.35 dB. Although the PSNR of SDACNN is only increased VOLUME 8, 2020 by 0.5 dB compared to BM3D, this result is still the best in the method used in this paper. In addition, from the SSIM indicator of the comparison method, we can see that SDACNN has the highest SSIM (0.9497). Through the evaluation index of the image and the results of our observation, it can be seen that the data of the SDACNN denoising is more reliable.
C. A COMMON-SHOT-POINT RECORD PROCESSING RESULTS
In order to show the denoising performance of our proposed method in a common-shot-point record. The denoising results of different models are shown in Fig. 5 . Fig. 5(a) and Fig. 5(b) are the clean data and noisy data, respectively, the noise level (σ = 25) is added to the clean data. The data in Fig. 5 (a) contains 10 events, the sampling interval is 4 ms, and the maximum simulation time is 2.044 seconds. Fig. 5 (c)- Fig. 5(f) show the results of noise suppression by different methods. It can be seen from Fig. 5(c) and Fig. 5(d) that NLM and BM3D remove noise when processing noisy data, but there are a lot of artifacts in the reconstructed image. The method used in this paper has a good suppression effect on random noise, including reconstruction of the same axis and high signal-to-noise ratio display of the image. Fig. 5 (g)- Fig. 5(j) are the residuals of noisy data and denoised data, i.e., noise profiles removed by different methods. The residual profiles of the NLM and DnCNN methods contain a small number of valid signals, and the deviations increase with the increase of the shallow offset. From the evaluation indicators, the denoising effect of SDACNN is better than other methods, and the PSNR of noisy data is increased from 20.31 dB to 38.18 dB. Compared with the same type of network, the method used in this paper improves the PSNR of DnCNN by 1.97 dB.From the SSIM index after denoising by different methods, the denoising result of SDACNN is most similar to the clean data, reaching 0.9862.
To further analyze the denoising results, the FK spectrum is used to demonstrate its performance. Fig. 6 (c)- Fig. 6 (f) provide the FK spectrum of the four methods, which have a double-track zoom display. Among them, the vertical axis represents the frequency, and the horizontal axis represents the normalized wave number. Fig. 6(a) and Fig. 6(b) show clean data and noisy data, respectively. As can be seen from Fig. 6(b) , there is a lot of noise at low frequencies of 0−40 Hz. Compared with other methods, our proposed method only has a small amount of noise in low frequency components, and the energy of the FK spectrum is concentrated at the center, as shown in Fig. 6(f) . In Fig. 6 (c)- Fig. 6(e) , other methods have a lot of low-frequency noise in the FK spectrum, which means that there is still a lot of noise in the denoised profile.
D. FIELD DATA PROCESSING
After the training of the network model used in this paper is completed, the accuracy of the test set can be directly output without manually adjusting the parameters. However, in training at different noise levels, we still need to adjust the range of noise. The theoretical pure record validates the feasibility and effectiveness of SDACNN. If there is a significant feature difference between the test data and the training set, it is crucial that the proposed method maintains good accuracy. In order to compare the denoising results of different models in more detail, we apply the trained model to post-stack data (Fig. 7) , and use data with different sizes and different seismic characteristics to test the accuracy of the model. We use the F3 dataset test model (see Fig. 7(a) ) for performance, and the input image size is 1024 × 1024. The denoising results and residual sections for the four methods are shown in Fig. 7 . Here, the residual section refers to the difference between the clean data and the denoising result, where the difference takes the absolute value. As can be seen from the black wireframe in Fig. 7(a)-Fig. 7(f) , the NLM reduces the sharpness of the image when reconstructing the image (see Fig. 7(c) ), and the phenomenon of partial image deletion appears in the denoising result of BM3D (see Fig. 7(d) ), some noise remains in the denoising result of DnCNN(see Fig. 7(e) ). The image in the black wireframe is twice as large as the original image. As can be seen from the denoising results, the denoising effect of SDACNN is better. Observing the residual section, there are significant effective signal residues in Fig. 7(g) and Fig. 7(i) . As shown in Fig. 7(h) , there is still some noise in the residual profile of the BM3D. The SDACNN method proposed in this paper takes noise as the learning goal and can effectively protect weak signals. From the perspective of image evaluation indicators, SDACNN increased the PSNR of noisy data from 20.4 dB to 32.41 dB, and the PSNR is improved more than the other denoising methods. In addition, the SSIM of the SDACNN model reached 0.9666, higher than the other three models.
Field data denoising results and the synthetic recording denoising experiments in Section IV-B, Section IV-C, and Section IV-D verify the validity of the SDACNN model. The data in the synthetic record experiment in Section IV-B and the data in the training set are from the Marmousi data set (the two sets of data are different). Due to the similarity of the data features in the same data set, the PSNR of the Marmousi synthetic record should be higher than the PSNR of the F3 data set. Three experiments in different types data (see Fig. 4, Fig. 5, and Fig. 7 ) verify that the accuracy increases as the size of the image increases, and the results of the two differences are reasonable. Therefore, in the seismic data noise suppression task, it is recommended to collect more different kinds of data into the training set, thereby enhancing the generalization ability and robustness of the model, and making the denoising effect better.
V. DISCUSSION

A. EFFECT OF NOISE
In studying the effect of noise on denoising performance, the noise level is fixed and the denoising model is fully trained. To verify the sensitivity of SDACNN to noise, we conduct the experiment with random noise with different levels. We calculate the PSNR of the denoised data, compare the denoising results of the NLM, BM3D, and DnCNN methods, and plot the point and line image based on the noise level increasing from 5 to 40. As shown in Fig. 8 , the PSNR of the noisy data gradually decreases as the noise level increases. Among them, the SDACNN is better than the rest of the model, i.e., the purple line is always above the lines of other colors, which indicates that SDACNN has better performance in most random noise. The slope of the purple PSNR curve changes less than the lines of the remaining colors, indicating that our method is robust to noise. Here, robustness means that our method is sensitive to changes in noise as the noise gets stronger.
To more intuitively observe the effect of noise attenuation, we selected a theoretical pure record section from the Mamousi dataset and performed a denoising experiment with the noise level σ = 15. Fig. 9 (c)- Fig. 9(f) shows the best performance of SDACNN for noise suppression and image reconstruction. Fig. 9 (f) retains most of the waveform characteristics of the clean data (see Fig. 9(a) ). Observing the removed noise, as shown in Fig. 9(h) , the BM3D severely damages the effective signal whereas removing noise. As shown in Fig. 9 (g)- Fig. 9(i) , the denoising effect of NLM and DnCNN is better than that of BM3D, which is based on the degree of effective signal impairment in noise attenuation, and the better effect is DnCNN. Comparing Fig. 9 (i) with Fig. 9(j) , the SDACNN has a strong protection against the effective signal, and the removed noise contains almost no effective signal.
B. EFFECT OF PATCH SIZE
In patch-based image denoising network, the commonly patch size is 40 × 40. As mentioned in [61] , in the case of strong noise, larger sized patches can capture more information and restore more image background information. However, larger patches will slow down the training of the network. During the training stage of the network, patches can be used to detect differences among local sensing domains of the network. Since the convolutional layer has characteristics of feature sharing, this difference is attenuated when the filters in each layer are well used [72] . Here, we designed six sizes of patches (20 × 20, 25 × 25, 30 × 30, 35 × 35, 40 × 40, 45×45) . The experimental results are shown in Fig. 10 . From the experiment, we find that the PSNR and SSIM based on patch changes shows a trend of rising first and then falling, i.e., the accuracy gradually increased with the patch size from 20 to 35, and then gradually decreased from 35 to 45. This variation in accuracy can be explained by the fact that smaller patches are difficult to fully learn waveform features. However, oversized patches cannot learn every feature in detail. Therefore, we select 35 × 35 size patches based on training time and observing differences.
C. EFFECT OF THE MODEL DEPTH
Recent image processing studies have shown that CNN networks can display better performance when the depth of the CNN model is higher [64] . Therefore, we observe the impact of depth on the network based on the perspective of time and performance. Here, we use six different depths of SDACNN to observe the relationship between depth and accuracy (σ = 15). The test results are shown in Fig. 11 . From the figure, the difference in values caused by the different layers can be seen. Among them, after the network depth reaches 14 layers, the noise reduction performance is getting worse and worse, which means the deeper level network does not always produce better performance in low-level tasks. A summary of the six different depth models is given in Table 2 . The key factor affecting the training time is the total parameters of the network during training. As the network depth increases, the training time of the network increases significantly. According to the structural characteristics of SDACNN, we find that the combination of residual learning and BN can train the deeper networks, but the way 
to increase the performance of the model by increasing the depth will saturate the network.
D. EFFECT OF THE ACTIVATION FUNCTION
To investigate the effect of the activation function on the denoising accuracy, we test the SDACNN using two different activation functions. The activation functions can be divided into saturation activation functions (sigmoid and tanh) and unsaturated activation functions (ReLU. et al) according to their respective characteristics. Among them, the activation functions commonly used in deep learning are sigmoid [73] , tanh [74] and ReLU. Inspired by Chen et al. [75] , we use the ELU function in the denoising experiment. The numerical interval of the ReLU function and the ELU function is shown in Fig. 12 . First we select 50 samples from the test set and observe the effect of different activation functions on denoising, as shown in Fig. 13 . It can be seen from Fig. 13(a) and Fig. 13(b) , the PSNR and SSIM of the ELU function in most of the test samples are higher than the ReLU function. The ELU function has the characteristics of soft saturation and a mean value close to zero, which speeds up the network iteration. More importantly, it maintains a highly robust output when the network operation input is negative.
E. EFFECT OF THE KERNEL SIZE
The size of the convolution kernel is a parameter that must be considered when constructing the CNN model. Normally, the size of the convolution kernel in the CNN is set to 3 × 3. Among many different sizes of convolution kernels, there is a special type of convolution kernel (1 × 1), which is generally used in dimensionality reduction or linear transformation. Originally in AleNet [76] , it was thought that the larger the size of the convolution kernel, the better the image characteristics acquired. With the development of the CNN network, the researchers find that the use of two 3 × 3 convolution kernels in VGG [77] is better than the use of 5×5 convolution kernel. As an attempt, we study the effects of two different sizes of convolution kernels in the SDACNN model. Fig. 14 shows the performance of two different sizes of convolution kernels on the test set (convolution kernel size: 3 × 3, 5 × 5). We compare the PSNR and SSIM curves and find that the 3 × 3 convolution kernel is better than the 5 × 5 convolution kernel. From the perspective of training parameters, the total training parameters of the 3 × 3 convolution kernel and the relationship between layers, visualizing the operation of convolutional layers is itself a challenge. From the numerical point of view of the convolution calculation, the output of the three-layer convolutional layer and the filter is extracted (see Fig. 15 and Fig. 16 ). In each subgraph, we output 64 channels of the current layer.
Usually, the first convolutional layer is similar to an edge extraction layer, which basically retains the information of the image. In Fig. 15 , as the training depth of the network increases, the feature map obtained by the gradient ascent algorithm becomes more and more clear. The learning goal of SDACNN is noise. Observing the first layer of convolution to the thirteenth layer of convolutional layer output, the seismic section of the convolution kernel output is more and more clear, and the noise is decreasing. Fig. 16 shows the output of three different layer-level filters. We find that there is almost no valid information in the first layer, only the difference in color, indicating that the low-level filter seems to only learn about edge information. From the output of the filters from the seventh layer to the thirteenth layer, We don't see a clear difference between the two, but the output noise is more complicated than the first layer. We think that this insignificant difference may be due to the number of layers in the network has not reached a certain depth, so that the noise learned from the seventh to thirteenth layers does not change much. The visual results show that although the learning goal we define is to separate the noise, in the network training, the internal learning essence is the expression of effective signal and noise. Finally, the network separates the noise from the signal through the output of different features.
VI. CONCLUSION
We have tried to apply deep learning technology to the field of seismic data noise attenuation. After testing a synthetic record and a post-stack data, the results show that the proposed SDACNN can be effectively applied to seismic random noise suppression. When compared with the NLM, BM3D and DnCNN methods, the model constructed in this paper can effectively remove noise. More importantly, SDACNN can retain more valid signals. On the one hand, good performance is attributed to the residual learning method and batch normalization in the network. The superimposed convolution layer continuously fuses the extracted features, so that the network can effectively train. On the other hand, the soft saturation characteristics of the ELU activation function accelerate the convergence speed of the network and improve the robustness of the model. The trained SDACNN does not require adjustment parameters, and the model uses end-toend training to ensure that the network can effectively establish a non-linear mapping between input and output. When applying the proposed method in an actual project, theoretically only a well-trained network needs to be established in advance to be applied in industry. Under the condition of the GPU environment, the network efficiently performs the denoising task of seismic data. The model takes about 8 hours to train, and the test takes only about 1 seconds.
In the noisy seismic data containing noise, the amount of noise information is much smaller than the amount of effective information. If the network directly learns the effective signal, it will greatly increase the amount of calculation of the network. Therefore, the residual learning introduced in the network changes the learning goal of the model into noise information, and the batch normalization algorithm added after the convolution layer reduces the learning difficulty of the network and reduces the calculation amount in the training. We use the gradient ascent algorithm to visualize the convolutional layer. From the visualization results, we can find that the low-level expression of the network is relatively simple. As the number of network layers increases, the output of deep-level convolutional layers and filters becomes more complex, gradually extracting global features. The visualization method can reveal the learning content of each layer of the network to a certain extent, but this observed feature seems to be only the features that the network hopes us to see, which makes us have a certain distance from the real visual CNN. In the future work, we hope to achieve the task from 2D seismic data denoising to 3D seismic data denoising by using 3D patches.
