mammography are higher (0.201 and 0.229, respectively), but IR corresponds to a cutoff with higher sensitivity but lower specificity, thus suggesting that larger information provided by digital mammography carries the risk of more false-positive cases.
Introduction
Standard analysis of accuracy, for a dichotomous diagnostic test, is currently based on the calculation of sensitivity (SE), specificity (SP), positive predictive value (PPV), and negative predictive value (NPV), as well as SE-and SP-derived measures, such as likelihood ratios [10, 24] . Even though there may be preference for either specificity or sensitivity (in which case a single measure would hide the required detailed information about different aspects of accuracy), nevertheless a single statistical measure, that can summarize the global quality of a dichotomous diagnostic test, is of interest in many clinical situations and is still lacking [18] . In the case of continuous test results, standard analysis includes receiver operating characteristic (ROC) curve analysis as the most popular method to assess a test or to compare it with a different one [4, 8, 15, 16] . Different summary measures have been proposed to describe the accuracy with a single, objective index, e.g., the area under the curve (AUC) provided by ROC analysis, and each of them shows well-known advantages and drawbacks [3, 24] . Another important problem is which decision cutoff should be used to classify continuous test results, and how the choice of a decision threshold affects comparisons between Abstract Diagnostic test accuracy, based on sensitivity, specificity, positive/negative predictive values (dichotomous case), and on ROC analysis (continuous case), should be expressed with a single, coherent index. We propose to modelize the diagnostic test as a flow of information between the disease, that is, a hidden state of the patient, and the physicians. We assume that (1) sensitivity, specificity, and false-positive/false-negative rates are the probabilities of a binary asymmetric channel; (2) the diagnostic channel information is measured by mutual information. We introduce two summary measures of accuracy, namely the information ratio (IR) for the dichotomous case, and the global information ratio (GIR) for the continuous case. We apply our model to a study by Pisano et al. (N Engl J Med 353 (17) : [1773] [1774] [1775] [1776] [1777] [1778] [1779] [1780] [1781] [1782] [1783] 2005) , who compared digital versus film mammography, in diagnosing breast cancer in a screening population of 42,760 women. In film mammography, the maximum IR (0.178) corresponds to the standard cutoff of sensitivity and specificity provided by the ROC analysis (GIR 0.200). Maximum IR and GIR for digital two diagnostic tests or between two raters [15] . Even these are critical questions when computing sensitivity and specificity, yet the choice for the decision threshold is often arbitrary [15] .
Regardless of the method chosen for the summary measure or for the cutoff, standard analysis is based on the comparison between a standard of reference (SR) and test results, that is, on probabilities that a test result really represents the presence or absence of a certain medical condition. Even assuming that SR always provides a correct representation of the patient status, which is not the case [24] , standard analysis does not rigorously objectify which is the maximum information on the disease we can achieve depending on that specific test. One might argue this is a potential limitation, since it might be difficult to understand (1) whether a disappointing test performance has been conditioned by definite characteristics of a clinical setting (low prevalence, selection bias, and so on) or rather by intrinsic limits on the amount of diagnostic information the test can "physically" vehicle; (2) whether, for a certain clinical scenario, it could be convenient to improve further an already good test performance, or not. Furthermore, one might expect that quantifying information underlying test results might complement the standard dichotomous or ROC analysis.
To our knowledge, no definite methods to measure test accuracy in informational terms are currently available. We hypothesize that Information Theory [21] is the proper framework to define such a method, since it is the mathematical apparatus underlying current telecommunication systems, based on a rigorous, quantifiable notion of information and information-derived measures [23] . As detailed below, we show that a diagnostic test can be modeled using Information Theory, and consequently, that diagnostic test accuracy can be expressed coherently, with a single index, in the form of a summary information measure; it can be used also to select the best cutoff in the continuous case.
On this basis, the aim of this paper was manyfold: (1) to present the above model of Shannon informational analysis of diagnostic accuracy; (2) to illustrate how informational analysis can be considered as a useful complement to standard ROC analysis, (3) to show that informational analysis is able to overtake some weakness of the ROC/AUC approach, and (4) to illustrate the applicability of the informational model using a dataset from the medical literature.
Methods

Basic definitions
In the following, we shall use the 2 · 2 table with the four possible outcomes deriving from the application of a SR to the diagnostic test set; they are, respectively, the number of true positives (TPs), false positives (FPs), false negatives (FNs), and true negatives (TNs) reports. If we call reader the clinician who formulates the diagnostic report R, we assume that there are only two mutually exclusive states D of disease (or pathologic state) for a patient: it can be present (D = 1) or absent (D = 0) (see [25] ). Similarly, a report indicating the presence of the disease is called positive (R = 1), when indicating its absence is called negative (R = 0); this corresponds to a dichotomous or binary classifier. Once we have TP, FN, FP, and TN, we can specify the following quantities:
where p(R = x/D = y) is the conditional probability that the report R is x, given that the disease is y. From Eqs. (1) and (2), we note that
since once the disease is present, we necessarily have R = 1 or R = 0 as a possible diagnosis. The same happens for Eqs. (3) and (4) , that is,
So, if we set FNR = α and FPR = β, we have SE = 1 − α and SP = 1 − β. We assume that the disease is a hidden, objective status of the patient, which can be present (D = 1) or absent (D = 0). The physician makes assumptions on the disease by interpreting the result of a diagnostic test that can be thought of as the outcome of the diagnostic channel of Fig. 1 ; it might represent, e.g., a mammography examination interpreted by a radiologist, or a prostate-specific antigen (PSA) level, telling the urologist Fig. 1 Disease is a hidden, objective status of the patient that can be revealed to the physician through the "black box" of a diagnostic test. It corresponds to a binary asymmetric diagnostic channel, whose behavior is described by the transition matrix Γ (5) whether the cutoff of 10 ng/ml has been exceeded. Since test results give the reader information on the disease, the accurate diagnostic test (or the accurate reader) will be the one able to extract as much information as possible from the diagnostic channel: the more information on the patient status flows from the disease to the reader on the diagnostic channel, the more accurate the diagnostic test. This means that a coherent measure of the diagnostic test quality is the (maximum) amount of information that can be extracted from the diagnostic channel. We shall describe in detail how it is possible to measure precisely such a quantity.
If the diagnostic channel were perfect (SR), we should have FNR = FPR = 0, SE = SP = 1, that is, α = 0 and β = 0, and the test always gives us the correct (positive or negative) diagnosis. But some "noise" can affect the results, due to the limits of our diagnostic methods and/or to the inexperience of the reader; this means that α and β are usually strictly greater than zero. The consequence is that we have negative test results in the presence of the disease (FN) and positive test results in the absence of the disease (FP).
Modeling dichotomous diagnostic tests
The model above described has already been fully investigated and completely solved by Claude Elwood Shannon in 1948; his milestone paper "A mathematical theory of communication" [21] established the born of a new scientific discipline, the Information Theory. All modern digital communication systems that interact over a network (telephones, computers, televisions, mobiles, and so on) are based (also) on this theory and on the work of Shannon.
In the original study, the (binary) channel is constituted by a (wired) line of transmission affected by noise, for example a twisted pair, a coaxial cable, or other. The effect of noise is that of changing the bit flowing on the channel with a probability that depends on its physical quality. Suppose that D and R describe the (binary) variables at the input and at the output of the channel (see Fig. 1 ); if we send, for example, D = 0 on the channel, there is a positive probability p(1/0) = β to receive R = 1 on the output. The same happens if we send D = 1, since we have a positive probability p(0/1) = α to receive R = 0. On the contrary, if the channel works well, we send D = 1 and receive R = 1, but this occurs only with a probability p(1/1) = 1 − α; the same happens if we send D = 0 and receive R = 0 (with probability p(0/0) = 1 − β). So, the behavior of this binary asymmetric channel (BAC) is described by the (stochastic) transition matrix Γ . 1 In the special case of communication channels, the matrix is usually symmetric (α = β), since the system has a symmetric behavior with respect to 0 or 1.
In our setting, we have nothing to do than using Shannon Information Theory to evaluate the (maximum) quantity of information flowing through the diagnostic channel of Fig.  1 ; this will correspond to the accuracy of the diagnostic test. Shannon precisely defined, in mathematical terms, this flow of information; he introduced the concept of mutual information (MI) [21] , and we are going to use it to measure the quality of the diagnostic test [13] . Now, we have clear the terms of the problem; we have assigned
that are the two binary sets of the outcomes of disease and test results;
for the disease D, where
Pr {disease is present}, or pretest probability of disease or prevalence;
• a (binary) probability distribution
for the test result R, where
The bond between D and R is fixed by the transition matrix (5) of the diagnostic channel of Fig. 1 , and the flow of information between D and R is measured by the MI (see [5, 21] ); it is defined as where 
where PREV is the prevalence, while PR and NR are, respectively, the probability of a positive and of a negative test result. This means that the quantity of information the reader can extract from the diagnostic channel depends on two factors:
• the terms p(r/d) (SE, FNR, FPR, and SP) that are the components of the transition matrix Γ (5); they are related to the quality of the diagnostic channel; • the pretest probability distribution P D of the disease (PREV).
• This implies that we can fix a certain P D and compare different diagnostic tests, or we can search for the P D which maximizes I(D, R) for a single diagnostic test.
In the Shannon model, I(D, R)
is a measure of the amount of information exchanged between the two random variables D and R [5] ; it is greater than or equal to 0, and it is a measure of the pseudodistance 2 between two probability distributions that are the joint probability distribution P(D, R) and the product of the marginals P(D) · P(R).
for all d and r, all the ratios in Eq. (6) are equal to 1, and all the logarithms are equal to zero; when this happens, we have I(D, R) = 0, which means that D and R are independent to each other; in this case, there is no flow of information between the two variables. On the contrary, if
we have I(D, R) > 0, and this value is a measure of the distance from the condition of independence. The greater I(D, R), the more tied are the two variables, the more information is exchanged between them (see [5] for the mathematical details).
The maximum of MI is the Capacity of the channel [21] where (8)
2 From the mathematical point of view, I(D, R) is not a distance, because the symmetry and the triangle inequality are not satisfied.
(9)
is the Shannon Entropy [21] , and is the conditional Entropy, for two random variables X and Y [21] . The capacity corresponds to the maximum amount of information that can flow on the diagnostic channel, when varying the prevalence. This is the best performance the diagnostic test can achieve. Under this framework, comparing the quality of two (or more) diagnostic tests means comparing the capacities of the corresponding diagnostic channels.
We stress on the fact that the Shannon measure of information based on entropy (10) is not only one of the possible approaches to measure information, but it is the only one; as a matter of fact, there exists a theorem, proved by Khinchin [12] , which shows that the Shannon entropy based on the logarithm is the only measure of information which satisfies some basic and reasonable postulates necessary to coherently define an information measure [1] . In this setting, an event with probability p carries an amount of information equal to − log p; note that a sure event, for which p = 1, carries no information, while a very unlikely event, with p tending to 0, carries a quantity of information that approaches infinity.
To evaluate the best performance of a diagnostic test, we have to maximize the MI (6) for the binary asymmetric diagnostic channel of Fig. 1 , over all possible prevalences; this leads to the maximum amount of information that a diagnostic test can provide, that is, to the capacity of the channel. After some mathematical manipulation (see [2] ), MI can be expressed as where h(.) is the binary Shannon entropy function defined as 
In Fig. 2a , we can see the behavior of capacity as a function of SE = 1 − α and β = 1 − SP, while in Fig. 2b , we see the corresponding prevalence p * D (1) that achieves capacity. Note that the capacity is high also when α and β tend to 1, that is, SE and SP tend to 0; this is not surprising, since the complement of a systematically incorrect test result is systematically correct.
As matter stands, we could compare the quality of different diagnostic tests by comparing the values of the associated capacities (14) ; note, however, that this approach is insidious, since we are not able to control the prevalence, that is, to set it to the value p * D (1); as a matter of fact, this value is in the range 0, 4 . . . 0, 6 for the vast majority of α and β (see Fig. 2b ). Note, further, that the concept of "pretest probability of disease" is ambiguous in this context, since a diagnostic test is usually administered to people who are suspected to have a specific disease and not to a sample of population. This means that the effective probability that is supplying the diagnostic channel is something similar to Pr{disease/knowing the patient is suspected to have a disease}, which is practically impossible to evaluate.
All these problems can be avoided by assessing the accuracy of the diagnostic test in terms of the AUC subtended by the MI-Curve, that is, the plot of MI variation over p D (1) 
. This integral can be evaluated by parts; here is the final value where the log are now to the natural base e.
Note that the MI-Curve area of the SR can be computed by substituting α = β = 0 in the formula (18) ; this leads to Figure 3 shows the MI-Curve of the SR, for which SE = SP = 1, and the MI-Curves of two hypothetical diagnostic tests with SE = SP = 0.99 (A) and SE = 0.80, SP = 0.90 (B), respectively. Moreover, we show the MI-Curve of the diagnostic test for which SE = SP = 0.5 (C '+'), which gives random results; the curve is compressed to zero and lies on the segment 0 . . . 1.
Since the AUC subtended by the SR is associated with the best possible performance, we can relate to it the AUC of the MI-Curve we want to evaluate, so as to obtain a real number in the interval 0 . . . 1. We call it the information ratio (IR) of the diagnostic test.
In the examples of Fig. 3 , the IRs of the diagnostic tests are, respectively, 0.91 (A), 0.38 (B) and 0 (C). Note that the (17) IR is very sensitive to small variation in α and β, e.g., the transition from α = β = 0.01 to α = β = 0.02 leads to a change in IR from 0.907 to 0.841. It is obvious that we can restrict the integral limits in the case we have assigned a specific interval for prevalence.
If we compare IR and standard accuracy; 3 for different values of α (=β) in the range 0 . . . 0.5, we can note that the random diagnostic test with α = 0.5 has IR = 0, since the situation is equivalent to a random choice of the diagnosis, and no information flows on the diagnostic channel 4 on the contrary, standard accuracy has a residual value of 50 %, that is, completely misleading.
Modeling multivalued diagnostic tests with variable threshold
The above model can be easily applied to the case of diagnostic tests expressing the results on an interval or rank scale, for which ROC analysis is commonly used to handle different thresholds of β = 1 − SP [15] ; in this case, we can obtain a IR value for each β. This leads to three main consequences. First, it is possible to find the optimal threshold that leads to the maximum IR for the specified test. Second, we can draw the iso-informational IR curves on the ROC plane 1 − SP/SE (see Fig. 4 ) that can be used to 3 Standard accuracy sums up the fraction of good reports with respect to the total number of reports. It corresponds to the probability of a correct (positive or negative) diagnosis, that is, (TP + TN)/(TP + FP + TN + FN). 4 In the Shannon context, this is a special case of the so-called useless channel, characterized by the relation β = 1 − α, that leads to a transition matrix with two identical rows. directly quantify the IR associated with each point of the ROC curve. Third, we can build an information ratio curve (IRC) by plotting these IR values versus β.
The AUC of the IRC can be related to the AUC of the limit information curve (LIC), drawn by fixing SE = 1 (α = 0) for all values of β, which corresponds to the curve associated with the maximum amount of information we can gain for each value of SP. We call this ratio the global information ratio (GIR) of that test.
To build the LIC, we need to set α = 0 in Eq. (20) ; this leads to that represents the LIC as a function of β. In Fig. 5 , we can see the behavior of the LIC, together with the IR curve derived from a hypothetical simulated test.
The GIR is the ratio between the AUC of the IRC and the AUC subtended by the LIC; to obtain the last one, we need to integrate the function (21) on β where Li 2 (x) = ∞ k=1 x k /k 2 is the Polylogarithm function. So, we have which represents the summary measure of diagnostic performance of the variable-threshold test in terms of informational analysis.
Even if high values of GIR are usually associated with high values of maximum IR (and vice-versa), it is not difficult to show cases where two identical values of maximum IR lead to one GIR significantly greater than the other. So IR and GIR need to be analyzed separately.
Application to a real scenario
We exemplify our model by using data from the study by Pisano et al. [19] , who compared digital mammography (DM) versus film mammography (FM) in diagnosing breast cancer in a screening population of 42,760 women recruited over 33 referral centers. The SR was represented by a breast biopsy performed within 15 months after the study entry, or a follow-up mammogram obtained at last 10 months after the study entry. The accuracy of FM and DM was assessed by performing ROC analysis on the entire study cohort and several subgroups (including age, 
breast density, and menopausal status), using a 7-point malignancy scale (1 = definitely not malignant; 2 = almost definitely not malignant; 3 = probably not malignant; 4 = possibly malignant; 5 = probably malignant; 6 = almost definitely malignant; 7 = definitely malignant); in the analyses, scores of 4, 5, 6, and 7 were defined as positive, while scores of 1, 2, and 3 were defined as negative. After extracting data from the Table 3 of paper [19] , we applied our model and recalculated unfitted, empirical operating points of the ROC curve using the same 7-point malignancy scale on the entire study cohort after 455 days of follow-up. We refer to the "main threshold" of 1 − SP/SE at ROC analysis as the ones determined with the decision rule explained in the original article, which corresponds to a threshold in column 4. Analysis was performed using a dedicated software, developed in GNU Octave, and freely available on request. Table 1 shows 1 − SP and SE of film and DM calculated using TP, FN, TN, and FP extracted from our reference work [19] , for each cutoff point.
Results
Maximum IR for film mammography is found in the point corresponding to the main threshold used in original ROC analysis (column 4). On the contrary, maximum IR for DM corresponds to a higher cutoff compared to that used with ROC analysis (column 3), with an increase in SE (49 cancers) and in FPs (2175 cases). 
Discussion
The American mathematician and engineer C. Shannon (1916 Shannon ( -2001 built the foundations of Information Theory in 1948 [21] ; it formalizes the mathematical rules underlying telecommunications and defines the general properties that communications systems should have in order to transmit information reliably and affordably [23] . Since the theory provides objective measures of information, it is a pillar in telecommunication technologies and has been used to model a variety of phenomena in different fields, including physics [11] , neuroscience [22] , molecular biology [7] , and others.
We propose an information theoretic model in which SE, SP, FPR, and FNR are interpreted as the probabilities of correct and incorrect signal transmission through an asymmetric binary diagnostic channel; here, a certain quantity of average information (namely, the Mutual Information) flows from the "hidden" status of the disease to the reader, e.g., a radiologist interpreting mammograms. The higher the MI, the higher the diagnostic information available to the physician interpreting the test. Not surprisingly, this measure has already been hypothesized as a possible tool to compare different classifiers [13] . However, the use of Information Theory-derived indexes is quite limited in the medical statistics literature; an example is given by the Akaike information criterion [20] , based on entropy, which is a measure of the relative quality of a statistical model for a given set of data; nevertheless, it is not useful to assess the information associated with a diagnostic test [6] .
In our model, IRC analysis provides two different informational measures of test accuracy, namely the IR and the GIR. IR expresses, within the interval 0 . . . 1, how much information on the disease a dichotomous test carries on compared to the SR, that is, compared to the ideal channel operating without the "noise" associated with incorrect diagnoses. Of note, IR results from a MI-Curve representing the MI values at all possible pretest probabilities of disease. Consequently, this measure is not only independent from this probability in a given clinical experiment, but also shows the additional advantage of expressing the maximum information for all clinical scenarios at one time (e.g., screening or high-pretest probability populations). The typical MI-Curve behavior of Fig. 3 derives from a mathematical structure of the corresponding formula, which is similar to that of the binary entropy (13) [5] ; so the curve tends to zero when the prevalence approaches 0 or 1, as it should be from the intuitive point of view: a diagnostic test applied to a population where all the members are ill (or healthy) carries no information. On the contrary, the maximum amount of diagnostic information is associated with the situation where the prevalence is close to 1/2.
Even though there may be preference for either specificity or sensitivity, due to the kind of diagnostic test (screening or not) or to the costs for FPs and FNs, nevertheless a single statistical measure that can summarize the global quality of a dichotomous diagnostic test is still lacking [18] (p. 340). IR gives such a measure. While the IR is applicable to tests providing a dichotomous result, the GIR applies to tests yielding continuous values (e.g., prostate PSA) or ordered categories (e.g., 7-point scale in breast imaging), corresponding to multiple cutoffs of specificity. Indeed, the GIR is the ratio between the areas under the IRC of the test and the LIC, i.e., the reference curve representing the maximum amount of information we can gain by varying 1 − SP on the abscissa when SE is fixed to 100 %. In this setting, the GIR plays the role of an informational summary measure [16] that expresses the accuracy by using a single number and facilitates the comparison between diagnostic tests. ROC analysis, which is the state-of-the-art method for describing the diagnostic accuracy of a test, is universally used and shows well-known advantages [4, 8, 15] . Which are the potential, additional benefits of using the informational analysis? In the "Appendix," we briefly summarize some technical points and show how it is possible to overcome some weakness of the classical ROC/AUC approach.
On this basis, we believe that, as usual for a newborn instrument, both theoretical refinements and concrete Table 1 IR values calculated  on data extracted from Table 3 of the study [19] Highest IRs are highlighted in bold. Asterisks indicate the values of SE/1 − SP 7-points scale threshold used in the ROC analysis of the original study clinical applications will probably clarify in which scenarios our method can support or even outperform ROC analysis; however, whether this potential is realizable will be assessed by clinicians. At present, we suggest the use of IRC analysis as a complement to strengthen ROC analysis results with a formally consistent and independent method. Why? In IRC analysis, accuracy is calculated directly from the amount of information flowing through a diagnostic channel, which in turn depends on the channel properties.
In standard analysis, information related to test properties can be inferred only indirectly: we suppose something on diagnostic information based on the count of the expected outcomes, but we do not have a direct access inside the "black box" of the test, in particular to quantify the information made available by the test to obtain the sensitivity and specificity measured by ROC analysis under certain clinical conditions. Informational indexes do provide such a quantification. Three potential consequences may occur in this respect. The first one is exemplified by the coincidence between highest IR and the cutoff of 1 − SP/SE of ROC analysis we observed for FM in the paper of Pisano et al. [19] . In this situation, best-coupled sensitivity/specificity corresponds to the maximum information provided by the test, i.e., IRC analysis shows the upper limit of test capabilities. One might assume that if they correspond to suboptimal test accuracy, no further improvement is permitted unless changing the diagnostic channel (e.g., by incorporating a technological development such as DM) or supplying it with additional diagnostic tools (change in diagnostic workup). The second scenario also emerges from our clinical example [19] : the IR cutoff for DM "moved" to the right of the ROC analysis cutoff, leading to an increase in SE (49 cancers) at the expense of a significant increase in FPs (2175 cases). Our explanation for this finding is that higher information provided by DM translated in better visibility of subtler anatomical details mimicking malignancy (e.g., spiculated margins or microcalcifications) that might have acted as confounders, thus increasing sensitivity and decreasing specificity. In a third, theoretical scenario, the IR cutoff moves "to the left" of the ROC analysis cutoff, suggesting that information provided by a certain test tends to decrease sensitivity and increase specificity. This might occur, e.g., if the higher information carried by this test is used to enlighten the signs that tend to exclude the disease. The last two scenarios suggest that, regardless of a rigorous quantification of information, the comparison between ROC analysis and IRC analysis has the potential to indicate the "direction" (sensitivity or specificity) toward which information associated with a new technology moves when interacting with the reader. Again, one can suppose that such a knowledge is of help in refining diagnostic tools (e.g., by guiding the technological upgrade) and/or diagnostic strategies. Whether this is clinically acceptable/relevant or not depends on the specific setting, the type of diagnostic test, and the decision rules used to establish the proper cutoff. We hypothesize that such a capability is of potential relevance at least for all those tests providing the diagnosis with inherently different technologies, i.e., channels with different informational properties. The IRC analysis suffers, however, some limitations. First, similarly to ROC analysis [15] , our method is based on the weak assumption that, when human readers Table 1 derived from [19] . a Film mammography: the threshold corresponds to the point associated with the maximum information. b Digital mammography: the threshold does not correspond to the point associated with the maximum information participate into the diagnostic process (as occurs for radiologists), they always interpret information provided by the test correctly, so that FN and FP cases depend on the test only. In other words, IRC analysis, in its present form, probably overestimates diagnostic accuracy and does not account for intra-and inter-reader variability. How to overcome these limitations? We suggest that informational indexes might be obtained for each of the readers of a "multireader factorial" study design, which is currently recommended for conventional analysis of accuracy [17] . In this multireader/multicase model, the same patients undergo all of the diagnostic tests under study, and an adequate number of readers interpret the results from all the diagnostic tests. One can assume that the comparison of IR or GIR values measured on the same clinical setting is per se indicative of reader-related variability. On the other hand, similarly to conventional analysis, IRC analysis might be complemented by calculation from raw data of classical indexes of intra-and/or inter-rater agreement for different number of raters and types of variable, such as Cohen's kappa or intraclass correlation coefficient (ICC). Lines of future improvement of IRC analysis include the development of methods (1) to adjust α and β errors of the transition matrix for reader-related variability; (2) to adjust for variability in the specific setting of multireader/multicase approach, possibly in accordance with the "random effects" model, that is, by treating the variation in readers performance as an independent source of variability [17] . Second, our model does not yet include (1) a strategy to fit properly the empiric GIR curve; and (2) the statistical rules to compare different GIRs, that is, to attest whether different values of GIRs are statistically significant. On the other hand, both points (1) and (2) constitute by themselves an entire field of research [15] , as it happened at the very beginning for ROC analysis. We believe all the above points can be faced confidently in future works, and their current lack does not influence qualitatively our results.
Conclusions
We proposed a conceptual framework based on Information Theory, in which (1) the diagnostic test is equivalent to an asymmetric binary transmission channel; (2) the diagnostic process can be modeled using MI, which is a well-established measurement of the information exchanged through the channel between a transmission source (assumed to be represented by the disease) and a receiver (assumed to be represented by the physician). On this basis, the accuracy of a diagnostic test can be expressed, in informational terms, through two summary measures, namely the IR and GIR, which apply to tests providing dichotomous and continuous results, respectively. Potential advantages of using informational indexes are related to the independency from pretest probability and the capability to refine conventional analysis of accuracy (e.g., ROC analysis) by assessing the type and limits of diagnostic information that a certain test can vehicle, that is, by objectifying how much diagnostic information of a certain type (e.g., breast cancer) is transmitted given test properties (e.g., being a film or digital image obtained using X-rays). Using data from a previous study, we showed that informational analysis is applicable to a real clinical scenario and can represent an informational counterpart of standard analysis of accuracy based on ROC curves. of any good diagnostic system. Since we have only one coherent measure of information (remember the unicity theorem of Khinchin [12] ), this method is the only "objective" one in the case we assign the same cost to FP and FN.
Fallacy of the undistributed middle ROC curves, even if widely used, have at least one significant pitfall, that is, the so-called fallacy of the undistributed middle [8] : all random models score an AUC of 0.5, but not every model that scores an AUC of 0.5 is random; in other words, AUC = 0.5 does not necessarily imply that the classifier is no better than random guessing. An interesting example of this situation is given in figure 4a of [3] , where the "two-threshold classifier" assumes that a certain quantity q, being below a threshold t 1 or exceeding a threshold t 2 > t 1 , indicates disease, while q ∈ [t 1 , t 2 ] means normal. Systolic blood pressure or expression of a gene could be an example of such a situation. If we use ROC analysis, the AUC equals 0.5 (figure 4b of [3] ), and so the AUC approach is not able to discriminate this good classifier from a random one. On the contrary, if one uses the IRC approach, one can clearly discriminate this classifier, characterized by GIR = 0.342, from the random one (GIR = 0).
IRC analysis gives us a global evaluation of the diagnostic test performance (GIR) and a choice for the best threshold of specificity. As a consequence, it could be considered, at least in principle, as a competitor of ROC curves. Unfortunately, up to this moment, the IRC tool is not yet complete, since it lacks a strategy to fit properly the empiric GIR curve and a statistical rule to compare different GIRs, that is, to attest whether different values of GIRs are statistically significant.
Nevertheless, we can appreciate the fact that IRC analysis is able to strengthen ROC analysis, taking it to a deeper level. We suggest here two issues in this perspective:
Informational chart The iso-informational curves of Fig. 4 that are drawn on the ROC plane could be used as a sort of graph paper (informational chart) over which one can draw a ROC curve; this allows to directly visualize the information associated with each point of the ROC curve, integrating the ROC and the IRC approaches together.
The worst ROC curves are good Always from Fig. 4 , we can note that each iso-level curve of the upper left side of the diagram has a same-level correspondence in the lower right side of the same diagram. Even if this is not usual in clinical practice, this means that, in an informational sense, a bad diagnostic test, whose ROC curve stands entirely below the diagonal, performs as a good one, whose ROC curve stands entirely above the diagonal. This is not surprising, since the complement of a systematically incorrect test result is systematically correct. This would suggest that a more correct measure of the diagnostic test performance using the ROC approach, with a ROC curve entirely standing above or below the diagonal, should be the AUC * between the ROC curve and the diagonal, that is, AUC * = |AUC − 0.5|.
