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We investigate the nature of the magnetic phase transition induced by the short-ranged electron-
electron interactions in a Weyl semimetal by using the perturbative renormalization-group method.
We find that the critical point associated with the quantum phase transition is characterized by
a Gaussian fixed point perturbed by a dangerously irrelevant operator. Although the low-energy
and long-distance physics is governed by a free theory, the velocities of the fermionic quasiparticles
and the magnetic excitations suffer from nontrivial renormalization effects. In particular, their
ratio approaches one, which indicates an emergent Lorentz symmetry at low energies. We further
investigate the stability of the fixed point in the presence of weak disorder. We show that while
the fixed point is generally stable against weak disorder, among those disorders that are consistent
with the emergent chiral symmetry of the clean system, a moderately strong random chemical
potential and/or random vector potential may induce a quantum phase transition towards a disorder-
dominated phase. We propose a global phase diagram of the Weyl semimetal in the presence of both
electron-electron interactions and disorder based on our results.
PACS numbers: 71.27.+a 73.43.Nq 75.30.Kz
I. INTRODUCTION
Electronic materials whose low-energy excitations be-
have like Dirac fermions attract a lot of interests in con-
densed matter physics1–3. These materials are charac-
terized by nodal points in the Brillouin zone at which
two distinct bands touch. Examples of these materials
range from graphene4,5 to the surface state of a three-
dimensional (3D) topological insulators6,7. These studies
not only help in developing a new generation of electronic
devices, but also provide a theoretical link between con-
densed matter theory and high energy physics.
More recently, there has been growing interest in a
close cousin of the above mentioned two-dimensional
(2D) systems — the Weyl semimetals (WSM)1–3,8–12.
Just like graphene, in these materials, two bands touch
at certain point (the Weyl node) in the momentum space.
As usual, band touching usually leads to Dirac fermions
due to the presence of the time-reversal (T) and the space
inversion (P) symmetry. To realize the Weyl fermion,
which has only half a degree of freedom of a single Dirac
fermion, the involved bands must be individually non-
degenerate. This requires that either the T or the P
symmetry is explicitly broken. The stability of these
Weyl nodes are protected topologically. This is closely
related to the fact that each Weyl node carries a quan-
tized monopole charge Q = ±1 in the momentum space,
which cannot be changed by a small perturbation. More-
over, since the net “magnetic charge” must be zero in a
Brillouin zone, the Weyl nodes have to appear in pairs in
a crystal13.
Since a WSM is a gapless system, it is expected that
the electron-electron interaction should have dramatic
impact on its properties. Because of the vanishing den-
sity of states (DOS) at the Weyl nodes, the short-range
interaction is perturbatively irrelevant14 while the long-
range Coulomb interaction is marginally irrelevant in the
renormalization-group (RG) sense15–17. Therefore, to the
leading order, it is reasonable to ignore the short-range
interaction and the low-energy properties of the WSM
are captured by the free Weyl fermions. While for the
long-range Coulomb interaction, we only expect logarith-
mic corrections to the physical response functions at low
frequencies and long distances.
On the other hand, in the presence of strong electron-
electron interactions, we expect a quantum phase tran-
sition (QPT) towards some symmetry breaking phases.
Previous studies based on the mean-field theory sug-
gest that the possible states at strong repulsive interac-
tions include the excitonic and the charge-density-wave
(CDW) phase18,19. Later an unbiased pertuebative RG
study on all possible four-fermion short-range repulsions
that are consistent with the symmetries of the underlying
lattice was performed14. By extrapolating the one-loop
RG equations to the strong-coupling regime, it was found
that there is a unique direction in the asymptotic RG flow
which points toward a spin-density-wave (SDW) ground
state with the characteristic momentum of the SDW state
corresponding to the momentum separation between the
two Weyl nodes. Very recently, Ref. 20 tackled this
problem by mapping the lattice model with a strong on-
site Hubbard interaction to a t-J type model. In terms
of an appropriate mean-field treatment, it is concluded
that the WSM with strong repulsions becomes magnetic-
ordered. Thus, both the perturbative RG and the strong-
coupling analysis lead to a similar conclusion.
Since the WSM phase is stable at weak coupling and an
ordered phase occurs at strong coupling, the two phases,
the WSM and the ordered phase, must be separated by a
2quantum critical point (QCP). Up to now, it is still un-
clear what is the nature of this QCP. We try to answer it
in this paper. We focus on the transition to SDW phase.
We start with the minimal model of WSM which consists
of two Weyl nodes with opposite monopole charges. We
propose that the critical theory is described by a single
Dirac fermion (consisting of two copies of Weyl fermions)
and a complex bosonic order parameter characterizing
the SDW fluctuations. By a one-loop RG analysis, we
find that the Gaussian fixed is stable at low energies so
that the correlation length exponent ν = 1/2. Although
the QPT is characterized by a trivial fixed point in the
sense that the boson-fermion coupling is marginally irrel-
evant, we find that the velocities of the fermionic quasi-
particles and the magnetic excitations suffer from non-
trivial renormalization effects. In fact, their ratio ap-
proaches one in the low-energy limit. This indicates that
the QCP has an emergent Lorentz symmetry, which re-
sults in the dynamical critical exponent z = 1.
We also investigate the stability of the above fixed
point in the presence of weak disorder. The latter is
inevitable in condensed matter systems. The proposed
critical theory has a chiral symmetry which is absent
in the underlying lattice model. To simplify our anal-
ysis, we consider all sorts of disorder that are consistent
with the chiral symmetry. In three dimensions, there are
four types of disorder satisfying this condition: the ran-
dom chemical potential, the random vector potential, the
random chiral chemical potential, and the random chiral
vector potential. We find that while the critical proper-
ties of the clean system is stable against weak disorder
for all types of the disorder mentioned above, a strong
random chemical potential or a strong random vector
potential may induce a quantum phase transition toward
a disorder-dominated phase.
The disorder physics for a single non-interacting Dirac
fermion is well-studied for the random chemical poten-
tial. Already in the 1980’s, Fradkin predicted the ex-
istence of a disorder-driven QPT from a semimetallic
to a diffusive metallic (DM) phase with increasing dis-
order strength21. With the renewed interest in the
WSM, further theoretical studies have been performed,
including the global phase diagram of lattice models22,23,
the transport properties24,25, the calculation of critical
exponents26–32, and the single-particle Green function33.
Recently, the role of the random vector potential in a
non-interacting WSM has been examined34, and a sim-
ilar disorder-driven QPT from a semimetallic to a DM
phase with increasing disorder strength is predicted.
Since our analysis of the disorder effect is based on an
effective theory of the interacting WSM, our work com-
plements these previous works in the sense that our re-
sults are about the disorder effect on a WSM with inter-
mediate strength of electron-electron interactions. Com-
bined the knowledge on the disorder effects of a non-
interacting WSM, we propose a global phase diagram
of an interacting WSM in the presence of disorder at
zero temperature as shown in Fig. 1. At weak disor-
FIG. 1: The schematic zero-temperature phase diagram of an
interacting WSM in the presence of the random chemical po-
tential or the random vector potential. Vd and Vi denote the
disorder strength and the interaction strength, respectively.
A denotes the QCP between the WSM and the DM phase,
B is the QCP between the WSM and the SDW phase, and
C is a multicritical point. Line AC and BC correspond to
the second-order phase transition. At strong interaction and
strong disorder strength, there are two possibilities: (a) an
unknown phase lying between the DM and SDW phase and
(b) a direct transition between the DM and SDW phase. The
shape of the phase boundaries is nonuniversal.
der strength and weak interacting strength, the WSM
phase is stable. By increasing the interacting strength,
the WSM becomes unstable and an ordered phase is de-
veloped. In our case, this strong-coupling phase exhibits
the SDW ordering. On the other hand, for a weakly
interacting WSM, a disorder-driven QPT occurs by in-
creasing the disorder strength and the system turns into
the DM phase at strong disorder. When both the dis-
order strength and the interaction strength are strong,
there may be two possibilities: an unknown phase lying
between the DM and the SDW phase (Fig. 1(a)) or a
direct transition between the DM and the SDW phase
(Fig. 1(b)). In any case, there will be a multicritical
point (point C) at which the WSM, the DM, and the
SDW phase meet with each other. The study on the na-
ture of this multicritical point is beyond the scope of the
present work.
The rest of the paper is organized as follows. In Sec.
II, we describe the model to fix our notation and discuss
the structure of the effective theory for the QCP. The
one-loop RG analysis of the effective theory for the clean
system and the effects of quenched disorder are presented
in Sec. III and IV, respectively. The last section is de-
voted to a conclusive discussion.
II. THE MODEL
We star with a minimal lattice model describing the
non-interacting WSM whose Bloch Hamiltonian is given
by35,36
H(k) = d(k) · σ , (1)
3where σi with i = 1, 2, 3 are Pauli matrices in the spin
space and
d3(k) = t3(2 + γ − cos k1 − cos k2 − cos k3) ,
d1(k) = t1 sin k1 , d2(k) = t2 sin k2 . (2)
Without loss of generality, we take t1, t2, t3 > 0. γ is a
real number. One may show that when |γ| < 1, there is
a pair of Weyl nodes at k = ±K, where K = (0, 0, k0)
and k0 = cos
−1 γ. We assume that the system preserves
the P symmetry but breaks the T symmetry so that the
two Weyl nodes have the same energy.
When the chemical potential coincides with the energy
of the Weyl nodes, the system at low energies can be
described by the continuum Hamiltonian H = H0 + V ,
where
H0 =
∑
a=1,2,3
∫
d3xψ†va(−i∂a)αaψ , (3)
where v1 = t1, v2 = t2, v3 = t3 sin k0, and the Dirac
matrices αa are given by
α1,2 = τ0 ⊗ σ1,2 , α3 = τ3 ⊗ σ3 .
Here the Pauli matrices τa with a = 1, 2, 3 and the 2× 2
unit matrix τ0 describe the node degrees of freedom. The
Dirac field ψ = [χ+, χ−]t where χ+ and χ− describe the
Weyl fermions at node K and −K, respectively. V con-
sists of the short-ranged four-fermion interactions whose
actual forms can be found in Ref. 14.
In terms of the low-energy degrees of freedom, one may
expand the electron operator c(r) as
c(r) ∼ eiK·rχ+(r) + e−iK·rχ−(r) + · · · , (4)
where · · · represents the operators with scaling dimen-
sions higher than χ±. Hence, the spin density operator
S = 12c
†σc can be written as
Sa(r) ∼ ψ†τ0⊗σaψ+
(
e2iK·rχ†−σaχ+ +H.c.
)
+· · · . (5)
One may identity the operator χ†−σaχ+ as the order
parameter for the SDW ordering since a nonvanish-
ing value of its expectation value results in 〈Sa〉 =
2|Na| cos (2K · r + θa), where Na = 〈χ†−σaχ+〉 and θa
is the phase of Na.
Based on the above observation, we propose that near
the critical point lying between the WSM and the SDW
phase, the system is described by the effective theory
whose Lagrangian density in the imaginary-time formu-
lation is of the form: L = Lψ + Lφ + Lint, where
Lψ = ψ¯(γ0∂τ + vγa∂a)ψ , (6)
Lφ = |∂τφ|2 + v2b |∇φ|2 + r|φ|2 + λ|φ|4 , (7)
Lint = g(φ1ψ¯ψ + iφ2ψ¯γ5ψ) , (8)
with λ, vb > 0. The Dirac field ψ and the complex
bosonic field φ = φ1+iφ2√
2
describe the gapless fermionic
quasiparticles and the SDW fluctuations, respectively.
To simplify our analysis, we take v1 = v2 = v3 = v. In
general, vb 6= v and L does not respect the Lorentz sym-
metry, as we would expect in condensed matter physics.
The representation of the γ-matrices is chosen to be
γ0 = τ1 ⊗ σ3 , γ1 = τ1 ⊗ σ2 ,
γ2 = −τ1 ⊗ σ1 , γ3 = −τ2 ⊗ σ0 , (9)
where σ0 is the 2× 2 unit matrix in the spin space. One
may verify that they are Hermitian and obey the Clifford
algebra
{γµ, γν} = 2δµν . (10)
The matrix γ5 is defined as γ5 = γ0γ1γ2γ3 = τ3 ⊗ σ0.
With the above choice of the γ-matrices, the SDW or-
der parameter in the z direction is given by
χ†−σ3χ+ +H.c. = ψ¯ψ .
〈ψ¯ψ〉 6= 0 also implies dynamical chiral symmetry break-
ing. Hence, the SDW ordering in the lattice model ap-
pears in the guise of chiral symmetry breaking at long
distances.
By the chiral transformation
ψ → eiθγ5/2ψ , ψ¯ → ψ¯eiθγ5/2 , (11)
where θ is a real constant, a term involving ψ¯γ5ψ will be
generated. Hence, Lint contains two terms whose struc-
ture is fixed by the chiral symmetry. That is, Lint is
invariant against the chiral transformation. To see this,
we notice that the operators ψ¯ψ and ψ¯γ5ψ transform as(
ψ¯ψ
iψ¯γ5ψ
)
→
(
cos θ sin θ
− sin θ cos θ
)(
ψ¯ψ
iψ¯γ5ψ
)
, (12)
under the chiral transformation [Eq. (11)]. We further
write Lint as
Lint = g(φ1, φ2)t
(
ψ¯ψ
iψ¯γ5ψ
)
.
Then, the invariance of Lint under the chiral transforma-
tion, Eq. (11), requires that φ1 and φ2 transform as
(
φ1
φ2
)
→
(
cos θ sin θ
− sin θ cos θ
)(
φ1
φ2
)
. (13)
Equation (13) implies that φ transforms as
φ→ e−iθφ . (14)
That is, the U(1) transformation of the φ field corre-
sponds to the chiral transformation, not the charge U(1)
transformation. This chiral symmetry also determines
the structure of Lφ. We have to emphasize that this
chiral symmetry is an emergent one since it is not the
symmetry of the microscopic lattice model.
4The phase diagram of L can be seen as follows. For
r > 0, the φ field is gapped and we may integrate it
out. The resulting theory is a single species of Dirac
fermions with short-range spin-dependent four-fermion
interactions. Since the four-fermion interactions are ir-
relevant at weak coupling, this corresponds to the WSM
phase. On the other hand, for r < 0, 〈φ〉 is pinned at
some nonzero value and the chiral symmetry is broken.
This gives a mass to the Dirac fermion, and the resulting
phase exhibits the SDW ordering. Hence, r = 0 corre-
sponds to the QCP. A RG analysis is warranted to study
its critical properties.
III. ONE-LOOP RG ANALYSIS
In the analysis of quantum phase transitions involving
gapless fermions, people usually employ the Hertz-Millis-
Moriya theory37, where the fermions are integrated out
to obtain an effective action of the order parameter, with
the assumption that each term in the resulting action can
be written as a local functional of the order parameter.
Such an approach, however, is shown to be incomplete
due to either the breakdown of Fermi-liquid theory38,
or an infinite number of local marginal operators be-
ing generated39. Moreover, a recent large-scale quantum
Monte-Carlo study reported results not consistent with
the Hertz-Millis-Moriya theory40. Here we shall treat the
fermionic and bosonic fields on equal footing.
Under the scaling transformation xa → s−1xa (a =
1, 2, 3) and τ → s−zτ , the scaling dimensions of var-
ious fields and parameters at the tree level are given
by [ψ] = 32 , [φ] =
3−z
2 , [v] = z − 1 = [vb], [r] = 2z,
[λ] = 3(z − 1), and [g] = 32 (z − 1). If we choose v to be
RG invariant, then z = 1. Thus, we get [ψ] = 32 , [φ] = 1,
[r] = 2, and [λ] = 0 = [g]. We see that r is a relevant
perturbation around the Gaussian fixed point (charac-
terized by (r, λ, g) = (0, 0, 0)), whereas both λ and g are
marginal perturbations at the tree level.
To determine the fate of the boson-fermion coupling
g, we calculate the RG equations to the one-loop order.
To proceed, we assume that there are N species of Dirac
fermions, i.e., ψ → ψα with α = 1, 2, · · · , N , and rescale
the coupling constant g by g → g/√N . To calculate
the RG equations, we separate the fields ψα and φi (i =
1, 2) into the slow and fast modes: ψα = ψα< + ψα>
and φi = φi< + φi>, where the fast modes ψα> and φi>
consist of the Fourier components with e−lΛ < |k| < Λ,
while the slow modes ψα< and φi< consist of the Fourier
components with |k| < e−lΛ. Here Λ is the UV cutoff in
momenta and the scaling parameter l > 0.
By integrating out the fast modes to the one-loop order
and rescaling the the space, time, and fields by xa →
elxa, τ → ezlτ , ψα< → Z−1/2ψ ψα, and φi< → Z−1/2φ φi,
FIG. 2: (a) The RG flow of η(l) = vb/v for various various
values of η(0) with N = 1 and α(0) = 0.1. (b) The RG flow
of α and β with N = 1 by setting η = 1.
we obtain the one-loop RG equations:
d ln v
dl
= z − 1− 8v
2(v − vb)α
3Nvb(v + vb)2
, (15)
d ln vb
dl
= z − 1 +
(
v2
v2b
− 1
)
α , (16)
dβ
dl
= 3(z − 1)β − 4βα− 5v
3β2
v3b
+
8α2
N
, (17)
dα
dl
= 3(z − 1)α− 2
[
1 +
4v3
Nvb(v + vb)2
]
α2, (18)
dr˜
dl
= 2(z − α)r˜ + 4vβ√
v2b + v
2r˜
− 8α , (19)
where the dimensionless couplings are defined as α =
g2
8pi2v3 , β =
λ
4pi2v3 , and r˜ =
r
v2Λ2 . The wavefunction
renormalization constants Zψ and Zφ are chosen such
that the terms ψ¯γ0∂τψ and |∂τφ|2 in L are RG invariant.
If we take v to be a RG invariant, then Eq. (15) gives
z = 1 + 8(1−η)α3Nη(1+η)2 and the other RG equations become
dη
dl
=
(
1− η2
η2
)[
1 +
8η
3N(1 + η)3
]
α, (20)
dβ
dl
= 4
[
2(1− η)
Nη(1 + η)2
− 1
]
αβ − 5β
2
η3
+
8α2
N
, (21)
dα
dl
= −2
[
1 +
4
N(1 + η)2
]
α2 , (22)
dr˜
dl
= 2
[
1−
(
1− 8
3Nη(1 + η)2
)
α
]
r˜
+
4β√
η2 + r˜
− 8α . (23)
5where η = vb/v.
Equations (20) – (23) have only one fixed point, the
Gaussian fixed point, characterized by (r˜, α, β, η) =
(0, 0, 0, 1). The RG flows of α, β and η are shown in
Fig. 2. A few comments on the critical properties are
in order. (i) First of all, the boson-fermion coupling α
is marginally irrelevant around this fixed point. Hence,
the mean-field critical exponents are exact. In particular,
the correlation length exponent ν is related to the scaling
dimension of r, leading to ν = 1/2. (ii) We notice that
the velocity ratio η will flow to one. This indicates that
the Lorentz symmetry is recovered at low energies. Since
v and vb are the velocities of the fermionic quasiparticles
and the magnetic excitations in the SDW phase, this fact
can be examined by experiments. (iii) Due to the emer-
gent Lorentz symmetry at low energies, the dynamical
critical exponent z = 1 for this QCP.
IV. THE EFFECTS OF QUENCHED DISORDER
A. The random potential
Now we would like to study the effects of quenched
disorder on this QCP. In order to describe the disorder
effects, the Dirac fields are coupled to a random field
A(r) through the Hamiltonian
Hdis = −vΓ
∫
d3xψ†ΓψA(r) , (24)
where vΓ measures the strength of the single-impurity
potential. Since the chiral symmetry plays an impor-
tant role on the critical properties of the clean system,
we would like to respect this symmetry. In three dimen-
sions (3D), there are 16 linearly independent choices of
Γ: I, γµ, iγµγ5, and γ5, where I is the 4× 4 unit matrix,
σµν =
i
2 [γµ, γν ], and µ, ν = 0, 1, 2, 3. Among these ver-
tices, only half of them, i.e., Γ = I, σµν , γ5, preserve the
chiral symmetry. We will focus on these types of random
potentials. We will see later that these random potentials
are divided into four classes: Γ = I, Γ = γ5, Γ = σab,
and Γ = iγ0γ. The random field A(r) is nonuniform and
random in space, but constant in time. Thus, it mixes up
the momenta but not the frequencies. We further assume
that it is a quenched, Gaussian white-noise field with the
correlation functions:
〈A(r)〉 = 0 , 〈A(r1)A(r2)〉 = ∆δ(r1 − r2) , (25)
for Γ = I, γ5, σab, and
〈Aa(r)〉 = 0 , 〈Aa(r1)Ab(r2)〉 = 1
3
∆δabδ(r1−r2) , (26)
for Γ = iγ0γ, where a, b = 1, 2, 3 and the variance ∆
is chosen to be dimensionless. Let us understand the
significance of these random potentials in terms of the
original lattice fermions.
First of all, the matrix Γ = iγ0γ corresponds to the
random vector potential, which describes the randomness
in the phases of the hopping amplitudes for the lattice
fermions in the presence of a random magnetic field. Its
coupling is uniquely fixed by the gauge principle. This
term breaks the T symmetry in a fixed sample, but not on
the average. This is not a problem since we have assumed
the breaking of the T symmetry in the underlying lattice
model.
Next, consider the case with Γ = I, which corresponds
to the random chemical potential. Since this term cou-
ples to the two Weyl fermions equally, it describes a
smooth non-staggered potential that varies very little
over each unit cell of the original lattice. This term
preserves the T symmetry, but violates the particle-hole
symmetry in a fixed sample.
Let us turn into the case with Γ = γ5. Clearly, this
term couples to the two Weyl fermions with opposite
signs, which is thus dubbed as the random chiral chem-
ical potential. It arises from the staggerd component of
a potential, and results in chirality imbalance in a fixed
sample, but not on average.
Finally, we consider the case with Γ = σab. We notice
that σab = −ǫabc(iγ0γc)γ5, which form the three com-
ponents of a chiral vector potential. Thus, this term is
dubbed as the random chiral vector potential. This term
also breaks the T symmetry in a fixed sample, but not
on average. However, the three components have dif-
ferent physical origins. In terms of the original lattice
fermions, the term Γ = σ12 = τ0⊗σ3 describes a smooth
non-staggered Zeemann coupling that varies very little
over each unit cell of the original lattice, which arises
from a random magnetic field in the z direction. On the
other hand, the rest two components, σ32 = τ3 ⊗ σ1 and
σ13 = τ3 ⊗ σ2 involve chirality imbalance and Zeeman
coupling simultaneously. The latter arises from a ran-
dom magnetic field in the xy-plane. Due to this reason,
we will study the effects of the three components sepa-
rately. In fact, it suffices to consider the term Γ = σ12.
B. The one-loop RG analysis
Following the method employed in Ref. 41–43, the
RG equations in the presence of weak disorder can be
obtained by integrating out the fast modes for the fields
ψ, φ and then performing the rescaling for space, time,
and fields: xa → elxa, τ → ezlτ , ψ< → Z−1/2ψ ψ, φ< →
Z
−1/2
φ φ, and A→ e−3l/2A to bring the terms ψ¯<γ0∂τψ<
and |∂τφ<|2 back to the original forms and to take ∆ to
be a RG invariant. To the one-loop order, we find that
d ln v
dl
= z − 1− 8v
2(v − vb)α
3Nvb(v + vb)2
− γ , (27)
d ln vb
dl
= z − 1 +
(
v2
v2b
− 1
)
α , (28)
6and
dα
dl
= 3(z − 1)α− 2
[
1 +
4v3
Nvb(v + vb)2
]
α2
−2(1 + ηΓ)αγ , (29)
dγ
dl
= 2(z − 2)γ + 8αγ
N
[
ξ1Γ − v
3
vb(v + vb)2
]
+2(ξ2Γ − 1)γ2 , (30)
dβ
dl
= 3(z − 1)β − 4αβ + 8α
2
N
− 5v
3β2
v3b
, (31)
dr˜
dl
= 2(z − α)r˜ + 4β√
(vb/v)2 + r˜
− 8α , (32)
where the definitions of α, β, and r˜ are the same as be-
fore, γ = ∆v˜2Γ, and
ηΓ =
{
1 Γ = I, σ12
−1 Γ = iγ0γ, γ5 ,
ξ1Γ =


v3
vb(v+vb)2
Γ = I
− v3vb(v+vb)2 Γ = γ5
v2(v+2vb)
3vb(v+vb)2
Γ = iγ0γ
− v2(v+2vb)3vb(v+vb)2 Γ = σ12
,
ξ2Γ =


1 Γ = I, γ5
1/9 Γ = iγ0γ
−1/3 Γ = σ12
.
If we take v to be a RG invariant, then we have z =
1+ 8α(1−η)3Nη(1+η)2 +γ and the one-loop RG equations become
d ln η
dl
=
[
1− η2
η2
+
8(1− η)
3Nη(1 + η)2
]
α+ γ, (33)
dα
dl
= −2
[
1+
4
N(1 + η)2
]
α2 + (1− 2ηΓ)αγ, (34)
dγ
dl
= −2γ + 8αγ
N
[
ξ1Γ − 1 + 2η
3η(1 + η)2
]
+ 2ξ2Γγ
2, (35)
dβ
dl
= 2
[
2(1− η)
Nη(1 + η)2
− 1
]
αβ +
8α2
N
− 5β
2
η3
+3βγ , (36)
dr˜
dl
= 2r˜ + 2
[
8(1− η)
3Nη(1 + η)2
− 1
]
αr˜ + 2γr˜
+
4β√
η2 + r˜
− 8α . (37)
Equations (34) – (37) have a fixed point characterized
by (r˜, α, β, γ) = (0, 0, 0, 0), the Gaussian fixed point. As
we have discussed before, in the absence of disorder, this
fixed point is IR stable and the Lorentz symmetry is re-
covered at low energy. In the presence of weak disorder,
the stability of the Gaussian fixed point remains intact
since γ is an irrelevant coupling around the Gaussian
fixed point. Moreover, η still flows to 1 at low energy, as
shown in Fig. 3. Hence, the Lorentz symmetry emerges
FIG. 3: The RG flow of η(l) = vb/v for Γ = I and various
values of η(0) with N = 1, α(0) = 0.1, and γ(0) = 0.2. The
other types of randomness exhibit the similar behavior.
FIG. 4: The RG flow of the boson-fermion coupling α and the
disorder strength γ for different types of random potentials
with N = 1 and η = 1. The solid (red) circles denote the
fixed points. (a) Γ = I , (b) Γ = γ5, (c) Γ = iγ0γ, and (d)
Γ = σ12.
at low energy even in the presence of weak disorder. This
results in z = 1. The RG flows of the boson-fermion cou-
pling α and the disorder strength γ for different types
of random potentials are shown in Fig. 4. For clarity,
we have set η = 1. We discuss their behaviors in the
following.
For Γ = I, the boson-fermion α is a marginally irrel-
evant coupling around the Gaussian fixed point and will
flow to zero at low energy. On the other hand, the RG
equation for the disorder strength γ has two fixed points:
γ = 0, 1. The former is IR stable, while the latter is IR
unstable. Hence, for weak disorder order, γ is an irrele-
vant coupling, while it becomes relevant when its value
is beyond some critical one γc, and we get γc = 1 by
extrapolating our one-loop RG equations to strong dis-
order strength. The RG flow of α and γ with N = 1
and η = 1 is shown in Fig. 4(a). Near the non-Gaussian
fixed point, (α, γ) = (0, 1), the critical line is γ = 1. For
7weak disorder, we conclude that the critical properties of
the clean system remain intact. By increasing the dis-
order strength, a QPT will occur. Since α = 0 at the
non-Gaussian fixed point, we expect that this disorder-
driven transition lies in the same universality class as
found in the disordered non-interacting WSM, and the
WSM phase becomes the DM phase at strong disorder
strength.
For Γ = γ5, the RG equations have two fixed points:
the Gaussian fixed point (α, γ) = (0, 0) and the non-
Gaussian fixed point (α, γ) = ( 3N2(N−2) ,
N+1
N−2 ) when N >
2, and have only one fixed point – the Gaussian one when
N = 1, 2. The Gaussian fixed point is IR stable, while
the non-Gaussian fixed point, if it exists, is IR unsta-
ble. Hence, at weak disorder, the critical properties of
the clean system remain intact. The non-Gaussian fixed
point describes a disorder-driven transition and the sys-
tem turns into a disorder-dominated phase at strong dis-
order strength when N > 2. The RG flow of α and γ
with N = 1 and η = 1 is shown in Fig. 4(b).
For Γ = iγ0γ, the RG flow of α and γ with N = 1
and η = 1 is shown in Fig. 4(c). The RG equations have
two fixed points: the Gaussian fixed point (α, γ) = (0, 0)
and the non-Gaussian fixed point (α, γ) = ( 27N2(N+1) , 9).
Similar to the random chemical potential, the Gaussian
fixed point is IR stable, while the non-Gaussian fixed
point is IR unstable. Hence, at weak disorder, the critical
properties of the clean system remain intact. The non-
Gaussian fixed point describes a disorder-driven transi-
tion. At strong disorder strength, the system turns into
a disorder-dominant phase. By extrapolating our one-
loop RG equations to the strong disorder strength, the
boson-fermion coupling α will flow to the strong-coupling
regime. We expect that the quasiparticles will acquire a
gap through dynamical chiral symmetry breaking and the
system would become an insulator. However, we cannot
rule out the possibility that this disorder-driven transi-
tion belongs to the same universality class as found in
Ref. 34 and the system is in the DM phase at strong
disorder strength.
Finally, for Γ = σ12, the only fixed point is the Gaus-
sian one, which is IR stable. Thus, the critical properties
of the clean system remain intact at weak disorder. The
RG flow of α and γ with N = 1 and η = 1 is shown in Fig.
4(d). It is still possible to have a disorder-driven transi-
tion at strong disorder strength. However, this situation
cannot be captured by the one-loop RG equations.
V. CONCLUSIONS AND DISCUSSIONS
In this work, we investigate the nature of the magnetic
phase transition in the interacting WSM by proposing an
effective theory describing the critical region. In terms
of the perturbative RG method, we find that the criti-
cal properties are of the mean-field type and the Lorentz
symmetry emerges at low energies so that ν = 1/2 and
z = 1. We notice that in a recent work, the QPT to
symmetry-breaking phases for an interacting WSM has
been studied from a RG analysis on the purely fermionic
model44. Interestingly, the correlation length exponent
ν = 1/2 is also obtained, which is based on the 1/n ex-
pansion where n = 1 corresponds to the WSM. We also
study the effects of weak disorder on this QPT, and show
the stability of this QCP against weak disorder. The situ-
ation where the strong-coupling phase exhibits the CDW
or excitonic ordering can also be studied in a similar way
by introducing the corresponding order parameter and
treating the order parameter and the fermionic quasipar-
ticles on equal footing.
The interplay between electron-electron interactions
and disorder is not clear for the WSM. Our work sheds
some light on the global phase diagram, as shown in Fig.
1. At weak disorder strength and weak short-range re-
pulsive interactions, the WSM phase is stable. By in-
creasing the disorder strength, a QPT from the WSM to
a disorder-dominated phase may occur for the random
chemical potential, the random vector potential, or the
random chiral chemical potential (for N > 2) by extrap-
olating our one-loop RG equations. For other types of
disorder respecting the chiral symmetry, the WSM phase
may be still stable for strong disorder strength.
On the other hand, by increasing the interaction
strength, a QPT from the WSM phase to a symmetry-
breaking phase (the SDW phase in our case) occurs. This
QPT belongs to a non-Gaussian universality class within
the framework consisting only of the Weyl fermions14,44.
Nevertheless, according to our analysis, this QPT turns
into a Gaussian universality class by introducing the
order-parameter fluctuations. Furthermore, the critical
properties of this QCP are immune to weak disorder.
By increasing the disorder strength along the phase
boundary between the WSM and the SDW phases, we
expect the existence of a multicritical point at which the
WSM, the DM, and the SDW phases meet each other.
The nature of this multicritical point is not clear at this
moment. Based on the global topology of the phase di-
agram, there are two possibilities when both interaction
and disorder strengths are strong: (a) The simplest sce-
nario is that there is a direct continuous phase transition
from the DM phase to the SDW phase. (b) It is possible
that there is an unknown intermediate phase existing be-
tween the DM and the SDW phase. The nature of this
intermediate phase is unclear. However, it may be insu-
lating due to the dynamical chiral symmetry breaking by
extrapolating our one-loop RG equations. If this is in-
deed the case, then the transition between this phase and
the DM phase should be a continuous one. To firmly an-
swer whether the above speculations are true or not, one
way is to find an effective field theory which addresses
the critical properties of the multicritical point directly.
This is beyond the scope of the present paper, and much
work remains to be done to clarify these issues.
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