Abstract
The Example
Consider a common property extracted under free access. Suppose the average cost in period i for any individual extractor is: (1) Aj (y,,x,) = x, +Y, where y, is the individual's current extraction as a fraction of the total current stock, and x, is everyone else's current extraction as a fraction of the current stock.. Both x, and y, are constrained to be non-negative and x, + y, s 1 Let S, denote the non-negative stock at the beginning of the current period t.
Suppose that the stock S,,, is related to S, by
Though many Markov-perfect equilibria may exist for this example, we simplify the analysis by confining our search to those equilibria in which x, is independent of t. That is, we restrict attention to equilibria in which all other extractors extract a constant proportion x of the stock in every period. When x, is constant at some value x independent of time, we will show that the optimal y, for any one extractor proves to be independent of time also (y, = y for all t= 0,1,...). Then there turn out to be two pure-strategy, symmetric, Markov-perfect equilibria in which strategies are independent of time. We find both of these equilibria by using a recursive approach and a simple graphical analysis.
By induction, the growth relationship (2) implies that
where g is a constant growth factor.
The present discounted value of returns from all periods, if it converges, is: Py,-y,fx,+y,] S, where p is the discount rate , 0 < p < 1, and P is the price of the extracted resource, which in this example we assume to be constant over time. 3 A sufficient condition for the sum in (3) to converge is that
for all t.°W e therefore assume (4). Condition (4) also ensures that a maximum exists for F with respect to the sequence {yJ.
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Using this expression and the convenient notation R(y,) = Py, -(x + y,)y, the discounted profit of a single extractor in response to the repeated extraction x of the others becomes
Clearly, the optimal sequence {y,) is independent of the initial stock size So 0 . But since none of the other parameters of the problem ( P, , g, and x ) changes with time, this implies that no matter what the single extractor does in period 0 , the extractor's problem in period 1 is exactly the same as it was in period 0 . In fact, in period 1 , the extractor's problem is to maximize his stream of profits discounted to period 1 :
which is exactly the same as (5) except that each y, has been replaced by y,., and So has been replaced by S, . Thus if y* is an optimal value for yo in (5) it must also be optimal for y, in (6). More precisely, if there is an optimal sequence whose first element is y*, then there is one whose first two elements are y* . Cotroneo (1994) shows that any optimal value for yo and similarly for y, and Y2 etc. is unique.' It follows that we must have the optimal values for Yo , y, , y2 etc. all equal to the same y*.
When we rewrite (5) with constant x and y, we have an ordinary geometric series:
F (x,y) Sol R(y) (pig-ix -py) = So(1-pg+fx+fly) ' R(y)
which permits easy derivation of the optimal y. (Recall that convergence is guaranteed by (4)). Analysis of the derivative of F(x,y) with respect to y shows that the optimal y for given x (the "reaction function") is: where the primes on r~,, A and W denote differentiation with respect to the first argument.
Given our curvature assumptions, ir, is a strictly concave function of q, so the right side of (10) is a strictly decreasing function of q . We will show that if extraction is symmetric, then for sufficiently large n we have pr,, 0,S) > 0 and r,, '(S-Q S) < 0 , so it will be maximized at an unique q* with 0 < q S-Q-. Since this is an interior point, we will then have n, ~(q*,S) = 0.
For symmetric extraction, we have q = Q/n , so (10) becomes (11) ,ir, q,S) '(Q,S) .
We will rewrite (11) in terms of industry-wide marginal revenue MR(Q) and industry-wide marginal cost Mc(Q,S). Since total revenue is P(Q)Q, marginal revenue is
Substituting these into (11) gives (12) i, '(q,S) 
=_ (P(Q)-A(Q,S))(n -1)/n 4 (MR(Q)-Mc(Q,S))/n + W '(Q,S) .
For fixed Q and S the first term on the right clearly goes to P(Q) -A(QS) as n becomes large. The second term goes to 0, since its numerator is independent of n. We'll show that the last term also goes to 0 .
Since P(S) A(SS)
, and S > 0 the continuity of A and P implies that we may choose Q,, so that 0 < KQ,.
< S and P(Qmo) <A(QS) also. Then because W,,(Q,S)
is a weakly decreasing, weakly concave, and non-negative function of Q , 0 W,, (Q,S) Thus, by choosing n large enough, we may make n,, '(q,S) 
