We count the number of alignments of N ≥ 1 sequences when match-up types are from a specified set S ⊆ N N . Equivalently, we count the number of nonnegative integer matrices whose rows sum to a given fixed vector and each of whose columns lie in S. We provide a new asymptotic formula for the case S = {(s1, . . . , sN ) | 1 ≤ si ≤ 2}.
Introduction
Alignments of sequences arise in computational biology and in computational linguistics. In computational biology, aligning DNA sequences is a standard task. In computational linguistics, aligning (historical) variants of linguistic forms is a field of study (see [8] ). In addition, alignments of sequences arise in computational linguistics either in (machine) translation, where words from different languages are matched up, or in related string-to-string translation tasks such as letter-to-sound conversion, where the task is to translate a letter string into a phonetic representation, or in lemmatization, where the task is to translate a word form into a canonical lexicon representation.
Traditionally, an alignment of N (for an integer N ≥ 2) sequences of various lengths is defined as a manner of inserting blanks into the N sequences such that all have equal length. For example, given x = x 1 , y = y 1 y 2 and z = z 1 z 2 z 3 , three (out of 239 possible) alignments of x, y and z are:
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As can be seen, each such alignment has the property that, in each position, an element of one of the sequences is matched up with one or zero elements from each of the other sequences. In computational linguistics, alignments in which subsequences of length ≥ 1 from the different sequences are matched up with each other ('many-to-many matches') are oftentimes more plausible and also more frequently made of use of (see [15, 19] ). When we allow, for example, in addition to the above specification, matches-up of length up to 2, there are several further alignments of x, y and z, including:
Several works have counted the number of alignments of two and more ('multiple') sequences, see [1, 9, 11, 13, 17, 29, 32, 34] . These works typically referred to the traditional definition of multiple alignments outlined above. In this note, we count the number of alignments of N sequences in which matchup types lie in an arbitrary set S. The set S may (but need not) contain many-to-many matches in the above sense. Hence, our approach generalizes the traditional setup. This work is structured as follows. Section 2 gives a precise definition of multiple alignments as we consider here. Section 3 places our work in context. Section 4 outlines three theorems on multiple many-to-many alignments, which we will make use of in Section 5: (i) a recursion, which easily allows to calculate the number of alignments for arbitrary S; (ii) the multivariate generating function for the number of multiple many-to-many alignments, from which we can derive asymptotics; and (iii) a summation of the number of alignments in terms of binomial coefficients, which allows for specifying closed-form formulas. Finally, Section 5 surveys and outlines formulas for specific S. In particular, we derive a new asymptotic for the number of multiple many-to-many alignments in which subsequences of length 1 or 2 are matched up with each other.
Defining multiple many-to-many alignments
For N ≥ 1 fixed, let x 1 , . . . , x N be N sequences (over arbitrary alphabets) of finite lengths ℓ 1 , . . . , ℓ N , respectively. We define a multiple many-to-many alignment of the N sequences with respect to a set S of 'allowable steps'. The set S defines the valid match-up operations.
Definition 1 Let S be an arbitrary subset of N N , where N is the set of nonnegative integers. We define an S-alignment of x 1 , . . . , x N as any N ×k matrix A, for some k ≥ 1, with non-negative integer entries such that
• Each row of A sums to the length of the respective sequence:
Here, ½ k is the vector, of size k, with all entries equal to 1.
• Each column of A is an element of S. For the remainder, we use the following notation. We denote a tuple (s 1 , . . . , s N ) also by s when this causes no confusion. We write A i for column i of matrix A. We denote by a S (ℓ 1 , . . . , ℓ N ) the number of S-alignments of sequences of lengths ℓ 1 , . . . , ℓ N . We denote by a S (ℓ 1 , . . . , ℓ N ; k) the number of S-alignments of sequences of lengths ℓ 1 , . . . , ℓ N when the number of columns (= length, or number of parts, of the alignment) of the respective matrices is exactly k. We let A S (ℓ 1 , . . . , ℓ N ) and A S (ℓ 1 , . . . , ℓ N ; k), respectively, denote the corresponding sets of S-alignments. We write 0 N for the vector (0, . . . , 0) ∈ N N .
Background
Multiple many-to-many alignments as we consider here generalize the concept of vector compositions introduced in [2] . In fact, vector compositions are S-alignments in which S = N N − {0 N }. For the same S, Munarini et al. [25] introduce matrix compositions. These are matrices whose entries sum to a positive integer n and whose columns are non-zero. We find that the number c (N ) (n) of matrix compositions with N rows satisfies
Multiple many-to-many alignments are also closely related to lattice path combinatorics (see [33] ). Lattice paths are paths from the origin 0 N to some point (ℓ 1 , . . . , ℓ N ) in which each step lies in some set S. In our case, each coordinate of each step s ∈ S is non-negative.
When S is fixed and finite, then the class
. . , ℓ N ) and some k} is clearly a regular language. In fact, L S is given by the regular expression (s 1 | · · · |s r ) + , where s 1 , . . . , s r are the elements of S. Munarini et al. [25] specify an encoding showing that L S is regular even when S = N N − {0 N }.
Multiple many-to-many alignments are also related to sums of discrete multivariate random variables. In fact, let X 1 , . . . , X k be independently and identically distributed random vectors, each of whose range is S. Then,
When each X i is uniformly distributed on S, then
Since the sum X 1 + · · · + X k is asymptotically normal, the last equality allows to approximate a S (ℓ 1 , . . . , ℓ N ; k) by a normal curve in the spirit of [14] .
Finally, it is well-known that alignment problems are closely related to the edit distance problem [23] . Edit distance measures the minimal number of insertions, deletions, and substitutions necessary to transform one string into another. Allowing steps in a set S would correspond to allowing transformation patterns as specified by S, such as insertion (via the step (0, 1)), deletion ( (1, 0) ), or more complex transformations such as inversion ( (2, 2)), expansion ((1, 2)) or squashing ((2, 1)) (see [13, 26] ). Considering N ≥ 2 sequences further generalizes this setup.
Counting the number of multiple many-to-many alignments
Theorem 1 outlines a recurrence which a S (ℓ 1 , . . . , ℓ N ) satisfies and which allows its efficient evaluation.
Theorem 1
The quantity a S (ℓ 1 , . . . , ℓ N ) satisfies the recurrence
with initial conditions a S (0, . . . , 0) = 1 and a S (n 1 , . . . , n N ) = 0 whenever n m < 0 for some 1 ≤ m ≤ N .
Proof. Each S-alignment of some length k is made up of a last column s = (s 1 , . . . , s N ) ∈ S and an arbitrary S-alignment of length k − 1 of
✷ Below we show sample Python 2 code that computes a S (ℓ 1 , . . . , ℓ N ) efficiently based on Theorem 1. 
Proof. The generating function for a S (ℓ 1 , . . . , ℓ N ; k) is easily seen to be
The result then follows by summing over k. ✷ Theorem 3 Let the elements in S be enumerated as s 1 , s 2 , . . .. Moreover, let k ≥ 0 and let
Here, t is the size of S. 3 Then
where k r 1 ,r 2 ,...,rt = k! r 1 !r 2 !···rt! are the multinomial coefficients. Proof. We first note that a S (ℓ 1 , . . . , ℓ N ) = k≥0 a S (ℓ 1 , . . . , ℓ N ; k). We then find the above formula for a S (ℓ 1 , . . . , ℓ N ; k) by matching up columns of the same type s i ; r i is the multiplicity of column type s i . ✷
Special cases

The case N = 1
The case N = 1, which might be considered a degenerate case of an alignment, yields the number of S-restricted integer compositions (see [12, 18] ) of ℓ, i.e., the number of solutions (π 1 , . . . , π k ) such that π 1 + · · · + π k = ℓ, and where each π i ∈ S. Depending on S, there are several closed-form solutions for a S (ℓ) as exemplified in Table 1 . Table 1 : a S (ℓ) for different S ⊆ N − {0 1 }. Here, F n denotes the n-th Fibonacci number (see, e.g., [16, 30] ). Moreover, M ≥ 1 and φ is the unique positive real solution to
and G ′ denotes the first derivative of G, and σ = 1/φ (see [24] ). The case S = {(1, 0), (0, 1), (1, 1)} is the classical case of alignments of exactly two sequences with (simple) matches and skips (see [1, 9] ). It leads to the well-known Delannoy numbers (see [3] ). The central Delannoy numbers are listed as integer sequence A001850 (see [31] ). Table 2 provides two identities for a S (ℓ 1 , ℓ 2 ) and one approximate formula for the numbers. We note that the second formula immediately follows from Theorem 3 in a similar manner as for a {(1,1),(1,2),(2,1)} (ℓ 1 , ℓ 2 ) in Section 5.2.2.
The case
The case S = {(1, 1), (1, 2), (2, 1)}
The case S = {(1, 1), (1, 2), (2, 1)} is given as integer sequence A191588. Its diagonal a S (ℓ, ℓ) is given as sequence A098479. Table 3 lists two formulas, whose proofs we sketch below. A more general formula for the case { (1, 1), (1, 2) , . . . , (1, A)} ∪ { (2, 1) , . . . , (B, 1)}, for A, B ≥ 2, is provided in [13] . [21, 22] ).
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(⋆) 
, which is equivalent to the formula indicated. ✷
Proof. Proof of formula (⋆⋆):
This identity follows by applying the inclusion/exclusion principle to the sets A i = set of 2 × k matrices with entries in {1, 2} whose first and second row sum to ℓ 1 and ℓ 2 , respectively, such that column i consists of 2's. For fixed number k of columns, we note that
The diagonals a S (ℓ, ℓ) of this case are listed as integer sequence A051286. They are also known as Whitney numbers of the fence poset A ℓ , see [7] . Table  4 below lists an exact formula for a S (ℓ 1 , ℓ 2 ), which can be derived as sketched in Section 5.4, and an approximate formula for a S (ℓ, ℓ) which is provided in the comments for the respective integer sequence. Table 4 : Exact and approximate formulas for a {(1,1),(1,2),(2,1),(2,2)} (ℓ 1 , ℓ 2 ) and a {(1,1),(1,2),(2,1),(2,2)} (ℓ, ℓ), respectively.
The case
The diagonal a S (ℓ, ℓ) of this case is integer sequence A047781. A closed-form formula for a S (ℓ 1 , ℓ 2 ) can easily be established as (see [20] ) 
Similar cases
We may construct more such examples ad libitum. For instance, the case S = {(1, 1), (1, 3), (3, 1)} is listed as integer sequence A098482. The case S = {(1, 0), (1, 1), (1, 2), (2, 1)} is listed as integer sequence A191354. When S = {(x, y) | 1 ≤ x ≤ 3, 1 ≤ y ≤ 3}, then similarly as for the Whitney numbers, we may derive
The case N = 3
Let S = {(x, y, z) | 0 ≤ x, y, z ≤ 1} − {0 3 }. Then, a S (ℓ, ℓ, ℓ) is integer sequence A126086. The comments for this sequence list as approximate formula:
where d = 12 · 2 2/3 + 15 · 2 1/3 + 19 and c is a specified constant. Further formulas can be retrieved as special cases of the results in Section 5.5.
The case
where c S X (ℓ; k) denotes the number of composition of ℓ with exactly k parts, each of which is in S X . Accordingly, when ℓ 1 = · · · = ℓ N = ℓ and all base sets are identical to some set S X , then this becomes
When, e.g., S X = {1, . . . , M }, for some M ≥ 1, then the numbers c S X (ℓ; k) are unimodal in ℓ for fixed k (see [4, 5, 6] ) and may be approximated by a normal curve as in [14] .
The case S
This is the classical case of alignments of N sequences considered in computational biology. An exact formula for a S (ℓ 1 , . . . , ℓ N ) is given by (see [32] )
Eq. (2) can be derived via the inclusion/exclusion principle very similarly as above in Section 5.2.2. Another closed-form formula is given in a comment to integer sequence A126086, namely:
An approximate formula for a S (ℓ, . . . , ℓ) has also been established (see [17, 28] ):
The case
In the case when no non-zero step from N N is discarded, a formula is given by (see [2] ):
It has been noted (see [10] ) that
. . , ℓ), which leads to the formula
The case S
As a closed-form formula for this case, we obtain as a specialization of our above results in Section 5.4:
To derive an asymptotic formula for a S (ℓ, . . . , ℓ), we resort to the techniques for computing asymptotics of diagonal coefficients of multivariate generating functions (see [27, 28] ). This leads us to the following theorem.
Proof. Let (for all i < N ). Then, CRIT(ℓ, . . . , ℓ) is finite and there is exactly one contributing point c = (φ, . . . , φ), as defined in [28] . We find φ by induction on N , starting from N = 1: 1 − x − x 2 = 0; in general, we consider the positive real root of 1 − Table 6 : Exact and approximate values of a S (ℓ, ℓ, ℓ) for S = {(s 1 , s 2 , s 3 ) | 1 ≤ s i ≤ 2}. Exact numbers are calculated via Theorem 1.
