Abstract. It will be proven that an exponential tridiagonal difference scheme, when applied with a uniform mesh of size h to: euxx + b(x)ux « fix) for 0 < x < 1, b > 0, b and / smooth, e in (0, 1], and u(0) and u(\) given, is uniformly second-order accurate (i.e., the maximum of the errors at the grid points is bounded by Ch2 with the constant C independent of h and e). This scheme was derived by El-Mistikawy and Werle by a C1 patching of a pair of piecewise constant coefficient approximate differential equations across a common grid point. The behavior of the approximate solution in between the grid points will be analyzed, and some numerical results will also be given.
I. Introduction and Notation. This paper is devoted to the error analysis of a particular three-point finite difference scheme derived by El-Mistikawy and Werle for the solution of the following singular perturbation problem Under these assumptions, (1.1) has a unique solution u which in general displays a boundary layer at x = 0 for "small" e, e.g., [14] , [8] . The problem (1.1) and the associated initial boundary value problem for Lu = u, when e is small are prototypes of the problems which arise, for example, in the modeling of steady and unsteady viscous flow problems with large Reynolds numbers and convective heat transport problems with large Peclet numbers.
We will consider a particular finite difference method for the numerical solution of (1.1) which is a member of the following family of difference schemes. Let J be a positive integer and define the uniform mesh length h = Ï/J. Let the grid points {Xj} be given by Xj = jh,j = 0, 1, . . . , /, and let Uj denote the approximate value (to be determined) for u-= u(x). When applied to (1.1), the family of schemes has the form ( 1.2a) eh-2(rfUj_, + r/Uj + r* Uj+,) = q¡fj_, + qffj + q/fJ+, foTJ = 1, . . . ,J -1, with (1.2b) U0 = a0 and Uj=ax.
Here^ denotes fixj) etc. The choice of the coefficients r¿~, rj, r* and qj~, qj, q* determines the particular scheme. When it will be clear from the context, the j subscripts in r~, . . . , q* will be omitted. It will be convenient to employ the following notation; given an arbitrary set of values V-at the grid points x,, (1.2c) RVj = r-Vj_x + rcVj + r + Vj+x, and RhVj =eh~2RVj, (1.2d) QVj = q-Vj_x + qcVj + q + Vj+x.
To illustrate this notation, consider, for example, the standard one-sided (upwind) scheme for (1.1) given by (1.3a) eh-2(Uj_x -2Uj + Uj+X) + bj(UJ+i -Uj)/h -djUj = fr
For this particular scheme, the r's and q's are given by (13b) r_ = 1' r° = "2 " hbj/£ ~ h2dj/e' r+ = l+hbj/e> qc= 1, q-= q+ = 0.
The scheme for (1.1) to be considered here was derived in [4] and has the following form when d ¥= 0. Let n, denote the negative root of ew2 + (bj_x + bj)w/2 -(dj_x + dj)/2 = 0 and let A, denote the nonnegative root. Define nx = hrxx and A, = hkx. Similarly define n2 and A2 using the quadratic ew2 + (bj + bj+x)w/2 -(dj + dJ+x)/2. Define the following functions: e(w) = exp(iv), g{w) = (e(w) -\)/w with g(0) = 1, and let 2t>, = [1 -e(nx -A,)]"1 and 2v2 = [1 -e(n2 -^j)]-1. The scheme [4] at point x, then has the form r~ = e(nx)/g(nx -A,), r+ = e(-k2)/g(n2 -k2), r, = -nx -\/g(nx -A,), r2= k2 -l/g(n2 -k2), (1.4) r< = r, + r2, 1~ = g(ni)v\ -e(nx)g(-kx)vx, q+ = g(-k2)v2 -e(-k2)g{n2)v2, qc = q~ +q + .
In the situation where d = 0, this scheme reduces to A sketch of the derivation of (1.4) (as done in [4] , cf. also the references in [4] , particularly [12] and [13] ) will be given in Section 2 below. The principal result of this paper is Theorem 1.1. Assume d = 0, and let {Uj) be the approximate solution of (1.1) obtained by using (1.5). Then there is a constant C, depending only on b,f, a0, ax, such that for all e in (0, 1] (1.6) | Uj -u(xj)\ < Ch2 forj = 1, ...,/-1.
The constant C in (1.6) will be seen to depend only on the set S2 (with m = 5 and B9 = 8X = 0) defined in the beginning of Section 3. Our proof of Theorem 1.1, based on the comparison function approach of Kellogg and Tsan [8], was briefly outlined in [3] and [2] . An independent proof of Theorem 1.1 has now also been obtained by Hegarty, Miller and O'Riordan [6] using the "double mesh method" (cf. [7] , [10] ). Lorenz [9] has obtained the result (1.6) for nonzero d(x) for a related scheme under the assumption that b is a positive constant. Finite element methods employing particular exponential type functions in the trial and test spaces were formulated and analyzed in [5] .
For a detailed discussion of properties of schemes of the form (1.2) (e.g., maximum principle, cell Reynolds number condition, formal application to Lu = u,) and for a comparison of the theoretical and numerical convergence behavior of (1.5) with that for a number of other schemes for (1.1) see [3] , and also [1] , [2] , and the references therein. Here we proceed directly to presenting the basic properties of (1.4) and then to proving Theorem 1.1. A numerical experiment, whose result is consistent with the conjecture that (1.4) is also uniformly second-order accurate for (1.1), is given in Section 5.
II. Derivation and Basic Properties of (1.4). The schemes (1.4) and (1.5) can be derived as follows [4] . Consider the problem (2.1a) LU = eU«x + bUx-dU = f for Xj_, < x <xJ+, with (2.1b) U(Xj_x) = Uj_x and t/(x,+1) = UJ+X, where £/_, and UJ+X are regarded, at this point, as prescribed numbers, and where and d and / are similarly defined. This problem has a unique solution U(x) in Cx[Xj_x, xJ+x]; indeed, for any given value Up there are unique solutions Ux(x) of LUX = /on (xj_x, Xj) with Ux(Xj_x) = Uj_x and t/,(x,) = Uf, and U2(x) of LU2 = / on (Xj, xj+x) with U2(xj) = Uj and U2(xJ+x) = UJ+X. With Uj_x and UJ+1 considered as given, there is then a unique choice of Uj for which it is true that This discrete maximum principle permits the use of the comparsion function approach for an error analysis of the scheme [8], [3] , [2] . We now turn our attention to the analysis of (1.5) (a comparison function analysis of (1.4) would seem at best to involve an overwhelming amount of algebra). We conclude this section with a collection of technical results on the properties of the r's and q's of (1.5) which will be used in the proof of Theorem 1.1. Corresponding to (1.5) we define the following functions of p: Remark 2.5. r+(p) -r~~(p) = p. Also, let C, be a given positive constant. Then there are constants C2 and C3, depending only on C,, such that for p > C, it is true that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use , where B7, B9, and 8X, are positive constants (independent of x and e). Note, however, that for Theorem 1.1 it is assumed that / is independent of e (in which case B9 = 8X = 0). Let B% = \a0\ + |a,|, and let S2 denote the set {Bx, B5, B7, 8X, fi8, B9). Throughout the rest of this paper c, C, c" C, (i = 0, 1, . . . ) will be used to denote generic positive constants which may depend on elements of the set S2 but which are independent of h and e.
We will prove below the following preliminary error estimate. This result, along with the following expansion of the solution u(x) of (1.1) will enable us to demonstrate Theorem 1.1. where, for e in (0, 1], |y0(e)l nas an upPer bound depending only on S2, and where F0(x, e) satisfies the hypothesis of Theorem 3.1 (B7, B9, and 8X for FQ depend only on the set S2from (1.1)).
Thus Theorem 3.1 implies that the contribution to the total error from using (1.5) on the e/?0(x) summand is uniformly 0(h2) (i.e., bounded by Ch2). The contribution from the other two summands in (3.3a) will be shown below to be also uniformly 0(h2), which will then complete the proof of Theorem 1.1.
The following two lemmas bound the behavior of the solution u(x) of (1.1) (with / satisfying (3.1)) and are used in the comparison function proof to bound the truncation error. Here and in Lemma 3.4 m is that of (3.1). For u(x) sufficiently smooth, the standard formal Taylor development of t. for e fixed has the form (3.7b) Tj = Tj(u) = T°(R, Q, h, e,j)u(Xj) + Tl(R, Q, h, e,j)u^(Xj) + ....
The specific form of T°, Tx, . . ., T6 is given in Eq. (2.5) of [3] . As in [8], when e < h essential use will be made of the integral form of the remainder in Taylor's theorem; viz., for a sufficiently smooth function g(x) and numbers a andp,
Here £ is a point between the points a and p. Once can easily verify that, for the scheme (1.5), T° and Tx from (3.7) are 0. Expanding out to t/4)(x) terms (which is the appropriate expansion for h < e), the truncation error has the form Tj = T2u(2)(xj) + T3u(3\Xj) + r'eh~2R3(xj, x} -h, u)
-q bj_xR2(Xj, Xj -h, ux) -eq Rx(xj, x, + h, uxx)
-q+bj+xR2(Xj,Xj + h,ux), (3.9) where ,, o^ Tl " (f~ +r + )£/2 + (bJ-lh -e)l~ -*4C -(*i+l* + e)<7 + .
(3.8b) T3 = eh(r+ -r~)/6 + (eh -bj_xh2/2)q~ -{bJ+xh2/2 + eh)q + .
For h > e, the expansion which is suitable for obtaining the desired error estimate is Tj = T2um(xj) + r-eh-2R2(xj, x, -h, u)
where T2 is again given by (3.8b). Note that if b is constant, then T2 vanishes. A first step in obtaining Theorem 1.1 is to show the following.
Lemma 3.5. Suppose in (3.8) that the first four derivatives of u are uniformly bounded by some constant Cu for 0 < x < 1 and 0 < e < 1. Then r, is uniformly 0(h2), i.e, there is a constant C, depending only on S2 and Cu, such that \tj\ < Ch2.
Proof. This follows by inspection and Remark 2.3 for the remainder terms, so it suffices to show that T2 and T3 are uniformly 0(h2). For T3, when e < h, this is again easily verified, while (2.6) suffices to give the result for h < e. For T2, observe that r~(p~) = r~(p+) + (p" -p+)Dpr"(|1) and similarly for q~(p~). Since T2 vanishes for b constant, the result follows for h < e, and (noting (2.7)) for e < h as well.
3.2. Lower Bounds for Rh<Pj and Rty-We now obtain lower bounds for Rh<pj and R%. Lemma 3.6 . There is a constant c, depending only on S2, such that R *<py > c for e in (0, I] and h < 1.
Proof. Since T° = Tx = 0, ry for <p(x) =-2 + x is 0 = Rhq>j, -QLcpj, so Rh<pj = Qbj, and the result follows from Remark 2.3.
Note that Lemmas 3.6 and 3.5, along with the maximum principle (2.4), imply that the contribution to the error from approximating the summand A0(x) in (3.3a) using (1.5) is bounded by Ch2.
For the rest of the proof of Theorem 1.1, it will be convenient to take h bounded above by some "small" constant (independent of e). This is permissible by Remark 4.16 of [3] . We now turn our attention to finding a lower bound for Rty. Lemma 3.6. There exist constants c, and c2, depending only on S2, such that when h < c, and 0 < ß < c2, then, for j = 1, . . . , J -1, and for some constant Cß depending only on S2 and ß, it is true that (3.10a) R%(ß) > Cßiij(ß)/e for h < e,
Proof. One can check that (3.11) R%(ß) = «ft-y/jy-'r+O -u)(u -r~/r+).
The estimate (3.10) is obtained by estimating the individual factors in (3.11) for the three cases (i) h/e < c, (ii) A/e > C, and (iii) c < A/e < C (for appropriately chosen c and C). Take c2 < min(l, Bx/2). For (i) and for c sufficiently small: r+ « 1, 1 -u > CjöA/e, p(ß) -/• V+ > c4(ß)h/e, and (3.10) holds for (i).
For (ii) and for C sufficiently large: r+ > Bxh/e, 1 -u > Cs(ß), r~ < C6Ae_1 exp(-fi,A/e), p -r"/r+ > c7u(ß), and (3.10) then holds for (ii). For (hi) (c and C are now fixed) and for A sufficiently small: r+ > Cs; and 1 -u > C9(ß) > Cxo(ß)h/e. Let p = ¿,A/e and note that since c < A/e < C, r~(p~) = r~(p) + (p" -p)Dpr~(í) = r"(p) + O(A), and similarly for r+. Then r~/r* = r~(p)/r+(p) + 0(h) = exp(-bjh/e) + 0(h), and hence p(ß) -r"//-"1" > cuu.
The result (3.10) then follows.
3.3. Proof of Theorem 3.1. We will use Lemma 3.4 and separately estimate the error from using (1.5) to approximate v(x) = exp(-6(0)x/e) and w(x). Starting first with w(x), we denote the approximate solution by Wj and the error w(xj) -Wj by er If kx(h, e) > 0 and A2(A, e) > 0 are such that Rh(kxq>j + k2\pj) > /î*(±e,-) = ± ry for each / = 1, ... ,J -1, then the discrete maximum principle implies that |e,| < kx\<Pj\ + A:2|uV| for each/, so we need to find suitable A, and k2 and then verify (3.2). Consider first the case A < e, and use (3.8) to evaluate t, = Tj(w), and use the standard form for the remainder terms in (3.8). Now T2 and T3 are uniformly 0(A2) (i.e., bounded by CA2) by Lemma 3.5 and \w(3\xj)\ <C+ Ce2 exp(-8Xj/e).
Thus, the contribution to the error from these terms satisfies (3.2a). For the remainder terms, we write out the treatment of the r~eh~2R3(Xj, x. -A, w) term; the treatment of the other remainder terms is very similar and so will not be reproduced. For A < e, this term is bounded by \Ceh~2h\vi4\Q\ which is bounded by CeA2(l + e~3 exp(-8Xj_x/e)), and, observing that c < exp(-5A/e) when A < e, we see that this contribution again satisfies (3.2a). To consider w in the case A > e, we use (3.9) and the integral form for the remainder terms. We see that | rSv^^x )| is bounded by CA2(1 + e~' exp(-óxy/e)), and, using the fact that for any given positive integer k, (A/e)* exp(-.55A/e) < C, and hence exp(-fixy/e) < C(e/h)k exp(-.55x,/e), one finds that the contribution to the error from this term satisfies (3.2b).
We will show explicitly how to deal with the remainder term Yj s -q~bj_xRx(xj, Xj -A, wx) (the others being similar). This term (and only this term) requires a special treatment at/ = 1. For/ > 1, by (2.5) and (3.5b) and (3.7c), | Yj\ < CehxfXj A|w(3>(i)| ds < Ce f (1 + e"2 exp(-&/e)) ds (3.12a) *>~h Xj~h < Ce(h + e~2(e/8) exp(-5x,_,/e)), which for/ > 1 is (3.12b) < CeA + CeA"' exp(-.50x,_,/e), and so, again, the addition to the error from this term satisfies (3.2b). In the last step in (3.12) we used the fact that/ > 1, so then Ae"1 exp(-.58Xj_x/e) < C. For / = 1 this device is not available, and we observe that (3.13) Yj = -q-bj_x(R0(Xj, Xj -A, wx) + hwxx(Xj)).
Then, (3.14a) | Yx\ < CeA"1 [\l + e"1 exp(-8s/e)) ds + Ce(l + e~' exp(-5A/e)),
•'o so (3.14b) |7,| <Ce + CeA"1, and, hence, it is true that (3.14c) |y,| < CeA-V(5y_1 at/ = 1.
Thus, (3.10c) shows that the term Yx leads to a term in the error estimate which satisfies (3.2b).
Proof of Theorem 3.1 Continued-Estimate for v(x)
. We now show that the error from using (1.5) to approximate t>(x) = exp(-A(0)x/e) satisfies (3.2) which concludes the proof of Theorem 3. We first consider the case when A > e. The following simple facts will be used: if £ is between p~ and p+, then there is an ij between è._, and bj+x such that £ = A(r/)A/e; if ax < a2, then there is a point p in (a,, a^ such that expia^ -exp(a,) = (a2 -a,) exp(p); and, again, liberal use will be made of the fact that if A is a positive integer and c, > 0 then there is a constant C2, depending only on c, and A, for which (x/e)k exp(-C[X/e) < C2 for x > 0. To bound Tr, we use (2.7) to observe that The second term in (3.17c) is bounded by 0(Xjhe'x exp(-A(p,)A/e)) for some p, in (0, Xj). Now exp(-b(Pj)h/e) exp(A0A/e) < exp(CAx,/e). Writing v, = exp2(-.5A(0)x>/e), one of these factors can be used to bound the latter term for A sufficiently small, and so (3.10b), (3.10c), and (3.17) lead to (3.2b) for the t' term.
For Tq, the last two terms from the right side of (3.16a) are bounded by CXjt~lt)j < CeA"1 exp(-.5b(0)xj/e) which leads to (3.2b). For the first term on the right of (3.16a), the observation that Cxj_xe~x exp(60A/e)u, = Cxj_xe~xVj_x suffices for/ > 2. For y = 1, b0 -bj_x =0 and the proof for A > e is complete.
We now commence the task of treating the error in t>(x) when A < e. The overall approach is to Taylor expand everything in (3.16b) about p = bjh/e. We have Expanding exp(A0A/e) -1 and exp(-A0A/e) -1, we find, from (3.16b) and (3.19) , that The treatment of t9 is fortunately not quite so tedious. Simply use (2.6) to expand q~ and q + , expand (¿>0 -bJ+x) and (A0 -bj_x) about (A0 -b), expand exp(A0A/e) and exp(-A0A/e), and find that (3.23) T"=-Vj(b0-bj)b0/e + N.
Equations ( LG = eGxx + b(x)Gx = e£(x)z(2)(x).
We write the truncation error for (1.5) applied to (3.24) as t,(G) = rr + Tq = RhGj -QLGj, and we will prove that (1.5) gives a uniformly 0(A2) accurate approximation to G(x). Consider first the case A > e. Then t9 is immediately bounded by Cehn(Bxy~x/h which by (3.10c) leads to a contribution to the error estimate of Cehp/~x which is certainly 0(A2). It remains to deal with t' = RhGj. The approach is to expand all terms about x, or p = bjh/e. Terms which are directly seen to lead to uniformly 0(h2) additions to the error are simply denoted by TV. Define for k <m After replacing r~(p) by exp(-p)r + (p) and Dpr~ by Dpr* -1, it is quickly seen that gx(p) is exactly the function P(p) in (3.29) which was found to vanish. Using (2.6) to expand g2(p) in the form a0 + axp + TV, we find that g2(p) = 0 + TV and, similarly, with g3 and g4, and the proof is complete. We note that the last term in (4.2c) is not "sharp." Indeed for e = 1, Pruess [12] has shown that | Ux(x) -ux(x)\ is everywhere 0(A2). Numerical experiments illustrating (4.2) were presented in [2] .
Proof. The proof is obtained by observing that the error e(x) = u(x) -U(x) on (xj, Xj+X) satisfies the differential equation XFor A < e, ^^(x)! is bounded by Ce~\h2 + A2e_1 exp(-aXy/e)) while for A > e it is bounded by Ce"'(Ae + A ■ exp(-ax,/e)). Now, e(x) = p(x) + C, exp(-B(x -x,)/e) + C2
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for some numbers C, and C2. Using the fact that e(x,) and é(xj+x) are 0(A2) and the previously obtained bounds for p, and "solving" for C" the estimates (4.2c, d) are obtained. The results seem to suggest uniform 0(A2) accuracy. 
