INTRODUCTION
Semantic similarity is a central concept that finds great importance in various fields such as artificial intelligence, natural language processing, cognitive science and psychology. Accurate measurement of semantic similarity between words is essential for various tasks such as, document clustering, information retrieval, and synonym extraction. For a machine to be able to decide the semantic similarity, intelligence is needed. It should be able to understand the semantics or meaning of the words. But a computer being a syntactic machine, semantics associated with the words or terms is to be represented as syntax. For this various approaches are proposed till now. Word semantic similarity approaches or metrics can be categorized as: (i) Pre-compiled database based metrics, i.e., metrics consulting only human-built knowledge resources, such as ontologies, (ii) Co-occurrence based metrics using WWW, i.e., metrics that assume that the semantic similarity between words or terms can be expressed by an association ratio which is a function of their co-occurrence (iii) Context based metrics using WWW, i.e., metrics that are fully text-based and understand and utilize the context or proximity of words or terms to compute semantic similarity.
Several Precompiled database based methods have been proposed in the literature that use, e.g., WordNet, for semantic similarity computation. WordNet is an on-line semantic dictionary-a lexical database, developed at Princeton by a group led by Miller. Edge counting methods consider the length of the paths that link the words, as well as the word positions in the taxonomic structure [4] . Information content methods compute similarity between words by combining taxonomic features that exist in the used resource, e.g., number of subsumed words, with frequencies computed over textual corpora [3] . Semantic similarity between words changes over time as new words are constantly being created and new meaning is also being assigned to the existing words. Also there can be a problem with person name detection and alias detection. One person may have multiple names to identify. So there are some problems with the precompiled databases. The new senses of words can not be immediately listed in any precompiled database. Maintaining an up-to-date taxonomy of all the new words and new usages of existing words is difficult and costly. A solution to this problem is : -The Web can be regarded as a large-scale, dynamic corpus of text‖. Danushka Bollegala [6] has proposed similarity measures using page count returned by the search engine for the given word pair. These similarity measures are modified four popular co-occurrence measures; Jaccard, Overlap, Dice, and PMI (point-wise mutual information). Page-count-based metrics use association ratios between words that are computed using their co-occurrence frequency in documents. The basic assumption of this approach is that high co-occurrence frequencies indicate high association ratios and high association ratios indicate a semantic relation between words.
Cilibrasi and Vitanyi [7] proposed a page-count-based similarity measure, called the Normalized Google Distance. 
As the semantic similarity between two words increases, the distance computed by (1) 
Inverse Document Frequency (IDF) is the ratio of total number of documents and the number of documents having the term t i . || log |{ :
Elias Iosif [8] proposed text-based or context based similarity metrics. The basic assumption behind these metrics is that -similarity of context implies similarity of meaning", i.e., words that appear in similar lexical environment (left and right contexts) have a close semantic relation. For each occurrence of a word w a left and right context of size K is considered. i.e.
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This paper presents five different semantic similarity methods. The methods proposed here understand the semantics associated with the word by making use of snippets returned by the Wikipedia or Britannica Encyclopedia for the given word pair. The snippets obtained are preprocessed. The preprocessing involves three different steps. First step is elimination of stop words. Second step is suffix removal & stemming . This task is achieved by applying Porter's Stemming Algorithm [2] . Third step involves keywords or index terms selection based on the frequency of occurrence of terms in the given snippet. In the proposed methods syntactic representation of the semantics associated word is achieved by following theses three steps. The set of keywords is used as syntactic representation of the snippet. Similarity between words is decided using this set of keywords.
II. PROPOSED SEMANTIC SIMILARITY METHOD

A. Snippet Extraction
Wikipedia is the world's largest collaboratively edited source of encyclopedic knowledge. It provides semantic information for every word or term. Semantics associated with each word is very well described by Wikipedia. Firstly, we must decide which part in Wikipedia for a word is useful for us. For example, if we search word -car‖ in Wikipedia, we can get much information about -car‖, such as car's history, its production and its safety, and so on. Use of this complete information may mislead the task of deciding semantic similarity. Usually, Wikipedia return some top result for the word for which we search information in Wikipedia. These snippets use simple vocabulary to explain the word, or give simple definition or some description about the word. These snippets are very much suitable to measure semantic similarity between words.
B. Snippet Preprocessing
The snippets downloaded from Wikipedia can not be directly used. There are lot of semantically unrelated words. Also the words in different form may bring in negative impact on similarity computation. So preprocessing of snippets is needed. Preprocessing of snippets involves three steps: removal of high frequency words, suffix stripping, detecting equivalent stems.
Stop Word Removal
Luhn [1] proposed that "the frequency of word occurrence in an article furnishes a useful measurement of word significance‖. Luhn used Zipf's Law [1] as a null hypothesis to specify two cut-offs, an upper and a lower (see Figure 2. ), thus excluding non-significant words. The words exceeding the upper cut-off were considered to be common and those below the lower cut-off rare, and therefore not contributing significantly to the content of the article. He thus devised a counting technique for finding significant words.
The same is shown by using a plot of frequency versus rank: The removal of high frequency words, 'stop' words or 'fluff' words is one way of implementing Luhn's upper cut-off. This is normally done by comparing the input text with a 'stop list' of words which are to be removed. The advantages of the process are non-significant words are removed so that they will not interfere during retrieval, also the size of the total text can be reduced by between 30 and 50 per cent.
Suffix Stripping And Stemming
Terms with a common stem will usually have similar meanings, for example: CONNECT, CONNECTED, CONNECTING, CONNECTION, CONNECTIONS. Performance of an IR system will be improved if term groups such as this are conflated into a single term. This may be done by removal of the various suffixes -ED, -ING, -ION, -IONS, etc to leave the single term CONNECT. In addition, the suffix stripping process will reduce the total number of terms in the IR system, and hence reduce the size and complexity of the data in the system, which is always advantageous.
Algorithm
An algorithm is proposed by M.F. Porter [2] for suffix stripping. Assumption for the algorithm is: a ‗consonant' in a word is: -a letter other than A, E, I, O or U, and other than Y preceded by a consonant". The ‗rules' for removing a suffix will be given in the form:
This means that if a word ends with the suffix S1, and the stem before S1 satisfies the given condition, S1 is replaced by S2. The condition is usually given in terms of m, e.g.:
Here S1 is `EMENT' and S2 is null. This would map REPLACEMENT to REPLAC, since REPLAC is a word part for which m = 2.
After stop word removal and suffix stripping, on the basis of frequency count of each term of the snippet, a set of keywords for the snippet is extracted. 
C. Similarity Measures
Five different strategies are proposed in this paper to find out the semantic similarity results. Word pairs in Table 2 are used in investigating the suitability of individual strategies. For each of the proposed strategies, we carried out the experiments with two steps. Using the set of keywords, which are obtained from snippets by preprocessing them, semantic similarity values of the word pairs are calculated. Then, the correlation coefficient between the computed semantic similarity values and the human ratings of Rubenstein-Goodenough's is calculated. This correlation coefficient is used to judge the suitability of the particular strategy comparing to other strategies and previously published results.
The five similarity measures proposed here are based on the five commonly used measures of association in information retrieval. Snippets used here are represented by a set of keywords and the counting measure | . | gives the size of the set. For the word 1 w , K| 1 w | is the set of keywords obtained from snippet and for the word 2 w , K| 2 w | is the set of keywords obtained from the snippet.
Strategy 1:
The Strategy 1 is based on Jaccard index, also known as the Jaccard similarity coefficient is a statistic used for comparing the similarity and diversity of sample sets. The Jaccard coefficient measures similarity between sample sets, and is defined as the size of the intersection divided by the size of the union of the sample sets:
http://ijacsa.thesai.org/ The following coefficients which have been used in document retrieval take into account the information provided by the sizes of X and Y.
III. RESULTS 
For deciding whether a specific method has performed better or has not, we calculate the correlation coefficient of the semantic similarity results of the method and human judgment for the benchmark dataset. For two datasest X and Y correlation coefficient is computed by:
Performance of semantic similarity methods proposed here is assessed by making use of benchmark datasets given by Rubenstein-Goodenough [9] and a word set given by Miller and Charles [9] . Rubenstein-Goodenough's Benchmark dataset consists of 65 word pairs. These 65 word pairs are divided into sets called as dataset D 0 and D 1 . The dataset D 0 is utilized by Miller and Charles in his experiment. They have rated similarities between words from -0 to 4‖. -0‖ -semantically unrelated and -4‖ -highly similar / highly synonymous. Before presenting the achieved results of the above mentioned five strategies the Table 2 lists various similarity methods.
IV.
CONCLUSION This paper presents a new approach for measuring semantic similarity between words using the Snippets returned by Wikipedia and the five different similarity measures of association. Snippets in Wikipedia are used to measure semantic similarity between words. The result demonstrates that the snippets in Wikipedia have a significant influence on the accuracy of semantic similarity measure between words. Table 1 summarizes various similarity methods and compares the approaches followed by them. Table 2 gives results of five different similarity methods proposed in this paper. Table 3 summarizes the correlation coefficient of the proposed methods using MC replica and RG ratings
The major contributions of this paper are:
1. Measuring semantic similarity between words using Keywords obtained from Wikipedia Snippets is proposed in this paper.
2. Luhn's idea for deciding the significant words is applied for preprocessing of snippets.
http://ijacsa.thesai.org/ 3. Porter's algorithm is used for suffix removal in preprocessing snippets.
4. Five association measures of Jaccord, Dice, Overlap cosine and simple matching are used to measure semantic similarity between words. 
