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Resumen: Las encuestas utilizando marcos duales son muy u´tiles en situaciones donde
no es posible garantizar una cobertura completa de la poblacio´n objetivo y se pueden
disminuir considerablemente los costos de la encuesta comparativamente a un disen˜o
con un solo marco muestral. Sin embargo, esta metodolog´ıa no se utiliza con frecuencia
en aplicaciones pra´cticas, ya sea por desconocimiento de los procedimientos, por la
posible complejidad en su apliacio´n o por que so´lo se cuenta con un marco muestral
para llevar a cabo una investigacio´n por muestreo. En el caso particular de Colombia
son casi inexistentes las encuestas por muestreo que utilizan marcos duales para realizar
estimaciones, en este documento se realiza un estudio mediante simulacio´n de algunas
medidas de exactitud y precisio´n utilizando la metodolog´ıa de marcos duales tomando
como referencia tres de los estimadores ma´s citados en la literatura, tambie´n se realiza
el ana´lisis de estas medidas utilizando los datos de una encuesta muy importante para
el sector agropecuario colombiano:la Encuesta Nacional Agropecuaria realizada por el
DANE.
Abstract: Dual frame surveys are very useful when it is not possible to guarantee a
complete coverage of the target population and may result in considerable cost savings
over a single frame design with comparable precision. However, this technique is not
very often applied from national statistical offices (NSO) due to its complexity and
also because in most surveys only a single sample frame is available. Regarding the
Colombian case, the implementation of dual frame surveys is very rare and therefore,
this paper explore through a simulation study some measures of accuracy and precision
using dual frame methodology considering the three most well known available estimators
for the population total in the recent statistical literature, additionally a analysis of
this measures with data from a very important survey for the Colombian agricultural
sector: the National Agricultural Survey at DANE (National Statistical Administrative
Department - Colombian NSO).
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Introduccio´n
Las encuestas utilizando marcos duales son muy u´tiles en situaciones donde no se puede
proporcionar una cobertura completa de la poblacio´n objetivo y cuando se quieren dismi-
nuir los costos de la encuesta. Sin embargo, esta metodolog´ıa no se utiliza con frecuencia
en aplicaciones pra´cticas, ya sea por desconocimiento de los procedimientos, por la posible
complejidad en su aplicacio´n o por que so´lo se cuenta con un marco muestral para llevar
a cabo una investigacio´n por muestreo.
La metodolog´ıa de marcos duales no es un concepto nuevo, su aparicio´n se remonta
a la de´cada de los 60’s, y desde aquella e´poca hasta la fecha han sido mucho los autores
que han contribuido al desarrollo de teor´ıa en este campo del muestreo de poblaciones
finitas. Hartley y Rao han sido los personajes ma´s preponderates en la generacio´n de nuevo
conocimiento relacionado a la metodolog´ıa de marcos duales (Hartley (1962); Hartley
(1974); Lohr & Rao (2000); Lohr & Rao (2006); Skinner & Rao (1996); Rao & Changbao
(2010)).
En el caso particular de Colombia son casi inexistentes las encuestas por muestreo
que utilizan la estimacio´n con marcos duales. Los problemas para la construccio´n de los
marcos pueden ser una posible causa, no obstante es evidente que las teconolog´ıas de
informacio´n y el avance de las comunicaciones de la actualidad, son una gran ventaja con
la cual no se contaba hace algunas de´cadas. En este documento se presenta una propuesta
para la implementacio´n de la metodolog´ıa de marcos duales basada en datos provenientes
de una encuesta muy importante para el pa´ıs, la Encuesta Nacional Agropecuaria - ENA
(Departamento Administrativo Nacional de Estad´ıstica - DANE 2010).
En la literatura existen diversos estimadores propuestos para trabajar con marcos
duales (marcos mu´ltiples), por esta razo´n se pretende evaluar la precisio´n y eficiencia de
los principales estimadores, mediante el estudio de simulaciones de Monte Carlo. Algunos
autores han realizado estudios de simulacio´n similares; sin embargo, los disen˜os muestrales
usualmente utilizados son el disen˜o muestral MAS (muestreo aleatorio simple) o muestreo
en dos etapas utilizando en cada etapa MAS. Se pretende en este trabajao evaluar tres
estimadores para marcos duales, utilizando disen˜os muestrales distintos a los comu´nmente
presentados, como el disen˜o piPT (disen˜o proporcional al taman˜o sin repeticio´n), disen˜os
muestrales bieta´picos y combinaciones de los mismos, para los datos generados mediante
simulacio´n y datos directamente tomados de la ENA.
Los datos de la ENA se obtienen anualmente por el DANE; la ENA se viene realizando
desde principios de los 90´s y su manejo ha ido cambiando a trave´s de los an˜os entre la
Corporacio´n Colombia Internacional (CCI) y el DANE, en conjunto con el Ministerio de
Agricultura y Desarrollo Rural (MADR). Para esta encuesta se estiman algunos indicado-
V
INTRODUCCIO´N VI
res asociados a variables como: uso de la tierra, produccio´n y rendimiento, para cultivos
transitorios y permanentes, a´rea en pastos, produccio´n de leche e inventario pecuario.
Paralelamente a la ENA, se realizan algunas encuestas agropecuarias denominadas por
producto, como la de hortalizas, la encuesta nacional de arroz mecanizado o la encuesta
de sacrificio de ganado; lo cual genera ma´s de una estimacio´n de indicadores para algunos
productos agropecuarios. Actualmente, no existe una propuesta metodolo´gica que integre
ma´s de una encuesta para obtener una u´nica estimacio´n de indicadores obtenidos para el
mismo producto agropecuario, lo cual tambie´n podr´ıa ser beneficioso en cuantos a costos
y precisio´n, y cuya implementacio´n es el objetivo principal de esta investigacio´n.
En este documento se evalua´n mediante medidas de precisio´n y eficiencia, los tres
estimadores ma´s mencionados en la literatura reciente para marcos duales, utilizando
como referencia datos provenientes de la ENA y de la encuesta de hortalizas realizada
por el DANE. Los principales objetivos que persigue esta tesis son, confrontar mediante
simulacio´n los estimadores propuestos para marcos duales aplicados a la ENA, comparar
varias combinaciones de disen˜os muestrales con diferentes taman˜os y fracciones muestrales
a seleccionar en los dos marcos a usar, determinar la ganancia o pe´rdida en te´rminos de
eficiencia de los estimadores propuesto y evaluar la ganancia o pe´rdida en te´rminos de
precisio´n de los estimadores bajo las combinaciones muestrales planteados.
CAPI´TULO 1
Marco Teo´rico
1.1. Conceptos Generales
1.1.1. Marco muestral
En el contexto de muestreo, un marco es el material o instrumento usado para iden-
tificar y ubicar todos los elementos de la poblacio´n (Cochran 1977). Una unidad muestral
puede ser un elemento o un conjunto de elementos. En este sentido se pueden definir en
general dos tipos de marco:
• Marcos de lista de elementos.
• Marcos de grupos de elementos (por ejemplo, los marcos de a´reas).
1.1.2. Comparacio´n entre marcos de a´rea y marcos de lista
• El costo de un marco de a´reas generalmente es mucho ma´s alto que el de un marco
de lista, ya que generalmente los marcos de a´reas requieren de material ma´s caro
para su consolidacio´n como las fotograf´ıas aereas y las ima´genes satelitales.
• En algunos casos los marcos de lista no dan cobertura completa de poblacio´n.
• Los marcos de lista son frecuentemente ma´s robustos ante datos at´ıpicos, puesto que
las inconsistencias encontradas son ma´s fa´ciles de identificar.
• Los marcos de a´reas no se desactualizan tan ra´pido como los de lista, estos u´ltimos
se afectan debido a cambios en datos de propiedad, razo´n social o porque el elemento
ya no pertenece al universo de estudio al realizar la actualizacio´n del marco.
1.1.3. Marcos Duales
Cuando se unen dos marcos muestrales que permiten una cobertura completa de la
poblacio´n se habla de ”Marcos Duales”(Hartley 1962). Al trabajar con marcos duales
existen dos supuestos:
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1. Toda unidad en la poblacio´n de intere´s pertenece como mı´nimo a uno de los marcos.
2. Es posible registrar para cada unidad en la muestra si ella pertenece o no al otro
marco.
En la figura 1.1 se presenta la forma general al trabajar con marcos duales; donde al
unir dos marcos, en este caso el marco A y el marco B, se da cobertura completa a la
poblacio´n objetivo. Al realizar esta unio´n se generan 3 dominios excluyentes: el dominio
a que contiene los elementos o grupos de elementos (dependiendo del tipo de marco)
que solamente esta´n en el marco A, el dominio b que contiene los elementos o grupos de
elementos que solamente esta´n en el marco B y el dominio ab que contiene los elementos
o grupos de elementos que pertenecen tanto al marco A como al marco B, a e´ste u´ltimo
dominio se le denomina usualmente como el traslape.
Un ejemplo cla´sico en el sector agropecuario de marcos duales, es tomar un marco de
lista conformado por un listado de las fincas o de los productores de un determinado pro-
ducto y unirlo con un marco de a´reas de dicho producto conformado mediante cartograf´ıa
y fotagraf´ıa digital para dar cobertura completa a la poblacio´n; en este caso la metodo-
log´ıa es de gran utilidad, ya que al tomar por separado los marcos no se podr´ıa dar una
estimacio´n completa de los indicadores para un determinado producto, como condicio´n
esencial para la metodolog´ıa los marcos se deben traslapar en alguno de sus niveles de
desagregacio´n, como por ejemplo a nivel de segmento de tierra (conglomerado), a nivel
predial, nivel municipal o nivel departamental, entre otros.
Figura 1.1. Esquema general de marcos duales.
Una de las condiciones al trabajar con marcos duales es la extraccio´n de muestras
independientes en cada uno de los marcos. La representacio´n gra´fica al extraer muestras
de marcos duales se presenta en la figura 1.2; en ella se puede apreciar que se generan
dos dominios adicionales: el dominio ab′ que contiene los elementos de la muestra extraida
del marco A que pertenecen al traslape de los marcos y el dominio ab′′ que contiene los
elementos de la muestra extraida del marco B que pertenecen al traslape de los marcos.
La notacio´n que se usara´ en el documento se encuentra en la tabla 1.1. Para el dominio
ab se puede apreciar que hay dos notaciones distintas, que indican la pertenencia a la
muestra extra´ıda del marco A o del marco B. As´ı n′ab indica el nu´mero de elementos de
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Figura 1.2. Esquema general de muestras de marcos duales.
la muestra del marco A que pertenecen al traslape, n′′ab indica el nu´mero de elementos de
la muestra del marco B que pertenecen al traslape, t̂′yab es el total estimado del traslape
generado por la muestra extra´ıda del marco A, t̂′′yab es el total estimado del traslape
generado por la muestra extra´ıda del marco B, y′ab es el promedio para el traslape generado
por la muestra extra´ıda del marco y y′′ab es el promedio para el traslape generado por la
muestra extra´ıda del marco B.
Tabla 1.1. Notacio´n que se utilizara´ en este documento.
CANTIDAD DE INTERE´S MARCO DOMINIO
A B a b ab
Poblacio´n UA UB Ua Ub Uab
Taman˜o poblacional NA NB Na Nb Nab
Total poblacional tyA tyB tya tyb tyab
Media poblacional µyA µyB µya µyb µyab
Muestra SA SB Sa Sb Sab
Taman˜o muestral nA nB na nb n
′
ab n
′′
ab
Total muestral t̂yA t̂yB t̂ya t̂yb t̂
′
yab t̂
′′
yab
Media muestral yA yB ya yb y
′
ab y
′′
ab
Cuatro casos diferentes pueden considerarse dependiendo del conocimiento del nu´mero
total de unidades en los marcos y en los dominios y de la posibilidad para asignar el
nu´mero de elementos a seleccionar (taman˜os muestrales) de cada dominio (Ospina 1981).
1. Todos los taman˜os de los dominios se conocen. Es factible asignar taman˜os de mues-
tra a los dominios. Dominios = Estratos.
2. Todos los taman˜os de los dominios se conocen. Los taman˜os de muestra pueden
asignarse u´nicamente a los marcos. Dominios = Post-estratos.
3. Los taman˜os de los dominios no se conocen pero los taman˜os de marco s´ı se cono-
cen. Los taman˜os de muestra pueden asignarse solamente a los marcos. Dominios =
Dominios propios.
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4. Tanto los taman˜os de los dominios como los taman˜os de los marcos no se conocen,
pero las magnitudes relativas de los marcos se conocen. Los taman˜os de muestra
so´lo pueden asignarse a los marcos. Dominios = Dominios en poblaciones de taman˜o
desconocido.
Bajo el escenario 1 se puede aplicar directamente la metodolog´ıa esta´ndar para mues-
treo estratificado y en el escenario 4 so´lo sera´ posible la estimacio´n de medias poblacionales,
por estas razones en este trabajo so´lo se trabajara´ bajo los escenarios 2 y 3.
1.2. Estimadores para marcos duales
Los marcos mu´ltiples han sido estudiados por diversos autores como Bankier (1986),
Fuller & Burmeister (1972), Hartley (1962),Hartley (1974), Kalton & Anderson (1986),
Skinner (1991) y Skinner & Rao (1996), entre otros. Lohr & Rao (2000) estudiaron la
estimacio´n de la varianza para marcos duales usando el me´todo jackknife y examinaron el
desempen˜o de los intervalos de confianza bajo la aproximacio´n normal mediante simula-
ciones.
Lohr & Rao (2006) derivaron estimadores lineales o´ptimos y pseudo-veros´ımiles para
el total poblacional cuando se toman muestras independientes de marcos mu´ltiples bajo
disen˜os muestrales probabil´ısticos. Gonzalez-Villalobos & Wallace (1991) proponen el uso
de marcos mu´ltiples en encuestas agr´ıcolas alrededor del mundo.
A continuacio´n se presentan los fundamentos de los tres estimadores ma´s mencionados
en la literatura actual de marcos duales: el estimador de Hartley, el estimador de Fuller-
Burmeister y el estimador Pseudo Ma´ximo Veros´ımil o de Skinner-Rao.
1.2.1. Estimador de Hartley
Uno de los objetivos al analizar datos provenientes de encuestas con marcos mu´ltiples
usualmente es estimar el total poblacional ty, usando informacio´n de muestras indepen-
dientes tomada de los marcos. En el caso de dos marcos, el total poblacional ty se puede
escribir como:
ty = tya + tyab + tyb
donde tya es el total del dominio a, tyab es el total del dominio ab, y tyb es el total para
el dominio b.
Hartley (1962) propuso un estimador al trabajar con marcos duales, el cual incluye un
promedio ponderado para estimar el total del dominio ab:
tˆyH(p) = tˆya + ptˆ
′
yab + (1− p)tˆ′′yab + tˆyb
donde tˆya es el total poblacional estimado para el dominio a, tˆ
′
yab es el total poblacional
estimado para el dominio ab usando la muestra del marco A, tˆ′′yab es el total poblacional
estimado para el dominio ab usando la muestra del marco B, tˆyb es el total poblacional
estimado para el dominio b y generalmente con 0 ≤ p ≤ 1.
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Se puede apreciar que si los estimadores tˆya, tˆyb, tˆ
′
yab y tˆ
′′
yab son insesgados para tya,
tyb, tyab y tyab respectivamente, entonces tˆyH(p) sera´ insesgado para ty.
Prueba:
E[tˆyH(p)] = E[tˆya + ptˆ
′
yab + (1− p)tˆ′′yab + tˆyb]
= E[tˆya] + pE[tˆ
′
yab] + (1− p)E[tˆ′′yab] + E[tˆyb]
= tya + ptyab + (1− p)tyab + tyb
= tya + tyab + tyb
= ty2
Hartley (1974) propuso en la ecuacio´n determinar el valor de p de tal forma que se
minimice la varianza de tˆyH(p), esto bajo el supuesto de que las muestras de los marcos
son independientes. Puesto que las muestras son extra´ıdas independientemente de cada
uno de los marcos no hay covarianzas entre los totales de los dominios provenientes de
marcos distintos, y se pueden separar los te´rminos de la varianza del estimador de Hartley
para los dos marcos:
V [tˆyH(p)] = V [tˆya + ptˆ
′
yab] + V [(1− p)tˆ′′yab + tˆyb]
y el valor de p que minimiza dicha varianza es:
popt =
V (tˆ′′yab) + Cov(tˆ
′′
yab, tˆyb)− Cov(tˆya, tˆ′yab)
V (tˆ′yab) + V (tˆ
′′
yab)
Prueba:
V [tˆyH(p)] = V [tˆya + ptˆ
′
yab] + V [(1− p)tˆ′′yab + tˆyb]
= V (tˆya) + p
2V (tˆ′yab) + 2pCov(tˆya, tˆ
′
yab) + (1− p)2V (tˆ′′yab)
+ V (tˆyb) + 2(1− p)Cov(tˆ′′yab, tˆyb)
= V (tˆya) + p
2V (tˆ′yab) + 2pCov(tˆya, tˆ
′
yab) + (1− 2p+ p2)V (tˆ′′yab)
+ V (tˆyb) + (2− 2p)Cov(tˆ′′yab, tˆyb)
= V (tˆya) + p
2V (tˆ′yab) + 2pCov(tˆya, tˆ
′
yab) + V (tˆ
′′
yab)− 2pV (tˆ′′yab) + p2V (tˆ′′yab)
+ V (tˆyb) + 2Cov(tˆ
′′
yab, tˆyb)− 2pCov(tˆ′′yab, tˆyb)
= p2[V (tˆ′yab) + V (tˆ
′′
yab)] + p[2Cov(tˆya, tˆ
′
yab)− 2V (tˆ′′yab)− 2Cov(tˆ′′yab, tˆyb)]
+ V (tˆya) + V (tˆ
′′
yab) + V (tˆyb) + 2Cov(tˆ
′′
yab, tˆyb)
Ahora se encuentra el valor de p que minimice V [tˆyH(p)] es decir:
minp{V [tˆyH(p)]} = minp{p2[V (tˆ′yab) + V (tˆ′′yab)] + p[2Cov(tˆya, tˆ′yab)− 2V (tˆ′′yab)− 2Cov(tˆ′′yab, tˆyb)]
+ V (tˆ′′yab)] + V (tˆya) + V (tˆ
′′
yab) + V (tˆyb) + 2Cov(tˆ
′′
yab, tˆyb)}
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derivando con respecto a p se tiene:
dV [tˆyH(p)]
dp
= 2p[V (tˆ′yab) + V (tˆ
′′
yab)] + 2Cov(tˆya, tˆ
′
yab)− 2V (tˆ′′yab)− 2Cov(tˆ′′yab, tˆyb)
al igualar a 0 y despejar p se obtiene:
popt =
V (tˆ′′yab) + Cov(tˆ
′′
yab, tˆyb)− Cov(tˆya, tˆ′yab)
V (tˆ′yab) + V (tˆ
′′
yab) 2
En la pra´ctica las covarianzas necesarias para el ca´lculo del p o´ptimo son desconocidas,
entonces se deben estimar con los datos muestrales.
Ahora supongamos que se extraen muestras MAS en los dos marcos y conocemos Nab,
entonces tenemos:
tˆyH(p) = Naya +Nab(py
′
ab + (1− p)y′′ab) +Nbyb
En este caso la varianza del estimador viene dada por:
V ar(tˆyH) =
N2A
nA
[(
1− Nab
NA
)
σ2a +
Nab
NA
p2σ′2ab
]
+
N2B
nB
[(
1− Nab
NB
)
σ2b +
Nab
NB
(1− p2)σ′′2ab
]
1.2.2. Estimador de Fuller y Burmeister
Fuller & Burmeister (1972) propusieron una modificacio´n al estimador de Hartley que
incorpora el taman˜o estimado del dominio ab con respecto a las muestras de ambos marcos:
tˆyFB(p1, p2) = tˆya + tˆyb + p1tˆ
′
yab + (1− p1)tˆ′′yab + p2(Nˆ ′ab − Nˆ ′′ab)
donde Nˆ ′ab y Nˆ
′′
ab son los estimadores respectivos del taman˜o del dominio ab bajo la
muestra del marco A y B respectivamente .
Se puede apreciar que si los estimadores tˆya, tˆyb, tˆ
′
yab, tˆ
′′
yab, Nˆ
′
ab y Nˆ
′′
ab son insesgados
para tya, tyb, tyab, tyab, Nab y Nab respectivamente, entonces tˆyFB(p1, p2) sera´ insesgado
para ty.
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Prueba:
E[tˆyFB(p1, p2)] = E[tˆya + tˆyb + p1tˆ
′
yab + (1− p1)tˆ′′yab + p2(Nˆ ′ab − Nˆ ′′ab)]
= E[tˆya] + E[tˆyb] + p1E[tˆ
′
yab] + (1− p1)E[tˆ′′yab] + p2E[Nˆ ′ab]− p2E[Nˆ ′′ab]
= tya + tyb + p1tyab + (1− p1)tyab + p2(Nab −Nab)
= tya + tyb + tyab
= ty2
Al igual que para el estimador de Hartley se encuentran los valores de p1 y p2 que
minimicen la varianza de tˆyFB, obtenie´ndose:
[
p1opt
p2opt
]
= −
(
Cov
[
tˆ′yab − tˆ′′yab
Nˆ ′ab − Nˆ ′′ab
])−1 [
Cov(tˆya + tˆyb + tˆ
′′
yab, tˆ
′
yab − tˆ′′yab)
Cov(tˆya + tˆyb + tˆ
′′
yab, Nˆ
′
ab − Nˆ ′′ab)
]
Prueba: Escribiendo en forma vectorial el estimador tˆyFB(p1, p2) tenemos:
tˆyFB =
[
(tˆya + tˆyb + tˆ
′′
yab) (tˆ
′
yab − tˆ′′yab) (Nˆ ′ab − Nˆ ′′ab)
] 1p1
p2

Notando los te´rminos del vector fila como:
X1 = tˆya + tˆyb + tˆ
′′
yab
X2 = tˆ
′
yab − tˆ′′yab
X3 = Nˆ
′
ab − Nˆ ′′ab
entonces se tiene:
V ar
[
tˆyFB
]
=
[
1 p1 p2
]  V ar(X1) Cov(X1, X2) Cov(X1, X3)Cov(X1, X2) V ar(X2) Cov(X2, X3)
Cov(X1, X3) Cov(X2, X3) V ar(X3)
 1p1
p2

V ar
[
tˆyFB
]
= V ar(X1) + 2p1Cov(X1, X2) + 2p2Cov(X1, X3) + p
2
1V ar(X2)
+ 2p1p2Cov(X2, X3) + p
2
2V ar(X3)
Ahora se encuentra los valores de p1 y p2 tal que se minimice V ar
[
tˆyFB
]
es decir:
minp1,p2{V ar
[
tˆyFB
]} = minp1,p2{V ar(X1) + 2p1Cov(X1, X2) + 2p2Cov(X1, X3)
+ p21V ar(X2) + 2p1p2Cov(X2, X3) + p
2
2V ar(X3)}
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derivando parcialmente con respecto a p1 se tiene:
∂V ar
[
tˆyFB
]
∂p1
= 2Cov(X1, X2) + 2p1V ar(X2) + 2p2Cov(X2, X3)
igualando a 0 y despejando p1 se obtiene:
p1 =
−Cov(X1, X2)− p2Cov(X2, X3)
V ar(X2)
Analoga´mente derivando parcialmente con respecto a p2 se tiene:
∂V ar
[
tˆyFB
]
∂p2
= 2Cov(X1, X3) + 2p1Cov(X2, X3) + 2p2V ar(X3)
igualando a 0 y despejando p2 se obtiene:
p2 =
−Cov(X1, X3)− p1Cov(X2, X3)
V ar(X3)
remplazando p2 se tiene:
p1opt =
Cov(X1, X2)V ar(X3)− Cov(X1, X3)Cov(X2, X3)
Cov2(X2, X3)− V ar(X3)V ar(X2)
luego remplazando p1 se tiene:
p2opt =
−Cov(X1, X2)Cov(X2, X3) + V ar(X2)Cov(X1, X3)
Cov2(X2, X3)− V ar(X3)V ar(X2)
Con un poco de a´lgebra adicional se llega a una expresio´n ma´s compacta:
[
p1opt
p2opt
]
= −
(
Cov
[
X2
X3
])−1 [
Cov(X1, X2)
Cov(X1, X3)
]
finalmente remplazando los valores de X1, X2 y X3 resulta:
[
p1opt
p2opt
]
= −
(
Cov
[
tˆ′yab − tˆ′′yab
Nˆ ′ab − Nˆ ′′ab
])−1 [
Cov(tˆya + tˆyb + tˆ
′′
yab, tˆ
′
yab − tˆ′′yab)
Cov(tˆya + tˆyb + tˆ
′′
yab, Nˆ
′
ab − Nˆ ′′ab)
]
2
Al igual que para el p o´ptimo del estimador de Hartley, los valores p1 y p2 o´ptimos in-
cluyen covarianzas poblacionales, as´ı que para poder encontrar estos valores en la pra´ctica,
se estiman dichas covarianzas con los datos de las muestras seleccionadas.
Ahora supongamos que se extraen muestras mediante el disen˜o MAS en ambos marcos
y desconocemos Nab, entonces tenemos:
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tˆyFB = (NA − Nˆab)ya + Nˆab(y˜ab) + (NB − Nˆab)yb
donde:
y˜ab = wy˜
′
ab + (1− w)y˜′′ab
w =
n′ab(1− fB)
n′ab(1− fB) + n′′ab(1− fA)
En este caso la varianza del estimador viene dada por:
V ar(tˆyFB) = Na(f
−1
A − 1)σ2a +
(1− fA)(1− fB)Nabσ2ab
(1− fB)fA + (1− fA)fB
+Nb(f
−1
B − 1)σ2b + (µyab − µya − µyb)δ
donde:
δ =
NabNaNbgAgB
nANbgB + nBNagA
gA =
NA − nA
NA − 1
gB =
NB − nB
NB − 1
fA =
nA
NA
fB =
nB
NB
y Nˆab es el valor ma´s pequen˜o de la solucio´n de la ecuacio´n cuadra´tica:
(nAgB + nBgA)Nˆ
2
ab − (nANBgB + nBNAgA + n′abNAgB
+ n′′abNBgA)Nˆab + (n
′
abgB + n
′′
abgA)NANB = 0
1.2.3. Estimador Pseudo Ma´ximo Veros´ımil
Skinner & Rao (1996) propusieron un nuevo estimador llamado el estimador Pseudo-
Ma´ximo-Veros´ımil (PMV), el cual para disen˜os complejos como disen˜os de conglomerados
o en ma´s de una etapa con estratificacio´n permite ajustar las estimaciones de los totales
en los subgrupos al total general, el estimador viene dado por:
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tˆyPMV (p) =
NA − NˆPMVab
Nˆa
tˆya +
NˆPMVab
θNˆ ′ab + (1− θ)Nˆ ′′ab
[θtˆ′yab + (1− θ)tˆ′′yab]
+
NB − NˆPMVab
Nˆb
tˆyb
donde NˆPMVab es la ra´ız ma´s pequen˜a de la ecuacio´n cuadra´tica:
(nA + nB)Nˆ
2PMV
ab − (nANB + nBNA + nANˆ ′ab + nBNˆ ′′ab)NˆPMVab
+ nANˆ
′
abNB + nBNˆ
′′
abNA = 0
A diferencia del estimador de Hartley y el estimador de Fuller-Burmeister el ca´lculo
de la esperanza y la varianza no es directo, ya que el estimador PMV no es lineal porque
incluye el cociente entre estimadores, por esto se debe recurrir a otros me´todos para
su ca´lculo. Teniendo en cuenta lo anterior se busca el p o´ptimo que minimice la varianza
asinto´tica de NˆPMVab , ya que si realiza la minimizacio´n con respecto a la varianza asinto´tica
de tˆyPMV (p) el estimador PMV tendra´ el mismo problema que los estimadores anteriores
y es que los pesos muestrales dependera´n de la variable de intere´s y que se midio´.
El valor de θ que minimiza la varianza asinto´tica de NˆPMVab viene dado por (Lohr &
Rao 2000):
θopt =
NaNBV (Nˆ
′′
ab)
NaNBV (Nˆ ′′ab) +NbNAV (Nˆ
′
ab)
Prueba: Como se menciono´, la estimacio´n de la varianza para el estimador PMV es
ma´s complicada que para los otros dos estimadores mencionados, puesto que al no ser una
funcio´n lineal de estimadores se debe calcular mediante me´todos de linealizacio´n para su
ca´lculo. Skinner & Rao (1996) realizan el ca´lculo de la varianza aproximada del estimador
PMV mediante el me´todo delta.
Al aplicar el me´todo delta se encuentra que el estimador PMV se puede expresar como:
tˆyPMV ≈ tˆy +N∇T (ηˆ − η)
donde:
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N = Na +Nb +Nab
η =

µya
µyab
Nab
N
µyb
µyab
Nab
N

∇ =

Na
N
θNab
N
φ(µyab − µya − µyb)
Nb
N
(1−θ)Nab
N
(1− φ)(µyab − µya − µyb)

luego la varianza aproximada del estimador PMV viene dada por:
aV ar[tˆyPMV ] = V ar[ty +N∇T (ηˆ − η)]
= V ar[N∇T ηˆ]
= V ar(Naµˆya + θNabµˆ
′
yab + λφNˆ
′
ab)
+ V ar(Nbµˆyb +Nab(1− θ)µˆ′′yab + λ(1− φ)Nˆ ′′ab) (1.1)
= VA + VB
con:
λ = µyab − µya − µyb
φ =
nANb
nANb + nBNa
(1.2)
θ =
nANB
nANB + nBNA
(1.3)
de estas ecuaciones se aprecia que hay una expresio´n de θ que se puede utilizar en el
estimador PMV, pero al igual que para los estimadores de Hartley y de Fuller-Burmeister
se busca el valor o´ptimo de θ que minimice en este caso la varianza de NˆPMVab . Utilizando la
siguiente variable indicadora yi = 1 si i ∈ ab y yi = 0 si i /∈ ab se tiene que tˆyPMV = NˆPMVab
y remplazando en la ecuacio´n 1.1 se obtiene:
aV ar[NˆPMVab ] = V ar[θNab + λφNˆ
′
ab] + V ar[(1− θ)Nab + λ(1− φ)Nˆ ′′ab]
= λ2φ2V ar(Nˆ ′ab) + λ
2(1− φ)2V ar(Nˆ ′′ab)
Ahora minimizando con respecto a φ se tiene que:
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minφ{aV ar[NˆPMVab ]} = minφ{λ2φ2V ar(Nˆ ′ab) + λ2(1− φ)2V ar(Nˆ ′′ab)}
derivando con respecto a φ se tiene:
d[λ2φ2V ar(Nˆ ′ab) + λ
2(1− φ)2V ar(Nˆ ′′ab)]
dφ
= 2λ2φV ar(Nˆ ′ab)− 2λ2(1− φ)V ar(Nˆ ′′ab)
al igualar a 0 y despejar φ se obtiene:
φopt =
V ar(Nˆ ′′ab)
V ar(Nˆ ′ab) + V ar(Nˆ
′′
ab)
(1.4)
ahora, utilizando las expresiones para φ y θ de las ecuaciones 1.2 y 1.3 se obtiene la
siguiente relacio´n:
φ =
θNb
θNb + (1− θ)NBNaNA
(1.5)
y al igualar las ecuaciones 1.4 y 1.5 se tiene:
V ar(Nˆ ′′ab)
V ar(Nˆ ′ab) + V ar(Nˆ
′′
ab)
=
θNb
θNb + (1− θ)NBNaNA
−NbNaV ar(Nˆ ′′ab)
NA
= θ[NbV ar(Nˆ
′′
ab)−
NBNa
NA
V ar(Nˆ ′′ab)−NbV ar(Nˆ ′ab)−NbV ar(Nˆ ′′ab)]
y despejando θ se obtiene el valor o´ptimo:
θopt =
−NBNaV ar(Nˆ ′′ab)
NANbV ar(Nˆ
′′
ab)−NBNaV ar(Nˆ ′′ab)−NANbV ar(Nˆ ′ab)−NANbV ar(Nˆ ′′ab)
θopt =
NBNaV ar(Nˆ
′′
ab)
NBNaV ar(Nˆ ′′ab) +NANbV ar(Nˆ
′
ab)2
En la pra´ctica las varianzas necesarias para el ca´lculo del θ o´ptimo son desconocidas,
entonces se deben estimar con los datos muestrales. En la ecuacio´n 1.1 se puede observar
que no es posible calcular directamente la varianza aproximada para el estimador PMV, por
eso se realiza una reparametrizacio´n para el marco A, haciendo zAi = yi−µya si i pertenece
al dominio Sa y zAi = θ(yi−µyab)+λφ si i pertenece al dominio Sab. Analogamente para el
marco B se hace zBi = yi−µyb si i pertenece al dominio Sb y zBi = (1−θ)(yi−µyab)+λ(1−φ)
si i pertenece al dominio Sab.
Al remplazar en la varianza aproximada del estimador PMV se obtiene:
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aV ar[tˆyPMV ] = VA + VB
= V ar(zAi) + V ar(zBi)
donde V ar(zAi) y V ar(zBi) son las varianzas de las nuevas variables zAi y zBi bajo
los disen˜os muestrales aplicados en los marcos A y B respectivamente; de esta expresio´n
podemos apreciar que a diferencia de los estimadores de Hartley y Fuller-Burmeister, la
aproximacio´n de la varianza para el estimador PMV tiene la ventaja de no involucrar las
covarianzas entre dominios.
Ahora supongamos que se extraen muestras MAS en ambos marcos y desconocemos
Nab. Entonces tenemos:
tˆyPMV = (NA − NˆPMVab )ya +
NˆPMVab
pNˆ ′ab + (1− p)Nˆ ′′ab
[pNˆ ′aby
′
ab + (1− p)Nˆ ′′aby′′ab]
+ (NB − NˆPMVab )yb
CAPI´TULO 2
Metodolog´ıa
Con el fin de comparar y evaluar los estimadores para marcos duales mencionados
anteriormente, se tomara´n como referencia los datos de la Encuesta Nacional Agropecuaria
- ENA y la encuesta de hortalizas realizadas por el DANE, y se tendra´n en cuenta los
disen˜os muestrales que existen en la actualidad para dichas encuestas. A continuacio´n se
presentan los disen˜os muestrales de la ENA y de la encuesta de hortalizas realizados en la
actualidad.
2.1. Disen˜os muestrales actuales
2.1.1. Disen˜o muestral de la ENA
El disen˜o muestral de la ENA se basa en el documento denominado ”Modelo de costos
y disen˜o muestral del sistema de informacio´n agropecuaria para la estimacio´n de a´reas
produccio´n y rendimiento” elaborado por Bautista (1994), donde se muestra de forma
clara y concisa la metodolog´ıa de estimacio´n con base en muestreo de a´reas. Este disen˜o
es en dos etapas; el marco muestral es un marco de a´reas con una cobertura de 37.900.546
hecta´reas (169.587 segmentos en 31.588 UPMS).
Las unidades de la primera etapa son segmentos de tierra denominadas UPM (Unidades
Primarias de Muestreo) de distinto taman˜o; a su vez, cada UPM seleccionada en la muestra
es dividida en segmentos, los cuales constituyen las unidades de la segunda etapa. El
me´todo de seleccio´n es piPT en la primera etapa y piPT en la segunda etapa, donde la
variable auxiliar para la primera etapa es el a´rea planimetrada de la UPM. Existen varios
tipos de estratificacio´n, los ma´s importantes son por tipo de cobertura vegetal y piso
te´rmico.
La ENA se realiza dos veces durante el an˜o. Para el an˜o 2010 el taman˜o de mues-
tra para el primer semestre fue de 2.537 segmentos que equivale a 293.252 hecta´reas, y
5.894 segmentos que equivalen a 959.767 hecta´reas para el segundo semestre (Corporacio´n
Colombia Internacional - CCI 2010). Los factores de expansio´n se calculan de la forma
tradicional para un disen˜o piPT − piPT estratificado(Sa¨rndal et al. 1992):
14
CAPI´TULO 2. METODOLOGI´A 15
fhiα =
(
xhiAh
Xh
)(
xhiαahi
xhi
)
donde:
Xh: es el a´rea planimetrada del estrato h.
xhi: es el a´rea planimetrada de la UPM i en el estrato h.
xhiα: es el a´rea planimetrada del segmento α en la UPM i en el estrato h.
Ah: es la cantidad de UPMS seleccionadas en el estrato h.
ahi: es la cantidad de segmentos seleccionados en la UPM i en el estrato h.
2.1.2. Disen˜o muestral para hortalizas
Paralelamente a la ENA se realizan las encuestas denominadas por productos dentro
de los que se encuentran el ma´ız, la piscicultura, las hortalizas, entre otras. Aunque ini-
cialmente el disen˜o muestral para la ENA se hab´ıa planificado para el uso de te´cnicas para
marcos duales, es decir usando el marco de a´reas y su traslape con los marcos por produc-
tos; en este momento lo que se hace es extraer lo que esta´ en los marcos por productos del
marco de a´reas y trabajar como si fueran estratos (escenario 1).
Teniendo en cuenta lo anterior la propuesta que se plantea es usar los datos de la
encuesta de hortalizas para realizar simulaciones de Monte Carlo y evaluar el comporta-
miento de los 3 estimadores bajo los escenarios 2 y 3. El marco muestral de hortalizas
tiene una cobertura de 10.874 hecta´reas (distribuidas en 588 segmentos), el disen˜o mues-
tral para la encuesta de hortalizas es MAS de segmentos y los criterios de estratificacio´n
son los mismos que para la ENA. El taman˜o de muestra para la encuesta de hortalizas de
2010 es de 95 segmentos que equivalen a 1.735 hecta´reas.
Adicionalmente se considerara´n otros disen˜os muestrales correspondientes a todas las
combinaciones entre MAS y piPT para cada una de las etapas de la ENA y para hortalizas:
• ENA MAS −MAS y hortalizas MAS.
• ENA MAS −MAS y hortalizas piPT .
• ENA piPT − piPT y hortalizas MAS.
• ENA piPT − piPT y hortalizas piPT .
• ENA MAS − piPT y hortalizas MAS.
• ENA MAS − piPT y hortalizas piPT .
• ENA piPT −MAS y hortalizas MAS.
• ENA piPT −MAS y hortalizas piPT .
Al utilizar piPT en la primera etapa (ENA) se toma como variable auxiliar el a´rea
planimetrada de la UPM, y para piPT en la segunda etapa (ENA u hortalizas) se toma
como variable auxiliar el a´rea planimetrada del segmento.
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2.2. Estudio de simulacio´n
Para evaluar los resultados los estimadores de Hartley, Fuller-Burmeister y Skinner-
Rao (PMV) se realizo´ un estudio de simulacio´n por el me´todo de Monte Carlo con M=1000
repeticiones, y se consideraron como medidas de precisio´n y eficiencia los valores del ses-
go relativo (SR), el error cuadra´tico medio emp´ırico (ECME), las respectivas varianzas
estimadas (s2), el sesgo relativo de la varianza (SRV) y la probabilidad de cobertura (PC).
2.2.1. Sesgo relativo
El sesgo relativo se calculara´ como:
SR =
1
M
M∑
m=1
tˆy,m − ty
ty
donde ty es el total poblacional para la variable de intere´s, tˆy,m es el total estimado
tˆy para la m-e´sima repeticio´n. Igualmente se hizo para el valor de sesgo relativo de la
varianza SRV, en ese caso las varianzas estimadas (s2) se calcularon segu´n lo expuesto en
el cap´ıtulo anterior.
2.2.2. Error cuadra´tico medio emp´ırico
El error cuadra´tico medio emp´ırico (ECME) se calculara´ como:
ECME =
1
M
M∑
m=1
(tˆy,m − ty)2
2.2.3. Probabilidad de cobertura
Definiendo un intervalo de confianza para el total de la variable de intere´s y bajo la
aproximacio´n Normal como:
IC(m) : tˆy,m ± z1−α/2
√
V ar(tˆy,m)
donde z1−α/2 es el percentil 1− α/2 de la distribucio´n Normal esta´ndar.
Notando la variable indicadora γ(m) como, 1 si ty pertenece a IC(m) y 0 en caso
contrario, entonces la probabilidad de cobertura se calculara´ como:
PC = 100 %
1
M
M∑
m=1
γ(m)
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2.2.4. Procedimiento de simulacio´n
El procedimiento de simulacio´n para llevar a cabo el ca´lculo del sesgo relativo, el error
cuadra´tico medio emp´ırico y la probabilidad de cobertura de los estimadores se realizo´ en
los siguientes pasos:
1. De la informacio´n disponible de los marcos de la ENA (marco A)y la encuesta de
hortalizas (marco B), se utilizo´ como variables para el ana´lisis el a´rea sembrada. Con
dicha informacio´n se planteo´ en primera instancia un modelo para la generacio´n de
los datos, siguiendo la misma l´ınea de trabajo de Skinner & Rao (1996); en segunda
instancia se utilizo´ la informacio´n como proven´ıa directamente de las encuestas, sin
ninguna transformacio´n, a manera de caso aplicado.
2. Determinar los taman˜os de muestra a seleccionar de cada uno de los marcos. Para
los datos provenientes del modelo propuesto y para los datos sin transformar se to-
maron para el marco A dos taman˜os de muestra: en la primera etapa 1000 (2.5 %) y
1750(5 %) UPMS. En la segunda etapa del marco A se plantearon fracciones mues-
trales de 40 %, 60 %, 80 % y 100 % (conglomerados) para los datos del modelo y
del 100 % para el caso aplicado. Para el marco B se tomaron taman˜os de muestra
de 59(10 %), 160(20 %) y 117(30 %) tanto para los datos simulados como para los
originales.
3. Extraer las muestras de cada uno de los marcos teniendo en cuenta los 8 disen˜os mues-
trales propuestos. Para esto se usaron algunas funciones de las librerias sampling
(Tille´, Y. & Matie, A. 2009) y TeachingSampling (Gutie´rrez, A. 2010) del software
estad´ıstico R (R Development Core Team 2007), en donde se encuentran rutinas
para seleccio´n de muestra en una o dos etapas, para los disen˜os MAS y piPT .
4. Calcular los totales por dominios (escenario 3) o postestratos (escenario 2) con sus
respectivas varianzas estimadas, que son necesarios a la hora de implementar los
estimadores propuestos y sus varianzas estimadas, para ello se utilizaron algunas
funciones de la libreria survey (Lumley, T. 2010) de R.
5. Calcular las covarianzas por dominios (escenario 3) o postestratos (escenario 2) nece-
sarias para estimar las varianzas de los estimadores de Hartley y Fuller Burmeister.
6. Calcular el p o´ptimo para el estimador de Hartley, los valores p1 y p2 o´ptimos para
el estimador de Fuller-Burmeister y el θ o´ptimo para el estimador PMV, a utilizar
en la estimacio´n de totales y varianzas estimadas de totales.
7. Ca´lcular los totales con sus respectivas varianzas estimadas bajo cada una de las
alternativas los estimadores.
8. Repetir los pasos 2 a 7 en 1000 ocasiones.
9. Estimar los correspondientes sesgos relativos, errores cuadra´ticos medios (con las
respectiva varianzas estimadas) y las probabilidades de cobertura para cada uno de
los estimadores, bajo las 1000 repeticiones.
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2.2.5. Modelo de generacio´n de datos
Siguiendo la misma l´ınea de trabajo propuesta por Lohr & Rao (2006) para la simula-
cio´n de datos, se genera un modelo de efectos aleatorios con la siguiente estructura:
yij = µk + αi + ij
donde µk es la media de cada uno de los dominios, αi es una variable aleatoria normal
esta´ndar, ij es una variable aleatoria normal con media cero y la varianza de los datos
de a´rea sembrada, k denota el nu´mero de dominios (k = 1, 2, 3), i denota el nu´mero de
marcos (i = 1, 2) y j denota el nu´mero de elementos en cada dominio (j = 1, ..., Nk),
yij es el valor simulado para la variable de intere´s yk para el marco i con un nu´mero de
elementos j para cada dominio.
CAPI´TULO 3
Resultados
De acuerdo a la metodolog´ıa planteada se obtuvieron los siguientes resultados para los
datos bajo el modelo planteado y para el caso aplicado.
3.1. Modelo
Bajo el modelo establecido se calculo´ el sesgo relativo (SR) de los tres estimadores, el
error cuadra´tico medio emp´ırico (ECME) y la varianza (s2), el sesgo relativo del estimador
de la varianza (SRV) y la probabilidad de cobertura (PC) de los tres estimadores. En las
tablas 3.1, 3.2, 3.3 y 3.4 se presentan los resultados de la simulacio´n bajo los escenarios 2 y
3, con fracciones muestrales en la segunda etapa del marco A del 40 %, 60 %, 80 % y 100 %
respectivamente (en este u´ltimo caso el nu´mero de combinaciones de disen˜os muestrales
se reduce a 4 por hacerse censo en la segunda etapa del marco A).
Con una fraccio´n muestral del 40 % para el marco A (tabla 3.1) los valores de SR
para los tres estimadores bajo el escenario 2 son inferiores al 1 % confirmando el insesga-
miento de los estimadores de Hartley y Fuller-Burmeister, y el insesgamiento asinto´tico
del estimador Pseudo Ma´ximo Veros´ımil; para esta misma fraccio´n muestral bajo el es-
cenario 3, se encuentra que los SR para todos los disen˜os muestrales no superan el 1 %.
Bajo el escenario 2 los SR ma´s cercanos a cero se presentan para los disen˜os muestrales
MAS −MAS −MAS y piPT − piPT −MAS, para el escenario 3 los SR ma´s pequen˜os
se obtuvieron para los disen˜os MAS −MAS −MAS y MAS − piPT − piPT .
Para los dos escenarios, los menores valores de ECME y s2 con una fraccio´n muestral
del 40 %, se presentan para la combinacio´n de disen˜os con MAS en la primera etapa del
marco A; es de destacar que al aumentarse el taman˜o de muestra en la primera etapa del
marco A disminuye el ECME y s2, sin embargo, esto no sucede al aumentar el taman˜o bajo
el disen˜o muestral para el marco B. Al comparar los tres estimadores bajo el escenario 2,
en un nu´mero importante de casos el estimador que tiene valores ma´s altos de ECME es
el de Fuller-Burmeister, y los estimadores de Hartley y Pseudo Ma´ximo Veros´ımil tienen
valores de ECME en su mayor´ıa cercanos entre si, comparativamente con respecto al
escenario 3 el comportamiento es distinto y en muchas de las combinaciones los ECME
para los estimadores Pseudo Ma´ximo Veros´ımil y Fuller-Burmeister son menores que para
el estimador de Hartley.
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Tabla 3.1. Sesgo relativo (SR x 10−3), error cuadra´tico medio emp´ırico (ECME x 108) con la respectiva varianza estimada en pare´ntesis (s2 x 108)
y Sesgo relativo de la varianza (SRV x 10−2) con la probabilidad de cobertura (PC) en pare´ntesis para los tres estimadores y los disen˜os
muestrales planteados bajo los escenarios 2 y 3 con fraccio´n muestral del 40 % en la segunda etapa del marco A.
TAMAN˜OS DE ESCENARIO 2 ESCENARIO 3
MUESTRA SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC) SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC)
nIA nIIA(%) nB H FB PML H FB PML H FB PML H FB PML H FB PML H FB PML
MAS MAS MAS
1000 40 59 0.01 0.01 -0.11 12.06 (12.06) 12.06 (12.06) 12.04 (12.04) 0.41 (0.96) 0.41 (0.96) 0.65 (0.96) 0.19 -0.46 -0.50 11.41 (11.41) 11.41 (11.41) 11.39 (11.39) 6.55 (0.96) 6.57 (0.96) 6.07 (0.96)
1000 40 117 1.42 1.42 1.28 11.99 (11.99) 11.99 (11.99) 11.99 (11.99) 1.01 (0.95) 1.00 (0.95) 1.03 (0.95) -1.20 -1.96 -1.97 12.25 (12.25) 12.25 (12.24) 12.20 (12.20) -0.77 (0.94) -0.72 (0.94) -1.02 (0.95)
1000 40 160 -1.83 -1.83 -1.92 12.22 (12.21) 12.22 (12.21) 12.22 (12.22) -0.94 (0.94) -0.94 (0.94) -1.04 (0.94) 0.82 0.02 0.18 11.51 (11.51) 11.48 (11.48) 11.46 (11.46) 5.45 (0.95) 5.65 (0.95) 5.23 (0.95)
1750 40 59 0.30 0.30 0.34 6.61 (6.61) 6.61 (6.61) 6.61 (6.61) 4.80 (0.96) 4.78 (0.96) 4.77 (0.96) 2.18 1.80 1.74 6.83 (6.83) 6.83 (6.83) 6.81 (6.81) 2.01 (0.95) 1.92 (0.95) 1.55 (0.96)
1750 40 117 -1.97 -1.97 -1.75 6.56 (6.55) 6.56 (6.55) 6.55 (6.55) 5.36 (0.96) 5.35 (0.96) 5.46 (0.96) 3.45 3.02 2.96 6.58 (6.56) 6.57 (6.56) 6.57 (6.56) 5.97 (0.96) 6.08 (0.96) 5.39 (0.97)
1750 40 160 -1.38 -1.38 -1.86 6.55 (6.55) 6.55 (6.55) 6.56 (6.56) 5.75 (0.96) 5.75 (0.96) 5.52 (0.96) -0.97 -1.42 -1.33 6.31 (6.31) 6.30 (6.30) 6.31 (6.31) 10.01 (0.96) 10.18 (0.96) 9.30 (0.97)
MAS MAS piPT
1000 40 59 4.60 3.67 4.20 12.59 (12.56) 13.42 (13.40) 12.58 (12.56) -3.50 (0.94) -8.03 (0.94) -0.87 (0.94) 3.52 2.96 2.90 11.92 (11.91) 11.92 (11.91) 11.94 (11.93) 1.80 (0.96) 1.81 (0.96) 0.94 (0.96)
1000 40 117 -4.28 -0.64 -4.69 12.12 (12.10) 21.01 (21.01) 12.12 (12.09) 0.30 (0.96) -41.66 (0.96) 12.26 (0.96) -3.79 -4.40 -4.50 11.86 (11.85) 11.84 (11.82) 11.84 (11.81) 2.77 (0.96) 3.01 (0.96) 2.38 (0.96)
1000 40 160 -0.63 0.03 -1.15 11.62 (11.62) 12.13 (12.13) 11.62 (11.61) 4.16 (0.96) 0.76 (0.96) 6.39 (0.96) 2.34 1.64 1.65 12.63 (12.63) 12.63 (12.62) 12.60 (12.60) -3.37 (0.95) -3.39 (0.95) -3.85 (0.95)
1750 40 59 -1.63 -2.83 -1.68 7.19 (7.18) 8.13 (8.12) 7.17 (7.17) -3.54 (0.94) 2.90 (0.94) 18.35 (0.95) 0.70 0.37 0.18 7.18 (7.18) 7.17 (7.17) 7.15 (7.15) -3.29 (0.94) -3.29 (0.95) -3.60 (0.94)
1750 40 117 -1.64 -1.06 -1.80 6.70 (6.69) 7.13 (7.13) 6.69 (6.68) 3.56 (0.95) 1.75 (0.95) 17.45 (0.95) 0.55 0.17 0.14 7.26 (7.26) 7.26 (7.26) 7.25 (7.25) -4.32 (0.93) -4.31 (0.93) -4.79 (0.93)
1750 40 160 1.35 -7.16 1.31 6.46 (6.46) 9.52 (9.46) 6.47 (6.47) 7.86 (0.95) -10.06 (0.95) 23.74 (0.95) -1.90 -2.33 -2.37 6.78 (6.78) 6.78 (6.77) 6.78 (6.77) 2.45 (0.96) 2.52 (0.96) 1.84 (0.96)
MAS piPT MAS
1000 40 59 3.81 3.81 3.30 10.73 (10.71) 10.73 (10.71) 10.71 (10.70) 12.86 (0.97) 12.85 (0.97) 12.95 (0.97) 8.20 7.51 7.56 11.97 (11.89) 11.94 (11.88) 11.94 (11.88) 2.36 (0.96) 2.44 (0.96) 1.71 (0.96)
1000 40 117 5.16 5.16 4.57 12.36 (12.33) 12.36 (12.33) 12.35 (12.33) -1.80 (0.95) -1.80 (0.95) -1.77 (0.95) 1.79 1.06 1.03 12.05 (12.05) 12.03 (12.03) 12.05 (12.04) 0.76 (0.95) 0.86 (0.96) 0.08 (0.95)
1000 40 160 1.60 1.60 1.05 12.58 (12.58) 12.58 (12.58) 12.58 (12.58) -3.70 (0.94) -3.70 (0.94) -3.72 (0.94) 2.70 1.83 1.95 12.15 (12.14) 12.12 (12.12) 12.13 (12.13) 0.48 (0.96) 0.66 (0.96) -0.12 (0.95)
1750 40 59 -2.96 -2.96 -3.10 6.70 (6.69) 6.70 (6.69) 6.70 (6.69) 3.53 (0.96) 3.51 (0.96) 3.58 (0.96) 2.71 2.33 2.30 6.64 (6.63) 6.64 (6.63) 6.63 (6.63) 4.72 (0.95) 4.75 (0.95) 4.12 (0.95)
1750 40 117 3.21 3.21 3.06 6.80 (6.79) 6.80 (6.79) 6.80 (6.79) 2.06 (0.95) 2.05 (0.95) 2.01 (0.96) 1.15 0.70 0.71 6.68 (6.67) 6.67 (6.67) 6.66 (6.66) 4.05 (0.95) 4.07 (0.95) 3.56 (0.95)
1750 40 160 -3.65 -3.65 -3.71 6.32 (6.30) 6.32 (6.30) 6.32 (6.30) 9.78 (0.96) 9.77 (0.96) 9.74 (0.96) 1.61 1.15 1.11 7.18 (7.18) 7.18 (7.18) 7.17 (7.17) -3.33 (0.94) -3.33 (0.94) -3.84 (0.94)
MAS piPT piPT
1000 40 59 -4.59 -3.13 -4.87 11.84 (11.81) 13.33 (13.32) 11.84 (11.81) 2.44 (0.95) -8.44 (0.95) 5.51 (0.95) 0.14 -0.45 -0.64 11.83 (11.83) 11.81 (11.81) 11.80 (11.80) 2.58 (0.95) 2.74 (0.95) 2.15 (0.95)
1000 40 117 3.56 4.15 3.27 12.68 (12.66) 12.89 (12.87) 12.66 (12.65) -4.23 (0.94) -4.23 (0.94) -1.33 (0.94) -0.28 -0.95 -1.02 11.10 (11.10) 11.08 (11.08) 11.07 (11.07) 9.67 (0.96) 9.79 (0.96) 9.24 (0.96)
1000 40 160 1.89 1.88 1.55 11.42 (11.42) 11.41 (11.41) 11.41 (11.41) 6.29 (0.97) 6.50 (0.97) 6.56 (0.97) 1.40 0.73 0.69 11.83 (11.83) 11.81 (11.81) 11.81 (11.81) 3.13 (0.95) 3.24 (0.95) 2.65 (0.95)
1750 40 59 0.47 5.21 0.36 7.15 (7.15) 16.99 (16.96) 7.14 (7.14) -3.15 (0.95) -23.81 (0.95) 90.38 (0.95) 1.45 1.14 1.05 6.32 (6.32) 6.31 (6.31) 6.31 (6.30) 9.94 (0.96) 9.94 (0.96) 9.37 (0.96)
1750 40 117 -3.72 -3.74 -3.81 6.67 (6.66) 6.66 (6.65) 6.66 (6.64) 3.89 (0.95) 4.08 (0.95) 4.14 (0.95) 2.39 2.00 2.03 7.11 (7.11) 7.10 (7.10) 7.11 (7.11) -2.35 (0.95) -2.29 (0.95) -3.05 (0.95)
1750 40 160 -1.96 -1.80 -2.06 6.87 (6.86) 6.90 (6.89) 6.86 (6.86) 0.89 (0.94) 0.53 (0.94) 0.96 (0.94) 1.38 0.95 0.89 7.17 (7.17) 7.16 (7.16) 7.15 (7.15) -2.84 (0.95) -2.75 (0.95) -3.17 (0.95)
piPT MAS MAS
1000 40 59 -3.93 -3.93 -4.38 17.26 (17.24) 17.26 (17.24) 17.28 (17.26) 1.90 (0.95) 1.89 (0.95) 2.18 (0.95) -3.07 -3.77 -3.68 17.68 (17.67) 17.66 (17.64) 17.63 (17.62) 3.44 (0.95) 3.57 (0.95) -0.10 (0.95)
1000 40 117 4.72 4.72 4.22 16.80 (16.77) 16.80 (16.77) 16.83 (16.81) 4.98 (0.96) 4.98 (0.96) 4.71 (0.96) -2.27 -3.04 -2.95 18.22 (18.21) 18.18 (18.16) 18.18 (18.17) 0.55 (0.96) 0.79 (0.96) -3.01 (0.95)
1000 40 160 1.93 1.93 1.36 17.97 (17.97) 17.97 (17.97) 17.96 (17.96) -1.71 (0.95) -1.72 (0.95) -1.64 (0.95) -1.64 -2.53 -2.33 18.10 (18.09) 18.07 (18.06) 18.05 (18.04) 0.41 (0.95) 0.58 (0.95) -3.16 (0.94)
1750 40 59 4.44 4.43 4.17 9.77 (9.74) 9.77 (9.74) 9.75 (9.73) 3.44 (0.96) 3.43 (0.96) 3.51 (0.96) 7.73 7.34 7.36 10.00 (9.93) 9.99 (9.93) 9.99 (9.92) 5.15 (0.96) 5.17 (0.96) 1.18 (0.95)
1750 40 117 0.27 0.27 -0.22 10.20 (10.20) 10.20 (10.20) 10.19 (10.19) -1.43 (0.95) -1.44 (0.95) -1.58 (0.95) 2.14 1.72 1.78 10.38 (10.37) 10.37 (10.36) 10.35 (10.34) 0.60 (0.96) 0.65 (0.96) -3.03 (0.95)
1750 40 160 -0.61 -0.62 -1.12 9.83 (9.83) 9.83 (9.83) 9.84 (9.84) 1.92 (0.95) 1.91 (0.95) 2.01 (0.96) -3.74 -4.20 -4.12 9.15 (9.13) 9.14 (9.12) 9.15 (9.13) 14.62 (0.96) 14.79 (0.96) 10.49 (0.95)
piPT MAS piPT
1000 40 59 -2.15 -1.33 -2.22 17.90 (17.89) 18.46 (18.46) 17.90 (17.90) -1.20 (0.95) -0.21 (0.95) 2.37 (0.95) 1.87 1.26 1.36 17.47 (17.47) 17.46 (17.46) 17.42 (17.42) 4.58 (0.96) 4.61 (0.96) 0.75 (0.95)
1000 40 117 -0.63 -0.17 -0.89 17.23 (17.23) 17.80 (17.80) 17.22 (17.22) 2.24 (0.95) -0.95 (0.95) 3.08 (0.95) -1.46 -2.14 -2.16 19.70 (19.69) 19.65 (19.65) 19.67 (19.67) -7.75 (0.94) -7.55 (0.94) -11.22 (0.94)
1000 40 160 -4.22 -4.46 -4.54 16.96 (16.93) 17.02 (17.00) 16.97 (16.94) 4.29 (0.95) 4.06 (0.95) 4.72 (0.95) 2.27 1.50 1.49 16.90 (16.89) 16.87 (16.87) 16.84 (16.84) 7.97 (0.96) 8.09 (0.96) 4.10 (0.95)
1750 40 59 3.47 3.57 3.39 8.89 (8.88) 8.98 (8.96) 8.91 (8.90) 13.19 (0.96) 14.28 (0.97) 16.90 (0.97) -1.04 -1.41 -1.46 9.76 (9.76) 9.75 (9.75) 9.74 (9.74) 7.16 (0.95) 7.23 (0.95) 3.40 (0.95)
1750 40 117 4.37 4.28 4.17 9.53 (9.51) 9.62 (9.60) 9.53 (9.51) 6.00 (0.96) 6.29 (0.96) 7.35 (0.96) 1.12 0.68 0.77 10.62 (10.62) 10.61 (10.61) 10.60 (10.60) -1.87 (0.95) -1.79 (0.95) -5.45 (0.95)
1750 40 160 1.40 0.40 1.17 9.73 (9.73) 10.30 (10.30) 9.73 (9.73) 3.49 (0.95) 0.87 (0.95) 22.04 (0.95) -5.83 -6.27 -6.36 9.51 (9.48) 9.52 (9.47) 9.51 (9.47) 10.03 (0.96) 10.02 (0.96) 5.93 (0.95)
piPT piPT MAS
1000 40 59 -0.73 -0.73 -1.00 18.65 (18.65) 18.65 (18.65) 18.66 (18.65) -6.03 (0.94) -6.04 (0.94) -5.78 (0.95) 4.32 3.59 3.78 16.81 (16.79) 16.77 (16.76) 16.80 (16.79) 9.02 (0.96) 9.21 (0.96) 4.93 (0.95)
1000 40 117 1.03 1.03 0.87 16.17 (16.17) 16.17 (16.17) 16.19 (16.18) 9.44 (0.97) 9.43 (0.97) 9.28 (0.96) -5.07 -5.90 -5.81 17.52 (17.49) 17.51 (17.47) 17.49 (17.45) 4.24 (0.96) 4.37 (0.96) 0.67 (0.95)
1000 40 160 -1.05 -1.05 -1.22 17.47 (17.46) 17.47 (17.46) 17.46 (17.46) 1.35 (0.95) 1.35 (0.95) 1.38 (0.95) -1.24 -2.04 -2.03 19.13 (19.13) 19.10 (19.10) 19.11 (19.10) -4.06 (0.95) -3.92 (0.95) -7.85 (0.94)
1750 40 59 2.74 2.74 2.64 9.17 (9.16) 9.17 (9.16) 9.18 (9.17) 10.17 (0.96) 10.16 (0.96) 9.95 (0.96) 3.80 3.38 3.42 10.74 (10.72) 10.73 (10.72) 10.72 (10.71) -2.50 (0.95) -2.47 (0.95) -6.16 (0.94)
1750 40 117 0.60 0.59 0.51 9.65 (9.65) 9.65 (9.65) 9.64 (9.64) 4.70 (0.96) 4.69 (0.96) 4.71 (0.96) 2.37 1.88 2.04 9.99 (9.99) 9.99 (9.98) 9.98 (9.98) 4.59 (0.96) 4.60 (0.96) 0.57 (0.95)
1750 40 160 -1.09 -1.09 -1.24 9.76 (9.76) 9.76 (9.76) 9.78 (9.78) 3.55 (0.96) 3.55 (0.96) 3.37 (0.95) -0.34 -0.82 -0.76 10.28 (10.28) 10.27 (10.27) 10.28 (10.28) 1.47 (0.95) 1.54 (0.95) -2.35 (0.95)
piPT piPT piPT
1000 40 59 2.77 6.24 2.65 15.77 (15.77) 17.64 (17.60) 15.78 (15.78) 12.78 (0.96) 24.39 (0.96) 47.17 (0.96) 3.93 3.39 3.32 18.89 (18.88) 18.86 (18.85) 18.86 (18.85) -3.43 (0.94) -3.30 (0.94) -7.00 (0.94)
1000 40 117 2.92 2.14 2.11 17.87 (17.86) 17.84 (17.84) 17.82 (17.82) 2.20 (0.95) 2.32 (0.95) -1.44 (0.95) 2.92 2.14 2.11 17.87 (17.86) 17.84 (17.84) 17.82 (17.82) 2.20 (0.95) 2.32 (0.95) -1.44 (0.95)
1000 40 160 4.69 4.65 4.56 16.29 (16.26) 16.28 (16.26) 16.29 (16.27) 9.08 (0.96) 9.09 (0.96) 8.95 (0.96) 4.28 3.52 3.56 17.25 (17.23) 17.22 (17.21) 17.20 (17.19) 6.17 (0.96) 6.27 (0.96) 2.18 (0.96)
1750 40 59 0.28 3.64 0.25 9.94 (9.94) 21.70 (21.68) 9.91 (9.91) 1.84 (0.96) 19.16 (0.96) 62.48 (0.96) -0.73 -1.07 -1.08 10.52 (10.52) 10.51 (10.51) 10.53 (10.53) -0.74 (0.95) -0.68 (0.95) -4.66 (0.94)
1750 40 117 -0.03 -0.42 -0.12 10.02 (10.02) 10.06 (10.06) 10.03 (10.03) 0.70 (0.94) 0.49 (0.94) 0.80 (0.95) 2.45 2.05 2.03 10.16 (10.15) 10.14 (10.14) 10.17 (10.16) 2.91 (0.95) 3.04 (0.95) -1.03 (0.95)
1750 40 160 3.65 3.62 3.50 9.71 (9.69) 9.69 (9.68) 9.72 (9.71) 3.96 (0.96) 4.13 (0.96) 3.77 (0.96) -1.47 -1.88 -1.87 9.21 (9.20) 9.20 (9.20) 9.20 (9.20) 13.98 (0.97) 13.99 (0.97) 9.58 (0.96)
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Uno de los resultados ma´s importantes de este documento es el ca´lculo del SRV y las
respectivas PC para los tres estimadores, ya que son valores importantes para evaluar la
precisio´n y eficiencia de los estimadores. Este tema no ha sido tratado a profundiad, puesto
que existen ana´lisis bajo escenarios que incluye informacio´n auxiliar; algunos trabajos
importantes a destacar sobre este tema son los presentados por Rao & Changbao (2010) en
el cual se propone un estimador denominado Pseudo Ma´ximo Veros´ımil Emp´ırico (PMVE)
el cual es una modificacio´n de la propuesta de Skinner-Rao y la propuesta presentada en
los trabajos de Ferraz & Coelho (2009) y Coelho (2007) donde se plantean Estimadores
de Regresio´n Generalizada - GREG para marcos duales.
En el trabajo de Rao & Changbao (2010) se evaluaron los intervalos de confianza
para el estimador PMVE y el de Skinner y Rao, pero no se compararon los de Hartley y
Fuller-Burmeister, algo que evalu´a en este documento. Algunas de las causas de que estas
comparaciones no se hayan hecho en el pasado puedieron haber sido ocasionadas por la
dificultad que hasta hace algunos an˜os representaba el ca´lculo de las covarianzas entre
totales de dominios necesarias en las varianzas estimadas, y la capacidad y velocidad de
los equipos de computo necesarios para tal fin.
Siguiendo con la tabla 3.1, se observa que en cuanto a SRV, en la mayor´ıa de los casos
bajo el escenario 2 los valores de SRV no exceden el 10 %, pero para algunos casos se
presentan valores grandes que superan incluso el 50 %, adema´s algo importante de notar
es que en muchas de las combinaciones los SRV son positivos, es decir que para dichos casos
se sobreestima la varianza. Comparando los tres estimadores no se observa que que alguno
destaque con mayor cantidad de valores de SRV cercanos a cero, pero si es de resaltar que
el estimador de Hartley es el ma´s estable en sus valores, puesto que en ninguno de los
casos los SRV superan el 15 %; En cuanto a los disen˜os muestrales, las combinaciones que
presentan valores ma´s cercanos a cero son MAS−MAS−MAS y piPT −MAS−MAS.
En el escenario 3 en ninguno de los casos los SRV exceden el 15 % y al igual que
para el escenario 2 se tiende a sobreestimar la varianza, en general los tres estimadores
se comportan similar en este aspecto con una ligera ventaja del estimador de Fuller-
Burmeister, el cual en una cantidad importante de casos tiene menores valores que los
dema´s, bajo este escenario cabe destacar los disen˜os muestrales MAS −MAS − piPT y
MAS−piPT−MAS para los que los SVR no sobrepasan el 5 %. Para los dos escenarios no
se aprecia una relacio´n directa entre el aumento o disminucio´n de los taman˜os de muestra
tanto del marco A como el B con respecto a los valores de SRV.
En cuanto a los valores de PC, para el escenario 2 los valores oscilan entre el 94 % y
el 97 %; para el escenario 3 entre el 93 % y el 97 % . Bajo el escenario 2 la mayor´ıa de los
valores son del 96 % seguido de valores del 95 %; para el escenario 3 es similar la cantidad
de casos con valores de PC de 95 % y 96 %. Al comparar los estimadores bajo el escenario
2, los estimadores de Hartley y Fuller-Burmeister siempre tienen valores iguales o menores
de PC que el estimador PMV con excepcio´n de la combinacio´n piPT − piPT −MAS; caso
contrario al escenario 3 en el cual a excepcio´n de la combinacio´n muestral MAS−MAS−
MAS el estimador PMV siempre tiene valores de PC a lo ma´s iguales a los de Hartley y
Fuller-Burmeister. Sin embargo, es importante resaltar que a grandes rasgos bajo los dos
escanarios los tres estimadores se comportan de la misma forma en cuanto a PC. Al igual
que para los valores de SRV, no se aprecia una tendencia que relacione los taman˜os de
muestra seleccionados en cada uno de los marcos con los valores de PC.
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Tabla 3.2. Sesgo relativo (SR x 10−3), error cuadra´tico medio emp´ırico (ECME x 108) con la respectiva varianza estimada en pare´ntesis (s2 x 108)
y Sesgo relativo de la varianza (SRV x 10−2) con la probabilidad de cobertura (PC) en pare´ntesis para los tres estimadores y los disen˜os
muestrales planteados bajo los escenarios 2 y 3 con fraccio´n muestral del 60 % en la segunda etapa del marco A.
TAMAN˜OS DE ESCENARIO 2 ESCENARIO 3
MUESTRA SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC) SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC)
nIA nIIA(%) nB H FB PML H FB PML H FB PML H FB PML H FB PML H FB PML
MAS MAS MAS
1000 60 59 0.24 0.23 -0.21 8.27 (8.27) 8.27 (8.27) 8.26 (8.26) -5.02 (0.95) -5.03 (0.95) -4.95 (0.95) 0.48 -0.19 -0.10 7.83 (7.83) 7.84 (7.84) 7.80 (7.80) 0.80 (0.96) 0.67 (0.96) 0.17 (0.96)
1000 60 117 -1.82 -1.82 -2.15 7.79 (7.79) 7.80 (7.79) 7.80 (7.79) 0.61 (0.95) 0.60 (0.95) 0.61 (0.95) -1.80 -2.45 -2.48 7.84 (7.84) 7.83 (7.82) 7.85 (7.84) 1.10 (0.95) 1.25 (0.95) -0.03 (0.95)
1000 60 160 -1.49 -1.49 -1.86 7.93 (7.92) 7.93 (7.92) 7.94 (7.93) -1.06 (0.95) -1.06 (0.95) -1.11 (0.95) 0.45 -0.28 -0.23 7.98 (7.98) 7.97 (7.97) 8.00 (8.00) -1.02 (0.95) -0.88 (0.95) -2.15 (0.95)
1750 60 59 0.42 0.42 0.28 4.20 (4.20) 4.20 (4.20) 4.20 (4.20) 6.87 (0.96) 6.85 (0.96) 6.71 (0.96) 0.54 0.19 0.18 4.45 (4.45) 4.45 (4.45) 4.45 (4.45) 1.61 (0.95) 1.58 (0.95) 0.60 (0.95)
1750 60 117 -0.81 -0.81 -0.95 4.44 (4.44) 4.44 (4.44) 4.45 (4.45) 0.72 (0.95) 0.71 (0.95) 0.70 (0.95) 0.81 0.40 0.40 4.50 (4.50) 4.49 (4.49) 4.49 (4.49) 0.26 (0.95) 0.38 (0.96) -0.49 (0.95)
1750 60 160 -0.64 -0.64 -0.85 4.07 (4.07) 4.07 (4.07) 4.07 (4.07) 9.96 (0.97) 9.95 (0.97) 9.93 (0.96) -1.05 -1.47 -1.45 4.22 (4.21) 4.21 (4.21) 4.21 (4.21) 7.58 (0.95) 7.70 (0.95) 6.53 (0.94)
MAS MAS piPT
1000 60 59 0.50 0.57 0.18 8.07 (8.07) 8.08 (8.08) 8.07 (8.07) -2.73 (0.94) -2.70 (0.94) -2.29 (0.94) 0.29 -0.22 -0.22 7.63 (7.63) 7.62 (7.62) 7.61 (7.61) 3.93 (0.95) 4.05 (0.95) 3.20 (0.95)
1000 60 117 1.88 1.84 1.56 7.93 (7.92) 8.02 (8.02) 7.93 (7.93) -1.13 (0.95) -2.09 (0.95) -0.51 (0.95) 2.39 1.81 1.70 7.64 (7.63) 7.64 (7.63) 7.61 (7.61) 3.76 (0.96) 3.73 (0.96) 3.03 (0.96)
1000 60 160 4.14 4.18 3.86 8.20 (8.18) 8.21 (8.19) 8.20 (8.18) -4.10 (0.95) -4.19 (0.95) -4.06 (0.95) -3.08 -3.69 -3.70 7.92 (7.91) 7.92 (7.90) 7.92 (7.90) 0.25 (0.95) 0.32 (0.95) -0.72 (0.95)
1750 60 59 0.33 0.39 0.25 4.66 (4.66) 4.65 (4.65) 4.66 (4.66) -3.96 (0.95) -3.54 (0.95) -3.52 (0.95) 2.34 2.05 1.85 4.24 (4.23) 4.23 (4.22) 4.23 (4.22) 7.17 (0.95) 7.23 (0.95) 6.19 (0.95)
1750 60 117 -4.02 -4.54 -4.15 4.48 (4.46) 4.77 (4.74) 4.48 (4.47) 0.49 (0.95) -1.56 (0.95) 4.99 (0.95) -1.73 -2.05 -2.07 4.53 (4.53) 4.53 (4.52) 4.53 (4.53) -0.03 (0.95) 0.02 (0.95) -0.97 (0.95)
1750 60 160 1.16 1.08 1.05 4.35 (4.34) 4.37 (4.37) 4.34 (4.34) 3.16 (0.96) 2.63 (0.96) 3.26 (0.96) -1.40 -1.73 -1.66 4.27 (4.26) 4.27 (4.26) 4.26 (4.26) 6.07 (0.96) 6.04 (0.96) 5.13 (0.96)
MAS piPT MAS
1000 60 59 -2.04 -2.04 -2.31 7.76 (7.75) 7.76 (7.75) 7.76 (7.75) 1.28 (0.95) 1.27 (0.95) 1.33 (0.95) 3.57 2.91 2.90 7.81 (7.80) 7.81 (7.80) 7.78 (7.77) 1.40 (0.96) 1.39 (0.96) 0.64 (0.96)
1000 60 117 2.54 2.54 2.22 7.94 (7.93) 7.94 (7.93) 7.93 (7.93) -1.14 (0.95) -1.15 (0.95) -1.05 (0.95) -2.58 -3.33 -3.22 7.48 (7.47) 7.48 (7.47) 7.47 (7.46) 6.17 (0.95) 6.24 (0.95) 5.36 (0.95)
1000 60 160 5.73 5.73 5.36 7.90 (7.86) 7.90 (7.86) 7.89 (7.85) -0.13 (0.95) -0.13 (0.95) -0.06 (0.95) 7.24 6.43 6.57 7.60 (7.54) 7.58 (7.53) 7.56 (7.51) 5.18 (0.95) 5.29 (0.95) 4.44 (0.95)
1750 60 59 0.45 0.45 0.27 4.21 (4.21) 4.21 (4.21) 4.21 (4.21) 6.38 (0.96) 6.36 (0.96) 6.29 (0.96) 0.82 0.48 0.29 4.52 (4.52) 4.52 (4.52) 4.52 (4.52) 0.24 (0.96) 0.19 (0.96) -0.75 (0.96)
1750 60 117 -1.15 -1.15 -1.33 4.20 (4.20) 4.20 (4.20) 4.20 (4.20) 6.72 (0.96) 6.71 (0.96) 6.84 (0.96) -0.02 -0.46 -0.34 4.51 (4.51) 4.50 (4.50) 4.50 (4.50) 0.39 (0.95) 0.59 (0.95) -0.39 (0.95)
1750 60 160 0.90 0.90 0.65 4.07 (4.07) 4.07 (4.07) 4.07 (4.07) 10.15 (0.96) 10.15 (0.96) 10.15 (0.96) -0.50 -0.94 -0.92 4.11 (4.11) 4.11 (4.11) 4.09 (4.09) 10.33 (0.96) 10.30 (0.96) 9.70 (0.96)
MAS piPT piPT
1000 60 59 -6.37 -6.31 -6.66 7.76 (7.71) 7.80 (7.75) 7.78 (7.73) 1.45 (0.95) 3.35 (0.95) 5.82 (0.95) 5.51 4.98 4.92 7.87 (7.84) 7.85 (7.82) 7.86 (7.83) 1.37 (0.94) 1.49 (0.94) 0.42 (0.95)
1000 60 117 2.17 2.50 1.88 7.18 (7.18) 7.16 (7.15) 7.19 (7.18) 9.28 (0.96) 11.09 (0.96) 10.63 (0.96) 0.65 0.04 -0.03 8.27 (8.27) 8.26 (8.26) 8.25 (8.25) -4.37 (0.95) -4.30 (0.95) -4.99 (0.94)
1000 60 160 -3.32 -3.28 -3.56 7.90 (7.89) 7.88 (7.87) 7.88 (7.87) -0.79 (0.95) -0.51 (0.95) -0.53 (0.95) 3.31 2.64 2.69 7.88 (7.86) 7.87 (7.86) 7.88 (7.87) 0.81 (0.95) 0.84 (0.95) -0.25 (0.95)
1750 60 59 -1.21 -1.27 -1.27 4.32 (4.32) 4.33 (4.33) 4.32 (4.32) 3.70 (0.95) 3.57 (0.95) 3.86 (0.95) 6.02 5.75 5.62 4.42 (4.37) 4.41 (4.38) 4.40 (4.37) 3.61 (0.96) 3.52 (0.96) 2.80 (0.96)
1750 60 117 4.02 3.85 3.97 4.38 (4.36) 4.39 (4.37) 4.38 (4.36) 2.98 (0.95) 3.10 (0.95) 3.38 (0.95) -0.46 -0.82 -0.83 4.30 (4.30) 4.30 (4.30) 4.30 (4.30) 5.27 (0.96) 5.18 (0.96) 4.25 (0.95)
1750 60 160 0.75 0.77 0.65 4.19 (4.19) 4.18 (4.18) 4.18 (4.18) 7.03 (0.96) 7.55 (0.96) 7.95 (0.96) 1.40 1.02 1.04 4.62 (4.62) 4.62 (4.62) 4.62 (4.62) -1.90 (0.95) -1.95 (0.95) -2.88 (0.95)
piPT MAS MAS
1000 60 59 2.13 2.13 1.86 10.74 (10.73) 10.74 (10.73) 10.72 (10.72) 3.37 (0.95) 3.36 (0.95) 3.72 (0.95) 4.00 3.30 3.46 11.34 (11.33) 11.33 (11.32) 11.33 (11.31) 4.26 (0.96) 4.29 (0.96) -1.87 (0.95)
1000 60 117 2.61 2.61 2.35 11.00 (11.00) 11.00 (11.00) 11.00 (10.99) 0.58 (0.95) 0.57 (0.95) 0.59 (0.95) -0.87 -1.59 -1.44 11.15 (11.15) 11.15 (11.14) 11.13 (11.12) 5.41 (0.96) 5.44 (0.96) -0.58 (0.95)
1000 60 160 -1.58 -1.58 -1.85 11.30 (11.30) 11.30 (11.30) 11.29 (11.29) -1.98 (0.94) -1.98 (0.94) -1.67 (0.95) -1.29 -2.11 -2.01 10.78 (10.77) 10.77 (10.76) 10.77 (10.76) 9.56 (0.97) 9.67 (0.97) 3.20 (0.96)
1750 60 59 3.29 3.29 3.18 5.82 (5.81) 5.82 (5.81) 5.82 (5.81) 8.93 (0.96) 8.91 (0.96) 8.97 (0.96) 1.01 0.67 0.54 6.31 (6.31) 6.31 (6.31) 6.31 (6.31) 6.94 (0.95) 6.91 (0.95) 0.66 (0.95)
1750 60 117 -1.63 -1.63 -1.82 6.25 (6.25) 6.25 (6.25) 6.26 (6.25) 1.56 (0.96) 1.55 (0.96) 1.36 (0.96) 5.54 5.12 5.20 6.62 (6.58) 6.60 (6.57) 6.59 (6.55) 2.52 (0.95) 2.68 (0.95) -3.17 (0.94)
1750 60 160 0.52 0.52 0.40 5.43 (5.43) 5.43 (5.43) 5.43 (5.43) 16.76 (0.96) 16.75 (0.96) 16.78 (0.96) -1.33 -1.77 -1.63 6.67 (6.67) 6.67 (6.66) 6.67 (6.67) 0.79 (0.94) 0.88 (0.94) -5.18 (0.93)
piPT MAS piPT
1000 60 59 -0.40 -0.94 -0.71 10.93 (10.93) 10.88 (10.88) 10.92 (10.92) 1.84 (0.97) 3.58 (0.97) 5.97 (0.97) 0.48 -0.08 -0.28 12.20 (12.20) 12.19 (12.19) 12.16 (12.16) -3.70 (0.94) -3.65 (0.94) -9.02 (0.94)
1000 60 117 -1.18 -0.94 -1.34 11.26 (11.26) 11.44 (11.44) 11.28 (11.28) -1.39 (0.95) -2.47 (0.95) -0.90 (0.95) 1.83 1.27 1.24 11.31 (11.31) 11.29 (11.29) 11.28 (11.28) 4.20 (0.95) 4.38 (0.95) -1.65 (0.94)
1000 60 160 0.94 0.96 0.76 10.86 (10.86) 10.86 (10.86) 10.85 (10.85) 2.42 (0.95) 2.39 (0.95) 2.80 (0.95) 2.12 1.43 1.51 11.93 (11.93) 11.91 (11.91) 11.92 (11.91) -1.56 (0.94) -1.45 (0.94) -7.27 (0.94)
1750 60 59 -1.05 -0.71 -1.06 6.23 (6.23) 6.31 (6.31) 6.23 (6.23) 2.37 (0.96) 1.44 (0.96) 3.45 (0.95) -1.03 -1.33 -1.53 6.75 (6.75) 6.75 (6.75) 6.74 (6.73) -0.31 (0.95) -0.34 (0.95) -5.89 (0.94)
1750 60 117 0.69 0.64 0.62 5.87 (5.87) 5.90 (5.90) 5.87 (5.87) 8.03 (0.95) 8.09 (0.95) 8.35 (0.95) 4.02 3.67 3.56 6.31 (6.29) 6.30 (6.29) 6.29 (6.28) 6.91 (0.96) 6.96 (0.96) 0.81 (0.95)
1750 60 160 -0.59 -0.57 -0.66 6.10 (6.10) 6.10 (6.10) 6.10 (6.10) 3.83 (0.96) 3.79 (0.96) 3.96 (0.96) 3.33 2.95 3.07 6.53 (6.52) 6.52 (6.51) 6.53 (6.52) 3.28 (0.95) 3.38 (0.96) -2.92 (0.94)
piPT piPT MAS
1000 60 59 0.33 0.33 0.07 11.18 (11.18) 11.18 (11.18) 11.17 (11.17) -0.80 (0.96) -0.80 (0.96) -0.71 (0.96) -4.69 -5.34 -5.21 11.88 (11.85) 11.87 (11.84) 11.84 (11.81) -0.81 (0.95) -0.72 (0.95) -6.33 (0.94)
1000 60 117 1.60 1.60 1.35 10.34 (10.33) 10.34 (10.33) 10.33 (10.33) 7.76 (0.96) 7.76 (0.96) 7.82 (0.96) 3.94 3.20 3.23 12.23 (12.21) 12.20 (12.19) 12.21 (12.20) -3.82 (0.95) -3.64 (0.95) -9.32 (0.94)
1000 60 160 -1.47 -1.47 -1.68 10.58 (10.58) 10.58 (10.58) 10.59 (10.58) 4.90 (0.95) 4.89 (0.95) 4.84 (0.95) -5.44 -6.19 -6.05 11.91 (11.87) 11.89 (11.84) 11.92 (11.88) -1.25 (0.94) -1.03 (0.95) -6.92 (0.94)
1750 60 59 1.83 1.83 1.75 6.35 (6.35) 6.35 (6.35) 6.35 (6.35) 0.32 (0.94) 0.30 (0.94) 0.45 (0.95) -1.41 -1.75 -1.87 7.19 (7.18) 7.18 (7.18) 7.17 (7.17) -6.22 (0.94) -6.19 (0.94) -11.50 (0.93)
1750 60 117 -1.70 -1.70 -1.83 6.42 (6.42) 6.42 (6.42) 6.42 (6.42) -1.11 (0.96) -1.12 (0.96) -1.07 (0.96) -1.17 -1.56 -1.60 6.72 (6.71) 6.71 (6.71) 6.71 (6.71) 0.29 (0.96) 0.31 (0.96) -5.52 (0.95)
1750 60 160 1.62 1.61 1.51 6.37 (6.37) 6.37 (6.37) 6.38 (6.37) -0.37 (0.95) -0.38 (0.95) -0.50 (0.96) 0.38 -0.07 -0.08 6.29 (6.29) 6.29 (6.29) 6.28 (6.28) 7.10 (0.96) 7.09 (0.96) 1.09 (0.96)
piPT piPT piPT
1000 60 59 1.73 1.56 1.58 11.04 (11.04) 11.07 (11.07) 11.02 (11.02) 0.19 (0.96) 0.11 (0.96) 0.80 (0.95) 0.58 -0.04 -0.04 10.80 (10.80) 10.80 (10.80) 10.78 (10.78) 9.53 (0.96) 9.55 (0.96) 3.32 (0.95)
1000 60 117 -5.62 -6.04 -5.78 10.96 (10.92) 10.96 (10.92) 10.94 (10.90) 1.61 (0.95) 3.11 (0.95) 3.47 (0.96) -2.26 -2.90 -2.76 11.91 (11.91) 11.90 (11.89) 11.92 (11.91) -0.85 (0.95) -0.72 (0.95) -6.75 (0.95)
1000 60 160 5.55 5.19 5.36 12.17 (12.13) 12.39 (12.36) 12.17 (12.14) -8.86 (0.94) -10.51 (0.94) -8.82 (0.94) 2.67 2.03 2.08 11.55 (11.54) 11.53 (11.52) 11.52 (11.52) 2.11 (0.96) 2.23 (0.96) -3.88 (0.95)
1750 60 59 -1.14 -1.23 -1.11 6.62 (6.62) 6.60 (6.60) 6.62 (6.62) -4.45 (0.94) -4.01 (0.94) -4.35 (0.94) 2.52 2.27 2.02 6.98 (6.97) 6.97 (6.97) 6.97 (6.97) -3.24 (0.94) -3.19 (0.94) -8.74 (0.94)
1750 60 117 -0.82 -0.78 -0.89 6.57 (6.57) 6.58 (6.58) 6.57 (6.57) -3.48 (0.95) -3.55 (0.95) -3.35 (0.95) 3.37 3.02 2.95 6.06 (6.05) 6.05 (6.04) 6.04 (6.03) 11.41 (0.97) 11.45 (0.97) 5.31 (0.96)
1750 60 160 0.41 0.28 0.39 6.28 (6.28) 6.28 (6.28) 6.28 (6.28) 0.96 (0.94) 0.88 (0.94) 0.96 (0.94) -6.13 -6.54 -6.59 6.92 (6.88) 6.92 (6.87) 6.91 (6.86) -1.84 (0.95) -1.80 (0.95) -7.26 (0.94)
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Los datos registrados de la tabla 3.2 hacen referencia a los resultados de la simulacio´n
con una fraccio´n muestral del 60 % para el marco A, en ellos se encuentra que los valores de
SR para los tres estimadores bajo los dos escenarios son inferiores al 1 %, al igual que para
la fraccio´n del 40 %. Bajo el escenario 2 los SR ma´s cercanos a cero se presentan para los
disen˜os muestrales MAS−MAS−MAS,piPT −MAS−piPT y piPT −piPT −MAS; para
el escenario 3 los SR ma´s pequen˜os se obtuvieron para los disen˜os MAS −MAS −MAS
y MAS −MAS − piPT , tambie´n se aprecia que al comparar los dos escenarios en cuanto
a SR los valores del escenario 3 en general son mayores que los del escenario 2.
Al observar los valores de ECME y s2 con una fraccio´n muestral de 60 % en la tabla 3.2,
los menores valores se presentan para la combinacio´n de disen˜os con MAS en la primera
etapa del marco A tanto para el escenario 2 como el 3, al igual que para la fraccio´n muestral
del 40 %; en este aspecto las combinaciones de disen˜os muestrales MAS −MAS − piPT y
MAS − piPT −MAS presentan los menores valores de ECME bajo los 2 escenarios.
Tambie´n es de resaltar que, al aumentarse el taman˜o de muestra en la primera etapa
del marco A se disminuye el ECME y s2 y la varianza a casi la mitad, pero esto no
sucede al aumentar el taman˜o de muestra a extraer del marco B; al comparar los tres
estimadores para el escenario 2, los valores de ECME y s2 fueron similares, no obstante,
bajo el escenario 3 el estimador de Hartley nunca tuvo el valor ma´s pequen˜o bajo las
combinaciones de disen˜os muestrales propuestos.
Siguiendo con la fraccio´n del 60 % se observa que en cuanto a SRV bajo el escenario 2,
so´lo para una combinacio´n muestral se excede el 15 %, y para el escenario 3 estos valores
no exceden en ningun caso el 12 %. A diferencia de la fraccio´n muestral de 40 %, para
el escenario 2 los SRV se reparten equitativamente entre valores positivos y negativos
(sobreestimacio´n y subestimacio´n de la varianza respectivamente) y son en gran parte
valores positivos bajo el escenario 3. Al comparar los tres estimadores en el escenario
2 no se observa que alguno de ellos en sobresalga con los valores ma´s cercanos a cero,
pero para el escenario 3 s´ı se observa en todos los casos que el estimador Pseudo Ma´ximo
Veros´ımil siempre es el menor en cuanto a SRV. Por otra parte las combinaciones de
disen˜os muestrales que presentan valores ma´s cercanos a cero son MAS −MAS − piPT y
piPT − piPT −MAS para el escenario 2 y MAS −MAS −MAS y MAS − piPT − piPT
para el escenario 3, adema´s para los dos escenarios no se aprecia una relacio´n directa de
aumento o disminucio´n de SRV respecto a los taman˜os de muestra tanto del marco A
como el B.
Los valores de PC para los escenarios 2 y 3 oscilan entre el 94 % y el 97 % y en su
mayor´ıa son del 95 % y 96 %. Adicionalmente al comparar los tres estimadores en cuanto a
PC no se aprecian diferencias importantes en este aspecto. Igualmente que para los valores
de SRV, en los valores de PC no se aprecia una tendencia o relacio´n de los taman˜os de
muestra seleccionados en cada uno de los marcos con los valores de PC.
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Tabla 3.3. Sesgo relativo (SR x 10−3), error cuadra´tico medio emp´ırico (ECME x 108) con la respectiva varianza estimada en pare´ntesis (s2 x 108)
y Sesgo relativo de la varianza (SRV x 10−2) con la probabilidad de cobertura (PC) en pare´ntesis para los tres estimadores y los disen˜os
muestrales planteados bajo los escenarios 2 y 3 con fraccio´n muestral del 80 % en la segunda etapa del marco A.
TAMAN˜OS DE ESCENARIO 2 ESCENARIO 3
MUESTRA SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC) SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC)
nIA nIIA(%) nB H FB PML H FB PML H FB PML H FB PML H FB PML H FB PML
MAS MAS MAS
1000 80 59 -0.09 -0.09 -0.57 5.82 (5.82) 5.82 (5.82) 5.84 (5.84) 0.95 (0.95) 0.94 (0.95) 0.61 (0.95) -0.69 -1.19 -1.22 5.93 (5.93) 5.92 (5.92) 5.92 (5.92) -0.03 (0.94) 0.05 (0.94) -1.47 (0.94)
1000 80 117 1.66 1.66 1.34 5.41 (5.41) 5.41 (5.41) 5.41 (5.41) 8.55 (0.96) 8.54 (0.96) 8.68 (0.96) -0.49 -1.14 -1.22 5.99 (5.98) 5.98 (5.98) 5.98 (5.98) -0.94 (0.95) -0.91 (0.95) -2.51 (0.95)
1000 80 160 -0.56 -0.56 -0.84 5.38 (5.38) 5.38 (5.38) 5.38 (5.37) 9.37 (0.95) 9.36 (0.95) 9.41 (0.95) -1.59 -2.18 -2.14 5.94 (5.93) 5.93 (5.92) 5.93 (5.92) -0.25 (0.95) -0.06 (0.95) -1.71 (0.95)
1750 80 59 -3.24 -3.24 -3.32 3.23 (3.22) 3.23 (3.22) 3.23 (3.21) 4.25 (0.96) 4.22 (0.96) 4.44 (0.96) -0.14 -0.37 -0.75 3.16 (3.16) 3.16 (3.16) 3.17 (3.17) 7.23 (0.95) 7.24 (0.95) 5.19 (0.95)
1750 80 117 -2.24 -2.24 -2.30 3.13 (3.12) 3.13 (3.12) 3.13 (3.12) 7.53 (0.96) 7.52 (0.96) 7.60 (0.96) 0.00 -0.30 -0.33 3.06 (3.06) 3.05 (3.05) 3.07 (3.07) 10.57 (0.96) 10.61 (0.96) 8.27 (0.96)
1750 80 160 -1.33 -1.33 -1.37 3.16 (3.16) 3.16 (3.16) 3.16 (3.16) 6.37 (0.96) 6.36 (0.96) 6.50 (0.96) -1.33 -1.65 -1.68 3.67 (3.67) 3.67 (3.66) 3.67 (3.67) -7.61 (0.94) -7.53 (0.94) -9.14 (0.94)
MAS MAS piPT
1000 80 59 0.51 1.93 0.07 5.42 (5.42) 7.58 (7.58) 5.40 (5.40) 8.53 (0.96) 15.12 (0.96) 70.25 (0.96) 5.21 4.81 4.50 6.45 (6.42) 6.44 (6.42) 6.41 (6.39) -7.90 (0.94) -7.89 (0.94) -9.06 (0.94)
1000 80 117 -0.36 -0.13 -0.59 5.97 (5.97) 5.98 (5.98) 5.99 (5.98) -1.70 (0.94) -0.72 (0.94) -1.07 (0.95) -2.92 -3.41 -3.55 5.80 (5.79) 5.79 (5.78) 5.80 (5.78) 2.42 (0.95) 2.48 (0.95) 0.74 (0.95)
1000 80 160 1.77 1.80 1.54 5.56 (5.56) 5.57 (5.57) 5.56 (5.55) 5.40 (0.96) 5.25 (0.96) 5.47 (0.96) -2.84 -3.35 -3.43 6.02 (6.01) 6.01 (5.99) 5.98 (5.97) -1.51 (0.95) -1.32 (0.95) -2.55 (0.95)
1750 80 59 -1.92 -2.00 -1.93 3.12 (3.12) 3.11 (3.11) 3.12 (3.11) 7.66 (0.96) 8.79 (0.96) 8.92 (0.96) -0.26 -0.43 -0.81 3.38 (3.38) 3.38 (3.38) 3.40 (3.40) -0.11 (0.95) -0.24 (0.95) -2.18 (0.95)
1750 80 117 0.48 0.52 0.39 3.34 (3.34) 3.33 (3.33) 3.34 (3.34) 0.73 (0.96) 1.39 (0.96) 0.83 (0.96) 0.89 0.62 0.46 3.16 (3.16) 3.16 (3.16) 3.16 (3.16) 6.81 (0.96) 6.89 (0.96) 5.18 (0.96)
1750 80 160 0.95 3.43 0.95 3.03 (3.03) 10.12 (10.11) 3.03 (3.03) 10.82 (0.95) -36.22 (0.95) 101.22 (0.95) 1.13 0.84 0.74 2.90 (2.90) 2.90 (2.90) 2.90 (2.89) 16.43 (0.96) 16.48 (0.96) 14.73 (0.96)
MAS piPT MAS
1000 80 59 -0.47 -0.47 -0.89 5.54 (5.54) 5.54 (5.54) 5.56 (5.56) 4.15 (0.95) 4.13 (0.95) 3.84 (0.95) 1.11 0.63 0.56 6.06 (6.05) 6.04 (6.04) 6.04 (6.04) -2.26 (0.95) -2.09 (0.95) -3.65 (0.95)
1000 80 117 0.66 0.66 0.39 5.18 (5.18) 5.18 (5.18) 5.19 (5.19) 11.73 (0.96) 11.71 (0.96) 11.72 (0.96) 3.70 3.13 3.14 6.53 (6.51) 6.51 (6.50) 6.53 (6.52) -9.04 (0.94) -8.87 (0.93) -10.71 (0.93)
1000 80 160 -4.80 -4.81 -5.09 5.87 (5.84) 5.87 (5.84) 5.87 (5.84) -0.65 (0.95) -0.66 (0.95) -0.59 (0.95) -0.96 -1.61 -1.59 5.45 (5.45) 5.44 (5.44) 5.44 (5.44) 8.71 (0.95) 8.86 (0.95) 7.11 (0.95)
1750 80 59 -2.24 -2.24 -2.29 3.39 (3.38) 3.39 (3.38) 3.39 (3.38) -2.20 (0.95) -2.23 (0.95) -2.17 (0.95) -0.73 -0.97 -1.21 3.33 (3.33) 3.33 (3.33) 3.33 (3.33) 1.87 (0.95) 1.89 (0.95) 0.19 (0.95)
1750 80 117 2.16 2.16 2.12 3.06 (3.06) 3.06 (3.06) 3.06 (3.06) 8.88 (0.95) 8.86 (0.95) 8.85 (0.95) -1.50 -1.83 -1.90 3.41 (3.41) 3.41 (3.40) 3.39 (3.39) -0.80 (0.95) -0.66 (0.95) -1.87 (0.94)
1750 80 160 -2.29 -2.29 -2.28 3.11 (3.10) 3.11 (3.10) 3.11 (3.10) 7.23 (0.97) 7.22 (0.97) 7.14 (0.97) -1.59 -1.93 -1.95 3.28 (3.28) 3.28 (3.27) 3.28 (3.28) 3.15 (0.95) 3.24 (0.95) 1.45 (0.95)
MAS piPT piPT
1000 80 59 -2.00 -2.35 -2.31 5.48 (5.47) 5.57 (5.56) 5.47 (5.46) 6.03 (0.96) 6.76 (0.96) 8.59 (0.96) -1.95 -2.34 -2.67 5.54 (5.54) 5.54 (5.53) 5.53 (5.52) 6.95 (0.96) 6.97 (0.96) 5.36 (0.96)
1000 80 117 0.52 1.09 0.26 5.60 (5.60) 5.83 (5.82) 5.60 (5.60) 4.29 (0.96) 1.64 (0.96) 6.04 (0.96) 0.45 -0.05 -0.18 6.01 (6.01) 6.00 (6.00) 6.00 (6.00) -1.69 (0.94) -1.56 (0.94) -3.15 (0.94)
1000 80 160 -0.80 -0.73 -0.90 5.92 (5.92) 5.93 (5.93) 5.91 (5.91) -1.55 (0.94) -1.77 (0.94) -1.44 (0.95) 0.47 -0.07 -0.22 5.90 (5.90) 5.89 (5.89) 5.87 (5.87) 0.60 (0.95) 0.59 (0.96) -0.74 (0.95)
1750 80 59 0.06 0.31 -0.01 3.10 (3.10) 3.18 (3.18) 3.10 (3.10) 7.13 (0.96) 8.54 (0.96) 12.35 (0.96) 4.21 4.03 3.61 3.28 (3.26) 3.28 (3.26) 3.27 (3.25) 3.96 (0.96) 3.80 (0.96) 2.35 (0.96)
1750 80 117 -1.56 -0.13 -1.59 3.23 (3.22) 5.76 (5.76) 3.23 (3.23) 3.26 (0.96) -24.89 (0.96) 28.68 (0.96) 1.54 1.26 1.07 3.35 (3.34) 3.34 (3.34) 3.34 (3.34) 1.04 (0.95) 1.02 (0.95) -0.56 (0.94)
1750 80 160 0.93 1.00 0.82 2.99 (2.99) 2.98 (2.97) 2.99 (2.99) 11.08 (0.96) 11.95 (0.96) 11.46 (0.96) 0.03 -0.29 -0.41 3.02 (3.02) 3.02 (3.02) 3.01 (3.01) 11.98 (0.96) 11.94 (0.96) 10.35 (0.96)
piPT MAS MAS
1000 80 59 -2.38 -2.39 -2.71 8.39 (8.39) 8.39 (8.39) 8.40 (8.39) -0.38 (0.93) -0.39 (0.93) -0.47 (0.93) 1.99 1.49 1.40 8.60 (8.59) 8.58 (8.58) 8.63 (8.63) 4.84 (0.95) 4.94 (0.95) -4.00 (0.94)
1000 80 117 0.89 0.89 0.71 8.14 (8.14) 8.14 (8.14) 8.14 (8.14) 2.51 (0.96) 2.50 (0.96) 2.38 (0.95) 1.83 1.17 1.20 8.32 (8.32) 8.31 (8.31) 8.32 (8.32) 8.52 (0.96) 8.61 (0.96) -0.26 (0.95)
1000 80 160 -1.76 -1.76 -1.93 8.74 (8.73) 8.74 (8.73) 8.75 (8.74) -3.95 (0.95) -3.95 (0.95) -3.88 (0.95) 1.03 0.39 0.53 8.50 (8.50) 8.49 (8.49) 8.49 (8.49) 6.26 (0.96) 6.40 (0.96) -2.21 (0.95)
1750 80 59 1.08 1.08 1.08 4.72 (4.72) 4.72 (4.72) 4.73 (4.72) 0.83 (0.95) 0.81 (0.95) 0.84 (0.95) -2.07 -2.34 -2.58 4.68 (4.68) 4.67 (4.67) 4.68 (4.67) 10.18 (0.96) 10.33 (0.96) 1.63 (0.95)
1750 80 117 -0.29 -0.30 -0.30 5.01 (5.01) 5.01 (5.01) 5.01 (5.01) -4.92 (0.94) -4.93 (0.94) -5.06 (0.94) 0.76 0.45 0.41 5.02 (5.02) 5.01 (5.01) 5.03 (5.03) 2.76 (0.95) 2.86 (0.95) -5.85 (0.94)
1750 80 160 -0.90 -0.90 -0.96 4.30 (4.30) 4.30 (4.30) 4.30 (4.30) 11.25 (0.97) 11.24 (0.97) 11.18 (0.97) 0.75 0.38 0.46 4.98 (4.98) 4.97 (4.97) 4.97 (4.97) 3.39 (0.95) 3.44 (0.95) -4.96 (0.94)
piPT MAS piPT
1000 80 59 -1.93 -2.58 -2.17 8.86 (8.85) 9.26 (9.25) 8.87 (8.86) -5.23 (0.94) -9.10 (0.94) -4.58 (0.94) 2.80 2.38 2.27 8.75 (8.74) 8.74 (8.73) 8.75 (8.74) 3.59 (0.95) 3.71 (0.95) -4.95 (0.94)
1000 80 117 0.80 1.26 0.69 8.66 (8.66) 8.84 (8.84) 8.66 (8.66) -3.32 (0.94) -5.12 (0.94) -3.22 (0.94) -1.24 -1.76 -1.80 8.12 (8.12) 8.12 (8.11) 8.13 (8.13) 11.14 (0.96) 11.18 (0.96) 1.95 (0.96)
1000 80 160 -2.05 -2.07 -2.24 8.99 (8.99) 8.99 (8.98) 8.99 (8.99) -6.82 (0.95) -4.68 (0.95) -4.36 (0.94) 7.80 7.29 7.18 8.44 (8.37) 8.42 (8.35) 8.42 (8.36) 7.90 (0.95) 8.07 (0.95) -0.81 (0.94)
1750 80 59 -4.68 -4.28 -4.69 4.63 (4.61) 5.33 (5.31) 4.62 (4.60) 3.73 (0.95) 1.87 (0.95) 27.94 (0.95) 2.44 2.23 1.98 4.96 (4.96) 4.96 (4.95) 4.97 (4.96) 4.31 (0.95) 4.31 (0.95) -4.34 (0.94)
1750 80 117 0.64 1.43 0.59 4.53 (4.53) 4.99 (4.99) 4.53 (4.53) 5.19 (0.96) 14.85 (0.95) 28.27 (0.96) 0.25 0.01 -0.11 4.65 (4.65) 4.64 (4.64) 4.65 (4.65) 10.80 (0.96) 10.84 (0.96) 1.80 (0.96)
1750 80 160 0.08 0.09 0.04 4.47 (4.47) 4.47 (4.47) 4.47 (4.47) 5.73 (0.96) 5.68 (0.96) 5.74 (0.96) -1.10 -1.37 -1.48 4.84 (4.83) 4.83 (4.83) 4.83 (4.82) 6.12 (0.96) 6.14 (0.96) -2.15 (0.95)
piPT piPT MAS
1000 80 59 -3.52 -3.52 -3.78 8.22 (8.21) 8.22 (8.21) 8.22 (8.20) 0.49 (0.95) 0.47 (0.94) 0.82 (0.94) 6.16 5.69 5.53 8.01 (7.96) 8.00 (7.96) 7.99 (7.95) 13.56 (0.96) 13.57 (0.96) 4.22 (0.95)
1000 80 117 -2.26 -2.26 -2.50 7.97 (7.96) 7.97 (7.96) 7.96 (7.95) 4.17 (0.95) 4.16 (0.95) 4.46 (0.95) -2.29 -2.91 -2.89 8.68 (8.67) 8.67 (8.66) 8.64 (8.63) 3.69 (0.95) 3.82 (0.95) -4.08 (0.94)
1000 80 160 -0.33 -0.33 -0.60 7.74 (7.73) 7.73 (7.73) 7.73 (7.73) 7.07 (0.95) 7.06 (0.95) 7.08 (0.95) 1.67 1.00 1.09 8.69 (8.69) 8.68 (8.67) 8.69 (8.69) 3.96 (0.96) 4.07 (0.96) -4.42 (0.95)
1750 80 59 -2.33 -2.33 -2.42 4.70 (4.69) 4.70 (4.69) 4.70 (4.69) 0.90 (0.94) 0.88 (0.94) 0.98 (0.94) 2.42 2.18 2.04 5.13 (5.12) 5.13 (5.12) 5.11 (5.10) 0.84 (0.95) 0.79 (0.95) -7.21 (0.94)
1750 80 117 -2.52 -2.52 -2.53 4.63 (4.62) 4.63 (4.62) 4.63 (4.62) 2.55 (0.95) 2.54 (0.95) 2.50 (0.95) 0.43 0.11 0.02 4.87 (4.87) 4.87 (4.87) 4.88 (4.88) 5.91 (0.95) 5.92 (0.95) -2.93 (0.95)
1750 80 160 2.49 2.49 2.47 4.90 (4.89) 4.90 (4.89) 4.90 (4.89) -3.21 (0.95) -3.22 (0.95) -3.16 (0.95) 1.31 0.97 0.91 4.92 (4.92) 4.92 (4.92) 4.91 (4.91) 4.50 (0.95) 4.47 (0.95) -3.74 (0.95)
piPT piPT piPT
1000 80 59 -4.76 -5.13 -5.04 8.03 (8.00) 8.06 (8.02) 8.02 (7.99) 3.31 (0.95) 8.67 (0.95) 8.54 (0.95) -1.48 -1.89 -2.07 9.12 (9.12) 9.12 (9.11) 9.13 (9.13) -0.63 (0.94) -0.62 (0.94) -8.87 (0.94)
1000 80 117 2.49 2.44 2.27 8.60 (8.60) 8.60 (8.59) 8.60 (8.60) -3.80 (0.94) -2.94 (0.94) -2.94 (0.94) -3.47 -3.92 -3.88 9.20 (9.18) 9.19 (9.17) 9.19 (9.17) -2.08 (0.95) -1.94 (0.95) -9.86 (0.94)
1000 80 160 0.52 0.55 0.27 7.89 (7.89) 7.89 (7.89) 7.89 (7.89) 4.78 (0.95) 4.79 (0.95) 4.80 (0.95) -4.54 -5.04 -5.18 8.81 (8.78) 8.80 (8.77) 8.81 (8.77) 2.06 (0.95) 2.18 (0.95) -6.09 (0.94)
1750 80 59 -0.78 -1.31 -0.91 4.69 (4.69) 5.08 (5.07) 4.69 (4.69) 0.67 (0.95) -3.32 (0.95) 4.31 (0.95) -1.99 -2.18 -2.40 5.01 (5.01) 5.01 (5.00) 4.99 (4.99) 2.59 (0.95) 2.56 (0.95) -5.27 (0.94)
1750 80 117 -2.22 -2.29 -2.32 4.57 (4.57) 4.58 (4.57) 4.58 (4.57) 3.64 (0.95) 3.74 (0.95) 3.54 (0.95) 2.02 1.77 1.61 4.94 (4.93) 4.93 (4.93) 4.94 (4.94) 4.25 (0.96) 4.25 (0.96) -4.26 (0.94)
1750 80 160 0.39 0.37 0.34 4.46 (4.46) 4.46 (4.46) 4.46 (4.46) 5.59 (0.96) 5.66 (0.96) 5.47 (0.96) -1.35 -1.64 -1.74 4.97 (4.97) 4.97 (4.97) 4.97 (4.96) 3.53 (0.96) 3.56 (0.96) -4.71 (0.95)
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Pasando a los resultados con una fraccio´n muestral del 80 % en la segunda etapa del
marco A, (ver tabla 3.3) los valores de SR para los tres estimadores son inferiores al 0.6 %
y al 0.8 % bajo los escenarios 2 y 3 respectivamente. En general bajo los dos escenarios,
todas las combinaciones de disen˜os muestrales se comportan similar en cuanto a SR.
Analo´go a las fracciones del 40 % y 60 %, los menores valores de ECME y s2 con una
fraccio´n muestral del 80 % se presentan para la combinacio´n de disen˜os con MAS en la
primera etapa del marco A, y a medida que aumenta el taman˜o de muestra del marco
A disminuye el ECME. Al cotejar los tres estimadores, el estimador de Fuller-Burmeister
es el que presenta mayor cantidad de valores altos en todas las combinaciones muestrales
sobre el escenario 2, distinto al escenario 3 donde el estimador de Hartley es el que tiene
esta caracter´ıstica.
En la tabla 3.3 tambie´n se aprecia que en cuanto a SRV, bajo el escenario 2 en algunos
casos se alcanzan porcentajes superiores al 25 % (valores absolutos) mayoritariamente en
el estimador PMV caso contrario a los valores absolutos de SRV del escenario 3 en donde
ninguna de las combinaciones excede el 20 %. Una caracter´ıstica que se evidencia con esta
fraccio´n muestral, es que el estimador de Fuller-Burmeister tiene los menores valores de
SRV comparado con los otros dos estimadores bajo los dos escenarios. Algo tambie´n de
resaltar es que no se marca una clara diferencia en cuanto a SRV entre las combinaciones
de disen˜os muestrales.
En cuanto a los valores de PC, para el escenario 2 los valores oscilan entre el 94 % y
el 96 % a excepcio´n de tres casos donde se obtiene 93 % y 97 %; bajo el escenario 3 so´lo
hay un caso en donde se alcanza el 93 %. Comparando los estimadores se aprecia que los
estimadores de Hartley y Fuller-Burmeister se comportan similar, pero el Pseudo Ma´ximo
Veros´ımil presenta en varios casos valores de PC menores. Con esta fraccio´n muestral las
combinaciones de disen˜os muestrales tienen valores similares de PC.
Finalmente, trabajando con una fraccio´n muestral del 100 % (ver tabla 3.4) en la segun-
da etapa del marco A (conglomerados), se observa que, bajo los dos escenarios propuestos
el valor ma´ximo de SR en valor absoluto es de 0.5 % y que el estimador PMV en general
presenta los menores valores en cuanto a SR. Bajo el escenario 2 los valores de ECME
son un poco ma´s elevados para el estimador de Fuller-Burmeister que para los otros dos y
dichos valores son muy parecidos entre estimadores en el escenario 3.
En cuanto a SRV se presentan valores que alcanzan hasta el 40 % en valor abosulto
para el escenario 2; principalmente en los estimadores PMV y Fuller-Burmeister, pero bajo
el escenario 3 los SRV alcanzan un valor ma´ximo de 17 % . El estimador PMV presenta en
general menores valores de SRV que los otros dos estimadores, esta misma caracter´ıstica
se presenta para los valores de PC bajo los dos escenarios, en donde se alcanzan valores
entre el 94 % y el 97 %.
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Tabla 3.4. Sesgo relativo (SR x 10−3), error cuadra´tico medio emp´ırico (ECME x 108) con la respectiva varianza estimada en pare´ntesis (s2 x 108)
y Sesgo relativo de la varianza (SRV x 10−2) con la probabilidad de cobertura (PC) en pare´ntesis para los tres estimadores y los disen˜os
muestrales planteados bajo los escenarios 2 y 3 con fraccio´n muestral del 100 % (conglomerados) en la segunda etapa del marco A.
TAMAN˜OS DE ESCENARIO 2 ESCENARIO 3
MUESTRA SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC) SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC)
nIA nB H FB PML H FB PML H FB PML H FB PML H FB PML H FB PML
MAS MAS
1000 59 1.29 1.29 0.72 4.47 (4.47) 4.47 (4.47) 4.47 (4.47) 5.32 (0.95) 5.30 (0.95) 5.44 (0.95) 1.36 0.66 0.75 4.51 (4.51) 4.50 (4.50) 4.51 (4.51) 4.72 (0.96) 4.92 (0.96) 3.14 (0.96)
1000 117 0.16 0.16 -0.26 4.72 (4.72) 4.72 (4.72) 4.72 (4.72) -0.14 (0.96) -0.15 (0.96) -0.18 (0.96) 1.58 0.97 0.87 4.50 (4.50) 4.49 (4.48) 4.50 (4.50) 5.49 (0.96) 5.72 (0.96) 3.70 (0.95)
1000 160 0.67 0.67 0.38 4.68 (4.68) 4.68 (4.68) 4.67 (4.67) 0.99 (0.95) 0.98 (0.95) 1.16 (0.95) -4.52 -5.21 -5.11 4.92 (4.90) 4.92 (4.89) 4.92 (4.89) -3.53 (0.95) -3.39 (0.95) -4.87 (0.95)
1750 59 2.10 2.10 2.04 2.47 (2.47) 2.47 (2.47) 2.47 (2.47) 9.13 (0.96) 9.09 (0.96) 9.08 (0.96) -1.89 -2.24 -2.07 2.49 (2.48) 2.49 (2.48) 2.50 (2.50) 8.67 (0.96) 8.62 (0.96) 6.69 (0.96)
1750 117 -0.74 -0.74 -0.85 2.40 (2.40) 2.40 (2.40) 2.40 (2.40) 12.14 (0.96) 12.12 (0.96) 12.30 (0.96) -0.78 -1.13 -1.12 2.68 (2.68) 2.68 (2.68) 2.67 (2.67) 0.92 (0.96) 0.90 (0.96) -0.32 (0.96)
1750 160 0.36 0.36 0.28 2.58 (2.58) 2.58 (2.58) 2.58 (2.58) 4.68 (0.96) 4.67 (0.96) 4.53 (0.95) -1.31 -1.81 -1.54 2.66 (2.66) 2.66 (2.65) 2.65 (2.65) 1.72 (0.95) 1.88 (0.95) 0.67 (0.95)
MAS piPT
1000 59 0.45 3.28 0.01 4.66 (4.66) 11.64 (11.63) 4.65 (4.65) 1.43 (0.95) -39.62 (0.95) 55.00 (0.95) -1.43 -1.88 -2.61 4.71 (4.70) 4.71 (4.70) 4.70 (4.69) 0.76 (0.95) 0.74 (0.95) -0.19 (0.95)
1000 117 -2.47 -4.13 -2.86 4.75 (4.75) 8.07 (8.05) 4.76 (4.75) -0.53 (0.94) -40.17 (0.94) 8.60 (0.94) 1.05 0.45 0.31 4.40 (4.39) 4.39 (4.39) 4.40 (4.40) 7.99 (0.97) 8.13 (0.96) 6.42 (0.96)
1000 160 0.79 0.80 0.44 4.44 (4.44) 4.43 (4.43) 4.44 (4.44) 6.50 (0.96) 6.86 (0.96) 6.82 (0.96) 0.19 -0.42 -0.58 4.31 (4.31) 4.31 (4.31) 4.29 (4.29) 10.18 (0.96) 10.14 (0.95) 9.20 (0.96)
1750 59 0.69 0.93 0.52 2.43 (2.43) 2.49 (2.49) 2.43 (2.43) 10.96 (0.97) 8.22 (0.96) 10.99 (0.96) 1.48 1.26 0.98 2.64 (2.64) 2.64 (2.64) 2.64 (2.64) 2.71 (0.95) 2.72 (0.95) 1.43 (0.95)
1750 117 -1.41 -1.50 -1.54 2.43 (2.43) 2.44 (2.44) 2.43 (2.43) 11.06 (0.96) 11.37 (0.96) 11.82 (0.96) 1.89 1.60 1.36 2.31 (2.31) 2.31 (2.31) 2.31 (2.31) 17.44 (0.96) 17.42 (0.96) 16.05 (0.96)
1750 160 3.72 3.71 3.64 2.46 (2.45) 2.46 (2.45) 2.46 (2.44) 10.16 (0.97) 9.95 (0.97) 10.45 (0.96) -1.19 -1.52 -1.75 2.53 (2.53) 2.53 (2.53) 2.54 (2.53) 7.18 (0.96) 7.15 (0.96) 5.80 (0.95)
piPT MAS
1000 59 -0.58 -0.58 -1.05 6.08 (6.08) 6.08 (6.08) 6.06 (6.06) 12.06 (0.96) 12.05 (0.96) 12.60 (0.96) 0.89 0.40 0.14 7.40 (7.40) 7.38 (7.38) 7.37 (7.37) -0.23 (0.95) -0.13 (0.95) -9.13 (0.94)
1000 117 -1.07 -1.06 -1.30 6.68 (6.68) 6.68 (6.68) 6.67 (6.67) 1.56 (0.95) 1.55 (0.95) 1.73 (0.95) -0.28 -1.11 -0.84 7.06 (7.06) 7.05 (7.05) 7.05 (7.05) 3.94 (0.95) 4.10 (0.95) -4.93 (0.94)
1000 160 -1.55 -1.55 -1.86 6.02 (6.01) 6.02 (6.01) 6.02 (6.02) 13.14 (0.96) 13.14 (0.96) 13.18 (0.96) 1.43 0.65 0.74 6.94 (6.94) 6.93 (6.93) 6.91 (6.91) 7.14 (0.96) 7.23 (0.96) -1.45 (0.95)
1750 59 0.61 0.61 0.47 3.71 (3.71) 3.71 (3.71) 3.71 (3.70) 5.10 (0.95) 5.07 (0.95) 5.19 (0.95) 0.79 0.39 0.52 4.12 (4.12) 4.12 (4.12) 4.12 (4.12) 1.94 (0.95) 1.98 (0.95) -6.86 (0.94)
1750 117 0.46 0.46 0.39 3.86 (3.86) 3.86 (3.86) 3.86 (3.86) 0.83 (0.94) 0.82 (0.94) 0.93 (0.94) -2.23 -2.60 -2.65 4.08 (4.07) 4.08 (4.07) 4.07 (4.06) 3.64 (0.96) 3.66 (0.96) -4.72 (0.95)
1750 160 -0.37 -0.37 -0.42 3.70 (3.70) 3.70 (3.70) 3.70 (3.70) 5.07 (0.95) 5.06 (0.95) 5.20 (0.95) 3.34 2.96 2.97 4.03 (4.02) 4.03 (4.02) 4.03 (4.02) 5.26 (0.96) 5.26 (0.96) -3.58 (0.95)
piPT piPT
1000 59 -1.42 -1.69 -1.80 6.92 (6.92) 6.92 (6.92) 6.89 (6.89) -1.63 (0.96) -1.02 (0.96) -0.68 (0.96) 1.46 0.98 0.54 7.01 (7.01) 6.99 (6.99) 6.99 (6.99) 5.00 (0.95) 5.14 (0.95) -3.74 (0.94)
1000 117 -1.01 1.72 -1.32 6.65 (6.65) 12.77 (12.77) 6.65 (6.65) 2.18 (0.95) -39.27 (0.95) 27.89 (0.95) 0.83 0.25 0.02 7.32 (7.32) 7.31 (7.31) 7.28 (7.28) 0.84 (0.94) 0.91 (0.94) -6.88 (0.94)
1000 160 0.68 0.73 0.42 6.86 (6.86) 6.85 (6.85) 6.86 (6.86) -0.83 (0.94) -0.73 (0.94) -0.75 (0.95) -1.93 -2.57 -2.66 7.20 (7.20) 7.20 (7.19) 7.19 (7.18) 2.24 (0.95) 2.32 (0.95) -6.09 (0.94)
1750 59 3.08 3.08 3.01 3.25 (3.24) 3.25 (3.24) 3.24 (3.23) 20.06 (0.97) 19.90 (0.97) 20.14 (0.97) -2.39 -2.61 -2.77 3.66 (3.66) 3.66 (3.65) 3.67 (3.66) 15.78 (0.97) 15.80 (0.97) 6.13 (0.96)
1750 117 -2.82 -2.85 -2.95 3.65 (3.64) 3.64 (3.64) 3.65 (3.64) 6.83 (0.96) 6.90 (0.96) 6.75 (0.96) 0.52 0.20 -0.21 3.89 (3.89) 3.89 (3.89) 3.90 (3.90) 8.48 (0.96) 8.47 (0.96) -0.64 (0.95)
1750 160 0.18 0.10 0.03 3.91 (3.91) 3.91 (3.91) 3.92 (3.92) -0.72 (0.94) 12.04 (0.94) 9.46 (0.94) 2.35 2.03 1.82 4.13 (4.12) 4.13 (4.12) 4.11 (4.11) 2.50 (0.95) 2.48 (0.95) -5.60 (0.95)
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3.2. Caso aplicado
En la tabla 3.5 se presentan los resultados para el caso pra´ctico, en donde se utiliza
una fraccio´n muestral para la segunda etapa del marco A del 100 %, dicha fraccio´n es la
que se utiliza actualmente en la ENA.
Bajo el escenario 2 tenemos que los valores de SR para los tres estimadores son inferiores
al 1 % . Bajo el escenario 3 en dos combinaciones en las cuales se extrajo la muestra
mediante piPT para el marco B se supero´ el 1 %. Los SR ma´s cercanos a cero bajo el
escenario 2, se presentan para los disen˜os muestrales con MAS en el marco A; esto tambie´n
sucede para el escenario 3.
Al observar los valores de ECME y s2 los tres estimadores tienen valores muy cercanos,
sin embargo, estos valores son menores para el escenario 3 que para el escenario 2; al igual
que para el SR, los valores de ECME y s2 son menores bajo los dos escenarios para los
disen˜os muestrales MAS en el marco A.
A diferencia de los datos obtenidos mediante el modelo, los valores de PC oscilan entre
el 92 % y el 96 % para el escenario 2, y entre el 91 % y el 96 % para el escenario 3 con valores
ma´s cercanos al 95 % bajo el escenario 2. Al comparar los tres estimadores en cuanto a
PC no se aprecia una diferencia importante en sus valores, pero s´ı es llamativo que en la
combinacio´n de disen˜os muestrales piPT − piPT bajo el escenario 3, la mayor´ıa de valores
de PC son menores o iguales al 94 %.
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Tabla 3.5. Sesgo relativo (SR x 10−3), error cuadra´tico medio emp´ırico(ECME x 108) con la respectiva varianza estimada en pare´ntesis (s2 x 108) y Sesgo
relativo de la varianza (SRV x 10−2) con la probabilidad de cobertura (PC) en pare´ntesis para los tres estimadores y los disen˜os muestrales
planteados bajo los escenarios 2 y 3 con fraccio´n muestral del 100 % (conglomerados) en la segunda etapa del marco A.
TAMAN˜OS DE ESCENARIO 2 ESCENARIO 3
MUESTRA SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC) SR x 10−3 ECME x 108(s2 x 108) SRV x 10−2(PC)
nIA nB H FBPML H FB PML H FB PML H FB PML H FB PML H FB PML
MAS MAS
1000 59 -3.9 -3.9 -4.2 1.52 (1.51) 1.52 (1.51) 1.52 (1.51) -0.35 (0.94) -0.35 (0.94) -0.18 (0.95) -0.3 -0.2 -0.4 1.45 (1.44) 1.45 (1.44) 1.45 (1.44) 5.89 (0.94) 5.88 (0.94) 4.98 (0.94)
1000 117 -1.0 -1.0 -1.1 1.52 (1.51) 1.52 (1.51) 1.52 (1.51) -0.06 (0.93) -0.06 (0.93) 0.15 (0.94) -5.1 -5.0 -5.0 1.51 (1.50) 1.51 (1.50) 1.51 (1.50) 1.13 (0.93) 1.11 (0.93) 0.57 (0.93)
1000 160 -3.9 -3.9 -4.0 1.44 (1.43) 1.44 (1.43) 1.44 (1.43) 4.47 (0.94) 4.48 (0.94) 4.34 (0.94) 5.3 5.4 5.4 1.57 (1.56) 1.57 (1.56) 1.57 (1.56) -0.90 (0.94) -0.87 (0.94) -1.48 (0.93)
1750 59 0.6 0.6 0.7 0.77 (0.76) 0.77 (0.76) 0.77 (0.76) 12.92 (0.95) 12.93 (0.95) 12.88 (0.95) -2.3 -2.2 -2.4 0.83 (0.82) 0.83 (0.82) 0.84 (0.83) 4.31 (0.94) 4.29 (0.94) 3.82 (0.94)
1750 117 4.3 4.3 4.5 0.83 (0.82) 0.83 (0.82) 0.83 (0.82) 5.67 (0.95) 5.67 (0.95) 5.61 (0.95) 1.4 1.5 1.4 0.79 (0.78) 0.80 (0.79) 0.80 (0.79) 10.62 (0.96) 10.56 (0.96) 9.85 (0.96)
1750 160 -4.0 -4.0 -3.9 0.85 (0.84) 0.85 (0.84) 0.85 (0.84) 1.60 (0.94) 1.60 (0.94) 1.61 (0.94) 2.6 2.7 2.7 0.89 (0.88) 0.89 (0.88) 0.89 (0.88) -1.22 (0.94) -1.23 (0.94) -1.66 (0.94)
MAS piPT
1000 59 0.8 0.8 0.5 1.41 (1.40) 1.41 (1.40) 1.41 (1.40) 8.79 (0.95) 8.80 (0.95) 9.05 (0.95) 12.6 12.7 12.3 1.55 (1.54) 1.55 (1.54) 1.55 (1.54) 1.73 (0.96) 1.76 (0.96) 1.11 (0.96)
1000 117 -1.5 -1.5 -1.6 1.52 (1.51) 1.52 (1.51) 1.52 (1.51) -0.15 (0.93) -0.15 (0.93) -0.12 (0.93) 4.0 4.1 4.0 1.48 (1.47) 1.49 (1.48) 1.48 (1.47) 3.38 (0.95) 3.32 (0.95) 3.01 (0.95)
1000 160 0.0 0.0 -0.2 1.40 (1.39) 1.40 (1.39) 1.40 (1.39) 8.45 (0.95) 8.45 (0.95) 8.39 (0.95) 2.0 2.1 2.0 1.39 (1.38) 1.39 (1.38) 1.38 (1.37) 11.30 (0.96) 11.32 (0.96) 10.81 (0.96)
1750 59 -2.6 -2.6 -2.5 0.86 (0.85) 0.86 (0.85) 0.86 (0.85) 0.58 (0.94) 0.58 (0.94) 0.51 (0.94) -2.7 -2.6 -2.7 0.82 (0.81) 0.82 (0.81) 0.82 (0.81) 6.16 (0.95) 6.15 (0.95) 5.42 (0.95)
1750 117 -1.2 -1.2 -1.2 0.85 (0.84) 0.85 (0.84) 0.85 (0.84) 1.76 (0.95) 1.76 (0.95) 1.78 (0.95) 0.4 0.5 0.3 0.81 (0.80) 0.81 (0.80) 0.81 (0.80) 7.55 (0.94) 7.56 (0.94) 7.13 (0.95)
1750 160 0.4 0.4 0.5 0.80 (0.79) 0.80 (0.79) 0.80 (0.79) 8.95 (0.95) 8.95 (0.95) 8.85 (0.95) 0.3 0.3 0.2 0.83 (0.82) 0.83 (0.82) 0.83 (0.82) 5.57 (0.95) 5.56 (0.95) 4.82 (0.95)
piPT MAS
1000 59 5.6 5.6 5.4 2.26 (2.25) 2.26 (2.25) 2.26 (2.25) -2.49 (0.94) -2.48 (0.94) -2.10 (0.93) 3.9 4.0 3.8 2.10 (2.09) 2.10 (2.09) 2.10 (2.09) 7.90 (0.94) 7.97 (0.94) 4.55 (0.94)
1000 117 -1.4 -1.4 -1.5 2.15 (2.14) 2.15 (2.14) 2.15 (2.14) 2.40 (0.94) 2.40 (0.94) 2.62 (0.94) -2.5 -2.4 -2.5 2.28 (2.27) 2.28 (2.27) 2.28 (2.27) -0.36 (0.93) -0.33 (0.93) -3.53 (0.93)
1000 160 -0.3 -0.3 -0.3 2.27 (2.26) 2.27 (2.26) 2.27 (2.26) -2.84 (0.93) -2.84 (0.93) -2.59 (0.93) 5.1 5.2 5.0 2.32 (2.31) 2.33 (2.32) 2.32 (2.31) -1.42 (0.93) -1.46 (0.93) -4.25 (0.93)
1750 59 2.7 2.7 2.9 1.12 (1.11) 1.12 (1.11) 1.12 (1.11) 13.09 (0.95) 13.09 (0.95) 13.27 (0.95) -0.8 -0.7 -0.9 1.32 (1.31) 1.32 (1.31) 1.32 (1.31) -0.86 (0.93) -0.88 (0.93) -3.76 (0.93)
1750 117 4.2 4.2 4.4 1.17 (1.16) 1.17 (1.16) 1.17 (1.16) 9.37 (0.96) 9.37 (0.96) 9.45 (0.96) 1.5 1.6 1.5 1.23 (1.22) 1.24 (1.23) 1.23 (1.22) 5.41 (0.95) 5.39 (0.95) 2.22 (0.94)
1750 160 1.0 1.0 1.2 1.22 (1.21) 1.22 (1.21) 1.22 (1.21) 5.71 (0.94) 5.71 (0.94) 5.60 (0.94) 3.3 3.3 3.3 1.23 (1.22) 1.23 (1.22) 1.23 (1.22) 5.63 (0.94) 5.61 (0.94) 2.53 (0.94)
piPT piPT
1000 59 5.5 5.5 5.3 2.38 (2.37) 2.38 (2.37) 2.38 (2.37) -4.24 (0.92) -4.24 (0.92) -4.31 (0.92) -4.8 -4.7 -4.9 2.21 (2.20) 2.21 (2.20) 2.21 (2.20) 2.17 (0.91) 2.16 (0.91) -1.02 (0.91)
1000 117 -0.9 -0.9 -0.9 2.34 (2.33) 2.34 (2.33) 2.34 (2.33) -5.05 (0.93) -5.05 (0.93) -4.81 (0.93) -2.6 -2.4 -2.6 2.21 (2.20) 2.22 (2.21) 2.21 (2.20) 2.33 (0.93) 2.29 (0.93) -0.68 (0.93)
1000 160 0.4 0.4 0.3 2.07 (2.06) 2.07 (2.06) 2.06 (2.05) 7.94 (0.95) 7.95 (0.95) 8.32 (0.94) 10.2 10.3 10.2 2.18 (2.17) 2.18 (2.17) 2.18 (2.17) 8.29 (0.95) 8.27 (0.95) 4.50 (0.94)
1750 59 4.9 4.9 5.0 1.17 (1.16) 1.17 (1.16) 1.17 (1.16) 9.81 (0.95) 9.82 (0.95) 9.90 (0.95) 1.9 2.0 1.8 1.23 (1.22) 1.23 (1.22) 1.23 (1.22) 6.17 (0.94) 6.13 (0.94) 2.98 (0.94)
1750 117 3.4 3.4 3.5 1.16 (1.15) 1.16 (1.15) 1.16 (1.15) 9.70 (0.95) 9.70 (0.95) 9.65 (0.95) 6.5 6.6 6.3 1.38 (1.37) 1.38 (1.37) 1.38 (1.37) -3.76 (0.92) -3.75 (0.92) -6.45 (0.92)
1750 160 3.5 3.5 3.6 1.25 (1.24) 1.25 (1.24) 1.25 (1.24) 1.40 (0.95) 1.40 (0.95) 1.17 (0.95) -0.3 -0.3 -0.5 1.28 (1.27) 1.28 (1.27) 1.28 (1.27) 2.62 (0.93) 2.61 (0.93) -0.52 (0.93)
Conclusiones
• Los marcos mu´ltiples y particularmente lo tratado en este trabajo que fueron los
marcos duales son u´tiles en diversas a´reas del conocimiento, en las cuales al querer
realizar una encuesta por medio de muestreo probab´ılistico en muchos casos no se
cuenta con un marco muestral que de cobertura completa a la poblacio´n objetivo,
pero puede ser posible conseguir otras fuentes de informacio´n que resulten en un
nuevo marco que unido al inicial completen la cobertura, dando en consecuencia un
conjunto de unidades o grupos de unidades que este´n presentes en ambos marcos
(traslape) y cuya estimacio´n para una variable determinada es el principal intere´s y
tema de investigacio´n en la metodolog´ıa de marcos duales. En el caso de las encuestas
del sector agropecuario del pa´ıs, particularmente la Encuesta Nacional Agropecuaria
- ENA y las encuestas focalizadas para algunos productos, dan la posibilidad de
contar con marcos de lista, marcos de a´reas y diversos registros administrativos para
aplicar la metodolog´ıa de marcos duales y estimar diversos indicadores asociados
a productos de gran importancia como es el caso de las hortalizas, las cuales una
participacio´n importante en el Producto Interno Bruto (PIB) agropecuario y para
la determacio´n del ı´ndice de precios al consumidor (IPC) de los mismos.
• Al evaluar los estimadores de Hartley, Fuller-Burmeister y Pseudo Ma´ximo Veros´ımil
(Skinner-Rao) por medio del sesgo relativo (SR) se encontro´ que, para las fracciones
muestrales en la segunda etapa del marco A de 40 %, 60 %, 80 % y 100 % (conglomera-
dos) dichos valores son inferiores al 1 %, corroborando emp´ıricamente el insesgamien-
to de los estimadores de Hartley y Fuller-Burmeister, y el insesgamiento asinto´tico
para el estimador de Pseudo Ma´xima Veros´ımilitud, una propiedad que se observa
en los resultados obtenidos con los datos obtenidos mediante el modelo, es que a me-
dida que se aumenta dicha fraccio´n muestral van disminuyendo los SR, no obstante
el aumento en el taman˜o de muestra a seleccionar del marco B no produce el mismo
efecto. A modo de comparacio´n entre las combinaciones de disen˜os muestrales para
los marcos duales presentados, destaca la combinacio´n MAS −MAS −MAS con
menores valores de sesgo relativo, en este aspecto no se divisan marcadas diferencias
en los valores de los sesgos relativos al cotejar los dos escenarios.
• En cuanto a eficiencia se refiere, validada por medio del error cuadra´tico medio
emp´ırico (ECME) y varianza estimada (s2) los tres estimadores tienen diferentes
comportamientos dependiendo de la fraccio´n muestral de la segunda etapa del marco
A que se utilizo´; con las fracciones del 40 % y 60 % al contrastar los escenarios 2 y
3 los ECME tienen valores similares para los 3 estimadores y tambie´n dependiendo
de la combinacio´n de disen˜os muestrales. Al aumentarse las fracciones muestrales al
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80 % y 100 % se tienen menores valores de ECME y s2. Los estimadores de Fuller-
Burmeister y Hartley tienen valores muy parecidos en cuanto a ECME y s2 en la
gran mayor´ıa de los casos y el estimador Pseudo Ma´xima Veros´ımil en un nu´mero
importante de casos presenta cantidades de ECME por debajo de los otros dos, pero
en el ana´lisis conjunto de todos los resultados no se podr´ıa establecer un ”ganador.en
este sentido. Al realizar un ana´lisis interno dentro de cada fraccio´n muestral, el error
cuadra´tico medio y la varianza estimada disminuyen cuando se aumenta el taman˜o
de muestra de la primera etapa del marco A, pero al igual que para el sesgo relativo
no se encuentra esta relacio´n con el taman˜o de muestra para el marco B. Tambie´n
se aprecia que bajo la combinacio´n de disen˜os muestrales con MAS en la primera
etapa del marco A estos valores son ma´s bajos que para los que tienen piPT en esta
etapa.
• Los puntos ma´s importantes e innovadores que se presentaron en esta tesis son
el ca´lculo del sesgo relativo de la varianza estimada (SRV) y la probabilidad de
cobertura (PC), propiedades que permiten complementar la bibliograf´ıa disponible
en la actualidad sobre los tres estimadores presentados. Al aumentar la fraccio´n
muestral de la primera etapa del marco A va disminuyendo el SRV, espec´ıficamente
se puede observar una disminucio´n significativa al aumentar la fraccio´n del 60 %
al 80 %. Otra caracter´ıstica que se debe resaltar, es que a pesar de que en general
los valores de SRV esta´n por debajo del 15 %, para algunas combinaciones existen
valores de ma´s del 50 % lo que representar´ıa una subestimacio´n o sobreestimacio´n
importante en la varianza. Al cotejar los tres estimadores, el estimador de Fuller-
Burmeister y Pseudo Ma´ximo Veros´ımil tienen valores menores que el de Hartley,
este hecho no implica que tengan los valores ma´s cercanos a cero porque para algunos
valores hay una subestimacio´n importante de la varianza. A diferencia de los valores
de SR y ECME los valores de SRV no tienen una relacio´n directa con el taman˜o
muestral de la primera etapa del marco A, esto tampoco sucede al comparar los dos
escenarios y las combinaciones de disen˜os muestrales. Estas caracter´ısticas para los
valores de SRV tambie´n se presentan para los valores de PC, donde se destaca que
el estimador Pseudo Ma´ximo Veros´ımil tiene valores generalmente menores o iguales
(subcobertura) a Fuller-Burmeister y Hartley, no obstante los tres estimadores tienen
valores de PC que en todos los casos no son del 95 % variando entre el 93 % y el
97 %, aspecto importante a tener en cuenta al realizar inferencia sobre los totales
estimados bajo la metodolog´ıa de marcos duales.
• Al revisar los resultados basados en los datos tomados directamente de las mediciones
de la ENA, los menores valores en cuanto a SR bajo los dos escenarios se encuentran
para la combinacio´n de disen˜os muestrales MAS −MAS esta cualidad tambie´n se
presenta para los valores de ECME y s2, pero no para los valores de SRV en donde
no se destaca claramente alguna combinacio´n de disen˜os muestrales con valores ma´s
pequen˜os. A nivel de los estimadores, no se destaca alguno mejores caracter´ısticas en
cuanto a ECME y s2, pero en cuanto a SRV el estimador Pseudo Ma´ximo Veros´ımil
presenta generalmente los menores valores. Al igual que para los resultados de los
datos provenientes del modelo los valores de PC para todos los casos no alcanzan el
95 %, inclusive llegando en uno de los casos hasta el 92 % lo cual se presenta como
una dificultad a la hora de plantear pruebas de hipo´tesis, sacar conclusiones con los
totales estimados y contrastes que se pretendan evaluar. Finalmente, al comparar la
facilidad en la que se llega a los resultados es evidente que el estimador de Skinner y
Rao disminuye la cantidad de ca´lculos al no tener que estimar las covarianzas entre
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totales de dominios, pero el desarrollo del programa computacional es un poco ma´s
complicado.
• A modo de s´ıntesis de los principales resultados encontrados en este documento,
y de acuerdo a las caracter´ısticas encontradas bajo los escenarios, combinacio´n de
disen˜os muestrales, respectivos taman˜os de muestra a extraer de cada marco y las
medidas evaluadas de los estimadores; se recomienda usar para la implemetacio´n
de marcos duales en la ENA el estimador de Skinner-Rao, ya que permite tener
consistencia en las estimaciones de los subgrupos, adema´s su ca´lculo no involucra
las covarianzas entre dominios lo que limita los resultados a la variable que se este
utilizando, con la desventaja adicional que se presentar´ıa al tener 3 o ma´s marcos, en
cuanto a la combinacio´n de disen˜os muestrales se recomienda el uso de MAS tanto
para la primera etapa del marco A como para la muestra a extraer del marco B, y
para la segunda etapa del marco se puede trabajar con MAS y piPT , finalmente los
taman˜os de muestra dependera´n de la precisio´n que se requiera para las estimaciones
y el escenario de trabajo dependera´ del conocimiento de los taman˜os de los dominios.
Trabajo futuro
Como continuacio´n de este trabajo ma´s adelante se presentan algunas ideas derivadas
de la investigacio´n realizada para el cumplimiento de los objetivos del mismo, por ejemplo
el valor de p para el estimador de Hartley que podr´ıa interpretarse como la ponderacio´n
para la estimacio´n que aporta cada marco, en la pra´ctica no es tal en muchos de los casos,
puesto que p no siempre se encuentra entre 0 y 1, por esta razo´n una opcio´n puede ser la
de replantear el ca´lculo de p colocando restricciones de tal forma que su valor caiga dentro
del intervalo mencionado.
A pesar de que las estrategias muestrales evaluadas en este documento tiene un grado
de dificultad importante comparado con las planteadas en otros trabajos, en la pra´ctica la
estimacio´n de la varianza para algunos disen˜os muestrales y para para´metros diferentes a
totales puede ser complicada en el caso de marcos duales, los me´todos de estimacio´n van
desde me´todos esta´ndar para muestreos estratificados, hasta te´cnicas de linealizacio´n de
Taylor, me´todos de remuestreo como Jackknife y Bootstrap y otras propuestas como en
Demnati et al. (2007) y Demnati & Rao (2004).
Otro de los posibles trabajos a futuro que se podr´ıan plantear tienen que ver con la
continuacio´n de los programas de computo para los estimadores propuestos, ya que en esta
tesis se trabajo para el caso de dos marcos y en algunas investigaciones se puede requerir
de 3 o ma´s marcos para dar cobertura completa a la poblacio´n, esto implicar´ıa un aumento
en la cantidad de ca´lculos a efectuar debido a las covarianzas entre los nuevos dominios
que se generan y ser´ıa un gran aporte una generalizacio´n de las rutinas planteadas para
el caso de 2 o ma´s marcos muestrales involucrados. Adema´s de incorporar ma´s de dos
marcos en las rutinas, tambie´n se pueden complementar con las propuestas que involucran
informacio´n auxiliar, ya no para el disen˜o muestral sino en los estimadores.
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APE´NDICE
Programa en R
########################## CARGA DE LIBRERIAS ###############################
library(sampling)
library(survey)
library(TeachingSampling)
############################ FUNCIONES ######################################
#Crea una poblacio´n artificial de tama~no N basado en datos de una muestra
#de tama~no n, el campo "name" indica que nombre se quiere colocar a la variable
artipop<-function(N,y,name)
{
y<-as.vector(unlist(y))
n<-length(y)
nv<-log(N/n)/(log(2))
nvr<-floor(nv+1)
for(k in 1:nvr){
y<-append(y,y, after=n)}
var<-data.frame(y[1:N])
names(var)<-c(name)
return(var)
}
#Extrae muestras aleatorias simples para dise~nos estratificados o cluster
#"x" dataframe con el marco, "st" variable de estratificacio´n o cluster
#"f" fraccio´n muestral dentro de cada estrato o cluster
Stsrswor=function(x,st,f,method,aux)
{
N <- apply(data.frame(x[st]), 2, table)
n <- round(f*N)
a=matrix(0,nrow=sum(n),ncol=1)
b=matrix(0,nrow=sum(n),ncol=1)
pik=matrix(0,nrow=sum(n),ncol=1)
ns=matrix(0,nrow=sum(n),ncol=1)
Ns=matrix(0,nrow=sum(n),ncol=1)
cum=cumsum(n)
cum2=cumsum(N)
iden=c(1:sum(N))
H <- length(n)
if(method=="srswor"){
for(k in 1:length(n)){
if(k==1)
{
if(n[k]<1){n[k]<-1}
a[1:n[k]]<-as.matrix(sample(iden[1:N[k]],n[k]))
pik[1:n[k]]<- n[k]/N[k]
Ns[1:n[k]]<- N[k]
ns[1:n[k]]<- n[k]
}
if(k>1)
{
if(n[k]<1){n[k]<-1}
a[(cum[k-1]+1):(cum[k])]<-as.matrix(sample(iden[(cum2[k-1]+1):(cum2[k])],n[k]))
pik[(cum[k-1]+1):(cum[k])] <- n[k]/N[k]
Ns[(cum[k-1]+1):(cum[k])] <- N[k]
ns[(cum[k-1]+1):(cum[k])] <- n[k]
}
}
sample <- x[a,]
sam <- data.frame(sample,pik,Ns,ns)
return(sam)
}
if(method=="pips"){
sizes <-x[,aux]
s <- S.piPS(n[1],sizes[1:N[1]])
stratstart <- 1 + N[1]
if (H > 1)
for (h in 2:H) {
35
PROGRAMA EN R 36
stratend <- stratstart + N[h] - 1
tmp <- S.piPS(n[h],sizes[stratstart:stratend])
tmp2 <- tmp[,1]+ stratstart - 1
tmp3 <- cbind(tmp2,tmp[,2])
s <- rbind(s, tmp3)
stratstart <- stratend + 1
}
s2=x[s[,1],]
s2=data.frame(s2,pik=s[,2])
return(s2)
}
}
lstage=function (x,st,f,method,aux)
{
Nh <- apply(data.frame(x[st]), 2, table)
n <- round(f*Nh)
nm1 <- which(n<1)
n[nm1] <- 1
H <- length(n)
if(method=="pips"){
sizes <-x[,aux]
s <- S.piPS(n[1],sizes[1:Nh[1]])
stratstart <- 1 + Nh[1]
if (H > 1)
for (h in 2:H) {
stratend <- stratstart + Nh[h] - 1
tmp <- S.piPS(n[h],sizes[stratstart:stratend])
tmp2 <- tmp[,1]+ stratstart - 1
tmp3 <- cbind(tmp2,tmp[,2])
s <- rbind(s, tmp3)
stratstart <- stratend + 1
}
s2=x[s[,1],]
s2=data.frame(s2,pik=s[,2])
return(s2)
}
}
#Extrae muestras en dos etapas bajo los dise~nos PIPT y MAS
twostage<-function(frame,st1,nI,f,design,PIK=NULL,auxI,auxII)
{
m1=design[1]
m2=design[2]
if(m1=="srswor"){
mI=cluster(frame,st1, nI, method=m1,pik=PIK,description=FALSE)
sI=getdata(frame,mI)
}
if(m1=="pips"){
ag=aggregate(marcoA[,auxI],list(marcoA[,st1]),max)
ag2=ag[,1]
res=S.piPS(nI,ag[,2])
sel=ag2[res[,1]]
sel2=data.frame(sel,res[,2])
names(sel2)<-c(st1,"Prob")
sI=merge(frame,sel2)
}
sII=Stsrswor(sI,st1,f,method=m2,auxII)
sII=data.frame(sII,pik2st=sII$Prob*sII$pik)
return(sII)
}
#Calcula la varianza estimada del estimador HT (pi-estimador) para 2 dominios
VarPi_est <- function(deltakl,Pikl,Pik,yk,dom,d1,d2)
{
d <- cbind(1,2)
label<- cbind(d1,d2)
if (dom[1]==d2) {
d <- cbind(2,1)
label<- cbind(d2,d1)
}
clas <- levels(as.factor(dom))
ndom <- length(clas)
zd <- Domains(dom)
yzd <- yk*zd
VARPI <- matrix(0,nrow=ndom,ncol=1)
Vi <- matrix(0,nrow=ndom,ncol=1)
ti <- matrix(0,nrow=ndom,ncol=1)
TPI <- matrix(0,nrow=ndom,ncol=1)
CVE <- matrix(0,nrow=ndom,ncol=1)
for (h in 1:ndom){
for (k in 1:length(Pik)){
ti[h] <- yzd[k,h]/Pik[k]
TPI[h] <- ti[h]+ TPI[h]
for (l in 1:length(Pik)){
Vi[h] <- -0.5*((deltakl[k,l])/Pikl[k,l])*((yzd[k,h]/Pik[k])-(yzd[l,h]/Pik[l]))^2
VARPI[h] <- Vi[h] + VARPI[h]
}
}
CVE <- 100*sqrt(VARPI)/TPI
stats <- cbind(TPI,VARPI,CVE)
rownames(stats) <- paste("Dom",label,sep=" ")
colnames(stats) <- c("Total", "Variance", "cve")
}
if (d == c(2,1)) {
stats <- stats[d,]
}
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return(stats)
}
#Funcio´n que calcula los totales por dominios (o postestratos) y las
#varianzas de los dominios (o postestratos) necesarias para el ca´lculo
#de las varianza en los estimadores de Hartley, Fuller-Burmeister y PML
#"s" dataframe con la muestra, "y" vector de la variable de intere´s,
#"iden" identificador utilizado cuando hay varias etapas (si hay
#una etapa colocar ~0 si hay dos o ma´s etapas colocar el identificador de
#las "UPMS + USMS + ..."), "pik" vector con las probabilidades de
#inclusio´n, "dom" vector que identifica a que dominio pertenece la unidad
#si al dominio (a) o si esta´ en el traslape, "dab" nu´mero o ca´racter
#indicando el nombre del dominio traslapado, "over" valor lo´gico
#indica si se conoce Nab o se desconoce, "size" tama~nos de los dominios
#poblacionales Na y Nab (escenario 2)
DomainEstimate <- function(s,y,iden,pik,dom,dab,over=FALSE,size=NULL)
{
y<-data.frame(y)
one<-matrix(1,nrow(y))
vars<-data.frame(y,one)
colnames(vars)<- c("y","N")
s<-data.frame(s,N=1)
domain<-dom
lev<-levels(factor(domain))
des <-svydesign(id=iden,variables=vars,weights=1/pik, data=s)
if(over==FALSE){
Estimation <- svyby(vars,~domain, data = s , design=des, svytotal)
Estimation <- data.frame(Estimation)
nres<-nrow(Estimation)
if(nres==1 || is.na(Estimation[2,2])){Estimation<-rbind(Estimation,c(-999999,0,0,0,0))}
if(Estimation[1,1]==dab){
Estimation<-Estimation[c(2,1),]}}
if(over==TRUE){
npos<-data.frame(size)
names(npos)<-c("domain","Freq")
clas <- Domains(dom)
if(ncol(clas==1)){clas<-cbind(clas,0)}
ya<- as.matrix(y*clas[,1])
yab <- as.matrix(y*clas[,2])
onea<- as.matrix(one*clas[,1])
oneab<- as.matrix(one*clas[,2])
vars<- data.frame(ya,yab,onea,oneab)
pos <- postStratify(des, ~domain, npos,partial=TRUE)
espos <-data.frame(svytotal(vars, pos))
Estimation <- data.frame(lev,espos[1:2,1],espos[3:4,1],espos[1:2,2],espos[3:4,2])
names(Estimation)<- c("domain","y","N","se.y","se.N")
nres<-nrow(Estimation)
if(nres==1 || is.na(Estimation[2,2])){Estimation<-rbind(Estimation,c(-999999,0,0,0,0))}
if(Estimation[1,1]==dab){
Estimation<-Estimation[c(2,1),]}
}
Estima<-list()
Estima$estimation <- Estimation
Estima$design <- des
Estima$sample <- s
Estima$data <- y
Estima$weights <- weights(des)
Estima$domains <- dom
Estima$overlap <- dab
Estima$iden <- iden
Estima$nres <- nres
Estima
}
#Estima los deltakl (necesarias para la varianza de HT) mediante el me´todo
#de Hartley-Rao
deltaHR <- function(pik)
{
deltaest=matrix(nrow=length(pik),ncol=length(pik))
spi<-sum(pik)
n <-length(pik)
mpi<-spi/n
for (i in 1:length(pik)){
for (j in 1:length(pik)){
deltaest[i,j]<- 1-(n-pik[i]-pik[j]+mpi)/(n-1)}}
return(deltaest)
}
#Estima los deltakl (necesarias para la varianza de HT) mediante el me´todo
#de Overton
deltaO <- function(pik)
{
deltaest=matrix(nrow=length(pik),ncol=length(pik))
n <-length(pik)
for (i in 1:length(pik)){
for (j in 1:length(pik)){
deltaest[i,j]<- 1-(n-(pik[i]+pik[j])/2)/(n-1)}}
return(deltaest)
}
#Funcio´n que calcula las covarianzas entre dominios(o postestratos)
#necesarias para el ca´lculo de las varianza en los estimadores
#de Hartley y Fuller-Burmeister
#"method" es el campo del me´todo a utilizar por defecto aplica el del paquete
#survey pero tambie´n se puede aplicar el me´todo 1 (Rao) el me´todo 2 (Overton)
# o el me´todo 3 (exacto) el cual requiere de los deltakl y los pikl
#"y" vector de la variable de intere´s, "dom" vector que identifica a que
#dominio pertenece la unidad si al dominio (a) o si esta´ en el traslape,
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#"dab" nu´mero o ca´racter indicando el nombre del dominio traslapado
CovarDomain<- function (method=FALSE,deltakl,pikl,iden,pik,y,dom,dab,over=FALSE,size=NULL)
{
y<-data.frame(y)
clas <- Domains(dom)
if(ncol(clas==1)){clas<-cbind(clas,0)}
if(dom[1]==dab){
clas <- clas[,c(2,1)]}
ya<- as.matrix(y*clas[,1])
yab <- as.matrix(y*clas[,2])
one<-matrix(1,nrow(y))
oneab<- as.matrix(one*clas[,2])
vars<-data.frame(ya,yab,oneab,pik,dom)
names(vars)<-c("ya","yab","oneab","pik","clasA")
vari<-names(vars[,1:3])
des <-svydesign(id=iden,weights=1/pik, data=vars)
if(over==TRUE){
npos<-data.frame(size)
names(npos)<-c("domain","Freq")
domain<-dom
des <- postStratify(des, ~domain, npos,partial=TRUE)}
tdom<-svytotal(make.formula(vari),des,covmat=TRUE)
covdom<-vcov(tdom)
Covarpi<-c(covdom[1,2],covdom[1,3],covdom[2,3])
if(method==1)
{deltaexp <- as.matrix(deltaO(pik))}
if(method==2){
deltaexp <- deltaHR(pik)}
if(method==3) {deltaexp <- deltakl/pikl}
if(method==1|method==2|method==3){
yayabexp <- (ya/pik) %*% t(yab/pik)
s1 <- (deltaexp) * (yayabexp)
Cov1 <- sum(s1)
yaNabexp <- (ya/pik) %*% t(oneab/pik)
s2 <- (deltaexp) * (yaNabexp)
Cov2 <- sum(s2)
yabNabexp <- (yab/pik) %*% t(oneab/pik)
s3 <- (deltaexp) * (yabNabexp)
Cov3 <- sum(s3)
Covarpi<-data.frame(Cov1,Cov2,Cov3)}
names(Covarpi)<-c("Cov(tyd1,tyd2)","Cov(tyd1,Nd2)","Cov(tyd2,Nd2)")
return(Covarpi)
}
#Funcio´n que calcula el p-o´ptimo para el estimador de Hartley
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#Requiere la funcio´n CovarDomain aplicada al marco A y al marco B
poptH <- function(tA,tB,covA,covB)
{
vabA <- (tA$estimation[2,4])^2
vabB <- (tB$estimation[2,4])^2
covaabA <-covA[1]
covabBb <-covB[1]
pH <- (vabB+covabBb-covaabA)/(vabB+vabA)
names(pH)<- c("poptH")
return(pH)
}
#Funcio´n que calcula el total para marcos duales usando el estimador
#de Hartley, Requiere la funcio´n DomainEstimate aplicada al marco A
#y al marco B y el valor de p
tyHest <- function(tA,tB,p)
{
tya <- tA$estimation[1,2]
tyabA<- tA$estimation[2,2]
tyb <- tB$estimation[1,2]
tyabB<- tB$estimation[2,2]
pH<-p
if(tyabA==0){pH<-0}
if(tyabB==0){pH<-1}
if((tyabA==0 && tyabB==0) || tA$estimation[1,3]==0 || tB$estimation[1,3]==0){return(tyH<- -9999999)}
tyH <- tya + pH*tyabA + (1-pH)*tyabB + tyb
names(tyH)<-c("tyH")
return(tyH)
}
#Funcio´n que estima la varianza para el estimador de Hartley
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#Requiere la funcio´n CovarDomain aplicada al marco A y al marco B
#y el valor de p
VarH <- function(tA,tB,covA,covB,p){
va<-(tA$estimation[1,4])^2
vabA <- (tA$estimation[2,4])^2
vb<-(tB$estimation[1,4])^2
vabB <- (tB$estimation[2,4])^2
covaabA <-covA[1]
covabBb <-covB[1]
VH <-((p^2)*(vabA+vabB))+(p*(2*covaabA-2*vabB-2*covabBb))+(va+vb+vabB+2*covabBb)
names(VH)<- c("VarH")
return(VH)
}
#Funcio´n que estima el tama~no del traslape para el estimador de Fuller-Burmeister
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
NabFB_est <- function(tA,tB)
{
sA<-tA$sample
sB<-tB$sample
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dA<-tA$domains
dB<-tB$domains
dab<-tA$overlap
domabA<-subset(sA,dA==dab)
domabB<-subset(sB,dB==dab)
nabA<-nrow(domabA)
nabB<-nrow(domabB)
N_A<-tA$estimation[1,3]+tA$estimation[2,3]
NB<- tB$estimation[1,3]+tB$estimation[2,3]
NabA<-tA$estimation[2,3]
NabB<-tB$estimation[2,3]
nA<-nrow(sA)
nB<-nrow(sB)
gA<-(N_A - nA)/(N_A - 1)
gB<-(NB - nB)/(NB - 1)
z1 <-(nabA*gB+nabB*gA)*N_A*NB
z2 <-nA*NB*gB+nB*N_A*gA+nabA*N_A*gB+nabB*NB*gA
z3 <-(nA*gB)+(nB*gA)
if(missing(z1) || is.null(z1) || is.na(z1) || !is.numeric(z1)){z1<-0}
if(missing(z2) || is.null(z2) || is.na(z2) || !is.numeric(z2)){z2<-0}
if(missing(z3) || is.null(z3) || is.na(z3) || !is.numeric(z3)){z3<-0}
roots<-polyroot(c(z1,-z2,z3))
NabFB <- min(Re(roots))
names(NabFB)<-c("NabFB")
return(NabFB)
}
#Funcio´n que calcula los p-o´ptimos (p1 y p2) para el estimador de
#Fuller y Burmeister
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#Requiere la funcio´n CovarDomain aplicada al marco A y al marco B
poptFB <- function(tA,tB,covA,covB)
{
vabA <- (tA$estimation[2,4])^2
vabB <- (tB$estimation[2,4])^2
covaabA <-covA[1]
covabBb <-covB[2]
vNabA <- (tA$estimation[2,5])^2
vNabB <- (tB$estimation[2,5])^2
covaNabA <-covA[2]
covbNabB <-covB[2]
covabANabA <-covA[3]
covabBNabB <-covB[3]
covx1x2 <- covaabA - covabBb - vabB
varx3 <- vNabA+vNabB
covx1x3 <- covaNabA - covbNabB - covabBNabB
covx2x3 <- covabANabA + covabBNabB
varx2 <- vabA + vabB
p1 <- ((covx1x2*varx3)- (covx1x3*covx2x3))/((covx2x3^2)-(varx3*varx2))
p2 <- ((-covx1x2*covx2x3) + (varx2*covx1x3))/((covx2x3^2)-(varx3*varx2))
if(is.na(p1) || !is.numeric(p1)){p1<-0.5}
if(is.na(p2) || !is.numeric(p2)){p2<-0}
pFB <- cbind(p1,p2)
names(pFB)<- c("p1FB","p2FB")
return(pFB)
}
#Funcio´n que calcula el total para marcos duales usando el estimador
#de Fuller-Burmeister
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#el campo NabFB indica si se quiere estimar el tama~nos del traslape
#requiere de los valores p1 y p2
tyFB_est <- function(tA,tB,NabFB=FALSE,p1,p2)
{
tya <- tA$estimation[1,2]
tyabA<- tA$estimation[2,2]
tyb <- tB$estimation[1,2]
tyabB<- tB$estimation[2,2]
NabA<-tA$estimation[2,3]
NabB<-tB$estimation[2,3]
pFB1<-p1
if(tyabA==0){pFB1<-0}
if(tyabB==0){pFB1<-1}
if((tyabA==0 && tyabB==0) || tA$estimation[1,3]==0 || tB$estimation[1,3]==0){return(tyH<- -9999999)}
if (NabFB){
NabA<-NabFB
NabB<-NabFB}
tyFB <- tya + pFB1*tyabA + (1-pFB1)*tyabB + tyb + p2 *(NabA - NabB)
names(tyFB)<- c("tyFB")
return(tyFB)
}
#Estima la varianza del estimador de Fuller-Burmeister
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#Requiere la funcio´n CovarDomain aplicada al marco A y al marco B
#Requiere los valores de p1 y p2
VarFB <- function(tA,tB,covA,covB,p1,p2)
{
va <- (tA$estimation[1,4])^2
vb <- (tB$estimation[1,4])^2
vabA <- (tA$estimation[2,4])^2
vabB <- (tB$estimation[2,4])^2
covaabA <-covA[1]
covabBb <-covB[2]
vNabA <- (tA$estimation[2,5])^2
vNabB <- (tB$estimation[2,5])^2
covaNabA <-covA[2]
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covbNabB <-covB[2]
covabANabA <-covA[3]
covabBNabB <-covB[3]
covx1x2 <- covaabA - covabBb - vabB
varx3 <- vNabA+vNabB
covx1x3 <- covaNabA - covbNabB - covabBNabB
covx2x3 <- covabANabA + covabBNabB
varx2 <- vabA + vabB
varx1 <- va+vb+2*covabBb
VFB <- varx1+2*p1*covx1x2+2*p2*covx1x3+(p1^2)*varx2+2*p1*p2*covx2x3+(p2^2)*varx3
names(VFB)<- c("VFB")
return(VFB)
}
#Funcio´n que estima el tama~no del traslape para el estimador PML
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
NabPML_est <- function(tA,tB)
{
sA<-tA$sample
sB<-tB$sample
N_A<-tA$estimation[1,3]
NB<- tB$estimation[1,3]
NabA<-tA$estimation[2,3]
NabB<-tB$estimation[2,3]
nA<-nrow(sA)
nB<-nrow(sB)
z1<-z2<-z3<-0
z1 <-nA*NabA*NB+nB*NabB*N_A
z2 <-nA*NB+nB*N_A+nA*NabA+nB*NabB
z3 <-nA+nB
if(missing(z1) || is.null(z1) || is.na(z1) || !is.numeric(z1)){z1<-0}
if(missing(z2) || is.null(z2) || is.na(z2) || !is.numeric(z2)){z2<-0}
if(missing(z3) || is.null(z3) || is.na(z3) || !is.numeric(z3)){z3<-0}
roots<-polyroot(c(z1,-z2,z3))
NabPMV <- min(Re(roots))
names(NabPMV)<- c("NabPMV")
return(NabPMV)
}
#Funcio´n que calcula el p-o´ptimo para el estimador PML
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
poptPML <- function(tA,tB)
{
Na <- tA$estimation[1,3]
Nb <- tB$estimation[1,3]
vNabA <- (tA$estimation[2,5])^2
vNabB <- (tB$estimation[2,5])^2
N_A<-tA$estimation[1,3]+tA$estimation[2,3]
NB<- tB$estimation[1,3]+tB$estimation[2,3]
pPML <- (Na*NB*vNabB)/((Na*NB*vNabB)+(Nb*N_A*vNabA))
if(is.na(pPML) || !is.numeric(pPML)){pPML<-0.5}
names(pPML)<- c("pPML")
return(pPML)
}
#Funcio´n que calcula el total para marcos duales usando el estimador PML
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#Requiere la funcio´n NabPML_est y el valor de p-optimo
tyPML_est <- function(tA,tB,NabPMV_est,p3)
{
tya <- tA$estimation[1,2]
tyabA<- tA$estimation[2,2]
tyb <- tB$estimation[1,2]
tyabB<- tB$estimation[2,2]
N_A<-tA$estimation[1,3]+tA$estimation[2,3]
NB<- tB$estimation[1,3]+tB$estimation[2,3]
NabA<-tA$estimation[2,3]
NabB<-tB$estimation[2,3]
Na <- tA$estimation[1,3]
Nb <- tB$estimation[1,3]
if(NabA==0 || is.na(NabA)){
tyabA<-0}
if(NabB==0 || is.na(NabB)){
tyabB<-0}
pPML<-p3
if(tyabA==0){pPML<-0}
if(tyabB==0){pPML<-1}
if((tyabA==0 && tyabB==0) || (NabB==0 && NabA==0) || Na==0 || Nb==0){return(tyH<- -9999999)}
tyPML <-((N_A-NabPMV_est)*tya/Na) + (NabPMV_est *(pPML*tyabA + (1-pPML)*tyabB)/(pPML*NabA + (1-pPML)* NabB)) + ((NB-NabPMV_est)*tyb/Nb)
names(tyPML)<- c("tyPML")
return(tyPML)
}
#Estima la varianza del estimador PML
#Requiere la funcio´n DomainEstimate aplicada al marco A y al marco B
#Requiere la funcio´n CovarDomain aplicada al marco A y al marco B
VarPML <- function(tA,tB)
{
sA<-tA$sample
sB<-tB$sample
dA<-tA$domains
dB<-tB$domains
dab<-tA$overlap
da<- tA$estimation[1,1]
db<- tB$estimation[1,1]
yA<-tA$data
yB<-tB$data
pikA<-1/tA$weights
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pikB<-1/tB$weights
vabA <- (tA$estimation[2,4])^2
vabB <- (tB$estimation[2,4])^2
vNabA <- (tA$estimation[2,5])^2
vNabB <- (tB$estimation[2,5])^2
tya <- tA$estimation[1,2]
tyabA<- tA$estimation[2,2]
tyb <- tB$estimation[1,2]
tyabB<- tB$estimation[2,2]
NabA<-tA$estimation[2,3]
NabB<-tB$estimation[2,3]
Na <- tA$estimation[1,3]
Nb <- tB$estimation[1,3]
N_A<-tA$estimation[1,3]+tA$estimation[2,3]
NB<- tB$estimation[1,3]+tB$estimation[2,3]
nA<-nrow(sA)
nB<-nrow(sB)
mua <- tya/Na
mub <- tyb/Nb
muab <- (((nA/N_A)*tyabA)+((nB/NB)*tyabB))/(((nA/N_A)*NabA)+((nB/NB)*NabB))
theta <- (Na*NB*vNabB)/((Na*NB*vNabB)+(Nb*N_A*vNabA))
fi <- (nA*Nb)/((nA*Nb)+(nB*Na))
lambda <- muab-mua-mub
zA <- matrix(1,nrow=nA,ncol=1)
zB <- matrix(1,nrow=nB,ncol=1)
iAa<-which(dA==da)
zA[iAa]=yA[iAa,]-mua
iAab<-which(dA==dab)
zA[iAab]=theta*(yA[iAab,]-muab)+(lambda*fi)
iBb<-which(dB==db)
zB[iBb]=yB[iBb,]-mub
iBab<-which(dB==dab)
zB[iBab]=(1-theta)*(yB[iBab,]-muab)+(lambda*(1-fi))
zA <-data.frame(as.numeric(zA))
names(zA)<-c("zA")
sZA<-data.frame(sA,zA)
zB <-data.frame(as.numeric(zB))
names(zB)<-c("zB")
sZB<-data.frame(sB,zB)
desA <-svydesign(tA$iden,variables=zA,weights=1/pikA, data=sZA)
EstZA <- svytotal(~zA, design=desA)
desB <-svydesign(tB$iden,variables=zB,weights=1/pikB, data=sZB)
EstZB <- svytotal(~zB, design=desB)
VPML <- (SE(EstZA)^2)+(SE(EstZB)^2)
names(VPML)<- c("VPML")
return(VPML)
}
#Funcio´n que calcula las probabilidades de inclcucio´n de primer orden (pik)
#para un dise~no general con remplazamiento
#Requiere los valores de las probabilidades de seleccio´n y el tama~no de
#muestra efectivo m (para muestreo con remplazamiento)
PikWR<- function(pk,m){
1-((1-pk)^m)
}
#Funcio´n que calcula las probabilidades de inclusio´n de segundo (pikl)
#para un dise~no general con remplazamiento
#Requiere de las probabilidades de seleccio´n de las unidades y
#el tama~no de muestra efectivo m (para muestreo con remplazamiento)
PiklWR <- function(pk,pl,m)
{
PIKL=matrix(nrow=length(pk),ncol=length(pl))
for (k in 1:length(pk)){
for (l in 1:length(pl)){
PIKL[k,l]<- 1-((1-pk[k])^m)-((1-pl[l])^m)+((1-pk[k]-pl[l])^m)
}
}
return(PIKL)
}
#Funcio´n que calcula las covarianzas entre indicadoras (deltakl)
#para un dise~no general con remplazamiento
#Requiere de las probabilidades de inclusio´n de primer y segundo orden
deltakl<- function(Pikl,Pik,Pil)
{
DELTAKL=matrix(nrow=length(Pik),ncol=length(Pil))
for (k in 1:length(Pik)){
for (l in 1:length(Pil)){
DELTAKL[k,l] <- Pikl[k,l]- Pik[k]*Pil[l]
}
}
return(DELTAKL)
}
#Calcula el total usando el estimador HT (pi-estimador)
#Requiere los datos de la variable "yk" y las probabilidades de inclusio´n de
#primer orden
Pi_est <- function(yk,Pik)
{
sum(yk/Pik)
}
#Calcula el sesgo, el sesgo relativo el error cuadra´tico medio
#el sesgo relativo de la varianza y la probabilidad de cobertura
error=function(tyest,varty,ty,alfa)
{
m<-length(tyest)
RB<-(1/m)*sum((tyest-ty)/ty)
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B<-mean(tyest-ty)
MSE<-(1/m)*sum((tyest-ty)**2)
### MSE=VAR+BIAS^2 ; VAR=MSE-BIAS^2 #####
VAR<-MSE-(B^2)
RBV<-(1/m)*sum((varty-VAR)/VAR)
Zr<-(tyest-ty)**2
Zbar<-mean(Zr)
S2MSE<-(1/m)*(1/(m-1))*sum((Zr-Zbar)**2)
per<- -qnorm(alfa)
ICI<-tyest-per*sqrt(varty)
ICS<-tyest+per*sqrt(varty)
ind<-matrix(0,m)
for(i in 1:m){
if(ty <= ICS[i] && ty >=ICI[i]){ind[i]=1}}
COB=sum(ind)/m
result<-data.frame(B,RB,MSE,VAR,RBV,S2MSE,COB)
return(result)
}
########################## CARGA DE DATOS ##################################
#Marco de hortalizas (marco de lista)
marcohor<- read.table("marco hortalizas.tab", header=TRUE, sep="", na.strings="NA", dec=".",
strip.white=TRUE)
#Datos de a´rea sembrada, a´rea cosechada y produccio´n (variables de estudio)
asemh<- read.table("asemh.tab", header=TRUE, sep="", na.strings="NA", dec=".", strip.white=TRUE)
acosh<- read.table("acosh.tab", header=TRUE, sep="", na.strings="NA", dec=".", strip.white=TRUE)
prodh<- read.table("prodh.tab", header=TRUE, sep="", na.strings="NA", dec=".", strip.white=TRUE)
#Marco de la ENA (marco de a´reas)
marcoENA <- read.table("universo1.tab", header=TRUE, sep="", na.strings="NA", dec=".",
strip.white=TRUE)
#Identificador de los segmentos y UPMS para el marco de la ENA
IDESM <-paste(marcoENA$COD_DTO,marcoENA$UPM,marcoENA$sm)
IDEUPM<-paste(marcoENA$COD_DTO,marcoENA$UPM)
marcoENA2 <- cbind(marcoENA,IDEUPM,IDESM)
#Identificador de los segmentos para el marco de hortalizas
IDESM <-paste(marcohor$NDEPARTA,marcohor$NUPM,marcohor$NUM_SM)
IDEUPM<-paste(marcohor$NDEPARTA,marcohor$NUPM)
marcohor2 <- cbind(marcohor,IDEUPM,IDESM)
#Creacio´n de la poblacio´n artificial para la ENA (a´reas)
N_A <- nrow(marcoENA2)
Nab <- 521
Na <- N_A - Nab
domA <- append(matrix(0,Na),matrix(1,Nab))
Aasm <- artipop(nrow(marcoENA2),asemh,"area sembrada")
Aacos <- artipop(nrow(marcoENA2),acosh,"area cosechada")
Aprod <- artipop(nrow(marcoENA2),prodh,"produccion")
marcoA <- data.frame(marcoENA2,Aasm,Aacos,Aprod,domA)
#Creacio´n de la poblacio´n artificial para hortalizas (lista)
NB <- nrow(marcohor2)
Nb <- NB - Nab
basm <- artipop(Nb,asemh,"area sembrada")
bacos <- artipop(Nb,acosh,"area cosechada")
bprod <- artipop(Nb,prodh,"produccion")
Basm <- append(unlist(basm),unlist(Aasm[(Na+1):N_A,]))
Bacos <- append(unlist(bacos),unlist(Aacos[(Na+1):N_A,]))
Bprod <- append(unlist(bprod),unlist(Aprod[(Na+1):N_A,]))
domB <- append(matrix(0,Nb),matrix(1,Nab))
marcoB <- data.frame(marcohor2,Basm,Bacos,Bprod,domB)
tyasm<-sum(marcoA["area.sembrada"])+sum(basm)
##################### MODELO SIMULACION #############################
mub <-mean(marcoB[1:Nb,"Basm"])
sdb <-sd(marcoB[1:Nb,"Basm"])
muab <-mean(marcoB[(Nb+1):NB,"Basm"])
sdab <-sd(marcoB[(Nb+1):NB,"Basm"])
#muab <-mean(marcoA[(Na+1):N_A,"area.sembrada"])
#sdab <-sd(marcoA[(Na+1):N_A,"area.sembrada"])
mua <-mean(marcoA[1:Na,"area.sembrada"])
sda <-sd(marcoA[1:Na,"area.sembrada"])
#MODELO: yij=muk + alpha_i + epsilon_ij
epsb <-as.vector(rnorm(Nb, mean=0, sd=sdb)+mub)
epsab <-as.vector(rnorm(Nab, mean=0, sd=sdab)+muab)
epsa <-as.vector(rnorm(Na, mean=0, sd=sda)+mua)
epsB <-append(epsb,epsab)
epsA <-append(epsa,epsab)
ysB <-epsB+rnorm(NB,mean=0, sd=1)
ysA <-epsA+rnorm(N_A, mean=0, sd=1)
marcoA2<-data.frame(marcoA,ysA)
marcoB2<-data.frame(marcoB,ysB)
tyasmm<-sum(marcoA2["ysA"])+sum(marcoB2[1:Nb,"ysB"])
