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Abstract
Electroencephalograph (EEG) signals associated with motor imagery (MI) are highly non-Gaussian, non-stationary and have non-
linear characteristics. Bispectral analysis is an advanced signal processing technique that quantiﬁes quadratic non-linearities
(phase-coupling) among the components of a signal and holds promise for characterizing MI-related EEG. Studies have been
reported on the applicability of bispectrum for MI classiﬁcation; often with diﬀerent choice of high order spectra features. Ques-
tion remains as to which of the diﬀerent features of non-linear interactions over frequency components are best suited for MI
classiﬁcation. In this paper, an analysis based on bispectrum is reported to extract multiple high order spectra features of EEG for
MI classiﬁcation. MI signals from C3 and C4 channels for two tasks are used in the analysis. Based on bispectrum analysis, four
high order spectra features are extracted. The classiﬁcation results indicate that the extracted features could diﬀerentiate the two
MI tasks with an accuracy of 90±4.71%.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Scientiﬁc Committee of IHCI 2015.
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1. Introduction
Brain Computer Interface (BCI) is part of physiological computing wherein signals from the brain is made to
control external devices. Chapin et al1 was the ﬁrst to demonstrate the control of a robotic manipulator by elec-
trical activity generated through ensembles of cortical neurons. Starting thereof, research on BCI has been witness
to a rapid growth. BCI holds promise for assisting, augmenting, and rehabilitating sensorimotor functions in clin-
ical populations. Out of a range of invasive or noninvasive neurophysiological recording techniques used by these
systems, electroencephalograph (EEG) is the most preferred. EEG-based BCI are driven through detection of event-
related desynchronization/synchronization (ERD/ERS) in sensorimotor oscillatory rhythms associated with motor
imagery (MI). EEG signals associated with MI are highly non-Gaussian, non-stationary and have non-linear char-
acteristics. Bispectral analysis is an advanced signal processing technique that quantiﬁes quadratic non-linearities
(phase-coupling) among the components of a signal and holds promise for characterizing MI-related EEG.
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Bispectrum analysis of EEG was ﬁrst reported by Huber et al2. Bispectrum analysis has been shown to provide
a way to evaluate mental representation during observation and imagination of hand movement3. Studies have been
reported on the applicability of bispectrum for MI classiﬁcation4,5,6,7; often with diﬀerent choice / combination of high
order spectra features. For MI-related EEG signals, Zhou et al4 was among the ﬁrst to introduce higher order statistics
(HOS) along with the traditional techniques. Zhou et al identiﬁed 12 features - 8 features extracted through traditional
signal processing methods and 4 features by HOS. Such a combination could not overcome optimally the problems
due to non-Gaussian and nonlinear EEG signal characteristics. A more eﬀective way was proposed by Shahid and
Prasad5 with feature extraction comprising of selectively extracted bispectrum features. The sum of absolute log-
bispectrum over all bifrequencies in the non-redundant region8 was computed from a bandpass ﬁltered EEG signal.
Bordoloi et al6 used hybrid features of bispectrum for MI classiﬁcation. Four diﬀerent MI is classiﬁed based on two
hybrid features of bispectrum. As a demonstration of the applicability of bispectrum for a non-invasive BCI, Bordoloi
et al9 designed and developed a BCI maze game, where a player plays the game in real time using his brain signals.
Question remains as to which of the diﬀerent features of non-linear interactions over frequency components are best
suited for MI classiﬁcation.
In this paper, an analysis based on bispectrum is reported to extract multiple high order spectra features of EEG for
MI classiﬁcation. MI signals (from the C3 and C4 channels) provided in the BCI-competition IV Dataset - IIb10 for
two MI tasks is used. Based on bispectrum analysis, four high order spectra features are extracted; extracted features
could diﬀerentiate the two MI tasks with an accuracy of 90±4.71
2. Proposed Feature Extraction Technique
ERD/ERS based neurophysiological phenomenon11 is the basis of the feature extraction technique. Left or right
hand MI generate desynchronizing oscillations in the contralateral EEG along with simultaneous synchronizing oscil-
lations in the ipsilateral EEG signal12. EEG signals from channels C3 and C4 (as per the 10:20 system of electrode
placement) located in sensorimotor regions of left and right brain hemispheres are used. Band pass ﬁlter of diﬀerent
frequency range is implemented. A second-order Butterworth ﬁlter is used in diﬀerent range of targeted brain rhythms
- α (8-12 Hz), β (12-36 Hz) and μ (8-13 Hz). We conduct an initial experiment to identify the required band-pass
ﬁlter. Thereafter, the bispectrum-based features are extracted from the corresponding ﬁltered signals.
2.1. Bispectrum-based Feature Extraction
A bispectrum of a signal is the expectation of three frequency components: two direct frequency components and
the third is the conjugate frequency of the sum of these two frequencies13. From the Fourier frequency components,
X( f ), of the signal X(n), the bispectrum, B( f1, f2), can be estimated using the Fourier-Stieltjes representation.
B( f1, f2) = E < X( f1)X( f2)X∗( f1 + f2) > (1)
Where X∗( f ) the complex is conjugate of X( f ) and E <>is the statistical expectation operator. X∗( f1 + f2) represents
the correlation among diﬀerent frequency in ( f1 + f2) plane. The bispectrum is complex quantity and therefore it has
magnitude and phase. For each ( f1 + f2), bispectrum value can be represented as a point in a complex space, Real
[B( f1, f2)] versus Imaginary [B( f1, f2)], thus deﬁning a vector. Phase is determined by the angle between the vector
and the positive real axis. Unlike the power spectrum, which suppress the phase information, bispectrum exclusively
measures the correlation of phases between the frequency components f1, f2 and ( f1 + f2). In fact, bispectrum is the
only spectral method that can provide the phase information of signal. In EEG signal analysis, frequencies that are
contributed by quadratic phase coupling generated due to quadratic phase is indicated by a peak in the bispectrum at
the bifrequencies B( f1, f2).
High Order Spectra Features. : Bispectral entropies were derived to characterize the regularity or irregularity of the
signals. Mean magnitude of the bispectrum is formulated. Features related to moments of the bispectral plot and the
weighted center of bispectrum is computed. Ω is the non-redundant region (principal domain)8. The normalization in
the equations ensures that entropy is calculated for a parameter that lies between 0 and 1 (as required of a probability)
and hence the entropies (BE1 and BE2) computed are also between 0 and 114.
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Statistical Features:
Normalized Bispectral Entropy BE1 = −
∑
n
pnlogpn (2)
where pn =
| B( f1, f2) |∑
Ω | B( f1, f2) |
Normalized Bispectral Squared Entropy BE2 = −
∑
n
qnlogqn (3)
where qn =
| B( f1, f2) |2∑
Ω | B( f1, f2) |2
Mean-Magnitude of the Bispectrum MMOB =
1
L
∑
Ω
| B( f1, f2) | (4)
where L is the number of points within the region Ω.
Weighted Center of the Bispectrum WCOB =
∑
Ω iB(i, j)∑
Ω B(i, j)
(5)
Higher Order Statistical Features:
Sum of Logarithmic Amplitude SOLA =
∑
Ω
log | B( f1, f2) (6)
Sum of Logarithmic Amplitude of the Diagonal Elements SOLADE =
∑
Ω
log | B( f1, f1) | (7)
First Order Spectral Moment FOSM =
N∑
k=1
klog | B( f1, f1) (8)
Second Order Spectral Moment SOSM =
N∑
k=1
(k − FOS M)2log | B( f1, f1) | (9)
Correlation of Features. : Correlation is a measure of the strength of the relationship between two variables. The
correlation coeﬃcient quantiﬁes the degree of change of one variable based on the change of the other variable.
Correlation is connected to the concept of dependence, which is the statistical relationship between two variables;
correlation between features that are dependent is much higher. The correlation coeﬃcient between diﬀerent features
is determined to exclude redundant features (if any).
2.2. Classiﬁcation: RBF-kernel Support Vector Machine
Least Square Support Vector Machine (LS-SVM) with radial basis function (RBF) kernel is used as a classiﬁer to
distinguish the features obtained from the bispectral analysis. The values of regularization constant, C (also called
box constraint) and kernel parameter, γ - the two important parameters of the SVM are selected by a two-step grid
search technique15.
3. Data Acquisition and Experimental Paradigm
BCI Competition - IV Dataset 2b is used. The dataset consists of two-class - left hand and right hand MI from
nine subjects, B01 to B09. For each subject ﬁve sessions are provided, whereby the ﬁrst two sessions contain training
data without feedback (screening) and the last three sessions were recorded with feedback. Three channels (C3, C4
and Cz) of the EEG were recorded with a sampling frequency of 250 Hz. Data of 120 repetitions of each MI class
were available for each person. For results reported in this paper, the system was trained and evaluated with the EEG
from the fourth subject B04. The BCI was trained and evaluated with the signals from 3 to 8 s of the timing diagram.
Figure 1 illustrates the timing diagram. For further details on signal recording procedure and protocol, see10.
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Fig. 1. Timing protocol for MI signal. Figure on the left is for two sessions containing training data without feedback; Figure on the right shows
protocol for three sessions with smiley feedback. The EEG signal is from BCI Competition-IV Dataset 2B. (Figures are adopted from10).
4. Results and Discussion
Table 1 shows 10-fold cross-validated classiﬁcation accuracy with appropriate ﬁlters on channel C3 and C4. It is
observed that for yielding higher accuracy, band pass ﬁlter 12-36 Hz on C3 and 8-12 Hz on C4 should be used. This is
in accordance with what has been reported in the literature. EEG signal contains higher energy in the lower frequency
components which may not be correlated to MI tasks5. For remainder of the experiments, features were derived over
the band-pass ﬁltered signal.
Table 1. Classiﬁcation accuracies based on diﬀerent band-pass ﬁlter.
Cross Validated Accuracies
C3
Filter
C4
Filter f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg. Acc.
8-27 8-27 80 100 80 100 90 90 80 90 90 100 90 ± 8.16
N/A 8-27 100 100 90 90 90 90 80 80 100 60 88 ± 12.29
8-14 8-27 80 90 80 90 100 90 100 100 80 70 88 ± 10.33
14-27 8-27 90 90 100 100 90 80 80 80 44 50 89 ± 7.38
12-36 8-12 90 90 90 90 80 90 80 100 90 100 90 ± 6.67
Table 2 shows the correlation between the diﬀerent satistical features. It is observed that the features BE1 and BE2
are highly correlated. To avoid redundancy of features, we exclude BE2 for further experiments .
Table 2. Correlation coeﬃcient of Statistical Features
Sl. No. Feature Pair Correlation Coeﬃcient
1 BE1 and BE2 C3 0.86256
BE1 and BE2 C4 0.75863
2 BE1 and MMOB C3 0.13802
BE1 and MMOB C4 -0.17546
3 BE1 and WCOB C3 0.45699
BE1 and WCOB C4 0.52308
4 BE2 and MMOB C3 0.11956
BE2 and MMOB C4 -0.00812
5 BE2 and WCOB C3 0.29109
BE2 and WCOB C4 0.42860
6 MMOB and WCOB C3 0.19603
MMOB and WCOB C4 0.01821
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After eliminating BE2 from the feature space, we used the reduced feature set with 90% overlapping. The feature
vectors based on the statistical features are:
a. FS 1= {WCOB, MMOB, BE1}
b. FS 2= {WCOB}
c. FS 3= {BE1}
Table 3 shows the average accuracies obtained based on the above feature vectors. Using single features for
classiﬁcation yielded classiﬁcation accuracies in the order ∼ 62.5% - 68.75%, whereas three un-correlated statistial
features based on the bispectrum gave an average classiﬁcation accuracy of ∼ 75%.
Table 3. Average Accuracies based on Reduced Feature Set
Features Avg. Acc. (in %)
FS 1 ∼75.00
FS 2 ∼ 62.50
FS 3 ∼68.75
Table 4 shows the correlation between the diﬀerent higher order satistical (HOS) features. HOS features are highly
correlated. For ﬁnding a optimal feature vector, only one HOS feature is considered at a time along with a combination
of statistical features.
Table 4. Correlation Coeﬃcient of HOS Features
Sl. No. Feature Pair Correlation Coeﬃcient
1 SOLA and SOLADE C3 0.98744
SOLA and SOLADE C4 0.99572
2 SOLA and FOSM C3 0.92810
SOLA and FOSM C4 0.98958
3 SOLA and SOSM C3 0.89144
SOLA and SOSM C4 0.78325
4 SOLADE and FOSM C3 0.96414
SOLADE and FOSM C4 0.99594
5 SOLADE and SOSM C3 0.90512
SOLADE and SOSM C4 0.79420
6 FOSM and SOSM C3 0.88905
FOSM and SOSM C4 0.79934
Five feature vectors based on combination of three statistical and four HOS features are identiﬁed.
a. FS 4= {BE1, WCOB, MMOB, SOLA, SOLADE, SOSM, FOSM}
b. FS 5= {BE1, WCOB, MMOB, SOLA}
c. FS 6= {BE1, WCOB, MMOB, SOLADE}
d. FS 7= {BE1, WCOB, MMOB, SOSM}
e. FS 8= {BE1, WCOB, MMOB, FOSM}
Table 5 shows 10-fold cross-validated classiﬁcation accuracy based on the hybrid feature vectors.
Feature vector FS 5 consisting of BE1, MMOB, WCOB and FOSM yield best cross-validated accuracies.
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Table 5. Combination of features (Statistical and Higher Order Statistical) with band pass ﬁlter and their 10 - fold Cross Validated Accuracies
Cross Validated Accuracies
Features f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg. Acc.
FS 4 80 90 100 90 90 100 90 90 90 90 91 ± 5.86
FS 5 80 100 100 90 80 100 70 100 90 90 90 ± 10.54
FS 6 100 90 90 90 80 90 80 60 60 90 83 ± 13.37
FS 7 90 100 100 90 70 100 80 90 90 100 91 ± 9.94
FS 8 80 90 90 90 90 90 90 90 90 100 90 ± 4.71
5. Conclusion
Diﬀerent combinations of derived features of the bispectrum; as also combination with other features such as
power spectral density have been reported in the literature. This paper introduced an analysis based on bispectrum
to extract multiple high order spectra features of EEG for MI classiﬁcation. Through a series of experiments, the
paper explored which of the diﬀerent features of non-linear interactions over frequency components are best suited
for MI classiﬁcation. MI signals from C3 and C4 channels for two tasks are used in the analysis. Using only statistical
features of bispectrum do not give satisfactory classiﬁcation accuracies. Hybrid feature vectors of statistical and higher
order statistical features of bispectrum was derived. Four high order spectra features are extracted; extracted features
could diﬀerentiate the two MI tasks with an accuracy of 90±4.71%.
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