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John M. Tranquada
Physics Department, Brookhaven National Laboratory, Upton, NY 11973, USA
Summary. Neutron scattering studies have provided important information about
the momentum and energy dependence of magnetic excitations in cuprate super-
conductors. Of particular interest are the recent indications of a universal magnetic
excitation spectrum in hole-doped cuprates. That starting point provides motivation
for reviewing the antiferromagnetic state of the parent insulators, and the destruc-
tion of the ordered state by hole doping. The nature of spin correlations in stripe-
ordered phases is discussed, followed by a description of the doping and temperature
dependence of magnetic correlations in superconducting cuprates. After describing
the impact on the magnetic correlations of perturbations such as an applied mag-
netic field or impurity substitution, a brief summary of work on electron-doped
cuprates is given. The chapter concludes with a summary of experimental trends
and a discussion of theoretical perspectives.
8.1 Introduction
Neutron scattering has played a major role in characterizing the nature and
strength of antiferromagnetic interactions and correlations in the cuprates.
Following Anderson’s observation [1] that La2CuO4, the parent compound of
the first high-temperature superconductor, should be a correlated insulator,
with moments of neighboring Cu2+ ions anti-aligned due to the superexchange
interaction, antiferromagnetic order was discovered in a neutron diffraction
study of a polycrystalline sample [2]. When single-crystal samples became
available, inelastic studies of the spin waves determined the strength of the
superexchange, J , as well as weaker interactions, such as the coupling between
CuO2 layers. The existence of strong antiferromagnetic spin correlations above
the Ne´el temperature, TN, has been demonstrated and explained. Over time,
the quality of such characterizations has improved considerably with gradual
evolution in the size and quality of samples and in experimental techniques.
Of course, what we are really interested in understanding are the optimally-
doped cuprate superconductors. It took much longer to get a clear picture of
the magnetic excitations in these compounds, which should not be surprising
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given that there is no static magnetic order, the magnetic moments are small,
and the bandwidth characterizing the magnetic excitations is quite large. Nev-
ertheless, we are finally at a point where a picture of universal behavior, for
at least two families of cuprates, is beginning to emerge. Thus, it seems rea-
sonable to start our story with recent results on the excitation spectrum in
superconducting YBa2Cu3O6+x and La2−xSrxCuO4, and the nature of the
spin gap that appears below the superconducting transition temperature, Tc.
(Note that these are hole-doped superconductors, which is where most of
the emphasis will be placed in this chapter.) An important result is that
this spectrum looks quite similar to that measured for La1.875Ba0.125CuO4,
a compound in which Tc is depressed towards zero and ordered charge and
spin stripes are observed. The nature of stripe order and its relevance will be
discussed later.
Following the initial discussion of results for the superconductors in §8.2,
one can have a better appreciation for the antiferromagnetism of the parent
insulators, presented in §8.3. The destruction of antiferromagnetic order by
hole doping is discussed in §8.4. In §8.5, evidence for stripe order, and for other
possible ordered states competing with superconductivity, is considered. §8.6
discusses how the magnetic correlations in superconducting cuprates evolve
with hole-doping and with temperature. While doping tends to destroy anti-
ferromagnetic order, perturbations of the doped state can induce static order,
or modify the dynamics, and these effects are discussed in §8.7. A brief descrip-
tion of work on electron-doped cuprates is given in §8.8. The chapter concludes
with a discussion, in §8.9, of experimental trends and theoretical perspectives
on the magnetic correlations in the cuprates. It should be noted that there
is not space here for a complete review of neutron studies of cuprates; some
earlier reviews and different perspectives appear in Refs. [3, 4, 5, 6, 7, 8].
Before getting started, it is useful to first establish some notation. A gen-
eral wave vector Q = (h, k, l) is specified in units of the reciprocal lattice,
(a∗, b∗, c∗) = (2π/a, 2π/b, 2π/c). The CuO2 planes are approximately square,
with a Cu-Cu distance of a ≈ b ∼ 3.8 A˚. Antiferromagnetic order of Cu
moments (S = 1
2
) in a single plane causes a doubling of the unit cell and
is characterized by the wave vector QAF = (
1
2
, 1
2
, 0), as indicate in Fig. 8.1;
however, the relative ordering of the spins along the c axis can cause the in-
tensities of (1
2
, 1
2
, L) superlattice peaks to have a strongly modulated structure
factor as a function of L. For the magnetic excitations, we will generally be
interested in their dependence on Q2D = Q − (12 , 12 , L) associated with an
individual CuO2 plane and ignoring the L dependence.
The magnetic scattering function measured with neutrons can be written
as [9, 10]
S(Q, ω) =
∑
α,β
(
δα,β −QαQβ/Q2
)Sαβ(Q, ω), (8.1)
where
Sαβ(Q, ω) = 1
2π
∫ ∞
−∞
dt e−iωt
∑
r
eiQ·r〈Sα0 (0)Sβr (t)〉. (8.2)
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Fig. 8.1. (a) CuO2 plane, indicating positions of the Cu and O atoms and identifying
the lattice parameters, a and b. (b) Sketch of antiferromagnetic order of Cu moments,
with filled (empty) circles representing up (down) spins. Solid line indicates the
chemical unit cell; dashed line denotes the magnetic unit cell. (c) Filled circles: Bragg
peak positions in reciprocal space corresponding to the chemical lattice. Empty
circle: magnetic Bragg peak due to antiferromagnetic order. Dashed line indicates
the antiferromagnetic Brillouin zone.
Here Sβr (t) is the β (= x, y, z) component of the atomic spin at lattice site r
and time t, and the angle brackets, 〈. . .〉 denote an average over configurations.
For inelastic scattering, it is possible to relate S(Q, ω) to the imaginary part
of the dynamical spin susceptibility, χ′′(Q, ω) via the fluctuation-dissipation
theorem,
S(Q, ω) = χ
′′(Q, ω)
1− e−h¯ω/kBT . (8.3)
Another useful quantity is the “local” susceptibility χ˜′′(ω), defined as
χ˜′′(ω) =
∫
dQ2D χ
′′(Q, ω). (8.4)
Experimentally, the integral is generally not performed over the entire first
Brillouin zone, but rather over the measured region about QAF.
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8.2 Magnetic excitations in hole-doped superconductors
8.2.1 Dispersion
Most of the neutron scattering studies of cuprate superconductors have fo-
cused on two families: La2−xSrxCuO4 and YBa2Cu3O6+x. The simple reason
for this is that these are the only compounds for which large crystals have
been available. For quite some time it appeared that the magnetic spectra of
these two families were distinct. In La2−xSrxCuO4, the distinctive feature was
incommensurate scattering, studied at low energies (< 20 meV) [11, 12, 13],
whereas for YBa2Cu3O6+x the attention was focused on the commensurate
scattering (“41-meV” or “resonance” peak [14, 15, 16, 17, 18]) that grows in
intensity (and shifts in energy [19]) as the temperature is cooled below Tc.
A resonance peak was also detected in Bi2Sr2CaCu2O8+δ [20, 21, 22] and in
Tl2Ba2CuO6+δ[23]. Considerable theoretical attention has been directed to-
wards the resonance peak and its significance (e.g., see [24, 25, 26]). The fact
that no strongly temperature-dependent excitation at QAF was ever observed
in La2−xSrxCuO4 raised questions about the role of magnetic excitations the
cuprate superconductivity.
While considerable emphasis has been placed on the resonance peak, it
has been clear for quite some time that normal-state magnetic excitations in
under-doped YBa2Cu3O6+x extend over a large energy range [30, 31], com-
parable to that in the antiferromagnetic parent compound [32, 33]. The first
clear signature that the excitations below the resonance are incommensu-
rate, similar to the low-energy excitations in La2−xSrxCuO4 [11, 13], was
obtained by Mook et al. [34] for YBa2Cu3O6.6. That these incommensurate
excitations disperse inwards towards the resonance energy was demonstrated
in YBa2Cu3O6.7 by Arai et al. [35] and in YBa2Cu3O6.85 by Bourges et al.
[36]. More recent measurements have established a common picture of the
dispersion [27, 37, 38, 28, 39].
A schematic of the measured dispersion is shown in Fig. 8.2, with the
energy normalized to that of the commensurate excitations, Er. (Note that
the distribution of intensity is not intended to accurately reflect experiment,
especially in the superconducting state.) The figure also indicates the Q de-
pendence of magnetic scattering at fixed excitation energies. For E < Er ,
measurements on crystallographically-twinned crystals indicate a four-fold in-
tensity pattern, with maxima at incommensurate wave vectors displaced from
QAF along [100] and [010] directions. For E > Er, Hayden et al. [27] infer
for their YBa2Cu3O6.6 sample a four-fold structure that is rotated by 45
◦
compared to low energies, whereas Stock et al. [28] find an isotropic ring of
scattering for YBa2Cu3O6.5. (These differences are minor compared to the
overall level of agreement.) The spectrum with a finite spin gap is applicable
to measurements below Tc; the gap fills in above Tc, where it also becomes
difficult to resolve any incommensurate features.
Fig. 8.3 shows a direct comparison of measurements on La2−xSrxCuO4
[40] and under-doped YBa2Cu3O6+x [27, 28], with energy scaled by the su-
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Fig. 8.2. Schematic plots intended to represent neutron scattering measurements
of χ′′(Q, ω) in superconducting YBa2Cu3O6+x at T ≪ Tc. Panels (a), (b), and (c)
represent the distribution of scattering in reciprocal space about QAF at relative
energies indicated by the dashed lines in (d), for a twinned sample. (d) χ′′ along
Q = (h, 1
2
, L) as a function of energy (normalized to the saddle-point energy, which
is doping dependent). (a-d) modeled after [27, 28]. (e) Anisotropic distribution of
scattering inferred for a detwinned, single-domain sample of YBa2Cu3O6.85, after
[29].
perexchange energy, J (see Table 8.1 in §8.3). Also included in the figure are
results for La2−xBaxCuO4 with x = 18 [41, 42], a compound of interest be-
cause of the occurrence of charge and spin stripe order[43] (to be discussed
later) and a strongly suppressed Tc. At the lowest energies, the spin exci-
tations rise out of incommensurate magnetic (two-dimensional) Bragg peaks.
Besides the presence of Bragg peaks, the magnetic scattering differs from that
of YBa2Cu3O6+x in the absence of a spin gap. The results for optimally-doped
La2−xSrxCuO4, with x = 0.16, interpolate between these cases, exhibiting the
same inward dispersion of the excitations towards QAF (measured up to 40
meV) and a spin gap of intermediate magnitude in the superconducting state
[40]. The degree of similarity among the results shown in Fig. 8.3 is striking,
and suggests that the magnetic dispersion spectrum may be universal in the
cuprates [40, 44].
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Fig. 8.3. Comparison of measured dispersions along Q2D = (0.5 + h, 0.5) in
La2−xSrxCuO4 with x = 0.10 (up triangles) and 0.16 (down triangles) from
Christensen et al. [40], in La1.875Ba0.125CuO4 (filled circles) from [42], and in
YBa2Cu3O6+x with x = 0.5 (squares) from Stock et al. [28] and 0.6 (diamonds)
from Hayden et al. [27]. The energy has been scaled by the superexchange energy
J for the appropriate parent insulator as given in Table 8.1. For YBa2Cu3O6.6, the
data at higher energies were fit along the [1,1] direction; the doubled symbols with
bars indicate two different ways of interpolating the results for the [1,0] direction.
The upwardly-dispersing dashed curve corresponds to the result of Barnes and Riera
[45] for a 2-leg spin ladder, with an effective superexchange of ∼ 2
3
J ; the downward
curve is a guide to the eye.
For optimally doped YBa2Cu3O6+x, the measured dispersive excitations
are restricted to a narrower energy window, as shown in Fig. 8.11. Neverthe-
less, excitations are observed to disperse both downward and upward from
Er, and the qualitative similarity with dispersions at lower doping is obvious.
Anisotropy of the magnetic scattering as a function of Q2D can be mea-
sured in specially detwinned samples of YBa2Cu3O6+x, as the crystal struc-
ture has an anisotropy associated with the orientation of the CuO chains.
(Note that it is a major experimental challenge to detwin samples of suf-
ficient volume to allow a successful inelastic neutron scattering study.) An
initial study of a partially detwinned sample of YBa2Cu3O6.6 by Mook et
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Fig. 8.4. Comparison of measured dispersions along Q2D = (0.5 + h, 0.5 + h) in
the superconducting state of YBa2Cu3O6+x with x = 0.6 (diamonds) from Hayden
et al. [27] and 0.85 (squares) from Pailhe`s et al. [37]. The solid lines represent the
model dispersion (and variation in dispersion) compatible with measurements on
YBa2Cu3O6.95 from Reznik et al. [38].
al. [46] demonstrated that, for the incommensurate scattering at an energy
corresponding to 70% of the saddle point, the intensity is quite anistropic,
with maxima along the a∗ direction (perpendicular to the orientation of the
CuO chains). A recent study of an array of highly detwinned crystals of
YBa2Cu3O6.85 by Hinkov et al. [29] found substantial anisotropy in the peak
scattered intensity for an energy of 85% of the saddle point, but also demon-
strated that scattered intensity at that energy forms a circle about QAF [see
Fig. 8.2(e)]. Measurements on a partially-detwinned sample of YBa2Cu3O6.5
by Stock et al. [47, 28] suggest a strong anisotropy in the scattered intensity
at 0.36Er, but essentially perfect isotropy for E > Er.
8.2.2 Spin gap and “resonance” peak
For optimally-doped cuprates, the most dramatic change in the magnetic scat-
tering with temperature is the opening of a spin gap, with redistribution of
spectral weight from below to above the gap. A clear example of this has
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Fig. 8.5. (a) The fitted peak intensity of χ′′(Qδ, ω) (where Qδ is the peak position)
for La2−xSrxCuO4 with x = 0.16. (b) The local susceptibility, χ˜
′′(ω). Filled symbols:
T < Tc; open symbols: T > Tc. Results are a combination of data from time-of-flight
measurements (squares) and triple-axis measurements (diamonds). Lines are guides
to the eye. From Christensen et al. [40].
been presented recently by Christensen et al. [40] for La2−xSrxCuO4 with
x = 0.16; their results are shown in Fig. 8.5. For the energy range shown, the
scattering is incommensurate in Q, with the dispersion indicated in Fig. 8.3.
In the normal state, the amplitude of χ′′ heads to zero only at ω = 0; in the
superconducting state, weight is removed from below a spin gap energy of
∆s ≈ 8 meV, and shifted to energies just above ∆s. This is apparent both for
the plot of the peak amplitude of χ′′ in Fig. 8.5(a), and for the Q-integrated
χ′′ in (b); within the experimental uncertainty, the spectral weight below 40
meV is conserved on cooling through Tc [40]. Another important feature of
the spin gap is that its magnitude is independent of Q [48]. This is of par-
ticular interest because it is inconsistent with a weak-coupling prediction of
χ′′ for a d-wave superconductor, assuming that the spin response comes from
quasiparticles [49].
The behavior is similar near optimal doping in YBa2Cu3O6+x [36, 37, 38,
17], with the difference being that the spin gap energy of ∼ 33 meV is much
closer to Er = 41 meV. The strongest intensity enhancement below Tc occurs
at Er, where χ
′′ is peaked at QAF; however, there is also enhanced intensity
at energies a bit below and above Er, where χ
′′ is incommensurate [36, 37].
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Fig. 8.6. Plot of Tc vs. spin-gap energy,∆s, in cuprates near optimal doping. LSCO:
La2−xSrxCuO4 (x = 0.16) from [40]; YBCO: YBa2Cu3O6.85 from [36]; BSCCO:
Bi2Sr2CaCu2O8+δ with ∆s estimated by scaling Er with respect to YBa2Cu3O6+x,
from [20]; LBCO: La2−xBaxCuO4 (x =
1
8
) from [41].
The spin gap ∆s decreases and broadens with underdoping, so that the region
over which χ′′ ≈ 0 is no more than a few meV for YBa2Cu3O6.5 [47, 30, 39].
Besides the temperature dependence, there is also a similar behavior of the
enhanced intensity for these two cuprate families in response to an applied
magnetic field. As the cuprates are type-II superconductors with a very small
lower critical field, an applied magnetic field can enter a sample as an array
of vortices. Dai et al. [50] showed that application of a magnetic field of 6.8
T along the c axis of YBa2Cu3O6.6 at T ≪ Tc caused a reduction of the
intensity at Er by ∼ 30%. A study of La2−xSrxCuO4 with x = 0.18 found
that application of a 10-T field along the c-axis caused a reduction of the
intensity maximum at 9 meV of about 25% (with an increase in Q width)
and a shift of some weight into the spin gap [51]. The field-induced increase of
weight within the spin gap of La2−xSrxCuO4 (x = 0.163) was first observed
by Lake et al. [52].
By focusing on ∆s rather than Er, it is possible to identify a correlation
between magnetic excitations and Tc that applies to a variety of cuprates.
Figure 8.6 shows a plot of Tc as a function of the spin-gap energy for several
different cuprates near optimal doping. This trend makes clear that the mag-
netic excitations are quite sensitive to the superconductivity, but, by itself, it
does not resolve the issues of whether or how magnetic correlations may be
involved in the pairing mechanism.
8.2.3 Discussion
From the results presented above, it now appears that there may be a univer-
sal magnetic excitation spectrum for the cuprates. On entering the supercon-
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ducting state, a gap in the magnetic spectrum develops, with spectral weight
redistributed from below to above the gap. The magnitude of the spin gap is
correlated with Tc.
A long-standing question concerns the role of magnetic excitations in the
mechanism of high-temperature superconductivity, and some varying perspec-
tives are presented in later chapters of this book. An underlying issue concerns
the nature of the magnetic excitations themselves. Given that La2−xSrxCuO4
and YBa2Cu3O6+x exhibit antiferromagnetically ordered phases when the
hole-doping of the CuO2 planes goes to zero, one approach is to look for a
connection between the magnetic correlations in the superconducting and in
the correlated-insulator phases. On the other hand, the magnetic response of
common metallic systems (such as chromium) is tied to the low-energy ex-
citations of electrons from filled to empty states, across the Fermi surface.
This motivates attempts to interpret the magnetic excitations in terms of
electron-hole excitations. It is not clear that these contrasting approaches can
be reconciled with one another [53], but, in any case, there are presently no
consensual criteria for selecting one approach over another.
An experimentalist’s approach is to consider the correlations in the super-
conducting cuprates in the context of related systems. Thus, in the following
sections we consider experimental results for antiferromagnetic cuprates, other
doped transition-metal-oxide systems, perturbations to the superconducting
phase, and the doping dependence of the magnetic correlations in the super-
conductors. A comparison of theoretical approaches is better discussed within
the full context of experimental results.
8.3 Antiferromagnetism in the parent insulators
8.3.1 Antiferromagnetic order
In the parent insulators, the magnetic moments of the copper atoms order in a
3D Ne´el structure. Powder neutron diffraction studies first demonstrated this
for La2CuO4 [2], and later for YBa2Cu3O6+x [54]. The magnetic moments
tend to lie nearly parallel to the CuO2 planes. The details of the magnetic
structures are tied to the crystal structures, so we will have to consider these
briefly.
The crystal structure of La2CuO4 is presented in Fig. 8.7. The CuO2
planes are stacked in a body-centered fashion, so that the unit cell contains
two layers. Below 550 K each CuO6 octahedron rotates about a [110] axis of
the high-temperature tetragonal cell. Neighboring octahedra within a plane
rotate in opposite directions, causing a doubling of the unit cell volume and a
change to orthorhombic symmetry, with the aO and bO axes rotated by 45
◦
with respect to the Cu-O bond directions. In the orthorhombic coordinates,
the octahedral tilts are along the bO direction (but bO > aO, contrary to naive
expectations).
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Fig. 8.7. Left: crystal structure of La2CuO4. Arrows indicate orientation of mag-
netic moments on Cu sites in the antiferromagnetic state. After Lee et al. [55]. Right:
Magnetic structure of YBa2Cu3O6. Circles: Cu atoms; lines: paths bridged by oxy-
gen. Filled and empty circles represent Cu2+ sites with opposite spin orientations;
hatched circles denote non-magnetic Cu1+ sites. After Tranquada et al. [56].
In the antiferromagnetic phase of La2CuO4, the spins point along the
bO axis, and they have the stacking sequence shown in Fig. 8.7 [2, 57]. As
the octahedral tilts break the tetragonal symmetry of the planes, they allow
spin-orbit effects, in the form of Dzyalozhinsky-Moriya (DM) antisymmetric
exchange, to cause a slight canting of the spins along the c axis. This canting
is in opposite directions for neighboring planes, resulting in no bulk moment,
but a modest magnetic field can flip the spins in half of the planes, yielding
a weakly ferromagnetic state [58]. The tendency to cant in the paramagnetic
state above TN leads to a ferromagnetic-like susceptibility at high tempera-
tures and a cusp at TN [59]. Studies of quasi-1D cuprates have made it clear
that the DM (and additional) interactions are quite common [60]; however,
the tetragonal CuO2 planes of other layered cuprate antiferromagnets cause
the effects of the DM interaction to cancel out, so that there is no canting
[61, 62].
In the early diffraction studies, the La2CuO4 powder samples contained
some excess oxygen and the first crystals had contamination from flux or the
crucible, thus resulting in a reduced ordering temperature. (It is now known
that excess oxygen, in sufficient quantity, can segregate to form superconduct-
ing phases [63].) It was eventually found that by properly annealing a crystal
one can obtain a sample with TN = 325 K [64]. The ordered magnetic moment
is also sensitive to impurity effects. In a study of single crystals with different
annealing treatments, Yamada et al. [65] found that the ordered moment is
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Table 8.1. Compilation of some neutron scattering results for a number of layered
cuprate antiferromagnets. mCu is the average ordered moment per Cu atom at T ≪
TN. The superexchange energy J corresponds to the value obtained from the spin
wave velocity after correction for the quantum-renormalization factor Zc = 1.18.
For crystal symmetry, O = orthorhombic, T = tetragonal.
Compound TN mCu J Crystal Layers Refs.
(K) (µB) (meV) Symmetry per cell
La2CuO4 325(2) 0.60(5) 146(4) O 1 [65, 64, 68]
Sr2CuO2Cl2 256(2) 0.34(4) 125(6) T 1 [69, 70, 71]
Ca2CuO2Cl2 247(5) 0.25(10) T 1 [72]
Nd2CuO4 276(1) 0.46(5) 155(3) T 1 [73, 74, 75, 76]
Pr2CuO4 284(1) 0.40(2) 130(13) T 1 [77, 73]
YBa2Cu3O6.1 410(1) 0.55(3) 106(7) T 2 [78, 32]
TlBa2YCu2O7 > 350 0.52(8) T 2 [79]
Ca0.85Sr0.15CuO2 537(5) 0.51(5) T ∞ [80]
correlated with TN, with a maximum Cu moment of 0.60(5) µB [apparently
determined from the intensity of the (100) magnetic reflection alone].
The magnetic coupling between layers in La2CuO4 is quite weak because
each Cu sees two up spins and two down spins at nearly the same distance in
a neighboring layer. The small orthorhombic distortion of the lattice removes
any true frustration, resulting in a small but finite coupling. There are, how-
ever, several other cuprate antiferromagnets with a similar centered stacking
of layers, but with tetragonal symmetry (see Table 8.1). Yildirim et al. [66]
showed that the long-range order (including spin directions) can be under-
stood when one takes into account zero-point spin fluctuations, together with
the proper exchange anisotropies [67].
The parent compounds of the electron-doped superconductors, Nd2CuO4
and Pr2CuO4, have somewhat more complicated magnetic structures. Nd mo-
ments and induced moments on Pr couple to the order in the CuO2 planes,
resulting in noncollinear magnetic structures and spin reorientation transi-
tions as a function of temperature; these are described in the review by Lynn
and Skanthakumar [75]. The magnetic structures and transitions have been
explained by Sachidanandam et al. [81] by taking account of the single-ion
anisotropy and crystal-field effects for the rare-earth ions. Further discussion
is given by Petitgrand et al. [82].
The crystal structure of YBa2Cu3O6+x contains pairs of CuO2 layers (bi-
layers). There is also a third layer of Cu atoms, but in YBa2Cu3O6 these are
non-magnetic Cu1+ ions. (Added oxygen goes into this layer, forming the CuO
chains of YBa2Cu3O7.) The magnetic structure of YBa2Cu3O6 is indicated
in Fig. 8.7. Because of the relative antiferromagnetic ordering of the bilayers,
together with a spacing that is not determined by symmetry, there is a struc-
ture factor for the magnetic Bragg peaks that depends on Qz. This structure
factor also affects the spin-wave intensities, as will be discussed.
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It is not possible to determine the spin direction from zero-field diffraction
measurements due to the tetragonal symmetry of the lattice and inevitable
twinning of the magnetic domains. Nevertheless, Burlet et al. [83] were able
to determine the spin direction by studying the impact of a magnetic field
applied along a [1,−1, 0] direction of a YBa2Cu3O6.05 single crystal. They
found that in zero field, the spins must lie along [100] or [010] directions
(parallel to the Cu-O bonds), and that the applied field rotates them towards
[110]. This result has been confirmed by electron-spin resonance studies of
YBa2Cu3O6+x with a small amount of Gd sustituted for Y [84].
A complication in studies of magnetic order involving some of the first
crystals of YBa2Cu3O6+x arose from inadvertent partial substitution of Al
ions onto the Cu(1) (“chain”) site. The Al presumably came from the use
of crucibles made of Al2O3. Kadowaki et al. [85], performing one of the first
single-crystal diffraction studies on a YBa2Cu3O6+x sample with TN of 405 K,
found that below 40 K a new set of superlattice peaks appeared, indicating
a doubling of the magnetic unit cell along the c axis. It was later demon-
strated convincingly, by comparing pure and Al-doped crystals, that the low-
temperature doubling of the magnetic period only occurs in crystals with Al
[78, 86]. A model explaining how the presence of Al on Cu chain sites can
change the magnetic order was developed by Andersen and Uimin [87].
To evaluate the ordered magnetic moment, it is necessary to have knowl-
edge of the magnetic form factor. In all of the early studies of antiferromag-
netic order in cuprates it was assumed that the spin-density on a Cu ion is
spherical; however, this assumption is far from being correct. The magnetic
moment results from the half-filled 3dx2−y2 orbital, which deviates substan-
tially from sphericity. The proper, anisotropic form factor was identified by
Shamoto et al. [88] and shown to give an improved description of magnetic
Bragg intensities for YBa2Cu3O6.15. An even better measurement of magnetic
Bragg peaks was done on small crystal of YBa2Cu3O6.10 by Casalta et al. [78].
They obtained a Cu moment of 0.55(3) µB. Use of the proper form factor is
important for properly evaluating the magnetic moment, as there is always a
gap between Q = 0 (where the magnitude of the form factor is defined to be
1) and the Q value of the first magnetic Bragg peak. It does not appear that
anyone has gone back to reevaluate the magnetic diffraction data on other
cuprates, such as La2CuO4 or Sr2CuO2Cl2 using the anisotropic form factor.
The maximum observed Cu moments are consistent with a large reduction
due to zero-point spin fluctuations as predicted by spin-wave theory. The
moment m is equal to g〈S〉µB, where a typical value of the gyromagnetic
ratio g is 2.1. Without zero-point fluctuations, one would expect m ≈ 1.1 µB.
Linear spin-wave theory predicts 〈S〉 = 0.303 [89], giving m ≈ 0.64 µB, a bit
more than the largest observed moments. Further reductions can occur due
to hybridization effects [90, 91].
The ordered moments of the oxy-chlorides listed in Table 8.1 seem surpris-
ingly small. While this might be due to hybridization effects, it is interesting
to note that there is a correlation between mCu and TN for the first five anti-
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Fig. 8.8. Ordered magnetic moment per Cu atom vs. TN for the first five compounds
in Table 8.1, all of which have a similar body-centered stacking of CuO2 layers.
ferromagnets in the table, which all share a similar body-centered stacking of
the CuO2 planes. The correlation is illustrated in Fig. 8.8. The ratio TN/J is
expected to be sensitive to the interlayer exchange J ′ [92], and J ′ varies sub-
stantially among these compounds; however, I am not aware of any predicted
dependence of mCu on J
′. A correlation between mCu and TN/J has been
reported for quasi-1D antiferromagnets, but such a correlation is expected in
that case [93].
8.3.2 Spin waves
The starting point for considering magnetic interactions in the cuprates is the
Heisenberg hamiltonian:
H = J
∑
〈i,j〉
Si · Sj, (8.5)
where 〈i, j〉 denotes all nearest-neighbor pairs, each included once. This hamil-
tonian can be derived in second-order perturbation from a Hubbard model for
a single, half-filled band of electrons. Such a model includes a nearest-neighbor
hopping energy t and the Coulomb repulsion energy U for two electrons on the
same site; in terms of these parameters, J = 4t2/U [94]. Spin-wave theory can
be applied to the Heisenberg hamiltonian to calculate the dispersion of spin
fluctuations about QAF [95]. At low energies the spin waves disperse linearly
with q = Q −QAF (see Fig. 8.9), having a velocity c =
√
8SZcJa/h¯, where
Zc ≈ 1.18 [96] is a quantum-renormalization factor. Thus, by measuring the
spin-wave velocity, one can determine J .
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Spin-wave measurements have been performed for a number of cuprates,
and some results for J are listed in Table 8.1. (Complementary measurements
of J can be obtained by two-magnon Raman scattering [97].) To calculate the
values of J from spectroscopically determined parameters, one must consider
at least a 3-band Hubbard model [98]. Recent ab initio cluster calculations
[99, 100] have been able to achieve reasonable agreement with experiment.
While the magnitude of J in layered cuprates is rather large, it is not extreme;
a value of J = 226(12) meV has been measured for Cu-O chains in SrCuO2
[101].
To describe the experimental dispersion curves in greater detail, one must
add more terms to the spin hamiltonian. For example, in a tour de force
experiment, Coldea et al. [68] have measured the dispersion of spin waves in
La2CuO4 along high-symmetry directions of the 2D Brillouin zone, as shown
in Fig. 8.9. The observed dispersion along the zone boundary, between (1
2
, 0)
and (3
4
, 1
4
), is not predicted by the simple Heisenberg model. To describe
this, they consider the additional terms that appear when the perturbation
expansion for the single-band Hubbard model is extended to fourth order. The
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most important new term involves 4-spin cyclic exchange about a plaquette
of four Cu sites [102, 103, 104]. Coldea and coworkers were able to fit the
data quite well with the added parameters [see lines through data points in
Fig. 8.9(a)], obtaining, at 10 K, J = 146(4) meV and a cyclic exchange energy
Jc = 61(8) meV [68]. (Superexchange terms coupling sites separated by two
hops are finite but negligible.)
If, instead of expanding to higher order, one extends the Hubbard model to
include hopping between next-nearest-neighbor Cu sites, one can calculate a
superexchange term J ′ between next-nearest neighbors that is on the order of
10% of J [105, 106]. It turns out, however, that fitting the measured dispersion
with only J and J ′ requires that J ′ correspond to a ferromagnetic interaction
[68], which is inconsistent with the model predictions.
In YBa2Cu3O6+x, the effective exchange coupling between Cu moments in
nearest-neighbor layers is substantial. Its effect is to split the spin waves into
acoustic and optic branches, having odd and even symmetry, respectively,
with respect to the bilayers. The structure factors for these excitations are
[107]
gac = sin(πzl), (8.6)
gop = cos(πzl), (8.7)
where z = dCu−Cu/c is the relative spacing between Cu moments along the
c axis within a bilayer (dCu−Cu ≈ 3.285 A˚[108]); the intensity of the spin-
wave scattering is proportional to g2. An example of the intensity modulation
due to the acoustic-mode structure factor in the antiferromagnetic state is
indicated by the filled circles in Fig. 8.10.
The energy gap for the optical magnons has been measured to be approx-
imately 70 meV [33, 32]. Experimental results for the spin wave dispersion
and the spectral weight are shown in Fig. 8.11. The magnitude of the gap
indicates that the intra-bilayer exchange is 11(2) meV [33, 32].
At low energies, there are other terms that need to be considered. There
need to be anisotropies, with associated spin-wave gaps, in order to fix the spin
direction; however, an atom with S = 1
2
cannot have single-ion anisotropy. In-
stead, the anisotropy is associated with the nearest-neighbor superexchange
interaction. Consider a pair of nearest-neighbor spins, Si and Sj , within a
CuO2 plane, with each site having tetragonal symmetry. The Heisenberg
Hamiltonian for this pair can be written
Hpair = J‖S
‖
i S
‖
j + J⊥S
⊥
i S
⊥
j + JzS
z
i S
z
j , (8.8)
where ‖ and ⊥ denote directions parallel and perpendicular to the bond within
the plane, and z is the out-of-plane direction. Yildirim et al. [67] showed that
the anisotropy can be explained by taking into account both the spin-orbit and
Coulomb exchange interactions. To discuss the anisotropies, it is convenient
to define the quantities ∆J ≡ Jav − Jz, where Jav ≡ (J‖ + J⊥)/2, and δJin ≡
J‖ − J⊥ [66]. For the cuprates, Jav ≫ ∆J > δJin > 0. The out-of-plane
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anisotropy, αXY = ∆J/Jav, causes the spins to lie, on average, in the x-y plane,
and results in a spin-wave gap for out-of-plane fluctuations. The in-plane
anisotropy δJin/Jav, contributing through the quantum zero-point energy [66,
109], tends to favor alignment of the spins parallel to a bond direction, and
causes the in-plane spin-wave mode to have a gap. The effective coupling
between planes (which can involve contributions from several interactions [66])
leads to (weak) dispersion along Qz.
For stoichiometric La2CuO4, the out-of-plane spin gap is 5.5(5) meV, cor-
responding to αXY = 1.5 × 10−4 [110]. The in-plane gap of 2.8(5) meV has
a contribution from anisotropic exchange of the Dzyaloshinsky-Moriya type
[111, 112], as well as from δJin. No dispersion along Qz has been reported.
For antiferromagnetic YBa2Cu3O6+x, an out-of-plane gap of about 5 meV
has been observed [107, 113, 114], indicating an easy-plane anisotropy similar
to that in La2CuO4. No in-plane gap has been resolved; however, the in-plane
mode shows a dispersion of about 3 meV along Qz [107, 113, 114]. The latter
dispersion is controlled by the effective exchange between Cu moments in
neighboring bilayers through the nonmagnetic Cu(1) sites, which is on the
order of 10−4J .
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8.3.3 Spin dynamics at T > TN
That strong 2D spin correlations survive in the CuO2 planes for T > TN
initially came as a surprise [115]. Such behavior was certainly uncommon at
that point. Detailed studies have since been performed measuring the instanta-
neous spin correlation length ξ as a function of temperature in La2CuO4[116]
and in Sr2CuO2Cl2[117, 70]. The correlation length is obtained using an ex-
perimental trick to integrate the inelastic scattering over excitation energy,
and using the formula
S(q2D) =
∫
dω S(q2D , ω) = S(0)
1 + q22Dξ
2
. (8.9)
Here, q2D is the momentum-transfer component parallel to the planes, and
the scattering is assumed to be independent of momentum transfer perpen-
dicular to the planes. (The experimental energy integration is imperfect, but,
by proper choice of incident neutron energy, does capture most of the critical
scattering.)
To theoretically analyze the behavior of the correlation length, Chakravarty,
Halperin, and Nelson [118] evaluated the 2D quantum nonlinear σ model us-
ing renormalization group techniques; their results were later extended to a
higher-order approximation by Hasenfratz and Niedermayer [119]. The essen-
tial result is that
ξ/a ∼ e2piρs/T , (8.10)
where the spin stiffness ρs is proportional to J (see [116] for a thorough
discussion). The experimental results are in excellent agreement with theory,
with essentially no adjustable parameters. The unusual feature of ξ(T ) is the
exponential, rather than algebraic, dependence on temperature; nevertheless,
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note that it is consistent with achieving long-range order at T = 0. The
robustness of the experimentally-observed spin correlations is due to the large
value of J , comparable to 1500 K, and the weak interlayer exchange, J ′. The
3D ordering temperature can be estimated as [120]
kTN ≈ J ′
(
m
m0
)2(
ξ
a
)2
, (8.11)
where m/m0 = 0.6 is the reduction of the ordered moment due to quantum
fluctuations. Because of the small J ′, the correlation length can reach the
order of 100a before ordering occurs [116].
Although Sr2CuO2Cl2 has essentially the same structure as La2CuO4, its
tetragonal symmetry leads one to expect, classically, that the net interlayer
exchange should be zero; however, an analysis by Yildirim et al. [66] has shown
that a finite interaction of appropriate size results when quantum zero-point
energy is taken into account. Because of its relatively low TN of 257 K, it
has been possible to detect in Sr2CuO2Cl2 a crossover to XY-like behavior
about 30 K above TN, as reported in a
35Cl NMR study [121]. This behavior
results from the small easy-plane exchange anisotropy common to the layered
cuprates [122]. Using neutrons to study the same material, it was possible
to shown that the characteristic fluctuation rate in the paramagnetic state
follows the behavior Γ = ω0 ∼ ξ−z with z = 1.0(1) [123], consistent with
dynamic scaling theory for the 2D Heisenberg antiferromagnet.[124]
There has been less work done on the paramagnetic phase of YBa2Cu3O6+x,
as the inelastic structure factor, Eq. 8.6, complicates the experimental trick for
energy integration. There are also complications to studying YBa2Cu3O6+x
samples at elevated temperatures, as oxygen can easily diffuse into and out
of crystals as one heats much above room temperature. In any case, Fig. 8.10
shows that the bilayers remain correlated at T > TN [107].
8.4 Destruction of antiferromagnetic order by hole
doping
The long-range antiferromagnetic order of La2CuO4 is completely destroyed
when 2% of Sr (measured relative to Cu concentration) is doped into the
system [125]. Adding holes effectively reduces the number of Cu spins, so
one might consider whether the reduction of order is due to dilution of the
magnetic lattice. For comparison, an extensive study of magnetic dilution
has been performed by Vajk et al. [126] on La2Cu1−z(Zn,Mg)zO4, where Cu
is substituted by nonmagnetic Zn and/or Mg. They found that long-range
antiferromagnetic order was lost at the classical 2D percolation limit of z ≈
41%. Thus, holes destroy magnetic order an order of magnitude more rapidly
than does simple magnetic dilution.
The reduction of the Ne´el temperature at small but finite doping is ac-
companied by a strong depression of the antiferromagnetic Bragg intensities,
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surate frozen moment at T = 4 K vs. hole concentration. Inset shows estimated
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√
2. Solid and broken lines correspond to ǫ = x
and δ = x, respectively. Inset shows the positions of the incommensurate super-
lattice peaks in reciprocal space. After Matsuda et al. [127], including results from
[128, 129, 130, 131].
together with an anomalous loss of intensity at T < 30 K [127]. Matsuda et al.
[127] showed recently that the latter behavior is correlated with the onset of
incommensurate magnetic diffuse scattering below 30 K. In tetragonal coordi-
nates, this scattering is peaked at (1
2
, 1
2
, 0)± 1√
2
(ǫ, ǫ, 0). To be more accurate,
it is necessary to note that the crystal structure is actually orthorhombic,
with the unit-cell axes rotated by 45◦; the magnetic modulation is uniquely
oriented along the b∗o direction [see inset of Fig. 8.12(c)].
The doping dependence of the transition temperature, ordered moments,
and incommensurability are shown in Fig. 8.12. The facts that (a) the vol-
ume fraction of the incommensurate phase grows with x for x ≤ 0.02 [inset
of Fig. 8.12(b)] and (b) the incommensurability does not change for x ≤ 0.02
8 Neutron Scattering 21
strongly suggest that an electronic phase separation occurs [127]. Thus, it ap-
pears that commensurate antiferromagnetic order is not compatible with hole
doping. The disordered potential due to the Sr dopants may be responsible
for the finite range of doping over which the Ne´el state appears to survive.
The diagonally-modulated, incommensurate spin-density-wave phase induced
by doping survives up to the onset of superconductivity at x ≈ 0.06 [131], and
it corresponds to what was originally characterized as the “spin-glass” phase,
based on bulk susceptibility studies [132, 133].
Further evidence for electronic phase separation comes from studies of
oxygen-doped La2CuO4+δ (for a review, see [134]). The oxygen interstitials are
mobile, in constrast to the quenched disorder of Sr substitution, and so they
can move to screen discrete electronic phases. For δ < 0.06, a temperature-
dependent phase separation is observed between an oxygen-poor antiferro-
magnetic phase and an oxygen-rich superconducting phase [135, 136]; further
miscibility gaps are observed between superconducting phases at higher oxy-
gen content [63]. A sample with δ ≈ 0.05 and quenched disorder (due to
electrochemical oxygenation in molten salt) exhibited reduced Ne´el and su-
perconducting transition temperatures [137]. The interesting feature in this
case was the observation of a decrease in the antiferromagnetic order with
the onset of the superconductivity, suggesting a competition between the two
phases.
In YBa2Cu3O6+x the situation is somewhat more complicated, as the dop-
ing of the planes is coupled to the tetragonal-orthorhombic (T-O) transition
[138, 139, 140] that occurs in the vicinity of x = 0.3–0.4, depending on the
degree of annealing. In the tetragonal phase, an isolated oxygen atom entering
the “chain” layer simply converts neighboring Cu(1) sites from Cu1+ to Cu2+;
holes are created when chain segments form [54, 141]. The transfer of holes
from the chains to the planes must be screened by displacements in the Ba-O
layer that sits between, and a large jump in this screening occurs at the T-O
transition [138, 139, 140]. Thus, one tends to find a discontinuous jump from
a very small planar hole density in the antiferromagnetic phase just below the
T-O transition to a significant density (∼ 0.05 holes/Cu) just above.
Antiferromagnetic order has been observed throughout the tetragonal
phase of YBa2Cu3O6+x, with TN decreasing rapidly as the T-O transition
(at x ≈ 0.4) is approached [54, 142]. A study of a set of carefully annealed
powder samples, for which the T-O transition occurred at x ≈ 0.2, indi-
cated antiferromagnetic order in the orthorhombic phase at x = 0.22 and 0.24
with TN = 50(15) K and 20(10) K, respectively. For tetragonal crystals with
x ∼ 0.3, a drop in the antiferromagnetic Bragg intensity has been observed be-
low ≈ 30 K [107, 142]; as the Bragg intensity decreased, an increase in diffuse
intensity along the 2D antiferromagnetic rod (with an acoustic bilayer struc-
ture factor) was found. This latter behavior might be related to the apparent
phase separation in La2−xSrxCuO4 with x < 0.02 [127] discussed above.
The best study of a single-crystal sample just on the orthorhombic side
of the T-O boundary is on YBa2Cu3O6.35, a sample with Tc = 18 K [143].
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Quasielastic diffuse scattering is observed at the antiferromagnetic superlat-
tice positions. The peak intensity of this central mode grows on cooling below
∼ 30 K, but the energy width decreases below Tc. These results indicate their
is no coexistence of long-range antiferromagnetic order in the superconducting
phase. The spin-spin correlation length is short (∼ 8 unit cells), suggesting
segregation of hole-poor and hole-rich regions [143].
A possibly-related response to doping is observed in the bilayer system
La2−x(Sr,Ca)xCaCu2O6+δ. Studies of crystals with x = 0.1–0.2 reveal com-
mensurate short-range antiferromagnetic order that survives to temperatures
> 100 K [144, 145], despite evidence from optical conductivity measurements
for a substantial hole density in the CuO2 planes [146]. Thus, there seems to
be a local phase separation between hole-rich regions and antiferromagnetic
clusters having an in-plane diameter on the order of 10 lattice spacings.
8.5 Stripe order and other competing states
8.5.1 Charge and spin stripe order in nickelates
To understand cuprates, it seems sensible to consider the behavior of closely
related model systems. One such system is La2−xSrxNiO4+δ, a material that is
isostructural with La2−xSrxCuO4. It is obtained by replacing S = 12 Cu
2+ ions
(Z = 29) with S = 1 Ni2+ ions (Z = 28). One might consider the nickelates to
be uninteresting as they are neither superconducting nor metallic (for x < 0.9)
[147, 148]; however, the insulating behavior is inconsistent with the predictions
of band theory, and it is important to understand why.
Pure La2NiO4 is an antiferromagnetic insulator [155] that is easily doped
with excess oxygen, as well as by Sr substitution for La [134]. Doping the
NiO2 planes with holes reduces TN more gradually than in the cuprates [156].
It is necessary to dope to a hole concentration of nh = x+2δ ∼ 0.2 before the
commensurate antiferromagnetic order is replaced by stripe order [156, 151,
152]. Figure 8.13(a) shows a schematic of diagonal stripe order appropriate
for nh ≈ 1/4. The charge stripes, with a hole filling of one per Ni site, act as
antiphase domain walls for the magnetic order, so that the magnetic period is
twice that of the charge order. The nature of the stripe order has been deduced
from the positions and intensities of the superlattice peaks [134, 157]. The
characteristic wave vector for spin order is qso = QAF ± 1√2 (ǫ, ǫ, 0) and that
for charge order is qco =
1√
2
(2ǫ, 2ǫ, 0) + (0, 0, 1). When the symmetry of the
average lattice does not pick a unique orientation, modulations rotated by 90◦
will also be present in separate domains. The fact that diagonal stripe order
has a unique modulation direction within each domain has been confirmed
by electron diffraction [158]. Evidence for significant charge modulation has
also been provided by nuclear magnetic resonance studies [159, 160]. The
charge-ordering transition is always observed to occur at a higher temperature
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Fig. 8.13. (a) Cartoon of diagonal stripe order in an NiO2 plane (only Ni sites in-
dicated) for nh ≈ 1/4. Magnetic unit cell is indicated by double lines, shaded circles
indicate charge stripes with a hole density of one per Ni site. (b) Transition tem-
peratures for charge order, Tco (squares), and spin order, Tso (circles), measured by
neutron diffraction. Open diamonds: transition temperatures from transport mea-
surements [149]. (c) Incommensurability vs. nh. Circles (crosses) results at low tem-
perature (high temperature, near Tso). Fraction labels are approximate long-period
commensurabilities. (b) and (c) after Yoshizawa et al. [150], including results from
[151, 152, 153, 154].
than the spin ordering, as shown in Fig. 8.13(b), with the highest ordering
temperatures occurring for x = 1/3 [149, 161].
The magnetic incommensurability ǫ, is inversely proportional to the period
of the magnetic modulation. It increases steadily with doping, as shown in
Fig. 8.13(c), staying close to the line ǫ = nh, indicating that the hole-density
within the charge stripes remains roughly constant but the stripe spacing
decreases with doping. For a given sample, the incommensurability changes
with temperature, tending towards ǫ = 1/3 as T → Tco [162]. In a sample
with ordered oxygen interstitials, ǫ has been observed to pass through lock-in
plateaus on warming, indicating a significant coupling to the lattice [154].
The impact of hole-doping on the magnetic interactions has been de-
termined from measurements of the spin-wave dispersions for crystals with
x ≈ 1/3 [163, 164, 165]. Analysis shows that the superexchange J within an
antiferromagnetic region is 27.5(4) meV [165], which is only a modest reduc-
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tion compared to J = 31(1) meV in undoped La2NiO4 [166]. The effective
coupling across a charge stripe is found to be ≈ 0.5J , a surprisingly large
value. In the spin-wave modelling, it was assumed that there is no magnetic
contribution from the charge stripes; however, it is not obvious that this is a
correct assumption. Combining an S = 1
2
hole with an S = 1 Ni ion should
leave at least an S = 1
2
per Ni site in a domain wall. Recently, Boothroyd et al.
[167] have discovered quasi-1D magnetic scattering that disperses up to about
10 meV and becomes very weak above 100 K. This appears to correspond to
the spin excitations of the charge stripes.
Inelastic neutron scattering measurements at T > Tco indicate that incom-
mensurate spin fluctuations survive in the disordered state [168, 163], imply-
ing the existence of fluctuating stripes. This result is consistent with optical
conductivity studies [169, 170] which show that while the dc conductivity ap-
proaches that of a metal above room temperature, the dynamic conductivity
in the disordered state never shows the response of a conventional metal.
The overall message here is that a system very close to the cuprates shows
a strong tendency for charge and spin to order in a manner that preserves
the strong superexchange interaction of the undoped parent compound. It is
certainly true that Ni2+ has S = 1 while Cu2+ has S = 1
2
, and this can have
a significant impact on the strength of the charge localization in the stripe-
ordered nickelates [171]; however, the size of the spin cannot, on its own,
explain why conventional band theory breaks down for the nickelates. The
electronic inhomogeneity observed in the nickelates suggests that similarly
unusual behavior might be expected in the cuprates.
8.5.2 Stripes in cuprates
Static charge and spin stripe orders have only been observed in a couple of
cuprates, La1.875Ba0.125CuO4 [41] and La1.6−xNd0.4SrxCuO4 [43, 172] to be
specific. The characteristic 2D wave vector for spin order is qso = QAF± (ǫ, 0)
and that for charge order is qco = (2ǫ, 0). A cartoon of stripe order consistent
with these wave vectors is shown in Fig. 8.14(a); the inferred charge density
within the charge stripes is approximately one hole for every two sites along
the length of a stripe. The magnetic unit cell is twice as long as that for charge
order. It should be noted that the phase of the stripe order with respect to
the lattice has not been determined experimentally, so that it could be either
bond-centered, as shown, or site-centered.
In a square lattice, the domains of vertical and horizontal stripes shown
in Fig. 8.14 are equivalent; however, each breaks the rotational symmetry
of the square lattice. In fact, static stripe order has only been observed in
compounds in which the average crystal structure for each CuO2 plane ex-
hibits a compatible reduction to rectangular symmetry. This is the case for
the low-temperature-tetragonal (LTT) symmetry (space group P42/ncm) of
La1.875Ba0.125CuO4 and La1.6−xNd0.4SrxCuO4 [173], where orthogonal Cu-O
bonds are inequivalent within each plane, but the special direction rotates
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(a) (b)
Fig. 8.14. Cartoons of equivalent domains of (a) vertical and (b) horizontal bond-
centered stripe order within a CuO2 plane (only Cu sites shown). Note that the
magnetic period is twice that of the charge period. The charge density along a
stripe is one hole for every two sites in length.
by 90◦ from one layer to the next. Because planes of each orientation are
equally represented in the LTT phase, both stripe domains are equally rep-
resented. The correlation between lattice symmetry and stripe ordering is
especially clear in studies of the system La1.875Ba0.125−xSrxCuO4 by Fujita
and coworkers [174, 175, 176].
When diffraction peaks from orthogonal stripe domains are present simul-
taneously, one might ask whether the diffraction pattern is also consistent with
a checkerboard structure (a superposition of orthogonal stripe domains in the
same layer) [177]. There are a number of arguments against a checkerboard in-
terpretation. (1) The observed sensitivity of charge and spin ordering to lattice
symmetry would have no obvious explanation for a checkerboard structure,
with its 4-fold symmetry. (2) For a pattern of crossed stripes, the positions
of the magnetic peaks should rotate by 45◦ with respect to the charge-order
peaks. One would also expect to see additional charge-order peaks in the [110]
direction. Tests for both of these possibilities have come out negative [178]. It
is possible to imagine other two-dimensional patterns that are consistent with
the observed diffraction peaks [177]; however, the physical justification for the
relationship between the spin and charge modulation becomes unclear in such
models. (3) The intensity of the charge-order scattering is strongly modulated
along Qz, with maxima at l = n ± 12 , where n is an integer. This behavior
is straightforwardly explained in terms of unidirectional stripe order tied to
local lattice symmetry, with Coulomb repulsion between stripes in equivalent
(next-nearest-neighbor) layers [179]. For a checkerboard pattern, one would
expect correlations between nearest-neighbor layers, which would give a Qz
dependence inconsistent with experiment.
There has also been a report of stripe-like charge order and incommen-
surate spin fluctuations in a YBa2Cu3O6+x sample with a nominal x = 0.35
[180]. The superconducting transition for this sample, having a midpoint at
39 K and a width of 10 K, is a bit high to be consistent with the nominal oxy-
gen content [143]; this may indicate some inhomogeneity of oxygen content in
the very large melt-grown crystal that was studied. Weak superlattice peaks
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attributed to charge order corresponding to vertical stripes with 2ǫ = 0.127
retain finite intensity at room temperature. The difference in magnetic scat-
tering at 10 K relative to 100 K shows a spectrum very similar to that in
Fig. 8.3, with Er ≈ 23 meV and ǫ ≈ 0.06. While these experimental results
are quite intriguing, it would be desirable to confirm them on another sample.
In any case, it is interesting to note that a recent muon spin rotation (µSR)
study by Sanna et al. [181] identified local magnetic order at low temperatures
in YBa2Cu3O6+x with x ≤ 0.39, and coexistence with superconductivity for
x ≥ 0.37.
Elastic incommensurate scattering consistent with stripe order has been
observed in stage-4 La2CuO4+δ with Tc = 42 K, although charge order has
not been detected [55]. An interesting question is whether static stripe or-
der coexists homogeneously with high-temperature superconductivity in this
sample. The fact that the 4-layer staging of the oxygen interstitials creates
two inequivalent types of CuO2 layers suggests the possibility that the order
parameters for stripe order and superconductivity might have their maxima
in different sets of layers. A µSR study of the same material found that only
about 40% of the muons detected a local, static magnetic field [182]. While
it was argued that the best fit to the time dependence of the zero-field muon
spectra was obtained with an inhomogeneous island model, the data may also
be compatible with a model of inhomogeneity perpendicular to the planes.
Beyond static order, we can consider the excitations of a stripe-ordered
system. It has already been noted in §8.2.1 that the magnetic excitations
of La1.875Ba0.125CuO4 at low temperature exhibit a similar dispersion to
good superconductors without stripe order. The overall spectrum is only
partially consistent with initial predictions of linear spin-wave theory for a
stripe-ordered system [183, 184, 185]; however, it is reasonably reproduced by
calculations that consider weakly-coupled two-leg spin ladders (of the type
suggested by Fig. 8.14) [186, 187] or that treat both spin and electron-hole
excitations of a stripe-ordered ground state [188].
The temperature dependence of the magnetic scattering at low energies
(≤ 10 meV) has been reported by Fujita et al. [41]; Fig. 8.15 shows some of the
results. On the left, one can see that, in the stripe-ordered state (T = 8 and 30
K), the Q-integrated dynamic susceptibility is independent of frequency and
temperature. Such behavior is consistent with expectations for spin waves. In
the disordered phase (65 K and above), χ˜′′(ω) heads linearly to zero at zero
frequency; however, at 10 meV the decrease with temperature is relatively
slow. The temperature dependence of χ˜′′(ω) at 3 meV and 6 meV is shown in
more detail on the right side, in panel (a). There is a rapid drop above Tco at 3
meV, but the change at 6 meV is more gradual. There is a substantial increase
in Q width of the incommensurate peaks at the transition, as shown in (b).
Interestingly, there is also a significant drop in incommensurability at the
transition, shown in (c), with a continuing decrease at higher temperatures.
Similar results for La1.6−xNd0.4SrxCuO4 with x = 0.12 were obtained by
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Fig. 8.15. Results for low-energy inelastic magnetic scattering in
La1.875Ba0.125CuO4. Left: local susceptibility, χ˜
′′(ω), as a function of h¯ω for
temperatures below [(a) and (b)] and above [(c)-(e)] the charge-ordering tem-
perature, Tco. Right: Temperature dependence, for h¯ω = 3 and 6 meV, of (a)
local susceptibility, (b) κ, half-width in Q of the incommensurate peaks, (c)
incommensurability ǫ. Vertical lines denote Tco and Td2, the transition to the LTT
phase. The dashed lines are guides to the eye. From Fujita et al. [41].
Ito et al. [189]. The jump in ǫ on cooling through Tco may be related to
commensurability effects in the stripe-ordered state.
The results in the disordered state (T > 60 K) of La1.875Ba0.125CuO4 look
similar to those found in the normal state of La2−xSrxCuO4 [12]. The con-
tinuous variation of the magnetic scattering through the transition suggests
that the nature of the underlying electronic correlations is the same on both
sides of the transition. The simplest conclusion seems to be that dynamic
stripes are present in the disordered state of La1.875Ba0.125CuO4 and in the
normal state of La2−xSrxCuO4. The similarity of the magnetic spectrum to
that in YBa2Cu3O6+x (see Fig. 8.3) then suggests that dynamic stripes may
be common to under- and optimally-doped cuprates.
8.5.3 Spin-density-wave order in chromium
Chromium and its alloys represent another system that has been proposed
as a model for understanding the magnetic excitations in superconducting
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cuprates [190]. Pure Cr has a body-centered-cubic structure and exhibits an-
tiferromagnetic order that is slightly incommensurate [191]. Overhauser and
Arrott [192] first proposed that the order was due to a spin-density-wave in-
stability of the conduction electrons. Lomer [193] later showed that the ampli-
tude of the SDW order could be understood in terms of approximate nesting
of separate electron and hole Fermi surfaces. The ordering can be modified
by adjusting the Fermi energy through small substitions of neighboring 3d
elements. For example, adding electrons through substitution of less than a
percent of Mn is enough to drive the ordering wave vector to commensurabil-
ity, whereas reducing the electron density with V causes the incommensurate
ordering temperature to head to zero at a concentration of about 3.5% [190].
The magnetic excitations in pure Cr have a very large spin-wave velocity
[194, 195], similar to the situation for cuprates. The results seem to be quali-
tatively consistent with calculations based on Fermi-surface nesting [196, 197].
A study of paramagnetic Cr0.95V0.05 at low temperature [198] has revealed in-
commensurate excitations at low energy that broaden with increasing energy.
χ′′ has a peak at about 100 meV, but remains substantial up to at least 400
meV. A comparison of the magnitude of the experimental χ′′ with ab initio
calculations [199] indicates a substantial exchange enhancement over the bare
Lindhard susceptibility [198].
Given that Cr is cubic, there are three equivalent and orthogonal nesting
wave vectors. Within an ordered domain, the ordering wave vector consists of
just one of these three possibilities. Along with the SDW order, there is also
a weak CDW order that appears. A neutron diffraction study showed that
the intensity of the CDW peaks scales as the square of the intensity of the
SDW peaks, indicating that the CDW is a secondary order parameter and
that the ordering transition is driven by the magnetic ordering [200]. It is
natural to compare this behavior with that found in stripe ordered cuprates.
The behavior in the latter is different, with the charge order peaks appearing
at a higher temperature than those for spin order in La1.6−xNd0.4SrxCuO4
with x = 0.12 [201]. That result indicates that either charge ordering alone,
or a combination of charge and spin energies, drive the initial ordering [202],
so that stripe order is distinct from SDW order.
There are certainly some similarities between the magnetic excitations of
Cr alloys and those of optimally-doped cuprates. The fact that the magnetism
in Cr and its alloys is caused by Fermi-surface nesting has led many people
to assume that a similar mechanism might explain the excitations of super-
conducting cuprates, as discussed elsewhere in this book. Some arguments
against such an approach have been presented in Sec. VI of [203].
8.5.4 Other proposed types of competing order
New types of order beyond spin-density waves or stripes have been proposed
for cuprates. One is d-density-wave (DDW) order, which has been introduced
by Chakravarty et al. [204] to explain the d-wave-like pseudogap seen by
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photoemission experiments on underdoped cuprates. (A related model of a
staggered-flux phase was proposed by Wen and Lee [205] with a similar moti-
vation; however, their model does not have static order.) The model of DDW
order involves local currents that rotate in opposite directions about neigh-
boring plaquettes within the CuO2 planes. The orbital currents should induce
weak, staggered magnetic moments oriented along the c axis. Because of the
large size of the current path in real space, the magnetic form factor should fall
off very rapidly with Q2D in reciprocal space. Mook et al. [206] have done ex-
tensive measurements in search of the proposed signal in YBa2Cu3O6+x with
several values of x. The measurements are complicated by the fact that large
crystals are required to achieve the necessary sensitivity, while the largest
crystals available are contaminated by a significant amount of Y2BaCuO5.
Stock et al. [207] studied a crystal of YBa2Cu3O6.5 with unpolarized neu-
trons, and concluded that no ordered moment could be seen to a sensitivity
of ∼ 0.003 µB. Using polarized neutrons, Mook et al. [208] have seen, in the
spin-flip channel, a weak peak at QAF on top of a large background. With-
out giving an error bar, they suggest that the associated moment might be
0.0025 µB. They concluded that “the present results provide indications that
orbital current phases are not ruled out” [208].
Varma [209] has proposed a different model of ordered orbital currents,
in which the currents flow between a single Cu ion and its four coplanar O
neighbors. This state breaks time-reversal and rotational symmetry but not
translational symmetry. Thus, magnetic scattering from the c-axis-oriented
orbital moments should be superimposed on nuclear Bragg scattering from the
crystal lattice. Information on the nature of the orbital currents is contained
in a strongly Q-dependent structure factor. The only practical way to detect
such a small magnetic signal on top of the strong nuclear peaks would be
with polarized neutrons. Lee et al. [210] performed extensive polarized-beam
studies on La2−xSrxCuO4 and YBa2Cu3O6+x single crystals. They found no
positive evidence for the proposed magnetic moments, with a sensitivity of
0.01 µB in the case of 3D order, and 0.1 µB in the case of quasi-2D order. Simon
and Varma [211] have since proposed a second pattern of orbital currents that
would have a different magnetic structure factor from the original version.
Positive results in YBa2Cu3O6+x corresponding to this second pattern have
recently been reported by Fauque´ et al. [212].
8.6 Variation of magnetic correlations with doping and
temperature in cuprates
8.6.1 Magnetic incommensurability vs. hole doping
The doping dependence of the low-energy magnetic excitations in supercon-
ducting La2−xSrxCuO4 have been studied in considerable detail [13, 131]. In
particular, the Q dependence has been characterized. We already saw in §8.4
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Fig. 8.16. Variation of the magnetic incommensurability ǫ [as defined in the insets of
(a)] for (a) lightly-doped La2−xSrxCuO4, and (b) La2−xSrxCuO4 with and without
Nd-codoping. In (a) the filled (open) symbols correspond to diagonal (bond-parallel,
or vertical) spin stripes. Adapted from Fujita et al. [131]. In (b), open circles are
from measurements of excitations at E ∼ 3 meV and T ≈ Tc in La2−xSrxCuO4 from
Yamada et al. [13]; filled squares are from elastic scattering on La1.6−xNd0.4SrxCuO4
from Ichikawa et al. [172].
that the destruction of antiferromagnetic order by hole doping leads to diag-
onal spin stripes. As shown in Fig. 8.16(a), the magnetic incommensurability
ǫ grows roughly linearly with x across the “spin-glass” regime. (The results
in this region are from elastic scattering.) At x ≈ 0.055, there is an insulator
to superconductor transition, and along with that is a rotation of the incom-
mensurate peaks (as shown in the insets), indicating a shift from diagonal
to vertical (or bond-parallel) stripes [131]. The rotation of the stripes is not
as sharply defined as is the onset of the superconductivity—there is a more
gradual evolution of the distribution of stripe orientations as indicated by
the measured peak widths, especially around the circle of radius ǫ centered
on QAF. Interestingly, the magnitude of ǫ continues its linear x dependence
through the onset of superconductivity.
In the superconducting phase, ǫ continues to grow with doping up to
x ∼ 1
8
, beyond which it seems to saturate, as indicated by the circles [13]
in Fig. 8.16(b). Interestingly, the same trend in incommensurability is found
for static stripe order in Nd-doped La2−xSrxCuO4 [172], as indicated by the
filled squares in the same figure. The differences in wave vector for a given x
may reflect a change in the hole density of the charge stripes when they be-
come statically ordered in the anisotropic lattice potential of the LTT phase.
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(upper) and 30 meV (lower) for La2−xSrxCuO4 with x = 0.10 and 0.16 [40] and
La1.875Ba0.125CuO4 [42].
While low-energy incommensurate scattering is also observed in overdoped
La2−xSrxCuO4, Wakimoto et al. [213] have found that the magnitude of χ′′,
measured at E ∼ 6 meV, drops rapidly for x > 0.25, becoming neglible by
x = 0.30. The decrease in the magnitude of χ′′ is correlated with the fall off
in Tc. Interestingly, these results suggest that the superconductivity weakens
as magnetic correlations disappear.
In YBa2Cu3O6+x, the incommensurability of the magnetic excitations at
E < Er is resolvable only for T ≪ Tc. The presence of a substantial spin gap
in the superconducting state, together with the dispersion of the magnetic ex-
citations, makes it difficult to compare directly the results for YBa2Cu3O6+x
with the behavior of La2−xSrxCuO4 shown in Fig. 8.16(b). Dai et al. [17] have
determined ǫ at energies just above the spin gap; the results for YBa2Cu3O6+x
are represented by circles and squares in Fig. 8.17. For comparison, the trian-
gles indicate the effective incommensurabilities found at energies of 20 and 30
meV in La2−xSrxCuO4 with x = 0.10 and 0.16 [40] and in La1.875Ba0.125CuO4
[42]. The trends in the two different cuprate families seem to be similar when
one accounts for the dispersion. (Comparable behavior in YBa2Cu3O6+x and
La2−xSrxCuO4 was also noted by Balatsky and Bourges [214].)
8.6.2 Doping dependence of energy scales
The doping dependence of Er in YBa2Cu3O6+x and Bi2Sr2CaCu2O8+δ has
received considerable attention. In optimally-doped and slightly under-doped
YBa2Cu3O6+x, the scattering at Er (for T < Tc) is relatively strong and
narrow in Q and ω. Of course, when the intensity is integrated over Q and ω
one finds that it corresponds to a small fraction of the total expected sum-rule
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Fig. 8.18. (a) Summary of results for the resonance energy Er from neutron scat-
tering measurements on YBa2Cu3O6+x (open circles) and Bi2Sr2CaCu2O8+δ (filled
squares), and twice the maximum of the superconducting gap, 2∆m, from angle-
resolved photoemission (ARPES, filled triangles) and tunneling (open triangles)
measurements on Bi2Sr2CaCu2O8+δ, taken from Sidis et al. [18]. (b) Er (circles) for
La1.875Ba0.125CuO4 [42] and estimated for La2−xSrxCuO4 from measurements on
x = 0.024 [129], x = 0.07 [215], x = 0.10 and 0.16 [40]; 2∆m for La2−xSrxCuO4 from
tunneling (downward triangles) [216, 217] and ARPES (upward triangles) [218].
weight [26]; it is also a small fraction of the the total spectral weight that is
actually measured (which is much reduced from that predicted by the sum
rule [90]).
Figure 8.18(a) presents a summary, from Sidis et al. [18], of experimental
results for Er from neutron scattering and for twice the superconducting gap
maximum, 2∆m, from other techniques. For these materials, the resonance
energy is found to scale with Tc and fall below 2∆m. Unfortunately, a ma-
jor deviation from these trends occurs in La2−xSrxCuO4 [see Fig. 8.18(b)],
where Er tends to be larger than 2∆m, and any constant of proportionality
between Er and kTc is considerably larger than the value of ∼ 5 found for
YBa2Cu3O6+x.
As discussed in §8.2.2, there may be a more general correlation between
the spin-gap energy and Tc. Figure 8.19 shows the variation of the spin-gap
energy with Tc for a range of dopings in YBa2Cu3O6+x as obtained by Dai et
al. [17]. The correlation seen there looks very much like that shown in Fig. 8.6
for different cuprate families at optimum doping. For La2−xSrxCuO4, a true
spin gap is not observed for x < 0.14 [219], and this might have a connection
with the rapid disappearance of the spin gap in YBa2Cu3O6+x for x < 0.5
[17].
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8.6.3 Temperature-dependent effects
A detailed study of the thermal evolution of the magnetic excitations (E ≤ 15
meV) in La1.86Sr0.14CuO4 was reported by Aeppli et al. [12]. Fitting the Q
dependence of the incommensurate scattering with a lorentzian-squared peak
shape, they found that κ, the Q-width as a function of both frequency and
temperature, can be described fairly well by the formula
κ2 = κ20 +
1
a2
[(
kT
E0
)2
+
(
h¯ω
E0
)2]
, (8.12)
where κ0 = 0.034 A˚
−1, a is the lattice parameter, and E0 = 47 meV. For
T ≥ Tc, the low-frequency limit of χ′′(Qδ, ω)/ω (where Qδ is a peak position)
varies with temperature essentially as 1/T 2. They argued that these behaviors
are consistent with proximity to a quantum critical point, and that the type
of ordered state that is being approached at low temperature is the stripe-
ordered state.
In a study of La2−xSrxCuO4 crystals at somewhat higher doping (x = 0.15,
0.18, and 0.20), Lee et al. [220] found evidence for a spin pseudogap at T ≥ Tc.
The pseudogap (with a hump above it) was similar in energy to the spin gap
that appears at T < Tc and was most distinct in the x = 0.18 sample, where
the effect is still evident at 80 K but absent at 150 K.
For YBa2Cu3O6+x, the studies of temperature dependence have largely
concentrated on the scattering near Er. For fully-oxygenated YBa2Cu3O7,
the intensity at Er appears fairly abruptly at, or slightly below, Tc and grows
with decreasing temperature, with essentially no shift in Er [16, 31]. For un-
derdoped samples, the intensity at Er begins to grow below temperatures
T ∗ > Tc, with the enhancement at Tc decreasing with underdoping [31, 36, 47].
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8.7 Effects of perturbations on magnetic correlations
8.7.1 Magnetic field
An important initial study of the impact of an applied magnetic field on
magnetic correlations in a cuprate superconductor was done by Dai et al.
[50] on YBa2Cu3O6.6 (Tc = 63 K). They showed that applying a 6.8-T field
along the c-axis caused a 30% reduction in the low-temperature intensity of
the resonance peak (at 34 meV). The lost weight presumably is shifted to
other parts of phase space, but it was not directly detected. (Applying the
field parallel to the CuO2 planes has negligible effect.) In an earlier study
on YBa2Cu3O7, Bourges et al. [221] applied an 11.5 T field and found that
the resonance peak broadened in energy but did not seem to change its peak
intensity. The difference in response from YBa2Cu3O6.6 is likely due to the
difference in Hc2, which is about 5 times larger in YBa2Cu3O7 [222].
A series of studies on La2−xSrxCuO4 samples with various dopings have
now been performed [223, 52, 224, 51, 223], and a schematic summary of the
results is presented in Fig. 8.20. For samples with lower doping (x = 0.10
[224] and 0.12 [223]) there is a small elastic, incommensurate, magnetic peak
intensity in zero field that is substantially enhanced by application of a c-axis
magnetic field. The growth of the intensity with field is consistent with
I ∼ (H/Hc2) ln(Hc2/H), (8.13)
where Hc2 is the upper critical field for superconductivity [224]. This behavior
was predicted by Demler et al. [225] using a model of coexisting but compet-
ing phases of superconductivity and spin-density-wave (SDW) order. In their
model, local reduction of the superconducting order parameter by magnetic
vortices results in an average increase in the SDW order. (For an alternative
approach, in which the competing order is restricted to “halo” regions cen-
tered on vortex cores, see, e.g., [226].) Interestingly, the spin-spin correlation
length for the induced signal is > 400 A˚, which is at least 20 times greater
than the radius of a vortex core [224]. Very similar results have been obtained
on oxygen-doped La2CuO4 [227, 228]. There is an obvious parallel with the
charge-related “checkerboard” pattern observed at vortices in superconduct-
ing Bi2Sr2CaCu2O8+δ by scanning tunneling microscopy [229].
For La2−xSrxCuO4 crystals with x = 0.163 [52] and 0.18 [51] there is no
field-induced static order (at least for the range of fields studied). Instead,
the field moves spectral weight into the spin gap. The study on x = 0.18
indicated that the increase in weight in the gap is accompanied by a decrease
in the intensity peak above the gap [51], the latter result being comparable
to the effect seen in YBa2Cu3O6.6 [50]. For x = 0.163, an enhancement of the
incommensurate scattering was observed below 10 K for h¯ω = 2.5 meV.
For an intermediate doping concentration of x = 0.144, Khaykovich et al.
[230] have recently shown that, although no elastic magnetic peaks are seen
at zero field, a static SDW does appear for H > Hc ∼ 3 T. Such behavior
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Fig. 8.20. Schematic summary of neutron scattering experiments on La2−xSrxCuO4
in a magnetic field at T ≪ Tc. Solid bars indicate observations of elastic, incom-
mensurate peaks; width indicates variation of peak intensity with field. Experiments
on x = 0.10, 0.12, 0.144, 0.163, and 0.18 from [224],[223], [230], [52], and [51]. The
solid curve suggests the shape of a boundary between a state with spin-density-wave
order and superconductivity on the left and superconductivity alone on the right,
as first proposed by Demler et al. [225].
was predicted by the model of competing phases of Demler et al. [225], and a
boundary between phases with and without SDW order, based on that model,
is indicated by the solid curve in Fig. 8.20.
Although evidence for field-induced charge-stripe order in La2−xSrxCuO4
has not yet been reported, it seems likely that the SDW order observed is the
same as the stripe phase found in La1.875Ba0.125CuO4 [41] and
La1.6−xNd0.4SrxCuO4 [172]. Consistent with this scenario, it has been shown
that an applied magnetic field has no impact on the Cu magnetic order or
the charge order in the stripe-ordered phase of La1.6−xNd0.4SrxCuO4 with
x = 0.15 [231]; however, the field did effect the ordering of the Nd “spectator”
moments.
Returning to La2−xSrxCuO4 with x < 0.13, it has been argued in the
case of x = 0.10 that the zero-field elastic magnetic peak intensity observed
at low temperature is extrinsic [224]. This issue deserves a short digression.
It is certainly true that crystals of lesser quality can yield elastic scatter-
ing at or near the expected positions of the incommensurate magnetic peaks;
in some cases, this scattering has little temperature dependence. Of course,
just because spurious signals can occur does not mean that all signals are
spurious. Let us shift our attention for a moment to x = 0.12, where the
low-temperature, zero-field intensity is somewhat larger [232]. A muon-spin-
relaxation (µSR) study [182] on a crystal of good quality has shown that the
magnetic order is not uniform in the sample—at low temperature, only ∼ 20%
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of the muons see a static local hyperfine field. Further relevant information
comes from electron diffraction studies. The well-known low-temperature or-
thorhombic (LTO) phase tends to exhibit twin domains. Horibe, Inoue, and
Koyama [233] have taken dark-field images using a Bragg peak forbidden in
the LTO structure but allowed in the LTT structure, the phase that pins
stripes in La1.875Ba0.125CuO4 and La1.6−xNd0.4SrxCuO4. They find bright
lines corresponding to the twin boundaries, indicating that the structure of
the twin boundaries is different from the LTO phase but similar to the LTT.
(Similar behavior has been studied in La2−xBaxCuO4 [234].) The twin bound-
aries are only a few nanometers wide; however, given that magnetic vortices
can pin spin stripes with a substantial correlation length, and we will see next
that Zn dopants can also pin spin stripes, it seems likely that LTT-like twin
boundaries should be able to pin stripe order with a significant correlation
length. Thus, the low-temperature magnetic peaks found in La2−xSrxCuO4
with x = 0.12 [232] are likely due to stripes pinned at twinned boundaries,
giving order in only a small volume fraction, consistent with µSR [182]. Taking
into account the fact that stripe order is observed in La1.6−xNd0.4SrxCuO4
for a substantial range of x (but with strongest ordering at x = 0.12) [172], it
seems reasonable to expect a small volume fraction of stripe order pinned at
twin boundaries in La2−xSrxCuO4 with x = 0.10. Is this order extrinsic? Are
twin boundaries extrinsic? This may be a matter of semantics. In any case,
I would argue that the low-temperature zero-field peaks measured in good
crystals reflect real materials physics of the pure compound.
8.7.2 Zn substitution
The effects of Zn substition for Cu are quite similar to those caused by an
applied magnetic field. For La2−xSrxCuO4 with x = 0.15, substituting about
1% or less Zn causes the appearance of excitations within the spin gap of the
Zn-free compound [235, 236]. Substitution of 1.7% Zn is sufficient to induce
weak elastic magnetic peaks. For x = 0.12, where weak elastic magnetic peaks
are present without Zn, substitution of Zn increases the peak intensity, but
also increases the Q-widths of the peaks [237, 178]. Wakimoto et al. [238] have
recently found that Zn-substitution into overdoped samples (x > 0.2) signifi-
cantly enhances the low-energy (< 10 meV) inelastic magnetic scattering.
In YBa2Cu3O6+x, Zn substitution causes weight to shift from Er into the
spin gap [239, 240]. While it causes some increase in the Q-width of the scat-
tering at Er [241], it does not make a significant change in the Q dependence
of the (unresolved) incommensurate scattering at lower energies [240]. Muon-
spin rotation studies indicate that Zn-doping reduces the superfluid density
proportional to the Zn concentration [242], and this provides another parallel
with the properties of the magnetic vortex state.
8 Neutron Scattering 37
8.7.3 Li-doping
An alternative way to dope holes into the CuO2 planes is to substitute Li
1+
for Cu2+. In this case, the holes are introduced at the expense of a strong local
Coulomb potential that one might expect to localize the holes. Surprisingly,
the magnetic phase diagram of La2Cu1−xLixO4 is rather similar to that for
La2−xSrxCuO4 with x < 0.06 [243]. In particular, the long-range Ne´el order
is destroyed with ∼ 0.03% Li. The nature of the magnetic correlations in
the paramagnetic phase is different from that in La2−xSrxCuO4 in that the
inelastic magnetic scattering remains commensurate [244]. Studies of the spin
dynamics indicate ω/T scaling at high temperatures, but large deviations from
such behavior occur at low temperature [245].
8.8 Electron-doped cuprates
Electron-doped cuprates are very interesting because of their similarities and
differences from the hole-doped materials; however, considerably less has been
done in the way of neutron scattering on the electron-doped materials, due
in part to challenges in growing crystals of suitable size and quality. Initial
work focused on the systems Nd2−xCexCuO4 and Pr2−xCexCuO4. A striking
difference from hole doping is the fact that the Ne´el temperature is only
gradually reduced by electron-doping. This was first demonstrated in a µSR
study of Nd2−xCexCuO4 [246], where it was found that the antiferromagnetic
order only disappears at x ≈ 0.14 where superconductivity first appears. The
magnetic order was soon confirmed by neutron diffraction measurements on
single crystals of Pr2−xCexCuO4 [247] and Nd2−xCexCuO4 [248].
A complication with these materials is that to obtain the superconducting
phase, one must remove a small amount of oxygen from the as-grown samples.
The challenge of the reduction process is to obtain a uniform oxygen concen-
tration in the final sample. This is more easily done in powders and thin films
than in large crystals. As grown crystals with x as large as 0.18 are antiferro-
magnetic [249, 250]. Reducing single crystals can result in superconductivity;
however, it is challenging to completely eliminate the antiferromagnetic phase
[249]. In trying to get a pure superconducting phase, the reducing conditions
can sometimes cause a crystal to undergo partial decomposition, yielding im-
purity phases such as (Nd,Ce)2O3 [251, 252].
The effective strength of the spin-spin coupling has been probed through
measurements of the spin correlation length as a function of temperature in
the paramagnetic phase. The magnitude of the spin stiffness is clearly observed
to decrease with doping [247, 249, 250]. Mang et al. [250] have shown that this
behavior is consistent with that found in numerical simulations of a randomly
site-diluted 2D antiferromagnet. In the model calculations, the superexchange
energy is held constant, and the reduction in spin stiffness is due purely to the
introduction of a finite concentration of nonmagnetic sites. To get quantitative
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agreement, it is necessary to allow for the concentration of nonmagnetic sties in
the model to be about 20% greater than the Ce concentration in the samples.
Yamada and coworkers [253] were able to prepare crystals of
Nd1.85Ce0.15CuO4 with sufficient quality that it was possible to study the
low-energy magnetic excitations associated with the superconducting phase.
They found commensurate antiferromagnetic fluctuations. In a crystal with
Tc = 25 K, they found that a spin gap of approximately 4 meV developed in
the superconducting state. Commensurate elastic scattering, with an in-plane
correlation length of 150 A˚, was also present for temperatures below ∼ 60 K;
however, the growth of the elastic intensity did not change on crossing the
superconducting Tc.
While the magnetic excitations are commensurate and incompatible with
stripe correlations, there are, nevertheless, other measurements that suggest
electronic inhomogeneity. Henggeler et al. [254] used the crystal-field excita-
tions of the Pr ions in Pr2−xCexCuO4 as a probe of the local environment.
They found evidence for several distinct local environments, and argued that
doped regions reached the percolation limit at x ≈ 0.14, at the phase bound-
ary for superconductivity. Recent NMR studies have also found evidence of
electronic inhomogeneity [255, 256].
Motivated by the observation of magnetic-field-induced magnetic super-
lattice peaks in hole-doped cuprates (§8.7.1), there has been a series of ex-
periments looking at the effect on electron-doped cuprates of a field applied
along the c axis. An initial study [257] on Nd2−xCexCuO4 with x = 0.14 and
Tc ∼ 25 K found that applying a field as large as 10 T had no effect on the
intensity of an antiferromagnetic Bragg peak for temperatures down to 15 K.
Shortly after that came a report [258] of large field-induced enhancements of
antiferromagnetic Bragg intensities, as well as new field-induced peaks of the
type (1
2
, 0, 0), in a crystal of Nd2−xCexCuO4 with x = 0.15 and Tc = 25 K.
It was soon pointed out that the new (1
2
, 0, 0) peaks, as well as most of the
effects at antiferromagnetic reflections, could be explained by the magnetic
response of the (Nd,Ce)2O3 impurity phase [251, 252]. There now seems to be
a consensus that this is the proper explanation [259, 260]; however, a mod-
est field-induced intensity enhancement has been seen at (1
2
, 1
2
, 3) that is not
explained by the impurity-phase model [259].
In an attempt to clarify the situation, Fujita et al. [261] turned to another
electron-doped superconductor, Pr1−xLaCexCuO4. This compound also has
to be reduced to obtain superconductivity, and reduced crystals exhibit a
(Pr,Ce)2O3 impurity phase; however, the Pr in the impurity phase should
not be magnetic. They found a weak field-induced enhancement of an anti-
ferrromagnetic peak intensity for a crystal with x = 0.11 (Tc = 26 K), but
no effect for x = 0.15 (Tc = 16 K). The induced Cu moment for x = 0.11
at a temperature of 3 K and a field of 5 T is ∼ 10−4 µB. Dai and cowork-
ers [262, 263] have studied crystals of Pr0.88LaCe0.12CuO4−δ in which they
have tuned the superconductivity by adjusting δ. They have emphasized the
coexistence of the superconductivity with both 3D and quasi-2D antiferro-
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magnetic order [262]. They report a very slight enhancement of the quasi-2D
antiferromagnetic signal for a c-axis magnetic field [263].
8.9 Discussion
8.9.1 Summary of experimental trends in hole-doped cuprates
There are a number of trends in hole-doped cuprates that one can identify
from the results presented in this chapter. To begin with, the undoped parent
compounds are Mott-Hubbard (or, more properly, charge-transfer) insulators
that exhibit Ne´el order due to antiferromagnetic superexchange interactions
between nearest-neighbor atoms. The magnitude of J is material dependent,
varying between roughly 100 and 150 meV.
Doping the CuO2 planes with holes destroys the Ne´el order; in fact, the
presence of holes seems to be incompatible with long-range antiferromagnetic
order. The observed responses to hole doping indicate that some sort of phase
separation is common. In some cases, stripe modulations are found, and in
others, finite clusters of antiferromagnetic order survive.
In under- and optimally-doped cuprate superconductors, the magnetic
spectrum has an hour-glass-like shape, with an energy scale comparable to the
superexchange energy of the parent insulators. The strength of the magnetic
scattering, when integrated over momentum and energy, decreases gradually
as one increases the hole concentration from zero to optimal doping. A spin
gap appears in the superconducting state (at least for optimal doping), with
spectral weight from below the spin gap being pushed above it. The magnitude
of the spin gap correlates with Tc.
Underdoped cuprates with a small or negligible spin gap are very sen-
sitive to perturbations. Substituting non-magnetic Zn for Cu or applying a
magnetic field perpendicular to the planes tends to induce elastic incommen-
surate magnetic peaks at low temperature. For samples with larger spin gaps,
the perturbations shift spectral weight from higher energy into the spin gap.
Breaking the equivalence between orthogonal Cu-O bonds within a CuO2
plane can result in charge-stripe order, in addition to the elastic magnetic
peaks.
The magnetic correlations within the CuO2 planes are clearly quite sen-
sitive to hole doping and superconductivity. While their coexistence with a
metallic normal state is one of the striking characteristics of the cuprates, their
connection to the mechanism of hole-pairing remains a matter of theoretical
speculation.
8.9.2 Theoretical interpretations
The nature and relevance of antiferromagnetic correlations has been a major
theme of much of the theoretical work on cuprate superconductors. While
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some the theoretical concepts are discussed in more detail in other chapters
of this book, it seems appropriate to briefly review some of them here.
Given that techniques for handling strongly-correlated hole-doped antifer-
romagnets continue to be in the development stage, some researchers choose to
rely on a conventional weak-coupling approach to describing magnetic metals.
This might be appropriate if one imagines starting out in the very over-doped
regime, where Fermi-liquid theory might be applicable, and then works down-
ward towards optimum doping. The magnetic susceptibility can be calculated
in terms of electrons being excited across the Fermi level from filled to empty
states. Interactions between quasiparticles due to Coulomb or exchange inter-
actions are assumed to enhance the susceptibility near QAF, and this is han-
dled using the random-phase approximation (RPA). In the superconducting
state, one takes into account the superconducting gap ∆ with d-wave sym-
metry. The gapping of states carves holes into the continuum of electron-hole
excitations. The RPA enhancement can then pull resonant excitations down
into the region below 2∆ [264, 265, 266]. With this approach, it has been
possible, with suitable adjustment of the interaction parameter, to calculate
dispersing features in χ′′ that resemble those measured in the superconducting
state of optimally-doped YBa2Cu3O6+x [267, 268, 269].
The RPA approach runs into difficulties when one considers La2−xSrxCuO4,
La2−xBaxCuO4, and underdoped YBa2Cu3O6+x. It predicts that the mag-
netic excitations should be highly over damped at energies greater than 2∆;
however, there is no obvious change in the experimental spectra at E > 2∆ in
these materials. Furthermore, the dispersive features in La1.875Ba0.125CuO4
are observed in the normal state. Even if one tries to invoke a d-wave pseu-
dogap, the energy scale is likely to be too small, as indicated by Fig. 8.18(b).
It is also unclear how one would rationalize, from a Fermi-liquid perspective,
the observation that the energy scale of the magnetic excitations is of or-
der J , as superexchange is an effective interaction between local moments in
a correlated insulator, and has no direct connection to interactions between
quasiparticles [53].
The fact that superexchange seems to remain relevant in the supercon-
ducting phase suggests that it may be profitable to approach the problem
from the perspective of doped antiferromagnets. The resonating-valence-bond
model was one of the first such attempts [1, 270, 271]. The model is based on
the assumption that the undoped system is a quantum spin liquid. In such
a state, all Cu spins would be paired into singlets in a manner such that
the singlet-triplet spectrum is gapless. When a hole is introduced, one singlet
is destroyed, yielding a free spinon; all other Cu spins still couple in singlet
states. In such a picture, one would expect that the singlet-triplet excitations
would dominate the magnetic excitation spectrum measured with neutrons;
surprisingly, there has been little effort to make specific theoretical predictions
of this spectrum for comparison with experiment. Instead, the analysis has
been done in terms of electron-hole excitations [266]. As discussed above, such
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a calculation has significant short comings when it comes to understanding
underdoped cuprates.
Another alternative is a spiral spin-density wave, as has been proposed
several times [272, 273, 274, 275]. A spiral state would be compatible with
the incommensurate antiferromagnetic excitations at low energy [272, 274],
and can also be used to model the full magnetic spectrum [275]. A look at the
experimental record shows that a spiral phase cannot be the whole story. In the
case of La1.875Ba0.125CuO4 and La1.6−xNd0.4SrxCuO4, where static magnetic
order is observed, charge order is also found [276]. When there is charge order
present, it follows that the spin-density modulation must have a collinear
component in which the magnitude of the local moments is modulated [202].
There could also be a spiral component, but it is not essential. Furthermore,
if holes simply cause a local rotation of the spin direction, then it is unclear
why the ordering temperature of the Ne´el phase is so rapidly reduced by a
small density of holes.
Given that stripe order is observed in certain cuprates (§8.5.2) and that
the magnetic excitations of the stripe-ordered phase are consistent with the
universal spectrum of good superconductors (Fig. 8.3), the simplest picture
that is compatible with all of the data is to assume that charge stripes (dy-
namic ones in the case of the superconducting samples) are a common feature
of the cuprates, at least on the underdoped side of the phase diagram. There
is certainly plenty of theoretical motivation for stripes [277, 203, 278, 279],
and the relevance of charge inhomogeneity to the superconducting mechanism
is discussed in the chapter by Kivelson and Fradkin [280].
One suprising experimental observation is the minimal amount of damping
of the magnetic excitations in underdoped cuprates, especially in the normal
state. One would expect the continuum of electron-hole excitations to cause
significant damping [90]. Could it be that the antiphase relationship of spin
correlations across a charge stripe acts to separate the spin and charge exci-
tations in a manner similar to that in a one-dimensional system [281, 282]?
With over doping, there is evidence that regions of conventional electronic
excitations become more significant. This is also the regime where magnetic
excitations become weak. Could it be that the interaction of conventional
electron-hole excitations with stripe-like patches causes a strong damping of
the spin excitations? There is clearly plenty of work left to properly under-
stand the cuprates.
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