This paper investigates how a car-like mobile robot handles unexpected static obstacles while following a n optimal path planned by the global path planner. ' Ib find an optimal solution of the problem, the obstacle avoidance problem is formulated as a decision theoretic approach. The optimal decision rule we seek is to minimize the Bayes risk by trading off between deliberative man ver and the alternatives. Real-time implementation is emphasTed here to provide a framework for real-world applications.
T

Introduction
The problem of obstacle avoidance is one of the key issues to be addressed to achieve successful applications of mobile robots in a real world. Research on this problem can be classified as one of two approaches: model-based and sensor-based. Generally speaking, the model-based approach considers obstacle avoidance in a global way. It uses built-in models to describe known obstacles completely in order to generate a collision-free path. It is normally done at the global path planning level. In contrast, the sensor-based approach aims to detect and avoid unknown obstacles in real-time. It is formulated as a local path planning problem in the sense that the local detours around sensed obstacles are generated while the robot follows a globally planned path. This paper is to address this issue. Many methods are reported to achieve real time obstacle avoidance for mobile robots and manipulators. Among these methods, the artificial potential field is the most popular approach, including the Potential Field Method [171, the Generalized Potential Field [191, the Force Field [71, [21, the Virtual Force Field [4] , and the Goal Relocation Approach [l] .
The potential field method is an attractive approach to the collision avoidance problem because of its simplicity and efficient implementation. However, the complexity of tasks that can be implemented using this approach is limited. In a cluttered environment, the robot may become trapped because of the occurrence of local minima in the resultant potential field. This occurs when the attractive forces of the goal are balanced by the repulsive forces due to the presence of obstacles, a problem particularly likely to occur in environments including concave obstacles. Other problems include path oscillations when travelling through a narrow passage or corridor, and the inability to pass easily among densely spaced obstacles [18] . ' Ib overcome these problems, Borenstein and Koren [6] proposed another obstacle avoidance method called the Vector field histogram, which consists of a two-dimensional Cartesian Histogram grid (at world-model level), updated continuously with range data, and a one-dimensional Polar histogram (at intermediate data-level) that represents the polar obstacle density around the robot. Then a sector with low obstacle density which is close to the goal direction is selected as the robot's direction of motion. Zhao and BeMen t [26] developed a heuristic search-based algorithm for trap recovery.
However, most of the potential field methods mentioned above are in fact difficult to implement directly on car-like mobile robots whose kinematic constraints are nonholonomic. The main reason is that these mobile robots have a lower bound on the turning radius and are unable to follow an arbitrary path or change direction instantaneously. For instance, if the direction of the resultant force Fa,, applied on the (car-like mobile robot is perpendicular to the current orientation, the robot has either to turn sharply or to stop to pivot. This is obviously not desired or allowed in practical applications. Moreover, limitations on robot motion within roadways in our case imposes new problems which are not taken into account by potential field methods. We begin with problera formulation in the next section where a decision theoretic approach is proposed to solve the obstacle avoidance problem. I n section 3, we describe how the heuristic interpretation rules and the probabilistic sensor models are built to reduce the uncertainty in sonar data. The formulation of loss function and the recursive Bayes decision rule are given in section 4. The actual imp1e:mentation of the proposed algorithm is described by two examples in section 5. Experimental results is presented in section G. Finally, brief summary is given in section 7.
Problem Formulation
Let us consider that a mobile robot is commanded to travel along an optimal path generated by the global path planning algorithm [16] , shown as path 1 in Figure 1 . However, an unexpected obstacle appears along its path and there arises the possibility of a collision. Since the senors have limitation on their range and accuracy, they may not be able to tell exactly whether the gap between the obstacle and the pillar is wide enough for a sidestep maneuver when it is somle distance away. Therefore, a decision problem arises here as whether the robot should continue its motion along path 2 to make further observations to maneuver (at a certain cost) or simply perform backtrack along path 3 and incur a certain loss. If the cost for doing extra sensing is less than the cost for taking the alternative path, it may be worth persevering along path 2. But the robot may eventually find the gap is impassable, incurring a n overall cost greater than following path 3.
To solve the problem described above, we face two basic difficulties: (i) how to deal with uncertainty in collision detection, and (ii) how to choose an optimal action based on imperfect state information. This leads us to pursue a decision theoretic approach to build a probabilistic model for the noisy sensors and to seek a decision rule for an auoiding control task in the face of uncertainty. We consider the appearance of the unexpected static obstacles to be a random event. Let 0 denote the state of the path to be a random variable consisting of two states:
0-
The sensors take measurements that comprise an observation vector z which gives some indication of the value of the state 6, and enable us to reduce uncertainty in the decision. The probabilistic information in z about 8 is described by a probability distribution function p(zlR), namely the likelihood function. It contains all the relevant information from the observation e required to make inferences about the true state 8 t o make a decision [31. Given that the mobile robot should stay on the path in any case, strategies to avoid unexpected static obstacles include: (i) maneuver, if there is a large enough gap, (ii) shyaway, when an obstacle is too close, (iii) backtrack, if necessary, and (iv) stop, in an emergency. Note that both shyaway and stop are for emergency use only. Therefore, we define the action space by:
The robot chooses an action a from a set A of all possible actions based on the observation z of the current state of the path 8. This is a decision process mapping the sample space onto the action space A, denoted by n = d(z). In general, the decision made by the robot is concerned with the best possible action in the face of uncertain information z. Therefore, a way of evaluating a decision or action is required. We define a loss function L( 8, a ) which gives a measure of the loss incurred in taking the action a when the state is 8. It is often chosen subjectively in order to reflect the merit of the chosen action for the given R. For example, when the state 0 = 82 (impassable) and the robot chooses backtracking action a2, then the incurred loss L (&, az) can be defined as zero. The most desirable action for the robot is that which minimizes L(8, a ) when the state of nature is 8. We assume throughout this paper that the Ioss function is bounded below; then, without loss of generality, we assume that the loss function we use is nonnegative
(3)
The way the action is chosen by the robot is called the decision rule. A Bayes decision rule is pursued here to minimise the expected loss over the possible actions. I t attempts to make maximum use of any prior information about the state 6, termed p ( 8 ) [8] . Although such information is often regarded as subjective and is seldom precise, it contains any knowledge that is available. 
Obstacle Detection
To avoid collisions, a robot should be able to detect obstacles. Range sensors are usually used to measure the distance between the robots and obstacles. The most popular range sensors include ultrasonic and laser. I n addition, one or more CCD cameras can be used to detect distance from an image sequence, though this demands large computational power. Tactile sensors can be used to "feel" obstacles to stop in emergency. Among these sensors, the ultrasonic sensor has been widely used since i t is inexpensive, easy t o use, and immune to lighting inference. In this section, we analyse some sonar sensor models used by other researchers and then introduce our methodology using a array of 12 sonar sensors for real-time obstacle detection.
Sensor Model and D a t a Interpretation
The standard Polaroid sonar ranging system [lo] employs a single acoustic transducer that acts as both a transmitter and receiver. It transmits 56 cycles of a 49.4 kHz square wave in a 1.13ms pulse duration. After the transmitted pulse encounters an object, an echo may be detected by the same transducer acting as a receiver. The first echo whose amplitude exceeds the preset threshold level determines the time-of-flight, denoted by to. Then a range measurement TO is obtained by the following equation:
where c is the speed of sound in air, equal to 3 4 3 d s at room temperature(20 degrees). This limits the speed at which range readings can be obtained. I t would take, for example, about 60ms for the echo t o be return from an object a t a range of 10 meters. The time-of-flight measurement of the Polaroid sonar sensor is able to provide comparatively accurate range information from romln = 0.2711~ to roma = 10?n. However, the angular resolution a, is rather poor due to the wide beam-width. We denote a sonar reading as a vector rg = ( T~, as). The azimuth a, is t y p i d y an ambiguous value in [-Os, JJ, where J, is the half beam-width of the transducer, which can be calculated from [201
)
where X = e / f is the wavelength of the acoustic signal. f is the resonant frequency of the transducer and equals 49.4kHz for the Polaroid transducer we use. n 2 2Orrani is the radius of the transducer. Therefore, 9, N E?", and this figure m a y need to be exactly found by calibration for each sonar sensor being used In applications.
The direct measurement of range by the sonar sensor makes it extremely easy to use. However, it has some inherent limitations, including: (1) poor directionality caused by wide beamwidth; (2) specular reflections away from the sensor; (3) frequent misreadings from multiple reflections (4) 
Sensor Configuration
Although both the grid model and the RCD model described above assume unknown environments, they can also be used in a known environment subject to dynamic changes. However, both of them emphasise how to interpret sonar readings for map-building and localization. In our case, there is a priori environment map and the robot knows where it is. What we need is how to use sonar sensors to detect unexpected random obstacles whose positions are not recorded in any map. Instead, we need only record how many and which kind of obstacles the robot has met during its traversal to update the uncertainty cost of each portion of path for the use of global planning [161.
To achieve real-time performance, we build a "sonar curtain"
consisting of an array of 12 sonars around the robot, shown in Figure 2 . Each of them is driven by a Futaba servo motor and can be rotated up to 170 degrees. The rotation speed is about 100 degrees per second. The light shaded cone depicts one sonar beam rotated about one beam width from the original direction shown as the heavily shaded cone. This provides greater flexibility than the more usual fixed sonar array such as [241, [91, [71, [%I, [U] , [21] , [6] . The advantage of using a sonar array is the increase in sampling rate. However to avoid crosstalk (the sound wave from one transducer influencing others), the 12 sonars can not be simply operated simultaneously. Instead, we adopt a group sampling strategy. The 12 sonars are spatially separated by 30cm, and also decoupled in time in the sense that only one gi-aup of four sonars, one per side, is sampled at the same time. The other two groups are waiting or rotating. The maximum range of sonar Figure 2 : The confi-qration of a array of 12 sonars sensors is set to be R,,,, = 4.2171. Any return range that is more than R,,, will be ignored so that the multiple reflection problem can be effectively reduced. To read all 12 sonar sensors in three groups takes about 120ms.
Local M a p and Collisiton Zone
We introduce a local map to record the sensory information provided by the 12 sonar sensors, based on the robot local frame. The map is composed of , a. collision zone and a prediction zone, as shown in Figure 3 . The collision zone is a two-dimension& circular area with radius Ro(proportional to the robot speed), located at the physical center of the vehicle. It is divided into four subzones: front, back, left, and right. When the sonar sensors see an unexpected obstacle in one of the subzones along which the robot is currently moving, a control action such as stop or shyaway will be chosen immediately to avoid collision. In contrast, the prediction zone is a rectangular space(measuring 4111 X 2 . 7~~) immediately ahead of the robot, in the direction which the robot is approaching. It is used mainly to predict potential collisions based on noisy sensor data, and to choose control actions such as q(maneuver) or az(backtrack) to trade off between deliberative maneuver and the alternatives.
r ------I dollision Zone Figure 3 : The local map coinsisting of collision and prediction zone Since sonar sensor readings typically cover a l e e space, i t is necessary to provide a mapping from t h e real semr space to the abstract sensor space. In other words, the real sensor data is abstracted into: (i) short range, which falls into the collision zone and prediction zone and means that there is an obstacle close by, and (ii) long range, which means there probably is no obstacle. In this way, the robot is able to react to unexpected obstacles very quickly. The abstracted short range data is mapped into a local map and further processed for local obstacle avoidance in real time. For instance, the obstacle 131 in Figure 3 is mapped into the left subzom, but no action is taken since the robot is moving forward. Instead, the robot reacts to the obstacle 0 2 in the prediction zone and chooses a suitable acticin to avoid it.
Rule-based Interpretatiatn of sonar data
Confronted by an unexpected obstacle in the prediction zone, the robot has to use its three front sonars to estimate the width of the gap, to judge whether it is passable. Since the wide beam width of sonar sensors make accuzate measurements ofthe clearance of the path diflkult, we adopt a simple heuristic rule for interpreting the three sonar readings. I t is based on the superimposition of their beam wavefronts at some distance, as shown in Figure 4 , where the robot is moving into a portion of path constrained by the road boundary.
The three beams superimpose at ranges greater than 0.77~1, as shown in Figure 4 . We choose the range 2.1~11 as decision distance for the robot in terms of the robot's speed 0.511l/s, the road width W, = LBin, and the resolutiion that can be provided by the three front sonars.
The heuristic interpreting rules can be simply described as: 
Rule 4
If all three sonars see something, then the path is announced to be a blockage, as shown in Figure 4 (c).
This rule-based interpretation of the three sonar data is obviously very simple. However, there are two problems that we have to solve so that i t can be used in practice. The first problem is that the feasible path may be eliminated by the broad beam width of the sonars. For instance, Figure 5 (a) shows that the right side gap is actually passable even though three sonars see the obstacle 0 2 . We name this situation as a 'miss' measurement since rule 4 concludes that the path is impassable. The second problem is caused by specular reflection. Figure 5 (b) presents a situation in which the obstacle 01 can not be detected by the sonars since its As a result, an impassable path is interpreted as passable. We call this situation a 'false' measurement.
To solve the 'miss' and 'false' interpretations, it is necessary to use a probabilistic measure for the rules to represent knowledge about sensor errors. The probability measure is performed by 5000 random trials. The main obstacles we consider are furniture, boxes, and people. We assume that the size of the obstacles (as seen from the sensors), Os, is a random variable with uniform distribution between lOcm and 60cm. The main features of the obstacles include the following: corners, edges, cylinders, planes, and coarse irregular surfaces. The appesu-ance of these features is also assumed t o be a random variable that is uniformly distributed. We introduce the following terminology: surface is not perpendicular t o the acoustic axis of the sonar beam.
F i m r e 4: Interpretation of three front sonar data. Note that the light shaded circles meant that
Ai1 is the total number of trials (measurements). 111 E N t is the number of the times the state is 01 (passable). 112 E Ni is the number of the times the state is 02 (impassable).
zlc is the correct measurement given that the state is 81, and ~1 ,~ is the miss measurement given that the state is 81, and zzC is the correct measurement given that the state is 82, and z2f is the false measurement given that the state is 02, and From the above definitions, we have 1i1, is the number of times the event zlc E n1 occurs.
n~, ,~
is the number of times the event zlm E 111 occurs.
nzC is the number of times the event ztC E 912 occurs.
7Qf is the number of times the event z2f E 112 occurs. and the conditional probabilities of the four events zlc, zl,,,, zzcr and Z Z J are defined as I t is obviously that the following conditions hold Table 1 presents the results from such a trial. The probability of miss measurements is reduced as the robot approaches the obstacle closely. In contrast, the probability of a false measurement increases when the obstacle is close to the robot. This is because there is no reflection from the surface itself as it is specular. However a t a distance the sonars see a return from the edges, whereas at close range the edges are outside the beam width and the sonars see nothing. From this point of view, the sonar wide beam width is good for obstacle detection at some distance. 
Obstacle Avoidance Alsorithm
In the last section, we presented our strategy to deal with uncertainty in obstacle detection using sonar sensors. We are now in a position to consider how the robot chooses an optimal action to avoid collision based on inaccurate sensory information. First the loss function is first defined to set up a criterion for decision making. Then we explain the actual implementation of the decision theoretic approach in real-time obstacle avoidance.
Formulation of Loss Function
As already described in Section , a loss function L ( 0 , a ) is a real value which is assigned as the outcome of action a when the state is 8. In our case, both the state space 0 and the action space A have two components. Therefore, we have four loss functions to be defined:
L (&, n l ) is the loss incurred by taking the action (11 (maneuver) given that the path is passable, 6 ' = 6'1. We simply define it to be zero since the robot lost nothing. Similarly, we have L(&, nz) = 0, which means that the robot does not suffer any loss when it chooses to backtrack given that the state is impassable, 0 = 92. (Recall that the robot does not know the true state B when it makes its decision.
Instead, the decision made by the robot is based on a probabilistic interpretation of the sonar data.)
Both L(B1,nz) and L(Hz,al) are not equal to zero. L(f?l,nz) is defined in terms of the loss incurred by backtrack when the state of the path is in fact passable. It can be calculated by L(B1, (12) = c: , -c, (12) where C, is the cost of travelling along the alternative path from the current position to the goal, and Cc is the cost of travelling along the predefined path. Both of them are sent from the global planner dynamically.
The loss L (&, al) is incurred by the maneuver action when the true state of the path is impassable, and is defined by L ( 4 , (11) 
where CO is the cost needed to take the extra observation, and C, , , is the cost incurred by travelling from the decision position to the position where the extra sensing is taken.
The loss function is therefore represented by a loss matrix shown in table 2. In Section , we formulated the problem of obstacle avoidance within the framework of decision theory. We seek the Bayes decision rule to minimize the expected loss incurred by taking action U based on both the sensory information z and prior information, p(B), about the state B.
When the robot travels around in a factory to transport parts and components, its sensors continuously sample its surroundings. The sample, z, provides new information about the state of the path, 6'. The new sample inrormation, z, can be combined with the prior information, p(H), about the state 0 by Bayes theorem. This gives the posterior distribution of H to be Given such a posterior distribution, we can compute the posterior Bayes risk of an action a as follows:
Note that the above expectation is taken with respect to the posterior distribution of the :state 8. The Bayes decision rule chosen by the robot now is the action ti that minimizes the posterior Bayes
A
This makes possible a rei-ursive decision-making algorithm for finding the Bayes rule when sensor data is available. We can describe it as follows:
Step 1 Wait for the current. observation z to be provided by the
Step 2 Calculate the posterior distribution, p(HJz), of the state.
Step 3 For each action n, calculate the Bayes risk CO L(H, a)p(f?lz).
Step 4 Find the Bayes rule: that is the action I ? with a minimum
Step 5 Return to Step 1 and continue until the robot reaches the Figure 6 is a flow chart of the obstacle avoidance algorithm. We can clearly see how the decision rule finding algorithm is incorporated. As soon as the three front sonars see an unexpected obstacle in the prediction zone, the Bayes rule is selected to minimise the expected loss so that the optimal control action can be taken to heuristic rules for interpreting sonar data.
Bayes risk.
goal. 
Simulation
The proposed algorithm has been implemented both by simulation on a SUN workstation and in reality on the ?tLrtLe mobile robot in our AGV Laboratory. Figure 7 shows the model of the AGV Laboratory, the partition of its free space, and the central line of the defined roadway. Here, we give two examples.
Example 1
The mobile robot is commanded to move from the start position, node 0, to the goal, node 8. The optimal path planned by the global path planner is a straight line from node 0, via the intermediate nodes: node J, node 2, node K, node 4, node L, node 6, and node M , to node 8, which has a cost C, = 20s in terms of the path length 127n and the robot's speed O.6m/s.
When the robot moves along this optimal path, an unexpected obstacle appears on the way, see Figure 8 . The heuristic rule 3 concludes that the state of the path is passable, i.e. 8 = 81, since the left sonar(sonar 1) sees clearance. A new subgoal located at the middle of the gap near the obstacle is given. Which action should the robot take: maneuver or backtrack? We show how the robot finds the Bayes rule to give the answer, based on the proposed strategy.
Recall that the interpretation is made at a range 2.lm of sonar readings. From Table 1 , the confidence we have on the current observation 0 = 81 is:
where ~~(2181) is the measure of how "likely" a state of nature is 01 given the observation z , and p(zl82) is a measure of how "likely" the state is 02 given the observation z.
The best backtrack path has a cost C' , , = 27.2s (generatedby the global path planner). we can calculate the loss L(&, an) = 13.2s using equation 12. The loss L(Bz,u1) is incurred by doing extra sensing and we assume that it has the constant value: L(02, q ) = Suppose that we have a priori distribution of the state 0 for a.$. Comparing the two, we see that a1 has the smaller expected loss. Therefore, the robot chooses the maneuuer action to sidestep the obstacle, shown in Figure 8 . From above derivation, we can easily see that the decision made by the robot is based on three factors: (1) the prior information about the state is heavily weighted on ~( 0 1 ) ;
(2) the information provided by the sensors is in favour that the state B is likely passable since p(zl01) > ~(~1 0 2 ) ; (3) the loss incurred by taking the action (12 is larger than the loss incurred by taking action a l .
Example 2
The mobile robot again moves from the start position t o the goal along the straight line path which has a total cost Cc = 21.4s generated by the global path planner. This cost is slightly larger than in the last example because of the increase in the uncertainty cost caused by the obstacle that partially blocked the path.
Since there is a n unexpected obstacle that appears in the middle of the path, the sonars see i t when the robot is approaching.
When the obstacle is located at a range of 2.1111 , the heuristic interpretation of the sonar data indicates that the path is impassable, 0 = 02. Should the robot backtrack along the alternative path? We now see the answer provided by the Bayes rule. From mble 1, we have the confidence in this observation as follows:
where p(zl01) is the probability that the current measurement z is a miss measurement, and p(+J2) is the probability that the current We next calculate the posterior Bayes risk for n l and (12:
Comparing the two, we see that u1 has the smaller expected loss and is thus the Bayes rule. Therefore, the robot chooses the maneuver action. When the robot takes extra observations at close range, it eventually finds that the gap is impassable. The robot has to backtrack along the alternative path, as shown in Figure 9 . This can be intuitively explained for three reasons: (1) the probability that the path is passable, p(el), is much higher than the probability that the path is impassable, ~( 8 2 ) ; (2) the loss incurred by taking the alternative path, L(01, (4) . is higher than the loss incurred by the deliberative maneuver, L(01, q); (3) The sonar information is not certain. Note that although the robot has to backtrack and incurs a certain loss in this traversal, it however learns something new about the state B. The blockage information is sent to the global path planner to increase the uncertainty cost for this portion of the path to take into account when planning an global optimal path next time.
Following the examples described above, it is clear that the Bayes rule we seek makes maximum use of the a priori information about the state 0, i.e. p ( 0 ) . If the prior distribution p(H) were changed sufficiently, the Bayes rule would change. However, in our application, this prior information for current decision-making is actually a posterior distribution which is combined with all knowledge that is obtained so far by previous traversals. I t will be more precise to inference the true state H as the robot moves around in its environment.
Real-time Implementation
Figures 10 and 11 show the results implemented by the mobile robot in our AGV Laboratory. The image sequences in the two figures demonstrate how the robot handles an unexpected obstaclc, a chair in this case, by taking either a maneuver or an alternative path towards the goal position that has been commanded. The robot speed is 0 . 6 d s . There is no stop during maneuvering. Figure 10 consists of a sequence of eight frames, from frame 1 to frame 8. It clearly shows that the mobile robot takes an action to sidestep a chair which partially blocks the path. This corresponds to Example 1 described above. Figure 11 shows that the mobile robot detects an unexpected chair when it moves towards the goal which is at the end of the corridor. After taking extra observations at close range, the robot found the path is impassable. Then it takes the alternative path and reaches the goal position eventually. This corresponds to Example 2.
Conclusion
-
In this paper, we formulate the problem of obstacle avoidance using decision theory. It differs from the conventional approach in the sense that the solution we are looking for is not only collision free but also optimal in terms of time cost, taking into account the constraints imposed by the roadway and the vehicle kkematics. An attempt is made to provide a formal foundation for locd path planning under uncertainty using Bayes analysis and decision theory. The major contribution is the treatment of uncertainties introduced by both the sensing process and the unexpected static obstacles. The proposed strategy has been implemented by both simulation and on a mobile robot in real-time. 
