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Abstract. The synthesis of the neural network controller based on the NARMA-L2 algorithm has been considered. 
The algorithm of the synthesis is described. Its adjustment for the control of the motion speed of the underwater ve-
hicle is performed. The obtained controller parameters providing the best quality indicators are given. It is suggested 
to improve the control system of the underwater vehicle based on the prediction controller by means of including the 
NARMA-L2 block to its structure. According to the suggestion, it is used for the calculation of the initial vector of the 
control signals. The scheme of the suggested control system is given and the algorithm of its functioning is described. 
The simulation and study of the obtained system was performed. The advantages of its performance over that of the 
classic prediction controller are shown.
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Анотація. Розглянуто синтез нейромережевого регулятора на базі алгоритму NARMA-L2, а також удоскона-
лення за його допомогою нейрорегулятора з передбаченням для автоматичного керування швидкістю руху 
підводного апарата. Досліджено ефективність указаних систем керування.
Ключові слова: підводний апарат; система автоматичного керування; штучна нейронна мережа; інтелекту-
альне керування.
Аннотация. Рассмотрен синтез нейросетевого регулятора на базе алгоритма NARMA-L2, а также усовер-
шенствование с его помощью нейрорегулятора с предсказанием для автоматического управления скоростью 
движения подводного аппарата. Исследована эффективность указанных систем управления.
Ключевые слова: подводный аппарат; система автоматического управления; искусственная нейронная сеть; 
интеллектуальное управление.
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ПОСТАНОВКА ПРОБЛЕМИ
Сучасний розвиток морської робототехніки про-
відних країн світу здійснюється у напрямку заміни 
населених систем на дистанційно керовані і автоном-
ні [4, 6]. Це забезпечує безпеку обслуговуючого пер-
соналу, а також значно скорочує його чисельність і од-
ночасно підвищує ефективність цільового викорис-
тання таких систем в інтересах морегосподарського 
комплексу та оборони. При цьому задача створення 
точних систем автоматичного керування підводними 
апаратами (ПА) постає все гостріше. Широкі можли-
вості відкриває для цього застосування апарата штуч-
них нейронних мереж – нейрокерування.
Відомо, що одними з найкращих за точністю, 
в тому числі для підводних апаратів, є регулятори 
з передбаченням [1, 3]. Вони виконують розраху-
нок оптимальної послідовності керуючих сигналів, 
чим забезпечують максимальну близькість фактич-
ної траєкторії руху вихідної координати до заданої. 
Проте вагомим їх недоліком є велика кількість не-
обхідних розрахунків на кожному кроці керування 
і, як наслідок, значний час, необхідний для цих роз-
рахунків.
МЕТА РОБОТИ – синтез і дослідження NARMA-
L2-регулятора, а також удосконалення за його допо-
могою регулятора з передбаченням для керування 
швидкістю руху підводного апарата.
ВИКЛАД ОСНОВНОГО МАТЕРІАЛУ
NARMA-L2-регулятор – це деяка реконструкція 
нейромережі моделі керованого об'єкта, отриманої 
на етапі ідентифікації. Цей підхід відомий за двома 
різними назвами: управління з лінеаризацією у зво-
ротному зв'язку та управління NARMA-L2. Основна 
ідея цього виду управління полягає в перетворенні 
нелінійної динаміки системи в лінійну шляхом ком-
пенсації нелінійності.
Модель авторегресії–ковзного середнього (англ. 
autoregressive moving-average model, ARMA) – це 
одна з математичних моделей, що використовують-
ся для аналізу і прогнозування стаціонарних часових 
рядів у статистиці [2]. Модель ARMA узагальнює дві 
більш прості моделі часових рядів – модель авторе-
гресії (AR) та модель ковзного середнього (MA).
Моделлю ARMA (p, q), де p і q – цілі числа, що за-















де с – константа; {εt} – білий шум, тобто послідов-
ність незалежних та однаково розподілених числових 
величин (як правило, нормальних) з нульовим серед-
нім; αi, βj – дійсні числа, авторегресійні коефіцієнти 
та коефіцієнти ковзного середнього відповідно.
Така модель може інтерпретуватися як лінійна 
модель множинної регресії, в якій як змінні стану ви-
ступають попередні значення самої залежної змінної, 
а як регресійний залишок – змінні середні з елементів 
білого шуму. ARMA-процеси мають більш складну 
структуру в порівнянні зі схожими по поведінці AR- 
або MA-процесами в чистому вигляді, але при цьому 
ARMA-процеси характеризуються меншою кількіс-
тю параметрів.
Першим кроком у побудові NARMA-L2-
регулятора є ідентифікація моделі. На цьому етапі 
навчається штучна нейронна мережа (ШНМ) спеці-
ального виду, що представляє зворотну динаміку си-
стеми. Стандартною моделлю, яка використовується 
для представлення загальної дискретної нелінійної 
системи, є нелінійна модель авторегресії–ковзного 
середнього (Nonlinear ARMA, або NARMA):
y(k + d) = N[y(k), y(k − 1), …, y(k − n + 1), u(k),  
u(k − 1), …, u(k − n + 1)],
де u(k) – вхід системи; у(k) – вихід.
На стадії ідентифікації нейронна мережа навча-
ється для апроксимації нелінійної функції N[ ]. Якщо 
необхідно, щоб вихід системи слідував деякій траєк-
торії у(k + d) = yr(k + d), то наступним кроком є роз-
робка нелінійного контролера у вигляді:
u(k) = G[y(k), y(k − 1), …, y(k − n + 1), yr(k + d),  
u(k − 1), …, u(k − m + 1)].
Проблема з використанням цього контролера по-
лягає в тому, що для навчання нейронної мережі по 
відтворенню функції G, щоб звести до мінімуму се-
редньоквадратичну помилку, необхідно використо-
вувати динамічний алгоритм зворотного поширення 
[5, 7]. Це може бути дуже повільно. Одним із рішень, 
запропонованих у [8], є використання для представ-
лення системи апроксимованої моделі. Контролер, 
який використовується в даному випадку, базується 
на основі апроксимованої моделі NARMA-L2:
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y'(k + d) = f[y(k), y(k − 1), …, y(k − n + 1), u(k − 1), …, u(k − m + 1)] +  
+ g[y(k), y(k − 1), …, y(k − n + 1), u(k − 1), …, u(k − m + 1)] ∙ u(k).
Це є модель у парній формі, де наступний сигнал 
контролера u(k) не міститься всередині нелінійності. 
Перевага цієї форми полягає в тому, що її можна ви-
рішити відносно керуючого входу, що забезпечить 
слідування системи за заданою траєкторією y(k + d) = 
= yr(k + d). В результаті контролер буде мати вигляд
Використання цього рівняння у безпосередньо-
му вигляді може викликати проблеми реалізації, 
оскільки необхідно визначати керуючий сигнал u(k), 
ґрунтуючись на виході y(k) у той самий мо-
мент часу. Замість цього можна використовувати 
модель
Тепер, маючи ШНМ (див. рис. 2), що навчена 
апроксимувати модель об'єкта керування, залишаєть-
ся лише переформатувати її у вигляд, показаний на 
рис. 3, щоб отримати бажаний регулятор.
Синтез регулятора складається з наступних дій. 
Спочатку необхідно отримати навчальну вибірку, 
яка характеризує об'єкт керування. Для цього на 
нього подається послідовність керуючих сигналів 
у вигляді сходинок випадкової довжини (для ПА, 
що розглядається – в діапазоні від 1 до 10 с) та ви-
падкової амплітуди (в діапазоні від –10 до 10 В). 
На виході об'єкта проходять перехідні процеси. 
При цьому запам'ятовуються керуючий сигнал, 
вихідна координата, а також декілька попередніх 
значень вхідного та вихідного сигналів, які ха-
рактеризують поточний стан об'єкта. Після закін-
чення експерименту за цими даними навчається 
ШНМ, потім вона переформатовується, як описа-
но вище, і ставиться як регулятор y прямий канал 
системи керування.









y(k + d) = f[y(k), y(k − 1), …, y(k − n + 1), u(k), u(k − 1), …, u(k − m + 1)] +  
+ g[y(k), y(k − 1), …, y(k − n + 1), u(k), …, u(k − m + 1)] ∙ u(k + 1),
де d ≥ 2.
На рис. 1 показана структура відповідної нейрон-
ної мережі. 










який є придатним до реалізації при d ≥ 2. Схема системи керування представлена на рис. 2.
 
Нейромережева апроксимація функції g( ) 
Нейромережева апроксимація функції f( ) 
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Було проведено серію експериментів з моделлю ПА 
в системі Simulink середовища MATLAB, в результаті 
яких встановлені значення параметрів регулятора, що 
забезпечують найкращі показники якості керування:
Кількість прихованих шарів нейромережі 30
Інтервал дискретизації 0,1 с
Кількість затримок для вхідного сигналу 1
Кількість затримок для вихідного сигналу 3
Кількість точок навчальних даних 20000
Максимальний вхідний сигнал 10 В
Мінімальний вхідний сигнал –10 В
Максимальний інтервал між сигналами 10 с
Мінімальний інтервал між сигналами 1 с
Функція для навчання trainlm
Кількість повторювань при навчанні 1000
У результаті отримано значення середньоквадра-
тичної похибки 7,3∙10–11, максимальне абсолютне 
значення похибки на тестових даних – 0,001 м/с, що 
складає 0,25 % від максимальної швидкості і є при-
йнятним результатом.
Для дослідження роботи регулятора використову-
валась Simulink-модель, показана на рис. 4.
Блоки «Ramp», «Zero-Order Hold», «Fcn1», а та-
кож «Ramp1» і «Fcn2» служать для задавання схід-
частого та синусоїдального вхідних сигналів, пере-
микання між якими виконується блоком «Manual 
Switch»; «Model Reference Controller» – блок регу-
лятора з еталонною моделлю; «Object Model» – під-
система, що реалізує модель руху ПА, на її вході – 
Рис. 2. Схема системи керування з NARMA-L2-регулятором
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керуючий сигнал (напруга живлення електродвигу-
на), на виході – швидкість руху.
Результати моделювання роботи синтезованого 
регулятора відображені на рис. 5. При синусоїдаль-
ному сигналі фактична швидкість майже збігається 
з заданою, тому на рисунку не наведена.
Абсолютна похибка в усталених режимах ле-
жить в межах 0,002 м/с (за умов ідеальних датчиків 
та відсутності збурень), що складає 0,5 % від мак-
симальної швидкості і є дуже хорошим результатом, 
але все-таки гіршим за точність регулятора з перед-
баченням. Розглянемо тепер, як можна використа-
ти отриманий результат для удосконалення роботи 
останнього.
Як уже сказано, регулятор з передбаченням за-
безпечує високу точність керування, але суттєвим 
його недоліком є велика кількість необхідних обчис-
лень і, як наслідок, довгий час цих обчислень. Спро-
буємо покращити його характеристики в наступний 
спосіб.
У перший момент часу послідовність керуючих 
сигналів береться випадковим чином, або середні, 
або граничні значення. Ця послідовність оптимізу-
ється, і перше значення подається на об'єкт. Почина-
ючи з другого моменту часу, береться послідовність, 
розрахована на попередньому кроці (окрім першого 
значення, яке вже використане), до неї додається ще 
одне значення (знову ж таки, випадкове), і ця послі-
довність знов оптимізується. При цьому основним 
слабким місцем, яке забирає багато часу, є саме алго-
ритм оптимізації.
Для прискорення розрахунків пропонується на-
ступне рішення. Для формування первісної послідов-
ності можна використовувати NARMA-L2-регулятор 
(радник), описаний вище. Він працює дуже швидко, 
хоча й не забезпечує такої точності, як регулятор з пе-
редбаченням. Але за його допомогою можна формува-
ти первісну послідовність керуючих сигналів, яка вже 
сама по собі буде забезпечувати адекватне керування, 
і алгоритму оптимізації залишиться лише уточнити її, 
відштовхуючись від вектора, вже дуже наближеного 
до оптимального.
Схема системи керування, що працює за описа-
ною методикою, показана на рис. 6.
Відзначимо, що для синтезу NARMA-L2-радника 
не потрібно проводити додаткових експериментів, 
його ШНМ можна навчити на тих самих даних, які 
використовувались для навчання ШНМ-моделі регу-
лятора з передбаченням.
Рис. 4. Модель системи керування з нейрорегулятором NARMA-L2 в середовищі Matlab Simulink
 






Рис. 5. Моделювання роботи нейромережевого NARMA-L2-регулятора при ступінчатому вхідному сигналі
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Пропонована система працює наступним чи-
ном. Сигнал з датчика швидкості y та його затрима-
ні на один і два кроки значення, сигнал завдання yr 
і попередній сигнал керування u зчитуються блоком 
оптимізації. Вони подаються на ШНМ1 і ШНМ2, 
та обчислюється сигнал керування u' за алгоритмом 
NARMA-L2. Цей сигнал, а також затримані поперед-
ні значення швидкості подаються на ШНМ-модель, 
і обраховується наступне значення швидкості. Воно, 
разом з попередніми значеннями, знову подається на 
NARMA-L2-регулятор і обчислюється керуючий сиг-
нал для наступного кроку, який знову подається на 
ШНМ-модель. Процес повторюється до тих пір, поки 
не буде сформована послідовність керуючих сигналів 
для всього горизонту керування. Потім ця послідов-
ність використовується як початковий вектор, з якого 
блок оптимізації починає роботу. Після знаходження 
оптимальної послідовності, як і в класичному регуля-
торі з передбаченням, перше значення подається на 
об'єкт, і в наступній точці весь процес повторюється 
спочатку.
Як показало моделювання, керуючий сигнал, 
що розраховувався системою, залишився фактично 
ідентичним тому, який був у класичному регуляторі 
з передбаченням [1], похибка в усталених режимах 
близька до нуля, але час розрахунків зменшився до 
20…30 % залежно від вхідного сигналу.
Таким чином, вирішується задача побудови си-
стеми керування істотно нелінійним об'єктом – під-
водним апаратом в умовах невизначеності його па-
раметрів на основі лише експериментальних даних. 
При цьому сам експеримент по отриманню даних є 
дуже простим і таким, що легко реалізується. Отри-
мана система забезпечує високу точність, формуючи 
близький до оптимального сигнал керування, при 
цьому процес оптимізації займає до 30 % менше часу 
у порівнянні з традиційною системою керування з пе-
редбаченням.
ВИСНОВКИ
1. Синтезовано NARMA-L2-регулятор для керу-
вання швидкістю руху підводного апарата як нелі-
нійного об'єкта. Абсолютна похибка в усталених ре-
жимах лежить в межах 0,002 м/с (за умов ідеальних 
датчиків та відсутності збурень), що складає 0,5 % 
від максимальної швидкості. Цей регулятор є досить 
простим у синтезі і може використовуватись само-
стійно в системах керування ПА.
2. Удосконалено систему керування на базі регуля-
тора з передбаченням за допомогою введення NARMA-
L2-радника, що дозволило скоротити час, необхідний 
для обчислення керуючих сигналів, до 30 %. При цьо-
му вказана система забезпечує високу точність – по-
хибка в усталених режимах близька до нуля.
3. Описані системи керування можуть бути синте-
зовані в умовах невизначеності моделі й параметрів 
об'єкта лише за експериментальними даними, при 
цьому сам процес проведення експерименту є досить 
простим і не вимагає спеціальних засобів чи облад-
нання.
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