Assumed that the distribution of the lifetime of any unit follows a lognormal distribution with parameters μ andσ . Also, assume that the relationship between μ and the stress level V is given by the power rule model. Several types of bootstrap intervals of the parameters were studied and their performance was studied using simulations and compared in term of attainment of the nominal confidence level, symmetry of lower and upper error rates and the expected width. Conclusions and recommendations are given.
Introduction
The lognormal distribution has many special features that allowed it to be used as a model in various real life applications. In particular, it is used in analyzing biological data (Koch, 1966) , and for analyzing data in workplace exposure to contaminants (Lyles & Kupper, 1997) . It is also of importance in modeling lifetimes of products and individuals (Lawless, 1982) . Various other motivations and applications of the lognormal distribution may also be found (see Johnson et. al., 1994 , Schneider, 1986 .
In a life testing experiment, the problem is that most units have a very long life under the normal conditions. Therefore, by the time the experiment is completed and an estimate of the reliability is obtained, the results will be outdated. To overcome this delay, accelerated life testing was introduced (Mann. et. al., 1974) .
In an accelerated life testing experiment a certain number of units are subjected to a stress that is higher than the normal stress. The Mohammed Al-Haj Ebrahem is Assistant Professor in the Department of Statistics at Yarmouk University, Irbid-Jordan. His research interest is in reliability, accelerated life test and non-parametric regression models. E-mail: m_hassanb@hotmail.com. experiment is repeated under different values of stress. In order to do so, some relationship between the parameters of the time to failure distribution of the unit and the corresponding stress level must be postulated.
It is assumed that density function of the time to failure of a unit depends on one parameter sayθ , and the environment depends on one stress V and that the relationship between θ and V is given by Consider the interval estimation for the parameters of the lognormal distribution after reparametrizing the location parameter μ as a function of the stress V using power rule model. The performance of the bootstrap and Jacknife intervals (Efron & Tibshirani, 1993) in term of attainment of the nominal confidence level, symmetry of lower and upper error rates and the expected width of the intervals will be compared.
The Model and The Maximum likelihood Estimation
It is assumed that the lifetime (T) of any unit follows a lognormal distribution with location parameter μ and scale parameter σ .
The probability density function of T is given by (Lawless, 1982) :
(1)
The location parameter μ was reparameterized as a function of the stress V using the power rule It is obvious that Ĉ is an unbiased estimator of C while σˆis a biased estimator of σ .
The Percentile Interval
The methods of deriving confidence intervals presented in this section and section 4 are based on the parametric bootstrap approach (Efron & Tibshirani, 1993) ; they are constructed by resampling from the estimated parametric distribution. To construct the percentile interval, a simulation of the bootstrap distribution of Ĉ and σˆ is done by resampling from the parametric model of the original data. That is, a B bootstrap sample is generated and for each sample Ĉ and σˆ are calculated using equation (4) and (5) 
The Bias Corrected and Accelerated Interval (BCa Interval)
The bias corrected and accelerated interval is constructed by calculating two numbers â and 0 z called the accelerated and the bias correction factor respectively, they are calculated using the following formulas 3-Upper error rate (UER): the fraction of intervals that fall entirely below the true parameter. 4-Total error rate (TER): the fraction of intervals that did not contain the true parameter value.
Results and Conclusions
The results are given in tables 1 -12. Table 1 has simulation results of the percentile interval of the parameter C using 05 . 0 = α . Table 2 has simulation results of the BCa interval of the parameter C using 05 . 0 = α . Table 3 has simulation results of the Jacknife interval of the parameter C using 05 . 0 = α . Table 4 has simulation results of the percentile interval of the parameter C using 1 . 0 = α . Table 5 has simulation results of the BCa interval of the parameter C using 1 . 0 = α . Table 6 has simulation results of the Jacknife interval of the parameter C using 1 . 0 = α . For the parameter C , the three intervals have almost the same expected width, and the expected width decreases as the sample sizes increases. In term of attainment of coverage probability and symmetry of lower and upper rates, the three intervals behave in the same way. It is recommended that the Jacknife interval be used because its calculation is simpler than the BCa and the percentile intervals.
For the parameter σ , the expected width for the percentile interval is nearly smaller than the other two intervals. On the other hand, in term of attainment of coverage probability and symmetry of lower and upper rates, the BCa interval behaves the best. It is therefore recommended that the BCa interval be used in this case. 
