We prove the existence of extremal solutions for a first order functional differential equation subject to nonlinear boundary conditions of functional type. Moreover, the functions that define our problem are allowed to be discontinuous. The proof of our main result is based on a generalized iterative technique.
Introduction and preliminaries
We are concerned with the existence of solutions for first order scalar functional differential equations under weak regularity assumptions.
For fixed r > 0 and T > 0, the general form of a delay functional differential equation is The function ξ t can be regarded as the history of ξ from time t − r up to time t.
In this setting, the function g is usually assumed to be continuous on the set I × C([−r, 0]).
A first remarkable difference that one can find with respect to ordinary differential equations is that the Cauchy problem for equation (1.1) needs a functional initial condition, such as x 0 = φ, where x 0 is given by (1.2) with t = 0 and φ ∈ C([−r, 0]) is the initial value. The reader is referred to [4, 5, 9] as outstanding monographs on functional differential equations.
On the other hand, and as it is observed in [2] , the delay differential equation (1.1) can be studied in a more general frame of functional differential equations. Indeed, it suffices to define the function f :
for all t ∈ I = [0, T ]. (1.4) When S(t) = [t − r, t], (1.4) can be regarded as a particular case of (1.1), but formulation (1.3) permits us to consider more general forms of S(t) ⊂ R (see, for instance [15, Eq. (1)]).
Equations with maxima have attracted much attention recently due to their importance in mathematical models such as the automatic control of technical systems (see e.g. [8, 14, 15] and references therein).
Monotone iterative techniques have been extensively applied to study the existence of solutions for delay differential equations and equations with maxima. See [11, 12, 13, 17] , where equation (1.1) is studied with periodic boundary conditions of "ordinary" type
Moreover the right-hand side of the differential equation is assumed to be continuous in all of the above mentioned references.
For (1.4), Stepanov [15] considered a nonlinear two-point boundary condition of the form h(x(0), x(T )) = 0 and a Carathéodory function f .
We shall consider here a functional differential equation
with less restrictive conditions on f , in the spirit of [6] .
In relation to the boundary conditions, we would like to emphasize the fact that the usual pointwise boundary conditions which naturally arise in ordinary differential equations, do not seem to be so natural for functional differential equations. Indeed, if we regard the problem of finding a periodic solution as the problem of finding a fixed point for the Poincaré map, then the natural condition that appears in connection with equation (1.1) or (1.4) is
instead of (1.5). Condition (1.7) was considered in [3] , where the monotone iterative method was developed for (1.1) with f continuous.
We also remark that this periodic condition can be seen as a particular case of the more general functional boundary condition H(x 0 , x T ) = 0, (1.8) for a given mapping H : (C([−r, 0])) 2 → C([−r, 0]), proposed by Halanay [4] . The linear case of Halanay's boundary conditions
]) are given linear operators, was considered in [9, Chapter 11] and becomes (1.7) for A 1 = −A 2 = Id, Ψ = 0.
As far as the authors are aware, there is no previous work on existence of solutions for equation (1.1) or (1.4) together with condition (1.8) in the frame of upper and lower solutions. In this paper we consider the general functional boundary condition 
Thus, we shall consider the following boundary value problem
subject to the following assumptions on the functions f :
(f3) For a.e. t ∈ I and all x ∈ R the function f (t, x, ·) is nondecreasing on S T r . (f4) For all R > 0 there exists ψ R ∈ L 1 (I) such that for a.e. t ∈ I and for all (
is nondecreasing. The aim of this paper is to prove a general existence result for problem (P ) under conditions (F ) and (B) assuming the existence of lower and upper solutions. The proof of such a result is based upon an existence result for the Cauchy problem for ordinary differential equations and the generalized iterative techniques from [7] .
An important point to note here is that this framework permits the study of some important cases of the above mentioned Halanay's boundary conditions as well as other different conditions. For instance, we can mention condition U (x) = γ, where U : C([0, T ]) → R is a continuous linear form and γ is a constant, suggested by Lee and O'Regan in [10] . They indicate the functional U defined by U (x) = T 0 x(s)ds as an example. It is obvious that in this case condition U (x) = γ is a particular case of (1.9) with B satisfying (B).
Finally, several types of periodic conditions can be included in the formulation of problem (P ). For instance, the functional periodic condition (1.7) corresponds with Bξ = ξ T for ξ ∈ S T r . The ordinary periodic conditions
We divide our paper into three sections: in Section 2 we prove an existence result for the Cauchy problem for discontinuous ordinary differential equations, in Section 3 we establish and demonstrate our main existence result for the problem (P ), and, finally, in Section 4 we illustrate the applicability of our main result with two examples.
Initial value problems
Let T > 0 be fixed and consider the initial value problem
The following result is Theorem 3.1 in [6] , and we include it here for the convenience of the reader.
Then the initial value problem (2.1) has extremal solutions for every a ∈ R.
Remark 2.2. Only the case T = 1 and a = 0 is considered in [6] . The reader can easily verify that the general case (i.e. T = 1 and/or a = 0) is reduced to that one by means of the change of variable
This last theorem can be extended by using lower and upper solutions. Definition 2.3. We say that α is a lower solution of (2.1) if α ∈ AC(I),
An upper solution is defined analogously reversing the inequalities.
Let α and β be lower and upper solutions of (2.1) and α ≤ β. We say that a solution of (2.1), x m , is the maximal solution of 
If α and β are, respectively, a lower and an upper solution of problem (2.1) and α ≤ β, then the problem (2.1) has extremal solutions in [α, β] .
Proof. First, consider the modified problem
Notice that every solution of (2.1) in [α, β] is a solution of (2.2). The assumptions on α, β and f ensure by Theorem 2.1 that problem (2.2) has extremal solutions.
Now we shall prove that every solution x of (2.2) belongs to [α, β] (which, in particular, implies that every solution of (2.2) is a solution of (2.1) in [α, β]). We shall only demonstrate that α ≤ x, since the proof of x ≤ β is similar.
Assume, by contradiction, that there exist t 1 , t 2 ∈ I such that t 1 < t 2 ,
Since x is a solution of (2.2) we have, by definition of F , that x (t) = α (t) for a.e. t ∈ [t 1 , t 2 ], and then
which contradicts (2.3).
Main result
In order to prove our main result, we need the following lemma, which is Theorem 1.2.2 in [7] . Moreover, these extremal fixed points satisfy the relations
Now, to make a proper use of this lemma, we give some preliminaries about the space S T r defined in Section 1. We can define a partial ordering on S T r as follows:
It is easy to see that the intervals
are closed in S T r , considering the supremum norm. Therefore (S T r , ≤, · ∞ ) is an ordered metric space (see [7] ).
Next we introduce the concepts of lower and upper solution for problem (P ).
Definition 3.2.
We say that α :
Analogously, we say that β :
Finally, we say that u is a solution of (P ) if it is both a lower and an upper solution.
The following theorem is our main result. Proof. We shall only prove the existence of a minimal solution, since the arguments to show that there is a maximal one are analogous.
By condition (f4) there exists ψ ∈ L 1 (I) such that for a.e. Hence we can apply Theorem 2.4 to ensure that (3.3) has extremal solutions between α |I and β |I .
We define Gξ on [0, T ] as the minimal solution of (3.3) between α |I and β |I .
In particular, we have that Bξ 1 (0) ≤ Bξ 2 (0). On the other hand, by the definition of G and the condition (f3), for a.e. t ∈ I we have that (Gξ 2 ) (t) = f (t, Gξ 2 (t), ξ 2 ) ≥ f (t, Gξ 2 (t), ξ 1 ), which implies that Gξ 2|I is an upper solution (in the sense of Definition 2.3) of (3.3) with ξ = ξ 1 . Moreover, Gξ 2 ≥ α on I and α |I is a lower solution of (3.3) with ξ = ξ 1 . Thus, by Theorem 2.4, the problem (3.3) with ξ = ξ 1 has solutions between α |I and Gξ 2 |I . Finally, since Gξ 1 |I is the minimal solution of that problem between α |I and β |I , we conclude that Gξ 1 ≤ Gξ 2 on I. Therefore y |I ∈ AC(I) and, thus, y ∈ S T r . By Lemma 3.1, G has a minimal fixed point x * ∈ [α, β] ∩ Y which satisfies
It is easy to verify that the fixed points of G, and in particular x * , are solutions of (P ). Claim 3. x * is the minimal solution of (P ) in [α, β] . Assume that v ∈ [α, β] is a solution of (P ). Since v is a solution of (P ), we have that v(θ) = Bv(θ) = Gv(θ) for all θ ∈ [−r, 0]. Moreover, v is a solution between α |I and β |I of the initial value problem (3.3) with ξ = v, hence v(t) ≥ Gv(t) for all t ∈ I, because Gv |I is the minimal solution of that problem between α |I and β |I . Therefore we conclude that We have preferred to establish our result with S T r because some interesting boundary operators B may fail to be defined overS T r . For instance, the operator B : 
Examples
In this section, we illustrate our main result with two examples. The first one shows that we can prove the existence of extremal solutions for problems not covered by previous known results. The second one is a motivation from the real life for our study. Note that f is discontinuous with respect to all of its variables. In particular, it is discontinuous with respect to x and ξ and therefore none of the existence results given in [3, 10, 11, 12, 13, 15, 16, 17] is suitable for this problem. However, f fulfills conditions (F ).
We also note that some existence results on this type of equations have been recently proven. In [1] the authors also consider functional-boundary conditions. However, the functional periodic conditions that we consider in this example are not covered by the main result in [1] because the assumptions that are required on the corresponding function B are rather strong. In particular, the reader can check that condition (B1) in [1] does not hold when trying to apply Theorem 3.1 in [1] to (4.1)-(4.2).
One can readily verify that for all t ∈ (0, 1], for all x ∈ R and for all ξ ∈ S 1 r we have
for 1] is the unique solution of the linear scalar periodic problem    α (t) = p(t) α(t) + N 1 (t) for a.e. t ∈ I,
and let α be extended to [−r, 1] in such a way that α 0 = α 1 . It is important to note that the explicit expression for α can be easily obtained. We define β : [−r, 1] → R in an analogous way but we replace N 1 by N 2 . Now, the inequalities (4.3) imply that α and β are respectively a lower and an upper solution for problem (4.1)-(4.2). Furthermore, it can be proven that α ≤ β on [0, 1] just by using the fact that 
Example 4.2.
Our second example is a model for compound interest. Suppose that a sum of money S 0 > 0 is deposited in a bank that pays an interest I ∈ (0, 1). A well-known and simple model for describing the evolution of the money with time is
where S(t) stands for the sum of money at time t > 0.
The key assumptions that lead to this model are that interest does not change with time and that it is compounded continuously.
However, it is quite reasonable to think that interest is likely to change with time and even with the amount of money deposited in the account. Let us consider the following assumptions:
1. The bank assigns to each account an interest which increases with the amount of money that it contains. Suppose that the bank acts as follows: the first day of every month the interest is revised in terms of the mean value of the money in the account during the preceding month (banks prefer steady customers, that is why it seems more appropriate to take into account a mean value rather than a punctual datum). Suppose also that no revision of this type is made until the first day of the next month. If time t is computed in months we may assume, for simplicity, that nonnegative integers t = 0, 1, 2, . . . , correspond with the instants when revisions are made (in particular, we are considering that all months have the same number of days, the reader who feels uneasy with this convention may replace months by, say, fortnights). Therefore, at a month t > 0 the interest that is being paid by the bank is a function of mean value of S(t) in the preceding month = 
S(r)dr,
where [t] stands for the integer part of t.
We note that the bank can only provide a finite number of different types of interest. Therefore the interest is necessarily a discontinuous function.
2.
On the other hand, interest may change with time (due to changes in economy, sudden variations in the bank's policy, and so on). As we all know, this type of change may be rather abrupt, which indicates that continuous dependence with time is a rather unrealistic assumption.
Assumptions 1 and 2 lead to the following model:
[t]
[t]−1 S(r)dr S(t), t > 0, We emphasize the lack of continuity of I with respect to both of its variables, which makes it impossible to study problem (4.4)-(4.5) from the point of view of some recent books on functional differential equations as [5, 9] . It is also necessary to remark that continuity is precisely a bad assumption in the situation we are trying to study, as we already mentioned in 1 and 2.
In order to study the existence of solutions for the problem (4.4)-(4.5) by using [t]−1 ξ(s)ds, is piecewise constant for every fixed ξ ∈ S T 1 , hence we can express I t,
[t]−1 ξ(s)ds , as a finite sum of measurable functions and therefore the mapping
is measurable on [0, T ] for fixed x ∈ R and ξ ∈ S T 1 . It is easy to verify that f satisfies the remaining conditions.
On the other hand, we define B : 
