Abstract. We discuss two-sided bounds for moments and tails of quadratic forms in Gaussian random variables with values in Banach spaces. We state a natural conjecture and show that it holds up to additional logarithmic factors. Moreover in a certain class of Banach spaces (including Lr-spaces) these logarithmic factors may be eliminated. As a corollary we derive upper bounds for tails and moments of quadratic forms in subgaussian random variables, which extend the Hanson-Wright inequality.
Introduction and main results
The Hanson-Wright inequality gives an upper bound for tails of real quadratic forms in independent subgaussian random variables. Recall that a random variable X is called α-subgaussian if for every t > 0, P(|X| ≥ t) ≤ 2 exp(−t 2 /2α 2 ). The Hanson-Wright inequality states that for any sequence of independent mean zero α-subgaussian random variables X 1 , . . . , X n and any symmetric matrix A = (a ij ) i,j≤n one has
where in the whole article we use the letter C to denote universal constants which may differ at each occurrence. Estimate (1) was essentially established in [10] in the symmetric and in [24] in the mean zero case (in fact in both papers the operator norm of A was replaced by the operator norm of (|a ij |), which in general could be much bigger, proofs of (1) may be found in [5] and [19] ). The Hanson-Wright inequality has found numerous applications in high-dimensional probability and statistics, as well as in random matrix theory (see e.g., [23] ). However in many problems one faces the need to analyze not a single quadratic form but a supremum of a collection of them or equivalently a norm of a quadratic form with coefficients in a Banach space. While in the literature there are inequalities addressing this problem (see ineq. (3) below), they are usually expressed in terms of quantities which themselves are troublesome to analyze. The main objective of this article is to provide estimates on vector-valued quadratic forms which can be applied more easily and are of optimal form.
The main step in modern proofs of the Hanson-Wright inequality is to get a bound similar to (1) in the Gaussian case. The extension to general subgaussian variables is then obtained with use of the by now standard tools of probability in Banach spaces, such as decoupling, symmetrization and the contraction principle. Via Chebyshev's inequality to obtain a tail estimate it is enough to bound appropriately the moments of quadratic forms in the case when X i = g i are standard Gaussian N (0, 1) random variables. One may in fact show that (cf. [13, 14] )
where δ ij is the Kronecker delta, and ∼ stands for a comparison up to universal multiplicative constants.
Following the same line of arguments, in order to extend the Hanson-Wright bound to the Banach space setting we first estimate moments of centered vector-valued Gaussian quadratic forms, i.e. quantities n i,j=1
where A = (a ij ) i,j≤n is a symmetric matrix with values in a normed space (F, ) . We note that (as mentioned above) there exist two-sided estimates for the moments of Gaussian quadratic forms with vector-valued coefficients. To the best of our knowledge they were obtained first in [6] and then they were reproved in various context by several authors (see e.g., [4, 15, 17] ). They state that for p ≥ 1,
a ij x i g j + p sup
Unfortunately the second term on the right hand side of (3) is usually difficult to estimate. The main effort in this article will be to replace it by quantities which even if still involve expected values of Banach space valued random variables in many situations can be handled more easily. More precisely, we will obtain inequalities in which additional suprema over Euclidean spheres are placed outside the expectations, which reduces the complexity of the involved stochastic processes. As one of the consequences we will derive two-sided bounds in L r spaces involving only purely deterministic quantities.
Our first observation is a simple lower bound Proposition 1. Let (a ij ) i,j≤n be a symmetric matrix with values in a normed space (F, · ). Then for any p ≥ 1 we have
This motivates the following conjecture.
Conjecture 2.
Under the assumptions of Proposition 1 we have
We are able to show that the conjectured estimate holds up to logarithmic factors.
Theorem 3. Let (a ij ) i,j≤n be a symmetric matrix with values in a normed space (F, · ). Then for any p ≥ 1 the following two estimates hold
One of the main reasons behind the appearance of additional logarithmic factors is lack of good Sudakov-type estimates for Gaussian quadratic forms. Such bounds hold for linear forms and as a result we may show the following ((g i,j ) i,j≤n below denote as usual i.i.d. N (0, 1) random variables).
Theorem 4. Under the assumptions of Theorem 3 we have
In particular we know that Conjecture 2 holds in Banach spaces, in which Gaussian quadratic forms dominate in mean Gaussian linear forms, i.e. in Banach spaces (F, ) for which there exists a constant λ < ∞ such for any finite symmetric matrix (a ij ) i,j≤n with values in F one has
It is easy to check (see Proposition 11 below) that such property holds for L r -spaces with λ = λ(r) ≤ Cr.
Remark 5. For non-centered Gaussian quadratic forms S
and Theorem 4 implies
Proposition 1 and Theorem 4 may be expressed in terms of tails.
Theorem 6. Let (a ij ) i,j≤n be a symmetric matrix with values in a normed space (F, · ). Then for any t > 0,
where U = sup
As a corollary we get a Hanson-Wright-type inequality for Banach space valued quadratic forms in general independent subgaussian random variables.
Theorem 7. Let X 1 , X 2 , . . . , X n be independent mean zero α-subgaussian random variables. Then for any symmetric matrix (a ij ) i,j≤n with values in a normed space (F, · ) and t > Cα 2 
where U and V are as in Theorem 6.
Remark 8. It is not hard to check that in the case F = R we have U ∼ (a ij ) HS and V = (a ij ) op . Moreover,
so the right hand side of (10) is at least 1 for t < C ′ (E ij a ij (g i g j −δ ij ) +E i =j a ij g ij ) and sufficiently large C. Hence (10) holds for any t > 0 in the real case and is equivalent to the Hanson-Wright bound.
Remark 9. Proposition 19 below shows that we may replace in all estimates above the term sup
Remark 10. We are able to derive similar estimates as discussed in this paper for Banach space valued Gaussian chaoses of arbitrary degree. Formulas are however more complicated and the proof is more technical. For these reasons we decided to include details in a separate forthcoming paper [2] .
The organization of the paper is as follows. In the next section we discuss a few corollaries of Theorems 4 and 7. In Section 3 we prove Proposition 1 and show that it is enough to bound separately moments of diagonal and off-diagonal parts of chaoses. In Section 4 we reduce Theorems 3 and 4 to the problem of estimating means of suprema of certain Gaussian processes. In Section 5 we show how to bound expectations of such suprema -the main new ingredient are entropy bounds presented in Corollary 24 (derived via volumetric-type arguments). Unfortunately our entropy bounds are too weak to use the Dudley integral bound. Instead, we present a technical chaining argument (of similar type as in [14] ). In the last section we conclude the proofs of main Theorems.
Consequences and extensions
2.1. L r -spaces. We start with showing that L r spaces for r < ∞, satisfy (7) with λ = Cr, so Theorem 4 implies Conjecture 2 for L r spaces (and as a consequence the Hanson-Wright inequality). Moreover, in this case one may express all parameters without any expectations as is shown in the proposition below.
estimates (11), (12) follow easily. The proof of (13) 
and (2) imples for any x ∈ X,
The above proposition, together with Proposition 1 and Theorems 4 and 7 immediately yield the following corollaries (in particular they imply that Conjecture 2 holds in L r spaces with r-dependent constants) Corollary 12. For any symmetric matrix (a ij ) ij with values in L r and p ≥ 1 we have
The implicit constants in the estimates for moments can be taken to be equal to Cr in the upper bound and r −1/2 /C in the lower bound.
Corollary 13. Let X 1 , X 2 , . . . , X n be independent mean zero α-subgaussian random variables. Then for any symmetric finite matrix (a ij ) i,j≤n with values in L r = L r (X, µ), 1 ≤ r < ∞ and t > Cα 2 r ij a 2 ij Lr we have
where
Spaces of type 2.
Recall that a normed space F is of type 2 with constant λ if for every positive integer n and
where ε 1 , ε 2 , . . . is a sequence of independent Rademacher variables. By standard symmetrization inequalities one easily obtains that if F is of type two with constant λ then for any independent random variables X i ,
and if EX i = 0, then decoupling arguments combined with symmetrization and KhintchineKahane inequalities give
Therefore, Theorem 7 gives immediately the following Corollary 14. Let X 1 , X 2 , . . . , X n be independent mean zero α-subgaussian random variables and let F be a normed space of type two constant λ. Then for any symmetric finite matrix (a ij ) i,j≤n with values in F and t > Cλ 2 α 2 ij a ij 2 we have
Remark 15. We note that from Theorem 7 one can also derive similar inequalities for suprema of quadratic forms over VC-type classes of functions appearing e.g., in the analysis of randomized U -processes (cf. e.g., [8, Chapter 5.4]).
2.3. Random vectors with dependencies. Let us assume that X = (X 1 , . . . , X n ) is an image of a standard Gaussian vector in R n under an α-Lipschitz map. In particular, by the celebrated Caffarelli contraction principle [7] , this is true if X has density of the form e −V , where ∇ 2 V ≥ α −2 Id. As observed by Ledoux and Oleszkiewicz [16, Corollary 1] , by combining the well known comparison result due to Pisier [18] with a stochastic domination-type argument, one gets that for any smooth function f : R n → F , and any p ≥ 1,
where here and subsequently G n is a standard Gaussian vector in R n independent of X and for a ∈ F n , b ∈ R n we denote a, b = n i=1 a i b i . This inequality together with Theorem 4 allow us to implement a simple argument from [3] and obtain inequalities for quadratic forms and more general F -valued functions of the random vector X. Below, we will denote the second partial derivatives of f by ∂ ij f . For the sake of brevity, we will focus on moment estimates, clearly tail bounds follow from them by an application of the Chebyshev inequality.
Corollary 16. Let X be an α-Lipschitz image of a standard Gaussian vector in R n and let f : R n → F be a function with bounded derivatives of order two. Assume moreover that E∇f (X) = 0. Then for any p ≥ 2,
In particular if X is of mean zero, then
and the inequality (10) is satisfied.
Proof of Corollary 16.
be independent standard Gaussian vectors in R n , independent of X. By an iterated application of (16) (the second time conditionally on G n ) we have
where the last inequality follows by [4, Theorem 2.2]. To finish the proof of (17) it is now enough to apply Theorem 4 conditionally on X and replace the expectation in X by the supremum over z ∈ R n . The inequality (18) follows by a direct application of (17).
Lower bounds
In this part we show Proposition 1 and the lower bound in Theorem 6. We start with a simple lemma.
Proof. Let (ε i ) i be a sequence of i.i.d. symmetric ±1 r.v's independent of (g i ) i . We have by symmetry of g i and Jensen's inequality,
To conclude we use the triangle inequality in L p and get
Adding the inequalities above yields the first estimate of the lemma. The second one follows trivially from the triangle inequality.
Proof of Proposition 1. Obviously
Moreover, denoting by · * the norm in the dual of F , we have
where in the second inequality we used (2). Lemma 17 and the decoupling inequality of Kwapień [11] (see also [9] ) yield
where (g ′ i ) i denotes an independent copy of (g i ) i .
For any finite sequence (b i ) i in (F, · ) we have
Thus, by (19) and the Fubini Theorem, we get
Reduction to a bound on the supremum of a Gaussian process
In this section we will reduce the upper estimates of Theorems 3 and 4 to an estimate on expected value of a supremum of a certain Gaussian process. The arguments in this part of the article are well-known, we present them for the sake of completeness. In particular we will demonstrate the upper bounds given in (3).
The first lemma shows that we may easily bound the diagonal terms.
Proof. Let X i be a sequence of i.i.d. standard symmetric exponential r.v's. A simple argument (cf. proof of Lemma 9.5 in [1] ) shows that
the latter quantity was bounded in [12, Theorem 1], thus
where in the last inequality we used Lemma 17.
The next proposition implies that in all our main results we can replace the term sup x 2 ≤1 E i =j a ij x i g j by sup x 2 ≤1 E ij a ij x i g j . Proposition 19. Under the assumption of Proposition 1 we have for p ≥ 1,
i be an independent copy of the sequence (g i ) i . Denoting by E ′ the expectation with respect to the variables (g ′ i ) i , we may estimate
where the second inequality follows from (20) applied conditionally on (g i ) i , the third one from Jensen's inequality and the last one from (21) . The assertion of the proposition follows now by Lemma 18.
For the off-diagonal terms we use first the concentration approach.
Proposition 20. For p ≥ 1 we have
Proof. Let
Then γ n (A) ≥ 1 2 by the Chebyshev inequality. Gaussian concentration gives γ n (A + tB n 2 ) ≥ 1 − e −t 2 /2 for t ≥ 0. It is easy to check that for z ∈ A + tB n 2 we have
Integrating by parts we get i =j a ij g i g j p ≤ CS( √ p) for p ≥ 1, which ends the proof.
Observe that for any symmetric matrix by using the decoupling bound [11] we obtain
Moreover introducing decoupled chaos enables us to release the assumptions of the symmetry of the matrix and zero diagonal.
Taking into account the above observations, Conjecture 2 reduces to the statement that for any p ≥ 1 and any finite matrix (a ij ) in (F, · ) we have E sup
Let us rewrite (22) in another language. We may assume that F = R m for some finite m and a ij = (a ijk ) k≤m . Let T = B F * be the unit ball in the dual space F * . Then (22) takes the following form.
Conjecture 21. Let p ≥ 1. Then for any triple indexed matrix (a ijk ) i,j≤n,k≤m and bounded nonempty set T ⊂ R m we have E sup
Obviously it is enough to show this for finite sets T .
Estimating suprema of Gaussian processes
To estimate the supremum of a centered Gaussian process (G v ) v∈V one needs to study the distance on V given by [21] ). In the case of the Gaussian process from Conjecture 21 this distance is defined on B n 2 × T ⊂ R n × R m by the formula
where x ⊗ t = (x j t k ) j,k ∈ R nm and α A is a norm on R nm given by
(as in Conjecture 21 in this section we do not assume that the matrix (a ijk ) ijk is symmetric or that it has 0 on the generalized diagonal). Let
be the closed ball in d A with center at (x, t) and radius r.
Observe that
. Now we try to estimate entropy numbers N (B n 2 ×T, d A , ε) for ε > 0 (recall that N (S, ρ, ε) is the smallest number of closed balls with the diameter ε in metric ρ that cover set S).
To this end we first introduce some notation. For a nonempty bounded set S in R m let
Observe that β A,S is a norm on R n . Moreover, by the classical Sudakov minoration ( [20] or [17, Theorem 3.18] ) for any x ∈ R n there exists a set S x,ε ⊂ S of cardinality at most exp(Cε −2 ) such that
For a finite set S ⊂ R m and ε > 0 define a measure µ ε,S on R n × S in the following way
where γ n,ε is the distribution of the vector εG n (recall that G n is the standard Gaussian vector in R n ). Since S is finite, we can choose sets S x,ε in such a way that there are no problems with measurability. To bound N (B n 2 × T, d A , ε) we need two lemmas. Lemma 22. [14, Lemma 1] For any norms α 1 , α 2 on R n , y ∈ B n 2 and ε > 0,
Lemma 23. For any finite set S in R m , any (x, t) ∈ B n 2 × S and ε > 0 we have
For any x ′ ∈ U there exists t ′ ∈ S x ′ ,ε such that α A (x ′ ⊗ (t − t ′ )) ≤ εβ A,S (x ′ ). By the triangle inequality
Thus, by Lemma 22,
. Having Lemma 23 we can estimate the entropy numbers by a version of the usual volumetric argument.
Corollary 24. For any ε > 0, U ⊂ B n 2 and S ⊂ R m ,
and for any δ > 0, (24) we consider two cases.
If ε > 2 then
If ε < 2, note that the balls B((x i , t i ), d A , r) are disjoint and, by Lemma 23, each of these balls has µ ε,S measure at least
. On the other hand we obviously have µ ε,S (R n × S) ≤ exp(Cε −2 ). Comparing the upper and lower bounds on µ ε,S (R n × S) gives (24) in this case.
The second estimate from the assertion is an obvious consequence of the first one.
Remark 25. The classical Dudley's bound on suprema of Gaussian processes (see e.g., [8, Corollary 5.1.6]) gives E sup
appears on the right hand side of (23) . Unfortunately the other term in the estimate of
is not integrable. The remaining part of the proof is devoted to improve on Dudley's bound.
We will now continue along the lines of [14] . We will need in particular to partition the set T into smaller pieces T i such that sup t,s∈T i Eα A (G n ⊗ (t − t ′ )) is small on each piece. To this end we apply the following Sudakov-type estimate for chaoses, derived by Talagrand ([22] or [21, Section 8.2 
]).
Theorem 26. Let A be a subset of n by n real valued matrices and d 2 , d ∞ be distances associated to the Hilbert-Schmidt and operator norms respectively. Then
To make the notation more compact let for T ⊂ R m and V ⊂ R n × R m ,
Corollary 27. Let T be a subset of R m . Then for any r > 0 there exists a decomposition
Proof. We use Theorem 26 with A = {( k a ijk t k ) ij : t ∈ T − T }. It is enough to observe that
and
On the other hand the dual Sudakov minoration (cf. formula (3.15) in [17] ) yields the following Corollary 28. Let U be a subset of B n 2 . Then for any r > 0 there exists a decomposition U = N i=1 U i such that N ≤ e Cr and sup
Putting the above two corollaries together with Corollary 24 we get the following decomposition of subsets B n 2 × T .
Proof. The assertion is invariant under translations of the set V thus we may assume that (0, 0) ∈ V and so V ⊂ V − V ⊂ B n 2 × (T − T ). By Corollaries 27 and 28 we may decompose
T i in such a way that N 1 , N 2 ≤ e Cr and sup
. If V ij = ∅ we take any point (x ij , y ij ) ∈ V ij and using Corollary 24 with ε = r −1/2 /C we decompose
in such a way that N 3 ≤ e Cr and
The final decomposition is obtained by relabeling of the decomposition V = ijk ((x ij , y ij )+ V ijk ).
Remark 30. We may also use a trivial bound in iii):
this will lead to the following bound in iv):
Remark 31. By using Sudakov minoration instead of Theorem 26 we may decompose the
This will lead to the following bounds in iii) and iv):
Lemma 32. Let V be a subset of B n 2 × (T − T ). Then for any (y, s) ∈ R n × R m we have
Proof. We have
Obviously,
Moreover,
where in the second inequality we used the comparison of moments of Gaussian variables [8, Theorem 3.2.10].
Proposition 33. For any nonempty finite set T in R m and p ≥ 1 we have
Proof. First we prove (25) Let l 0 ∈ N be such that 2 l 0 −1 ≤ p < 2 l 0 . Define
and for 1 ≤ l ≤ l 0 ,
Let for l = 0, 1, . . . and m = 1, 2, . . .
Obviously c(l, 1) = 0. We will show that for m > 1 and l ≥ 0 we have
To this end take any set V as in the definition of c(l, m) and apply to it Corollary 29 with r = 2 l+1 p to obtain decomposition V =
We may obviously assume that all V i have smaller cardinality than V . Conditions i)-iv) from Corollary 29 easily imply that
Gaussian concentration (cf. [14, Lemma 3]) yields
Estimate (28) follows since
and for each i by Lemma 32 we have (recall that (
Since log 2 p < l 0 ≤ log 2 p+1 and s
To conclude the proof of (25) it is enough to observe that
The proofs of (26) and (27) are the same as the proof of (25). The only difference is that for 1 ≤ l ≤ l 0 we change the definitions of ∆ l ,∆ l and we use Remarks 30 and 31 respectively. In the first case we take
while in the second
Proofs of main results
Proof of Theorems 3 and 4. By Lemmas 17, 18 and Proposition 20 we need only to establish (4)-(6) with ij a ij (g i g j − δ ij ) p replaced by √ pE sup x 2 ≤1 i =j a ij g i x j . We may assume that F = R m and a ii = 0, so taking for T the unit ball in the dual space F * we have
Then, using the notation introduced in Section 5,
where the last estimate follows by decoupling. We conclude the proof invoking Proposition 33.
Proof of Theorem 6. Let S = ij a ij (g i g j − δ ij ) . By the Paley-Zygmund inequality (see e.g., [8, Corollary 3.3.2] ) and comparison of moments of Gaussian quadratic forms (see e.g. [8, Theorem 3.2.10]) we have for p ≥ 1,
Thus, the lower bound on tails of S follows by Proposition 1 and substitution p = 1 + C min{t 2 /U 2 , t/V }.
To derive the upper bound we use Theorem 4, estimate P(S ≥ e S p ) ≤ e −p for p ≥ 1 and make an analogous substitution.
Proof of Theorem 7. Recall that for r > 0 the ψ r -norm of a random variable Y is defined as Y ψr = inf a > 0 : E exp |Y | a r ≤ 2 .
(formally for r < 1 this is a quasi-norm, but it is customary to use the name ψ r -norm for all r). 
where g ik are i.i.d. standard Gaussian variables (we remark that the lemma in [3] is stated only for F = R but its proof, based on contraction principle, works in any normed space).
To prove the theorem we will again establish a moment bound and then combine it with Chebyshev's inequality. Similarly as in the Gaussian setting we will treat the diagonal and off-diagonal part separately. Let ε 1 , . . . , ε n be a sequence of i.i.d. Rademacher variables independent of X i 's. For p ≥ 1 we have
where in the first inequality we used symmetrization and in the second one (29) together with the observation ε i X 2 i ψ 1 ≤ Cα 2 (which can be easily proved by integration by parts). Now by [1, Lemma 9.5], The estimate of the off-diagonal part is analogous, the only additional ingredient is decoupling. Denoting (X ′ i ) n i=1 an independent copy of the sequence (X i ) n i=1 and by
) independent sequences of Rademacher (resp. standard Gaussian) random variables, we have
where in the first and last inequality we used decoupling, the second one follows from iterated conditional application of symmetrization inequalities and the third one from iterated conditional application of (29) (note that by integration by parts we have ε i X i ψ 2 ≤ Cα).
Combining inequalities (30) and (31) with Lemma 17 we obtain
To finish the proof of the theorem it is now enough to invoke moment estimates of Theorem 4 and use Chebyshev's inequality in L p .
