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Introduction
The study of low-dimensional systems has received, in the last years, an increas-
ing attention, due to the new possibilities offered both in the investigation of
basic physics and in the development of new-technology devices.
Among the large number of such systems, an expecial role has been played by
nanostructures confining the electromagnetic field in a plane (2D microcavities),
in a wire (1D microcavities) or in a quantum dot (0D microcavities). A general
idea of their importance can be effectively gained analysing two of the most
impressive results recently obtained: on one hand, the study and observation of
cavity-polariton Bose-Einstein condensation [1], on the other, the realisation of
low-threshold vertical-cavity surface-emitting lasers (VCSEL) [2].
In this thesis we will be concerned with planar two-dimensional microcav-
ities. They are nothing more than nanometric Fabry-Perot resonators, whose
structure is easily sketched: two parallel planar mirrors resting at a distance
comparable to the wavelength of the light we want to confine inside. If mirrors
are almost perfect, they cause a strong restructuration of the electromagnetic
modes, which assume a stationary wave configuration along the direction per-
pendicular to the mirrors modulated by travelling waves along the in-plane
directions. The new modes are usually called cavity photons.
This kind of nanostructures is excellent for light-matter interaction studies.
In fact, cavity mirrors enhance the interaction with optically resonant materials
placed between them. Furthermore, the mirrors act as a natural coupling be-
tween cavity photons and external space, thus allowing an easy observation of
the properties of internal excitations.
The first experimental observation of one of the most fascinating aspects of
the microcavity physics, the strong light-matter coupling, is due to Weisbuch
et al. [3]. In a pioneering experiment performed in 1992 they were able to de-
tect the formation of microcavity exciton-polaritons (from now on polaritons),
quasiparticles representing the normal modes of a strongly coupled system.
Two models, semiclassical the first and quantum the latter, have been de-
veloped to describe the physics of polaritons, equivalent as far as their linear
optical properties are considered.
The first approach, resting on Maxwell equations, shows that the dispersion
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relations of electromagnetic modes travelling in a medium can be strongly mod-
ified by the presence of an absorbing resonance. The new propagating modes,
usually addressed as polaritons, exhibit, as main qualitative feature, a sharp
anticrossing behaviour avoiding the cross between photonic and excitonic dis-
persions.
On the contrary the quantum approach, instead of considering macroscopic
fields, deals with microscopical energy quantum transfers (photons can create
excitons whereas these latter can radiatively decay). Following this second de-
scription, polaritons, the new eigenstates of the system, are photons and excitons
dressed by their mutual interaction, a “linear superposition” of bare excitations.
Thus, during the time evolution, polaritons perform Rabi-like oscillations be-
tween the photonic and electronic natures. Following this second model, the
polariton concept is relevant only for systems where the light-matter interac-
tion is dominant compared to the interactions of excitons and photons with
roto/vibrational reservoirs or external modes respectively. From a more picto-
rial point of view, we can state that the condition for polaritons to form is that
the Rabi-like oscillations must have a period shorter than the life-times of the
bare excitations.
It should be pointed out that the polariton concept has been initially de-
veloped theoretically for bulk systems and only later has been taylored to two
dimensional systems, where it fits rather easily.
After the first experimental observation, the research field grew exponen-
tially, with both theoretical and experimental studies. During the 90’s the main
attention was devoted to inorganic materials, whose bulk properties had been
widely investigated in the previous decades. Using quantum wells of ever increas-
ing structural quality and working at cryogenic temperatures, the properties of
inorganic microcavities were much studied, up to the discovery of important
non-linear effects, like parametric scattering amplification [4] [5] [6].
The investigation of strong coupling with organic materials started some
years later, when, in 1998, Lidzey et al. observed polaritons in a microcavity
embedding J-aggregates of cyanine dyes [7]. The result was particularly surpris-
ing because whereas the “inorganic community” was working at 10◦K with the
most perfect samples, they employed an organic cavity layer featuring a large
amount of positional and directional disorder and performed their experiments
at room temperature. This was possibile because, even if disorder makes polari-
ton formation more difficult, organic materials feature a very strong oscillator
strength, thus enhancing the interaction with light as predicted by Agranovich
et al. [8].
Detailed work focusing on the specific properties of organic microcavities
has been later developed. From the theoretical point of view, the problems
of disorder and anisotropy, characteristic of organic solids, have been mainly
vaddressed [9] [10] [11] [12]. On the other hand, experiments describing organic
polaritons, their photoluminescence and other properties, have been carried out
[13] [14].
In this thesis we will focus our attention on a class of experiments performed
on organic microcavities by Holmes and Forrest starting in 2004 [15] [16]. Unlike
previous works, they studied the strong coupling phenomenon using thermally-
evaporated polycrystalline optical layers, a particularly difficult setup featuring
very broad absorption spectra, due to the relevant intermolecular interactions.
Furthermore, they were able to strongly couple to light also the first vibronic
replica of the material, getting as a result three polariton branches.
These very interesting experiments have been considered by Fontanesi and
La Rocca, who developed two theoretical models, resting on the semiclassical
and quantum approaches, to deal with organic optically resonant layers featuring
vibronic progressions. After a detailed analysis supporting the idea of strong
coupling among light and two optical resonances of the medium, they reproduced
the experimental measures without free parameters [17].
This thesis starts from their work, of which it is a natural prosecution. In fact,
their analysis was limited to the linear optical properties, i.e. reflectivity, trans-
mittivity and absorption. Thus, they were only concerned with “ground-state”
properties and, completely neglecting the relaxation dynamics, they could only
get information about the general properties of the first-excitations, about their
dispersion relations and their nature. The next time-evolution is the subject of
this work, with a particular emphasys on the photoluminescence properties of
the system.
Contrary to the previous work, that was developed in strict connection with
the experiments, at present there are no measures of photoluminescence from
microcavities embedding organic crystals featuring vibronic replicas, and thus
the following is a first theoretical insight in a subject that has never been ex-
plored. Nevertheless, this analysis is, from our point of view, justified, because
the presence of vibronic replicas introduces into the system a lot of new phys-
ical processes that, influencing the relaxation dynamics, could be responsible
for new features in the luminescence spectra. The problem is then to move in-
side the parameter space to find configurations that could, simulating realistic
situations, better enlighten the effects of these new physical processes.
An exact solution of the problem at hand is, at the moment, too demanding,
both from a theoretical and a computational point of view. The spirit of this the-
sis is then to attack it by breaking it in smaller sub-problems that can at present
be solved with reasonable accuracy. In this study, we make an extensive use of
models, approximations, assumptions, that, although possibly rough-looking,
have been chosen because of their tested properties of compromising between
an accurate description of the physics and the semplicity needed for numerical
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implementation.
The dynamical analysis of the system must unavoidably rest on the quantum
microscopic approach. After describing in detail the features of the bare excita-
tions of the system, which are delocalised Frenkel excitons and cavity photons,
all the potentials describing their interactions, mutual or with other reservoirs,
have to be taken into account. We are interested in strongly coupled systems,
therefore we treat with an Hamiltonian model the interaction of light and some
(not all) molecular transitions, getting as a result the polaritons of the system.
Other interactions, that are supposed to be smaller, are treated within the Fermi
golden rule and give us polariton scattering rates.
The dynamical evolution of the system is treated with a suitable rate equa-
tion, that, including the pumping effect of the external laser, describes the time
evolution of the polaritonic populations. The connection between polaritonic
populations and photoluminescence is given by the quasimode approximation,
so that the problem can then be considered solved.
An algorithm has finally been written implementing the developed theory.
Different situations have been simulated, in order to better enlighten which
physical processes are responsible for the qualitative features of the photolu-
minescence. Starting from an ordinary two polariton situation, useful to check
the program, we moved to new physical systems, featuring a different number
and typologies of vibronic replicas. Particularly interesting has been the analysis
of systems exhibiting one vibronic replica at the ground state active in lumi-
nescence processes. The molecular photoemission with decay to a vibrationally
excited state has been seen to be responsible for new luminescence peaks, that
are the most interesting result of this study.
Before concluding this introductory discussion, we give the outline of this
thesis.
In chapter 1 we give an overview of some of the main concepts concerning the
light-matter interaction in semiconductor systems, with a particular attention
to organic crystals. After the introduction of the fundamental concepts of de-
localised Frenkel excitons and polaritons, we describe microcavities and cavity
polaritons.
In chapter 2 we focus the discussion on the experiments by Holmes and
Forrest. After a brief summary on the optical properties of vibronic systems, we
report the experimental results and then the theoretical analysis by Fontanesi
and La Rocca.
The last two chapters consist of the original part of the thesis. In chapter 3 we
give a detailed exposition of the developed theory, with an accurate description
of all the physical processes that are going to significantly affect the dynamics.
In chapter 4 the numerical results obtained with an algorithm implementing
vii
the developed theory are shown and discussed.
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Chapter 1
Light-Matter Interaction
The aim of this chapter is to give an overview of the main concepts concerning
the fundamental problem of light-matter interaction in semiconductor systems.
We will start introducing excitons (section 1.1) and polaritons (section 1.2)
in three-dimensional crystals; we will next describe microcavities (section 1.3),
two-dimensional nanosystems featuring properties that make them suitable for
the study of light-matter interaction. Finally, a general overview of the main
results of fifteen years of work on microcavity polaritons is given (section 1.4).
Particular attention will be devoted to the peculiarities of organic materials.
Some of these topics, like Wannier excitons, are standard textbook arguments
and are only briefly reminded [18], [19].
1.1 Organic Crystals and Frenkel Excitons
In this section we introduce the main concept of exciton, with a special care to
the limiting case of Frenkel exciton. After a brief discussion of the features of
systems exhibiting localised electronic excitations, we will present a very simple
model to describe the lowest lying excitations of organic crystals.
1.1.1 Excitons
Excitons are electronic excitations of semiconductors and insulators that play
an important role in their optical properties. They are discrete states leading to
an absorption spectrum featuring well shaped peaks below the energy gap.
A theoretical description of semiconductor excitons clearly shows that their General exciton
theory: an overviewnature lies beyond the one-electron approximation and the band theory ap-
proach: they are a linear combination of electron-hole couples and, in real space,
they are represented by an Hydrogen-like wavefunction with typical length lexc:
lexc = aB
me−
µexc
ε (1.1)
1
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Figure 1.1: A pictorial representation of Frenkel excitons. All atoms (or
molecules) rest in the ground electronic state except for the central one:
its electron is excited to an higher energy state and cannot leave the atom
(or molecule) to which it belongs. This is generally due to intramolecu-
lar bounds stronger than intermolecular interactions; nevertheless, even if
electron and hole can never be divided, they can travel along the crystal
as a couple. [From the webpage of the Leibniz-Institute fu¨r Festko¨rper und
Werkstoffforschung of Dresden].
The binding energies of the discrete levels are those of an Hydrogen atom with
effective mass µexc and screened Coulomb interaction:
En = −e
4µexc
2~2ε2
1
n2
(1.2)
Thus, depending on the values of ε and µexc, exciton spatial extensions and
energies can vary widely. Small gap semiconductors show weakly bound excitons
(∼ 1 meV) extending over few thousand unit cells (Wannier excitons) whereas
ionic insulators exhibit strongly bound excitons (∼ 1 eV) localised over a small
number of neighbouring cells.
The extreme case of an exciton localised on only one molecule (or atom) isFrenkel excitons
addressed as Frenkel exciton (figure 1.1), a situation usually featured by organic
molecular crystals. In this case, the energy of intramolecular bounds is much
larger than intermolecular interactions, that are generally Van der Waals forces.
However, as we will see in the next subsection, these weak interactions are
responsible for important consequences as far as the electronic structure of the
solid is taken into account. In fact, even if in these crystals electron and hole
can never be divided, they can travel along the crystal as a couple giving rise
to a real exciton band.
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1.1.2 Organic Crystals: a Two Level Model
In this subsection we describe a very simple model of organic crystal, with
the aim of explaining the formation of the claimed exciton bands. Two excellent
discussions on the topic are given by Davydov in his book on solid state physics,
chapter IX (italian edition) [19] and by Knoester and Agranovich [20].
Frenkel excitons are then molecular excitations featuring an electronic tran- Frenkel excitons as
two-level systemssition from the highest occupied molecular orbital (HOMO) to the lowest un-
occupied one (LUMO); the crystal potential, arising from the interaction with
other molecules, can be treated as a weak perturbation.
If we are interested in the low energy optical properties of organic crystals, the
previous consideration justifies an approach modelling the lattice as a periodic
ensemble of two level molecular systems {|0n〉, |1n〉} (figure 1.2). In the following
we will discuss only the simplest situation of one molecule per unit cell.
However, a second quantization formalism will turn out to be more fruitful.
We then introduce the operators b†0,n, b0,n and b
†
1,n, b1,n, that describe the cre-
ation/annihilation of one electron in the highest occupied molecular orbital and
in the lowest unoccupied one. The creation of one Frenkel exciton is the product
of one annihilation and creation operator.
In the following we will never consider the possibility that an electron anni-
hilated in one molecule can be created in a different molecule (intermolecular
charge transfer), therefore in our analysis we will consider only the following
operators:
1. b†0,n, b0,n: representing the creation/annihilation of one electron in the
valence orbital;
2. B†n = b
†
1,nb0,n, Bn = b
†
0,nb1,n: representing the creation/annihilation of
one Frenkel exciton localised in the molecule resting at n.
Frenkel operators B†n, Bn do not satisfy neither bosonic nor fermionic com- Paulionic commutation
rulesmutation rules. When considering operators belonging to different molecules,
they simply commute:
[Bn, Bm] = 0 [B†n, B
†
m] = 0 [B
†
n, Bm] = 0 n 6=m (1.3)
When considering operators belonging to the same molecule, they satisfy fermionic
commutation rules:
BnBn = 0 B†nB
†
n = 0 {B†n, Bn} = 1 (1.4)
These unusual commutation rules are called Paulionic and the particles obeying
them are called Paulions.
The general form of the crystal Hamiltonian is: Hamiltonian
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Energy
E1
E0
B
|0〉
|1〉
B†
A B
Figure 1.2: A pictorial representation of the two level model for organic
crystals. (A): Pictorial representation of one molecule as a two level system.
The action of the Frenkel operators B†, B is represented. (B): An organic
crystal featuring one molecule per unit cell is an ensemble of two level
systems resting on a periodic lattice.
Htot =
∑
n
Hn +
∑
n,m
Vn,m (1.5)
where Hn describes each molecule whereas the potential Vn,m models inter-
molecular interactions.
The ground state of the molecular crystal features all molecules resting inGround state and
one-excitation
manyfold
the |0〉 state:
|g〉 =
∏
n
|0n〉 (1.6)
Let’s focus on the one excitation manyfold of the molecular ensemble, i.e. all
those states exhibiting only one molecule in an electronically excited state:
|Ψ〉 = |1m〉
∏
n6=m
|0n〉 = B†m|g〉 (1.7)
The previous equation shows rather clearly the advantages of a second quanti-
zation formalism.
We can use the introduced operators in order to write the Hamiltonian 1.5One-exciton
Hamiltonian of the molecular crystal restricted to the first excitation manyfold:
Hexc = E0 +
∑
n
(E1 − E0 +D)B†nBn +
∑
n,m
Jn,mB
†
nBm (1.8)
E0 is the energy of the crystal ground state; in the following E0 is put equal to 0.0
eV and will be omitted. D is the gas-to-solid energy shift due to the interactions
of an excited molecule with all the others, that are at the ground state (D is
usually negative)1. The second term models the dipole-dipole interaction of
an electronically excited molecule with an other ground one and describes the
1D = Dn =
P
m〈1n0m|Vn,m|1n0m〉 − 〈0n0m|Vn,m|0n0m〉
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possibility of excitations to hop from one molecule to another one. We stress
that this last term allows only energy to hop between molecules: electrons must
remain in their molecule.
In order to diagonalize the previous Hamiltonian, we introduce delocalised Delocalised Frenkel
excitonswave states propagating with a definite wavevector k:
Bk =
1√
N
∑
n
e−ik·nBn (1.9)
Even if Frenkel excitons have a strongly “molecular” nature and electrons never
delocalize over the whole ensemble, dipole interactions between molecules can
create wavelike states, represented by the B†k operators, characterised by definite
wavevector and group velocities. These states live in the tensor product of the
single-molecule Hilbert spaces and do not represent electrons whose wavefunc-
tion is spread over the whole ensemble but describe a “contemporary” excitation
of the molecules (with the meaning of a linear superposition) modulated by a
spatial swinging function.
If we substitute these states in the Hamiltonian we put it in diagonal form: Hamiltonian
diagonalization
Hexc = E0 +
∑
k
E(k)B†kBk; E(k) = E1 +D +
∑
n
e−ik·nJ0,n (1.10)
Let’s consider now the commutation relation of the operators representing Bosonization
delocalised Frenkel excitons B†k, Bk. We start rewriting the relations listed in
equation 1.3 and 1.4:
[Bn, Bm] = 0 [B†n, B
†
m] = 0 [Bn, B
†
m] = δn,m(1− 2Nn) (1.11)
where Nn = B†nBn. We can use this compact notation to write the commutation
rules of delocalised Frenkel excitons:
[Bk, Bq] = 0 [B
†
k, B
†
q] = 0 [Bk, B
†
q] = δk,q − 2
∑
n
ei(k−q)·n
Nn
N
(1.12)
We note that the only difference from bosons is the term −2∑n ei(k−q)·nNnN .
When the excitations are spread over many molecules, the deviation from bosonic
behaviour is thus expected to be proportional to the expectation value of the
average density of excitation of the system. We can safely affirm that, in a low
excitation density regime, excitons may be treated as bosons.
1.2 Polaritons
The interaction of photons and excitons in three dimensional bulk systems has
received in the past a lot of attention. In this section we will introduce the
concept of exciton-polariton (from now on, polariton), a new quasiparticle that
going beyond the pictorial idea of excitons emitting light and photons creating
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excitons allows a better description of some optically resonant media. Two dif-
ferent theories, semiclassical the first, quantum the latter, have been developed
to describe polaritons; they turn out to be equivalent in the limit of macroscop-
ical field interactions. We give only a short review of the semiclassical theory,
whereas we focus on the main features of the quantum one.
1.2.1 A Semiclassical Approach
The semiclassical description of polaritons starts from the solution of MaxwellMaxwell equations
solution equations for fields propagating in a medium presenting a definite resonance at
energy E1 = ~ω0 with linewidth γ. Such a material can be described with the
following dielectric function2:
ε(ω) = ε∞ +
ω20(ε0 − ε∞)
ω20 − ω2 − i2γω
= ε∞ +
f
ω20 − ω2 − i2γω
(1.13)
Note that this is not the most general expression, the present formula referring
to dispersionless resonances (ω(k) = ω0 for every k). In the limit of γ → 0 it
takes the following form:
ε(ω) = ε∞ +
ω20(ε0 − ε∞)
ω20 − ω2
+ i
piω0(ε0 − ε∞)
2
[δ(ω − ω0)− δ(ω + ω0)] (1.14)
The wave equation for the electromagnetic field in the medium reads:
−∇ ∧∇ ∧E− ε(ω)ω2E = 0 (1.15)
This equation has two distinct kind of solutions. First, a longitudinal solution,
with ∇∧E = 0, whose dispersion in k space is given by the relation
ε(ω) = 0 (1.16)
This equation simpy gives us ω = ωL = ω0
√
ε0/ε∞.
The other solutions are those for transverse modes, with ∇ ·E = 0, obtained
when considering a plane wave solution for the electromagnetic field:
ε0ω
2
0 − ε∞ω2
ω20 − ω2
=
k2
ω2
c2 (1.17)
For each given k this is a biquadratic equation which gives the energies of the
two transverse modes, called upper and lower polariton.
Without giving to the solutions an exact analytical form, we plot them inPolaritons
figure 1.3. These transverse modes feature an anticrossing behaviour in the
k zone were photons have energies close to the value E1 = ~ω0. The energy
2We report here two equivalent expressions of the dielectric function. The first one, explic-
iting ε0, is the usually employed when dealing with polariton dispersion relations whereas the
second one, that puts the accent on the oscillator strength, will be used in section 2.3.1.
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Figure 1.3: Polariton dispersion relations obtained with the semiclassical
approach. The longitudinal exciton is also recognizable. Dashed lines refer
to bare electromagnetic and excitonic dispersion relations. [From [4]].
separation between the upper and lower polariton in the anticrossing region is
called Rabi-splitting and is a measure of the strength of the interaction between
electromagnetic modes and the medium. Nevertheless, out of the anticrossing
region, where this interaction becomes more and more negligible, polaritons
regain the bare photonic and excitonic dispersion relations.
The figure presents an unphysical energy gap between the top of the lower
polariton dispersion energy and the longitudinal mode. This gap has never been
measured and disappears in a more physical model that takes into account
the dispersion of the resonance E1 = ~ω0(k). The plot of the polariton modes
obtained with this last model is given in figure 1.4.
Summing up, this brief discussion has already clearly shown that the presence
of a resonance in a medium strongly modifies the dispersion relations of the
propagating modes for energies comparable to that of the resonance: these new
modes are called polaritons. The following quantum treatment is a microscopic
approach to the problem, and deals with single energy quantum transfers among
the different excitations of the system.
1.2.2 A Quantum Polariton Theory
A quantum approach to the problem of light-matter interaction firstly requires Electromagnetic modes
quantization
8 Light-Matter Interaction
Figure 1.4: Polariton dispersion relations obtained with the semiclassical
approach. The inclusion of the exciton dispersion leads to the disappearing
of the unphysical energy gap between the lower polariton and the longitu-
dinal mode that is clearly recognizable in figure 1.3. Dashed lines refer to
bare electromagnetic and excitonic dispersion relations. [From [4]].
the quantization of the electromagnetic modes. We are considering a general
three-dimensional situation, therefore, using the standard procedure, we set a
large box and quantize the electromagnetic field inside it:
Hpht =
∑
k
~ωka†kak (1.18)
Both when we consider inorganic crystals (Wannier excitons) and when we con-Light-matter
interaction model sider organic ones (delocalised Frenkel excitons), light interacts with wave-like
states, characterised by a definite k and travelling along the system.
The interaction of light and matter is described with the usual minimal coupling
Hamiltonian, whose second quantization expression leads to the following total
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Hamiltonian3:
Htot =
∑
k
E1(k)B
†
kBk +
∑
k
~ωka†kak+
+ i
∑
k
gk(a
†
k + a−k)(Bk −B†−k) + (1.19)
+
∑
k
hk(a
†
k + a−k)(a
†
k + a−k) (1.20)
The first two terms represent the free Hamiltonians of the exciton and photon
fields; the other terms represent the exciton-photon interaction.
The Hamiltonian doesn’t mix operators involving different k, therefore it is Hamiltonian
diagonalizationpossible to diagonalize it via diagonalization of small blocks spanned by
Bk = {ak, Bk, a†−k, B†−k} (1.21)
using the so-called Hopfield transformation [21]. We introduce the lower and
upper polariton annihilation operators:
pik = Υ
i
pht,kak +Υ
i
exc,kBk +Υ
i
pht,−ka
†
−k +Υ
i
exc,−kB
†
−k (1.22)
Diagonalization of the total Hamiltonian and the request that the new eigen-
operators satisfy bosonic commutation rules give us four normal modes with
frequencies ±ω1,k,±ω2,k. In standard situations4 the contribution of a†−k and
B†−k operators to the polariton annihilation operator are negligible and thus we
get:
pi,k = Υipht,kak +Υ
i
exc,kBk; |Υipht,k|2 + |Υiexc,k|2 = 1 (1.23)
This last expression is equivalent to affirm that in the small interaction limit
~/(τrabi ·E1)¿ 1 we can safely neglect Hamiltonian terms that don’t conserve
the excitation number, responsible for the mixing of creation and annihilation
operators [22]. In this case excitons and photons feature a linear coupling, a
situation usually addressed as two-coupled-oscillators model:
Htot =
∑
k
E1(k)B
†
kBk +
∑
k
~ωka†kak + i
∑
k
gk(a
†
kBk −B†kak) (1.24)
The Hopfield coefficients Υij,k give the partecipation of excitons and photons
to polaritons; apart from the anticrossing region, where photons and excitons
have similar energies, polariton have a predominant nature: the lower polariton
has a large exciton partecipation and is said to be exciton-like, instead of the
upper polariton that is photon-like.
The polariton dispersion relations obtained with this approach are equivalent
to those we got with the semiclassical description.
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Summing up, within this framework polaritons are eigenstates of the inter- Polaritons
acting exciton-photon Hamiltonian: they are nothing more than photons and
excitons dressed with their mutual interaction. We have no more photons or ex-
citons, but a new kind of quasiparticle with a mixed nature, oscillating between
the photonic and the electronic one.
From a more pictorial point of view, they represent the fact that photons cannot
“safely” travel along the crystal: they are very likely to be absorbed and then
create an exciton. This exciton will travel conserving the photon momentum
and, in due time, will emit light, that will be later absorbed... and so on.
The polariton concept gives rise to a new deeper comprehension of the lightPolaritons and light
absorption absorption from a solid [21]. It is generally believed that photons are absorbed
by exciton creation. This is only partially true, because not-reversible absorption
can be obtained only when one initially excited state interacts with a continuum
(or a huge number) of degrees of freedom, to which the energy is released in
singular small amounts. This is not the situation of one photon interacting with
one exciton, because energy can easily change its nature, from electromagnetic to
electronic, and viceversa. This is concisely expressed by the polariton concept: it
is a state that, during its evolution, performs Rabi-like oscillations between the
excitonic and the photonic nature. Absorption is the result of the interaction
of polaritons with a continuum of other degrees of freedom, for example low
energy vibrational states.
Of course polaritons are not relevant in all situations. The theoretical deriva-Polariton relevance
tion of polaritons features a diagonalization of the light-matter interaction,
whereas interactions with the absorbing continuum of degrees of freedom are
taken into account in a second step, with a Fermi golden rule approach. This
recipe can be used only when light-matter interaction is more intense than other
interactions, otherwise we should treat it too as a weak “perturbation” and thus
be concerned only with pure excitons and photons.
People usually express this idea stating that polaritons are relevant only if
τrabi <
1
γpht
,
1
γexc
(1.25)
τrabi is the period of one polaritonic Rabi-oscillation between electronic and pho-
ton nature. γpht and γexc represent the finite life-time of photons and excitons
due to the interaction with other degrees of freedom and dephasing. Obviously,
if the τrabi is longer than typical exciton and photon life, we cannot see any
oscillation and thus observe pure exciton and photon decays.
3The explicit form of the coupling constants g and h is not given; the interest of formula
1.19 rests in the observation of the dependence of the light-matter potential on the photon
and exciton operators.
4i.e. when we are not in ultrastrong coupling regime, with ~/(τrabi · E1)¿ 1
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Figure 1.5: An image of an organic microcavity. DBRs can be easily seen
on the left and on the right of the active layer. [From [23]].
1.3 Microcavities
In this and in the next section we focus our attention on two-dimensional sys-
tems, whereas in the previous discussions we dealt with bulk properties. Among
the huge number of new-technology nanostructures, two dimensional microcav-
ities are one of the most employed in light-matter interaction studies. In this
section we introduce them, giving a short description of their most important
features.
Microcavities are essentially Fabry-Perot resonators of micrometric dimen- Microcavity
descriptionsions, composed of two high-reflectivity plane mirrors kept at a distance of ∼ 1
µm or less (see the photo in figure 1.5).
The main consequence of using a microcavity is the strong restructuration of Cavity electromagnetic
modesthe electromagnetic modes. If mirrors are very good, featuring reflectivities up
to 99%, they operate a dielectric modulation so effective that we can study the
electromagnetic field inside the microcavity neglecting the interactions with the
external space. In particular, if we are taking into account light whose wave-
length is comparable with the mirror distance, we get the quantization of the
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wavevector in the zˆ direction5:
qz =
mpi
L
, m ∈ N (1.26)
and thus we get new photonic dispersion relation:
ωqm =
c√
ε
√
|q|2 +
(mpi
L
)2
, m ∈ N (1.27)
where q is the in-plane wavevector6, whereas the other notations are obvious.
This means that the normal modes of the electromagnetic field inside the mi-
crocavity are stationary waves along the cavity axes and travelling waves along
the in-plane direction. The spatial shape of the stationary wave depends on the
mode and on the polarization of the field; every cavity mode has two polariza-
tions: s (or TE) with transverse electric field and p (or TM) with transverse
magnetic field.
The space inside mirrors is filled with an optically resonant layer, i.e. withOptically resonant
layer a material presenting resonances at energies comparable with those of confined
photons. This active layer can be crystalline or not, organic or inorganic. First
microcavity experiments addressing the polariton problem were performed with
high quality inorganic quantum wells put at the middle of the mirror spacing7.
In ordinary organic situations (for example J-aggregates) the active material
features a big amount of disorder and rests in the whole space between mirrors.
The possibility of tayloring a microcavity system in a lot of ways, restruc-Light-matter
interaction inside
microcavities
turing both the spectral and the spatial electromagnetic distribution, allows a
systematic analysis of the problem of light-matter interaction. For example, it
is possible to control the rate of spontaneous emission from excited states inside
a cavity, enhancing or suppressing the photonic density of states for the emit-
ted photon. This and other appealing features make microcavities one of the
most important component of new-technology light-emitting devices (VCSEL,
MC-LED).
Furthermore, the very effective photon confinement performed by the high-
reflective mirrors makes these systems very suitable for the polariton study,
significantly increasing the photon life-time and thus helping the fulfillment of
the inequality 1.25.
Finally, the two-dimensional nature of the system allows a better accessibil-
ity of the internal excitations from the external space. In fact, bulk polaritons
(section 1.2) are discrete stationary states totally confined inside the crystal,
and the luminescence, that is due to an irreversible radiative recombination of
the exciton state, occurs only via propagation through the crystal surface; the
5This comes from the request of constructive interference between waves reflected by the
mirrors.
6Please notice that, as far as the wavevector is concerned, we neglect the pedix ‖.
7Remember that the quantum well thickness is much smaller than typical mirror distances.
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theoretical and experimental description of such a process is very difficult. On
the contrary, microcavity polaritons are coupled to the external electromagnetic
modes by mirrors, which are never perfect, and are thus characterized by a finite
radiative life-time. This means, for example, that it is possibile to naturally link
performed measures to internal properties. Furthermore, the bidimensionality of
the system, featuring an in-plane traslational invariance, supplies additional in-
formations due to the conservation of the in-plane propation wavevector during
in-out processes. This is theoretically well described by the quasimode approxi-
mation (sections 2.3.2 and 3.4.1).
The study of polaritonic states requires mirrors to be highly reflective, up to Dielectric mirrors
values (99%) that ordinary metals cannot reach. In order to overcome this prob-
lem, dielectric mirrors (DBR - Distributed Bragg Reflector) have to be employed.
They are multilayer systems, made of two alternating materials with different
refractive indexes; all layers have the same optical length. Optical properties of
dielectric mirrors strongly depend on the frequency of the incident photon and
on its incidence angle. The reflectivity maximum is reached at normal incidence
for photons whose wavelength is equal to four times the optical length of every
single layer. This peak value has a simple analitical expression:
Rpeak = 1− 4next
ncav
(
n1
n2
)2N
, n1 < n2 (1.28)
where N is the number of layer composing the mirror, n1 and n2 are the refrac-
tive indexes of the materials used in the mirros, next and ncav are the refractive
indexes of outside and inside the microcavity.
The realisation of organic microcavities featuring two DBR mirrors is very Asymmetric organic
microcavitiesdifficult because modern evaporation techniques (usually employed in DBR fab-
rication) require the heating of the sample. This means that the active organic
material, embedded between mirrors, is forced to reach temperatures that can
modify its optical properties, or even degradate it. Even if at present organic
microcavities with two DBR mirrors have been built, the pioneering experiments
that showed organic polaritons were performed with asymmetric microcavities
featuring one DBR and one metallic mirror. In fact, the organic layer can be
created after the evaporation of the DBR on the substratum. The following
realisation of a metallic mirror on the active material requires more gentle pro-
cedures that do not corrupt it.
This kind of problems is not present when dealing with inorganic materials,
more stable at high temperatures.
1.4 Cavity Polaritons
In this section we give a brief review about light-matter interaction inside micro-
cavities. We do not focus on formulas, because a detailed theoretical description
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will be given in following sections. A complete review on inorganic cavity po-
laritons is the one by Savona, Piermarocchi, Quattropani, Schwendimann and
Tassone [4].
1.4.1 An Overview
When dealing with the problem of light-matter interaction inside microcavities,
there are two fundamental concepts that need to be introduced: the concepts of
strong and weak coupling regimes.
When we consider a strong coupling situation, polaritons rule. This meansStrong coupling
that the light-matter interaction is so strong that we cannot describe the micro-
cavity first-excitations as photons or excitons, but we have to dress them with
their mutual interactions. The concept is completely analogous to that intro-
duced in section 1.2, but now the polariton is confined along the zˆ direction,
and can propagate only in two dimensions, with the wavevector resting in the
cavity plane.
On the contrary, weak coupling situations are characterized by small light-Weak coupling
matter interactions, comparable to the interactions of excitons and photons
with other degrees of freedom. A description of the one-excitation manyfold in
terms of excitons and photons is perfectly meaningful; light-matter interaction
is taken into account within the Fermi golden rule framework and scattering
rates describing spontaneous emission or photoabsorption can be calculated.
There are essentially two ways to inspect whether a microcavity is strongly or
weakly coupled. The first consists in analysing the optical properties (reflection,Optical property
measurements transmission and absorption coefficients) of the microcavity. For example, we
expect to find sharp dips in the reflection spectrum for incidence angles and en-
ergies (of incoming photons) corresponding to in-plane wavevectors and energies
of internal excitations8. In such a situation the external photons can penetrate
inside the cavity, having found a “way”, the cavity mode; as a result the re-
flected light is less intense. Usual experiments scan the reflectivity coefficient at
different incidence angles, measuring for every one the energy spectrum.
The second method consists in detecting and studying photoluminescencePhotoluminescence
measurements coming from microcavities: we can link external detected photons to internal
excitations that radiatively recombinated. Furthermore, we get additional in-
formation on the polariton population9. In order to perform photoluminescence
measurements we have to pump the microcavity with an external laser, i.e. we
have to inject energy, and thus excitations. Depending on which aspect of the
microcavity physics we want to explore, we can set a number of different pump-
8The internal in-plane propagation wavevector is linked to the external observation angle
by the following relation: k = ω
c
sin θext.
9In fact, we expect more luminescence from a largely populated polariton than from one
with scarce population.
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ing situations. For example, pumping can be performed resonantly, i.e. setting
the laser beam at the very energy and very incidence angle of a specific inner
polariton, or non-resonantly; however, there are a lot of other classifications de-
scribing other features of the laser beams. Photoluminescence is measured at
different observation angles, scanning its whole energy spectrum.
Generally speaking, optical coefficients give information on the one-excitation
manyfold, whereas photoluminescence measures, depending on polariton popu-
lation, help the understanding of microcavity dynamics.
We can use, for example, a reflectivity measurement to reconstruct the first-
excitation dispersion relations. If we are able to detect only pure cavity photons,
we are in weak coupling regime. If we detect the two polariton dispersion rela-
tions, we are in strong coupling regime10.
In general cases, however, the situation can be a little more complicated. Polariton linewidths
and detectionDue to disorder effects and to the finite life-time of photons and polaritons, dips
in the reflectivity and peaks in the photoluminescence have a finite linewidth
γ that is connected with the excitation life-time by the relation τ = 1/γ. The
inequality 1.25 gets now a very pictorial meaning:
Erabi =
~
τrabi
> γpht, γexc (1.29)
i.e. the energy separation between the polaritons has to be greater than the
polariton linewidths; in the opposite situation only bare dispersion relations are
detectable.
The first experimental observation of strong coupling in a microcavity is due First experimental
observation of strong
coupling in inorganic
microcavities
to Weisbuch, Nishioka, Ishikawa and Arakawa (1992) [3]; they used a number
of quantum wells made of GaAs and were able, working at 5 K temperature, to
measure a Rabi-splitting of 6 meV in the reflectivity spectrum. This opened a
new research field and during the Nineties and the following years experimental
and theoretical works on cavity polaritons exponentially multiplied.
Research projects on organic semiconductors embedded in microcavities First experimental
observation of strong
coupling in organic
microcavities
came later and the first experimental observation of strong coupling in such
materials is due to Lidzey, Bradley, Skolnick, Virgili, Walker and Whittaker
(1998). They used as organic dye a porphyrin (4TBPPZn) and were able to
observe, working at room temperature, an exceptionally large Rabi-splitting of
110 meV [7]. This was the first of a long series of experimental and theoretical
investigations on the problem. Nevertheless, up to now, important nonlinear
phenomena, like parametric scattering or bosonic stimulation, that had a ma-
jor role in furthering on the research on inorganic microcavities, have not been
observed.
10Remind that due to the fact that both polaritons have a photonic partecipation, we are
able to detect both of them from the outside.
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1.4.2 Organic and Inorganic Polaritons
Even if the final result - the polariton - is analogous in both situations, thereA comparison
are some qualitative difference between the inorganic and the organic situations
that need to be pointed out.
Disorder
In section 1.1 we showed that a molecular crystal featuring localised Frenkel
excitons can exhibit some kind of wave-like behaviour due to the dipole-dipole
interaction between molecules. Nevertheless this is not always the case, because
the previous analysis rests on the assumption of an ordered and periodic lat-
tice. There are organic solids that are amorphous, featuring a large degree of
positional and orientational disorder, nevertheless strong coupling has been de-
tected also in such situations. We could ask for the origin of polariton coherence.
It has been remarked that in such situations coherence is induced by injected
photons. Even if there is no absolute reason to expect the formation of wave-like
excitations, the sincronous interaction with the photon ordinately excites and
de-excites localised Frenkel excitons creating a wave-like electronic excitation
[9].
Of course this is not the situation of inorganic microcavities, where people use
the most pure ordered quantum well that are able to produce; these samples
spontaneously show wave-like Wannier excitons.
Rabi-splitting
Large disorder has as first consequence a large inhomogeneous broadening of
molecular excitons. This means that excitons form at different energies and as
localised states (mixing a lot of waves), following a distribution that is well
described by a gaussian energy shape with linewidth γinh. This linewidth has
nothing to do with exciton life-time, these excitons are very stable11, and their
life-time is described with another linewidth γexc, usually called homogeneous
broadening.
Summing up, large amounts of inhomogeneous broadening create excitons
along a gaussian distribution that has a large linewidth. This makes the fulfill-
ment of inequality 1.29 difficult, and this was the cause why people believed that
it would have never been possible to observe organic polaritons. Nevertheless,
organic molecules generally present a large oscillator strength, much larger than
those of typical inorganic excitons. This increases the Rabi-splitting up to 100
meV, leading to the exceptional possibility of observing polariton separation at
room temperature.
11At least as much as excitons of the same material with less disorder.
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Anisotropy
Crystalline organic materials show a strong optical anisotropy due to the well-
defined directionality of molecular dipole moments. Due to this anisotropy, s
and p polarized waves do not longer propagate indipendently in the optically
active material. In inorganic materials the quantum well excitons can be divided
into T, L and Z modes; s polarized cavity photons interact only with T excitons
whereas p polarized cavity photons interact with L and Z excitons. On the con-
trary, in organic anisotropic microcavities, with the exception of some particular
cases, both polarizations of the cavity photon partecipate in the formation of
polaritonic states on equal footing [10], [11].
In this thesis we will be concerned only with organic strongly coupled mi-
crocavities. In chapter 2 we will introduce a class of experiments that has not
yet been mentioned on which we will focus our attention.
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Chapter 2
Vibronic Progressions and
Organic Microcavities
In this chapter we will briefly review the main experimental and theoretical
studies concerning microcavities with an organic active layer featuring vibronic
progressions in absorption and luminescence. Before giving an overview of these
results, we remind the standard concept of molecular vibronic progression and
discuss its influence on the optical properties of the system to which it is applied
(section 2.1). The experimental studies, performed on NTCDA polycrystalline
layers, are due to Holmes and Forrest and are summarised in section 2.2. These
data have been extensively analysed by Fontanesi and La Rocca, who in partic-
ular reproduced them with a macroscopical approach without free parameters:
their work is reviewed in section 2.3.
2.1 Optical Properties of Vibronic Systems
In this section we briefly remind the concept of molecular vibronic replica, fun-
damental in the following discussions, and we study how the presence of these
new states affects the optical properties of the considered system.
2.1.1 Vibronic States
The vibronic replica concept is basic in order to describe and understand the
optical and vibrational spectra of systems composed by slow nuclear degrees
of freedom and fast electronic ones; it can be applied to a large number of
situations, ranging from the simplest diatomic molecule to the most complex
crystal.
The concept rests on the Born-Oppenheimer adiabatic approximation. Due Born-Oppenheimer
approximationto the large difference between nuclear and electron masses, nuclear positions
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are treated as parameters, and the electronic Hamiltonian is solved fixing the
nuclear coordinates. This procedure gives rise to the so-called adiabatic sheets,
i.e. energy surfaces that express the energy of one electron level as a function
of the nuclear positions.1 The Born-Oppenheimer approximation states that,
if we consider non-degenerate sheets, the system always lives in one specific
adiabatic sheet, and even when nuclei can freely move, it is forced to remain in
the same surface, unless we are considering other external processes causing an
inter-sheet transition. Within this framework, the wavefunction must take the
following form2:
|Ψ〉 = |φRnucl〉|ψrel〉 (2.1)
From a pictorial point of view, this means that electrons move so fast that when-
ever a nuclear setting changes, they instantaneously rearrange their positions
and always assume a configuration that is the eigenfunction of the energy level
in which the system is living.
A variational procedure based on the wavefunction in equation 2.1 gives,Vibrational states
after a detailed analysis, the correct quantum recipe to deal with nuclear (or,
from now on, vibronic) states: a Schro¨dinger equation with the adiabatic sheet
as potential [
− ~
2
2M
∂2
∂R2
+ Em(R)
]
φ(R) = Eφ(R) (2.2)
We stress that this equation is correct only under some general request on
the vibronic wavefunction [24]. Figure 2.1 represents two different adiabatic
sheets, the xˆ axis being one of the nuclear coordinates of the system; the nuclear
eigenfunctions, obtained by the quantization of the surfaces, are plotted.
2.1.2 Optical properties
Let’s now take into account molecular systems - one of the many physical sit-Franck-Condon
principle uations that can be described with the Born-Oppenheimer approximation - fo-
cusing our attention on their optical properties, and in particular on how the
discussion in the previous subsection affects them. We take in account only two
adiabatic sheets, that of the highest occupied molecular orbital and that of the
lowest unoccupied one. Photon absorption and emission can be studied with
the Franck-Condon principle, stating that nuclear configurations cannot change
during the short time of an electron transition. Figure 2.1 shows two arrows,
representing the first an absorption process and the latter an emission one; fol-
lowing the stated model, they are drawn vertical in the nuclear configurational
space.
1In the following we suppose that the adiabatic sheets on which we focus our attention are
not degenerate.
2In the following R will denote a general nuclear coordinate whereas r a general electron
one.
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Figure 2.1: Pictorial representation of two adiabatic sheets with minima
at different nuclear coordinates; the vibronic wavefunctions obtained quan-
tizing the surfaces are also plotted. Two vertical arrows give an image of
electronic transitions following the Franck-Condon principle: they are so
fast that nuclei cannot move and are vertical in the configurational space.
[From Wikipedia].
From a qualitative point of view, the study of the absorption properties of the Absorption: vibronic
replicassystem is strongly modified with respect to a situation that doesn’t take into
account vibronic states: the single electronic excited state is now substituted
by a large number of states featuring an electronic excitation plus a different
amount of vibrational excitations; therefore we can no longer expect to measure
a single absorption line, but a number of different equispaced lines with different
intensities. The whole of these lines is usually called a vibronic progression, and
each line composing it is a vibronic replica.
From a more quantitative point of view, the matrix element of the dipole Absorption: intensity
modulation of the linesoperator connecting the initial and the final state must take into account the
nuclear part of the wavefunction, so that the transition probability is now pro-
portional to:
Pgµ−→eν ∝ |〈ψexc|d|ψgrd〉|2|〈φ˜ν |φµ〉|2 (2.3)
Vibrational states with a tilde are those of the excited adiabatic sheet. The last
term |〈φ˜ν |φµ〉|2 is responsible for the different line intensities and distributes the
total transition strength |〈ψexc|d|ψgrd〉|2 among a number of weaker transitions.
22 Vibronic Progressions and Organic Microcavities
Figure 2.2: (a) Optical absorption spectrum for a molecular two level
model; the system is initially in the electronic and vibronic ground state.
The peaks represent the absorption of photons and creation of electronic
excited states with a different amount of vibrational excitations; they are
equispaced due to the fact that the adiabatic sheet is approximated as a
parabola. The Poissonian modulation due to the vibronic overlap factor
is easily distinguishable. (b) Optical emission spectrum for a molecular
two level model. The system is initially in the electronic excited state and
vibronic ground. The peaks represent the emission of photons and decay to
a vibronic replica of the electronic ground. The Poissonian modulation due
to the vibronic overlap factor is easily distinguishable. [From [24]].
It is important to stress that the total transition strength is not modified.A sum rule
Let’s consider, for example, an absorption process starting from the ground elec-
tronic state without replicas. If we don’t consider the presence of vibronic states
at the excited level, we have only one transition, with probability proportional
to |〈ψexc|d|ψgrd〉|2. If we consider the presence of vibronic replicas at the excited
state, we have many transitions, and the sum of their strength is:∑
ν
|〈ψexc|d|ψgrd〉|2|〈φ˜ν |φ0〉|2 =
= |〈ψexc|d|ψgrd〉|2
∑
ν
|〈φ˜ν |φ0〉|2 = |〈ψexc|d|ψgrd〉|2 · 1 (2.4)
because the eigenfunctions of the adiabatic sheet are a complete set.
We can restrict the analysis to the two minima of the adiabatic sheets andHarmonic
approximation of the
adiabatic sheets
perform an harmonic approximation; in particular, if we consider the very usual
situation featuring two sheets with absolute minima with different nuclear coor-
dinates, we are concerned with surfaces getting the following analitic expression:
Eg(R) =
1
2
Mω2R2 (2.5)
Ee(R) =
1
2
Mω2(R−R0)2 + E0 (2.6)
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Please notice that we considered the simple situation of two parabola with the
same curvature. These adiabatic sheets are easily quantized and we get vibronic
states that are the eigenfunctions of an harmonic oscillator.
Within the framework of the displaced harmonic approximation summarized Absorption spectrum
within the harmonic
approximation
by equations 2.5 and 2.6, it is possibile to give an analytical expression to the
vibronic overlap factor |〈φ˜ν |φµ〉|2. We must introduce the Huang-Rhys param-
eter S, a measure of how high in energy is the excited adiabatic sheet in the
exact point of the minimum of the ground sheet:
S~ω =
1
2
Mω2R20 R0 =
√
2~S
Mω
(2.7)
Then, after a simple quantum treatment based on the properties of displaced
harmonic oscillators, we get:
〈φ˜n|φ0〉 = (−1)n
√
Sn
n!
e−S/2 (2.8)
and, if we consider the natural assumption that at the beginning the system
rests at the ground electronic and vibrational state, the absorption spectrum is:
Iabs(E) =
1
n!
Sne−Sδ(E0 + n~ω − E), n = 0, 1, 2... (2.9)
A representation of this formula is given in figure 2.2.
A very similar treatment can be performed to study the photoluminescence Photoluminescence
properties of such systems. The calculated vibronic states are not stable: inter-
actions with other molecular degrees of freedom cause fast relaxations to lower
lying vibronic states. Typical times of these processes are generally much shorter
than time-scales over which photoemission processes happen; this justifies a pho-
toluminescence study assuming that the initial state is the excited state without
vibronic replicas - i.e. we assume that before photoemission processes start, vi-
bronic states had enough time to relax to the lowest state. With a treatment
very similar to that developed for the light absorption, we can write the emission
spectrum. This time too we expect to detect many different lines, because there
is the possibility to decay in a final vibrational state of the electronic ground;
the spectrum gets the following form:
Iem(E) =
1
n!
Sne−Sδ(E0 − n~ω − E), n = 0, 1, 2... (2.10)
A representation of this formula is given in figure 2.2.
In figure 2.3 we present a more realistic simulation of absorption spectra, in-
cluding transition linewidths, for a system initially in the electronic and vibronic
ground state. The simulation is performed for three different Huang-Rhys pa-
rameters: even if peaks are located at the same energies, their intensities change,
due to the fact that the modulating poissonians strongly depend on the S factor.
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Figure 2.3: An optical absorption spectrum with vibronic replicas for
different Huang-Rhys parameters. All spectra have been simulated for
Eexc = 2.0 eV, vibronic quantum energy equal to 0.2 eV and replicas
linewidth 0.05 eV. [From [25]].
The complexity of the systems we are going to deal with is such that we need Remark on the used
modelsthe help of models and approximations (like those introduced in this section)
that could look a little too rough. Even if these models don’t catch the complete
physics of the system, they are generally designed to describe the key features
and their employment is well motivated by the experimental results concerning
these properties.
For example, the description of molecules and of their vibronic spectra rests
on the simplest displaced harmonic oscillators model. This assumption simplfies
the problem eliminating a lot of unuseful parameters, having care to conserve
those few terms carrying the physics of the system. If we had considered a more
realistic description of the minima of the energy sheets, for example including cu-
bic and quartic terms, we would have probably got more realistic vibronic wave
functions. Nevertheless, the physics would have been the same as considering
harmonic minima: quantized vibronic levels and transition processes mediated
by nuclear overlap factors. In addition, we would have had new problems, i.e.
the extimation of the new introduced terms.
This discussion should have clarified why we think that the use of such
models is justified at least as far as we are interested in general properties.
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Figure 2.4: Dispersion relations for an organic microcavity with a 20 nm
thick NTCDA active layer. Dashed lines represent the bare photon and ex-
citon dispersion relations, whereas the experimental measures clearly show
the presence of polaritons. The fitting black line is obtained with a simple
two-coupled-oscillator model. Upper left inset: absorbance spectrum of a 50
nm thick NTCDA layer. Right picture: sketch of the nanostructure and of
the experimental procedure used to get the reflectivity spectra. [From [15]].
2.2 Experimental Results on Microcavities Fea-
turing Vibronic Progressions
The first experimental analysis of microcavities embedding an organic crystal
featuring vibronic progressions is due to Holmes and Forrest [15]. Their study
was performed with a polycristalline film of NTCDA3 and is mainly remark-
able both because it was the first experimental observation of strong coupling
in a thermally evaporated, crystalline organic thin film and because of strong
coupling between separate, multiple vibronic transitions. In fact, observation of
strong coupling in polycrystalline films was thought to be impossible due to their
broad and featureless transition linewidths arising from strong intermolecular
interactions.
The sketch in the right of figure 2.4 gives a visual idea of the structure of The microcavity
the microcavity. From the bottom to the top, these are the layers that constitue
33,4,7,8 naphtalenetetracarboxylic dianhydride
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Figure 2.5: Reflectivity measures for microcavities embedding an active
NTCDA layer 40 nm thick (top) and 60 nm thick (bottom). Every line
refers to a different incidence angle. Thick dashed lines are the fits of the
polariton dispersion relations, helping the observation of a third new high-
energy feature. [From [15]].
the nanostructure:
1. a transparent quartz substrate onto which the microcavity is deposited;
2. the dielectric mirror, made of a number of alternating λ/4 layers;
3. a 20 ÷ 60 nm thick NTCDA polycrystalline slab, the optically resonant
layer of the cavity;
4. the second mirror, a 200 nm alluminium cap, less reflective than the di-
electric one, but requiring more gentle evaporation techniques (see the
discussion in section 1.3).
The reflectivity measures are performed onto the quartz substratum, as the
arrows clearly explain.
The upper left inset in figure 2.4 shows the room temperature absorbanceLayer absorbance
spectrum of an NTCDA film 50 nm thick. The closely spaced and pronunced
0− 0 and 0− 1 absorptive vibronic transitions allow them both to be accessed
whithin the stop band of the DBR.
Figure 2.4 reproduces the polariton dispersion relations obtained from re-20 nm thick layer:
polaritons flectivity measures of a microcavity with a 20 nm thick film embedded inside.
The fitting dispersion relations, plotted with a thick black line, are obtained
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Figure 2.6: Polariton dispersion relations extracted from the reflectivity
spectra in figure 2.5. The presence of a third high-energy polariton is re-
markable. [From [15]].
with a simple two-coupled-oscillator model; the dashed lines show the disper-
sion relations of bare photons and excitons. Again, it is interesting to observe
that for large incidence angles, the polariton dispersion relations get more and
more close to the bare ones.
Figure 2.5 shows the reflectivity measures for microcavities embedding sam- 40 and 60 nm thick
layers: polaritonsples 40 and 60 nm thick: the dashed lines help the observation of a third feature,
a third polariton dispersion relation, that has been explained as due to the addi-
tional strong coupling of also the 0−1 transition. Figure 2.6 shows the polariton
dispersion relations extracted from figure 2.5.
It could be interesting to ask why in these last situations we can see three Third polariton
polaritons whereas in the first we could not. Following the discussion given
by the experimentalists, it could be due to the fact the oscillator strength,
coupling light and matter, is larger in more thick layers: in the first situation
the light-matter interaction is not enough strong to overcome the fast vibronic
relaxation from the first vibronic replica to the level without nuclear excitations.
The enhanced exciton-photon interaction causes Rabi-splitting to be larger, and
thus the Rabi-like oscillations to be faster, so that the vibronic replica has not
enough time to decay.
The data fit in this new situation has been performed by the experimentalists Fit
with a model that is the simplest generalization of the two-coupled-oscillators
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model (section 1.2.2). In their analysis they studied the interaction among light
and the two resonances with a three-coupled-oscillators model: Epht V1 V2V1 E0−0 0
V2 0 E0−1

 αβ
γ
 = ε
 αβ
γ
 (2.11)
V1 and V2 are treated as fitting parameters whereas the energies of the transi-
tions are taken from out-of-cavity spectra or the previous fit.
The agreement between data and fit is remarkable: this strongly suggests that
the idea of strong coupling between light and two different electronic transitions
is correct. Nevertheless, in order to have a more complete understanding of the
system, a deeper theoretical analysis is necessary: this will be the aim of the
next section.
2.3 Theoretical Investigations on Microcavities
featuring Vibronic Progressions
The theoretical investigation of the data exposed in the previous section is
due to Fontanesi and La Rocca [17] [25]; this section is completely devoted to
the description of their results. They developed two different but equivalent
approaches, semiclassical the first (subsection 2.3.1), quantum the latter (sub-
section 2.3.2), to study the linear optical properties (i.e. reflectivity, trasmittivity,
absorption) of microcavities with active layers featuring vibronic progressions.
We stress that the study of the cavity optical functions concerns only the
“ground state properties” of the system, i.e. it gives us informations about the
normal modes of the system, their nature, their dispersion relations but don’t tell
us anything about the dynamical evolution of these states, how they relax, how
they interact with low-energy reservoirs. This kind of information is provided
by the analysis of the photoluminescence properties of the microcavity, that will
be the aim of chapter 3 and chapter 4.
In this section we briefly summarize the main ideas of the developed ap-
proaches for the cavity optical functions. In subsection 2.3.3 we present a com-
parison between theoretical simulations and experimental results.
2.3.1 Semiclassical Approach
We start with an exposition of the semiclassical model. This approach rests on
two conceptual steps:
1. the simulation of the optical properties of the out-of-cavity active layer
with a dielectric tensor;
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Figure 2.7: Reflectivity of an empty cavity with two dielectric mirrors.
The two simulated spectra refer to two mirrors with six and eight couples
of dielectric layers; a larger number of layers gives higher quality mirrors.
2. the study of the system “layer plus mirrors” solving the suitable Maxwell
equations.
Depending on the system we want to describe, we can use a dielectric tensor Step 1 - dielectric
tensorfeaturing isotropic properties or uniaxial simmetry. Organic crystals are gener-
ally made up with molecules exhibiting a strong dipole moment along a definite
direction and, due to the fact that molecules have generally the same orien-
tation, the medium exhibits a global optical anisotropy. Such a system is well
described by a dielectric tensor that in a suitable coordinate frame looks like
the following:
εuniaxial(ω) =
 ε∞ 0 00 ε∞ 0
0 0 ε‖(ω)
 (2.12)
The isotropic background is described by the ε∞ whereas the presence of reso-
nances along a specific direction is taken into account by
ε‖(ω) = ε∞ +
∑
j
f‖j
ω2‖j − ω2 − i2ωγ‖j
(2.13)
The sum over j describes the presence of many vibronic replicas; these tran-
sitions are characterised by a resonance energy ω‖j , an oscillator strength f‖j
(that includes the Huang-Rhys factor described in section 2.1), and a linewidth
γ‖j .
However, the system we are considering is polycrystalline, i.e. is composed by
a large number of crystal grains: even if at small scales the system is anisotropic,
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on macroscopic scales it features isotropic properties, described by an isotropic
dielectric tensor:
εisotropic(ω) =
 ε(ω) 0 00 ε(ω) 0
0 0 ε(ω)
 ; ε(ω) = ε∞+∑
j
f‖j
ω2‖j − ω2 − i2ωγ‖j
(2.14)
The simulation of the optical properties of the microcavity is performedStep 2 - Maxwell
equations solving the Maxwell equations for the total system:
first mirror + active layer + second mirror
Luckily, this is a multilayer system, that can be easily treated with a well-known
transfer matrix formalism. Without considering the technicalities of the problem,
we only say that it is possibile to connect the amplitudes of the incoming waves
with the amplitudes of the outcoming ones, getting therefore the reflectivity and
transmittivity coefficients for differerent energies and incidence angles.
A typical system that could be easily simulated with this approach is anExample
empty cavity with two dielectric mirrors. In figure 2.7 it is possible to compare
the reflectivity spectra of two empty cavities, the first with mirrors composed of
six periods of layer couples, the second with eight. Obviously, the latter situation
gives higher-quality mirrors. The stop band, extending from approximately 2.5
to 3.5 eV, is easily distinguishable, and also the cavity mode, represented by a
dip at energy slightly larger than 3.0 eV.
2.3.2 Quantum Model
The quantum approach is a microscopic description of the light-matter interac-
tion inside the microcavity. The model rests on two steps:
1. the solution of the eigenstates of the in-cavity light-matter system (polari-
tons);
2. the connection of these modes to the external incoming and outcoming
photons, to get the optical functions of the microcavity.
The optical properties of the microcavity are studied when the system restsStep 1 - polaritons
at the global ground state and all molecules are at the lowest level. This means
that the measures of reflectivity, trasmittivity and absorption “see” only the
molecular transitions connecting the lowest state to higher levels belonging to
the excited adiabatic sheet (|00〉 ←→ |1n〉). Other molecular transitions will
play a role only in the following dynamical processes and thus have not to be
taken into account in this discussion. This observation has been already taken
into account in an implicit way when writing the dielectric tensor 2.13 we have
considered only the absorbing molecular resonances.
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The light-matter Hamiltonian will then describe the interaction of the two
orthogonally polarized photons with the transitions |00〉 ←→ |1n〉. We must now
remind the discussion given in section 1.1, where we showed that the eigenstates
of an organic crystal are delocalised wave-like Frenkel excitons (equation 1.9).
A microscopical approach to the light-matter Hamiltonian shows that the total
Hamiltonian is factorized into k defined blocks Hk. In our situation, the matricial
expression of these blocks is:
Hk =

~ωk,s 0 g(1)k,s g
(2)
k,s . . .
0 ~ωk,p g(1)k,p g
(2)
k,p . . .
g
(1)∗
k,s g
(1)∗
k,p E10 0 . . .
g
(2)∗
k,s g
(2)∗
k,p 0 E11
. . .
...
...
...
. . . . . .

(2.15)
where ~ωk,λ are the energies of the cavity photons whereas E1n are the reso-
nances of the medium and g(n)k,λ are the coupling parameters. The anisotropy of
the system is “inside” the coupling factors, that depend on the angle between
the direction of the dipole moment and the propagation direction kˆ. The diag-
onalization of the Hamiltonian 2.15 gives the eigenmodes of the systems, the
polaritons.
The interaction of polaritons with the external photons is studied within Step 2 - quasimode
approximationthe quasimode approximation. A detailed description of this model will be given
in section 3.4, where we will be concerned with the technical aspects of the
problem. Here we restrict ourselves to its qualitative features, in order to only
make the reader able to understand the quantum approach we are describing.
This model is based on the assumptions that:
1. the cavity mirrors are highly reflective, with reflectivity values slightly
smaller than 1;
2. the only inner excitations that can interact with the external electromag-
netic modes are the cavity photons.
The idea is that mirrors operate a so strong dielectric modulation that it is pos-
sibile to solve the Maxwell equations inside the cavity and in the external space
separately, instead than globally considering the whole space. The coupling be-
tween inside and ouside is linear and k-conserving, due to the translational
invariance along the in-plane direction. A detailed microscopical analysis gives
the correct values for the coupling parameters.
Using this machinery, it is possibile to link the amplitude of the incoming
waves with those of the reflected and transmitted ones, i.e. we are able to find
the optical reflectivity, transmittivity and absorption of the microcavity.
As an example, we report in figure 2.8 a simulation obtained with this algo- Example
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Figure 2.8: Reflectivity spectrum of a microcavity embedding a layer with
two resonances obtained with a simulation based on the quantum approach.
[From [25]].
rithm: the reflectivity spectrum of a microcavity embedding an organic material
featuring two vibronic replicas. Polariton dispersion relations are distinguish-
able; the anisotropy of the material implies that one photon strongly couples
with the medium and the other doesn’t interact with the resonances. The pho-
tonic dispersion relation is well distinguishable and make the understanding of
the anticrossing point less clear.
2.3.3 Numerical Simulations of the Experimental Results
Contrary to the simple model presented in section 2.2 and used by the experi-
mentalists to fit the data, the analysis presented in this subsection reproduces
the experimental spectra without adapting any parameter. There are no free
parameters, they are all taken from data tabulated in the literature or obtained
from the absorption spectrum of the active layer measured in an out-of-cavity
situation. Even if both models developed in the theoretical analysis (subsec-
tions 2.3.1 and 2.3.2) are equivalent, the macroscopical algorithm has been more
widely used, because of its flexibility.
The first step is the simulation of a dielectric tensor reproducing the ex-Dielectric tensor
perimental absorbance measured for a 50 nm thick layer. In figure 2.9 we can
compare the experimental result and the simulation. This is the only parameter
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Figure 2.9: A comparison between the experimental absorbance of a
NTCDA layer and the simulation obtained with a suitable dielectric tensor.
[From [25]].
that is not taken from tabulated data but is taylored to fit the experimental
measures. The dielectric tensor is isotropic, in order to describe the fact that
the sample is polycrystalline.
The second step consists in reproducing the experimental setup. Optical Experimental setup
properties of mirrors are simulated using the tabulated refractive indexes of the
materials employed; the length of the cavity and of the active layer are taken
from the paper. The experimental work was done using only p polarized light,
and this was easily reproducible by the algorithm.
In figure 2.10 the measured and simulated reflectivity spectra are compared. Results
Three arrows help reading the image because the dips corresponding to polari-
tons could easily be confused with minima in the reflectivity spectrum of the
mirror. Figure 2.11 show a pictorial representation of the theoretical reflectivity
spectrum, whereas the black dots represent the experimental measures of the
reflectivity dips.
The main difference between theoretical and experimental data is the posi-
tion of the cavity mode, that in the simulation is higher in energy, as figure 2.11
clearly show. This could be probably due to problems in the extimation of the
refractive index of the active layer: it is belived that different thicknesses could
affect the experimental value. In fact, in the experimental work, this value is
changed fitting the data.
The last step is the simulation of this same system using the quantum al- Quantum algorithm
gorithm; figure 2.12 shows the results. Due to the fact that the quasimode ap-
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Thickness 60 nm
Fit Simulation
Eexc 2.82 eV 2.70± 0.05 eV
n 1.61 1.60
V1 0.16 eV 0.18± 0.01 eV
V2 0.07 eV 0.06± 0.01 eV
Table 2.1: List of the parameters used in the model to fit the experimental
data and used in the simulation to reproduce the data. These values refer
to a cavity with a 60 nm thick NTCDA layer.
proximation describes the mirrors with a simplified effective parameter linked
to the reflectivity maximum, the only features we can observed are linked to
the presence of polaritonic dispersion relations. The comparison between figure
2.11 and 2.12 must consider this fact; the agreement is good.
This second quantum simulation is very interesting because the mathemat-Comparison with the
fit ical basis on which it rests is very similar to the model used by the experimen-
talists (equation 2.11). The parameters needed to perform the quantum sim-
ulation are extrapolated comparing the obtained dispersion relations to those
calculated with the semiclassical algorithm. It is then possible to compare the
coupling parameters g of the quantum approach to the fitting parameters V of
the experimentalists’ model. Results are given in table 2.1.
As far, we have been concerned only with the study of the optical properties
of microcavities embedding materials featuring vibronic replicas. The logical
prosecution of this study is to face the problem of the photoluminescence. This
is the core of the thesis, and will be discussed in the next chapters.
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Figure 2.10: A comparison between the experimental (top) and theoret-
ically simulated (bottom) reflectivity spectra for a cavity with an active
layer 60 nm thick; each line refers to a particular incidence angle. Three
arrows help the reading of the experimental image and show the presence
of three polariton dispersion relations. [From [17]].
Figure 2.11: A pictorial representation of the reflectivity spectrum of a
microcavity embedding a 60 nm thick NTCDA layer simulated with the
semiclassical approach. Black dots are the experimental data referring to
the polariton dispersion relations. [From [17]].
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Figure 2.12: Reflectivity spectrum obtained with a numerical simulation
based on the quantum approach. This approach doesn’t take into account
the complete optical properties of dielectric mirrors so that the only features
we can distinguish are those linked to the polaritons. [From [25]].
Chapter 3
Photoluminescence and
Relaxation Dynamics: a
Theoretical Approach
In the previous chapter we have extensively discussed the main experimental
and theoretical studies on the optical properties of microcavities with active
layers featuring vibronic replicas. The main novelty, with respect to standard
strong-coupling studies, was the appearence of a new high energy polariton, due
to the coupling of light with an additional transition. However, the presence of
vibronic replicas is going to strongly affect also the internal dynamics of the
system, because of the presence of new relaxation pathways. The aim of this
chapter is to give a detailed microscopical description of such dynamics and to
link it to the photoluminescence spectrum. It is then obvious that our model
must unavoidably rest on the quantum polariton approach extensively discussed
by Zoubi and La Rocca [11] to which our work is largely in debt.
To the best of our knowledge, an experimental analysis of photoluminescence
properties for the systems we are dealing with is still lacking. Nevertheless, we
think that a theoretical study preceeding future measures can be interesting even
if it cannot be aimed to the explanation of a detailed result or to the description
of a specific situation. In fact, the presence of new relaxation pathways justifies
a theoretical investigation of the new arising physics. The developed model is
rather general in its nature and the performed simulations try, moving inside
the physically meaningful area of the parameter space, to find the main con-
sequences of different relaxation processes. The spectra discussed in chapter 4
exhibit, in some cases, qualitatively new features.
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The outline of this chapter is the following: in section 3.1 we remind the
main “characters” of the system: photons and delocalised Frenkel excitons. In
section 3.2 we discuss the light-matter interaction. Contrary to the previous
chapter, all the molecular transitions are taken into account and, in particular,
a subdivision is performed between resonances strongly and weakly coupled to
light. In section 3.3 we describe the interaction of polaritons with molecular
vibrational reservoirs, mainly focusing on those responsible for the intra-branch
relaxation and of the fast decay of vibronic replicas. In section 3.4 the leakage
of internal photons is discussed within the quasimode approximation. Finally,
in section 3.5 we introduce the master equation describing the dynamics of the
system and link it to the photoluminescence of the system.
3.1 Features of the System
In this section we briefly remind the concepts of microcavity photon and of
delocalised Frenkel exciton. Both of them have already been introduced in sec-
tions 1.3 and 1.1.2; here we complete the discussion and, as far as excitons are
concerned, focus the attention on the difference due to the two-dimensionality
of the organic layer and to the presence of vibronic replicas.
3.1.1 Microcavity Photons
Cavity mirrors modify the free-space electromagnetic modes and give rise to
new photonic dispersion relations.
The two infinite and parallel perfect mirrors lie in the xˆ− yˆ plane, separatedMicrocavity structure
by a distance L along the zˆ axis; one mirror is at z = 0 and the other at z = L
(see figure 3.1).
If the spacing between mirrors is comparable to the wavelength of the light
we want to confine, the wavevector along the zˆ direction results to be quantized:Quantization of qz
qz =
mpi
L
, m ∈ N (3.1)
New modes assume a stationary wave configuration along the zˆ direction mod-
ulated by a travelling wave along the in-plane directions.
The electromagnetic dispersion relations are then given by:Cavity-photon
dispersion relations
ωqm =
c√
ε
√
|q|2 +
(mpi
L
)2
, m ∈ N (3.2)
where q is the in-plane wavevector1, whereas the other notations are obvious.
Every cavity mode has two polarizations: s (or TE) with transverse electricPolarization
field and p (or TM) with transverse magnetic field.
The Hamiltonian operator of the cavity electromagnetic modes is:Photons Hamiltonian
1Please notice that, as far as the wavevector is concerned, we neglect the pedix ‖.
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Figure 3.1: A sketch of the microcavity we will be dealing with in the
theoretical model. The organic crystal slab rests in the middle of the spacing
between mirrors. The three components T (s polarization), L and Z (p
polarization) of the first cavity mode are showed. [From [11]]
Hcav =
∑
λ,q,m
~ωqma†λ,qmaλ,qm (3.3)
In the following, we will consider only the modes with m = 1. Higher m m = 1
modes have a considerably larger energy, so that their interaction with the
matter can be safely neglected, their energy difference being too great. From
now on we neglect the m dependence when summing over the photon modes.
The electric field operator reads: Electric field operator
E(r) = −
∑
λ=s,p
∑
q
√
4pi~ωq
LAε
[
iCλ(q, z)eiq·r‖aλ,q + h.c.
]
(3.4)
where Cλ(q, z) eiq·r‖ is the electric field wave function. For the s polarization it
takes the following form:
Cs(q, z) eiq·r‖ = sin
(piz
L
)
eiq·r‖ eˆq ∧ zˆ (3.5)
whereas for the p polarization:
Cp(q, z) eiq·r‖ = −
(
cpi√
εLωq
)[
i sin
(piz
L
)
eˆq − |q|L
pi
cos
(piz
L
zˆ
)
zˆ
]
eiq·r‖ (3.6)
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Figure 3.2: The organic crystal slab is composed of N interacting mono-
layers. The first two exciton modes in the zˆ direction are plotted. [From
[11]]
3.1.2 Two-Dimensional Delocalised Frenkel Excitons and
Vibronic Replicas
The microcavity is filled with an ensemble of molecules, forming the optical
resonant layer of the system.
We study an ordered situation, modelling the active layer as a crystal slabStructure of the
molecular crystal composed byN interacting monolayers, a being the distance between neighbour-
ing monolayers. The active layer has a total thickness L0 less than the distance
between the mirrors L; it rests in the middle of this spacing. The structure
is periodic along the in-plane direction, therefore we consider a quantization
area containing M À 1 in-plane unit cells. For the sake of simplicity we study
the simplest situation of a square lattice with one molecule per unit cell whose
lattice constant is a, equal to the space between layers (see figure 3.2).
Let’s consider the structure of one single molecule. The general descriptionStructure of one
molecule of a molecule exhibiting n ground state replicas and m excited state replicas2
requires a very pedantic formalism, that could limite an intuitive comprehension
of the problem. In the following we will develop the theory for a molecule with
2In the following we will address the vibronic replicas of the electronic ground state as
“ground replicas” whereas the “excited replicas” are the vibronic replicas of the electronic
excited state.
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Figure 3.3: Sketch representing the energy levels of the molecule compos-
ing the organic crystal.
only one ground replica and one excited replica; nevertheless the algorithm used
in chapter 4 can simulate the most general situation.
The four states of the molecules will be labeled with two quantum numbers
|mn〉, the first referring to the electronic state and the second to the nuclear
wavefunction. Our four states will be then: |00〉, |01〉, |10〉, |11〉. A pictorial
representation is given in figure 3.3.
We arbitrarly put the energy of the lowest state equal to zero: E00 = 0.0 eV. Molecular energies
The electronic excitation E10 typically takes values of about 2.0 eV. Following
the displaced harmonic oscillators model (subsection 2.1.2) we take the vibronic
energy quantum ~ω′ equal for both the ground and excited replicas and we
assume that ~ω′ ¿ E10.
When dealing with a crystal, we need an additional quantum number de- Ensemble of molecules
scribing the position of the molecules. This quantum number will be the position
vector n = (n‖, nz).
In the next discussion we will adapt the analysis performed in subsection Second quantization
operators1.1.2 for a three-dimensional crystal of two-level molecules to the present case
of a two dimensional slab of four-level molecules.
Neglecting intermolecular charge-transfer effects, we will consider only Frenkel
excitons, described by the following operators:
1. B†10,n = b
†
10,nb00,n,B10,n = b
†
00,nb10,n representing the creation/annihilation
of one Frenkel exciton without vibronic replicas localised in the molecule
resting at n;
2. B†11,n = b
†
11,nb00,n,B11,n = b
†
00,nb11,n representing the creation/annihilation
of one Frenkel exciton with one vibronic replicas localised in the molecule
resting at n.
These operators satisfy paulionic commutation rules.
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The presence of one vibronic replica at the ground state requires the intro-
duction of a third couple of operators v†01,n, v01,n whose actions are summarized
by the following relations:
v†01,n|00n〉 = |01n〉 v01,n|01n〉 = |00n〉 (3.7)
and that behave as bosons.
As before, the ground state of the ensemble of molecules features all moleculesGround molecular
state and
one-excitation
manyfold
resting in the |00〉 state:
|g〉 =
∏
n
|00n〉 (3.8)
and the one-excitation manyfold, that we want to investigate, is spanned by
states in the form B†1νm|g〉.
We can now write the Hamiltonian of the molecular ensemble:Molecular ensemble
Hamiltonian
Hexcmol =
∑
n
(E10 +D)B
†
10,nB10,n +
∑
n
(E11 +D)B
†
11,nB11,n+
+
∑
ν=0,1
∑
µ=0,1
∑
n 6=m
Jνµ(n‖ −m‖, nz −mz)B†1ν,nB1µ,m (3.9)
where n and m run over the whole lattice whereas D is the gas-to-solid shift
(see section 1.1.2).
The third terms models the electrostatic interaction of an electronically excited
molecule with an other ground one and is described with the usual dipole-dipole
potential (this will be clear later when Jνµ will get a more explicit form). This
also implies that |10n〉 and |11m〉 levels belonging to different molecules interact.
The eigenstates of the molecular ensemble are then a mix of the |10〉 and |11〉
states and they will be calculated here below.
Following Vragovic´ and Scholz [26] we write:
Jνµ(n‖ −m‖, nz −mz) = 〈φ˜ν |φ0〉〈φ0|φ˜µ〉 J˜(n‖ −m‖, nz −mz) (3.10)
where |φ˜µ〉 is the vibronic wavefunction of the µ-th replica of the excited state
whereas |φ0〉 is the vibronic wavefunction of the 0-th ground replica. Due to
the small-range nature of the dipole-dipole interaction, it is usual to consider
J˜ 6= 0 only between nearest monolayers, whereas the interaction between all the
molecules belonging to the same monolayer is fully taken into account.
In order to diagonalize the Hamiltonian (an explicit recipe is given by Davy-Delocalised Frenkel
excitons dov [19]), we introduce delocalised wave-like states propagating with a definite
in-plane wavevector k and a quantized wavevector along the zˆ direction kz:
B10,kkz =
√
2
M(N + 1)
∑
n
sin(kznz)e−ik·n‖B10,n (3.11)
B11,kkz =
√
2
M(N + 1)
∑
n
sin(kznz)e−ik·n‖B11,n (3.12)
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As already pointed out, the strongly localised nature of Frenkel excitons makes
often suitable a description of the first crystal excitations in terms of real space
lattice positions, i.e. addressing the molecule where the exciton lives. Neverthe-
less, transition dipole intermolecular interactions can create wave-like states3,
that we describe with the operators B†1νkkz and that are characterised by def-
inite wavevectors and group velocities. These states do not represent electrons
whose wavefunction is spread over the whole crystal, but, living in the tensor
pruduct of the single-molecule Hilbert spaces, describe a linear superposition of
many excited molecules modulated by a spatial swinging function.
If we substitute these states in the Hamiltonian, we get: Hamiltonian
diagonalization
Hexcmol =
∑
k,kz
∑
ν=0,1
∑
µ=0,1
Eνµ(k, kz)B
†
1ν,kkz
B1µ,kkz (3.13)
with:
Eνµ(k, kz) = (E1ν +D)δνµ + Vνµ(k, kz) (3.14)
where:
Vνµ(k, kz) = V˜ (k, kz)〈φ˜ν |φ0〉〈φ0|φ˜µ〉 =
= V˜ (k, kz)
(
〈φ˜0|φ0〉〈φ0|φ˜0〉 〈φ˜0|φ0〉〈φ0|φ˜1〉
〈φ˜1|φ0〉〈φ0|φ˜0〉 〈φ˜1|φ0〉〈φ0|φ˜1〉
)
=
= V˜ (k, kz)e−S
(
1 −√S
−√S S
)
(3.15)
In the following, we will be interested only in kz = pia(N+1) , the lowest value of
the ortogonal wavevector. We give therefore only this explicit expression:
V˜
(
k,
pi
a(N + 1)
)
=
∑
n‖
[
J˜(n‖, 0) + J˜(n‖, a) cos
(
pi
N + 1
)]
eik·n‖ (3.16)
and
J˜(n‖, nz) =
|µ|2|n|2 − 3(µ · n)2
|n|5 (3.17)
The last step consists in putting each Hamiltonian with k defined in diagonal
form (they are simple 2x2 blocks):
Eνµ(k, kz) =
(
(E10 +D) + V˜ (k, kz)e−S −V˜ (k, kz)e−S
√
S
−V˜ (k, kz)e−S
√
S (E11 +D) + V˜ (k, kz)e−SS
)
(3.18)
In the following discussion, the matrix expression 3.18 will bem more useful New eigenstates
than an explicit diagonal form. Nevertheless, even if in the next sections we will
never use them, the new eigenstates are |1αk,kz 〉 and |1βk,kz 〉 and:
B1α,kkz = u
α0
kkzB10,kkz + u
α1
kkzB11,kkz (3.19)
3This is the typical result of a first-neighbour interaction Hamiltonian.
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Figure 3.4: Pictorial representation of the four molecular transitions of
the molecule we are using in our model.
B1β,kkz = u
β0
kkz
B10,kkz + u
β1
kkz
B11,kkz (3.20)
The diagonal Hamiltonian reads:
Hexcmol =
∑
k,kz
[
Eα(k, kz)B
†
1α,kkz
B1α,kkz + Eβ(k, kz)B
†
1β,kkz
B1β,kkz
]
(3.21)
One last remark: following the same recipe of subsection 1.1.2 it is possibileBosonization
to show that, in a low excitation limit, the Frenkel operators B†1νn and B1νn
behave as bosons.
3.2 Light-Matter Interaction
Excitons in the organic slab and cavity photons interact, i.e. photons can create
excitons whereas excitons can emit light.
This process will be studied following a completely microscopic approach, restingLight-matter
Hamiltonian on the usual dipole interaction:
Vlmn = −µn ·E(n) (3.22)
where µn is the dipole operator of the molecule located in n and E(n) is the
electric field operator at the very place where the molecule rests.
Whereas the dipole operator of a two-level molecule is quite simple, it fea-Dipole operator
tures a more complicated form when vibronic replicas are considered, because
all the excited levels must be linked with all the ground levels (figure 3.4). The
dipole operator of one molecule located in n is4:
µn = e−S/2 (~µ B
†
10,n−
√
S~µ v01,nB
†
10,n−
√
S~µ B†11,n+~µ v01,nB
†
11,n+h.c.) (3.23)
4Multiplying prefactors are the suitable Huang-Rhys overlaps of the vibronic wavefunctions
〈φ˜µ|φν〉.
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The four listed terms model, respectively, the following intra-molecular transi-
tions:
1. |00n〉 ←→ |10n〉
2. |01n〉 ←→ |10n〉
3. |00n〉 ←→ |11n〉
4. |01n〉 ←→ |11n〉
In chapter 2 an extensive discussion has been given in which we showed
that, in order to describe some particular experimental results, the correct way
to treat the interaction between light and |00〉 ←→ |1n〉 molecular transitions
is an Hamiltonian formalism that will give rise to polariton eigenstates. Nev-
ertheless, there are two other molecular transitions, that, even if do not play
role in absorption processes5 (and in [17] they have been completely neglected)
they are aptive as far as the photoluminescence is taken into account. We have
to understand which is the best way to include them in our model. As will be
pointed out in subsection 3.2.2, we think that the best is to use the Fermi golden
rule framework and write suitable polariton scattering rates.
It may be useful to remark that in the total Hamiltonian there are much Remarks on the system
one-excitation
manyfold
more terms than the interaction potentials described in the following sections;
as already pointed out, the total problem is too demanding for our possibil-
ities and we need some simplifications. We are interested in a low-excitation
regime and therefore we neglect terms that don’t conserve the energy or de-
scribe complicated non-linear features. In particular, we will be dealing only
with the one-excitation manyfold of the system, i.e. with states involving only
one molecular excitation at a time or one photon; thus, we consider only poten-
tial terms connecting such states.
3.2.1 Polaritons
Let’s start calculating the matrix elements of the light-matter Hamiltonian in-
volving |00〉 ←→ |1n〉 transitions.
We assume that light interacts only with excitons whose wavefunction has no
nodes, i.e. with kz = pi/L0, because they are the lowest in energy.
Due to the slab approximation, the electric field wavefunction will be always
evaluated at z = L/2.
The interaction of one molecule with the cavity modes is given by: Light-matter
interaction involving
|00〉 ↔ |1n〉 transitionsVlmn = e−S/2~µ (B
†
10,n + (−
√
S)B†11,n)·
·
(
−i∑λ=s,p∑q√4pi~ωqLAε [Cλ(q, z)eiq·r‖aλ,q − h.c.]
)
(3.24)
5Remember that the thermal population of |01〉 is negligible.
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A B
Figure 3.5: Pictorial representation of the two transitions strongly coupled
to light: |00〉 −→ |10〉 (A) and |00〉 −→ |11〉 (B).
In this section we will explictly treat only the s polarization; analogous results
for the p polarization can be obtained using equation 3.6 instead than 3.5.
We also neglect energy non-conserving terms, because we work at very low
excitation energies.
Therefore we get:
Vlmn = i
√
2
M(N + 1)
∑
k
∑
q
√
4pi~ωq
LAε
e−S/2µ‖ sinφ·
· sin
(
pinz
L0
)
ei(q−k)·n‖ [B†10,k + (−
√
S)B†11,k]as,q + h.c. (3.25)
φ is the angle between the molecular dipole and the polariton propagation di-
rection.
When summing over the whole molecular ensemble, the conservation of the
in-plane momentum is regained:
Vlm =
∑
n
Vlmn = i
√
4~ωk
LAε
√
4M(N + 1)
pi
e−S/2µ‖ sinφ·
· [B†10,k + (−
√
S)B†11,k]as,k + h.c. (3.26)
The total Hamiltonian is then the usual polariton Hamiltonian:Total Hamiltonian
H =
∑
λ,k
~ωka†λ,kaλ,k +
+
∑
k
∑
ν=0,1
∑
µ=0,1
Eνµ(k)B
†
1ν,kB1µ,k +
+
∑
k,λ
[
g
(1)
λ,kB10,k a
†
λ,k + g
(2)
λ,kB11,k a
†
λ,k + h.c.
]
(3.27)
This Hamiltonian doesn’t mix different k:
H =
∑
k
Hk (3.28)
Using the base Bk we can write each single Hamiltonian in matrix form.
Bk = {|g〉|1s,k〉, |g〉|1p,k〉, |10k〉|0〉, |11k〉|0〉, } (3.29)
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A B
Figure 3.6: Pictorial representation of the photoemission processes
|10〉 −→ |01〉 (A) and |11〉 −→ |01〉 (B).
Hk =

~ωs,k 0 g(1)s,k g
(2)
s,k
0 ~ωp,k g(1)p,k g
(2)
p,k
g
(1)∗
s,k g
(1)∗
p,k (E10 +D) + V˜ (k, pi/L0)e
−S −V˜ (k, pi/L0)e−S
√
S
g
(2)∗
s,k g
(2)∗
p,k −V˜ (k, pi/L0)e−S
√
S (E11 +D) + V˜ (k, pi/L0)e−SS

(3.30)
From a theoretical point of view, if we diagonalize this Hamiltonian we get Polaritons
new eigenmodes:
H =
∑
k
∑
i=1
Eik p
i †
k p
i
k (3.31)
where pi †k /p
i
k denote the operators that create/annihilate the polariton states
(i labels the polaritons) propagating with in-plane wavevector k; they satisfy
bosonic commutation rules.
In order to be more clear in the following, we give here an explicit form of the
notation used to address the Hopfield coefficients of the polaritons:
pik = Υ
i
s,kas,k +Υ
i
p,kap,k +Υ
i
10,kB10,k +Υ
i
11,kB11,k (3.32)
3.2.2 On Transitions Weakly Coupled to Light
Before the exposition of the technicalities on the coupling between light and
transitions involving ground vibronic replicas (a pictorial representation is given
in figure 3.6), there are some qualitative remarks that should be pointed out.
Due to a vibronic energy quantum larger than the room temperature, |01〉
states have a negligible thermal population. This means that pumping the mi-
crocavity we expect it to absorbe only via |00〉 −→ |1n〉 transitions and thus
these are the only transitions affecting the cavity optical properties.
The study of cavity photoluminescence requires in addition an understand-
ing of the polariton dynamics under definite pumping conditions. Intermediate
states, like |01〉, are now going to play a role, because they could be populated
by molecular de-excitation and thus our theory cannot neglect them.
Their initial absence of population suggests, due to the fact that absorption
processes are almost impossible, that |01〉 ←→ |1n〉 transitions cannot strongly
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couple to light. If absorption would be possible, the polaritonic Rabi oscillations
could take place. We could ask whether a long succession of photoluminescence
processes might be able to create a large |01〉 population, such that absorption
can eventually take place. We should however take into account that the |01〉
level has a short lifetime, longer but comparable to typical photoemission times.
Furthermore, and this is the main point, this accumulating population has noth-
ing to do with the cavity situation and should have been seen by experiments
performed on samples out of cavity. To our knowledge, nothing like that has
never been measured, therefore we neglect the possibility of absorption from
the |01〉 level.
Photoluminescence transitions finishing in a |01〉 level will be then considered
with a “perturbative” approach and described by polariton scattering rates.
Furthermore, we will see that, whithin the assumption that photoluminescence
decaying in a |01〉 level involves a small number of molecules (otherwise it would
create a large population), these matrix elements are smaller than others, this
justifying the use of the Fermi golden rule framework.
The fourth dipole term µ(4)n = e−S/2 ~µ v01,nB
†
11,n+h.c. describes transitions|01n〉 ↔ |11n〉
transitions that are generally not observed in no-cavity situations and its introduction in
this model could seem an excessive speculation. Nevertheless we must consider
that these transitions are not observed in no-cavity situations because the cou-
pling with photons is so weak that the relaxation to lower lying vibronic states is
much more efficient. Due to the fact that we are taking into account this relax-
ation phenomenon and that the cavity situation enhances the interaction with
light, it seems more satisfactory, from a conceptual point of view, to develop a
model comprehensive of also these transitions.
3.2.3 Transitions Involving Ground Vibronic Replicas
In this subsection we present the technicalities concerning the coupling of light
with |10〉 ←→ |0n〉 and |11〉 ←→ |0n〉 transitions. For the sake of brevity, the
theory is presented only for the |10〉 ←→ |0n〉 transitions; same results for the
other transition can be obtained considering the dipole operator µ(4)n .
We follow a microscopical approach based on the light-matter interactionDipole operator for
transitions (n 6= 0) described by equation 3.22. We are interested in |10〉 ←→ |0n〉 transitions (n 6=
0) and thus we’ll be dealing with the following dipole operator (of one molecule
located in n):
µn = −
√
Se−S/2 [~µ v01,nB
†
10,n + ~µ
∗v†01,nB10,n] (3.33)
Following the same procedure of the previous paragraph, we get the followingLight-matter
interaction expression describing the interaction of s polarized light with the dipole in
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equation 3.33:
Vlmn = −i
∑
q
∑
k
√
4pi~ωq
LAε
√
2
M(N + 1)
(−
√
S)e−S/2µ‖ sinφ·
· sin( pinza(N+1) )ei(q−k)·n‖
[
v01,nB
†
10,kas,q + h.c.
]
(3.34)
Now we come to a crucial point. We have to understand (or decide) whether Localised vs.
delocalised vibrational
states
after molecular photoemission the vibronic replica is localised in a particular
molecule |01n〉 or delocalised over many molecules:
|01p〉 =
√
2
M(N + 1)
∑
n
sin
(
pinz
a(N + 1)
)
e−ip·n‖v†01,n |g〉 (3.35)
where |g〉 =∏i |00i〉 is the molecular ground state.
Localised Vibrational States
In the first situation we consider as a final state one s photon and one localised
vibration:
|Ψkn〉 = |1s,k〉|01n〉 (3.36)
The process connecting one initial delocalised exciton to |Ψkn〉 is mediated Matrix elements with
final vibrational statesby only one molecule, so that6:
〈Ψkn|V lm|10k〉 = 〈Ψkn|V lmn |10k〉 =
= i
√
4pi~ωk
LAε
√
2
M(N + 1)
(−√S)e−S/2µ‖ sinφ sin
(
pinz
a(N+1)
)
(3.37)
We can compare this matrix element with the one connecting an incoming Matrix elements
without final
vibrational states
exciton with an outcoming photon, without vibronic replica emission:
〈1s,k|V lm|10k〉 =
∑
n
〈1s,k|V lmn |10k〉 =
= i
√
4~ωk
LAε
√
4M(N + 1)
pi
µ‖ sinφ (3.38)
This second process is mediated by the interaction with the whole molecular Comparison of the
matrix elementsensemble causing the prefactor to become proportional to
√
Ntot instead to
1/
√
Ntot. This result states that if we focus our attention to a single-molecule
emission, the process that will be enhanced is the one in which the molecule
decays to the most populated state. If the initial Frenkel exciton had propagated
while other molecules had been resting at |01〉, the matrix element describing
6In this example we do not consider the most general situation of exciton and photon with
different wavevectors but, in order to make the comparison with equation 3.38 more natural,
we choose the same k.
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the molecular decay to |00〉 would have been suppressed with respect to that in
which the molecule decays to |01〉.
This result suggests us to treat photoemission processes with decay to a
ground vibronic replica within the Fermi golden rule whereas that including it
in the light-matter Hamiltonian.
Delocalised Final States
It could be interesting to consider also the possibility that the final vibration
state is a delocalised |01p〉 state (see equation 3.35).
We stress that even if the |01p〉 state belongs to the ground manyfold, it is aProperties of the
delocalised vibrational
states
“many-molecules” state, i.e. it lives in the tensor product of the single-molecule
Hilbert spaces.
Furthermore, it is now quite clear the qualitative difference between final states
involving ground replica and not: even if it is possible to build |01p〉 states with
arbitrary momentum, we can construct only |00p〉 states with p = 0.7
We restart from equation 3.34. We give an explicit expression only to poten-Light-matter
interaction tial terms concerning s polarized photons. We have now to change the basis of
the vibrations, choosing a delocalised representation. We get
Vlmn = −i
∑
q
∑
k
∑
p
√
4pi~ωq
LAε
2
M(N + 1)
(−
√
S)e−S/2µ‖ sinφ·
· sin2( pinza(N+1) )ei(q+p−k)·n‖
[
v01,pB
†
10,kas,q + h.c.
]
(3.39)
This time, every molecule mediates the scattering, so that to get the correct
result we have to sum over the whole ensemble of molecules (this is what we
usually do when dealing with delocalised excitons):
Vlm =
∑
n
Vlmn =
= −i∑q∑k√4pi~ωqLAε (−√S)e−S/2µ‖ sinφ ·
·
[
v01,k−qB
†
10,kas,q + h.c.
]
(3.40)
We stress that the summasion over n gives us the conservation of the in-plane
momentum.
Let’s consider an incoming exciton |10k〉 creating an s photon and a delo-Matrix elements with
final vibrational states calised ground replica |1s,q〉|01k−q〉. The corresponding matrix element is:
〈1s,q|〈01k−q|Vlm|10k〉 = −i
√
4pi~ωq
LAε
(−
√
S)e−S/2µ‖ sinφ (3.41)
7Delocalised |01p〉 states are used, for example, by Vragovic´ and Scholz [26]. They consider
the case in which the exciton, before radiative recombination, is at the edge of the Brillouin
zone (H-aggregates), and, because of the fact that low-energy photons carry negligible mo-
mentum, the final molecular state must be |0np〉 to conserve the state momentum.
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whereas when we consider the analogous process without the emission of a
ground replica we get equation 3.38.
Even this time the process involving one vibronic replica emission is sup- Processes involving
final vibrational states
are suppressed
pressed, suggesting to work within the Fermi golden rule framework. The reason
of this suppression rests in the fact that if we consider a vibronic replica emission
we have a large number of final states: all those states with total momentum
equal to that of the incoming exciton k:
|Ψq〉 = |1s,q〉|01k−q〉, ∀q (3.42)
The total oscillator strength of the molecules is then divided among a large
number of possibile transitions, so that every transition has only a small oscil-
lator strength.
If we consider only processes without vibronic replicas, we have only one possi-
ble final state, after the de-excitation of an incoming exciton with momentum
k:
|Φ〉 = |1s,k〉|g〉 = |1s,k〉
∏
n
|00n〉 = |1s,k〉|00p=0〉 (3.43)
so that the molecular oscillator strength is totally used for this transition.
Even this time the fact that we have the only state |00p=0〉 is due to the
fact that the |00〉 is the most populated whereas the other levels (|01〉, |10〉 and
|11〉) carry negligible thermal population.
In the following we will consider the situation of localised vibrations because
we think that there is no physical reason to assume that |01p〉 can form, the inter-
molecular interactions between ground states being negligible. Nevertheless, the
study of photoluminescence properties of out-of-cavity PTCDA organic crystals
performed by Vragovic´ and Scholz employs delocalised ground vibronic states,
with the result of a correct description of the experimental results [26]. A first
check of our model will consist in trying to use it in their situation and look for
the compatibility of our results with the experimental measures.
3.2.4 Hamiltonian vs. Fermi Golden Rule Frameworks
The previous discussion showed that when dealing with light-matter interactions
an Hamiltonian formalism is required only as far as the |00〉 ←→ |1n〉 transitions
are concerned. Other transitions, like |10〉 ←→ |0n〉 (n 6= 0) and |11〉 ←→ |0n〉
(n 6= 0), should be treated within the Fermi golden rule framework.
Then, if we are interested in the dynamical (and thus temporal) evolution of
our system, the first step is the diagonalization of Hamiltonian 3.30. This will
give us the polariton modes (equation 3.32), that will be the available states
of our system, spanning the one-excitation manyfold. The other light-matter
terms, the interaction of molecules with roto-vibrational reservoirs, the leakage
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of internal photons to the outside, will give us polariton scattering rates, and
thus influence the population evolution. This population evolution describes the
dynamics of the system; the mathematical tool used to perform this study is a
master equation.
3.3 Interaction with Vibrational Reservoirs
Molecules (and thus excitons) do not interact only with light: they can vibrate,
stretch, rotate: more generally we say that they excite or de-excite degrees of
freedom belonging to localised reservoirs. These are sources of polariton scatter-
ing and relaxation along the dispersion branches. During a scattering process,
the energy difference between the initial and final polariton states is supplied
by the creation or annihilation of a suitable molecular degree of freedom; if the
interaction with a single molecule leaves a completely localised “vibration”, the
process doesn’t conserve the in-plane momentum.
In this section we will introduce the interaction with the low-energy molec-
ular vibrations and with the reservoir responsible for the excited replicas relax-
ation.
3.3.1 Low-Energy Degrees of Freedom
Let’s start describing the interaction of each molecule with its reservoir of lowDescription of the
physical process energy vibrations.
Electronically excited molecules are generally stretched or strained: usually they
leave energy in other degrees of freedom that start vibrating (it is some kind of
“heating” of the molecule) [12].
We can describe this process as a weak linear interaction:Potential
V(1)n =
[
W10B†10,nB10,n +W11B†11,nB11,n
]
·
∫
(w†n(ω)+wn(ω))ρ(ω)dω (3.44)
W has the dimensions of an energy and represents the strength of the interac-
tion; ρ(ω) is the reservoir density of states.
This Hamiltonian represents the fact that a molecule located in n can, when
excited, release/take some energy to/from vibrational (or other) degrees of free-
dom (represented by the w†n(ω), wn(ω) operators).
We change the basis and use coherent Frenkel excitons:
V(1)n =
2
M(N + 1)
sin2
(
pinz
L0
)∑
k
∑
q
ei(k−q)·n‖ ·
·
[
W10B†10,q, B10k +W11B†11,q, B11k
]
· ∫ (w†n(ω) + wn(ω))ρ(ω)dω (3.45)
This form will be more useful when calculating polaritonic scattering rates. We
don’t change the wn operator basis because in the scattering processes we are
going to deal with, vibrations are involved as localised states.
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Figure 3.7: Pictorial representation of the fast replica relaxation.
3.3.2 Excited State Replicas Relaxation
Vibronic replicas are not stable states. They interact with a reservoir of low- Description of the
physical processenergy degrees of freedom, causing their relaxation to lower lying vibronic states
(figure 3.7).
We can model this process as a weak linear interaction with a reservoir: Potential
Vexcn = Z B†10,nB11,n
∫
z†n(ω)ρ(ω)dω + h.c. (3.46)
Z has the dimensions of an energy and represents the strength of this interac-
tion.
The written term represents the annihilation of a vibronic replica |11n〉; the
released energy is given to other degrees of freedom (localised in the molecule),
represented here by the z†n/zn operator. The h.c. part of the Hamiltonian repre-
sents the process by which a vibronic replica is excited taking the needed energy
from other degrees of freedom.
As before we change the exciton basis:
Vexcn =
2
M(N + 1)
sin2
(
pinz
L0
)
Z·
·
∑
k
∑
q
ei(k−q)·n‖B†10,qB11,k
∫
z†n(ω)ρ(ω)dω + h.c. (3.47)
As before, vibration operators remain localised.
3.3.3 Population of the Vibrational Reservoirs
A correct description of the interaction with vibrational reservoirs should also
explicitly take into account the populations of such degrees of freedom. This, for
example, would describe the fact that after the creation of one degree of freedom
there is a slightly larger probability than before to annihilate it in another
scattering process. However, we expect that, in general situations, phenomena
like that are not very important and furthermore, if they were important, they
would require a specific theoretical description that goes beyond the interest of
this thesis.
54 Photoluminescence and Relaxation Dynamics: Theory
cavity
mode
external
photon
Figure 3.8: Sketch of the leakage of internal photons to external modes.
The process is treated within the quasimode approximation.
Therefore, we make the assumption that the population of the vibrational
reservoirs is always thermal; this allows also scattering processes with a final
polariton higher in energy with respect to the initial one are possible.
3.4 Interaction with the External Modes
Even if high quality cavity mirrors are employed, there is the possibility that
internal photons leave the microcavity, exciting external electromagnetic modes
(figure 3.8). We want to study this process using the quasimode model, or better,
approximation.
3.4.1 Quasimode Approximation
The quasimode approximation is based on the assumptions that:Quasimode
approximation
1. cavity mirrors are higly reflective, this implying that they make a dielectric
modulation so strong that we can solve Maxwell equations in different sub-
spaces with convenient boundary conditions and not in the whole space. In
our situation this means that we can solve separately the electromagnetic
field inside and outside the cavity
2. the inner excitations can “talk” to the outerns only via the electromagnetic
field (and not, e.g., via the electronic excitations)
We decide to use the quasimode approximation because usual microcavity sys-
tems rest within these two assumptions.
We introduce the continuum of external fields, to the left and to right of theExternal fields
Hamiltonians cavity:
Hr =
∑
λ,k
∫
dωk ~ωk a†r,λ,k(ωk)ar,λ,k(ωk) (3.48)
Hl =
∑
λ,k
∫
dωk ~ωk a†l,λ,k(ωk)al,λ,k(ωk) (3.49)
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For every in-plane momentum k there is one continuum of energies ωk, thanks
to the fact that kz is not fixed.
Within the approximation of an interaction parameter omega independent Interaction
Hamiltonian between
inner and outern
modes
and equal to γ/2pi we write the interaction Hamiltonian as follows:
V = i~
√
γ
2pi
∑
λ,k
∫
dωk
[
a†r,λ,k(ωk)aλ,k − a†λ,kar,λ,k(ωk)
]
+
+ i~
√
γ
2pi
∑
λ,k
∫
dωk
[
a†l,λ,k(ωk)aλ,k − a†λ,kal,λ,k(ωk)
]
(3.50)
This interaction Hamiltonian models a weak linear coupling between internal
and external modes conserving the in-plane momentum k, because of the trans-
lational invariance of the system. This means that each internal photon talks to
a continuum of photon, the label of these states being ωk.
The coupling parameter γ is proportional to 1 − R, where R is the reflectivity
of the mirrors.
3.5 Master Equation Approach
We have now introduced all the ingredients going to play a role in the polariton
dynamics: we can use the interactions introduced in section 3.2.3, 3.3 and 3.4
to write an equation describing the time evolution of the polariton populations.
We are interested in the photoluminescence properties of the microcavity Resonant CW
pumpingunder resonant CW pumping. Resonant pumping means that the laser injecting
photons (and thus excitations) inside the microcavity is set to the very energy
and the very angle (i.e. in-plane wavevector) of one specific polariton with the
result of exciting that specific quasiparticle. The continuous wave (CW) as-
sumption states that pumping pulses are much longer than typical relaxation
times of the excitations, so that the luminescence we are detecting comes from
a steady-state situation.
As already pointed out in a previous section, the conceptual steps of our Conceptual steps of
the approachapproach are the following:
1. Diagonalization of the Hamiltonian including the main (strongest) inter-
action, i.e. the light-matter interaction involving |00〉 ←→ |1n〉 transitions.
This gives us new quasiparticles, called polaritons, that are neither exci-
tons nor photons, but a mixture of them; they span the one-excitation
manyfold of the system.
2. Use of the other small interactions to set up a number of polariton scatter-
ing rates within the Fermi Golden Rule framework. These scattering rates
automatically give us an equation governing the population dynamics of
different polaritonic levels.
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Figure 3.9: The interaction with localised molecular reservoirs gives rise
to polariton scattering processes which don’t conserve the in-plane momen-
tum.
3. After the inclusion of a suitable pumping term, we can solve the master
equation looking for the steady-state populations n˜i,k that will be easily
connected to the photoluminescence properties of the system.
The diagonalization of the polariton Hamiltonian was performed in sectionPolaritons
3.2.1. Polaritons Hamiltonian is given in equation 3.31 whereas the polariton
operators are given in equation 3.32.
3.5.1 Scattering Rates
In this subsection we calculate the scattering rates associated with the interac-
tion potentials that have been presented in the previous sections.
We stress that all the scattering phenomena we are going to consider are
mediated by processes localised on molecules that, due to the excitation or
de-excitation of molecular degrees of freedom, don’t conserve the in-plane mo-
mentum (figure 3.9).
Light-Matter Interaction Involving Ground State Replicas
This subsection describes scattering between polaritons mediated by those pho-Physical interpretation
toemission molecular processes that leave some energy inside the involved molecule
as a vibrational quantum energy |01〉. We are then taking into account |10〉 −→
|0n〉 (n 6= 0) molecular transitions8.
When dealing with this process in section 3.2.3, we showed that consideringLocalised vibrations
localised or coherent vibrational states would have given different results. We
8Scattering rates from |11〉 −→ |01〉 transitions require an easy adaptation of the formula
given here below.
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decide to work in the approximation that our final vibrational states are localised
on molecules |01n〉 and we take therefore in account the potential in equation
3.34. Due to the anisotropy of the system, we can no longer separately treat the
polarizations but we must consider the whole light-matter potential.
The scattering rate from polariton |pik〉 = pi †k |g〉 to polariton |pjq〉 with the Scattering rates
creation of one ground vibronic replica, whose energy is ~ω′, is:
W
(lm)
n i,k−→j,q =
2pi
~
4pi~ωq
LAε
2
M(N + 1)
sin2
(
pinz
a(N + 1)
)
Se−Sµ‖·
·
∣∣∣iΥj∗s,q sinφ+Υj∗p,q√1− |q|2|q|2+q2z cosφ∣∣∣2 ·
· |Υi10,k|2 δ(Ei(k)− Ej(q)− ~ω′) (3.51)
This scattering rate is mediated by only one molecule located in n, but every
molecule separately interacts with polaritons and scatters them. Therefore, due
to the fact that we are not interested in the final vibrational situation, we can
sum the scattering rates due to different molecules involving the same polaritonic
initial and final situations:
W
(lm)
i,k−→j,q =
∑
n
W
(lm)
n i,k−→j,q =
=
2pi
~
4pi~ωq
LAε
Se−Sµ‖
∣∣∣iΥj∗s,q sinφ+Υj∗p,q√1− |q|2|q|2+q2z cosφ∣∣∣2
|Υi10,k|2 δ(Ei(k)− Ej(q)− ~ω′) (3.52)
The scattering is effective only when the final polariton energy is less than
the initial polariton energy. The inverse process in which a ground replica is
annihilated by a photon absorption is neglected because, following subsection
3.3.3, the thermal population of the replica is negligible (E10 ∼ 0.1 eV).
Low-Energy Degrees of Freedom
This subsection describes scattering between polaritons mediated by the release Physical interpretation
(absorption) of some energy to (from) low energy degrees of freedom localised
on one molecule.
We take in account the potential V(1)n in equation 3.45.
The scattering rate from polariton |pik〉 to polariton |pjq〉 involving the molecule Scattering rates
located in n is:
W
(1)
n i,k−→j,q =
2pi
~
(
2
M(N + 1)
)2
sin4
(
pinz
L0
)
·
·
(
|W10|2|Υj10,q|2|Υi10,k|2 + |W11|2|Υj11,q|2|Υi11,k|2
)
ρ(ωfin) (3.53)
We decide to neglect the dependence of the prefactor on the energy exchanged
and use an effective typical time τ (1), that becomes the only parameter modi-
58 Photoluminescence and Relaxation Dynamics: Theory
fying the strength of the interaction:
W
(1)
n i,k−→j,q =
1
τ (1)
(
2
M(N + 1)
)2
sin4
(
pinz
L0
)
·
·
(
|Υj10,q|2|Υi10,k|2 + |Υj11,q|2|Υi11,k|2
)
(3.54)
This scattering rate is mediated by only one molecule located in n. Following
the same conceptual procedure of the previous section, we sum the scattering
rates due to different molecules involving the same initial and final polaritonic
states. Using the following identities:∑
n||
|ei(q−k)·n|| |2 =M (3.55)
∑
nz
sin4
(
pi
a(N + 1)
nz
)
=
3
8
(N + 1) (3.56)
we get:
W
(1)
i,k−→j,q =
∑
n
W
(1)
n i,k−→j,q =
1
τ (1)
3
2M(N + 1)
·
·
(
|Υj10,q|2|Υi10,k|2 + |Υj11,q|2|Υi11,k|2
)
(3.57)
If the final polariton has less energy than the initial one, this formula is correct
in the approximation that the population of the degrees of freedom is very small
(1 + ndof ≈ 1). If we want to study scattering with final polariton having more
energy that the initial one, we should moltiply this formula by the thermal
population of the degrees of freedom. This strongly decrease these scattering
processes.
We expect this scattering process to be mainly responsible for intrabranch scat-
tering.
Excited State Replicas Relaxation
In this subsection we describe scattering between polaritons caused by thePhysical interpretation
excitation/de-excitation of one excited state replica.
We take in account the potential Vexcn in equation 3.46.
The scattering rate from polariton |pik〉 to polariton |pjq〉 involving the anni-Scattering rates
hilation of one vibronic replica at the molecule located in n is:
W
(2)
n i,k−→j,q =
2pi
~
2
M(N + 1)
sin2
(
pinz
L0
)
|Z|2ρ(Efinal)|Υj10,q|2|Υi11,k|2 (3.58)
Following the same procedure of the previous process we introduce a typical
time τ (2) and then sum over all the molecules.
W
(2)
i,k−→j,q =
1
τ (2)
3
2M(N + 1)
|Υj10,q|2|Υi11,k|2 Eik > Ejq (3.59)
3.5 Master Equation Approach 59
This rate was calculated using only the written term in equation 3.46 and then
this process is effective only if the final polariton has less energy than the initial
one. Scattering to higher energy polaritons must be calculated using the h.c.
term of equation 3.46 and a thermal population of the degrees of freedom to
deexcite ndof has to be included:
W
(2)
i,k−→j,q =
1
τ (2)
3
2M(N + 1)
ndof |Υj11,q|2|Υi10,k|2 Ejq > Eik (3.60)
Interaction with the External Modes
This subsection describes the interaction of the internal photons with the ex- Physical interpretation
ternal ones.
We refer to the quasimode approximation, discussed in section 3.4.1. The inter-
action potential is shown in equation 3.50.
The scattering rate of the polariton |pik〉 to all the external photons with the Scattering rates
same in-plane momentum is:
W qmi,k−→ext,k = γ
∑
λ
|Υiλ,k|2 (3.61)
This equation has a very nice meaning. It shows that the more photonic the
polariton is, the more it is likely to escape.
3.5.2 Master Equation
Amaster equation simply states that the time derivative of the population of one Definition
specific polariton is equal to the number of incoming (per unit time) polariton
minus the number of outcoming ones. If we define:
W˜i,k−→j,q =W
(lm)
i,k−→j,q +W
(1)
i,k−→j,q +W
(2)
i,k−→j,q (3.62)
the master equation reads:
n˙i,k =
∑
j,q
(
W˜j,q−→i,knj,q − W˜i,k−→j,qni,k
)
+
−W qmi,k−→ext,kni,k + Pi,k (3.63)
where Pi,k represents the pumping term.
In order to solve for the steady-state population n˜i,k we have to put: Steady-state
populations
n˙i,k = 0 (3.64)
and then the master equation becomes a simple linear system, easily solvable.
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3.5.3 Photoluminescence
The problem that will be addressed in this section could be expressed by the Problem to solve
following question: “if we know the steady-state population of the polariton
modes, what luminescence do we measure?”
We start assuming that the solution of the master equation gave us the n˜i,k.
Photoluminescence is calculated as the number of emitted photons per unitDefinition of
photoluminescence time. We stress that each internal polariton is interacting with a continuum of
external modes labelled by ω and thus we will be dealing with a frequency-
density of photoluminescence, so that an integral over the continuum label is
sufficient to regain the total polariton photoluminescence.
The frequency dependent photoluminescence coming from the i-th polariton is
given by the following expression:
fi,k(ω) =W
qm
i,k−→ext,k n˜i,k ρi,k(ω) (3.65)
where ρi,k(ω) describes how the internal polaritons populate the different ex-
ternal modes. It is some kind of spectral shape of the luminescence and it must
satisfy the property: ∫
dωρi,k(ω) = 1 (3.66)
so that the integral of the luminescence gives the total number of emitted pop-
ulation per unit time: ∫
dωfi,k(ω) =W
qm
i,k−→ext,k n˜i,k (3.67)
We know from the theory of the linear interaction between an initially-Lorentzian broadening
excited discrete state with a continuum of levels that the energy, stored at the
beginning in one only state, is then released to the continuum, causing not-
reversible absorption. The energy isn’t given to the states in equal amounts but
following a lorentzian distribution centered on the states conserving the energy.
This means that the luminescence coming from a polariton will have a lorentzian
shape with linewidth equal to the polariton lifetime Γi,k:
Γi,k =
∑
j,q
W˜i,k−→j,q +W
qm
i,k−→ext,k (3.68)
and centered on the modes with ~ωk = Eik:
ρi,k(ω) =
1
pi
Γi,k
(~ω − Eik)2 + Γ2i,k
(3.69)
The total luminescence of the microcavity at fixed k Fk(ω) is then givenTotal
photoluminescence summing over all the polariton modes:
Fk(ω) =
∑
i
fi,k (3.70)
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Usual plots show photoluminescence in arbitrary units.
In the next chapter we will report results of simulations implementing the
theory developed so far. Many different physical situations will be addressed and
we will try to find the consequences of the new relaxation pathways described
in the previous sections.
In particular, in section 4.6, we will try to relax the CW approximation,
i.e. we will perform a time-dependent analysis. It will be then clear that, even
if we simulate a pulsed pumping, the spectral shape of the luminescence does
not change. In fact equation 3.63 is a linear differential equation in which Pi,k
acts as a source injecting excitations that are soon redistributed among the
polaritons by the scattering rates. Due to the fact that these rates are not
time-dependent, the population (and thus photoluminescence) distribution is
the same of the steady-state situation and thus the final luminescence spectral
shape is got from the very beginning. The different pump features only affect
the intensity of this luminescence, that, however, is not particularly interesting.
A different situation is that considering non-resonant pumping, because the
relaxation processes are completely different from those considered as far. In this
case the laser does not inject a polariton, but, with a more “casual” pumping,
higher energy (than polaritons’) molecular reservoirs are excited. These exci-
tations then relax to lower energy reservoirs, that then populate the polariton
states; only at this time, that is usually a dozen of picoseconds after the begin-
ning of the pumping, the steady-state spectral shape is got. In the next chapter
we will not consider such a process, that is worth of discussions mainly when a
specific situation is addressed; furthermore it would have not taught us nothing
on the effects of the new relaxation pathways.
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Chapter 4
Photoluminescence and
Relaxation Dynamics:
Numerical Simulations
In the following we present a numerical analysis of the photoluminescence prop-
erties of organic microcavities with materials featuring vibronic replicas both at
the ground and at the excited state.
We remind that up to now there are no experimental measures concerning
photoluminescence and thus the present simulations are some kind of theoreti-
cal speculations. We are not interested in describing a particular experimental
situation but in exploring the parameter space, to show how physically differ-
ent processes can give rise to qualitatively significant features and affect the
photoluminescence.
We start with some introductory remarks on technicalities concerning the
numerical implementation of the developed theory (section 4.1). The following
four sections analyse four situations with molecules featuring different energy
levels (sections 4.2, 4.3, 4.4 and 4.5). In the last section a brief discussion on
time-dependent analyses is given (section 4.6).
4.1 Computational Remarks
Before presenting the results of the simulations, we expose some remarks con-
cerning the developed algorithm.
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4.1.1 Parameters
We start with a brief discussion of the main parameters used in the simulation.
We are interested in describing a general situation, and therefore the parameters
are chosen to fit the main features of organic materials.
Cavity features We simulate a microcavity of length 2000 A˚. The cavity is
filled with a material of dielectric constant ε = 3.0. The crystal layer is
put exactly in the middle of the microcavity. We suppose that it has a
cubic Bravais lattice, with lattice constant a = 18 A˚. The number N of
parallel atomic layers is 20.
Photon linewidth A typical photon linewidth varies from 0.01 eV to 0.03 eV
for microcavities reaching reflectivity values larger than 95%. The relative
photon lifetimes vary respectively from 150 fs to 50 fs. In the program we
used the intermediate value of 0.02 eV.
Molecular energy levels The ground state energy is equal to 0.0 eV. In the
following, the excited state energy will vary from 1.9 to 2.0 eV. We stress
that due to the intermolecular interactions the crystal resonance is slightly
lower (see the Hamiltonian 3.30 in section 3.2.1). We use as molecular
dipole strength µ‖ = 9.0
√
eV A˚
3
. This parameter is difficult to check in
experimental works, nevertheless we employ it because it gives perfectly
reasonable dispersion relations.
Exciton linewidth We have to distinguish between homogeneous and inho-
mogeneous broadening. We consider excitons with a large lifetime, up to 1
ps, and therefore we use a tiny homogeneous broadening linewidth, equal
to 0.002 eV. The inhomogeneous broadening is much more significant, up
to 0.2 eV, the value we employ.
Relaxation time The relaxation time is very difficult to check in experimental
works, also becausewe developed an effective model. We extimate this
parameter looking at the results it gives. We expect that the ratio between
the peak intensities of upper and lower polaritons is within the range of
1÷ 5%. Nevertheless we expect the typical relaxation time to vary in the
range of 100÷ 600 fs.
4.1.2 On the Presence of an Exciton Reservoir
In usual cavity situations, the anticrossing region doesn’t extend beyond |k| =Anticrossing region
and first Brillouin zone 0.001 A˚−1, i.e. remains within the zone covered by typical mirror stop-band:
for larger values there would be no stable cavity photons and thus polaritonic
phenomena could not occur. However, the first Brillouin zone is much larger
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than the anticrossing region; we can give a simple estimate of this. The area of
the anticrossing region is:
Aanticrossing = pi(0.001)2A˚−2 ∼ 3 · 10−6A˚−2 (4.1)
whereas the area of the first Brillouin zone is:
ABZ =
(
2pi
a
)2
A˚
−2
=
4pi2
20 · 20A˚
−2 ∼ 10−1A˚−2 (4.2)
so that the latter is more than four order of magnitude larger than the first.
When dealing with scattering processes, we cannot neglect the presence of
such a large quantity of excitations. Inside the anticrossing region, the correct
way to deal with the excitations belonging to the one-excitation manyfold is to
work within the polariton framework. Outside the anticrossing region, photons
are going to play a negligible role due to the lower reflectivity of mirrors at
such incidence angles and to the fact that are too high in energy to significantly
interact with excitons. We must only consider pure excitonic states that act as
a reservoir, because their scattering rates to and from other excitations are the
same.
From a computational point of view, it would be impossible to take sepa-
rately into account all these excitons: we must use a trick. We are not interested
in the population of each of these excitons, but only in how their presence affect
the population evolution. Thus, we define a pseudo-state whose population is the
sum of the populations of these excitons. Scattering rates from this pseudo-state
are the same as before whereas each scattering rate to this pseudo-state is the
product of the number of reservoir excitons times the corresponding scattering
rate to one of the excitons.
4.1.3 On the Bidimensionality of the Anticrossing Region
The anticrossing region is a bidimensional circle with radius 0.001 A˚−1 in the
center of the Brillouin zone. Because of the anisotropy of the system, polaritons
along different radii form interacting with differently polarized photons and thus
have different Hopfield coefficients. For example, a polariton propagating with
wavevector parallel to the molecular dipoles is made by only p photons whereas
a polariton propagating along a direction perpendicular to the dipoles has only
a s photons partecipation. A correct master equation should take into account
separately these states, because their mutual scattering rates vary.
Let’s start considering an isotropic situation, in which polariton Hopfield
coefficients depend only on the absolute value of the wavevector |k|. The nu-
merical algorithm then divide the anticrossing region in many rings of the same
thickness, in such a way that inside every ring there is one representative k of
the discretised Brillouin zone. We calculate the polaritons and the respective
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scattering rates for each of these k. Then, when we write the master equation,
we have only to take into account that polaritons with larger |k| represent a
larger number of polaritons than polaritons with smaller |k| due to the fact
that their ring has a larger surface; this is done multiplying the rates by suit-
able coefficients. After that, the population we obtained for each polariton state
refer to the whole population of the represented ring. We suppose that the mi-
crocavity emits a light cone and that measures are performed considering a
one-dimensional slice of such cone. We then divide the calculated populations
by a factor proportional to the area of the ring.
If we take into account the presence of anisotropy, we can no longer affirm
that in one ring polaritons have the same Hopfield coefficients. We then divide
each ring in sectors of the same angular amplitude and calculate, for each of
them, a representative polariton and in the master equation we consider this
larger number of polaritons. Unluckily, due to memory problems, it has not been
possibile to perform simulations even in the simplest situation of rings divided
only in two sectors and the work has thus been made considering the ring as
a whole. However we do not expect that a more exact simulation would have
given qualitatively different results.
4.2 First Simulation: Two Polaritons
This is the first of four sections in which we report and discuss the results of
the simulations.
In this section we consider a microcavity filled with a crystal layer composed
of an organic material without vibronic replicas; the system is in strong coupling
and we expect to detect two polaritons.
The computational parameters used in the simulation are the following:
Regime Strong coupling
Molecular levels |00〉, |10〉 E10 1.9 eV
γhmg 0.002 eV γinh 0.2 eV
γpht 0.02 eV τ (1) 200 fs
The dispersion relations of the system normal modes are plotted in figure 4.1.
Photons whose polarization is parallel to the dipole interact with excitons and
give rise to two polariton branches; the middle photon-like dispersion describes
the transverse photon that doesn’t strongly couple to matter. We can observe
that the anticrossing phenomenon takes place only for wavevectors smaller than
0.001 A˚−1.
We can simulate a CW resonant pumping performed in the large k zone of
the upper polariton, a region that is mainly photon-like.
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Figure 4.1: Dispersion relations of the normal propagating modes for a
strongly coupled organic microcavity. There are no vibronic replicas. Pho-
tons whose polarization is parallel to the dipole interact with excitons and
give rise to two polariton branches (the upper and the lower). The middle
photon-like dispersion relation represents the other photon polarization.
In figure 4.2 we plot the steady-state populations of the upper and lower
polaritons. Obviously, the lower branch has a population larger than the other’s
one; both branches have more population in regions with larger exciton parte-
cipation (i.e. for the lower one, in the large k zone, and for the upper one, in
the small k zone.). The large k upper polaritons are strongly photon-like: they
are very likely to decay in an external photon and therefore their population
rapidly decays as k approaches larger values.
In figure 4.3 we show a pictorial representation of the microcavity photo- Photoluminescence
peak and bottleneckluminescence. Photons mainly come from the lower polariton branch and the
intensity distribution has a peak (the plot becomes brighter) in the anticrossing
region.
Such phenomena, when dealing with inorganic microcavities, are usually ad-
dressed as bottleneck effects and generally express that the more one polariton
is photon-like the less the phonon-mediated relaxation is effective, whereas the
radiative recombination rate is enhanced, with the result of a luminescence peak.
The luminescence peak we are concerned with does not correspond to a popu-
lation peak but it is due to the contemporary action of the fast photonic decay
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Figure 4.2: Steady-state populations of upper and lower polaritons, whose
dispersion relations are plotted in figure 4.1. Resonant CW pumping was
performed in the large k region of the upper branch, where it has an im-
portant photon partecipation.
Figure 4.3: Pictorial representation of photoluminescence for the two po-
lariton system described in figure 4.1. CW resonant pumping is performed
in the large k region of the upper branch, mainly photonlike. Photolumi-
nescence has the major contribution from the lower branch, nevertheless
there are also photons coming from upper polaritons (see figure 4.4).
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Figure 4.4: Photoluminescence spectrum coming from the microcavity
described in figure 4.1. Each solid line represents the luminescence spectrum
at definite k vector. The darkest one is taken at |k| ∼ 0 A˚−1 whereas the
lightest one is taken at |k| ∼ 0.001 A˚−1. It is possible to recognize a small
amount of light at ∼ 1.95 eV: these photons come from upper polaritons.
Figure 4.5: Photoluminescence spectrum taken for |k| = 0.0001 A˚−1. We
can see that the ratio between the peak intensities of upper and lower
polaritons is ∼ 5%.
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Figure 4.6: Polariton steady-state populations for different detunings. The
detuning is varied changing the molecular resonance energy and is equal to
0.0 eV when the exciton is at 1.825 eV. The more the molecular energy
increases, the more the upper polariton population decreases.
and of the long life of excitons and thus somehow remind a bottleneck. In the
large k zone of the lower polariton, there is an important partecipation of exci-
tons, causing polaritons to be very stable and also not very likely to escape and
be detected (large population and low photoluminescence). In the anticrossing
region polaritons become more photon-like: there is more probability to detect
them and this causes a rather enhanced luminescence peak. As far as the small
k zone is concerned, the emitted light depends on whether the polariton is more
or less photon-like, i.e. it depends on the detuning (see further on).
There is also some luminescence from the small k region of the upper branch,Luminescence from the
upper branch as it is depicted in figure 4.4. These photons mainly come from the small k upper
polaritons, that being mainly exciton-like have a large steady-state population.
In figure 4.5 we can observe the ratio between the peak intensities of upper and
lower polaritons. It is ∼ 5%.
We analyse now the influence on dynamics and luminescence of cavity detun-Detuning
ing, i.e. the difference in energy of the bare photon and exciton at k = 0.0 A˚−1. In
figure 4.6 we plot the polariton steady-state populations for different detunings,
a parameter varied modifying the energy of the molecular resonance from 1.825
eV to 2.0 eV. In the first situation the detuning is equal to zero, correspond-
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Figure 4.7: Photoluminescence spectrum for a two polariton system. The
molecular resonance energy is equal to 1.8 eV.
Figure 4.8: Photoluminescence spectrum for a two polariton system. The
molecular resonance energy is equal to 2.0 eV. The lower polariton photo-
luminescence peak is concentrated in the middle of the branch.
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ing, in the small k region, to lower and upper polaritons with approximately
an equal partecipation of photons and excitons. For increasing molecular reso-
nance energy, the lower polariton becomes more and more photon-like, whereas
the upper polariton becomes more and more exciton-like (always in the small
k region). This explains the strong dependence on the detuning of the upper
polariton population, because the more one state is exciton-like, the more it is
stable (remind that the exciton life-time is quite larger than the photon’s one).
On the contrary, the lower polariton population doesn’t change very much as
the detuning is modified.
Nevertheless, this fact doesn’t imply that the different systems have the same
lower polariton photoluminescence, because photoluminescence depends on the
photonic partecipation, modified by the detuning. We report the photolumines-
cence spectrum of the system for two qualitatively different situations, corre-
sponding to a molecular energy equal to 1.8 eV (figure 4.7) and 2.0 eV (figure
4.8). In both situations the photoluminescence peak is located in the corre-
sponding anticrossing region, where the photonic partecipation is larger; i.e. for
1.8 eV situation in the small k zone and for 2.0 situation in the middle of the
branch.
In both situations it is possibile to recognize the small contribution of the upper
polariton luminescence.
The last parameter that should be checked is the typical relaxation time,
τ (1). However, in this situation, it is the only scattering parameter and doesn’t
change the shape of the luminescence spectrum, but only the intensity (at least
as far as it is varied between 100 and 500 fs).
4.3 Second Simulation: One Vibronic Replica at
the Ground State
Let’s now consider a microcavity whose organic active layer is made of molecules
with one vibronic replica at the ground state and no excited vibronic replicas.
In this situation a new scattering process is going to affect the dynamics: the
spontaneous emission of light with creation of one vibronic replica (section 3.2.3).
This is an energy-conserving process1, therefore the final polariton has always
the energy of the initial one minus E01, that is a fixed value.
The computational parameters used in the simulation are the following:
1The final “polariton + vibration” state must have as a whole the energy of the initial
polariton.
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Figure 4.9: Polariton dispersion relations of the system treated in section
4.3. Pink dots represent the resonantly pumped zone.
Regime Strong coupling
Molecular levels |00〉, |10〉, |01〉
E10 2.0 eV E01 0.1 eV
γhmg 0.002 eV γinh 0.2 eV
γpht 0.02 eV τ (1) 200 fs
We start plotting the disperion relations of the system (figure 4.9). The
presence of one ground state vibronic replica doesn’t give rise to a new polariton,
so that the propagating modes are completely equivalent to those studied in
the previous section. Pink dots show the region of the upper polariton where
resonant CW pumping is performed.
Steady state populations are plotted in figure 4.10. If we compare this plot
to figure 4.2, we observe that they differ for the presence of a peak at ∼ 0.0004
A˚−1. This must be due to the presence of the new scattering process, that is,
from a dynamical point of view, the only difference with respect to the previous
situation. We think that it is due to scattering from the exciton reservoir. In
fact, even if this scattering process could start from each polariton, the observed
peak can only be the result of scattering from a largely populated state, that
is, in our situation, the exciton reservoir. This is clear when we consider figure
4.11, where a pictorial representation of the photoluminescence is given. The
peak of the lower polariton populations gives rise to a distinct peak in the
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Figure 4.10: Polaritons population for the system studied in section 4.3.
The presence of a peak is due to scattering mediated by molecular photoe-
mission from the exciton reservoir.
Figure 4.11: Photoluminescence of the system studied in section 4.3. It is
possibile to distinguish one peak coming from the lower polariton, created
by scattering from the exciton reservoir, that has a very large population.
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photoluminescence spectrum; we can observe that this peak energy is equal to
that of the exciton reservoir minus one vibronic quantum.
We stress that due to resonant pumping we have also large population of the
directly injected polaritons. Nevertheless, if we look at the dispersion branches,
there are no possible final states that are 0.1 eV lower in energy. The only
states satisfying the energy conservation are the transverse photons that cannot
be populated by molecular photoemission.
4.4 Third Simulation: One Vibronic Replica at
the Excited State
We consider now a microcavity filled with an active layer made of organic
molecules with one vibronic replica at the excited state. This affects the polari-
ton dispersion relations, because the new replica behaves like a new resonance
and thus a new polariton appears. In this three-polariton situation a new scat-
tering process is effective: the molecular relaxation of one vibronic replica to the
vibrational ground state (section 3.3.2). This process competes with the intra-
branch relaxation, that has been introduced in section 4.2, characterized by
typical time τ (1). The typical time of the new process, τ (2), is generally rather
smaller, reaching values of some tens/hundred fs. Obviously the photoemission
with creation of one ground vibration is now not effective. This paragraph will
be mainly useful in order to check how different values of τ (1) and τ (2) affect
the photoluminescence.
The computational parameters used in the simulation are the following:
Regime Strong coupling
Molecular levels |00〉, |10〉, |11〉
E10 1.95 eV E11 1.95 + 0.1 eV
γhmg 0.002 eV γinh 0.2 eV
γpht 0.02 eV
τ (1) 500 fs τ (2) 100 fs
We plot in figure 4.12 the dispersion relations of this system. There are three
strongly coupled polaritons and the uncoupled photon. Pink dots represent the
region where CW resonant pumping is performed, the large k zone of the upper
polariton, mainly photon-like.
Figure 4.13 shows the steady-state populations of the system. Again, the
upper polariton branch has a very negligible population, rapidly decaying the
more it becomes photon-like. Lower and middle polaritons have comparable
populations, nevertheless the lower branch will give rise to a larger photolu-
minescence because it has more photonic partecipation. The transverse photon
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Figure 4.12: Polariton dispersion relations of the system studied in section
4.4; the organic molecule presents a vibronic replica at the excited state.
There are three polaritons and one transverse photon.
has no population at all because there are no scattering processes that allow its
population.
The photoluminescence spectrum is plotted in figure 4.14. The spectral shape
of the lower branch emission is very similar to those reported in section 4.2 and
features a peak in the anticrossing region; the middle polariton luminescence is
slightly detectable whereas the upper polariton one is negligible.
We performed also an analysis of the dependence of the plot results on the
tipical scattering times τ (1) and τ (2). In figures 4.15 and 4.16 we report the
scattering rates from the two exciton reservoirs (the one with |10〉 excitons and
that with |11〉 excitons) as a function of the energy. We first point out that
scattering from the |10〉 reservoir is due to interaction with low-energy degrees
of freedom (subsection 3.3.1) whereas scattering from the |11〉 reservoir is due
to the excited replica relaxation (subsection 3.3.2). The difference between the
two figures are the values of τ (1) and τ (2):
Figure 4.15 Figure 4.16
τ (1): 500 fs τ (2): 100 fs τ (1): 100 fs τ (1): 100 fs
As a consequence, there are no differences in the spectral shape of the scattering
rates, but in figure 4.15, that is the situation of the previous results of this
4.4 One Vibronic Replica at the Excited State 77
Figure 4.13: Polariton populations of the system studied in section 4.4.
Upper polariton has negligible population, whereas the lower and middle
ones has larger populations.
Figure 4.14: Photoluminescence of the three-polariton system studied in
section 4.4. Lower polariton photoluminescence has the same features of
those studied in section 4.2. The middle polariton luminescence is distin-
guishible.
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Figure 4.15: Scattering rates from the two exciton reservoirs, with |10〉
and |11〉 states. We refer to a situation with molecules with only one replica
at the excited state. τ (1) is equal to 500 fs and τ (2) to 100 fs.
Figure 4.16: The same as in figure 4.15, but now τ (1) is equal to 100 fs
and thus comparable to τ (2).
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section, the scattering from the |10〉 reservoir is less effective. If we dencrease
τ (1) to 100 fs (figure 4.16), a value comparable to the typical time of the other
process, scattering rates from the two reservoirs have similar intensities.
If we consider the features of the spectral shape, we observe that, for energies
higher than the reservoir one, the scattering rates exponentially decay. For ener-
gies lower than the reservoir one, the spectral shape shows peaks corresponding
to flat dispersion relations and thus to peaks in the polariton density of states.
However, we obtained that varying τ (1) within the range of 100÷ 500 fs the
photoluminescence features no qualitative differences, the only difference being
a small shift in the population values and in the photoluminescence intensities
(due to this fact, we do not plot the photoluminescence for τ (1) = 100 fs).
4.5 Fourth Simulation: One Vibronic Replica at
the Ground and One at the Excited State
We can now consider as cavity active layer a crystal whose molecules have one
vibronic replica at the ground state and one vibronic replica at the excited state.
The system features three polaritons and one transverse uncoupled photon, so
that their dispersion relations are analogous to those showed in the previous
section (see figure 4.12). We expect now all the considered scattering processes
to be effective: the intra-branch scattering, the replica relaxation and the photon
emission with creation of one vibration at the ground state.
The parameters used in the simulation are the followings:
Regime Strong coupling
Molecular levels |00〉, |10〉, |01〉, |11〉 E10 2.0 eV
E01 0.1 eV E11 2.0 + 0.1 eV
γhmg 0.002 eV γinh 0.2 eV
γpht 0.02 eV
τ (1) 500 fs τ (2) 100 fs
Resonant CW pumping is performed in the large k region of the upper
polariton, mainly photon-like. Figure 4.17 shows the polariton populations. It
is a mix of the two previous sections: the three polariton populations are very
similar to those shown in figure 4.13 but for the presence of the peak discussed
in section 4.3.
Figure 4.18 shows a pictorial representation of the photoluminescence. Pho-
toluminescence mainly comes from the lower polariton, because, even if lower
and middle polaritons have similar populations, the former has more photonic
partecipation. The peak from the lower polariton is due to scattering from the
exciton reservoir mediated by light emission with creation of one vibronic replica
(see discussion in section 4.3).
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Figure 4.17: Polariton populations for the system studied in section 4.5.
Figure 4.18: Pictorial representation of the photoluminescence coming
from the system studied in section 4.5. There is one peak, due to sponta-
neous emission of the exciton reservoir with emission of one ground replica.
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Figure 4.19: Scattering rates from both the exciton reservoirs, with |10〉
and |11〉 states. We refer to a situation with molecules with one replica at
the ground state and one at the excited one. τ (1) is equal to 500 fs and τ (2)
to 100 fs.
It can be interesting to analyse the scattering rates from both the exciton
reservoirs, as done in the previous section; we plot them as a function of the
energy in figure 4.19. A comparison with figure 4.15 can be interesting; in that
picture the same simulation with the same parameters was performed as in fig-
ure 4.19, the only difference being that now we take into account the presence of
ground vibronic replicas, and thus the possibility of scattering processes medi-
ated by the emission of one photon leaving nuclear vibrations (sections 3.2.3 and
4.3). This is the process causing the difference between the figures: the presence
of a new feature at ∼ 1.83 eV; a last check can be the observation that it rests
at ∼ 0.1 eV below the reservoir energy.
4.6 Time-Dependent Analysis
It is now interesting to have an insight of the consequences of relaxing the
approximation of CW resonant pumping. Therefore, we developed a numerical
program that, integrating the time dependent master equation, solves for a
pulsed pumping.
In order to test the new algorithm, we start simulating the previous setup
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Figure 4.20: Time dependent evolution of the lower polariton branch pop-
ulation for a two polariton simulation under a CW pumping (section 4.2).
During the simulation the pump is always on and the populations tend to
a limiting value, plotted in red. τ (1) = 200 fs.
Figure 4.21: Zoom of figure 4.20; the small |k| region is put in evidence.
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Figure 4.22: Time dependent evolution of the lower polariton branch pop-
ulation, for a two polariton situation (section 4.2). We simulate a pump
pulse of 500 ps. Until the pump is on, populations increase. The red line
shows the maximum population, at the moment of turning off the pump.
After that, more slowly, populations decrease.
of CW pumping2. We consider the simplest two polariton situation of section
4.23 and try to give an extimate of the relaxation time, addressing with this
expression the time needed by the system to reach the steady-state. We know
that populations exponentially tend to the limit steady value and we consider
the system relaxed when they differ from the final values less than the 10% of it.
Figure 4.20 shows the population evolution with τ (1) set to 200 fs. The system
can be considered relaxed after a ten/hundred of nanoseconds, depending on the
efficiency of the scattering rates. In figure 4.21 a zoom of the small k region is
given.
The value obtained shows us that the considered CW situation, even if sim-
ple, could be quite unrealistic. In fact, in ordinary experimental situation, too
long pulses can burn the microcavity or at least degradate it, so that a short-
pulse situation is generally preferred, even if experimentally more challenging;
it is then important to check whether a pulsed pumping completely modifies the
dynamics.
2We stress that in a CW situation the pump is always on.
3with the same computational parameters
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Figure 4.23: Photoluminescence plot after 500 ps from the beginning of
the pulses. The reader can verify that it exhibits the same features of figure
4.3, where we showed the luminescence of the same system under CW
pumping.
Figure 4.24: Photoluminescence spectrum after 500 ps from the beginning
of the pulses. The reader can verify that it exhibits the same features of the
plot in figure 4.4, where we showed the luminescence of the same system
under CW pumping.
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In figure 4.22 we show a time dependent simulation of the evolution of the
lower polariton populations for pulses of 500 ps. As natural, population increases
until the pump is on (red line) and then very slowly decreases. Due to the
fact that scattering rates do not depend on time, the spectral shape of the
population is soon obtained; the pump, acting as a population source, injects
energy inside the cavity, changing only the population number. The limiting
value of stationary populations is due to the fact that the cavity has a maximum
“capacity” and that after it has been completely filled by the pump, the number
of ejected photons equals the number of injected ones.
This property justifies the previous analysis. In fact, since photolumines-
cence is usually plotted in arbitrary units, we are only interested in its spectral
features, that do not depend on the pulse length, but on scattering rates. This
justifies a numerical approach describing the simplest CW resonant pumping
instead than the more demanding (from a computational point of view) pulsed
situation. The reader can verify the equivalence of the two approaches com-
paring figures 4.23 and 4.24, obtained with a time-dependent master equation
describing pulsed pump, to the previouses 4.3 and 4.4.
A more complex situation would have been the study of non-resonant pump-
ing, in which the external laser chaotically excites high-energy reservoirs. In this
situation the relaxation process starts from these high-energy states that decay
populating the exciton reservoir; only when the reservoir reaches a significant
population, scattering phenomena populating polaritonic states can be taken
into account. This means that the luminescence gets its final spectral shape
only after the time needed by the excitation to decay to low-lying states. This
processes have been extensively theoretically discussed for organic microcavities
embedding J-aggregates [12] and in that situation this time was of the order of
10÷ 100 ps.
In this chapter a numerical analysis of the problem of photoluminescence
for microcavities embedding organic resonant layers has been presented. We
were interested in describing how new relaxation processes affect the relaxation
dynamics of the cavity excitations. Therefore, the computational parameters has
been set each time to values that could stress the presence of novel scattering
phenomena or interesting luminescence features, without leaving the physically
meaningful region of the parameters space. Finally, a brief insight into the time
dependent situation has been given.
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Conclusions
In this thesis a study of the photoluminescence properties of microcavities em-
bedding organic materials featuring vibronic progressions has been presented.
This work is the ideal prosecution of the study performed in 2007 by Fontanesi
and La Rocca, who analysed the optical properties of the same microcavities
[17]. Their analysis had been motivated by the results of Holmes and Forrest,
the first experimentalists able to observe strong coupling with organic polycrys-
talline layers [15].
We stress again that to the best of our knowledge no photoluminescence
measures on such systems have been performed and thus this thesis is the first
investigation of a field that has never been explored. Even if our work could look
somewhat speculative, we think that the interest of the research topic justifies
this first attempt. In fact, to be concerned with this luminescence problem
implies to be concerned with the more intriguing relaxation dynamics of vibronic
systems inside cavities.
The problem, in its entire complexity, is too demanding, both from a the-
oretical and from a computational point of view, so that a large number of
models, assumptions and approximations has been used. Due to the fact that
we were not interested in reproducing specific experimental results, it has been
necessary to develop a general purpose model containing the smallest possible
number of free parameters, preferring the employment of an effective descrip-
tion to an accurate microscopical analysis that, however, would have been too
demanding from a computational viewpoint.
The results of the simulations show qualitatively new features mainly when
dealing with systems exhibiting vibronic replicas at the ground electronic state.
In such a situation it is possible for an excited molecule to emit one photon and
to decay to a vibronic state, i.e. to leave some energy in the form of molecular
nuclear vibrations. This process has been shown to be responsible for novel
emission peaks, that are the more interesting result of this work.
Even if at present experimental research groups working on strong coupling
in organic microcavities are a small number, we expect that the fast progress in
developing new and better techniques should provide, in the next years, a larger
amount of experimental data, to which our model will be effectively applied. The
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request of narrow and intense absorption peaks to get layers strongly coupled
to light is one of the most relevant problems that limits the variety of materials
on which measures have been performed. In this respect too we expect that
new evaporation and growth techniques, together with the improvement of the
spectra analysis, will give, in the next years, significant results.
Nevertheless, even if now the link of this work with measures is rather weak,
it opens the way to a new class of theoretical investigations concerning the
problem of strong coupling between light and resonant layers whose energy
structure requires a description more complex than the usual two-level systems.
Up to now, this work included, only systems with one populated ground level
have been considered. The next step should then be the study of systems fea-
turing at least two ground level replicas with a significant thermal population:
in this situation we expect the formation of more complex polariton dispersion
relations that could be worth of further discussion.
Computational Methods
All the simulations presented in this thesis have been written in Python with
ex-novo numerical algorithms. Two libraries have been mainly used: numpy and
matplotlib, the first for dealing with n-dimensional arrays and the latter for the
plotting functionalities. The scipy library, a Fortran-based collection of scientific
computing utilities, has been used as far as linear algebra operations, differential
equation integration or special functions were required. In order to speed up the
computing processes the psyco module has been employed. Finally, the Tkinter
package has been used for providing a graphical interface to the program.
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