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Chiral superconductors are two-fold degenerate and domains of opposite chirality can form, sepa-
rated by domain walls. There are indications of such domain formation in the quasi two-dimensional
putative chiral p-wave superconductor Sr2RuO4, yet no experiment has explicitly resolved individ-
ual domains in this material. In this work, c-axis domain walls lying parallel to the layers in chiral
p-wave superconductors are explored from a theoretical point of view. First, using both a phe-
nomenological Ginzburg-Landau and a quasiclassical Bogoliubov-deGennes approach, a consistent
qualitative description of the domain wall structure is obtained. While these domains are decoupled
in the isotropic limit, there is a finite coupling in anisotropic systems and the domain wall can
be treated as an effective Josephson junction. In the second part, the formation and structure of
half-quantum vortices (HQV) on such c-axis domain walls are discussed.
I. INTRODUCTION
The unconventional superconductivity in the quasi
two-dimensional layered perovskite Sr2RuO4, discovered
more than two decades ago1, continues to attract con-
siderable interest. Following early predictions of spin-
triplet superconductivity in connection with the strong
Hund’s coupling between the Ru d-orbitals2,3, a large
number of experiments have pointed toward an odd-
parity4,5, spin-triplet6–8 and time reversal symmetry-
breaking9–11 superconducting state. This makes chi-
ral p-wave pairing the most probable candidate12–14, al-
though challenging discrepancies remain15. In particu-
lar, recent NMR-Knight shift data show discrepancies
to earlier results being more consistent with spin singlet
pairing16–18. It is unclear so far whether spin-orbit cou-
pling and the multi-orbital nature of the electronic band
structure would make the results compatible with spin
triplet symmetry19,20.
The chiral p-wave state is two-fold degenerate with
phases of positive and negative chirality ± connected
through time reversal. If full rotation symmetry around
the z-axis is present in the electronic structure, the cor-
responding Cooper pair states can be attributed a defi-
nite angular momentum ±~. The formation of domains
of opposite chirality is possible upon the nucleation of
the superconducting phase and depends on the cooling
process. However, despite extensive experimental inves-
tigation no direct observation of the domains has been
reported such that their structure and size is unknown
to date.
Two typical domain geometries should be considered
for a layered superconductor with a quasi-2D electronic
structure. The first is the ab-plane (inplane) domain wall
which separates regions of opposite chiralities within the
same layer. These domain walls support chiral quasi-
particle modes indicative of the non-trivial topological
nature of the chiral state21,22. The details of the domain
wall structure, such as the stable configurations and the
behavior of the two chiral components, have been stud-
ied previously within the Ginzburg-Landau theory23–25,
as well as within a quasiclassical approximation26–28.
The existence of these domains was proposed to ex-
plain the spontaneous internal magnetic field observed
in µSR9,26 and the unusual interference patterns in ex-
tended Josephson junctions both between Sr2RuO4 and
a conventional superconductor29,30, and in single crys-
tal ring structures31. However, no direct observation
of domain formation has been reported in real space
scanning probes32–34. Furthermore, the size of the do-
mains inferred from the existing measurements seems
inconsistent35.
The other geometry is the c-axis domain wall which
spans the ab-plane. This type of domain wall is less stud-
ied. However, it is energetically more favorable in com-
parison to the inplane domain walls owing to the weak
interlayer coupling. Experimentally, it has been proposed
that c-axis domains may explain the observed absence of
the spontaneous flux at the surface33.
In the present work we discuss the structure and mag-
netic properties of c-axis domain walls. In the isotropic
limit (full rotation symmetry around the c-axis), such do-
main walls decouple the chiral domains completely from
each other, because the angular momentum of the Cooper
pairs is a good quantum number and restrictive selection
rules apply in Cooper pair tunneling. Thus, a super-
current along the c-axis through the domain wall would
not be possible. By introducing anisotropy into the elec-
tronic band structure, however, a finite coupling appears,
and supercurrents can flow between the chiral domains.
Here we present a comprehensive discussion of the c-axis
domain wall from both a phenomenological Ginzburg-
Landau and a quasiclassical Bogoliubov-deGennes view
point. Both descriptions confirm the finite coupling away
from the isotropic limit, and find that the phase shift
across the junction depends on the sign of the anisotropy
and exhibits a non-trivial periodicity of pi. Like Joseph-
son junctions such domain walls can host vortices which
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2due to the pi-periodicity of the phase are half quantum
vortices (HQV). We note that the HQVs considered here
belong to the class of fractional vortices within the frame-
work of multicomponent order parameters36 and are fun-
damentally different from the HQVs based on the spin ro-
tation of the Cooper pairs in spin-triplet superconductors
which have attracted a lot of interest for their non-trivial
topological properties37–39. We show that the HQVs on
the c-axis domain wall can indeed be stable, and that
both the maximal current across the domain wall and
the characteristic length scales of the HQV depend on
the magnitude of the anisotropy. By tuning the system
towards the isotropic limit, where the two domains are
decoupled, the HQV dissolves along the domain wall. For
stronger anisotropies, when the HQV becomes smaller
than the relevant screening length, non-local effects have
to be taken into account.
In the following, first, the phenomenological Ginzburg-
Landau approach is presented in Sec. II A, providing both
an approximative analytical and a self-consistent numer-
ical solution. This is complemented by a quasiclassical
Bogoliubov-deGennes approach in Sec. II B. Next, we ex-
plore the HQV on the domain wall. Its general structure
is described in Sec. III A, while the full junction phe-
nomenology is analyzed in Sec. III B within a sine-Gordon
framework for both the isotropic and the non-local limit.
II. DOMAIN WALL STRUCTURE
We start with the analysis of the basic structure of c-
axis domain walls in spin-triplet chiral p-wave supercon-
ductors for a systems with an anisotropic electronic struc-
ture. For a system with full rotation symmetry around
the c-axis this state possesses a definite angular momen-
tum Lz = ±1 with a gap function d = ∆0zˆ(kx ± iky).
Much of the phenomenology of this pairing state can
be transferred to other chiral superconducting phases
with the same angular momentum property, such as the
spin-singlet chiral d-wave state with the gap function
ψ(k) = ∆0kz(kx ± iky). While we present here our dis-
cussion for the chiral p-wave state, all qualitative results
also apply to related chiral states.
A. Phenomenological Ginzburg-Landau approach
The Ginzburg-Landau (GL) theory allows for a very
efficient symmetry based approach to inhomogeneous
structures of a superconducting order parameter. It will
provide us with the essential ingredients for the study of
the HQV in the second part of this paper, Sec. III.
The GL free energy of chiral p-wave superconductors
is constructed from a two-component order parameter
belonging to the two-dimensional irreducible representa-
tion Eu of the full tetragonal point group D4h, as used
to describe the odd-parity spin-triplet pairing state given
by d(r,k) = zˆ (ηx(r)fx(k) + ηy(r)fy(k)) in the d-vector
notation, where by d ‖ zˆ corresponds to spin configura-
tion of inplane equal-spin pairing36. Here {fx(k), fy(k)}
are basis functions of Eu, odd in k, and η = (ηx, ηy) de-
notes the two-component order parameter which in the
bulk takes the form η = ηb(1,±i) with the two chiralities
±.
The GL free energy functional is a scalar under all
symmetry operations and, thus, given by36
F [ηx, ηy,A] =
∫
Vp
d3r
[
a (T − Tc) |η|2 (1)
+ b1|η|4 + b2
2
(
η∗2x η
2
y + η
2
xη
∗2
y
)
+ b3|ηx|2|ηy|2
+K1
(|Dxηx|2 + |Dyηy|2)+K2 (|Dxηy|2 + |Dyηx|2)
+
{
K3(Dxηx)
∗(Dyηy) +K4(Dxηy)∗(Dyηx) + c.c
}
+K5
(|Dzηx|2 + |Dzηy|2)+ (∇×A)2/(8pi)],
where Vp is the superconducting region, Tc the critical
temperature, {a, bi,Ki} the GL coefficients, A the vector
potential, and D = ∇− iγA the gauge-invariant deriva-
tive, where γ = 2pi/Φ0 with Φ0 the flux quantum. We do
not resolve the individual RuO2-layers along the c-axis as
in a Lawrence-Doniach type of model of weak interlayer
coupling40–42, because in Sr2RuO4 the coherence length
ξc along the c-direction is considerably longer than the
interlayer distance s12.
1. Anisotropy and GL coefficients
The GL expansion coefficients {a, bi,Ki,K5} are ma-
terial dependent parameters and can either be extracted
from the corresponding microscopic Hamiltonian or ex-
perimental data. Their range is subject to the condition
of stability of the free energy36. Relations between the
sets a, {bi}, {Ki} and K5 can easily be determined from
the linearized GL equations through the experimentally
measured coherence lengths ξab and ξc, the London pene-
tration depths λab and λc, and the GL parameter κ. This
information is useful to write the free energy in dimen-
sionless units such that the only experimental quantities
entering are the superconducting anisotropy γs = ξab/ξc
and the GL parameter κ ≡ κab = λab/ξab, which for
Sr2RuO4 are 20 and 2.6, respectively
13.
The ratios within the sets {bi} and {Ki}, on the other
hand, originate from further details of the electronic
structure43. In a weak-coupling approach for the chiral
p-wave state on a single band (e.g. γ-band of Sr2RuO4)
the coefficients bi are related through the band (Fermi
surface) and gap structure as
b1 ∼ 〈f4x〉FS (2a)
b2 ∼ 2〈f2xf2y 〉FS (2b)
b3 = 2(b2 − b1), (2c)
where 〈·〉FS denotes the average over the Fermi surface.
Introducing the anisotropy parameter of the electronic
3structure as44
ν =
〈f4x〉FS − 3〈f2xf2y 〉FS
〈f4x〉FS + 〈f2xf2y 〉FS
(3)
with ν ∈]− 1, 1[, these further reduce to
b1 =
3 + ν
8
b (4a)
b2 =
1− ν
4
b (4b)
b3 = −3ν + 1
4
b. (4c)
For the sake of definiteness we use fx(k) = vx(k) and
fy(k) = vy(k), with vi the components of the Fermi
velocity, such that the anisotropy of the gap function
is identified with the anisotropy of the Fermi surface28.
The constant b = 2b1 + b2 is chosen such that the ampli-
tude of the bulk order parameter is given by |ηb(T )|2 =
−a(T − Tc)/b.
The parameter ν is a measure for the anisotropy of
superconducting phase as imposed by the electron band
and gap structure28. In the isotropic limit, i.e. for a
completely rotationally symmetric system with a cylin-
drical Fermi surface, the basis functions are fx(k) ∝ kx
and fy(k) ∝ ky, resulting in ν = 0. Note that ν = ±1
corresponds to placing the free energy at the boundary
of the stable region of the chiral p-wave state45.
The analogous discussion for the coefficients of the
gradient terms, {Ki}, leads to K1 = (3 + ν)/4K and
K2 = K3 = K4 = (1 − ν)/4K with the constant
K = K1 + K2. These inplane gradient coefficients ex-
pressed in terms of the anisotropy ν will only enter our
discussion in the later part on the HQV, Sec. III. For
the structure of the c-axis domain wall as discussed be-
low, the order parameter is translationally invariant for
inplane coordinates.
2. Phase shift across the domain wall
Domain walls involve a spatial change of the order pa-
rameter which can be decomposed into a variation of the
amplitude of the order parameter components in the two
domains and a shift of the overall phase across the do-
main wall. First we discuss which phase shift minimizes
the free energy, depending on the anisotropy of the elec-
tronic structure, and then address the shape of the order
parameter across the domain wall in the following sec-
tion.
To analyze the domain wall structure it is convenient
to use an order parameter representation η = (η+, η−) =(
(ηx−iηy)/2, (ηx+iηy)/2
)
directly addressing the two de-
generate chiral states. It is further useful to parametrize
the complex order parameter components in terms of am-
plitude and phase η± = |η±|eiφ± . With the choice of
gauge γAz = ∂zφ+ only the relative phase ϕ = φ−(z >
zdw) − φ+(z < zdw) enters the free energy, with zdw the
position of the domain wall leading to an order parameter
of the form η = (|η+|, |η−|eiϕ),
F [η+, η−] =
∫
dz
[
2a(T − Tc)(|η+|2 + |η−|2)
+ (2b1 + b2)
(|η+|4 + 4|η+|2|η−|2 + |η−|4)
+ (4b1 − 6b2)
(|η+|2|η−|2 cos (2ϕ))
+ 2K5
(
(∂z|η+|)2 + (∂z|η−|)2 + |η−|2 (∂zϕ)2
)]
.
(5)
Here we neglect variations of the order parameter phase
for |z−zdw|  ξ′, where one order parameter component
vanishes, with ξ′ the width of the domain wall (we use
zdw = 0). As the basic structure of the domain wall
only depends on the out-of-plane z-direction, the inplane
spatial dependence can be neglected completely.
It is immediately obvious that the free energy is min-
imized for ϕ = const, such that ∂zϕ = 0. Therefore we
may model the c-axis domain wall using the boundary
conditions
(η+, η−) = (|ηb|, 0) (z → −∞) (6a)
(η+, η−) = (0, |ηb|eiϕ) (z →∞), (6b)
with the bulk value ηb given above. Straightforward
symmetry considerations lead to the general structure
η = (g(z), g(−z)eiϕ), with g(z) being real, positive and
asymmetric with respect to the domain wall (g(z) → 0
for z → +∞ and g(z) → |ηb| for z → −∞). The only
remaining term depending on the phase shift ϕ is then
Fϕ = 2(2b1 − 3b2)|η+|2|η−|2 cos(2ϕ)
= 2νb(g(z)g(−z))2 cos(2ϕ). (7)
Note that this term is concentrated on the domain
wall region and vanishes for |z|  ξ′. The sign of
the anisotropy of the electronic structure ν thus single-
handedly determines the most energetically favorable
choice of ϕ across the domain wall,
ϕ =

0 mod pi ν < 0
∀ ν = 0
pi/2 mod pi ν > 0.
(8)
The resulting free energy and, thus, the shape of the
order parameter, on the other hand, only depend on the
magnitude of the absolute value |ν|.
We would like to comment here on our approximation
to reach the solution for ϕ in Eq.(8). First, we assumed
that the coherence length along the c-axis covers many
layers. If this is not the case and K5 would be very small,
the approximation, ∂zϕ = 0 is not justified. Then pass-
ing with ν through zero may not result in a discontinuous
change from 0 to pi/2. Rather ϕ could move continu-
ously between these two minima for a certain range of ν
around 0, because the ϕ-dependence of the free energy
would be rather weak. Indeed our numerical treatment
points towards such a behavior. However, for the sake
4of simplicity we do not analyze this rather special limit
here, as it lies outside our scope.
In the isotropic limit (ν = 0), the free energy is fully
degenerate for all ϕ, signaling the complete phase decou-
pling of the two domains, analogous to the Josephson
coupling between two condensates. This limit describes
a system with complete rotation symmetry around the
c-axis, where the Cooper pair orbital angular momen-
tum is a good quantum number and is conserved during
the tunneling event. Pair tunneling is, thus, prohibited
by this selection rule, consistent with our phenomeno-
logical result. Once the rotational symmetry is broken
the selection rule is no longer valid and Cooper pairs can
be transfered, in the present case on the level of a sec-
ond order coupling, i.e. even numbers of Cooper pairs
pass together. In this way the two domains are phase
coupled and a supercurrent can flow across the domain
wall. Given the non-trivial pi-periodicity of the discrete
allowed values for ϕ, realized through the cos(2ϕ) term
in the free energy, we will explore the possibility of HQVs
on the domain wall in Sec. III.
3. Shape of the order parameter across the domain wall
While the phase shift across the domain wall only de-
pends on the sign of the anisotropy, the change in the am-
plitude of the order parameter components only depends
on its magnitude |ν|. We will now tackle the domain wall
problem first with an approximate variational solution,
which we then compare with the exact numerical solution
for the shape of the order parameter.
Following the approximations introduced in Ref. [25],
the total amplitude of the order parameter is kept con-
stant everywhere |η|2 = |ηb|2 with the ansatz (η+, η−) =
ηb
(
sin(χ(z)), cos(χ(z))eiϕ
)
. The boundary condition
from Eq. (6) translates into χ(z → ∞) → 0 and χ(z →
−∞)→ pi/2. In this way the free energy simplifies to
F [η+, η−, ϕ] =
∫
dz
[
2a(T − Tc)η2b + bη4b
+
bη4b
2
(1− |ν|) sin2(2χ) + 2K5η2b(∂zχ)2
]
,
(9)
where the phase shift ϕ given in Eq. (8) has already been
implemented. Therefore this free energy only depends
on the absolute value of the anisotropy |ν| and not on its
sign. Variation with respect to χ leads to the sine-Gordon
type differential equation
∂2zχ(z) =
bη2b (1− |ν|)
4K5
sin(4χ(z)). (10)
Using ξc =
√
K5/(bη2b), the standard solution is
χ(z) = arctan
(
exp
(
−
√
1− |ν| z
ξc
))
, (11)
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FIG. 1. The shape of the order parameter amplitudes
across the c-axis domain wall for different anisotropies |ν| ∈
{0, 0.3, 0.5, 0.7, 0.9, 0.95} resulting from a numerical mini-
mization. The shape only depends on the magnitude of the
anisotropy |ν|. For |ν| → 1, the domain wall dissolves and its
width diverges. The total absolute value |η| is suppressed at
the domain wall, the most for ν = 0.
such that the width of the domain wall scales as ξ′ =
2ξc/
√
1− |ν|. The free energy density per unit inplane
area is then found by inserting this solution,
F − F0 = 3√
2
bη4bξc
√
1− |ν|, (12)
where F0 is the bulk free energy without the domain wall.
The cost of the domain wall is largest in the isotropic
limit |ν| = 0, where the two domains are fully phase de-
coupled. On the other hand, at the stability boundary of
the chiral p-phase, ν = ±1, the domain wall energy van-
ishes and the width ξ′ diverges. Compared to the inplane
domain wall whose width is connected with ξab, the c-axis
domain wall scales with ξc ( ξab) and is energetically
much cheaper.
We minimize the free energy numerically setting T = 0
in the free energy and without any restrictions on the am-
plitude of the order parameter. Fixed values are used for
ϕ, however, according to Eq. (8), ϕ = {0, pi/2}. The nu-
merical scheme follows a one-step relaxed Newton-Jacobi
method for boundary value problems46–48, details see
Ref. [43].
The numerical results for the two components |η+|
(dashed) and |η−| (dotted) are shown in Fig. 1 together
with the total absolute value |η| (solid curve), all at
ν = 0. In addition, the results for higher values of ν
are indicated by the thin lines which display the grow-
ing domain wall width for increasing |ν|. Unlike in our
variational ansatz the value of |η| shows a dip at the do-
main wall which is weakened as |ν| grows and is entirely
constant in the limit |ν| → 1. Finally, we note that the
symmetry (η+, η−) ∝ (g(z), g(−z)) is borne out in the
numerical solution.
The numerical result for the free energy density is
shown in Fig. 2 for ϕ = {0, pi/2} (empty and filled dots),
together with the approximative analytical solution from
5-� -��� � ��� ��
����
���
ν
F-F0
[bη0^
2ξ
0/tc]
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FIG. 2. Free energy density per unit area of the c-axis domain
wall comparing the approximative analytical solution (solid
black line) with the numerical result for ϕ = 0 (empty dots)
and ϕ = pi/2 (filled dots), minimizing the free energy for ν < 0
and ν > 0, respectively. A linear fit to the numerical data for
small |ν| ≈ 0 (dashed) is also indicated.
Eq. (12) (solid black line), as a function of the anisotropy
ν. In addition, a linear fit to the numerical data for ν ≈ 0
is indicated (dashed line), which will be used in Sec. III B.
The crossing of the two energy branches at ν = 0 indi-
cates a first order change for ϕ between the two sectors
of different values as given in Eq. (8). The qualitative
agreement between the numerical solution and the vari-
ational approximation is very good. Close to |ν| → 1
even a quantitative agreement is found, as in this limit
the dip in |η| disappears in the numerical solution, in
accordance to the simplifying assumption for the vari-
ational ansatz above. Finally we note the symmetry
F [ν, ϕ] = F [−ν, ϕ+ pi/2] always holds.
B. Quasiclassical Bogoliubov-deGennes approach
In this section, we address the c-axis domain wall from
a more microscopic viewpoint through a self-consistent
Bogoliubov-deGennes (BdG) treatment. For simplicity,
we restrict to a one-band spinless Fermion tight-binding
model on a square lattice which is sufficient for a spin-
triplet superconductor. The conclusions are, however,
applicable to spinful and multi-band systems. In contrast
to the GL analysis above, here the vector potential is
neglected. Nevertheless, the solutions obtained show the
same main behavior and give an insight on the role of the
quasiparticle states at the domain wall.
To simulate a c-axis domain wall in numerical BdG, we
also use inplane translational invariance in a system ofNz
layers. The corresponding mean-field BdG formulation is
given by
H =
∑
k
+Nz/2∑
l=−Nz/2
(
ξkc
†
l,kcl,k − tz
∑
δ=±1
c†l+δ,kcl,k
+ ηl,kc
†
l,kc
†
l,−k + η
∗
l,kcl,−kcl,k
)
, (13)
where c†l,k (cl,k) creates (annihilates) an electron in
the l-th layer with inplane momentum k and ξk =
−2t(cos kx + cos ky) − 4t′ cos kx cos ky − µ denotes the
inplane dispersion relation. The last two terms repre-
sent the superconducting pairing with chiral p-wave sym-
metry, ηl,k = ηx(l)fx(k) ± iηy(l)fy(k), where we will
use two types of pairing states assuming nearest neigh-
bor [(fx, fy) = (sin kx, sin ky)] or next-nearest neighbor
[(fx, fy) = (sin kx cos ky, sin ky cos kx)] pairing interac-
tions. Note the quasi-two-dimensional band structure of
Sr2RuO4 implies that the dispersion along the c-axis is
very small, tz  t, t′. Without loss of generality, t = 1,
t′ = 0.375t and tz = 0.03t are used throughout this sec-
tion.
The c-axis domain wall is formed by allowing the two
chiral components ηx and ηy to vary from layer to layer.
Far from the domain wall the pairing states on the two
sides correspond to the bulk states of opposite chirality,{
e−i
ϕ
2 ηk,+ = e
−iϕ2 ∆0[fx(k) + ify(k)] , l = −Nz/2
e+i
ϕ
2 ηk,− = e+i
ϕ
2 ∆0[fx(k)− ify(k)] , l = +Nz/2
(14)
with an additional phase shift ϕ imposed between the two
domains and ∆0 the self-consistently determined bulk
value of gap function amplitude. To perform the self-
consistent calculation of the bulk and the domain wall
structure for the two cases of pairing states we introduce
either a purely nearest-neighbor or a purely next-nearest-
neighbor pairing interaction. We start the iteration pro-
cess for self-consistency with an initial configuration for a
domain wall at the center of the system (l = 0), following
Ref. [25],
η(l) = η+(l) + η−(l)
= ηk,+e
−iϕ2 cosχ(l) + ηk,−e+i
ϕ
2 sinχ(l) , (15)
where χ(l) = pi4 (1+tanh
l
λ ), with λ being a constant that
defines the initial value for the extension of the domain
wall along z. The structure of this initial configuration
may or may not correspond to an actual energetically
favorable solution. In the case of the latter, the system
in general evolves into a stable state after sufficient it-
erative steps in our self-consistence procedure. For the
calculations in Figs. 4, λ = 2 was used in the initial con-
figuration.
1. Stable domain wall configurations
In lattice models, the anisotropy parameter ν is gener-
ically non-vanishing and shall depend on the details of
the gap and band structure anisotropy. In Fig. 3 we
plot the relevant parameters as a function of chemical
potential for two different chiral p-wave gap functions on
a square lattice. Consistent with the GL treatment, our
variational BdG yields two sectors of stable domain walls,
depending on the sign of ν.
Next we would like to understand the role of the phase
shift ϕ. For this purpose we use a non-self-consistent
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sin k x  ± i sin k y 
sin k x  cos ky  ± i cos kx  sin ky
FIG. 3. Behavior of the GL parameters b1 (solid), 3b2/2
(dashed) and of the anisotropy parameter ν (dotted) as a
function of chemical potential for both NN-pairing (top) and
NNN-pairing (bottom) on a square lattice. Regions of positive
anisotropy are shaded gray. Black dots indicate the examples
shown in Fig. 4. Note that results near the continuum limit at
the bottom and top of the band are excluded due to poor con-
vergence of the integration in our implementation. Nonethe-
less, in this limit b1 → 3b2/2 and ν → 0, as expected. For the
calculations we used the parameters for hopping t′ = 0.375t,
tz = 0.03t and the gap amplitude ∆0 = 0.1t where t defines
the unit of energy.
approach of the BdG scheme where the gap function is
taken with the fixed χ(l) as given in Eq. (15) while keep-
ing ϕ as a free parameter. In this way we deduce the
energy of the domain wall as a function of ϕ, relative to
the bulk condensation energy which is approximated by
Econd =
1
4pi2
〈
|η0k|2√
v2x,k + v
2
y,k
〉
FS
(16)
per layer. Fig. 4 displays the energies for the types of
gap functions introduced above (NN-pairing in the upper
and NNN-pairing in the lower panel) for varying chemical
potential. The anisotropy ν corresponding to the differ-
ent curves connect with the black dots given in Fig. 3.
The minima are found at ϕ = 0, pi for negative ν and
at ϕ = pi/2 (3pi/2) for positive ν. The smaller |ν| the
weaker the ϕ-dependence, as expected from our previous
discussion.
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sin k x  ± i sin k y 
sin k x  cos ky  ± i cos kx  sin ky
FIG. 4. Non-self-consistent domain wall energy as a function
of ϕ with respect to the condensation energy density per ab-
layer for a range of chemical potentials and for both NN- and
NNN-pairings. The calculations were performed on the same
model as in Fig. 3, where the values of ν are indicated by
black dots.
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FIG. 5. Trajectories of quasiparticle waves at the c-axis do-
main wall. The quantity ϕ indicates the phase of the super-
conducting order parameter in the two domains, while θk,
where k is the inplane wavevector, denotes the direction of
the wavevector. The inplane component of the momentum is
conserved in the scattering process.
2. Domain wall Andreev quasiparticle states
The emergence of subgap chiral quasiparticles at the
ab-plane domain walls is a well-known feature whose ori-
gin lies in the topological nature of the superconducting
phase22,26. The c-axis domain walls also host localized
subgap quasiparticle states which, in contrast, do not
directly reflect topological properties. Nevertheless, the
chiral pairing does have its impact on the spectrum of
these subgap Andreev states and their contribution to
the coupling of the two domains.
7For our analysis we consider the situation from the
viewpoint of a planar c-axis Josephson junction where the
two connected superconductors are chiral, for simplicity
described by a gap function on the Fermi surface of the
form ηk,± = η0e±iθk . We examine the electronic states
based on a quasiclassical approach, focussing on par-
ticle trajectories between the two superconductors (see
Fig. 5). Such a trajectory can be labelled by the momen-
tum k = (k cos θk, k sin θk, kz), near the Fermi surface.
Following Fig. 5 the trajectory connects gap functions of
the phase ϕ/2−θk in η−-domain with those of −ϕ/2+θk
in the η+-domain. Consequently, for such a trajectory
the corresponding phase difference between the two do-
mains is ϕ− 2θk. The set of quasiparticle states derived
from each trajectory (including the reflected part) con-
tributes to the coupling and the associated energy de-
pends on the phase difference, E(ϕ − 2θk, θk) and, in
general, on the direction θk. The total energy of the
junction is the integral over all trajectories, here reduced
to the angles θk, as we restrict to momenta at the Fermi
surface,
Etot(ϕ) =
∫ 2pi
0
dθ E(ϕ− 2θ, θ). (17)
Together with the standard periodicity Etot(ϕ) =
Etot(ϕ+ 2pin) this corresponds well to cos(2ϕ) in lowest
order coupling. This simplified viewpoint allows us now
to give a qualitative discussion of the role of anisotropy.
For full rotation symmetry, E(ϕ˜, θ) = E(ϕ˜, θ + α) for
an arbitrary angle α. Thus, E(ϕ − 2(θ + α), θ + α) =
E(ϕ′ − 2θ, θ) with ϕ′ = ϕ− 2α leads in Eq.(17) immedi-
ately to Etot(ϕ) = Etot(ϕ
′) such that the total junction
energy is independent of the phase shift ϕ and the two
chiral states are phase decoupled.
On the other hand, if we assume a four-fold rotation
symmetry, then above relations for the energy are only
true for α = pi2 (2n+ 1). From this we find
Etot(ϕ) = Etot(ϕ
′) = Etot(ϕ− (2n+ 1)pi) (18)
which is borne out to lowest order by a dependence like
cos(2ϕ) as found previously in the GL formulation and is
also consistent with the numerical result for the domain
wall energy in Fig. 4. The absence of phase coupling for
the isotropic case means that the critical current through
a domain wall along the c-axis would vanish and would
even be rather small for the anisotropic system.
III. HALF-QUANTUM VORTEX
We now turn to the question of vortices on a c-axis
domain wall. As we will show, the pi-periodicity of the
phase shift ϕ suggests the existence of half quantum vor-
tices (HQV). The structure and magnetic properties of
a single HQV on the domain wall will be discussed in
Sec. III A. In Sec. III B, the phenomenology of treating
the c-axis domain wall as an effective Josephson junction
is presented.
(−i , 0)
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FIG. 6. Stable setup of a line defect on the c-axis domain wall
(thick black) with all resulting states of the order parameter
(η+, η−) indicated. The anisotropy is ν < 0, with the allowed
phase shifts across the junction of 0 and pi. Introducing phase
shifts ±pi/2 perpendicular to the domain wall (dashed) con-
nects the two stable configurations far away from the line
defect. The magnetic flux line By and the circular current
Jxz are sketched. The background density plot displays the
global phase φx at ν = −0.11, also shown in Fig. 7.
A. Structure of the HQV
For bulk vortices in conventional or one-component su-
perconductors, the phase of the order parameter winds
by an integer multiple of 2pi around the singularity at
the line defect. For multi-component superconductors,
on the other hand, each order parameter component can
wind separately, such that more intricate structures of
vortices with a fractional magnetic flux are possible36.
The c-axis domain wall considered in this work sup-
ports such fractional vortices, but limited to carrying (in-
teger multiples of) half of a standard flux quantum Φ0 =
hc/2e. This results from the non-trivial pi-periodicity
of the phase shift across the domain wall described in
Eq. (8) and from the underlying cos(2ϕ) coupling term
in Eq. (7), such that a pi-kink is the smallest possible
increase of the phase shift between two stable configura-
tions of the domain wall, unlike the standard Josephson
vortices corresponding to a 2pi-kink of ϕ.
1. Stability, phase, and shape of the order parameter
We consider the case of ν < 0 where the stable domain
walls possess the phase shifts ϕ = npi. The c-axis domain
wall shall be centered at z = 0 separating the phases η+
for z < 0 and η− for z > 0. We introduce now a line
defect on the domain wall at x = 0 by choosing the phase
shift ϕ = 0 for x → −∞ and ϕ = pi for x → +∞. As
illustrated in Fig. 6, ϕ has to change by ±pi/2 for z ≷ 0
along the x-axis to connect these two stable domain wall
configurations. Away from the line defect, such a phase
gradient does not cost any energy but can be absorbed by
the proper gauge γAx(x) = ∂xϕ(x). The resulting states
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FIG. 7. Structure of the order parameter around the line de-
fect (black dot) at (0, 0) for ν = −0.11. (top left) Phase dif-
ference between ηx and ηy, confirming the domain wall. (top
right) Total absolute value, suppressed at the domain wall and
at the line defect. (bottom left) Global phase, in accordance
with the setup; this quantity is shown as the background den-
sity plot in Fig. 6. (bottom right) pi-kink in the phase shift
ϕ(x) along the domain wall.
of the order parameter (η+, η−) serving as the boundary
conditions are all indicated in Fig. 6. In addition, the
order parameter phase φx is shown as a density plot in
the background, for which we switch back to the basis,
η = (ηx, ηy) = (|ηx|eiφx , |ηy|eiφy ). We also note that
the system is still translationally invariant along the y-
direction.
For the subsequent analysis we neglect any surface ef-
fects, that is, we consider an infinite sample. Moreover,
for simplicity we assume that to lowest order Ay = 0,
even though this prevents a fully self-consistent analy-
sis because the spatial variation of the order parameter
along the x-direction is associated with a small but finite
Ay component through the self-screening of the induced
source current Jy along the y-direction. The detailed
structure of the magnetic flux pattern around the line
defect is computed by minimizing the full GL free en-
ergy functional for the boundary conditions indicated in
Fig. 6 numerically using a relaxed on-step Newton-Jacobi
method, described in detail in Ref. [43]. To facilitate the
computations, a less extreme value of γs = 10 is used
in this part, while the value of γs = 20 as found in the
literature for Sr2RuO4
13 was used in the first part.
Various quantities extracted from the computational
result for the order parameter are shown in Fig. 7, with
the position of the line defect at (x, z) = (0, 0). The
relative phase between the x- and the y-component of
the order parameter is shown in the top left panel. It is
+pi/2 for z > 0 and −pi/2 for z < 0, in accordance with
the setup and consistent with the presence of the domain
wall. The absolute value |η|2 of the order parameter is
shown in the top right panel. As discussed above, it is
suppressed at the domain wall. Now, it is additionally
reduced at the line defect. The phase φx = arg(ηx) is
0⇡
⇡/2
3⇡/2
FIG. 8. The order parameter components η1 and η2 as given
in Eq. (19). The 3D plots show the amplitude and the colored
density plots indicate the phase of each component around
the line defect at (0, 0), all extracted from numerical data for
ν = −0.11. The η1 component winds by 2pi and is suppressed
to zero at the singularity of the line defect. The η2 component
has no phase winding but is enhanced at the line defect. Both
components are suppressed at the domain wall.
shown in the bottom left panel and behaves as antici-
pated in Fig. 6. Finally, the panel at the bottom right
shows the pi-kink in the phase shift ϕ(x) along the domain
wall, defined here through ϕ = φ−−φ+. This quantity is
the analogue to the Josephson phase when treating the
domain wall as an effective Josephson junction.
The line defect is characterized by the winding of one
of two order parameter components. In our case this can
be extracted by representing the order parameter as
η = (η1, η2) =
1√
2
(
ηx − ηy, ηx + ηy
)
=
1√
2
(
(1− i)(η+, η−) + (1 + i)(η−, η+)
)
.
(19)
The behavior of these two components is illustrated in
Fig. 8 with a three-dimensional plot of their amplitude
and a colored density plot of their phase beneath. While
η1 vanishes at the line defect, η2 remains finite every-
where. Taking the overall phase structure into account,
an unusual vortex carrying half a flux quantum (HQV)
emerges from this line defect, as we explicitly show below.
2. Characteristic length scales and magnetic properties
Perpendicular to the domain wall, the magnetic field
of the HQV is screened efficiently by inplane currents on
the length scale λab. The extension of the magnetic flux
distribution along the domain wall, however, depends on
the coupling between the two domains and, thus, on the
supercurrent which can flow across the domain wall. In
order to understand the behavior of the domain wall it
is helpful to view it as an effective Josephson junction.
The critical current scales like Jc ∝ |ν| for small |ν|, as
we will point out in Eq. (24). The extension of the HQV,
like the Josephson vortex, corresponds to the Josephson
penetration depth which scales as λJ ∝ 1/
√
Jc ∝ 1/
√|ν|.
Since the critical current vanishes in the isotropic limit,
we also expect that the HQV will dissolve for ν → 0.
9On the other hand, for growing |ν| the flux distribution
along the x-axis shrinks and the picture of the Josephson
vortex is not entirely appropriate anymore as new effects
come into play.
For layered superconductors there exist two different
screening lengths λab and λc = γsλab  λab due to
screening currents parallel and perpendicular to the lay-
ers, respectively, in analogy to the anisotropy of the
coherence length γs = ξab/ξc. While for conventional
Josephson junctions usually λJ  λLondon, for the situ-
ation considered here, the two relevant length scales can
be comparable in size already at very small values of
ν ≈ 4%, see Eq. (30). Once λJ < λc, non-local mag-
netic properties of the Josephson junction have to be
considered, as reviewed in Ref. [49]. In this case the
long-range screening behavior is more like that of an
Abrikosov vortex on the length scale λc, while the core re-
mains Josephson-like, but has a new characteristic length
l = λ2J/λc < λJ
50. This is derived in detail in Sec. III B,
while below we describe how to extract these character-
istic length scales from the computational results for the
HQV.
The structure of the magnetic flux line and the current
pattern circulating around the HQV are shown in Fig. 9.
A density plot of the magnetic field By(x, z) is displayed
at the top, with an inset zooming in on its center, where
a vector plot of the current (Jx, Jz) can be seen. A mea-
sure of the extension of the HQV along the x-axis can
be derived by limiting the integral for the magnetic flux
through the boundaries at x = ±w,
Φ(w) =
∫ ∞
−∞
dz
∫ w
−w
dxBy(x, z), (20)
whose result is shown in the bottom left panel. For
w →∞ we observe that the flux Φ(w) saturates at Φ0/2
as expected for a HQV. We now use this behavior to
define the length wbox through Φ(wbox) = 0.49Φ0 (this
somewhat arbitrary cutoff does not qualitatively influ-
ence the final results), as indicated in Fig. 9. Further-
more, the core size of the HQV can be estimated us-
ing the profile of the current across the domain wall,
Jz(x, 0), shown in the bottom right panel. The length
scale of the core is defined as the position xmax of the
maximal current Jmaxz , which in turn gives a measure for
the critical current of the domain wall considering it as
an effective junction between the two domains. In ad-
dition, −Jz(−x) is shown (dashed), which indicates that
the current is slightly asymmetric, while the total current∫∞
−∞ dxJz(x, 0) still integrates to zero within the numer-
ical accuracy. From a detailed analysis of the full GL
free energy functional, and also from symmetry consider-
ations, it becomes apparent that for the spatial variation
of the phase shift ϕ(x) 6= −ϕ(−x) + pi. Specifically, the
relaxation away from the HQV towards the stable 0 (or
2pi) phase shift occurs on a slightly different length-scale
than towards the pi phase shift, because the inplane gradi-
ent terms are fundamentally 2pi-periodic only. This small
effect, however, does not affect our overall discussion.
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FIG. 9. Magnetic properties of the HQV for ν = −0.11. (top)
Magnetic field By with a zoom into the center, also showing
the circular current. (bottom left) Total flux Φ contained
in a strip of width 2w. The width wbox defined by the box
containing 0.49Φ0 is highlighted. (bottom right) Profile of
the current Jz across the domain wall (solid) and its inverse
(dashed), with the maximum and its position highlighted.
B. Junction phenomenology
We now explore the behavior of the HQV for varying
anisotropy ν by treating the domain wall as an effective
Josephson junction. First, the current-phase relation and
the critical current are discussed using our variational
approach and comparing it to the computational result.
Next, a sine-Gordon model is formulated both for the
isotropic (small ν) limit and for the non-local (large ν)
limit. Eventually, the characteristic length scales wbox
and xmax for the core size and the full size of the HQV as
introduced above are analyzed, based on the analytical
estimates from the two limits, and compared to the values
extracted from the computational results.
1. Current-phase relation
Treating the domain wall as an effective Josephson
junction, the Josephson phase difference is associated
with the phase shift ϕ(x) = φ− − φ+. Based on the pi-
periodicity of the phase shift, the current-phase relation
behaves to lowest order as
Jz(ϕ) = Jc sin(2ϕ), (21)
with the critical current a parameter to be determined,
either from an analytical approach (see below), or ex-
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tracted from our computational results (see Fig. 9).
Deriving the current-phase relation from the full do-
main wall free energy self-consistently is beyond the scope
of this paper. Instead we focus on the limit of small
anisotropies and use the approximation presented in the
first part, Eq. (12), assuming a constant total order pa-
rameter amplitude |η| throughout the system and ne-
glecting the inplane gradient coupling terms. The phase-
dependent domain wall free energy is then given by
Fdw(ϕ) = 3√
2
bη4b ξc
√
1 + ν cos(2ϕ). (22)
In analogy to the Josephson junction, the current density
across the domain wall is therefore
Jz(ϕ) =
2pic
Φ0
∂ϕFdw
=
3√
2
cΦ0
8(2pi)2ξabλabλc
−ν sin(2ϕ)√
1 + ν cos(2ϕ)
.
(23)
Approximating for small anisotropies |ν|  1, the lowest
order expression proposed in Eq. (21) is confirmed, with
the critical current given by
Jc ≈ 3√
2
cΦ0
8(2pi)2ξabλabλc
|ν|, (24)
recovering the behavior for the isotropic limit discussed
above. When the domains are decoupled, no super-
current can flow across the domain wall, and indeed
Jc(ν = 0) = 0.
The assumption of a constant total amplitude |η|2 =
|ηb|2 was found to be the least valid for small ν, while this
is exactly the limit of interest here. We therefore propose
a semi-analytical model, where instead of using Eq. (22)
for the domain wall energy directly, the computational
result near ν ≈ 0 is fitted linearly, indicated in Fig. 2 by
the dashed line. The proportionality Jc ∝ |ν| still holds,
but with a different slope, Jfitc ≈ 0.5Jc.
To put the critical current of the domain wall in rela-
tion to a situation without any domain wall, i.e. the
upper limit, the standard procedure for the depairing
current is followed51. The maximal current along the
c-direction is then given by
Jdepz =
8cγK5|ηb|2
3
√
3ξc
=
cΦ0
3
√
3(2pi)2ξabλabλc
. (25)
In Fig. 10 we compare the maximal current extracted
from the computational results of the HQV Jmaxz (black
dots) as defined in Fig. 9; the linear expansion of the
critical current Jc from the analytic approximation of
the domain wall energy as defined in Eq. (24) (black
line); the critical current Jfitc obtained from fitting the
numerical result of the domain wall energy as discussed
above (orange line); and the depairing current Jdepz de-
fined in Eq. (25) (dashed line). For small |ν|  1 the
maximum current of the HQV Jmaxz follows the critical
current Jfitc . This supports our treatment of the domain
-����
-��� -��� -��� -��� �
<latexit sha1_base64="ENh74l5Cen4o Go3xH/Ai6aAJLT8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvHisaD+gD WWznbRLN5uwuxFK6E/w4kERr/4ib/4bt2kO2vpg4PHeDDPzgkRwbVz32ymtrW9sbpW3 Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2Akmt3O/84RK81g+mmmCfkR HkoecUWOlh75MB9WaW3dzkFXiFaQGBZqD6ld/GLM0QmmYoFr3PDcxfkaV4UzgrNJPNS aUTegIe5ZKGqH2s/zUGTmzypCEsbIlDcnV3xMZjbSeRoHtjKgZ62VvLv7n9VIT3vgZl0 lqULLFojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsSF4yy+vkvZl3XPr3v1VrXFRx FGGEziFc/DgGhpwB01oAYMRPMMrvDnCeXHenY9Fa8kpZo7hD5zPH1hFjcE=</latexi t>
m
ax
 J
z (
x)
FIG. 10. Maximum current across the domain wall at the
HQV extracted from the computational results (black dots),
compared to the critical current obtained from the approxi-
mative analytical solution (black line) and from a linear fit
to the numerical solution for the free energy (orange). The
ultimate limit is the depairing current (dashed). The inset
zooms into the limit of small anisotropies.
wall as an effective Josephson junction and using the low-
est order current-phase relation Eq. (21) in the limit of
small anisotropies. At higher values of |ν|, the maxi-
mum current of the HQV, Jmaxz , becomes smaller than
the extrapolated value Jfitc . Here, the lowest order ap-
proximation for the current-phase relation at the domain
wall is therefore insufficient, and additional effects come
into play. Indeed, in the limit |ν| → 1 the domain wall ex-
pands along the c-axis and spans many layers, such that
a simple junction description is no longer warranted.
In the following, the maximal value Jmaxz extracted
from the computational results for the HQV will be used
as the critical current Jc, and the lowest order current-
phase relation Eq. (21) will be assumed. As we will see
below, the crossover to the non-local behavior already
happens at a value where this approximation is still valid,
such that the structural change of the HQV, because of
the different characteristic length scales, can be discussed
safely, while an analytical description of the behavior of
the HQV at very large anisotropies would require further
investigation.
2. Nearly isotropic limit
In the isotropic limit |ν| ≈ 0, the field of the HQV is
locally related to the phase difference at each point within
the junction through the standard field-phase relation52,
which for our geometry is given by
By(x) =
Φ0
2pid
∂xϕ(x), (26)
where d is the effective width of the junction. For the
c-axis domain wall d = 2λab. Together with the lowest
order current-phase relation Eq. (21), this results in the
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sine-Gordon equation
Jc sin(2ϕ) =
c
4pi
Φ0
2pid
∂2xϕ(x), (27)
which has the solution
ϕ(x) = 2 arctan
(
ex/λJ
)
, (28)
with Josephson penetration depth λJ given by
λJ =
√
cΦ0
16pi2dJc
. (29)
The resulting current has a maximum value Jmaxz = Jc by
construction and at the position xmax = arcsinh(1)λJ ≡
λ˜J . This is the single characteristic length measuring the
extension of the HQV in the isotropic (local) limit.
Using the approximative expression for the critical cur-
rent discussed above, Jfitc , the Josephson penetration
depth in the isotropic limit is given by
λJ ≈
√
2
√
2
3κγs|ν|λc. (30)
The Josephson penetration depth and the relevant
screening length coincide, i.e. λJ ≈ λc, at νcross ≈ 4%,
where the lowest order current-phase relation is certainly
still valid, see Fig. 2 and Fig. 10. For higher values of |ν|,
where λJ < λc, the standard sine-Gordon model is no
longer valid, as λc provides the fundamental screening
length. We conclude that the non-local effects already
come into play for very small anisotropies and can be
discussed using the lowest order current-phase relation.
3. Non-local limit
When λJ < λc, the field of the HQV depends on the
phase difference at all points of the junction through a
case-specific non-locality kernel G(x, z, x′) as
By(x, z) =
Φ0
2pi
∫ ∞
−∞
G(x, z, x′)∂x′ϕ(x′)dx′, (31)
as discussed in the review Ref. [49]. The local case is
recovered by G(x, z, x′) = δ(x − x′)/d. Since the low-
est order current-phase relation holds beyond νcross, we
propose the following non-local sine-Gordon model,
Jc sin(2ϕ) =
c
4pi
Φ0
2pi
∂x
∫ ∞
−∞
G(x, z, x′)∂x′ϕ(x′)dx′. (32)
The kernel is taken as for the case of vortices in lay-
ered superconductors with planar defects as described in
Ref. [53], given by a modified Bessel function
G(x, z, x′) =
1
2piλabλc
K0
(√
(x− x′)2
λ2c
+
z2
λ2ab
)
. (33)
The field of the HQV can then approximately be written
as (see Eq. (34) in Ref. [53])
By(x, z) =
Φ0
4piλcλab
K0
√x2
λ2c
+
(
l
λc
+
|z|
λab
)2 , (34)
with the characteristic length scale l = λ2J/λc
l =
cΦ0
32pi2λabλcJc
. (35)
Note that this form for the field, Eq. (34), gives the cor-
rect asymptotics within the present approach, but is not
normalized correctly due to the core cut-off length l. The
maximal current is still Jc by construction, but the peak
position is now at xmax = l, such that l can be consid-
ered the core size of the HQV. The long-range behavior
is Abrikosov-like and determined by λc. Using for the
critical current again Jfitc as for Eq. (30), this results in
l ≈ 2
√
2
3|ν| ξab =
2
√
2
3κγs|ν|λc, (36)
such that even l λc for large anisotropies |ν|  νcross.
There are now two important length scales of very dif-
ferent size. Therefore, attaining a proper resolution of
the core of the HQV while covering a large enough system
size to accommodate the full HQV poses a challenge in
the numerical minimization. This can be solved by using
a fixed but high number of mesh points while adapting
the step size between the mesh points with changing ν
(for details see Ref. [43]).
4. Results and discussion
Finally, the expressions for the characteristic length
scales, as derived above, in both the isotropic and the
non-local limit will be compared with the computational
results to examine the overall structural behavior of the
HQV on the c-axis domain wall.
First we address the effective magnetic screening
length along the domain wall which we estimated through
our definition of wbox (Fig. 9). In the range of larger
|ν| the long-distance behavior can be well approxi-
mated by an Abrikosov type of vortex of an anisotropic
superconductor40,54, whose field is given by
By(x, z) =
Φ0
4piλcλab
K0
(√
x2
λ2c
+
z2
λ2ab
)
, (37)
ignoring the core region. Fig. 11 shows the value of wbox
extracted from the numerical results (black dots) and the
limiting wA computed from the above expression for the
Abrikosov vortex (dashed line), where only the screen-
ing lengths λab and λc enter. We find that for |ν| ≈ 0
the HQV expands as predicted, indicating that the crit-
ical current vanishes in the isotropic limit. On the other
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FIG. 11. Width w of the box containing 0.49Φ0 as a func-
tion of the anisotropy ν extracted from computational results
(black dots) with the lower limit given by the strip width for
an anisotropic Abrikosov vortex (dashed line) with screening
lengths λc and λab.
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numerical
FIG. 12. Position of the maximum current across the do-
main wall at the HQV, extracted from the numerical results
(black dots), compared to λ˜J (orange) for the isotropic limit
|ν| ≈ 0 and to l (black) for the non-local limit. The fundamen-
tal screening length λ˜c (dashed) and the crossover anisotropy
νcross are also indicated.
hand, for growing |ν| the vortex size is well described by
the long-distance behavior of an Abrikosov-type vortex.
Let us turn to the core size xmax of the HQV, which we
defined as the position of the maximum current across the
domain wall (see Fig. 9). In Fig. 12 the computational
results for xmax (black dots) are shown, together with the
position λ˜J defined via the Josephson penetration depth
(λ˜J = arcsinh(1)λJ) (orange line), and the characteristic
length of the non-local limit l (black line). For both, the
critical current used is extracted from Jmaxz , and inserted
into Eq. (29) and Eq. (35), respectively. In addition, the
relevant screening length λ˜c = arcsinh(1)λc is displayed
(dashed line), as well as the value νcross of the anisotropy
at which λ˜J = λ˜c. The size of the vortex core in the
isotropic limit |ν| ≈ 0 is indeed given by λJ , while it is
determined by l for larger anisotropies, and changes in
the crossover region around νcross.
The variation of the extension of both the magnetic
flux distribution and the core size are captured well
within our sine-Gordon models. Restricting to low-
est order current-phase relation gives consistent results
valid even beyond the crossover region. Only at larger
anisotropies bulk effects start to interfere and the HQV
develops a normal core. While with increasing |ν| the or-
der parameter amplitude |η| becomes less reduced at the
domain wall (see Fig. 2), it actually shrinks more strongly
at the center of the HQV. In this regime, we observe a
substantial deviation of the actual critical current relative
to the approximation Jfitc such that the simple junction
description is therefore no longer valid.
IV. CONCLUSION
In this paper, the structure of c-axis domain walls
in chiral p-wave superconductors and the formation of
HQVs has been investigated. The main results are that
the coupling between the chiral domains across the do-
main walls is weak and vanishes completely if the elec-
tronic band structure near the Fermi surface is isotropic,
and that c-axis domain walls can host flux lines carrying
only half of a standard flux quantum. These flux lines
are shown to dissolve in the limit of an isotropic system.
Both features are connected with a reduced critical cur-
rent through these domain walls, as the coupling is weak
and phase slips limiting the supercurrent flow are cheap.
The possibility that c-axis domain walls introduce a
severe reduction of the critical current along the c-axis
can have interesting experimentally testable implications.
Imagine a sample of a chiral p-wave superconductor
which is rather narrow for the inplane directions but long
along the c-axis. For such a sample the critical current
along the c-direction would be strongly dependent on the
cooling history, i.e. whether domain walls are realized
or not. For the given geometry c-axis domain walls are
more likely realized in a fast cooling process. On the
other hand, a likely domain-free phase could be realized
for slow cooling in a small c-axis oriented field. Evi-
dence for the described impact of domain walls would
be a consistent strongly history dependent magnitude of
the critical current measured along the c-axis. Moreover,
this would be further support for the realization of chiral
superconductivity in a material like Sr2RuO4. A similar
phenomenology could be expected in URu2Si2, a candi-
date for chiral d-wave pairing of the type dxz ± idyz, and
in many respects similar to the chiral p-wave phase55,56.
We can further extend our discussion to higher-
angular-momentum chiral states such as the chiral d-
wave state whose gap function has the generic form
ψ(k) = ∆0(kx ± iky)2 as is proposed for the quasi-
two-dimensional system SrPtAs57–59 and for heavily
doped graphene60. Here, the angular momentum in the
isotropic limit is Jz = ±2~. The analogous analysis yields
a strong suppression of the phase coupling and a current-
phase relation of the c-axis domain as cos(4ϕ), such that
the domain wall vortices carry quarter quanta of the stan-
dard flux quantum.
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