curat~results. Unfortunately, parallel analysis is not widely used, because at least one replication of random data must be generated. Typically, eigenvalues from several replications of random data are averaged for e~ch ordinal position to provide criterion eigenvalues, WhICh are then compared to observed eigenvalues. . To increase the accessibility of parallel analysIs for researchers, regression equations have been developed to predict mean expected eigenvalues from random data (Allen & Hubbard, 1986; Lautenschlager, Lance, & Flaherty, 1989; : As well, Longman et al. (1989) provide regression weights for predicting 95th-percentile eigenvalues from random data. This is suggested as a potential remedy for the tendency of parallel analysis to overestimate slightly the number of components to retain (Lautenschlager, in press; Zwick & Velicer, 1986) . These regression equations have been implemented in microcomputer programs, which calculate expected eigenvalues (e.g., Hays, 1987; Holden, Longman, Cota, & Fekken, in press ).
There are drawbacks to the use of regression strategies, however. First, they yield only estimates of criterion eigenvalues. Second, they are valid for only .a limitr ange of subjects and variables (e.g., no equatlO~s ex~st for applications of principal compo~ents anal~sls With more than 50 variables or 1,000 subjects). Third, there are conditions under which both the Allen and Hubbard (1986) procedure and the Lautenschlage~et .al. (1?8?) procedure yield anomalous resul~for applIcations Within the nominal range of these techrnques Lautenschlager, in press; longman et al., 1989) .
PAM is a mainframe program that circumvents these deficiencies. Designed for parallel analysis of princi~al components, it calculates both mean and upper-percentile eigenvalues from a specified number of correlatio~ma-trices generated directly from random normal deViates. The procedure eliminates regression error~, and~~cu!a tions are done in double-precision arithmetic to mmurnze rounding errors. Moreover, PAM does not restri~t the number of subjects and variables that can be Specl~ed. Because it can be set to perform any number of replIcations, 95th-or other upper-percentile eigenvalues can be calculated for specified subject and variable parameters. As mentioned above, this may be more useful than relying solely on mean eigenvalues.
Program description. PAM is a~ainframe com~u.ter program written in VS FORTRAN, usmg double-precision subroutines from IMSL version 10 (International Mathematical and Statistical Libraries, 1987) . If necessary, subroutines from other sources (e.g., Numerical Algorithms Group, 1984) could be substituted for tho~e from IMSL. As well, PAM can be implemented usmg the microcomputer versions of the IMSL subroutines described in the listing. Caution is advised on implementing~AM with microcomputers, however; even powerful mIcrocomputers may take a great deal of time to complete Monte Carlo simulations (Lautenschlager, in press) , and mainframe implementation may be more convenient.
Limitations. Two limitations exist for this program. First, the magnitude of eigenvalues from random data is constrained by the distribution of those data (Fang & Krishnaiah, 1982) . Because the random number generator currently provides random normal deviate~, o~y ?ata from multivariate normal or near-normal dlstnbutlons should be compared with the output from PAM as implemented here. Ifthe data being compared have substantially nonnormal distributions, some similarly distributed source of random numbers should be used (Armstrong & Soelberg 1968) . IMSL version 10 has routines that can generat~random data from a variety of distributions (e.g., RNLNL for log-normal distributions, or RNUN for uniform distributions). Second, when the number of subjects is less than the number of variables, inaccurate or anomalous results may occur. These results, of course, may also emerge with actual data when there are more variables than subjects.
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Copyright 1989 Psychonomic Society, Inc. Program listing and sample output. In the program listing provided in the Appendix, PAM is set up to run an analysis with 50 subjects, 10 variables, and 100 replications, and to output mean and 95th-percentile eigenvalues. Any of these values may be changed by replacing the current values with the preferred values, as described in the program comments. We recommend that PAM first be run to these specifications (including the same seed for the random number generator), and the output compared to Table 1 to ensure proper implementation.
Results from PAM with 100 and 1,000 replications, and from a regression equation (Longman et a1., 1989) , are shown in Table 1 , along with actual eigenvalues derived from 50 subjects' responses to a IO-item handedness questionnaire. Using both mean and 95th-percentile criterion eigenvalues, all three methods converge to indicate that only one component should be retained, because only the first eigenvalue from the observed data is greater than the corresponding eigenvalue from random data. In this example, PAM (100 replications) is slightly (although not significantly) more accurate than the regression method in predicting the eigenvalues based on 1,000 replications. 
