Abstract. Conformance testing is still the main industrial validation technique for telecommunication protocols. In practice, the automatic construction of test cases based on finite-state models is hindered by the state explosion problem. We try to reduce its magnitude by using static analysis techniques in order to obtain smaller but equivalent models.
Introduction
Conformance testing is a well-established technique for the validation of telecommunication protocols. Currently, it is still the main validation technique used at an industrial scale, given the inherent complexity of more ambitious techniques such as formal verification. In the case of protocols, conformance testing has been completely formalized by [8, 18, 34] and is also standardized within [17] . Test cases can be automatically generated from formal specifications and several tools such as tgv [12] , tveda-2 [25], testcomposer [22] , autolink [29] or torx [2] are now fully operational.
Conformance test cases are automatically constructed by exploring a synchronous product between a model obtained from the specification and some test purpose, both represented as labeled transition systems. A test purpose is used to select interesting test cases within the specification model. * VERIMAG is a joint laboratory of CNRS, UJF and INPG Grenoble This work was supported in part by the European Commission (IST project ADVANCE, contract No IST-1999-29082 and IST project AGEDIS, contract No IST-1999-20218) and by Région Rhône-Alpes, France
The central problem arising here is the well known state explosion. There are mainly two reasons: concurrency, which is usually flattened using an interleaving semantics and data, which are also evaluated to all possible, distinct values. Various solutions exist and have been implemented to deal with state explosion. For instance, onthe-fly techniques attempt to explore only a part of the model e.g, guided by the test purpose. Symbolic techniques rely on symbolic and compact representations of sets of states instead of individual states. In this context, we propose a solution relying on the use of static simplifications of specifications depending on test purposes, before model generation. This approach can be used in combination with the above reduction techniques. Moreover, it is not limited to test generation, but it can be applied to model-checking in general.
Our contribution
We propose to simplify specifications by means of different slicing methods with respect to information from test purposes. We consider specifications as being asynchronously communicating extended finite-state automata and test purposes as extended finite-state automata with constraints.
A first slicing method takes into account the set of interactions between specification components, starting from inputs enabled in the test purpose. We obtain a first reduction of the specification, consisting of the part which is statically reachable, given the inputs of the test purpose. A second slicing, computes variables and parameters which may be relevant to outputs observed by the test purpose. All other, irrelevant variables and associated actions are safely discarded. Finally, the specification is sliced with respect to constraints on data attached to the test purpose. The constraints we consider are either constants (i.e, variable equals some value at a control point) or intervals (i.e, for numerical variables only, restriction to intervals of values).
All these analyses transform specifications without loss of information with respect to the test purpose. Moreover, they are independent and can be implemented separately. Furthermore, they can be applied iteratively, in any order, until no more reduction is obtained -a fixpoint is always reached given that specifications are statically finite.
We have implemented all these analysis methods in the context of the IF tool-set [6], a platform for the validation of distributed real-time systems developed at Verimag. We have already experimented them in several industrial case studies and have obtained very good results.
Related work
Static program slicing has been introduced by Weiser [35] as a technique for analyzing program dependencies. Given a slicing criterion (s, V ), where s is a control point and V a set of program variables, a program slice consists of a subset of statements that affect (backward slicing) or are affected by (forward slicing) the values of variables at s. Korel and Laski [24] introduced the notion of dynamic slicing. In this case, only the dependencies that occur in a specific execution of the program are taken into account. A dynamic slicing criterion specifies not only a set of variables and a statement, but the different occurrences in the execution history. A survey of algorithms for program slicing can be found in [32] . In our work, we consider only static slicing.
In general, slicing is used to automate work on software debugging, testing and maintainance and we mention here just a few typical examples of its use. In [14] the authors present an approach for selective regression testing using slicing. Regression testing identifies the parts of the program that are affected by some change. In [28] , the authors present a testing and debugging methodology for Spreadsheet languages based on program slicing. In [30] , slicing is defined on interprocedural control flow in order to be applicable to large software. tveda-2 [25] produces test cases from sdl specifications by performing simple syntactic transformations on them. A different application is given in [15] , where slicing is used for verification purposes, in order to extract finite-state machines from multi-threaded programs.
Outline
The remainder of the paper is structured as follows. Section 2 briefly reviews the notions of conformance testing and presents the underlying model. In Sect. 3, we introduce and formalize the slicing techniques of the specification with respect to the test purpose. We give some experimental results in Sect. 4 showing the interest of our simplifications on complex specifications. We conclude in Sect. 5.
Conformance test case generation
According to the classification of test architectures from [17, 27] , we consider a local single-layer test method with synchronous communication between the tester and the implementation under test (iut). It is local because all the events from the environment to the iut are under the control of the tester. It is single-layer because we test implementations of specifications organized in one layer. The tester interacts with the iut via some points of control and observation (pcos). The communication at the pcos is synchronous (by rendez-vous). The architecture is shown in Fig. 1 .
Specification
We consider specifications consisting of concurrent processes, communicating through signal passing via a set of unbounded queues. We distinguish between internal queues (communications inside the system) and external queues (communications between the system and its environment). Processes are represented by finite-state automata extended with actions on queues and local variables. Without loss of generality, actions are simple guarded commands and signals carry a single parameter.
Definition 1 (syntax).
A specification SP is a tuple (S, C, P ) where S is the set of signals, C = C int ∪ C ext is the set of queues (internal and external ones) and P is the set of processes. A process p ∈ P is a tuple (X p , Q p , T p , q 0 p ) where X p is a set of local variables, Q p is a set of control states, Σ p is a set of actions which can be performed by p, and T p ⊆ Q p × Σ p × Q p is a set of control transitions. An action can be either a guarded assignment [ b ] x := e, a guarded input [ b ] c?s(x), or a guarded output [ b ] c!s(e). b and e are expressions, x ∈ X p is a variable, c ∈ C is a queue and s ∈ S is a signal. We denote by q p α −→ q p , a transition (q p , α, q p ) ∈ T p .
We give the semantics of specifications in terms of basic labeled transition systems (without variables). We 
