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The type 1 pilus is a bacterial filament consisting of a long coiled proteic chain of subunits joined
together by non-covalent bonding between complementing β-strands. Its strength and structural
stability are critical for its anchoring function in uropathogenic Escherichia coli bacteria. The pulling
and unravelling of the FimG subunit of the pilus was recently studied by atomic force microscopy
(AFM) experiments and steered molecular dynamics (SMD) simulations [A. Alonso-Caballero et al.,
Nature Commun. 9, 2758 (2018)]. In this work we perform a quantitative comparison between ex-
periment and simulation, showing a good agreement in the underlying work values for the unfolding.
The simulation results are then used to estimate the free energy difference for the detachment of
FimG from the complementing strand of the neighbouring subunit in the chain, FimF. Finally, we
show that the large free energy difference for the unravelling and detachment of the subunits which
leads to the high stability of the chain is entirely entropic in nature.
I. INTRODUCTION
Over the last two decades, single-molecule force spec-
troscopy studies using atomic force microscopy (AFM)
have provided much invaluable insight into the mechan-
ical properties of biomolecules [1–5]. In particular, the
folding and unfolding for a variety of proteins has been
probed in detail.
Such experiments can be complemented from simula-
tion by using atomistic force-fields with steered molec-
ular dynamics [6, 7] (SMD) or similar techniques [8, 9].
Although simulations can provide additional information
of significant interest inaccessible from experiment, it is
technically very challenging to quantitatively validate the
two against each other [2, 5, 10, 11]. This would be par-
ticularly desirable as the limit of accuracy of the force-
fields used is generally not known with certainty. Never-
theless, recent studies have given some promising indica-
tions of the feasibility of such comparisons [12].
In this study we attempt to compare AFM experiments
and SMD simulations for the pulling and unfolding of
the FimG subunit of Gram-negative type 1 bacterial ad-
hesion pili (fimbriae). The mechanical properties of the
type 1 pilus are of particular interest due to its key role in
initiating infection and keeping the bacteria anchored to
the host [13, 14]. In our previous work [15] we have char-
acterised the four different subunit types that make up
the pilus (FimA, FimF, FimG, FimH), showing that they
all share similar properties and an exceptional mechani-
cal stability. Here, instead, we focus in detail on a single
∗ E-mail: fabiano.corsetti@gmail.com
subunit (FimG, the middle unit in the tip fibrillum) as a
representative example.
As is commonly the case, our main obstacle is that
the pulling rates attainable by simulation are many or-
ders of magnitude faster than those used in experiment.1
Furthermore, the process is far from equilibrium in both
cases, since even the results of the much slower experi-
mental pulling appreciably vary by reducing the pulling
rate [19]. The raw force-extension traces are therefore not
comparable; we focus instead on estimating the change
in free energy from the folded to the unfolded state by
calculating the distribution of work values for repeated
pulling trials, finding a good agreement between experi-
ment and simulation using the mean work estimator. We
will discuss the success and limitations of this strategy
for our data set. Finally, we will focus on the physical in-
sights that the simulations provide us beyond the experi-
mental results, not only in terms of the atomistic view of
the unfolding process but also in the change of the ther-
modynamic variables across the transition. In particular,
we show that the simulations can help isolate and remove
the effect of the artificial linker between subunits needed
in the experimental assay, and that the strong bonding
between separate subunits holding the pilus together in
nature is the sole result of entropic forces.
1 It should be noted that, apart from the all-atom models discussed
here, there are also a variety of more approximate coarse-grained
models operating at different levels of detail which have been
used to achieve simulated pulling rates closer to experiment [16–
18].
2II. METHODS
A. Experimental pulling
AFM force-extension experiments were conducted on
a polyprotein sequence composed of the FimG domain of
interest at the centre, with two I91 domains on either side
used as markers due to their well-characterized mechan-
ical properties [20] (the setup is schematically shown in
(Fig. 1 (a)). The FimG protein is a single domain, eight
stranded β-barrel which includes the complementing β-
strand from FimF, the next protein in the pilus chain.
As there is no covalent bonding of this β-strand with
the FimG domain, a connecting sequence of four amino
acids (DNKQ) was inserted between the two as a flexible
linker; this allows the complete unfolding of the protein
in the experiment, which would not otherwise be possible
after the detachment of the two Fim domains.
The pulling was executed at 400 nm s−1, starting with
the tip being pushed into the cantilever to produce a force
of ∼1 nN. The pulling was then conducted in the oppo-
site direction up to and beyond the point of polyprotein-
to-tip detachment, with the force/extension pair being
recorded every ∼0.2 ms. The spring constant of the can-
tilever was of ∼15 pN nm−1.
Further details of the experimental setup as well as of
the protein expression and purification can be found in
Ref. [15].
B. Data processing of experimental results
The experimental pulling procedure is repeated many
times, resulting in a large set of trial traces that need
to be analyzed. This is particularly important since, as
is common in such experiments, the majority of traces
are not usable due to a variety of random unwanted be-
haviours (too many or too few markers in the sequence,
interferences in the unfolding of the proteins, etc.) For
the processing of the data we therefore use an automatic
analyzer software tool, custom written for this study. It
is important to note that, although the raw experimental
data is shared with Ref. [15], the analysis presented here
is novel and was conducted separately.
The automatic processing is applied to each individual
pulling trial, with the following steps:
1. The force-extension trace is downsampled by av-
eraging data points over a width of 1 nm; this
smoothens the trace and eliminates the very fast
oscillations that occur especially around the tran-
sitions.
2. The minima and maxima of the trace (correspond-
ing to the beginning and end points of each branch,
respectively) are located (Fig. 1 (c)); this is done by
first determining the transition midpoints from the
first derivative. A threshold is used to filter out the
noise after the tip detachment. The point at which
the trace first crosses the force axis is also found;
this is used as the origin for further analysis.
3. Finally, each branch is independently fitted to a
worm-like chain (WLC) model (Fig. 1 (c)). We use
the improved interpolation formula by Bouchiat et
al. [21] to the original by Bustamante et al. [22, 23],
derived for the entropic regime. The formula is
given in the Supplementary Material.
Using this analysis, the trace is either accepted or dis-
carded based on a number of quantitative criteria:
• The presence of a flat, zero-force region at the end
of the trace after the final peak, indicating a com-
plete tip detachment; this has to be at least 20 nm
in length and with a fitted slope of< 0.01 pN nm−1.
• A reasonable number of extrema, alternating be-
tween maxima and minima. The maxima have to
be groupable as follows:
– 3–5 peaks of < 300 pN, corresponding to the
unfolding of the I91 marker proteins;
– 1 peak of > 300 pN, corresponding to the un-
folding of the FimG protein;
– 1 peak taller than all previous ones, corre-
sponding to the tip detachment.
• The fitted WLC curves close enough to the real
trace (RMS error < 100 pN for all branches).
• The results of the WLC fits returning reasonable
values for the two free parameters, the persistence
length P and contour length of the domain s:
– 0.01 < P < 1 nm for all branches;
– 25 < s < 45 nm for I91, and s < 100 nm for
FimG.
Some examples of rejected traces are shown in the Sup-
plementary Material. If all the tests pass, meaning that
the trace is accepted for our final analysis set, we can
construct a piecewise force-extension trace for the whole
pulling experiment using the WLC fit for each branch
and the automatically determined maxima and minima
(Fig. 1 (d)). From this we compute the unfolding work
value W unfold for each transition; following Manosas and
Ritort [24], this is given by:
W unfold =W rip −∆Gs, (1)
where ∆Gs is the change in free energy of the whole se-
quence between the folded and unfolded branches, and
W rip is the quasistatic work across the transition (the
area under the trace for the segment connecting the two
branches). Therefore, for two branches fit to models
3FIG. 1. Atomic force microscopy (AFM) force-extension experiment. (a) Schematic view of the experimental setup;
the FimG protein domain is attached in between two dimers of I91 domains used as markers. The polyprotein sequence is held
between a cantilever with spring constant k and a gold surface retracted at speed v; the extension x of the whole sequence
and the force F on the cantilever are recorded. (b) An example force-time trace (after downsampling). (c) The corresponding
force-extension trace, with the fitted curves from the WLC model for each branch and the automatically determined maxima
and minima. The contour length increment si due to the unfolding of each domain is also shown. (d) The final force-extension
trace using the fitted curves; the shaded areas give the quasistatic work across the transitions W rip
i
.
fWLC1 (x) and f
WLC
2 (x), and a transition between them
from extension x1 to x2, the two terms are calculated as:
W rip =
(
fWLC1 (x1) + f
WLC
2 (x2)
)
(x2 − x1)
2
;
∆Gs =
∫
x2
0
fWLC2 (x) dx−
∫
x1
0
fWLC1 (x) dx.
(2)
C. Simulated pulling
Molecular dynamics simulations of the unfolding of the
FimG domain were carried out using the GROMACS [25]
code (version 4.6.5). The protein was setup in the same
way as for the experimental polyprotein sequence, with
the complementing β-strand from FimF and the con-
necting DNKQ sequence. The initial model was ob-
tained from a FimC-FimF-FimG-FimH complex previ-
ously resolved [26] and made available in the Protein
Data Bank (PDB ID: 4J3O) [27]. After separating the
subunit with its complementing β-strand, the connecting
sequence of amino acids was manually inserted between
them to form a single chain (final structure available on-
line; see Ref. [28]).
Each individual simulation was carried out with the
following steps:
1. The protein is placed at the centre of a box of di-
mensions 4×4×60 nm, with the pulling axis aligned
with the z direction.
2. The empty space in the box is filled by solvent
molecules (3-site water model) placed at random.
3. Some solvent molecules are randomly replaced with
monoatomic salt ions to reach an ion concentration
of 0.15 mol L−1.
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FIG. 2. Distribution of experimental peak force values.
The dashed lines show normal distributions fitted to the data.
Distribution of the tip detachment peak not shown.
4. An initial steepest-descent energy minimization is
performed to obtain a reasonable starting configu-
ration.
5. The system is equilibrated for 100 ps at 300 K using
velocity rescaling with a stochastic term [29].
6. The pulling simulation is performed for 40 ns at
300 K using Nose´-Hoover temperature coupling (no
pressure coupling is applied). The pulling is ex-
ecuted at 1 nm ns−1 with a spring constant of
1000 kJ mol−1 nm−2; the pulling groups are the
nitrogen and carbonyl carbon atoms of the N and
C-terminals of the whole protein complex, respec-
tively.
Both the equilibration and pulling simulations use a
time step of 1 fs; the pulling force is recorded at ev-
ery step, while the end-to-end extension of the protein
is recorded every 10 steps. All simulations make use of
3D periodic boundary conditions; long-range electrostat-
ics are treated with the smooth particle-mesh Ewald [30]
(SPME) method, while van der Waals interactions are
calculated with a real-space cutoff of 1.5 nm. The force-
fields used are CHARMM27-CMAP [31] for the protein
and TIP3P [32] for the solvent.
III. RESULTS AND DISCUSSION
A. Experimental pulling
The AFM pulling experiment resulted in 4829 individ-
ual force-extension traces. After discarding unclear and
noisy results (as explained in Sec. II B), we are left with
186 traces from which to generate statistics (dataset in-
cluding both accepted and discarded traces available on-
line; see Ref. [28]).
The aim of using an automatic procedure is to ensure
an unbiased and reproducible analysis. The main diffi-
culty in analyzing the experimental traces is in differen-
tiating the I91 marker peaks from that of FimG; this is
because, although the latter has a mean unfolding force
approximately twice that of the former, the distributions
are broad enough to result in a small but non-negligible
overlap. As the process is irreversible such a distribu-
tion of work values is expected and capturing its shape
is important for a statistical mechanics analysis.
The relative difference in contour lengths between the
I91 and FimG domains is even smaller and is similarly
problematic for differentiating the two.2 Due to these
considerations our approach is to separate the peaks with
a hard barrier at 300 pN, approximately at the minimum
overlap point (Fig. 2). This will inevitably lead to some
FimG peaks being misattributed as I91 and the corre-
sponding traces discarded (as there will be no detected
FimG peak in these cases). The error introduced in the
final analysis is expected to be small.
The analysis in Ref. 15 obtains a mean FimG force
peak of 431± 4 pN. This is in good agreement with our
automatic procedure, which finds a value of 422± 69 pN
(note that the previous value uses the standard error of
the mean as confidence interval, while we use the stan-
dard deviation). Similarly, the I91 marker peak, previ-
ously independently measured to be 204± 26 pN [19], is
found here to be 219 ± 33 pN (both values given with
the standard deviation). Our automatic procedure, how-
ever, returns somewhat longer domain contour lengths
than the accepted values: 48 ± 11 nm for FimG and
34± 3 nm for I91 (previous studies giving 40± 2 nm [15]
and 28.4± 0.3 nm [19], respectively). It is important to
emphasize again here that this discrepancy is not sur-
prising due to the simplicity of the model, resulting in
effective rather than physical contour lengths; for the
purposes of energetics we have chosen this approach in
order to obtain reproducible and well-fitted curves, and
hence better estimates of the unfolding work values.
B. Simulated pulling
Compared to the experimental pulling, the SMD simu-
lations are performed with a pulling speed which is many
orders of magnitude greater, and so a process that is even
2 In principle they should take two discrete values with no dis-
tribution; however, unlike the force peaks, the values are not
directly accessible from the experimental measurement but must
be inferred from the fitted WLC model. The simplicity of the
two-parameter fit means that what we obtain are effective con-
tour lengths which do have a distribution and significant overlap
between the two domains. The alternative of fixing the contour
length parameter to the expected value for each domain would
further limit the fitting freedom and would not help in differen-
tiating the I91 and FimG peaks.
5FIG. 3. Steered molecular dynamics (SMD) simulation. (a) Schematic view of the FimG protein (in red) with the linker
to the next subunit (L, in blue), connected together by a sequence of four amino acids (C, in green) to form a single chain.
The pulling is done from the N and C-terminal amino acids (NT and CT, respectively), and the extension is measured as the
distance x between them. The lower diagram shows an abstract view of the entire sequence of amino acids, with the HBs
between them illustrated by dashed black lines, and the DB as the full yellow line. (b) An example force-time trace. (c)
The corresponding force-extension trace, with the fitted curves from the FJC model for each branch, and the automatically
determined maxima. Only the final FJC curve is used in determining the unfolding work.
further out of equilibrium. Furthermore, due to the com-
putational cost only 10 traces were produced (dataset
available online; see Ref. [28]). On the other hand, the
simulations give us a much more detailed view of the un-
folding of the protein with atomic resolution.
The 3D structure of the FimG protein is shown in
Fig. 3 (a). The structure is held together by two β-
sheets on opposite sides, each with three β-strands, and
one disulphide bond (DB). One of the β-sheets is entirely
within the FimG domain, and is made up of an anti-
parallel arrangement (the three strands labelled with I).
The other sheet is made up from a central strand extend-
ing from FimF, the next domain in the pilus chain (la-
belled with L), hydrogen-bonded (HB) on either side with
a strand from within the FimG domain; these two strands
are parallel and anti-parallel to the central one (labelled
with P and AP, respectively), resulting in a structure
reminiscent of a Ψ-loop [33].
The unravelling of the protein occurs over a time-scale
of tens of ns; the simulations are able to resolve the dis-
tinct steps involved, as already described in Ref. [15].
These are shown in Fig. 3 (b): first there is a double
peak corresponding to the ripping of bonds between the
complementing β-strand from the FimF domain and the
parallel and anti-parallel strands on either side of it; in all
simulations the first peak is the tallest and corresponds
to the ripping off of the parallel strand. Approximately
10 ns later there is a separate peak, in which the three
strands from the intra-protein β-sheet are ripped apart;
here it is harder to distinguish any sub-peaks. At this
point the protein is free to almost completely unravel, ex-
cept for a loop of 39 amino acids held together by the DB.
The DB will not break at the experimental forces [15],
and is similarly permanently bonded in the force-field
used for the simulation. The simulated pulling therefore
ends with the indefinite stretching of this bond.
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FIG. 4. Distribution of work values for the unfolding of
FimG, W unfold. Note the different scales for experiment and
simulation. There are a total of 186 traces from experiment,
and 10 traces from simulation. The dashed lines show normal
distributions fitted to the data.
C. Comparing free energy differences
As with the experimental traces, we are interested in
calculating the work W unfold needed to unfold the pro-
tein during the simulation. This is a comparatively much
simpler task, as we do not have to worry about excluding
traces or distinguishing the marker peaks. Since we know
that each simulation corresponds exclusively to the tran-
sition of interest, the work is simply obtained by integrat-
ing the force value F against the end-to-end extension x
(Fig. 3 (c)). However, we must take care to subtract the
work of stretching the unravelled protein with the DB.
To do so, we fit the freely-jointed chain (FJC) model
of Smith et al. [34] to the last part of the trace; this
model also takes into account the elastic modulus of the
chain, which is necessary for capturing the non-entropic
stretching regime (there are a number of WLC models
which also include such a term, but we use the FJC as
it provides a better fit to the data; the model formula
is given in the Supplementary Material). The unfolding
work as a function of extension is therefore:
W unfold (x) =
∫
x
0
F (x′) dx′ −
∫
x
0
fFJC (x′) dx′. (3)
Fig. 4 shows the distribution of work values obtained
from experiment and simulation for the complete unrav-
elling of FimG. There is a striking agreement between the
two, with a mean value of 1153 ± 224 kcal mol−1 from
experiment, and 1056 ± 97 kcal mol−1 from simulation.
This is in contrast to the peak force values, which, as can
be seen in Fig. 1 (d) and Fig. 2 for experiment and Fig. 3
for simulation, differ by a factor of ∼4.
The large difference in the peak force is as expected
from the different pulling rates [35]. Best et al. [11] have
shown that the unfolding force increases linearly with
the logarithm of the pulling speed; our simulated pulling
is over 6 orders of magnitude faster than experiment,
and the corresponding increase in the peak force is there-
fore broadly in line with previous studies. Furthermore,
the peak force is also affected by the setup of the whole
polyprotein sequence being stretched, which differs be-
tween experiment (including the marker proteins) and
simulation (only the domain of interest); the work, on
the other hand, when properly extracted is independent
of these differences.
The approximate equivalence of the work distributions,
however, should be considered in more detail. While
the reversible work as measured in a quasistatic pro-
cess (equal to the free energy change across the transi-
tion) has to remain constant, our pulling is performed far
from equilibrium and the calculated work should there-
fore have an additional dissipative component. The effect
of this dissipative work has been explored in several previ-
ous studies [12, 36–40] using Jarzynski’s equality [41–43].
In highlighting the good agreement of the mean work
values we are effectively making use of the mean work
estimator [37] as a way of estimating free energy differ-
ences. The Jarzynski estimator is generally considered
superior [36, 37, 39]; however, it is also much more sen-
sitive to the shape of the distribution due to its expo-
nentially favourable weighting towards low work values.
In our case we are hindered both for simulation, due to
the small sample size, and for experiment, due to the
uncertainties present in the analysis of the results. It
seems likely that these uncertainties contribute to a spu-
rious widening of the distribution, as we would expect the
true distribution from experiment to be narrower than
that from simulation, since the pulling is performed far
closer to equilibrium in the former case. This widening
will therefore significantly affect the Jarzynski estima-
tor. Concerning the expected bias of the mean work es-
timator, the following interesting point should be noted,
however: most of the dissipation coming from the much
larger force needed in the simulations ends up in the work
term for the WLC, the unfolding dissipation appearing
to be negligible within the statistical noise.
Finally, it is worth pointing out that FimG (along with
the other pilus domains) shows exceptional mechanical
stability rarely seen in proteins [15]; consequently, the
forces and work values are higher than any considered
in other studies concerned with non-equilibrium distri-
butions [11, 12, 24, 36–40]. The applicability of previous
results to this high-stability regime is therefore a matter
worthy of further study.
D. Physical insights into the unfolding of FimG
As already described in Sec. III B, the SMD simula-
tions give us detailed insight into the specific steps oc-
curring during the unfolding process. This is of partic-
ular interest due to the fact that the experiments are
performed with the artificial linker between FimG and
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FimF, which is necessary in order to be able to detect
the unfolding. From simulation, however, we are able to
identify and remove the effect of the linker. This can be
seen in Fig. 5, which plots the free energy increase during
the unfolding.
The free energy profile shows an initial sharp increase
up to an extension of ∼10 nm (due to the L–P and L–
AP rips shown in Fig. 3 (c)), followed by a quasi-plateau
with a much shallower increase for ∼10 nm, and finally
a second sharp increase for ∼5 nm (due to the I–I–I
rip). After this the unfolding is effectively complete and
the free energy difference is stable at its final value of
∼1100 kcal mol−1.
If the linker were not present there would be a complete
detachment of FimG from FimF after the L–AP rip, ap-
proximately halving the total free energy difference, and
therefore the work needed to break the pilus chain. In or-
der to confirm this we have carried out additional pulling
simulations without the linker; here we can directly mea-
sure the free energy difference for detachment, which we
find to be 537± 34 kcal mol−1 (shown by the horizontal
dashed line in Fig. 5). This value is at the same height
as the plateau between the ripping of the two β-sheets,
confirming our initial assumption that the linker does not
interfere with the unfolding mechanism.
It is particularly interesting to analyze the nature of
the free energy change across the transition together with
the changing patterns in hydrogen bonding. The HBs can
be detected at each time step by monitoring the H–O dis-
tances both within the protein and between the protein
and solvent molecules. The pattern of bonding within the
protein before the pulling starts is shown in Fig. 3 (a);
together with the DB, the HBs are responsible for main-
taining the 3D structure of the protein. The unfolding
destroys all of these HBs; however, the total number of
HBs in the system remains constant across the transition,
as, on average, each intra-protein HB is replaced by two
new protein–solvent HBs and the breaking of an existing
intra-solvent HB.
The constant nature of the bonding is reflected in the
internal energy of the system, plotted in Fig. 5 (the refer-
ence is taken to be the average internal energy of the sys-
tem before pulling). The internal energy does not change
across the transition, as the overall number of bonds re-
mains constant. The increase that can be seen at the end
(for extensions greater than 40 nm) corresponds to the
stretching of the DB.
The free energy difference, therefore, can be attributed
entirely to a decrease in entropy. Here we do not refer
to the entropic force required to stretch the protein (this
contribution is subtracted with the FJC term of Eq. 3);
rather, it is a change in the configurational entropy of
the solvent in switching from creating HBs with itself to
bonding to the free β-strands of the protein. There are
∼40 intra-protein HBs in the folded protein, resulting in
an average entropic cost of ∼30 kcal mol−1 for breaking
each one. Interestingly, this is an order of magnitude
higher than the reported entropic cost of transferring a
water molecule to a protein cavity [44], and with no bal-
ancing enthalpic contribution.
More broadly, the simulations clearly demonstrate the
entropic nature of β-sheet bonding in the FimG protein,
and the very high mechanical stability that can be ob-
tained from entropy alone.
IV. CONCLUSIONS
Through the mechanism of β-strand complementation,
the type 1 pilus succeeds in creating a highly stable chain
of thousands of Fim subunits with no covalent bond-
ing between them, capable of withstanding significant
force and therefore serving as an effective anchoring de-
vice for bacteria [45]. Experimental force spectroscopy
can provide important information about the mechani-
cal stability of the chain; however, the use of atomistic
simulations complements these findings with insight into
the nature of the bonding. This is of particular inter-
est as the role of hydrophobic interactions and hydrogen
bonds in the stabilization of β-sheets is a topic of on-
going research [46, 47]. Our simulations show that en-
tropic contributions are solely responsible for the strong
supramolecular bonding that holds the chain together,
as well as most of the structural bonding within a single
subunit (with the exception of the covalent disulphide
bond). The simulations, in turn, are supported by a
careful quantitative comparison with experiment; despite
the huge difference in pulling speeds and peak force val-
ues, we show that processing the force-extension data to
obtain work values results in overlapping distributions.
This goes some way towards validating the accuracy of
8the force-fields used. Nevertheless, it is important to ac-
knowledge the limits of the comparison, and in particular
the unclear effect of the dissipative work component. We
suggest, therefore, that future work on non-equilibrium
distributions should focus on processes with high work
values as in the present example, for which little data is
available at present.
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