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Sommario
La tecnologia dei sistemi per data warehouse ha richiesto nuove ricerche nel
campo delle strutture di memorizzazione e dell’ottimizzazione delle interroga-
zioni. Adottando l’approccio alla memorizzazione dei dati con la tecnica dei
file trasposti si propongono degli operatori fisici per generare piani d’accesso
per le tipiche interrogazioni su schema a stella. Nel corso della trattazione si
individuano alcuni insiemi di operatori fisici che tengono conto della memoria
a disposizione e che un ottimizzatore di interrogazioni utilizzera` per scegliere
il piano d’accesso piu` conveniente.
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Capitolo 1
Introduzione
Un ambiente di strumenti per l’analisi dei dati di supporto alle decisioni
prevede moduli specializzati per compiti diversi fra i quali si ricordano:
• strumenti ETL per l’estrazione, trasformazione e caricamento dei dati,
• gestore del data warehouse con i dati storici,
• gestore di sottoinsiemi di dati per analisi multidimensionali OLAP,
• gestori di interfacce grafiche evolute per le interazioni con gli utenti
finali e la visualizzazione dei risultati con modalita` varie per agevolarne
l’interpretazione.
E` largamente riconosciuto e condiviso dalla letteratura scientifica, tecnologica
e applicativa che il componente fondamentale di un tale ambiente di stru-
menti per l’analisi dei dati di supporto alle decisioni sia il modulo di gestione
del data warehouse che deve trattare grandi quantita` di dati storici e deve
consentire la rapida esecuzione di complesse interrogazioni SQL interattive
che estraggono sottoinsiemi di dati raggruppati e aggregati in modi diversi.
I Data Warehouse Management System (DWMS) sono di solito basati sulla
tecnologia dei DBMS relazionali opportunamente estesi con particolari tipi
di indici e tecniche di ottimizzazione per agevolare l’esecuzione delle inter-
rogazioni per l’analisi dei dati. Recentemente alcuni autori (in [DMR+98] e
[Fre97]), dopo un’analisi dei modi in cui vengono di solito usati i dati nei
DWMS, hanno riproposto un approccio alternativo alla memorizzazione dei
dati usata nei DBMS relazionali. Essi, infatti, hanno fatto notare che l’uso dei
dati di supporto alle decisioni presenta le seguenti principali caratteristiche:
• le interrogazioni sono complesse, interattive, imprevedibili, riguardano
pochi attributi e interessano grandi insiemi di dati;
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• le interrogazioni sono solo di ricerca e richiedono di solito raggruppa-
menti di grandi insiemi di dati su pochi attributi e il calcolo di funzioni
di aggregazione.
Per agevolare l’esecuzione di interrogazioni con queste caratteristiche e` stato
ritenuto interessante ripensare al modo in cui la macchina fisica dei DBMS
relazionali gestisce i dati per intervenire sui seguenti aspetti:
• partizionamento verticale dei dati : nei DBMS relazionali i dati di una
tabella sono memorizzati in pagine per righe (partizionamento orizzon-
tale) poiche´ si e` interessati recuperare pochi record per ogni interroga-
zione. Nei DWMS, invece, e` piu` utile memorizzare i dati per colonne
(partizionamento verticale) poiche´ le interrogazioni riguardano solo al-
cuni attributi e i loro valori vanno aggregati usando opportune funzioni
statistiche. Nella letteratura [GR02] esiste una’altra accezione di par-
tizionamento verticale che presuppone la replicazione dei campi chiave
per ogni insieme di colonne separate dalla relazione. Nel corso della
trattazione si suppone che ogni attributo sia memorizzato in un file
separato senza replicazione dei campi chiave;
• dimensione delle pagine fisiche: nei DBMS relazionali la pagina fisica
e` l’unita` di trasferimento da e verso la memoria a dischi ed e` di solito
di dimensione relativamente piccola (qualche Kbyte) perche´ le tipiche
interrogazioni lavorano su pochi dati. Nel caso dei DWMS invece, so-
no preferibili pagine di grandi dimensioni (decine di Kbyte) poiche´ le
interrogazioni lavorano su molti dati;
• compressione dei dati : con il partizionamento verticale si possono ot-
tenere alti fattori di compressione perche´ i valori di ogni colonna fanno
parte di un dominio piu` piccolo. Inoltre le pagine contengono piu` valori,
aumentando la ridondanza nei dati.
Sebbene l’idea della memorizzazione dei dati per colonne sia stato studiato da
tempo, ed e` noto nella letteratura come la soluzione a file trasposti ([Mar77],
[Bab77] e [Bat79]), solo recentemente e` stato mostrato un certo interesse in
questo modo di memorizzare i dati nei sistemi DWMS, concretizzatosi in un
sistema commerciale (Sybase-IQ) e in un prototipo di ricerca realizzato pres-
so il Georgia Institute of Technology di Atlanta [DRT99]. Particolarmente
interessanti sono i lavori che descrivono il prototipo di ricerca e i risultati spe-
rimentali riportati mostrano dei radicali abbattimenti dei tempi di risposta
per un campione significativo di interrogazioni rispetto ai DBMS relazionali
tradizionali estesi per DWMS. Nella letteratura pero` non e` stato mai discusso
il problema dell’ottimizzazione delle interrogazioni in questo tipo di sistemi.
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Obiettivo di questo lavoro e` di affrontare questo aspetto del problema e di
proporre un opportuno insieme di operatori fisici da usare nei piani di acces-
so per eseguire le interrogazioni su data warehouse statici e di mostrare poi
come sia possibile organizzare l’ottimizzazione delle interrogazioni.
Il lavoro e` organizzato come segue.
Nel Capitolo 2 si introducono i concetti necessari per comprendere i data
warehouse e come il partizionamento verticale sia un metodo interessante per
la memorizzazione e per l’esecuzione delle interrogazioni.
Nel Capitolo 3 e nel Capitolo 4 vengono proposti degli operatori fisici per
la creazione di piani d’accesso su un data warehouse con partizionamento
verticale supponendo nel Capitolo 3 che il buffer sia molto grande e nel
Capitolo 4 che il buffer sia molto piccolo. Si mostrano possibili usi degli
operatori e si presentano degli algoritmi per la generazione dei piani d’accesso.
Nel Capitolo 5 si propone un insieme ibrido degli operatori proposti nei
Capitoli 3 e 4 e si mostrano casi in cui gli operatori producono piani di costo
inferiore.
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Capitolo 2
La tecnologia dei data
warehouse
I sistemi per la gestione di data warehouse possono essere realizzati con tec-
nologie MOLAP o ROLAP. Per gli scopi di questa tesi l’attenzione e` sulle
soluzioni per sistemi ROLAP che estendono la tecnologia dei sistemi rela-
zionali. Dopo un breve richiamo della nozione di data warehouse (DW) e di
schema a stella, si presentano le caratteristiche principali dei sistemi ROLAP
e di un sistema diverso basato sull’uso di file trasposti.
2.1 Il data warehouse
Il data warehouse e` “una raccolta di dati storici integrati, non volatile, or-
ganizzata per soggetti, o temi, e finalizzata al recupero di informazioni di
supporto ai processi decisionali” [Inm96].
La definizione pone in evidenza le caratteristiche principali di un data
warehouse [Alb03]:
1. i dati vengono utilizzati prevelentemente per operazioni di ricerca e non
di modifica; periodicamente i dati obsoleti vengono rimossi e vengono
aggiunti quelli nuovi;
2. per consentire l’analisi per intervalli temporali i dati contengono un
informazione sul tempo;
3. i dati memorizzati nel data warehouse sono il risultato di una lunga
e costosa integrazione di dati eterogenei provenienti da altre diverse
sorgenti oltre che dalla base di dati dell’organizzazione. Per esempio,
una societa` della grande distribuzione puo` raccogliere ed integrare i
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dati dei diversi ipermercati e prodotti al fine di impostare un’opportuna
strategia di marketing in un certo periodo di tempo;
4. i dati possono essere sia aggregati e di sintesi che analitici.
Un DW quindi integra i dati elementari provenienti da sorgenti di varia na-
tura, organizzati in forma appropriata per renderli disponibili per scopi di
analisi e valutazione finalizzati alla pianificazione e al processo decisionale
[GR02].
Nei sistemi ROLAP un DW si modella con uno schema a stella o con una
sua estensione detta schema a fiocco di neve.
Uno schema a stella e` composto da [GR02]:
• Un insieme di relazioni D1, . . . ,Dn, chiamate tabelle delle dimensioni.
Ogni Di e` caratterizzata da una chiave primaria pki e da un insieme
di attributi che descrivono le dimensioni di analisi a diversi livelli di
aggregazione;
• una relazione F, chiamata tabella dei fatti, che importa tutte le chiavi
delle tabelle delle dimensioni (fki) e contiene un attributo per ogni misu-
ra; la chiave primaria di F e` costituita dall’insieme delle chiavi esterne
delle dimensioni. Una misura e` un attributo tipicamente definito su
domini continui (tipicamente numerici) che descrive quantitativamente
un fatto.
In Figura 2.1 si mostra uno schema a stella con una misura e tre dimen-
sioni. La presenza di eventuali gerarchie fra gli attributi dimensionali rende
non normalizzato uno schema a stella e per evitare il problema si passa ad
uno schema a fiocco di neve, tipo di schema che non verra` considerato nel
seguito.
2.2 La tecnologia dei DWMS
Per gestire i DW i sistemi relazionali vengono estesi con (a) nuovi tipi di indici
e (b) con nuove tecniche di ottimizzazione delle interrogazioni. Si elencano in
seguito le principali soluzioni adottate riassumendo la presentazione riportata
in [Alb03].
2.2.1 Nuovi tipi di indici
Oltre ai tradizionali indici a liste invertite, si usano i seguenti tipi di indici:
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 Vendite 
pkVendite 
fkProdotto 
fkNegozio 
fkData 
Vendita 
  
Prodotto 
pkProdotto        
Nome         
Categoria       
Prezzo 
 
       
Negozio 
 pkNegozio 
 Nome 
 Città     
 Provincia 
 Regione 
  
Data 
pkData       
Giorno  
Mese        
Trimestre 
Anno           
 
        : relazione chiave esterna-primaria 
pk  : chiave primaria 
fk  : chiave esterna 
Figura 2.1: Schema a stella per le vendite
• Indici a bitmap. Si suppone che gli N record di una relazione siano
identificati da un numero j ∈ [0 .. N−1]. Un indice bitmap su un attri-
buto A che puo` assumere n possibili valori a1, . . . , an, associa ad ogni
valore ai un vettore di N bit Bi[0 .. N−1] con il bit Bi[j] = 1 se il record
j-simo ha A = ai, altrimenti Bi[j] = 0.
• Indici di giunzione. Un indice di giunzione J di due relazioni R e S con
attributi di giunzione R.A e S.A (R ./R.A=S.A S) e` un insieme ordinato
di coppie < p, q > dove p e` il Rid di un record r in R e q un Rid di
un record s in S tale che r.A = s.A, cioe` i Rid dei due record che
soddisfano la condizione di giunzione.
• Indice di giunzione a stella. Sullo schema a stella si definisce un indice
di giunzione multiattributo fra le tabelle delle dimensioni D1 e D2 e
la tabella dei fatti F (Star Join Index ). Un elemento dell’indice di
giunzione contiene nell’ordine i Rid dei record delle Di e di F che sono
in giunzione.
Un indice di giunzione a stella con k tabelle delle dimensioni non e`
pero` utile quando nella giunzione sono coinvolte solo alcune dimensioni
che non appartengono ad un prefisso di < D1, . . . , Dk >. Per questa
ragione si preferisce la successiva soluzione che prevede solo indici di
giunzione binari tra le tabelle delle dimensioni e la tabella dei fatti.
• Indice di giunzione binari con bitmap. Con questa soluzione (a) si usa
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un indice di giunzione Ji per ogni giunzione binaria (Di./F ) e (b) si
sostituisce, per ogni Rid p di Di nell’indice di giunzione, tutte le coppie
< p, q > con la coppia < p, bitmap per i record di F in giunzione>: il
vettore binario, con tanti bit quanti sono i record di F , ha un 1 nella
posizione i se e solo se l’i-esimo record di F e` in giunzione con il record
in Di con Rid p. Questo tipo di indice viene anche detto Bitmapped
Join Index .
• Foreign Column Join Index. Per agevolare la giunzione fra la tabella
dei fatti F e una tabella dimensionale D con una restrizione su un
attributo A di D, si immagina di estendere F con gli attributi di D e
di costruire un indice su D.A con elementi < ai, ri > con ai un valore
di D.A e ri un Rid di F (Foreign Column Join Index, FCJI ). L’effetto
finale e` di avere un indice su A per F , anche se A non e` un attributo
di F .
Combinando questa soluzione con quella dei Bitmapped Join Index si
possono usare indici a bitmap e si parla di Bitmapped Foreign Column
Join Index (BMFCJI). Si noti che alcuni sistemi commerciali, come
Oracle, chiamano questo indice Bitmap Join Index .
Si mostrano alcune soluzioni adottate in alcuni tipici sistemi commerciali.
DB2 Il sistema prevede le seguenti strutture di memorizzazione:
• indici a B+−albero, di solito sulle chiavi primarie delle tabelle, e indici
a bitmap;
• un indice multiattributo sulle chiavi esterne della tabella dei fatti;
• indici su ogni chiave esterna della tabella dei fatti.
Oracle Il sistema prevede le seguenti strutture di memorizzazione:
• indici a B+−albero, di solito sulle chiavi primarie delle tabelle;
• indici a bitmap sulle chiavi esterne della tabella dei fatti;
• indici Foreign Column Join Index sugli attributi delle tabelle delle
dimensioni.
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Red Brick Il sistema prevede le seguenti strutture di memorizzazione:
• indici a B+−albero, di solito sulle chiavi primarie delle tabelle;
• indici di giunzione a stella;
• indici su ogni chiave esterna della tabella dei fatti, detti Target Indexes .
L’organizzazione di questo tipo di indice dipende dal numero dei valori
della chiave: se inferiori a 100, si usano bitmap, se maggiori di 1000
si usano le liste di Rid, altrimenti una rappresentazione a liste di Rid
compressa;
• un indice multiattributo sulle chiavi esterne della tabella dei fatti.
2.2.2 Ottimizzazione delle interrogazioni
Le tecniche di ottimizzazione studiate per i sistemi relazionali vengono estese
per dare una soluzione adeguata alle seguenti questioni:
• come ottimizzare le giunzioni a stella;
• come ottimizzare l’esecuzione delle operazioni di GROUP BY;
• come riscrivere le interrogazioni per generare piani di accesso che uti-
lizzino viste materializzate.
Ottimizzazione di giunzioni a stella
Gli ottimizzatori dei sistemi per DW nella generazione del piano di accesso
per eseguire giunzioni a stella tengono conto sia delle strutture di memoriz-
zazione disponibili, sia del fatto che si esegue una particolare giunzione tra
una grande tabella dei fatti e tante piccole tabelle delle dimensioni. I piani
di accesso prodotti hanno di solito le seguenti caratteristiche:
1. si eseguono le restrizioni sulle tabelle delle dimensioni;
2. si trovano i riferimenti dei record della tabella dei fatti che partecipano
alla giunzione sfruttando gli indici di giunzione;
3. si calcolano le giunzioni fra il sottoinsieme dei record della tabella dei
fatti trovato al passo precedente, che in generale e` molto piu` piccolo
dell’insieme originario, e le tabelle delle dimensioni per trovare gli at-
tributi specificati nella SELECT e, infine, si applica l’ eventuale GROUP
BY o ORDER BY per produrre il risultato.
Questo modo di procedere porta in generale a piani di accesso molto diversi da
quelli generabili da un sistema relazionale tradizionale, ma di costo inferiore.
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Ottimizzazione di interrogazioni con GROUP BY
Nella generazione del piano di accesso per eseguire un’interrogazione, l’otti-
mizzatore tradizionale prende in considerazione la possibilita` di anticipare la
proiezione e le restrizioni, per diminuire le dimensioni dei risultati di tabelle
intermedie, e stabilisce poi l’ordine piu` opportuno di eseguire le giunzioni.
Se nell’interrogazione e` presente il GROUP BY, come spesso capita quando si
usano i DW, l’algoritmo di ottimizzazione ne tiene conto solo per considerare
eventuali giunzioni che producono dati ordinati sugli attributi di raggruppa-
mento, ma poi nel piano di accesso il GROUP BY viene sempre fatto dopo le
giunzioni. Diversi autori hanno invece mostrato che in molti casi, se l’ottimiz-
zatore potesse prendere in considerazione anche la possibilita` di anticipare
l’operatore di raggruppamento rispetto alla giunzione, si potrebbero generare
piani di accesso con costo inferiore. Il vantaggio dell’anticipo del raggruppa-
mento scaturisce dal fatto che si riduce la dimensione di tabelle intermedie e
quindi il costo delle successive giunzioni. In presenza di giunzioni, l’anticipa-
zione del raggruppamento fa perdere la possibilita` di usare opportuni indici e
quindi la scelta va fatta considerando il costo di piani di accesso alternativi.
Riscrittura di interrogazioni per l’uso di viste materializzate
Nei DBMS tradizionali le viste si usano frequentemente per vari motivi e in
particolare per semplificare la formulazione di interrogazioni particolarmente
complesse oppure per consentire la scrittura di interrogazioni che non sareb-
bero esprimibili senza ricorrere alle viste. L’uso delle viste e` esplicito nelle
interrogazioni che poi, quando e` possibile, prima di essere eseguite vengo-
no automaticamente riscritte sostituendo l’espressione che definisce la vista
al posto del suo uso prima di passare all’ottimizzazione dell’interrogazione.
Questo modo di procedere aumenta infatti le possibilita` di ottimizzazione
dell’interrogazione e ne riduce drasticamente i tempi di esecuzione.
La tecnica delle viste materializzate prevede invece di memorizzare il risul-
tato dell’espressione che la definisce e quindi di alcune tipiche interrogazioni,
in particolare quelle con costose operazioni di giunzione, raggruppamento e
calcolo di aggregati. Quando occorre eseguire un’interrogazione complessa,
e` possibile che esista una vista materializzata per la quale alcune o tutte
le operazioni piu` complesse siano gia` state eseguite e, quindi, usando i dati
precedentemente memorizzati sara` possibile trovare il risultato dell’interroga-
zione con costi molto bassi e con notevoli miglioramenti dei tempi di risposta.
Anche in questo caso l’interrogazione formulata dall’utente viene riscritta in
modo da utilizzare le viste materializzate, ma, a differenza del caso preceden-
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te, cio` avviene in modo automatico da parte del sistema, senza che l’utente
sappia dell’esistenza delle viste materializzate.
2.3 La tecnologia dei DWMS: un nuovo ap-
proccio
In [Fre97] sono stati proposti dei cambiamenti del gestore di memorizzazio-
ne per ottenere prestazioni migliori nell’esecuzione di interrogazioni di tipo
OLAP.
I cambiamenti riguardano i seguenti fattori [Fre97]:
1. partizionamento verticale dei dati ;
2. grandezza delle pagine;
3. compressione.
2.3.1 Partizionamento verticale dei dati
In un DBMS le tabelle sono rappresentate come un insieme di pagine con-
tenenti uno o piu` record. Questo approccio funziona bene per l’esecuzione
delle transazioni, tipiche dell’approccio OLTP. Quando una transazione ha
bisogno di un determinato record, il DBMS si occupa di caricare la pagina
necessaria in memoria.
Nei DWMS invece il partizionamento orizzontale non e` piu` adatto ed e`
meglio utilizzare il partizionamento verticale. In questo modo una tabella
viene rappresentata con un insieme di file: i valori di un attributo vanno a
formare un file a se´. Per esempio, una tabella con 100 attributi viene divisa
in 100 diversi file, uno per ogni attributo. Il vantaggio di questo approccio e`
che si leggono solo i file necessari all’interrogazione.
In un DBMS relazionale la percentuale di page fault e` molto alta in caso
di interrogazioni di tipo OLAP, specialmente se e` basso il rapporto memo-
ria principale e dimensione del database. Per esempio, con un database di
10GByte su un elaboratore con 1GB di memoria, la probabilita` di avere un
page fault e` di 9/10. Utilizzando il partizionamento verticale invece la proba-
bilita` di page fault diminuisce semplicemente perche` in una pagina ci stanno
molti piu` dati.
Il partizionamento verticale puo` essere realizzato con i file trasposti.
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2.3.2 Grandezza delle pagine
I DBMS gestiscono un buffer che contiene pagine di grandezza pari al blocco
fisico che viene letto dalla memoria permanente. Questa grandezza rappre-
senta il quantitativo in byte che il DBMS usa per trasferire dati dalla memoria
al disco e viceversa.
Una considerazione interessante e` che le applicazioni OLTP lavorano me-
glio con pagine relativamente piccole, mentre le applicazioni OLAP con pa-
gine relativamente grandi. Cio` e` dovuto al fatto che nelle applicazioni OLTP
si leggono e scrivono pochi record alla volta, mentre nelle applicazioni OLAP
si ha bisogno di molti se non tutti i dati per eseguire un interrogazione (per
esempio un aggregazione). In generale l’esecuzione di un’interrogazione ha
bisogno di un quantitativo pari al 25% o al 100% del totale dei dati. Quindi
la dimensione di una pagina puo` essere aumentata fino ad un livello che per-
mette un buon compromesso tra selettivita` dei record e velocita` di accesso.
Sperimentalmente e` stato individuato un compromesso utilizzando pagine di
64K [Fre97].
2.3.3 Compressione
Nei DBMS relazionali con i dati memorizzati per righe in pagine relativamen-
te piccole i vantaggi della compressione dei dati sono poco significativi (nella
letteratura si parla di una riduzione tipica dello spazio del 5-10%). Il fatto
poi che i dati sono di solito dinamici, e quindi soggetti a modifiche, comporta
frequenti operazioni di compressione che sono notoriamente piu` lente delle
operazioni di decompressione. Nei DWMS, invece, con i dati memorizzati
per colonne, e di solito non modificati interattivamente, si ottengono van-
taggi maggiori dalla compressione (nella letteratura si parla di una riduzione
tipica dello spazio del 50%). Fattori di compressione piu` alti e la maggiore di-
mensione delle pagine fisiche possono portare a sensibili riduzioni dello spazio
di memorizzazione dei dati e di esecuzione delle interrogazioni. Il problema
della compressione attraverso la codifica dei valori del dominio in stringhe di
bit e` stato studiato in [WLO+85].
2.3.4 I file trasposti
Nelle basi di dati relazionali per analisi di tipo OLTP, i dati sono modifica-
ti di continuo e l’organizzazione delle tabelle in file di record risulta essere
la soluzione migliore. In una base di dati per analisi di tipo OLAP inve-
ce i dati sono statici e in quantita` maggiori, quindi si possono prendere in
considerazione altri tipi di organizzazione.
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L’organizzazione a file trasposti e` inefficiente in presenza di dati che devo-
no essere modificati, ma sfruttando il fatto che in un DW i dati sono statici,
si puo` sfruttare questa organizzazione per leggere in maniera efficiente solo i
dati che servono.
Nell’organizzazione fisica dei dati con i file trasposti i valori degli attributi
si memorizzano per colonne: i valori degli n campi di una tabella si memo-
rizzano in n file separati. Nell’esempio Figura 2.2 per ottenere il risultato
dell’interrogazione, e` sufficiente scandire il file Qt.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Vendite 
fkC 
CK1 
CK2 
CK3 
CK4 
Qt 
Q1 
Q2 
Q3 
Q4 
Prezzo 
P1 
P2 
P3 
P4 
Sconto 
S1 
S2 
S3 
S4 
fkC 
CK1 
CK2 
CK3 
CK4 
Qt 
Q1 
Q2 
Q3 
Q4 
Prezzo 
P1 
P2 
P3 
P4 
Sconto 
S1 
S2 
S3 
S4 
SELECT  SUM(Qt) 
FROM  Vendite 
WHERE Qt > 100   
Figura 2.2: Tabella Vendite su file trasposti
Si divide la tabella in colonne ed ogni valore relativo all’attributo Ai
viene trasferito nel file trasposto nello stesso ordine e senza eliminazione dei
duplicati. Se si assume che i record abbiano lunghezza fissa allora sappiamo
esattamente quanti elementi sono presenti in una pagina. Ne segue che, dato
il riferimento i e la dimensione della pagina p, sappiamo che il valore cercato
si trova nella posizione (i mod p) della (i div p)-esima pagina. Nell’i-esima
posizione di ogni file ci sono gli attributi che costituiscono il record completo.
Un ulteriore uso dei file trasposti e` rappresentato dal Join Index, ossia un
file trasposto con tanti record quanti sono quelli della tabella dei fatti, che si
ottiene memorizzando i riferimenti alla tabella delle dimensioni invece che le
chiavi esterne.
Nella Figura 2.3, la colonna JI contiene i riferimenti dei record della
tabella Clienti che sono in giunzione con i record della tabella Vendite.
D’ora in poi chiameremo DataIndex (DI) i file trasposti su attributi e
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Vendite Clienti 
fkC 
CK1 
CK2 
CK3 
CK4 
Qt 
Q1 
Q2 
Q3 
Q4 
Prezzo 
P1 
P2 
P3 
P4 
Sconto 
S1 
S2 
S3 
S4 
Nome 
N1 
N2 
N3 
Città 
C1 
C2 
C3 
pkC 
CK1 
CK2 
CK3 
CK1 
CK2 
CK4 
CK3 
fkC 
P1 
P2 
P4 
P3 
Prezzo 
Q1 
Q2 
Q4 
Q3 
Qt 
S1 
S2 
S4 
S3 
Sconto 
Rid1 
Rid2 
Rid3 
Rid3 
JI 
N1 
N2 
N3 
Nome 
C1 
C2 
C3 
Città 
CK1 
CK2 
CK3 
pkC 
Figura 2.3: Join index su Vendite
Join DataIndex (JDI) i file trasposti che contengono riferimenti, in accordo
a [DMR+98].
Un DI e` quindi un file trasposto che contiene i valori dell’attributo a cui
si riferisce e un JDI e` un file di riferimenti che modella l’associazione fra due
tabelle.
2.4 Conclusioni
Abbiamo introdotto alcuni modi per poter migliorare le prestazioni di un
DWMS attraverso modifiche nell’organizzazione fisica dei dati.
Nel resto della tesi si pone l’attenzione sul problema dell’ottimizzazione
delle interrogazioni a stella, prive di GROUP BY e ORDER BY, che non presenta-
no problemi diversi da quelli dei sistemi relazionali tradizionali, e in assenza
di viste materializzate. Pertanto nel seguito non verranno prese in conside-
razione le questioni relative all’anticipazione del GROUP BY e alla riscrittura
di interrogazioni per l’uso di viste materializzate.
Nel prossimi capitoli verranno proposti degli operatori fisici per i file
trasposti, che in base alla disponibilita` di memoria possono dare risultati
differenti.
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Capitolo 3
Piani d’accesso con buffer
grande
Si presenta un primo insieme di operatori fisici per definire piani di accesso
sotto l’ipotesi che sia disponibile un buffer di grandi dimensioni. La gene-
razione del piano di accesso di costo minimo per eseguire un’interrogazione
si ottiene con un ottimizzatore a regole perche` la particolare natura delle
interrogazioni su schemi a stella e la memorizzazione a file trasposti rendono
superfluo un ottimizzatore basato sui costi essendo praticamente assenti reali
alternative di scelta. Il modo in cui si esegue un’interrogazione e` molto simile
pero` alla soluzione di solito adottata da un sistema relazionale tradizionale
privo di indici, ossia costruire il risultato durante l’esecuzione del piano.
3.1 Il costo di un piano d’accesso
In generale il costo di un piano d’accesso e` la somma tra il numero di accessi
alla memoria permanente ed il numero di operazioni in memoria temporanea.
Spesso l’ultimo addendo viene ignorato in quanto di ordine di grandezza lar-
gamente inferiore rispetto ai tempi di accesso al disco. Quindi nella trattazio-
ne si ignorera` il costo delle operazioni in memoria temporanea e verra` invece
considerato determinante il numero di accessi logici alla memoria permanen-
te, ovvero il numero di volte che una pagina vada letta indipendentemente
dal fatto che sia nel buffer o nella memoria permanente [Alb01].
3.2 Organizzazione fisica dei dati
Le relazioni sono memorizzate in file trasposti: un DI per ogni attributo
ed un JDI per ogni chiave esterna. Si identifica un file trasposto come una
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tabella di record con un solo campo e si suppone per semplicita` che i record
siano di lunghezza fissa senza perdita di generalita`.
I metodi di accesso utilizzati, quali la scansione e l’ accesso diretto tramite
riferimento, si discuteranno nelle sezioni successive.
3.3 Statistiche
Si suppone che per ogni DI Ai siano note le seguenti statistiche:
• Nreg(Ai) e` il numero di record di Ai;
• Npag(Ai) e` il numero di pagine su cui e` memorizzato Ai;
• Nkey(Ai) e` il numero di valori distinti nel DI;
• Lk(Ai) e` la dimensione (numero di byte) di un valore di Ai;
• min(Ai) e max(Ai), il minimo ed il massimo valore di Ai, se definito su
un dominio numerico.
Per facilitare la definizione dei costi degli operatori fisici, occorre definire
il fattore di selettivita` che permette di fare delle stime quantitative su porzioni
dei dati da accedere in caso di restrizione. Per avvalersi di questo strumento
sono necessarie alcune ipotesi. Si suppone che i valori di ogni attributo siano
uniformemente distribuiti nel DI, inoltre se un DI e` ordinato, i record con
lo stesso valore sono fisicamente adiacenti, mentre se e` disordinato, i record
con lo stesso valore sono uniformemente distribuiti nelle pagine del file che
contiene il DI [Alb01].
3.3.1 Il fattore di selettivita`
Sia ψAi una condizione sull’attributo Ai. Il fattore di selettivita` fs(ψAi)
rappresenta una stima della frazione delle ennuple di una relazione che sod-
disfano la condizione. I valori di approssimazione dei casi che analizzeremo
sono stati proposti per il DBMS System R.
Condizione semplice Sia adom(Ai) l’insieme dei valori distinti di Ai. Nel-
l’ipotesi di distribuzione uniforme dei valori Ai, un suo valore e` presente in
Nreg(Ai)/Nkey(Ai) record. Quindi, il fattore di selettivita` si stima come segue
[Alb01]:
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fs(ψ(Ai)) =
|{x ∈ Ai|x soddisfa ψ(Ai)}|
Nreg(Ai)
=
|{x ∈ adom(Ai)|x soddisfa ψ(Ai)}| ×Nreg(Ai)/Nkey(Ai)
=
|{x ∈ adom(Ai)|x soddisfa ψ(Ai)}|
Nkey(Ai)
Siano v, vi costanti di tipo qualsiasi e c una costante numerica. Le condizioni
che si prenderanno in considerazione sono:
fs(Ai = v) =

1
Nkey(Ai)
1/10
fs(Ai > c) =

max(Ai)−c
max(Ai)−min(Ai)
1/3
fs(A1 = A2) =

1
max(Nkey(A1),Nkey(A2))
se adom(A1) ⊆ adom(A)
o adom(A2) ⊆ adom(A1)
1
Nkey(Ai)
se si conosce solo uno
dei due valori Nkey(Ai)
0 se adom(A1) e adom(A)
sono disgiunti
1/10
In assenza di informazioni, i valori delle costanti ipotizzano selettivita` mag-
giori in caso di condizioni di uguaglianza (fs(ψ(Ai)) piccolo) e minori in caso
di condizioni su intervalli di valori (fs(ψ(Ai)) grande).
Congiunzione La condizione congiuntiva ψ1 ∧ . . . ∧ ψn e` soddisfatta dai
record che verificano tutte le condizioni ψi. Se si assume che le condizioni ψi
siano indipendenti tra di loro:
fs(ψ1 ∧ . . . ∧ ψn) = fs(ψ1)× . . .× fs(ψn)
In seguito non si utilizzeranno le costanti presenti nella definizione.
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3.3.2 La funzione di Cardenas
La funzione di Cardenas Φ(k, n) e` una stima del numero delle pagine che
contengono almeno uno dei k record, su un totale di n pagine a partire da
una lista di Rid ordinata [Car75].
La funzione di Cardenas e` la seguente:
Φ(k, n) = n
(
1−
(
1− 1
n
)k)
Sapendo che 1 − (1/n)k e` la probabilita` che una pagina contenga almeno
uno dei k record, la quantita` n(1− (1/n)k) e` il numero delle pagine che ci si
aspetta contengano almeno un record.
La funzione e` approssimativamente lineare in k quando k << n e tende
a k per n grande. Quindi, essendo Φ(k, n) < min(k, n), il numero di pagine
visitate e` sempre minore di Npag.
3.4 La dimensione del risultato nella giunzio-
ne
La dimensione del risultato della giunzione tra due tabelle F e D si stima
come:
Ereg = dfs(ψF)× fs(ψD)× fs(fkD = pkD)× Nreg(F)× Nreg(D)e
dove ψF e ψD sono dei predicati sulle tabelle F,D.
Nel contesto degli schemi a stella le chiavi di pkD sono almeno quelle
distinte di fkD:
fs(fkD = pkD) =
1
max(Nkey(fkD), Nkey(pkD))
=
1
Nkey(pkD)
=
1
Nreg(D)
e quindi
Ereg = dfs(ψF )× fs(ψD)×Nreg(F )e
3.5 Una proposta di operatori fisici
Nelle prossime sezioni si presentano gli operatori fisici da usare nei piani d’ac-
cesso. Di ogni operatore viene data la definizione, il costo e la dimensione del
risultato. Il costo e` il numero di pagine logiche a cui si deve accedere, mentre
la dimensione del risultato e` il numero di record che l’operatore restituisce.
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Nei piani d’accesso che si presenteranno nel corso della trattazione, i Rid so-
no considerati come campi di un record, inoltre si suppone che la dimensione
delle pagine sia pari a 8Kb e che ogni record sia di lunghezza fissa.
Si adottano le seguenti notazioni nella definizione degli operatori fisici:
• Ai per i DI in genere, dove Ai e` il nome di un attributo. Ai(n) e`
l’elemento di Ai con Rid n;
• JDIfk per i JDI, dove fk e` il nome della chiave esterna;
• T una generica tabella e Ti i suoi attributi;
• RidT per i Rid relativi alla tabella T.
Gli operatori fisici sono i seguenti:
• DIScan({Ai, . . . , An}) per la scansione di un insieme di DI. Siano gli
{Ai} appartenenti alla tabella T. L’operatore ritorna record con campi
[Rid,A1(Rid), . . . ,An(Rid)].
L’operatore ha costo
CA =
n∑
i=1
Npag(Ai) dove n = |{Ai}|
Il risultato ha dimensione
Ereg = Nreg(T )
• DIAccessPrj(Rid, {A1, . . . , An}) per l’accesso ai DI noto il valore del
Rid.
L’operatore ritorna un record con campi [Rid,Ai(Rid), . . . ,An(Rid)].
L’operatore ha costo
CA = |{Ai}|
Il risultato ha dimensione
Ereg = 1
• Select(O, {Ai}) per la proiezione dei record di O senza eliminazione
dei duplicati.
L’operatore ha costo:
CA = CA(O)
Il risultato ha dimensione:
Ereg = Nreg(O)
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• Filter(O,ψ) per la restrizione dei record di O con la condizione ψ.
L’operatore ha costo:
CA = CA(O)
Il risultato ha dimensione:
Ereg = dfs(ψ)×Nreg(O)e
• IterationAccessPrj(OE, OI , Rid, {Ai}) dove OE e` un insieme di re-
cord con il campo Rid e OI e` un Filter(DIAccessPrj) oppure un
DIAccessPrj. L’operatore ritorna dei record ottenuti proiettando su-
gli attributi {Ai} la concatenazione dei record di OE con i record di
OI , che hanno il valore del Rid specificato.
Se i Rid di OE sono nello stesso ordine dei Rid di OI l’operatore ha
costo:
CIA = CA(OE) +
|{Ai}|∑
i=1
Φ(Ereg(OE), Npag(Ai))
altrimenti
CIA = CA(OE) + Ereg(OE)× |{Ai}|
Il risultato ha dimensione:
Ereg =
⌈
fs(ψAOI )× Ereg(OE)
⌉
dove fs(ψAOI ) e` il prodotto dei fattori di selettivita` delle eventuali
condizioni presenti in OI .
• JINestedLoop(OE, OI , JDI,Rid) per la giunzione dei record di OE
con quelli di OI usando il JDI a partire dal valore del campo Rid, indi-
cato dall’omonimo parametro, di OE. OI e` un Filter(DIAccessPrj)
oppure un DIAccessPrj.
L’operatore e` applicabile quando vi e` un JDI per le condizioni di giun-
zione.
L’operatore ha costo:
CJINL = CA(OE) + CA(JDIfk) + CA(OI)
dove CA(JDIfk) e` il costo totale d’accesso al JDI e CA(OI) e` il costo
totale d’accesso a OI .
I riferimenti di OE sono ordinati rispetto a JDIfk quindi
CA(JDI) = Φ(Ereg(OE), Npag(JDIfk))
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Se i riferimenti contenuti nel JDI non sono nello stesso ordine dei rife-
rimenti alla tabella D, occorre un accesso per ogni elemento dell’indice
per ogni Ai che si deve scandire:
CA(OI) = Ereg(OE)× |{Ai}|
Se un JDI ha i riferimenti ordinati rispetto agli attributi {Ai} della
dimensione D il costo diventa:
CA(OI) =
n∑
i=1
Φ(Ereg(OE), Npag(Ai)) dove n = numero attributi inOI
Se si suppone che gli attributi dimensionali interessanti si possano
tenere nel buffer, il costo diventa:
CA(OI) =
n∑
i=1
Npag(Ai) dove n = numero attributi in OI
Il risultato ha dimensione:
Ereg =
⌈
fs(ψAOI )× Ereg(OE)
⌉
dove fs(ψAOI ) e` il prodotto dei fattori di selettivita` delle eventuali
condizioni presenti in OI .
• JIAccess(JDI, {Ai}) per trovare i campi {Ai} di una tabella dimen-
sionale usando il JDI. Sia JDI(RidF) il riferimento contenuto nel JDI
in posizione RidF. L’operatore ritorna record con i seguenti campi:
[RidF,A1(JDI(RidF)), . . . ,An(JDI(RidF))].
L’operatore e` applicabile quando vi e` un JDI per le condizioni di giun-
zione.
Se si suppone che gli attributi interessanti si possano tenere nel buffer,
il costo diventa:
CJIA = Npag(JDIfk) +
n∑
i=1
Npag(Ai) dove n = |{A− i}|
altrimenti
CJIA = Npag(JDIfk) +Nreg(F )× |{Ai}|
Il risultato ha dimensione:
Ereg = Nreg(F )
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3.6 Esempi di piani d’accesso
Si presentano alcune tipiche interrogazioni per mostrare l’uso degli operatori
fisici: si considera la scansione, la restrizione sui DI e l’utilizzo dei JDI per la
giunzione su schemi a stella. Una restrizione e` il prodotto logico di condizioni
semplici.
Si ricorda infine che il buffer e` grande a sufficienza per memorizzare ogni
attributo dimensionale interessato dall’interrogazione.
3.6.1 Interrogazioni su schemi a stella
Le interrogazioni usate nella presentazione sono basate sullo schema a stella
mostrato in Figura 3.1. Lo schema ha tre dimensioni: P, C e T. La tabella
dei fatti e` F che contiene le chiavi esterne corrispondenti ad ogni dimensione.
Accanto ad ogni attributo ci sono rispettivamente le dimensioni in byte ed il
numero delle pagine fisiche, supponendo che la grandezza di una pagina sia
di 8Kb e che la lunghezza dei riferimenti sia pari a 4 byte.
 
F 
pkF   4   11000 
fkP   4   11000 
fkC   4   11000 
fkT   4   11000 
M1   4   11000 
M2   4   11000 
M3   1     2750 
M4   8   22000 
M5   5   13750 
 38 
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000
 
000 record 
P 
pkP         4       100 
P1         10       250 
P2           1         25 
P3            8       200 
             23 
C 
 pkC       4       10 
 C1     10       25 
 C2     30       75 
 C3       4       10 
 C4       4       10 
 C5       4       10 
     56 
T 
 pkT       4        3 
 T1       4        3 
 T2       4        3 
 T3       4        3 
 T4            4        3 
    20 
        : relazione chiave esterna-primaria 
pk  : chiave primaria 
fk  : chiave esterna 
200
 
000 record 
5
 
000 record 
20
 
000 record 
Npag(JDIfkP)=11000 
Npag(JDIfkC)=11000 
Npag(JDIfkT)=11000 
Figura 3.1: Schema a stella usato per gli esempi
Si assume infine che ogni attributo sia memorizzato in un DI separato e
che per ogni chiave esterna fki esista un JDIfki che contiene riferimenti.
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Negli esempi che seguono si mostreranno i valori dei costi consideran-
do i parametri quantitativi mostrati nella Figura 3.1, utilizzando come in
[DMR+98], selettivita` pari a 0, 01 su condizioni di uguaglianza sugli attributi
della tabella dei fatti e 0, 05 per le analoghe condizioni sugli attributi delle
tabelle dimensionali.
3.6.2 Interrogazioni piA(F )
Si mostra l’uso degli operatori fisici in caso di interrogazioni con sola proie-
zione.
La scansione di un DI richiede l’operatore DIScan: esso e` di fatto anche
l’operatore di proiezione in quanto ritorna solo gli attributi richiesti.
Si consideri l’interrogazione:
SELECT M1,M2
FROM F;
Il piano d’accesso in Figura 3.2 prevede la scansione di M1 e M2 ed una
proiezione con Select per l’eliminazione del campo Rid. Il suo costo e` dato
dalla lettura delle pagine dei due DI, quindi:
CA = Npag(M1) +Npag(M2) = 22 000
 
DIScan 
({M1,M2}) 
Select 
(M1,M2) 
[RidF,M1,M2] 
Figura 3.2: Query con proiezione e restrizione
3.6.3 Interrogazioni piA(σϕ(F ))
Si mostra con una serie di esempi l’uso degli operatori fisici in caso di
interrogazioni con proiezione e restrizione.
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Esempio 1 Interrogazione sulla tabella dei fatti con restrizione semplice.
Lo scopo della seguente interrogazione e` di mostrare che in caso di restri-
zione si possono scandire i DI in passi separati in modo da tenere conto dei
valori scartati dalle restrizioni.
SELECT M1,M2
FROM F
WHERE M1 = 5;
Un modo per eseguire l’interrogazione e` mostrato in Figura 3.3. Si esegue
unDIScan su M1,M2, un Filter per la restrizione e in seguito una proiezione
con Select per eliminare il campo Rid.
Il costo non e` altro che il numero di accessi ai tre DI, come rappresentato
nel piano d’accesso in Figura 3.3:
CA = Npag(M1) +Npag(M2) = 22 000
 
DIScan 
({M1,M2}) 
Select 
(M1,M2) 
[RidF,M1,M2] 
Filter 
(M1<5) 
[RidF,M1,M2] 
Figura 3.3: Query con proiezione e restrizione
Utilizzando congiuntamente gli operatori IterationAccessPrj e DIAc-
cessPrj possiamo leggere i DI separatamente. Per esempio, nel piano in
Figura 3.4 si scandisce solo M1 e si accede, per mezzo dei Rid di M1, solo
ai record di M2 che soddisfano la condizione. Il costo d’accesso del piano
concerne la scansione di M1 e l’accesso, con l’operatore DIAccessPrj, solo
alle pagine necessarie di M2, quantificabili con la formula di Cardenas. L’o-
peratore IterationAccessPrj ritorna la concatenazione dei record di M1 e
M2. Teniamo presente che il DIAccessPrj restituisce il record richiesto con
un solo accesso e che i riferimenti dei DI hanno lo stesso ordine. Quindi il
piano ha costo:
CA = Npag(M1) + Φ(Ereg(M1), Npag(M2)) = 22 000
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dove
Ereg(M1) = fs(M1 = 5)×Nreg(F )
Si noti che i costi non sono cambiati rispetto a quelli del piano in Figu-
ra 3.3 solo perche´ il fattore di selettivita` non e` sufficientemente basso. Risul-
tati migliori si possono ottenere quando e` alto il numero di valori distinti di
un attributo (Nkey).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
[RidF,M1] [RidF,M2] 
[RidF,M1] 
IterationAccessPrj 
(RidF,{M1,M2}) 
DIAccessPrj 
(RidF,{M2}) 
Filter 
(M1=5) 
DIScan 
({M1}) 
Figura 3.4: Query con proiezione e restrizione
Nel resto della trattazione si chiameranno attributi residui gli attributi
presenti nel ramo SELECT ed assenti nel ramo WHERE. Nell’esempio precedente
M2 e` un attributo residuo e come tale si considera nella parte finale del piano.
Osservazione Quando Ereg >> Npag il risultato della funzione di Cardenas
e` Npag. Di conseguenza, se la selettivita` non e` sufficientemente alta (Nkey
basso), la separazione delle scansioni non influisce sul costo totale del piano.
La separazione diventa vantaggiosa quando le restrizioni di un’interro-
gazione interessano molti attributi di una tabella, in quanto per ogni scan-
sione si tiene conto della selettivita` delle condizioni sugli attributi gia` letti
accedendo a porzioni sempre piu` inferiori dei DI.
Esempio 2 Interrogazione sulla tabella dei fatti con restrizione complessa.
Si mostra che in caso di condizioni complesse occorre individuare una
sequenza ordinata di attributi da scandire che assicuri il minimo costo d’ac-
cesso. Si ricordi che le condizioni con uguaglianze sono piu` selettive delle
condizioni con confronti.
Si consideri l’interrogazione:
SELECT M1
FROM F
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WHERE M1 = 5 AND M2 > 6;
 
DIScan 
({M1,M2}) 
Select 
(M1) 
[RidF,M1,M2] 
Filter 
(M1=5 and M2>6) 
[RidF,M1,M2] 
Figura 3.5: Query con proiezione e restrizione
In Figura 3.5 si presenta un piano d’accesso dove la scansione di M1 e M2
viene eseguita con un solo DIScan. Il suo costo e` dato dalla somma delle
loro pagine:
CA = Npag(M1) +Npag(M2) = 22 000
Si mostra in Figura 3.6 un piano alternativo. Supponendo, a scopo esempli-
cativo, che la condizione su M1 abbia una selettivita` pari a 0, 001 in modo
da accedere effettivamente ad una porzione di M2 il costo d’accesso diventa:
CA = Npag(M1) + Φ(Ereg(M1), Npag(M2)) = 21 512
dove
Ereg(M1) = fs(M1 = 5)×Nreg(F )
Scegliendo M2 come primo attributo da scandire, avremmo avuto un costo
superiore (sempre 22 000).
Osservazione Un primo criterio per conoscere in che ordine scandire gli
attributi potrebbe essere lo scegliere come primo DI quello su cui e` definita
una condizione con il minore fattore di selettivita`, ma occorre tenere presente
che anche il numero della pagine riveste un ruolo importante in questa scel-
ta: nell’esempio precedente, il criterio della minore selettivita` funziona solo
perche´ i due DI hanno lo stesso numero di pagine e fs(M2 > 6) > fs(M1 = 5).
D’altro canto e` facile dimostrare che tra due DI con condizioni di pari selet-
tivita`, la scelta deve ricadere sull’attributo con il minor numero di pagine.
In generale, individuare una sequenza ordinata di attributi che corrisponda
al minimo numero di accessi non e` un problema semplice, quindi si introduce
una strategia che permette di raggiungere l’obiettivo.
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[RidF,M2] [RidF,M2] 
[RidF,M1] [RidF,M2] 
IterationAccessPrj 
(RidF, {M1}) 
DIAccessPrj 
(RidF,{M2}) 
Filter 
 (M1=5) 
DIScan 
({M1}) 
Filter 
(M2>6) 
Figura 3.6: Alternativa alla query in Figura 3.5
Sequenza ottima In [Bat79] si individua una strategia per determinare
una sequenza ordinata di attributi in modo che la scansione avvenga con il
minimo numero di accessi.
Combinando i costi degli operatori DIScan, Filter e IterationAcces-
sPrj si ottiene il costo medio di accesso data una sequenza ordinata di
attributi:
CM =
n∑
i=1
Φ
Nreg(T )× i−1∏
j=1
fs(ψAj), Npag(Ai)
 (3.1)
ricordando che se A e` un attributo di T e se Npag(A) < Nreg(T ), allora
Φ(Nreg(T ), Npag(A)) = Npag(A) L’obiettivo e` quello di determinare una se-
quenza ordinata di {Ai} che minimizza CM , ma [Bab77] asserisce che non
esiste una soluzione analitica al problema. Visto che le interrogazioni di soli-
to non contengono molti prodotti logici, si potrebbero usare metodi esaustivi
per controllare ogni possibile sequenza, ma non e` sempre detto che una tale
soluzione possa essere fattibile.
L’approccio migliore allora, sembra quello di utilizzare delle euristiche
come la seguente, descritta in [Bat79].
Sia il rango di un file trasposto Ai definito come segue:
rango(Ereg, Ai) = Φ(Ereg, Npag(Ai)) + Ereg × fs(ψAi) (3.2)
dove Ereg e` il numero corrente di record gia` letti.
All’inizio Ereg(T ) = Nreg(T ). Si sceglie l’attributo Ai con rango minore,
si pone Ereg(T ) = Nreg(T )× fs(ψAi), si ricalcola il rango dei DI rimasti e si
sceglie l’attributo Aj di rango minore, e cos`ı via.
Come dimostrato nell’esempio precedente ed anche dalla definizione di
rango, e` evidente che tra due DI con lo stesso numero di pagine occorre
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scegliere quello su cui e` definita la condizione con selettivita` minore; invece a
parita` di selettivita` occorre scegliere l’attributo col minor numero di pagine.
3.6.4 Abbreviazioni
Per semplificare i piani che seguiranno nelle prossime sezioni, mostriamo nella
Figura 3.7 l’operatore fittizio IterationFilter, che dati i DI e una condizione
composta con prodotti logici esegue la scansione separata degli attributi.
 
 
[RidF,An] [RidF,A1,…,Ai] 
[RidF,{Aϕ}] 
IterationFilter 
({ψ1,..., ψn}) 
[RidF,A1] 
[RidF,Ai] 
[RidF,Ai] 
IterationAccessPrj 
(RidF, {A1,…,Ai}) 
DIAccessPrj 
(RidF,{Ai}) 
Filter 
(ψi) 
[RidF,{Aϕ}] 
[RidF,An] 
IterationAccessPrj 
(RidF, {RidF,Aϕ}) 
DIAccessPrj 
(RidF,{An}) 
Filter 
(ψn) 
[RidF,A1] 
Filter 
 (ψ1) 
DIScan 
({A1}) 
Figura 3.7: L’operatore fittizio IterationFilter
Siano Aϕ attributi di restrizione in Api. Allora il costo del blocco Itera-
tionFilter sugli attributi di restrizione {Ai} ⊇ {Api} della tabella T e`:
CIF (T ) = Npag(A1) +
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+ Φ(Nreg(T )× ψA1 , Npag(A2)) +
+ Φ(Nreg(T )× ψA1 × . . .× ψAn−1 , Npag(An))
La dimensione del risultato e`:
Ereg = Nreg(T )×
n∏
i=1
ψAi
Nel corso della trattazione si supporra` che l’operatore IterationFilter si
basi sulla scansione degli attributi in ordine di rango.
3.6.5 Interrogazioni piA(F ./ D1 ./ . . . ./ Dn)
Si mostra l’uso degli operatori fisici in caso di interrogazioni con giunzione
senza restrizioni, considerando i costi in caso di buffer piccolo e riferimenti
del JDI ordinati e non.
In generale la giunzione e` un’operazione molto costosa. Senza ipotesi sulla
quantita` di memoria a disposizione, con gli operatori introdotti si possono
generare dei piani d’accesso il cui costo e` O(Nreg(F)).
Si consideri l’interrogazione:
SELECT M1,C1,C2
FROM F,C
WHERE fkC = pkC;
 
 
 
  
 
 
 
 
 
 
 
[RidF,M1,C1,C2] 
[RidC,C1,C2] [RidF, M1] 
JINestedLoop 
(JDIfkC, RidF) 
DIAccessPrj 
(RidC,{C1,C2}) 
DIScan 
({M1}) 
Select 
 ({M1,C1,C2}) 
Figura 3.8: Query con giunzione e proiezione
Si considera solo un caso dove si ipotizza un buffer di capienza insufficiente
per l’esecuzione dell’interrogazione con il piano d’accesso in Figura 3.8. La
giunzione si esegue utilizzando il JINestedLoop: con il RidF ritornato da
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DIScan(M1) accede al JDI, ottiene i riferimenti ai record di C e con questi
riferimenti il DIAccessPrj accede Nreg(F ) volte a C1 e C2 perche` i RidC nel
JDI non sono ordinati rispetto ai record delle dimensioni, quindi:
CA = Npag(M1) + CJINL = 44 022 000
dove
CJINL = Φ(Nreg(F ), Npag(JDIfkC )) + 2×Nreg(F )
Si consideri ora la possibilita` che i RidC contenuti in JDIfkC siano ordinati
rispetto a quelli della tabella C. In questo caso la giunzione e` il costo di
scansione di tutti i M1,C1,C2 e di JDIfkC , quindi il costo sarebbe il seguente:
CA = Npag(M1) + CJINL = 22 100
dove
CJINL = Φ(Nreg(F ), Npag(JDIfkC )) +
+ Φ(Nreg(F ), Npag(C1)) + Φ(Nreg(F ), Npag(C2))
Sono molto pochi i casi in cui riferimenti nel JDI ai record della tabel-
la sono nello stesso ordine (nel caso di una dimensione che contiene valori
temporali) e spesso accade il contrario. Non potendo utilizzare questa possi-
bilita`, da questo momento in poi i riferimenti nel JDI si supporranno sempre
disordinati rispetto ai record della relativa tabella dimensionale.
Dato il costo eccessivo della giunzione in mancanza di spazio nel buffer
e senza ipotesi sull’ordine dei riferimenti, nel corso del capitolo si supporra`
che il buffer sia abbastanza grande per contenere gli attributi dimensionali
che concorrono alla formazione del risultato.
Considerando la precedente interrogazione, se C1 e C2 possono essere
memorizzati nel buffer allora il costo si riduce alla sola scansione del JDI e
di tutti i DI:
CA = Npag(M1) + CJINL = 22 100
dove
CJINL = Φ(Nreg(F ), Npag(JDIfkC )) +Npag(C1) +Npag(C2)
Giunzione con a stella con due tabelle dimensionali
Si mostra in che modo costruire un piano per una giunzione con due dimen-
sioni. Si consideri l’interrogazione:
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SELECT M1,M2,P1,C2
FROM F,P,C
WHERE fkP = pkP AND fkC = pkC;
Il piano d’accesso in Figura 3.9 ha costo:
CA = [Npag(M1) +Npag(M2)] + C
1
JINL + C
2
JINL = 44 325
dove
C1JINL = Φ(Nreg(F ), Npag(JDIfkP )) +Npag(P1)
C2JINL = Φ(Nreg(F ), Npag(JDIfkC )) +Npag(C2)
Dato che sono due le dimensioni da mettere in giunzione con la tabella
dei fatti, allora occorre l’applicazione di due JINestedLoop.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
[RidF, M1,M2,RidP,P1,RidC,C2] 
[RidC,C2] [RidF, M1,M2,RidP,P1] 
[RidP,P1] [RidF, M1, M2] 
JINestedLoop 
(JDIfkC ,RidF) 
DIAccessPrj 
(RidC,{C2}) 
DIAccessPrj 
(RidP,{P1}) 
DIScan 
({M1, M2}) 
JINestedLoop 
(JDIfkP ,RidF) 
Select 
({M1,M2,P1,C2}) 
Figura 3.9: Query con giunzione a stella e proiezione
3.6.6 Interrogazioni piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
Si mostra l’uso degli operatori fisici in caso di interrogazioni con giunzione
e restrizione sulla tabella dei fatti, supponendo a scopo dimostrativo che
fs(M1 = 5) = 0.001.
Si consideri l’interrogazione:
SELECT M1,C1,C2
FROM F,C
WHERE fkC = pkC AND M1 = 5;
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[RidF,M1,C1,C2] 
[RidC,C1,C2] [RidF, M1] 
[RidF, M1] 
JINestedLoop 
(JDIfkC,RidF) 
DIAccessPrj 
(RidC,{C1,C2}) 
Filter 
(M1=5) 
DIScan 
({M1}) 
Select 
({M1,C1,C2}) 
Figura 3.10: Query con giunzione, proiezione e restrizione sulla tabella dei
fatti
Il piano in Figura 3.10 ha costo:
CA = Npag(M1) + CJINL = 21 612
dove
CJINL = Φ(Ereg(M1), Npag(JDIfkC )) +Npag(C1) +Npag(C2)
Ereg(M1) = Nreg(F )× fs(M1 = 5)
fs(M1 = 5) = 0.001
Si e` utilizzata una selettivita` molto bassa mostrare come si riduce il costo
rispetto a quello del piano per giunzione senza restrizioni in Figura 3.8.
3.6.7 Interrogazioni piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Si mostra l’uso degli operatori fisici in caso di interrogazioni con giunzione e
restrizioni sulle tabelle delle dimensioni.
In caso di giunzione, partendo dagli attributi della tabella dei fatti, una
restrizione sulla tabella delle dimensioni non influisce sul costo totale. Oc-
corre quindi utilizzare l’operatore foglia JIAccess per sfruttare le restrizioni
e ed accedere solo ai record necessari della tabella dei fatti.
Si consideri l’interrogazione:
SELECT M1,C1,C2
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FROM F,C
WHERE fkC = pkC AND C1 =
′ y′;
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
[RidF,C1,C2] 
[RidF,M1,RidC,C1,C2] 
[RidC,C1,C2] 
[RidC,C1,C2] [RidF,M1] 
JINestedLoop 
(JDIfkC, RidF) 
DIAccessPrj 
(RidC,{C1,C2}) 
DIScan 
({M1}) 
Select 
 ({M1,C1,C2}) 
Filter 
(C1=’y’) 
(a) 
[RidF,C1,C2] 
JIAccess 
(JDIfkC,{C1,C2}) 
[RidF,M1] 
IterationAccessPrj 
(RidF,{M1,C1,C2}) 
DiAccessPrj 
(RidF,{M1}) 
(b) 
Filter 
(C1=’y’) 
Figura 3.11: Query con restrizione sulla tabella delle dimensioni
Nel piano d’accesso in Figura 3.11 (a) si esegue una giunzione ed una
restrizione sulla dimensione C, considerando come operando esterno del JI-
NestedLoop l’operatore DIScan sull’attributo M1 della tabella dei fatti,
quindi:
CA = Npag(M1) + CJINL = 22 100
dove
CJINL = Φ(Nreg(F ), Npag(JDIfkC )) +Npag(C1) +Npag(C2)
Nel piano in Figura 3.11 (b) si anticipa la restrizione sulla tabella delle
dimensioni in modo da effettuare meno accessi sugli attributi residui della
tabella dei fatti. Il costo del piano e`:
CA = Φ(Ereg, Npag(M1)) + CJIA = 22 100
dove
Ereg = fs(C1 =
′ y′)×Nreg(F )
CJIA = Npag(JDIfkC ) +Npag(C1) +Npag(C2)
fs(C1 =
′ y′) = 0, 05
In seguito si utilizzera` l’operatore JIAccess in presenza di restrizioni su
una tabella delle dimensioni.
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Giunzione con due dimensioni
Si mostra come cambia la struttura del piano in base alle selettivita` delle
restrizioni sulle tabelle dimensionali.
Si consideri l’interrogazione:
SELECT M1,M4,C1,P1
FROM F,C,P
WHERE fkC = pkC AND fkP = pkP AND P1 =
′ x′ AND C3 = 10;
 
 
 
  
 
 
  
 
 
 
 
 
 
 
 
  
 
 
 
 
 
[RidF,C1,C3,RidP,P1] [RidF,M1,M4] 
DIAccessPrj 
({M1,M4}) 
IterationAccessPrj 
(RidF,{M1,M4,C1,P1}) 
[RidF,C1,C3] 
[RidF,C1,C3] 
Filter 
(C3=10) 
[RidP,P1] 
[RidP,P1] 
Filter 
(P1=’x’) 
DIAccessPrj 
(RidP,{P1}) 
JINestedLoop 
(JDIfkP,RidF) 
JIAccess 
(JDIfkC,{C1,C3}) 
Figura 3.12: Interrogazione con restrizione sulle dimensioni
Considerando nell’ordine le dimensioni C e P, il piano in Figura 3.12 ha
costo:
CA = CJINL + Φ(Ereg, Npag(M1)) + Φ(Ereg, Npag(M4)) = 53 406
dove
CJINL = CJIA + Φ(fs(C3 = 10)×Nreg(F ), Npag(JDIfkP )) +Npag(P1)
CJIA = Npag(JDIfkC ) +Npag(C1) +Npag(C3)
Ereg = fs(C3 = 10)× fs(P1 =′ x′)×Nreg(F )
Se la condizione fs(P1 =
′ x′) fosse piu` selettiva di fs(C3 = 10), allora
nel piano si dovrebbe considerare prima la dimensione P e poi la dimensione
C. In pratica, si devono considerare le dimensioni in un ordine che segue la
selettivita` delle restrizioni. Giunzioni ed attributi residui devono essere consi-
derati alla fine. Precisiamo che se non sono definite restrizioni su una tabella
dimensionale, la giunzione con tale tabella si chiama giunzione residua.
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3.6.8 Interrogazioni piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Si mostra l’uso degli operatori fisici in caso di interrogazioni con giunzione e
restrizioni sulle tabelle delle dimensioni e sulla tabella dei fatti.
Dato il numero molto alto di record della tabella dei fatti, occorre mi-
nimizzare ad ogni passo della costruzione del piano la dimensione del risul-
tato (Ereg) fino a quel momento. Si ottiene questo scopo portando tutte le
restrizioni nella fase iniziale del piano.
In certi casi, date le restrizioni sulla tabella dei fatti, l’operatore JIAccess
puo` anche non essere considerato, per motivi che si spiegheranno in seguito.
Si consideri l’interrogazione:
SELECT M1,M4,C1
FROM F,C
WHERE fkC = pkC
AND M1 = 5 AND C1 =
′ y′;
 
 
 
  
 
 
  
 
 
 
 
 
 
 
 
  
 
 
 
 
 
[RidC,C1] 
[RidC,C1] 
[RidF,M1,C1] 
[RidF,M1] 
[RidF,M1] 
[RidF,M4] 
DIAccessPrj 
({M4}) 
Filter 
(M1=5) 
DIScan 
({M1}) 
IterationAccessPrj 
(RidF,{M1,M4,C1}) 
JINestedLoop 
(JDIfkC,RidF) 
DIAccessPrj 
(RidC,{C1}) 
Filter 
(C1=’y’) 
Figura 3.13: Interrogazione con restrizione su tutte le tabelle
Il piano in Figura 3.13 ha costo:
CA = CJINL + Φ(Ereg, Npag(M4)) = 30 682
dove
CJINL = Npag(M1) + Φ(fs(M1 = 5)×Nreg(F ), Npag(JDIfkC )) +
+Npag(C1)
Ereg = fs(C1 =
′ y′)× fs(M1 = 5)×Nreg(F )
41
Osservazione Dato un piano con restrizioni su tutte le tabelle, scambiando
l’ordine di alcuni operatori, si possono ottenere dei piani che costano meno.
Si introducono per chiarezza le abbreviazioni in Figura 3.14: l’operatore
fittizio IAFilter si utilizza per la scansione e la restrizione di un attributo
della tabella dei fatti, dati i riferimenti provenienti dall’operando, mentre
l’operatore fittizio JIFilter si utilizza per trovare i valori dei {Di} della
dimensione D .
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
[RidF,{Ai},{Bi}] 
[RidF,{Ai}] [RidF,{Bi}] 
[RidF,{Bi}] 
IterationAccessPrj 
(RidF,{RidF,{Ai},{Bi}}) 
Filter 
({ψi}) 
DIAccessPrj 
(RidF,{Bi}) 
[RidF,{Ai},{Bi}] 
[RidF,{Ai}] 
IAFilter 
({ψi},{Bi}) 
[RidF,{Ai},{Di}] 
[RidF,{Ai}] [RidD,{Di}] 
[RidD,{Di}] 
JINestedLoop 
(JDIfkD,RidF) 
Filter 
({ψi}) 
DIAccessPrj 
(RidD,{Di}) 
[RidF,{Ai},{Di}] 
[RidF,{Ai}] 
JIFilter 
({ψi},{Di}) 
Figura 3.14: Abbreviazioni
Ci possono essere dei casi in cui, scambiando l’ordine tra un JIFilter e un
IAFilter, si ottiene un piano che costa meno. Quindi, come per gli attributi
di una sola tabella nel caso di proiezione e restrizione, si puo` dimostrare
la possibilita` di estendere il concetto di sequenza ottima anche nel caso di
giunzione e restrizione, estendendo il calcolo del rango anche ai JDI.
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Sequenza ottima Si considerano attributi della tabella dei fatti e JDI
sulle relative tabelle dimensionali per cui sono definite delle restrizioni.
Come mostrato per gli attributi della tabella dei fatti (vedi Pag. 33), e`
possibile individuare una sequenza di attributi e di JDI che assicurano il
minimo costo di accesso.
Come per gli attributi, anche ai JDI si accede un numero di volte che
dipende dalla selettivita` degli attributi scanditi prima di lui. Inoltre il costo
di scansione delle pagine dimensionali con JDI (giunzione) non e` sensibile
alle restrizioni. Quindi e` il JDI che deve entrare a far parte di una sequenza
di, in questo caso, operazioni che se eseguite nell’ordine formano un piano di
costo minimo.
Sia il rango di un JDI definito come segue:
rango(Ereg, JDID) = Φ(Ereg, Npag(JDID)) + Ereg × fs(ψD) (3.3)
dove Ereg e` il numero corrente di record gia` visitati e fs(ψD) e` la selettivita`
delle condizioni sulla dimensione D.
Utilizzando la precedente definizione di rango con l’algoritmo definito a
Pagina 33 si ottiene una sequenza ordinata di attributi e di JDI. Ottenuta
la sequenza si costruisce il piano con IAFilter in caso di attributo e con
JIFilter in caso di JDI. Se il primo file trasposto e` un attributo si costruisce
il piano d’accesso a partire da Filter(DIScan). Altrimenti, se e` un JDI si
costruisce il piano a partire da Filter(JIAccess).
Per esempio si consideri l’interrogazione:
SELECT M1,C1
FROM F,C
WHERE fkC = pkC
AND M1 = 5 AND C1 =
′ y′;
e si costruisco i piani sulle sequenze M1, JDIfkC e JDIfkC ,M1, ottenendo i piani
in Figura 3.15. Il costo del piano in Figura 3.15(a) e`:
CA(a) = Npag(M1) + Φ(fs(M1 = 5)×Nreg(F ), Npag(JDIfkC )) +Npag(C1)
Il costo del piano in Figura 3.15(b) e`:
CA(b) = Npag(JDIfkC ) +Npag(C1) + Φ(fs(C1 =
′ y′)×Nreg(F ), Npag(M1))
Sottraendo Npag(C1) da entrambi i costi, si ottengono due possibili istanze
della formula del costo medio di accesso 3.1 a Pagina 33. Quindi, per decidere
quale tra i piani (a) o (b) sia quello di costo minimo, occorre calcolare il rango
di M1 e di JDIfkC . Il risultato si estende facilmente su un numero qualunque
di JDI (e quindi giunzioni) e attributi.
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[RidF,M1,C1] 
[RidF,C1] 
[RidF,C1] 
IAFilter 
(M1=5,{M1}) 
JIAccess 
(JDIfkC,{C1}) 
Filter 
(C1=’y’) 
[RidF,M1,C1] 
[RidF,M1] 
[RidF,M1] 
Filter 
(M1=5) 
DIScan 
({M1}) 
Select 
({M1,C1}) 
JIFilter 
(C1=’y’,{C1}) 
Select 
({M1,C1}) 
(a) (b) 
Figura 3.15: Inversione delle operazioni
Come gia` detto per i soli attributi, anche per una sequenza di DI e JDI
vale che tra due file trasposti con lo stesso numero di pagine occorre scegliere
quello su cui e` definita la condizione con selettivita` minore; invece a parita`
di selettivita` occorre scegliere quello col minor numero di pagine.
Si consideri l’interrogazione:
SELECT M1,M4,C1
FROM F,C
WHERE fkC = pkC
AND M4 = 10 AND C1 =
′ y′;
supponendo che fs(C1 =
′ y′) = fs(M4 = 10) = 0, 001.
Si sceglie la giunzione come prima operazione da considerare, perche´ il
JDIfkC ha un numero minore di pagine rispetto a M4 e pari selettivita` sono
definite su entrambi. Quindi si accede al DI e al JDI con il minor numero di
accessi.
Il piano in Figura 3.16(b) e` l’abbreviazione del piano in Figura 3.16(a), e
il costo di entrambi i piani e`:
CA = CIA + Φ(Ereg, Npag(M1)) = 24 954
dove
CIA = CJIA + Φ(fs(C1 =
′ y′)×Nreg(F ), Npag(M4))
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[RidF,C1] 
[RidF,M4,C1] 
[RidF,M4] 
[RidF,M4] 
[RidF,M1] 
DIAccessPrj 
({M1}) 
Filter 
(M4=10) 
DIScan 
(RidF,{M4}) 
IterationAccessPrj 
(RidF,{M1,M4,C1}) 
IterationAccessPrj 
(RidF,{RidF,M4,C1}) 
Filter 
(C1=’y’) 
[RidF,C1] 
JIAccess 
(JDIfkC,{C1}) 
[RidF,M4,C1] 
[RidF,C1] 
IAFilter 
(M4=10,{M4}) 
Filter 
(C1=’y’) 
[RidF,C1] 
JIAccess 
(JDIfkC,{C1}) 
[RidF,M1] 
DIAccessPrj 
({M1}) 
IterationAccessPrj 
(RidF,{M1,M4,C1}) 
(a) 
(b) 
Figura 3.16: Interrogazione con restrizione su tutte le tabelle
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CJIA = Npag(JDIfkC ) +Npag(C1)
Strutturando il piano come in Figura 3.13, ossia considerando prima la
scansione di M4 e poi la giunzione con la tabella C, si ottiene un costo pari a
31 559, maggiore del costo ottenibile considerando le operazioni al contrario.
Giunzione con due dimensioni
Si consideri l’interrogazione:
SELECT M1,M4,C1,P1
FROM F,C,P
WHERE fkC = pkC AND fkP = pkP
AND M4 = 10 AND C1 =
′ y′ AND P1 =′ x′;
 
 
 
  
 
 
  
 
 
 
 
 
 
 
 
  
 
 
 
 
 
[RidF,M4,C1,P1] 
[RidF,M4,C1,P1] 
[RidF,C1,P1] 
[RidF,M1] 
DIAccessPrj 
({M1}) 
IAFilter 
(M4=10,{M4}) 
IterationAccessPrj 
(RidF,{M1,M4,C1,P1}) 
IterationAccessPrj 
(RidF,{RidF,M4,C1,P1}) 
[RidF,C1] 
Filter 
(C1=’y’,{C1}) 
JIFilter 
(P1=’x’,{P1}) 
[RidF,C1] 
JIAccess 
(JDIfkC,{C1}) 
Figura 3.17: Interrogazione con restrizione su tutte le tabelle
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Si considerano le giunzioni con le tabelle C e P, (non importa l’ordine
perche´ le condizioni su C1 e P1 hanno pari selettivita`) e in seguito si recu-
perano i valori di M4 (la condizione su M4 e` maggiore delle precedenti). Il
piano in Figura 3.17 ha costo:
CA = CIA + Φ(Ereg, Npag(M1)) = 43 007
dove
CIA = CJINL + Φ(fs(C1 =
′ y′)× fs(P1 =′ x′)×Nreg(F ), Npag(M4))
CJINL = CJIA + Φ(fs(C1 =
′ y′)×Nreg(F ), Npag(JDIfkP )) +Npag(P1)
CJIA = Npag(JDIfkC ) +Npag(C1)
Ereg = fs(C1 =
′ y′)× fs(P1 =′ x′)× fs(M4 = 10)×Nreg(F )
3.7 Un ottimizzatore a regole
Sulla base degli esempi visti si definiscono le regole da seguire per generare
il piano d’accesso per un’interrogazione.
3.7.1 Ottimizzazione di piA(F )
Se non sono definite restrizioni sulla tabella dei fatti, il piano ha la struttura
mostrata in Figura 3.18.
 
 
[RidF,A] 
DIScan 
({A}) 
Select 
({A}) 
Figura 3.18: Piano d’accesso per piA(F )
3.7.2 Ottimizzazione di piA(σϕ(F ))
Se sono definite restrizioni sulla tabella dei fatti si distinguono due casi:
• se non ci sono attributi residui (Aρ) il piano ha la struttura di Figu-
ra 3.19(a);
• se vi sono attributi residui il piano ha la struttura di Figura 3.19(b).
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[RidF,Aρ] [RidF,Aϕ] 
IterationFilter 
({ϕ}) 
DIAccessPrj 
(RidF,{Aρ}) 
IterationAccessPrj 
({RidF},{A}) 
IterationFilter 
({ϕ}) 
(a) Senza attributi residui (b) Con attributi residui 
Figura 3.19: Piano d’accesso per piA(σϕ(F ))
3.7.3 Ottimizzazione di piA(F ./ D1 ./ . . . ./ Dn)
Se la giunzione a stella non ha restrizioni il piano ha la struttura in Figu-
ra 3.20, indicando con Api gli attributi di proiezione della tabella dei fatti.
Notare la replicazione della struttura JINestedLoop(DIAccessPrj) per
ogni giunzione con una tabella dimensionale ed il fatto che questo tipo di
interrogazione non necessita il trattamento degli attributi residui.
3.7.4 Ottimizzazione di piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
Se la giunzione a stella ha restrizioni sulla tabella dei fatti il piano ha
la struttura in Figura 3.21, indicando con Aϕ gli attributi di restrizione
della tabella dei fatti. Notare la replicazione della struttura JINested-
Loop(DIAccessPrj) per ogni giunzione con una tabella dimensionale. L’o-
peratore IterationAccessPrj finale serve per il recupero degli attributi re-
sidui Aρ della tabella dei fatti. In caso di mancanza di essi basta sostituirlo
con un Select(A).
3.7.5 Ottimizzazione di piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Se la giunzione a stella ha restrizioni sulle tabelle delle dimensioni il piano
ha la struttura in Figura 3.22. Le tabelle Di sono considerate in ordine di
selettivita` delle rispettive condizioni a partire da quella minore. L’operatore
IterationAccessPrj finale serve per il recupero degli attributi di proiezione
Api della tabella dei fatti.
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[RidF, {Api}, RidD1,D1(RidD1)] 
[RidF, {Api}, RidD1,D1(RidD1),…, RidDn,Dn(RidDn)] 
[RidDn,Dn(RidDn)] [RidF, {Api}, RidD1,D1(RidD1),…, RidDi,Di(RidDi)] 
JINestedLoop 
(JDIDn ,RidF) 
[RidDi,Di(RidDi)] 
DIAccessPrj 
(RidDi,Di) 
JINestedLoop 
(JDIDi ,RidF) 
Select 
({A}) 
DIAccessPrj 
(RidDn,Dn) 
[RidF, {Api}] 
DIScan 
({Api}) 
[RidD1,D1(RidD1)] 
DIAccessPrj 
(RidD1,D1) 
JINestedLoop 
(JDID1 ,RidF) 
Figura 3.20: Piano d’accesso per piA(F ./ D1 ./ . . . ./ Dn)
49
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
[RidF, {Aϕ}, RidD1, D1(RidD1)] 
[RidF, {Aϕ}, RidD1, D1(RidD1),…, RidDn, Dn(RidDn)] 
[RidDn, Dn(RidDn)] [RidF, {Aϕ}, RidD1, D1(RidD1),…, RidDi, Di(RidDi)] 
JINestedLoop 
(JDIDn ,RidF) 
[RidDi, Di(RidDi)] 
DIAccessPrj 
(RidDi, Di) 
JINestedLoop 
(JDIDi ,RidF) 
IterationAccessPrj 
(RidF,{A}) 
DIAccessPrj 
(RidDn, Dn) 
 
[RidF, {Aϕ}] 
IterationAccess 
(ϕ) 
[RidD1, D1(RidD1)] 
DIAccessPrj 
(RidD1, D1) 
JINestedLoop 
(JDID1 ,RidF) 
[RidF, {Aρ}] 
DIAccessPrj 
(RidF,{Aρ}) 
Figura 3.21: Piano d’accesso per piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
3.7.6 Ottimizzazione di piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Se la giunzione a stella ha restrizioni sulle dimensioni il piano ha la struttura
in Figura 3.23. Nella figura i pallini significano possibili alternative: attra-
verso il rango degli attributi della tabella dei fatti e dei JDI, si puo` ottenere
una sequenza ordinata di file trasposti che inizia con un Filter(DIScan) se
il primo file della sequenza e` un attributo della tabella dei fatti (AF), oppure
con un Filter(JIAccess) se il primo file della sequenza e` un JDI. Ad ogni
passo della costruzione del piano si inserisce un IAFilter se si deve trattare
un attributo della tabella dei fatti, o un JIFilter altrimenti. L’operatore Ite-
rationAccessPrj finale serve per il recupero degli attributi residui Aρ della
tabella dei fatti. In mancanza di essi basta sostituirlo con un Select(A).
3.8 Conclusioni
Nel corso del capitolo abbiamo mostrato le regole per generare piani d’ac-
cesso in caso di buffer grande. Questi piani generano il risultato duran-
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[RidF,D1(RidD1),…, Dn,ρ(RidDn)] [RidF,{Api}] 
[RidF,D1(RidD1),…, Di,ρ(RidDi)] 
[RidF ,D1(RidD1),D2,ρ(RidD2)] 
[RidF,D1(RidD1)] 
JIAccess 
(JDID1,{D1}) 
 
JIFilter 
(ϕ(Di),{Di,ρ}) 
Filter 
(ϕ(D1)) 
JIFilter 
(ϕ(D2),{D2,ρ}) 
[RidF D1(RidD1)] 
IterationAccessPrj 
(RidF,{A}) 
JIFilter 
(ϕ(Dn),{Dn,ρ}) 
DIAccessPrj 
(RidF,{Api}) 
Figura 3.22: Piano d’accesso per piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
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te l’esecuzione ma sono caratterizzati dal costo eccessivo nel caso di buffer
piccolo.
Nel capitolo succesivo si mostra un insieme di operatori fisici nell’ipotesi
che non sia disponibile un buffer di grandi dimensioni. I piani generabili
sono caratterizzati da una fase di restrizione ed una fase di generazione del
risultato. Quindi il modo in cui viene eseguita un’interrogazione e` diverso dal
caso precedente, ma e` simile alla soluzione di solito adottata da un sistema
per DW, illustrata nel Capitolo 2.
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[RidF,AF] [RidF,D1(RidD1)] 
[RidF,D1(RidD1)] 
 
[RidF,AF] 
IterationAccessPrj 
(RidF, {A}) 
[RidF,…] 
Filter 
(ϕ(D1)) 
Filter 
(ϕ(AF)) 
IAFilter 
(ψI,Ai) 
[RidF,…] 
JIFilter 
(ϕ(Di),{Di}) 
IAFilter 
(ψj,Aj) 
JIFilter 
(ϕ(Dj),{Dj}) 
JIAccess 
(JDI(D1),{D1}) 
DIScan 
(AF) 
DIAccessPrj 
(RidF,{Aρ}) 
[RidF,{Aρ}] 
Figura 3.23: Piano d’accesso per piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
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Capitolo 4
Piani d’accesso con buffer
piccolo
Una giunzione realizzata con gli operatori fisici mostrati nel capitolo prece-
dente ha un basso costo di esecuzione quando il buffer puo` ospitare le pagine
degli attributi dimensionali coinvolti nell’interrogazione, altrimenti il costo
di esecuzione diventa eccessivamente alto. In [DMR+98] viene descritto l’al-
goritmo SJS (Star Join with Small memory) per eseguire le giunzioni a stella
in caso di poca disponibilita` di memoria.
Dopo una presentazione dei passi principali dell’algoritmo si mostrano
nuovi operatori fisici per eseguire la giunzione a stella con passi analoghi.
4.1 L’algoritmo SJS
L’idea dell’algoritmo SJS e` di considerare i filtri locali sulle tabelle e calco-
lando, sfruttando i JDI, l’insieme dei Rid dei record della tabella dei fatti che
partecipano al risultato. A partire da questo insieme si recuperano i valori
degli attributi delle tabelle dei fatti e delle dimensioni per generare il risul-
tato finale. Si ricordi che la condizione nel ramo WHERE e` un prodotto logico
di condizioni semplici.
Ricorrendo allo schema in Figura 4.1, si illustra l’algoritmo SJS conside-
rando la seguente interrogazione che ritorna la lista delle vendite per citta`
dei vini che costano piu` di 30 euro:
SELECT P.Nome, N.Citta`, V.Vendita
FROM Vendite V, Negozio N, Prodotto P
WHERE V.fkProdotto=P.pkProdotto AND V.fkNegozio=N.pkNegozio
AND P.Categoria=‘vino’ AND P.Prezzo>30;
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 Vendite 
pkVendite
 
fkProdotto 
fkNegozio 
fkData 
Vendita 
  
Prodotto 
pkProdotto        
Nome         
Categoria       
Prezzo 
 
       
Negozio 
 pkNegozio 
 Nome 
 Città     
 Provincia 
 Regione 
  
Data 
pkData       
Giorno  
Mese        
Trimestre 
Anno           
 
Figura 4.1: Schema a stella
L’algoritmo SIS e` organizzato in tre fasi:
1. fase di restrizione: si ricercano i record della tabella dei fatti e delle ta-
belle dimensionali che soddisfano le restrizioni e si calcolano gli insiemi
locali dei riferimenti dei record (rowset locali);
2. fase di giunzione: usando i JDI si trovano i riferimenti dei record della
tabella dei fatti in giunzione con i record delle tabelle dimensionali e si
calcola l’insieme globale dei riferimenti dei record della tabella dei fatti
(rowset globale);
3. fase di generazione del risultato: generazione del risultato usando il
rowset globale e i DI degli attributi presenti nella SELECT.
Precisiamo che il rowset e` un bitmap.
4.1.1 La fase di restrizione
In questa fase si calcolano i rowset locali di ogni tabella su cui e` definito un
predicato. Per calcolare un rowset occorre la scansione dei DI interessati e
valutare la condizione per ogni valore. Nell’esempio non ci sono restrizioni
sulla tabella dei fatti, ma se ci fossero occorrerebbe calcolare anche il rowset
locale della tabella dei fatti.
In Figura 4.2 viene mostrata la fase di calcolo del rowset BMProdotto sugli
attributi {P.Categoria,P.Prezzo}.
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Categoria=“Vino” and 
Prezzo>30 
Prezzo Categoria 
Vino 
Vino 
Vino 
Grappa 
Grappa 
15 
35 
50 
10 
20 
BMProdotto 
0 
1 
1 
0 
0 
Figura 4.2: Fase di restrizione
4.1.2 La fase di giunzione
All’inizio della fase di giunzione si assume che i rowset delle dimensioni siano
nel buffer (in questo caso solo BMProdotto), mentre il bitmap della tabella dei
fatti (nell’esempio sono tutti 1) e` su disco. L’obiettivo e` di mettere a 0 i
bit di BMVendite che corrispondono ai record della tabella dei fatti che non
compaiono nel risultato della giunzione (fig. 4.3).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
JDIProdotto 
BMProdotto 
0 
1 
1 
0 
0 
Rid1 
Rid2 
Rid2 
Rid4 
Rid5 
Rid3 
BMVendite 
0 
1 
1 
0 
0 
1 
Figura 4.3: Fase di giunzione
4.1.3 La fase di generazione del risultato
La fase di generazione del risultato si svolge in tre passi:
1. creazione dei JDI ridotti ;
2. creazione dei DI del risultato;
3. fusione dei DI della tabella dei fatti con i DI del risultato.
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Creazione dei JDI ridotti L’obiettivo di questa passo e` di scrivere su di-
sco i record dei JDI che corrispondono a 1 nel rowset globale. Nell’esempio, le
dimensioni interessate sono {Negozio,Prodotto}, quindi i record di JDINegozio
e JDIProdotto che corrispondono 1 nel rowset globale BMVendite vengono scritti
nei rispettivi JDI temporanei JDItmp,Negozio e JDItmp,Prodotto (fig. 4.4). Alla
fine essi conterranno solo riferimenti a valori dimensionali che appartengono
al risultato.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
JDItmp,Prodotto 
Rid2 
Rid2 
Rid3 
JDIProdotto 
Rid1 
Rid2 
Rid2 
Rid4 
Rid5 
Rid3 
BMVendite 
0 
1 
1 
0 
0 
1 
JDINegozio
Rid2 
Rid3 
Rid4 
Rid1 
Rid5 
Rid4 
BMVendite 
0 
1 
1 
0 
0 
1 
JDItmp,Negozio 
Rid3 
Rid4 
Rid4 
Figura 4.4: Creazione dei JDI ridotti
Creazione dei DI del risultato Per ogni attributo dimensionale A nella
SELECT si seguono i seguenti passi:
finche´ A non e` stato scandito interamente:
1. si scandisce la frazione di A che trova posto nel buffer;
2. si scandisce il relativo JDItmp per trovare i valori corrispondenti nelle
pagine di A caricate in memoria;
3. si scrivono i valori individuati nel file temporaneo Aout. Ogni valore
viene scritto nello stesso ordine di JDItmp.
Alla fine del procedimento JDItmp e Aout hanno la stessa cardinalita`. Nell’e-
sempio in Figura 4.5, supponendo di avere un buffer con tre celle libere ed
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essendo i DI di cardinalita` pari a cinque, saranno necessarie due iterazioni
per attributo.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
JDItmp,Negozio 
Rid3 
Rid4 
Rid4 
N.Città 
Lecce 
Roma 
Firenze 
Pisa 
Napoli 
JDItmp,Prodotto 
Rid2 
Rid2 
Rid3 
k=2 
P.Nome 
Chianti 
Brunello 
Barolo 
Nardini 
Frattina 
P.nomeout 
Brunello 
Brunello 
Barolo 
k=2 k=2 
N.Cittàout 
Firenze 
Pisa 
Pisa 
k=2 
Figura 4.5: Creazione del DI del risultato
Fusione dei DI della tabella dei fatti con i DI di output In questo
passo avviene la fusione tra i DIout ed i DI della tabella dei fatti. Nella Figura
4.6 vediamo che la cardinalita` dei DIout e` uguale alla cardinalita` degli 1 nel
rowset BMVendite. Poiche´ i valori sono nello stesso ordine, per eseguire la
fusione occorre scandire i DI della tabella dei fatti, i DIout e BMVendite.
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P.nomeout 
Brunello 
Brunello 
Barolo 
N.Cittàout 
Firenze 
Pisa 
Pisa 
BMVendite 
0 
1 
1 
0 
0 
1 
V.Vendita 
300 
350 
700 
250 
400 
500 
P.Nome, N.Città, V.Vendita 
Brunello, Firenze, 350 
Brunello, Pisa, 700 
Barolo, Pisa, 500 
Figura 4.6: Fase di fusione
4.1.4 Il codice dell’algoritmo
Si presenta ora l’algoritmo SJS, supponendo che la fase di restrizione sia stata
gia` eseguita:
Input:
D: insieme delle tabelle dimensionali coinvolte nella giunzione
RD: insieme delle tabelle dimensionali su cui esistono predicati
CD: insieme di tutti gli attributi dimensionali nella SELECT
CF : insieme di tutti gli attributi della tabella dei fatti nella SELECT
B: insieme del rowset globale e dei rowset locali
\* fase di giunzione *\
1 for each JDI j on RD do
2 for each row r ∈ BMF do
3 if j(r) 6∈ BMj then
4 BMF(r) = 0 \* pone a 0 il bit in r-esima posizione *\
5 end-if
6 end-for
7 end-for
\* fase di generazione del risultato *\
\* creazione dei JDI ridotti *\
8 for each JDI jd on d ∈ D do
9 for each row r ∈ BMF do
10 write jd(r) to jtmp,d \* jd(r)=riferimento nel JDI alla posizione r *\
11 end-for
12 end-for
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\* creazione dei DI del risultato *\
13 for each DI Ai on CD do
14 Create output DI Ai,out on disk
15 k:=1
16 while ∃ unloaded blocks of Aido
17 Load as many blocks of Ai in memory
18 for each row r in jtmp,i do
19 if Ai(r) in memory then
20 Ai,out := Ai(r)
21 end-if
22 end-for
23 k:=k+1
24 end-while
25 end-for
\* fusione dei DI della tabella dei fatti con i DI del risultato *\
26 for each row r ∈ BMF do
27 output=”
28 for each Ai,out do
29 output := output + Ai,out \* concatenazione *\
30 Ai,out.next \* va al prossimo record *\
31 end-for
32 for each Ai ∈ CF do
33 output := output + Ai(r) \* concatenazione *\
34 end-for
35 write(output)
36 end-for
4.1.5 Costo dell’algoritmo SJS
Il costo di una giunzione a stella sulla tabella dei fatti F ed un insieme di
tabelle dimensionali D con l’algoritmo SJS, e` data dalla formula [DMR+98]:
CStar = CRowset + CJoin + CResult
che corrispondono alle tre fasi dell’algoritmo.
Oltre agli insiemi definiti nella fase di input dell’algoritmo, si definiscono
anche i seguenti:
• RF per la tabella dei fatti se almeno un suo attributo appare nel WHERE;
• CR = CRD ∪ CRF per l’insieme degli attributi presenti nel WHERE, con
CRD gli attributi dimensionali e CRF gli attributi della tabella dei fatti.
Il termine CRowset si riferisce alla fase di restrizione ed e` uguale alla somma
delle pagine degli attributi dimensionali e degli attributi della tabella dei fatti
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su cui esistono restrizioni:
CRowset =
∑
D∈RD
∑
A∈CRD
Npag(A) +
∑
A∈CRF
Npag(A)
Il termine CJoin si riferisce al costo della fase di giunzione. Assumendo,
come in [DMR+98], che il bitmap dei fatti rimanga in memoria durante la
fase di restrizione, CJoin e` formato dal costo di lettura e di scrittua del bitmap
sommato al costo della scansione dei JDI delle dimensioni in RD:
CJoin = 2×Npag(BMF ) +
∑
D∈RD
Npag(JDID)
Il termine CResult si riferisce alla fase di generazione del risultato ed e`
uguale a:
CResult = CJDI + COutDI + CMerge
dove
• CJDI e` il costo della creazione dei JDI ridotti ed e` dato da:
CJDI = Npag(BMF ) +
∑
D∈D
(
Npag(JDID) + Epag(JDID)
)
dove il primo termine e` il costo di scansione di BMF. Il secondo termine,
per ogni dimensione D ∈ D, riguarda il costo di scansione del JDID e
della scrittura su disco di JDItmp,D. La quantita` Epag(JDID) e` il numero
di pagine necessarie per memorizzare soltanto i riferimenti di JDID che
partecipano alla giunzione. Rispettivamente:
Npag(BMF ) =
⌈
Nreg(F )
8×Dpag
⌉
Epag(JDID) =
⌈
Lk(RidD)× fs(ψRF )× fs(ψRD)×Nreg(F )
Dpag
⌉
dove fs(ψRF ) e` la selettivita` dei predicati definiti sulla tabella dei fatti e
fs(ψRD) e` il prodotto delle selettivita` dei predicati definiti sulle tabelle
dimensionali.
• COutDI e` il costo della fase di creazione dei DI del risultato. Per ogni
colonna dimensionale che appare nel risultato della giunzione, il JDItmp
deve essere scandito k volte. Il numero di passaggi richiesti k, e` il risul-
tato di
⌈
Npag(A)
Ma
⌉
, dove Ma rappresenta il numero dei blocchi di un DI
caricato in memoria, che dipende dalla memoria disponibile al momento
dell’esecuzione. Per ogni riferimento del JDItmp occorre trovare il valore
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associato nella colonna dimensionale ed infine scriverlo nel DIout. Ogni
valore viene scritto nel nel DI di output nello stesso ordine corrispon-
dente al JDI temporaneo. Dato un attributo A, la quantita` Epag(A)
e` il numero di pagine necessarie per memorizzare i valori dimensionali
che appariranno nel risultato della giunzione.
Il termine CoutDI si esprime come:
COutDI =
∑
D∈D
∑
A∈CD
k
(
Epag(JDID) +
Npag(A)
k
+ Epag(A)
)
(4.1)
dove
Epag(A) =
⌈
Lk(RidA)× fs(ψRF )× fs(ψRD)×Nreg(F )
Dpag
⌉
• CMerge e` il costo della fase di fusione dei file generati nei passi prece-
denti. E` dato dalla somma del costo di scansione di BMF, dei DI in CF
e dei DIout:
CMerge = Npag(BMF ) + CA(DI) +
∑
D∈D
∑
A∈CD
k × Epag(A) (4.2)
dove
CA(DI) =
∑
A∈CF
Φ(Ereg, Npag(A))
Ereg = fs(ψRF )× fs(ψRD)×Nreg(F )
4.2 Nuova versione degli operatori fisici
Si presenta ora una nuova versione degli operatori fisici per realizzare giun-
zioni a stella con un algoritmo simile a SJS.
Oltre agli operatori fisici visti in precedenza
• DIScan({Ai, . . . , An})
• Filter(O,ψ)
• IterationAccessPrj(OE, OI , Rid, {Ai})
si considerano anche i seguenti:
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• BMFromRid(O) con O un insieme di Rid, restituisce un bitmap con
un 1 nelle posizioni corrispondenti ai valori dei Rid in O. Questo ope-
ratore si usa nella fase di restrizione per calcolare i rowset locali delle
tabelle dimensionali. Il costo dell’operatore e`:
CA = CA(O)
Il risultato ha dimensione:
Ereg = Ereg(O)
• JI(OE, OI) con OE un bitmap sulla tabella D e OI un insieme di record
[RidF,RidD] di un JDI. Per ogni r∈ OI , l’operatore ritorna l’insieme dei
r.RidF tali che OE(RidD) = 1. Questo operatore si usa nel passo di
giunzione e corrisponde ai passi (1-7) dell’algoritmo SJS a Pagina 60.
Il costo dell’operatore e`:
CJI = CA(OE) + CA(OI)
Il risultato ha dimensione:
Ereg = Ereg(OI)
• IterationSelectFromRid (O,D, CD, CF) con O un insieme di Rid dei
record della tabella dei fatti che partecipano al risultato (rowset glo-
bale). L’operatore ritorna la giunzione tra tabella dei fatti e le tabelle
delle dimesioni in D con proiezione sugli attributi in CF e CD. L’ope-
ratore si usa per la fase di generazione del risultato, descritta nei passi
(8-36) dell’algoritmo a Pagina 60, usando il rowset globale.
Il costo dell’operatore e`:
CISR = CA(O) + CJDI + COutDI + CMerge
I costi CRowset e CJoin compresi in CA(O) saranno mostrati in seguito,
in quanto derivano dalla combinazione degli operatori fisici precedenti.
CJDI e` il costo di scrittura dei JDI ridotti. Ad ogni JDI si accede con i
Rid di O ed alla fine del processo il bitmap della tabella dei fatti viene
scritto su disco:
CJDI =
∑
D∈D
(
Φ(Ereg, Npag(JDID)) + Epag(JDID)
)
+Npag(BMF )
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dove
Ereg = fs(ψCF )× fs(ψCD)×Nreg(F )
Epag(JDID) =
⌈
Lk(RidD)× fs(ψCF )× fs(ψCD)×Nreg(F )
Dpag
⌉
COutDI e CMerge rimangono uguali alle formule 4.1 e 4.2 descritte in
precedenza.
Il risultato ha dimensione:
Ereg = Nreg(F )×
∏
D∈RD
∏
A∈CRD
fs(ψA)×
∏
A∈CRF
fs(ψA)
• IterationSelect (D, CD, CF) L’operatore ritorna la giunzione tra la ta-
bella dei fatti e le tabelle delle dimesioni in D con proiezione sugli
attributi in CF e CD in caso di mancanza di restrizioni sugli attributi.
L’operatore si usa come IterationSelectFromRid nella fase di gene-
razione del risultato, ma assume che il rowset globale abbia tutti i bit
uguali a 1 e non prevede i passi di creazione dei JDI ridotti.
Il costo dell’operatore e`:
CIS = COutDI + CMerge −Npag(BMF )
COutDI e CMerge rimangono uguali alle formule 4.1 e 4.2 descritte in
precedenza e Npag(BMF ) si sottrae perche´ nella fase di fusione non si
utilizza il bitmap.
Il risultato ha dimensione:
Ereg = Nreg(F )
4.2.1 Abbreviazioni
Al fine di rendere i piani d’accesso di piu` facile lettura, si introducono degli
operatori fittizi che denotano particolari sottoalberi di un piano d’accesso,
oltre all’operatore IterationFilter, definito nel Capitolo 3, per la scansione
di attributi in caso di condizione composta:
• RidIterationFilter date le condizioni ψi, l’operatore ritorna i Rid dei
record della tabella le soddisfano (fig. 4.7);
• BMIterationFilter date le condizioni ψi, l’operatore ritorna un bit-
map che rappresenta i record che le soddisfano (fig. 4.8).
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[RidF] 
[RidF] 
[RidF,M2] [RidF,M1] 
[RidF,M1] [RidF,M2] 
IterationAccessPrj 
(RidF, {RidF}) 
DIAccessPrj 
(RidF,{M2}) 
Filter 
 (M1=5) 
DIScan 
({M1}) 
Filter 
(M2>6) 
RidIterationFilter 
({M1=5,M2>6}) 
Figura 4.7: L’operatore RidIterationFilter
 
 
RidIterationFilter 
({M1=5,M2>6}) 
BMFromRid 
 
BMIterationFilter 
({M1=5,M2>6}) 
Figura 4.8: L’operatore BMIterationFilter
Si ricordi che questi operatori tengono conto del rango degli attributi.
In generale, il costo della famiglia di operatori fittizi di tipo Iteration-
Filter sugli attributi {Ai} della tabella T e`:
CIF (T ) = Npag(A1) +
+ Φ(Nreg(T )× ψA1 , Npag(A2)) +
+ Φ(Nreg(T )× ψA1 × . . .× ψAn−1 , Npag(An))
La dimensione del risultato e`:
Ereg = Nreg(T )×
n∏
i=1
ψAi
In seguito verranno introdotte ulteriori abbreviazioni.
4.3 Esempi di piani d’accesso
Si mostra la struttura di possibili piani d’accesso con i relativi costi, suppo-
nendo che siano disponibili nel buffer B = 100 pagine libere. In generale i
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costi possono aumentare se B e` piccolo, perche´ il numero di pagine dei DI
dimensionali ed il numero di celle libere determinano il numero di volte che il
JDI deve essere scandito nella fase di creazione dei DI del risultato. Quindi,
a scopo dimostrativo, si considerera` anche il caso in cui il buffer contenga
solo 10 pagine libere.
 
F 
pkF   4   11000 
fkP   4   11000 
fkC   4   11000 
fkT   4   11000 
M1   4   11000 
M2   4   11000 
M3   1     2750 
M4   8   22000 
M5   5   13750 
 38 
22
 
000
 
000 record 
P 
pkP         4       100 
P1         10       250 
P2           1         25 
P3            8       200 
             23 
C 
 pkC       4       10 
 C1     10       25 
 C2     30       75 
 C3       4       10 
 C4       4       10 
 C5       4       10 
     56 
T 
 pkT       4        3 
 T1       4        3 
 T2       4        3 
 T3       4        3 
 T4            4        3 
    20 
        : relazione chiave esterna-primaria 
pk  : chiave primaria 
fk  : chiave esterna 
200
 
000 record 
5
 
000 record 
20
 
000 record 
Npag(JDIfkP)=11000 
Npag(JDIfkC)=11000 
Npag(JDIfkT)=11000 
Figura 4.9: Schema a stella usato per gli esempi
Negli esempi che seguono si presentano i valori dei costi considerando i
parametri quantitativi gia` mostrati nella Figura 3.1 e ripresi per comodita`
in Figura 4.9, utilizzando, come in [DMR+98], selettivita` pari a 0, 01 su
condizioni di uguaglianza sugli attributi della tabella dei fatti e 0, 05 per le
analoghe condizioni sugli attributi delle tabelle dimensionali.
Si ricorda infine, che gli attributi residui sono gli attributi presenti nel
ramo SELECT ma non nel ramo WHERE.
4.3.1 Interrogazioni piA(F )
Nel caso di interrogazioni senza giunzioni e senza restrizioni, il piano d’ac-
cesso rimane della stessa forma dei piani descritti per la proiezione nella
Sezione 3.6.2 e i costi rimangono immutati.
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4.3.2 Interrogazioni piA(σϕ(F ))
Nel caso di interrogazioni senza giunzioni, il piano d’accesso rimane della stes-
sa forma dei piani descritti per la proiezione e la restrizione nella Sezione 3.6.3
e i costi rimangono immutati. Presentiamo solo il caso di IterationFilter
con il trattamento degli attributi residui.
In generale il costo di questo tipo di interrogazione e` dato dal costo
dell’IterationFilter e dal costo per accedere agli attributi residui:
CA = CIF +
|Aρ|∑
j=1
Φ(Ereg, Npag(Aj))
Si consideri l’interrogazione:
SELECT M1,M3
FROM F
WHERE M1 = 5 AND M2 > 6;
Nel piano d’accesso in Figura 4.10, M3 e` un attributo residuo dell’interroga-
zione e deve essere trattato dopo l’operatore IterationFilter.
 
 
[RidF,M1,M2] [RidF,M3] 
IterationFilter 
({M1=5,M2>6}) 
DIAccessPrj 
(RidF,{M3}) 
IterationAccessPrj 
(RidF,{M1,M3}) 
Figura 4.10: Interrogazione senza giunzioni
Interrogazione con n condizioni
Si presenta in Figura 4.11(a), la struttura del piano d’accesso di un’interro-
gazione con n condizioni senza attributi residui e in Figura 4.11(b) il piano
d’accesso in presenza di essi (Aρ).
4.3.3 Interrogazioni piA(F ./ D1 ./ . . . ./ Dn)
Su questo tipo di interrogazione non occorre eseguire la fase di restrizione e
di giunzione, quindi tutti i record della tabella dei fatti e delle dimensioni
sono presenti nel risultato. In generale il costo e` dato da:
CIS = COutDI + CMerge −Npag(BMF )
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[RidF,Aρ] [RidF,Aϕ] 
IterationFilter 
({ϕ}) 
DIAccessPrj 
(RidF,{Aρ}) 
IterationAccessPrj 
({RidF},{A}) 
IterationFilter 
({ϕ}) 
(a) Senza attributi residui (b) Con attributi residui 
Figura 4.11: Piani d’accesso per piA(σϕ(F )) con n condizioni
che comprende il costo di lettura dei JDI (non i temporanei, perche´ non ci
sono restrizioni), il costo di scrittura dei DI temporanei e il costo di fusione
dei DI. Si sottrae Npag(BMF ) da CMerge perche´ non esiste il rowset globale.
Si consideri l’interrogazione:
SELECT M1,C1,C2
FROM F,C
WHERE fkC = pkC;
con i parametri D= {C}, CD= {C1,C2} e CF= {M1}.
Il piano d’accesso dell’interrogazione e` in Figura 4.12.
 
IterationSelect 
(D, CD, CF) 
Figura 4.12: Piano per piA(F ./ D1 ./ . . . ./ Dn)
Nella seguente tabella si considerano i costi dei piani trattati nel capitolo
precedente, confrontandoli con i piani per SJS nel caso di B = 10, B = 100 e
B = +∞. Questo confronto verra` ripetuto anche negli esempi che seguono.
Costo con piani per buffer grande 22 100
Costo SJS con B=10 1 617 100
Costo SJS con B=100 253 100
Costo SJS con B=+∞ 253 100
Il piano d’accesso per n dimensioni e` analogo al piano in Figura 4.12
modulo i parametri D, CD e CF .
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4.3.4 Interrogazioni piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
In questo tipo di interrogazione non si esegue la fase di giunzione, e la fase di
restrizione comprende solo la scansione degli attributi della tabella dei fatti
presenti nel ramo WHERE, ottenendo i RidF dei record che appartengono alla
giunzione.
La fase di generazione del risultato si svolge con la scrittura dei JDI
ristretti e dei DI temporanei con passo finale di fusione. In generale il costo
d’accesso e`:
CISR = CA(O) + CJDI + COutDI + CMerge
dove CA(O) = CRIF(F) e` il costo del RidIterationFilter sulla tabella dei
fatti F, relativo alla fase di restrizione.
Si consideri l’interrogazione:
SELECT M1,C1,C2
FROM F,C
WHERE fkC = pkC AND M1 = 5;
con i parametri D= {C}, CD= {C1,C2} e CF= {M1}.
 
[RidF] 
RidIterationFilter 
({M1=5}) 
IterationSelectFromRid 
(D,CD,CF) 
Figura 4.13: Giunzione con restrizione sui fatti
Nel piano in Figura 4.13, poiche´ non esistono condizioni sulle tabelle delle
dimensioni, occorre solamente un RidIterationFilter per ottenere il rowset
globale.
Costo con piani per buffer grande 22 100
Costo SJS con B=10 49 958
Costo SJS con B=100 36 318
Costo SJS con B=+∞ 36 318
Giunzione con n dimensioni
Come mostrato Figura 4.14, i piani d’accesso sono tutti uguali modulo i
parametri e le condizioni.
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 [RidF] 
RidIterationFilter 
({ϕ}) 
IterationSelectFromRid 
(D,CD,CF) 
Figura 4.14: Giunzione con n dimensioni
4.3.5 Interrogazioni piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
In questo tipo di interrogazione occorre eseguire per ogni rowset locale delle
dimensioni, la giunzione con il relativo JDI in modo da ottenere il rowset
globale. In generale il costo d’accesso e`:
CISR = CA(O) + CJDI + COutDI + CMerge
dove
CA(O) =
∑
D∈RD
CBMIF (D) +
∑
Di∈RD
Φ
(
Nreg(F )×
i−1∏
j=1
fs(ψDj), Npag(JDIDi)
)
I costi in CA(O) sono rispettivamente della fase di restrizione e della fase di
giunzione.
Si consideri l’interrogazione:
SELECT M1,C1,C2
FROM F,C
WHERE fkC = pkC AND C1 =
′ y′;
con i parametri D= {C}, CD= {C1,C2} e CF= {M1}.
Si riporta in Figura 4.15 il piano d’accesso dell’interrogazione e si intro-
duce per scopi di abbreviazione, l’operatore RS FJoinD che esegue il passo
di giunzione del JDID con il rowset locale di D. L’operatore JI ritorna il
rowset globale.
Costo con piani per buffer grande 22 100
Costo SJS con B=10 114 663
Costo SJS con B=100 46 463
Costo SJS con B=+∞ 46 463
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[RidF] 
[RidF,RidC] 
BMIterationFilter 
(C1=’y’) 
JI 
DIScan 
({JDIfkC}) 
IterationSelectFromRid 
(D, CD, CF) 
[BMC] 
[RidF] 
RS_FJoinD 
(C1=’y’) 
IterationSelectFromRid 
(D, CD, CF) 
Figura 4.15: Giunzione con filtri sulle dimensioni
Giunzione con due dimensioni
Si consideri l’interrogazione:
SELECT M1,M4,C1,P1
FROM F,C,P
WHERE fkC = pkC AND fkP = pkP AND P1 =
′ x′ AND C3 = 10;
con i parametri D= {C,P}, CD= {C1,P1} e CF= {M1,M4}.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[RidF] 
[RidF] 
IterationAccessPrj 
(RidF,{RidF}) 
DIAccessPrj 
(RidF,{JDIfkC}) 
[RidF,RidC] 
JI 
[BMC] 
BMIterationFilter 
({C3=10}) 
[RidF,RidC] 
IterationSelectFromRid 
(D, CD, CF) 
RS_FJoinD 
(P1=’x’) 
Figura 4.16: Giunzione con 2 dimensioni con filtri sulle dimensioni
Nel piano d’accesso in Figura 4.16, il sottoalbero IterationAccessPrj
ritorna i Rid di F in giunzione con il rowset locale della tabella C. Il rowset
globale si ottiene dall’operatore JI con la giunzione del rowset locale di P.
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Costo con piani per buffer grande 53 406
Costo SJS con buffer B=10 80 900
Costo SJS con buffer B=100 76 916
Costo SJS con B=+∞ 76 584
Per non appesantire i prossimi piani d’accesso, introduciamo l’operatore
fittizio JIIterationFilter, descritto in Figura 4.17.
 
[RidF] 
[RidF] 
IterationAccessPrj 
(RidF,{RidF}) 
DIAccessPrj 
(RidF,{JDI(Di)}) 
[RidF, Rid(Di]) 
 
JI 
[BM(Di)] 
BMIterationFilter 
(ϕ(Di)) 
[RidF,Rid(Di)] [RidF] 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
Figura 4.17: L’operatore fittizio JIIterationFilter
Il costo dell’operatore e`:
CJIIF = CBMIF (D) + CA(O) + Φ(Ereg(O), Npag(JDID))
La dimensione del risultato e`:
Ereg = Ereg(O)× fs(ϕ(D))
Giunzione con n dimensioni
In questo caso il piano d’accesso si struttura come mostrato in Figura 4.18.
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[RidF] 
IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
JIIterationFilter 
(ϕ(Dn)) 
RS_FJoinD 
(ϕ(D1)) 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
Figura 4.18: Giunzione su n dimensioni
4.3.6 Interrogazioni piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
In questo tipo di interrogazione, si puo` utilizzare il rango di un file trasposto
per strutturare il piano d’accesso, scegliendo tra i JDI e gli attributi della
tabella dei fatti, come precedentemente mostrato nel Capitolo 3 a Pagina 43.
Per comodita` riprendiamo la definizione di rango di un attributo e di un
JDI:
rango(Ereg, Ai) = Φ(Ereg, Npag(Ai)) + Ereg × fs(ψAi)
rango(Ereg, JDID) = Φ(Ereg, Npag(JDID)) + Ereg × fs(ψD)
dove Ereg e` il numero corrente di record gia` visitati e fs(ψD) e` la selettivita`
delle condizioni sulla dimensione D.
Utilizzando le precedenti definizioni di rango con l’algoritmo definito a
Pagina 33 si ottiene una sequenza ordinata di attributi e di JDI. Ottenuta la
sequenza si costruisce il piano con JIIterationFilter in caso di JDI oppure
con un nuovo operatore fittizio RS F (presentato in Figura 4.19) in caso di
attributo. Se il primo file trasposto e` un attributo si costruisce il piano d’ac-
cesso a partire da RidIterationFilter. Altrimenti, se e` un JDI si costruisce
il piano a partire da RS FJoinD. Tutti e quattro gli operatori ritornano
un rowset globale parziale che tiene conto delle restrizioni viste fino a quel
momento.
Il costo dell’operatore RS F e`:
CRSF = CA(O) + Φ(Ereg(O), Npag(Fi))
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Il risultato ha dimensione:
Ereg = Ereg(O)× fs(ψi)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
[RidF] 
[RidF] [RidF,Fi] 
[RidF,Fi] 
IterationAccessPrj 
(RidF,{RidF}) 
Filter 
({ψi}) 
DIAccessPrj 
(RidF,{Fi}) 
[RidF] 
[RidF] 
RS_F 
({ψi}) 
Figura 4.19: rowset di un attributo della tabella dei fatti
Il costo di IterationSelectFromRid e`:
CISR = CA(O) + CJDI + COutDI + CMerge
dove CA(O) e` la somma dei costi degli operatori RS F, JIIterationFilter,
RidIterationFilter e RS FJoinD.
Si consideri l’nterrogazione:
SELECT M1,M4,C1
FROM F,C
WHERE fkC = pkC
AND M1 = 5 AND C1 =
′ y′;
con i parametri D= {C}, CD= {C1} e CF= {M1,M4}.
Nel piano d’accesso in Figura 4.20 l’operatore RidIterationFilter cal-
cola il rowset locale di F accedendo in seguito, nel JIIterationFilter, solo
ai record corrispondenti del JDI. L’operatore JI calcola la giunzione tra il
rowset locale di C con i Rid del sottoalbero.
Costo con piani per buffer grande 30 682
Costo SJS con B=10 45 411
Costo SJS con B=100 45 343
Costo SJS con B=+∞ 45 343
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RidIterationFilter 
({M1=5}) 
IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
[RidF] 
JIIterationFilter 
({C1=’y’}) 
Figura 4.20: Giunzione con restrizione su tutte le tabelle
Ora mostriamo l’uso dell’operatore RS F.
Si consideri l’interrogazione:
SELECT M1,M4,C1
FROM F,C
WHERE fkC = pkC
AND M4 = 10 AND C1 =
′ y′;
con i parametri D= {C}, CD= {C1} e CF= {M1,M4}, supponendo solo in
questo caso e a scopo esemplicativo, che fs(C1 =
′ y′) = fs(M4 = 10) = 0, 001.
Avendo la stessa selettivita` possiamo scegliere come primo, il file trasposto
con il numero minore di pagine.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RS_F 
({M4=10}) 
IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
[RidF] 
RS_FJoinD 
({C1=’y’}) 
RidIterationFilter 
({M4=10}) 
IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
[RidF] 
JIIterationFilter 
({C1=’y’}) 
(a) (b) 
Figura 4.21: Uso di RS F
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Si ottengono migliori prestazioni ricercando una sequenza ordinata for-
mata da attributi della tabella dei fatti e da JDI. Associando la selettivita`
totale di una dimensione al suo JDI, si procede con il criterio del rango mino-
re. Nel piano in Figura 4.21(a), il JDI ha il rango minore, quindi si considera
prima C1 e poi M4. Nell’ipotesi di considerare gli attributi in ordine inverso
(fig. 4.21(b)), il costo del piano d’accesso per B=100 sarebbe stato di 32 320.
Quindi e` chiaro che utilizzando il criterio del rango si ottengono prestazioni
migliori.
Costo con piani per buffer grande 24 954
Costo SJS con B=10 25 721
Costo SJS con B=100 25 715
Costo SJS con B=+∞ 25 715
Giunzione con due dimensioni
Si consideri l’interrogazione:
SELECT M1,M4,C1,P1
FROM F,C,P
WHERE fkC = pkC AND fkP = pkP
AND M4 = 10 AND C1 =
′ y′ AND P1 =′ x′;
con i parametri D= {C,P}, CD= {C1,P1} e CF= {M1,M4}. Ordinando per
rango gli attributi di restrizione e i JDI, il piano si struttura considerando la
sequenza M4, JDIfkC , JDIfkP .
Come nelle interrogazioni con restrizioni sulle dimensioni, anche nel piano
in Figura 4.22 si possono individuare dei pattern analoghi. Si dimostrera`
in seguito come queste strutture che si ripetono consentono di definire un
algoritmo di ottimizzazione relativamente semplice.
Costo con piani per buffer grande 43 007
Costo SJS con B=10 43 433
Costo SJS con B=100 43 361
Costo SJS con B=+∞ 43 355
Giunzione con n dimensioni
Nel caso di giunzione con n dimensioni, il piano ha la struttura in Figu-
ra 4.23. Nella figura i pallini significano possibili alternative: attraverso il
rango degli attributi della tabella dei fatti e dei JDI, si puo` ottenere una
sequenza ordinata di file trasposti che inizia con un RidIterationFilter se
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[RidF] 
JIIterationFilter 
({C1=’y’}) 
RidIterationFilter 
({M4=10}) 
IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
[RidF] 
JIIterationFilter 
({P1=’x’}) 
Figura 4.22: Giunzione con 2 dimensioni e restrizioni su ogni tabella
il primo file della sequenza e` un attributo della tabella dei fatti, oppure con
un RS FJoinD se il primo file della sequenza e` un JDI. Ad ogni passo della
costruzione del piano si inserisce un RS F o un JIIterationFilter secondo
il caso.
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IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
[RidF] 
RS_FJoinD 
(ϕ(D1)) 
[RidF] 
RidIterationFilter 
(ψ1) 
RS_F 
(ψi) 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
RS_F 
(ψj) 
JIIterationFilter 
(ϕ(Dj)) 
Figura 4.23: Interrogazione con n giunzioni
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4.4 Un ottimizzatore a regole
Sulla base degli esempi visti si possono definire delle regole da seguire per
generare il piano d’accesso di un’interrogazione a stella.
4.4.1 Ottimizzazione di piA(F )
Se la tabella dei fatti non ha restrizioni il piano ha la struttura in Figura 4.24.
 
 
[RidF,A] 
DIScan 
({A}) 
Select 
({A}) 
Figura 4.24: Piano d’accesso per piA(F )
4.4.2 Ottimizzazione di piA(σϕ(F ))
Si distinguono due casi:
• se non ci sono attributi residui il piano ha la struttura in Figura 4.25(a);
• se vi sono attributi residui il piano ha la struttura in Figura 4.25(b).
 
 
[RidF,Aρ] [RidF,Aϕ] 
IterationFilter 
({ϕ}) 
DIAccessPrj 
(RidF,{Aρ}) 
IterationAccessPrj 
({RidF},{A}) 
IterationFilter 
({ϕ}) 
(a) Senza attributi residui (b) Con attributi residui 
Figura 4.25: Piano d’accesso per piA(σϕ(F )) con n condizioni
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4.4.3 Ottimizzazione di piA(F ./ D1 ./ . . . ./ Dn)
Se la giunzione e` a stella senza restrizioni il piano ha la struttura in Figu-
ra 4.26.
 
IterationSelect 
(D, CD, CF) 
Figura 4.26: Piano d’accesso per piA(F ./ D1 ./ . . . ./ Dn)
4.4.4 Ottimizzazione di piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
Se la giunzione a stella ha restrizioni sulla tabella dei fatti il piano ha la
struttura in Figura 4.27. La struttura e` sempre uguale modulo i parametri e
le condizioni.
 
[RidF] 
RidIterationFilter 
({ϕ}) 
IterationSelectFromRid 
(D,CD,CF) 
Figura 4.27: Piano d’accesso per piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
4.4.5 Ottimizzazione di piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Se la giunzione a stella ha restrizioni sulle dimensioni il piano ha la struttura
in Figura 4.28. Le tabelle Di sono considerate in ordine di selettivita` a partire
da quella minore. L’affermazione deriva dalla definizione di rango e dal fatto
che i JDI hanno tutti la stessa dimensione.
4.4.6 Ottimizzazione di piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Se la giunzione a stella ha restrizioni sulle dimensioni il piano ha la struttura
in Figura 4.29.
Nella figura i pallini significano possibili alternative: attraverso il rango
degli attributi della tabella dei fatti e dei JDI, si puo` ottenere una sequenza
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[RidF] 
IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
JIIterationFilter 
(ϕ(Dn)) 
RS_FJoinD 
(ϕ(D1)) 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
Figura 4.28: Piano d’accesso per piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
ordinata di file trasposti che inizia con un RidIterationFilter se il pri-
mo file della sequenza e` un attributo della tabella dei fatti, oppure con un
RS FJoinD se il primo file della sequenza e` un JDI. Ad ogni passo della
costruzione del piano si inserisce un RS F o un JIIterationFilter secondo
il caso.
4.5 Conclusioni
Sono stati presentati opportuni operatori fisici per definire piani d’accesso
per giunzioni a stella nell’ipotesi di buffer piccolo. I piani riflettono la strut-
tura dell’algoritmo SJS e in particolare hanno come radice l’operatore fisico
IterationSelectFromRid che realizza il passo di generazione del risultato
del SJS.
I costi dell’algoritmo SJS con buffer grande non si discostano di molto
rispetto ai costi dello stesso algoritmo per buffer piccolo specialmente nei
casi di restrizione. Sono state notate differenze marcate nei costi nei casi di
nessuna o poche restrizioni, o un buffer molto piccolo.
Infine, sono state presentate delle regole per l’ottimizzazione delle inter-
rogazioni.
Nel prossimo capitolo si mostra che sotto certe condizioni esiste un modo
diverso di realizzare la fase di generazione del risultato, utilizzando alcuni
operatori fisici definiti nel Capitolo 3 e nel Capitolo 4.
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IterationSelectFromRid 
(D, CD, CF) 
[RidF] 
[RidF] 
RS_FJoinD 
(ϕ(D1)) 
[RidF] 
RidIterationFilter 
(ψ1) 
RS_F 
(ψi) 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
RS_F 
(ψj) 
JIIterationFilter 
(ϕ(Dj)) 
Figura 4.29: Piano d’accesso per piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
83
84
Capitolo 5
Piani d’accesso con buffer
piccolo: una variante
Si mostra come sotto certe condizioni si possono utilizzare gli operatori fisici
proposti nel caso di buffer grande per eseguire la fase di restrizione, giunzione
e di generazione del risultato, ottenendo dei piani d’accesso di costo inferiore
rispetto a quelli del capitolo precedente.
5.1 Un modo alternativo per la generazione
dei piani d’accesso
Usando gli operatori definiti nel Capitolo 3, si mostra come come si pos-
sono definire piani che eseguono in modo diverso la fase di generazione del
risultato, talvolta eseguendo in modo diverso la fase di restrizione. Questo
sistema risulta interessante quando le condizioni di un’interrogazione sono
molto selettive.
Nel Capitolo 3 e` stato visto che i costi diventano alti a causa della giunzio-
ne in quanto, con l’ipotesi di buffer piccolo, si accede ad ogni DI dimensionale
con Nreg(F ) accessi. Quindi, in presenza di condizioni molto selettive, e` pos-
sible generare dei piani migliori. Per questo motivo non si considereranno le
interrogazioni con giunzione senza restrizioni.
5.2 Esempi di piani d’accesso
Per gli esempi numerici si utilizza lo schema nella Figura 5.1 e si suppone
che tutte le selettivita` siano pari a 0, 01.
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 F 
pkF   4   11000 
fkP   4   11000 
fkC   4   11000 
fkT   4   11000 
M1   4   11000 
M2   4   11000 
M3   1     2750 
M4   8   22000 
M5   5   13750 
 38 
22
 
000
 
000 record 
P 
pkP         4       100 
P1         10       250 
P2           1         25 
P3            8       200 
             23 
C 
 pkC       4       10 
 C1     10       25 
 C2     30       75 
 C3       4       10 
 C4       4       10 
 C5       4       10 
     56 
T 
 pkT       4        3 
 T1       4        3 
 T2       4        3 
 T3       4        3 
 T4            4        3 
    20 
        : relazione chiave esterna-primaria 
pk  : chiave primaria 
fk  : chiave esterna 
200
 
000 record 
5
 
000 record 
20
 
000 record 
Npag(JDIfkP)=11000 
Npag(JDIfkC)=11000 
Npag(JDIfkT)=11000 
Figura 5.1: Schema a stella usato per gli esempi
5.2.1 Interrogazioni piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
Si consideri l’interrogazione:
SELECT M1,M2,M3,P1
FROM F,P
WHERE fkP = pkP
AND M1 = 5 AND M2 =
′ 7′ AND M3 =′ 10′;
Usando le regole viste nel Capitolo 4, l’interrogazione viene eseguita con il
piano in Figura 5.2, dove la linea tratteggiata separa la fase di generazione
del risultato dalla fase di restrizione.
Nel piano in Figura 5.3 la fase di restrizione si fonde con la fase di gene-
razione del risultato per gli attributi di restrizione della tabella dei fatti. In
questo modo si evita, come accade con SJS, la doppia scansione degli attributi
con l’operatore IterationFiler che prende il posto del RidIterationFilter,
come mostrato in Figura 5.2. Dopo la linea trattegiata e` rappresentato il
piano d’accesso per la fase di generazione del risultato per gli attributi ri-
manenti. L’operatore IterationFiler ritorna anche i valori degli attributi di
restrizione, quindi per questo tipo di interrogazione il risultato viene costruito
durante l’esecuzione del piano.
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 [RidF] 
IterationSelectFromRid 
(D,CD,CF) 
RidIterationFilter 
(M3=10 And M1=5  
And M2=7) 
Figura 5.2: Piano con SJS
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IterationFilter 
(M3=10 And M1=5 
And M2=7) 
[RidP,P1] [RidF,M1,M2,M3] 
JINestedLoop 
(JDIfkP,RidF) 
DIAccessPrj 
(RidP,P1) 
Select 
(M1,M2,M3,P1) 
[RidF,M1,M2,M3, RidP,P1] 
Figura 5.3: piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
Il costo del piano d’accesso in Figura 5.3 e`:
CA = CIF + Φ(Ereg, Npag(JDIfkP )) + 2× Ereg = 15 789
dove
CIF = Npag(M3) + Φ(E
1
reg, Npag(M1)) + Φ(E
2
reg, Npag(M2))
E1reg = Nreg(F )× fs(M3 = 10)
E2reg = Nreg(F )× fs(M3 = 10)× fs(M1 = 5)
Ereg = Nreg(F )× fs(M1 =′ 5′)× fs(M2 = 7)× fs(M3 = 10)
Nella seguente tabella si considerano i costi dei piani trattati nel capito-
lo precedente nel caso di B = 100, confrontandoli con i piani con variante.
Questo confronto verra` ripetuto anche negli esempi che seguono.
Costo SJS con B=100 16 781
Costo piano variante 15 789
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5.2.2 Interrogazioni piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Si consideri l’interrogazione:
SELECT M1,P1,P2,P3
FROM F,P
WHERE fkP = pkP
AND P1 =
′ x′ AND P2 =′ a′ AND P3 =′ z′;
Usando le regole viste nel Capitolo 4, l’interrogazione viene eseguita con il
piano in Figura 5.4, dove la linea tratteggiata separa la fase di restrizione e
giunzione dalla fase di generazione del risultato.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[RidF] 
[RidF,RidP] 
JI 
DIScan 
({JDIfkP}) 
IterationSelectFromRid 
(D, CD, CF) 
[BMP] 
BMIterationFilter 
(P2=’a’ And P3=’z’  
And P1=’x’) 
Figura 5.4: Piano con SJS
La linea tratteggiata in Figura 5.5 separa la fase di restrizione dalla fase
di generazione del risultato ed il sottoalbero sopra la linea prende il posto
dell’operatore IterationSelectFromRid. I due piani d’accesso condividono
la fase di restrizione e giunzione.
Il costo del piano d’accesso in Figura 5.5 e`:
CA = CJINL + Φ(Ereg, Npag(M1)) = 11 355
dove
CJINL = CJI + Φ(Ereg, Npag(JDIfkP )) + 3× Ereg
CJI = CBMIF +Npag(JDIfkC )
CBMIF = Npag(P2) + Φ(E
1
reg, Npag(P3)) + Φ(E
2
reg, Npag(P1))
E1reg = Nreg(F )× fs(P2 =′ a′)
E2reg = Nreg(F )× fs(P2 =′ a′)× fs(P3 =′ z′)
Ereg = Nreg(F )× fs(P2 =′ a′)× fs(P3 =′ z′)× fs(P1 =′ x′)
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BMIterationFilter 
(P2=’a’ And P3=’z’  
And P1=’x’) 
[RidF,RidP] [BMP] 
JI 
 
DIScan 
(JDIfkP) 
[RidF,RidP,P1,P2,P3] 
[RidP, P1,P2,P3] 
JINestedLoop 
(JDIfkP,RidF) 
DIAccessPrj 
(RidP,P1,P2,P3) 
[RidF,M1] 
IterationAccessPrj 
(RidF,{M1,P1,P2,P3) 
DIAccessPrj 
(RidF,M1) 
[RidF] 
Figura 5.5: Interrogazione piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Costo SJS con B=100 12 471
Costo piano variante 11 355
5.2.3 Interrogazioni piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Si consideri l’interrogazione:
SELECT M1,P1,P3
FROM F,P
WHERE fkP = pkP
AND M1 = 5 AND P1 =
′ x′ AND P3 =′ z′;
Ricordiamo che fs(M1 = 5) = fs(P1 =
′ x′) = fs(P3 =′ z′) = 0, 01.
Usando le regole viste nel Capitolo 4, l’interrogazione viene eseguita con
il piano in Figura 5.6, dove la linea tratteggiata separa la fase di restrizione
e giunzione dalla fase di generazione del risultato.
La linea tratteggiata in Figura 5.7 separa la fase di restrizione dalla fase
di generazione del risultato ed il sottoalbero sopra la linea prende il posto
dell’operatore IterationSelectFromRid. I due piani d’accesso condividono
la fase di restrizione e giunzione.
Il costo del piano d’accesso in Figura 5.7 e`:
CA = CIA = 13 718
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[RidF] 
[RidF] 
DIScan 
({JDIfkP}) 
JI 
BMIterationFilter 
(P1=’x’ And P3=’z’) 
[RidF,RidP] [BMP] 
[RidF] 
IterationAccessPrj 
(RidF,{RidF}) 
Filter 
(M1=5) 
[RidF] 
DIAccessPrj 
(RidF,{M1}) 
IterationSelectFromRid 
(D, CD, CF) 
Figura 5.6: Piano con SJS
dove
CIA = CJINL + Φ(Ereg, Npag(M1))
CJINL = C
1
IA + Φ(Ereg, Npag(JDIfkP )) + 2× Ereg
C1IA = CJI + Φ(Ereg, Npag(M1))
CJI = CBMIF +Npag(JDIfkP )
CBMIF = Npag(P1) + Φ(Nreg(P )× fs(P1 =′ x′), Npag(P3))
E1reg = Nreg(F )× fs(P1 =′ x′)× fs(P3 =′ z′)
Ereg = Nreg(F )× fs(M1 =′ 5′)× fs(P1 =′ x′)× fs(P3 =′ z′)
Costo SJS con B=100 14 643
Costo piano variante 13 718
5.3 Un ottimizzatore a regole
Si presentano le regole per generare piani d’accesso e sotto quali condizioni
essi rappresentano un’alternativa a SJS. La dimensione del risultato Ereg e`
il prodotto di tutte le selettivita` delle condizioni presenti nel ramo WHERE
dell’interrogazione.
Ricordiamo che CRF e` l’insieme degli attributi della tabella dei fatti
presenti presenti nel ramo WHERE.
Le regole per l’ottimizzazione delle seguenti interrogazioni sono quelle
viste nel Capitolo 4:
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[RidF] 
DIScan 
({JDIfkP}) 
JI 
BMIterationFilter 
(P1=’x’ And P3=’z’) 
[RidF] 
IterationAccessPrj 
(RidF,{RidF}) 
Filter 
(M1=5) 
[RidF,RidP,P1,P3] 
[RidP,P1,P3] [RidF] 
JINestedLoop 
(JDIfkP,RidF) 
DIAccessPrj 
(RidP,{P1,P3}) 
IterationAccessPrj 
(RidF,{M1,P1,P3}) 
[RidF,RidP] [BMP] [RidF] 
DIAccessPrj 
(RidF,{M1}) 
[RidF,M1] 
DIAccessPrj 
(RidF,{M1}) 
Figura 5.7: Interrogazione piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
• piA(F );
• piA(σϕ(F ));
• piA(F ./ D1 ./ . . . ./ Dn).
quindi non verranno considerate in seguito.
5.3.1 Ottimizzazione di piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
Se la giunzione a stella ha restrizioni sulla tabella dei fatti il piano ha la
struttura in Figura 5.8, indicando con Aϕ gli attributi di restrizione della
tabella dei fatti.
Notare la replicazione della struttura JINestedLoop(DIAccessPrj) per
ogni giunzione con una tabella dimensionale. L’ordine di connessione di
queste strutture non e` rilevante. L’operatore IterationAccessPrj finale
serve per il recupero degli attributi residui Aρ della tabella dei fatti. In caso
di mancanza di essi basta sostituirlo con un Select(A).
La differenza dei costi tra piani generati con SJS e quelli generati come
da Figura 5.8, si esprime con H1 e H2, dove:
H1 = 2×Npag(BMF ) +
∑
A∈CRF
Φ(Ereg, Npag(A)) +
∑
D∈D
Epag(JDID) +
91
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
[RidF, {Aϕ}, RidD1, D1(RidD1)] 
[RidF, {Aϕ}, RidD1, D1(RidD1),…, RidDn, Dn(RidDn)] 
[RidDn, Dn(RidDn)] [RidF, {Aϕ}, RidD1, D1(RidD1),…, RidDi, Di(RidDi)] 
JINestedLoop 
(JDIDn ,RidF) 
[RidDi, Di(RidDi)] 
DIAccessPrj 
(RidDi, Di) 
JINestedLoop 
(JDIDi ,RidF) 
IterationAccessPrj 
(RidF,{A}) 
DIAccessPrj 
(RidDn, Dn) 
 
[RidF, {Aϕ}] 
IterationAccess 
(ϕ) 
[RidD1, D1(RidD1)] 
DIAccessPrj 
(RidD1, D1) 
JINestedLoop 
(JDID1 ,RidF) 
[RidF, {Aρ}] 
DIAccessPrj 
(RidF,{Aρ}) 
Figura 5.8: Piano d’accesso per piA(σϕ(F ) ./ D1 ./ . . . ./ Dn)
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CoutDI +
∑
D∈D
∑
A∈CD
k × Epag(A)
H2 =
∑
D∈D
∑
A∈CD
Ereg
Se H1 < H2 allora e` preferibile il piano generato per SJS.
5.3.2 Ottimizzazione di piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Se la giunzione a stella ha restrizioni sulle tabelle delle dimensioni il piano
ha la struttura in Figura 5.9.
Le tabelle Di sono considerate in ordine di selettivita` a partire da quella
minore. L’operatore IterationAccessPrj finale serve per il recupero degli
attributi di proiezione Api della tabella dei fatti.
La differenza dei costi tra piani generati con SJS e quelli generati come
da Figura 5.9, si esprime con H1 e H2, dove:
H1 = 2×Npag(BMF ) +
∑
D∈D
Epag(JDID) +
+CoutDI +
∑
D∈D
∑
A∈CD
k × Epag(A)
H2 =
∑
D∈D
∑
A∈CD
Ereg
Se H1 < H2 allora e` preferibile il piano generato per SJS.
5.3.3 Ottimizzazione di piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
Se la giunzione a stella ha restrizioni sulle dimensioni il piano ha la struttura
in Figura 5.10.
Nella figura i pallini significano possibili alternative: attraverso il rango
degli attributi della tabella dei fatti e dei JDI, si puo` ottenere una sequenza
ordinata di file trasposti che inizia con un RidIterationFilter se il pri-
mo file della sequenza e` un attributo della tabella dei fatti, oppure con un
RS FJoinD se il primo file della sequenza e` un JDI. Ad ogni passo della co-
struzione del piano si inserisce un RS F o un JIIterationFilter secondo il
caso. L’operatore IterationAccessPrj finale serve per il recupero degli at-
tributi residui Aρ della tabella dei fatti. In mancanza di essi basta sostituirlo
con un Select(A).
La differenza dei costi tra piani generati con SJS e quelli generati come
da Figura 5.10, si esprime con H1 e H2, dove:
H1 = 2×Npag(BMF ) +
∑
A∈CRF
Φ(Ereg, Npag(A)) +
∑
D∈D
Epag(JDID) +
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[RidF, Rid(D1), D1(RidD1),…, Rid(Dn), Dn(RidDn)] [RidF, {Api}] 
IterationAccessPrj 
(RidF,{A}) 
DIAccessPrj 
(RidF,{Api}) 
[Rid(Dn), Dn(RidDn)] 
JINestedLoop 
(JDIDn,RidF) 
DIAccessPrj 
(Rid(Dn),Dn) 
[RidF] 
[RidF] 
JIIterationFilter 
(ϕ(Dn)) 
RS_FJoinD 
(ϕ(D1)) 
 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
[Rid(D1), D1(RidD1)] 
JINestedLoop 
(JDID1,RidF) 
DIAccessPrj 
(Rid(D1),D1) 
[RidF,Rid(D1), D1(RidD1)] 
[RidF, Rid(D1), D1(RidD1),…, Rid(Di), Di(RidDi)] 
[Rid(Di), Di(RidDi)] 
JINestedLoop 
(JDIDi,RidF) 
DIAccessPrj 
(Rid(Di),Di) 
Figura 5.9: Piano d’accesso per piA(F ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
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[RidD1,D1(RidD1)] 
 
[RidF,RidD1,D1(RidD1)] 
[RidDn,Dn(RidDn)] 
 
[RidF,{Aρ}][RidF,RidD1,D1(RidD1),…, RidDn,Dn(RidDn)] 
[RidF] 
RS_FJoinD 
(ϕ(D1)) 
[RidF] 
RidIterationFilter 
(ψ1) 
RS_F 
(ψi) 
[RidF] 
JIIterationFilter 
(ϕ(Di)) 
RS_F 
(ψj) 
JIIterationFilter 
(ϕ(Dj)) 
JINestedLoop 
(JDID1,RidF) 
DIAccessPrj 
(RidD1,D1) 
JINestedLoop 
(JDIDn),RidF) 
DIAccessPrj 
(RidDn,Dn) 
IterationAccessPrj 
(RidF, {A}) 
DIAccessPrj 
(RidF,{Aρ}) 
Figura 5.10: Piano d’accesso per piA(σϕ(F ) ./ σϕ(D1) ./ . . . ./ σϕ(Dn))
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CoutDI +
∑
D∈D
∑
A∈CD
k × Epag(A)
H2 =
∑
D∈D
∑
A∈CD
Ereg
Se H1 < H2 allora e` preferibile il piano generato per SJS.
5.4 Conclusioni
E` stato mostrato come nel caso di giunzioni a stella con restrizioni sulla
tabella dei fatti e delle dimensioni, la fase di generazione del risultato possa
essere eseguita in modo diverso da come proposto nell’algoritmo SJS con
costi piu` bassi.
Estendendo l’ottimizzatore definito nel Capitolo 4 con gli schemi prece-
denti, si dovranno generare due piani d’accesso per scegliere quello di costo
minore.
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Capitolo 6
Conclusioni
Gli studi sul partizionamento verticale risalgono agli anni settanta, ma la
sua applicazione ai DWMS e` una realta` recente. I file trasposti permettono
di accedere esclusivamente ai dati che servono e si prestano molto bene alla
compressione. Questo modo di memorizzare i dati consente di ridurre la
memoria occupata da un data warehouse a valori non raggiungibili con i
sistemi relazionali in presenza di indici.
Lo scopo della trattazione e` stato la ricerca di operatori fisici che pos-
sano sfruttare al meglio il partizionamento verticale dei dati e come un
ottimizzatore possa utilizzarli per eseguire un’interrogazione.
Nel Capitolo 3 e` stato studiato un insieme di operatori fisici partendo
dall’ipotesi di avere un buffer di grande dimensione. Con alcuni esempi si
e` mostrato l’uso ed i limiti. Infatti al cadere dell’ipotesi sulla dimensione
del buffer, questi piani d’accesso diventano eccessivamente costosi, il che ha
spinto la ricerca su soluzioni alternative.
Nel Capitolo 4 si e` presentato un algoritmo che con quantita` ridotte di
memoria riesce ad eseguire una giunzione a stella con costi superiori ma
ragionevoli rispetto ai piani presentati nel capitolo precedente. Per la sua
realizzazione si e` proposto un ulteriore insieme di operatori fisici, mostran-
done l’uso con esempi specifici, e un insieme di regole di ottimizzazione per
i diversi tipi di interrogazione.
Nel Capitolo 5 e` stato provato a mettere insieme gli operatori fisici definiti
nei due capitoli precedenti per ottenere dei piani d’accesso che danno qualche
vantaggio rispetto ai piani costruiti sull’ipotesi di buffer piccolo.
In ogni capitolo, attraverso la definizione di opportuni operatori fisici, si
e` cercato di capire il funzionamento di un ottimizzatore per interrogazioni su
schemi a stella per data warehouse a file trasposti.
L’algoritmo SJS per buffer grande non da` costi molto differenti rispetto
a quelli ottenibili con un buffer non esageratamente piccolo. Quindi, viste la
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differenze dei costi fra i piani per buffer grande e quelli per buffer piccolo,
per un buffer di grandi dimensioni si costruisce un ottimizzatore con le regole
definite nel Capitolo 3, altrimenti si considera l’algoritmo SJS insieme alla
variante definita nel Capitolo 5, costruendo un ottimizzatore con le regole
definite nel suddetto capitolo.
Pertendo dai risultati raggiunti, il lavoro potra` proseguire consideran-
do anche l’operatore GROUP BY, la possibilita` di una sua anticipazione e
l’esecuzione delle interrogazioni in presenza di viste materializzate.
Il problema dell’ottimizzazione di interrogazioni con GROUP BY non do-
vrebbe presentare grosse difficolta`. Ad esempio, con riferimento ai piani del
Capitolo 4, in presenza di un GROUP BY, gli operatori IterationSelect che
generano il risultato dell’interrogazione, dovrebbero produrre tutti i valori
degli attributi di raggruppamento e quelli delle funzioni di aggregazione. Su
questi dati poi si applica un operatore di GROUP BY, un operatore di filtro per
eventuale condizioni dell’HAVING e, infine, una semplice Select per produrre
il risultato finale.
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