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Introduzione
No matter how powerful computers become, phy-
sicists will always want to study problems that are
too difficult for the computers at hand.
Tratto dall’articolo [1].
Nonostante le teorie di gauge non abeliane siano state introdotte nel 1954 da Yang e Mills per
il gruppo SU(2) ([2]) ed ampliate al caso di un generico gruppo di Lie semisemplice da Gell-Mann
e Glashow nel 1961 ([3]), normalmente si considera come “data di nascita” della cromodinamica
quantistica l’anno 1973, che vide la pubblicazione dei due fondamentali articoli di Gross, Wilczek
e Politzer ([4] e [5]) in cui si annunciava la scoperta della liberta` asintotica. Grazie a questa
scoperta risulto` chiaro che, per quanto grande sia la costante di accoppiamento forte ad una data
energia, aumentando la scala di energia considerata la si puo` rendere sufficientemente piccola da
giustificare lo sviluppo perturbativo della teoria. Questa scoperta e` abbastanza importante da
poter essere considerata la nascita della cromodinamica quantistica (QCD) poiche` tutti i calcoli
espliciti in teoria quantistica dei campi sono possibili solo a livello perturbativo; la scoperta della
liberta` asintotica costituisce quindi la base della cromodinamica quantistica perturbativa.
Nonostante il successo dell’approccio perturbativo alla cromodinamica quantistica nello spie-
gare effetti di alta energia, i fenomeni piu` caratteristici in cui interviene l’interazione forte non
risultano spiegabili a livello perturbativo; tra questi si possono ricordare ad esempio il problema
del confinamento e quello della rottura spontanea della simmetria chirale a bassa energia.
Un importante passo verso la costruzione di una teoria non perturbativa e` stata l’introduzione
da parte di Wilson, nel 1974, della formulazione su reticolo delle teorie di gauge ([6]). Questa
costruzione ha il grande merito di introdurre una regolarizzazione non perturbativa (il reticolo
appunto) pur conservando esatta la simmetria di gauge. Inoltre in questa formulazione della
teoria lo sviluppo perturbativo piu` naturale non e` quello per piccole costanti di accoppiamento,
bens`ı quello per grandi costanti di accoppiamento, tanto che Wilson fu in grado di dimostrare
che nel limite di accoppiamento forte tutte le teorie di gauge confinano.
Lo stesso Wilson ([7],[8]) ebbe anche il merito di completare la teoria dei fenomeni critici
introdotta da Kadanoff ([9]), riconoscendo inoltre in essa una struttura formale identica a quella
che compariva nella teoria del gruppo di rinormalizzazione, introdotta nella fisica delle alte
energie da Gell-Mann e Low nel 1954 ([10]). Questa identita` di struttura permise di applicare
alla fisica dei fenomeni critici tutti i metodi che erano stati sviluppati negli anni precedenti per
le teorie di campo quantistiche; da una tale unione nacque in particolare un metodo sistematico
per il calcolo perturbativo degli esponenti critici oltre la teoria di campo medio.
A causa della sostanziale identita` di formalismo tra le teorie di gauge su reticolo ed i modelli
classici di fisica statistica (modello di Ising, di Potts, di Heisenberg . . .) la formulazione di Wilson
diede inizio a studi sulla termodinamica delle teorie di gauge; in particolare furono pubblicati
i primi studi in cui, partendo da principi primi, si analizzava la possibilita` che a temperatura
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sufficientemente alta le teorie di gauge non confinino ([11],[12],[13]), ipotesi questa introdotta
in precedenza tramite l’analisi di modelli fenomenologici ([14]). Si pose quindi il problema di
capire se il passaggio dalla fase confinata di una teoria di gauge, la cui esistenza non e` in effetti
ancora stata dimostrata a partire da principi primi, alla fase non confinata sia effettivamente una
transizione di fase (cioe` un punto singolare dell’energia libera) oppure se questo possa avvenire
senza incontrare singolarita`, come per il passaggio da liquido a vapore, aggirando il punto critico.
In alcuni casi particolari, come il caso di una teoria di gauge pura, il problema dell’esistenza
della transizione di fase (sempre supponendo l’esistenza della fase confinata) fu risolto utilizzando
solo le simmetrie della teoria ed argomenti di universalita` ([15]); in altri casi, come quello in
cui siano presenti solo quark a massa nulla, alcuni risultati furono ottenuti utilizzando modelli
effettivi introdotti a livello fenomenologico ed argomenti di universalita` ([16]). Tra i casi che non
possono essere risolti utilizzando i metodi precedenti rientra in particolare il caso di interesse
fisico di quark con massa non nulla.
Per analizzare i casi non risolubili esclusivamente con metodi teorici (o comunque per ottene-
re informazioni su osservabili non universali) si ricorse ad una altra tecnica mutuata dalla fisica
statistica: quella delle simulazioni Monte Carlo ([17]). Anche questa tecnica presenta tuttavia
i suoi problemi: a causa della grande complessita` computazionale dei problemi considerati, le
simulazioni possono essere effettuate solo su sistemi limitati (dell’ordine di 104 punti reticolari).
Per ovviare in parte a questo problema si usano metodi tramite i quali e` possibile estrapola-
re dal comportamento di un sistema limitato il comportamento dello stesso sistema al limite
termodinamico (finite size scaling).
Nonostante il progresso compiuto negli ultimi 20 anni sia a livello teorico che a livello di
potenza di calcolo, molti sono tuttavia ancora gli aspetti non completamente chiariti del dia-
gramma di fase della cromodinamica ([18],[19]). Scopo del presente elaborato e` analizzare come
cambia la transizione che avviene in cromodinamica quantistica con tre quark leggeri all’aumen-
tare delle masse dei quark: e` opinione comune che la transizione del primo ordine presente per
quark leggeri, diventi, all’aumentare delle masse dei quark, una transizione del secondo ordine
(della classe di universalita` del modello di Ising tridimensionale) dopo la quale non e` piu` pre-
sente alcuna singolarita`. Questo comportamento, previsto sulla base di modelli fenomenologici
della QCD a temperatura nulla e considerazioni di universalita`, e` stato verificato in simulazioni
su reticolo solo utilizzando il cosiddetto metodo dei cumulanti di Binder; data l’importanza di
verificare questo comportamento, vista anche la possibilita` che ha il caso Nf = 3 di influenzare le
conclusioni sul caso fisicamente piu` rilevante Nf = 2+1, appare opportuno verificare il suddetto
comportamento anche utilizzando tecniche diverse di analisi. Per fare cio`, in questo lavoro di
tesi e` stata in parte ripetuta la analisi effettuata in [113], studiando pero` solo valori delle masse
dei quark vicini al valore critico ivi riportato (mc = 0.0263 ± 0.0003) e ricercando indicazioni
di uno scaling delle osservabili compatibile con una transizione della classe di universalita` del
modello di Ising tridimensionale.
iv INTRODUZIONE
Capitolo 1
Transizioni di fase e fenomeni critici
1.1 Proprieta` generali delle transizioni di fase
Dal punto di vista formale una transizione di fase e` un punto singolare dell’energia libera F ,
cioe` un punto in cui F non e` analitica; la classificazione “storica” delle transizioni di fase e`
data dallo schema di Ehrenfest: una transizione viene detta di grado i−esimo quando le de-
rivate di F rispetto ai parametri (temperatura, pressione, . . . ) sono continue sino all’ordine
(i − 1)-esimo e alcune delle derivate i−esime sono discontinue alla transizione. Questa classi-
ficazione e` tuttavia imprecisa per due motivi: in molte transizioni le derivate di F non sono
discontinue, bens`ı divergenti alla transizione di fase, inoltre esistono particolari transizioni di
fase in cui tutte le derivate dell’energia libera esistono e tuttavia F non e` analitica (transizione
di Kosterlitz-Thouless). Questo e` il motivo per cui la tendenza moderna e` di distinguere fra
transizioni discontinue (del primo ordine) e transizioni continue (del secondo ordine, in senso
esteso), distinguendo le transizioni continue le une dalle altre tramite alcuni parametri detti
indici critici.
Per definire gli indici critici si usera` come esempio, a causa della sua semplicita`, il modello
di Ising: in questo modello si considera un reticolo in cui ad ogni punto reticolare e` associata
una variabile s(ri) (dove ri e` la posizione del punto reticolare) che puo` assumere i due valori +1
e −1; l’energia di una data configurazione {s} e` data dall’espressione
E({s}) = −
∑
〈ij〉
s(ri)s(rj)−H
N∑
i=1
s(ri) (1.1.1)
dove H e` un parametro esterno, N e` il numero di punti reticolari e 〈ij〉 indica che la somma
deve essere estesa a tutte le coppie di punti reticolari primi vicini; dall’espressione precedente si
ottiene per l’energia libera 1
F (T,H) = −T log
∑
{s}
e−E({s})/T (1.1.2)
dalla quale si deducono l’energia interna
E = −T 2 ∂
∂T
(
F
T
)
(1.1.3)
1Si usera` la convenzione kB = 1.
1
2 CAPITOLO 1. TRANSIZIONI DI FASE E FENOMENI CRITICI
il calore specifico
C =
1
N
∂E
∂T
= − T
N
∂2F
∂T 2
(1.1.4)
la magnetizzazione e la suscettivita` magnetica
M = − 1
N
∂
∂H
(
F
T
)
; χ =
∂M
∂H
(1.1.5)
Si possono inoltre definire una funzione di correlazione a due punti
G(ri, rj) = 〈s(ri)s(rj)〉 − 〈s(ri)〉〈s(rj)〉 (1.1.6)
ed una lunghezza di correlazione
ξ =
√∑
i |ri|2G(0, ri)∑
iG(0, ri)
(1.1.7)
Nel limite termodinamico questo modello ha un diagramma di fase del tipo di quello indicato
nella figura seguente:
6
-r T
H
0
Tc
Per T ≥ Tc si haM = 0 quando H = 0 mentre per T < Tc si ha una magnetizzazione spontanea,
inoltre M(T,H = 0) e` continua in Tc. Infine per T < Tc si ha
lim
H→0+
M(T,H) = +M0; lim
H→0−
M(T,H) = −M0; M0 > 0 (1.1.8)
Da cio` segue che l’insieme [H = 0]× [0 ≤ T ≤ Tc] non e` contenuto nel dominio di analiticita` di
F , che al punto H = 0, T = Tc si ha una transizione continua e che per 0 ≤ T < Tc si ha una
transizione del primo ordine.
In generale, quando si ha una transizione di fase, un’osservabile che sia identicamente nulla
in una fase e diversa da zero nell’altra fase, come la magnetizzazione nel modello di Ising, viene
detta parametro d’ordine; nel caso del modello di Ising la scelta del parametro d’ordine risulta
naturale a causa della semplicita` del modello ma in casi piu` complessi la stessa identificazione di
un parametro d’ordine e` un problema non banale; si vedra` inoltre piu` avanti come una corretta
identificazione del parametro d’ordine sia fondamentale per analizzare le caratteristiche di una
transizione di fase.
Per specificare le caratteristiche di una transizione continua si introducono i seguenti para-
metri, detti esponenti o indici critici (dove t = (T − Tc)/Tc)
α: per T ≈ Tc si ha C(T,H = 0) ∝ |t|−α
β: per T ≈ Tc, T ≤ Tc si ha M(T,H = 0) ∝ |t|β
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γ: per T ≈ Tc si ha χ(T,H = 0) ∝ |t|−γ
δ: per H ≈ 0 si ha M(Tc,H) ∝ |H|1/δ
η: per T = Tc e H = 0 si ha G(ri, rj) ∝ 1/|ri − rj |d−2+η dove d e` la dimensione dello spazio
ν: per T ≈ Tc si ha ξ(T,H = 0) ∝ |t|−ν
Dal punto di vista microscopico una caratteristica tipica delle transizioni di fase continue e` la
divergenza della lunghezza di correlazione, che resta invece finita per le transizioni del primo
ordine; la divergenza della lunghezza di correlazione ha importanti conseguenze per una anali-
si macroscopica della transizione di fase, infatti e` semplice capire come dalla divergenza della
lunghezza di correlazione derivi anche la divergenza del calore specifico e della suscettivita`.
Quando la lunghezza di correlazione diverge, la struttura microscopica delle interazioni diventa
poco importante per la determinazione delle proprieta` macroscopiche, che assumono caratteri-
stiche tipiche dipendenti solo da alcuni aspetti generali dell’interazione, come le simmetrie, il
numero di componenti del parametro d’ordine e la dimensione dello spazio ambiente del model-
lo. Il regime in cui la lunghezza di correlazione e` divergente viene comunemente indicato con
il nome di regime critico e di conseguenza i punti in cui avviene una transizione continua sono
anche detti punti critici. Il fenomeno precedentemente citato per cui sistemi la cui dinamica mi-
croscopica e` completamente diversa possono tuttavia assumere caratteristiche identiche (ovvero
identici esponenti critici) ad un punto critico e` indicato con il nome di universalita` dei fenomeni
critici.
Tipicamente una transizione di fase avviene quando si ha la rottura spontanea di una delle
simmetrie del sistema: ad esempio il sistema di Ising precedentemente considerato (con H = 0)
e` simmetrico per inversione di tutti gli spin, s(ri)→ −s(ri); sotto questa simmetria la magnetiz-
zazione trasforma come M → −M , quindi la simmetria e` realizzata nello stato paramagnetico
(T > Tc) in cui M = 0 ma e` rotta spontaneamente nello stato ferromagnetico (T < Tc), in cui
M 6= 0. Alcune transizioni non sono pero` spiegabili tramite rotture spontanee di simmetria:
consideriamo ad esempio il diagramma di fase di una sostanza tipica al variare di temperatura
e pressione:
6
-
P
T
gas
solido
liquidor
Mentre al passaggio dalle fasi liquida o gassosa alla fase solida avviene una rottura spontanea
di simmetria (la rottura della simmetria per traslazioni, vedi ad es. [20] §2.10), alla transizione
tra lo stato liquido e quello gassoso nessuna simmetria viene rotta spontaneamente; questo
avviene poiche` le due fasi hanno le stesse simmetrie e differiscono l’una dall’altra solo per aspetti
quantitativi, non qualitativi; da cio` segue la possibilita` di passare dalla fase liquida alla fase
gassosa senza incontrare singolarita`, cosa che non potrebbe succedere se le due fasi avessero una
diversa simmetria.
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Nel caso della transizione liquido/vapore il diagramma di fase vicino al punto critico ha un
andamento analogo a quello del modello di Ising: se si indica con ρ la densita` si ha infatti
una linea lungo la quale si ha una transizione del primo ordine (ρl 6= ρv) ed il valore della
discontinuita` diminuisce lungo la linea, fino ad annullarsi al punto critico come si puo` vedere
dal grafico delle isoterme nel piano (ρ, P ), che hanno il seguente andamento
6
-
P
ρ
T<Tc
T=Tc
T>Tc
Da cio` si deduce che ρ ha, vicino al punto critico della transizione liquido/vapore, un ruolo
analogo a quello svolto dalla magnetizzazione nel modello di Ising; in particolare si possono
introdurre degli esponenti critici, ad esempio
α: per ρ = ρc si ha CV ∝ |t|−α, dove CV e` il calore specifico a volume costante
β: per T ≈ Tc, T ≤ Tc si ha ρl − ρv ∝ |t|β
δ: per T = Tc si ha ρl − ρv ∝ |p− pc|1/δ
Come si e` detto in precedenza gli indici critici di transizioni di fase la cui dinamica microscopica
sia completamente diversa possono risultare ciononostante uguali; nel caso della transizione
liquido/vapore gli indici critici risultano coincidere, entro gli errori sperimentali, con quelli della
transizione paramagnete/ferromagnete di un magnete monoassiale, descritta dal modello di Ising
in tre dimensioni.
1.2 Teoria di Landau-Ginzburg
Consideriamo dapprima il caso della teoria di campo medio “classica” (detta anche approssi-
mazione di Bragg-Williams): questa e` applicabile qualora si conosca la struttura microscopica
dell’interazione; ad esempio nel caso del modello di Ising si puo` introdurre una teoria di campo
medio semplicemente sostituendo nell’espressione dell’energia 1.1.1
s(ri)s(rj) = [M + (s(ri)−M)][M + (s(rj)−M)] (1.2.1)
e trascurando i termini quadratici in δs(ri) = s(ri)−M si ottiene quindi
E({s}) ≈ −
∑
〈ij〉
{
M(s(ri) + s(rj))−M2
}−H∑
i
s(ri) (1.2.2)
Indicando con J/2 il numero di punti primi vicini di un generico punto reticolare (in casi piu`
generali J e` legato al tipo di interazione di scambio tra gli spin, vedi [21], §2.1) si ottiene quindi
E({s}) ≈ 1
2
NJM2 − (JM +H)
∑
i
s(ri) (1.2.3)
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da cui non e` difficile ricavare l’energia libera per sito f , ottenendo (β = 1/T )
f(M) =
1
2
JM2 − 1
β
log coshβ(JM +H) (1.2.4)
Il valore del parametro M deve ora essere ottenuto minimizzando la precedente espressione
dell’energia libera (vedi [22] §4.8 per una dimostrazione formale); nel caso in cui H = 0 si ha
f(M) =
1
2
J(1− Jβ)M2 +O(M4) (1.2.5)
dove O(M4) e` un termine definito positivo; da questa espressione segue che M = 0 per T ≥ J e
che per T < J si ha M 6= 0, da cui si vede che nella teoria di campo medio si ha una transizione
continua alla temperatura T = J .
La teoria di Landau-Ginzburg nasce dall’osservazione che in tutte le teorie di campo medio si
ottiene sempre una espressione per l’energia libera dipendente in modo analitico da un parametro
d’ordine, il cui valore all’equilibrio viene determinato minimizzando l’energia libera. Nella teoria
di Landau-Ginzburg si postula allora l’esistenza di un parametro d’ordine e di una funzione L,
detta enegia libera alla Landau, dipendente dalle costanti di accoppiamento {Ki} e dal parametro
d’ordine η (che in generale puo` essere uno scalare, un vettore, un tensore) tale che lo stato
fisico del sistema e` determinato dal minimo di L rispetto ad η; si impongono inoltre le segueti
condizioni su L:
1. la forma di L deve essere consistente con le simmetrie del sistema
2. vicino alla transizione L e` una funzione analitica delle sue variabili
Consideriamo ora nuovamente il caso del modello di Ising con H = 0: in questo caso il parametro
d’ordine e` la magnetizzazione M ; una simmetria del sistema e` l’inversione di tutti gli spin,
sotto la quale si ha M → −M , quindi L deve essere una funzione pari di M . Per ipotesi e`
possibile sviluppare L in serie di potenze di M vicino alla transizione, dove M e` piccolo, quindi
e` ragionevole supporre che sia lecito troncare lo sviluppo dopo i primi ordini non banali; in
particolare si considerera`
L = a0({Ki}, T ) + a2({Ki}, T )M2 + a4({Ki}, T )M4 (1.2.6)
Si puo` ora considerare uno sviluppo dei coefficienti ai in T − Tc, dove Tc e` la temperatura cri-
tica; il coefficiente a4 deve essere positivo affinche` L sia limitata dal basso, quindi, affinche` la
magnetizzazione risulti non nulla, e` necessario che a2 cambi segno alla transizione di fase. Si
supporra` allora che a2 = at + O(t2), dove t = (T − Tc)/Tc e, come risultera` chiaro nel segui-
to, gli altri termini dello sviluppo comportano solo correzioni quantitative ma non qualitative;
analogamente si possono supporre costanti a0 e a4, ottenendo infine
L = atM2 +
1
2
bM4 a, b > 0 (1.2.7)
Minimizzando rispetto ad M si ottiene M = 0 per t ≥ 0 e M = ±√−at/b per t < 0, da cui
ottiene l’esponente critico β = 1/2, inoltre L = 0 per t > 0 e L = −12 a
2t2
b per t < 0, da cui si
deduce per il calore specifico l’espressione
C =
{
0 T > Tc
a2/(bNTc) T < Tc
(1.2.8)
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e quindi α = 0 (questa e` la convenzione che si usa quando il calore specifico e` discontinuo o
divergente logaritmico). Per calcolare gli altri esponenti critici si deve introdurre nell’espres-
sione 1.2.8 anche l’accoppiamento con il campo magnetico H; questo rompe esplicitamente la
simmetria M → −M , quindi, in linea di principio, si potrebbero aggiungere anche termini
proporzionali a M3, tuttavia vicino alla transizione M e` piccolo e quindi un termine cubico
comporterebbe solo una correzione dell’effetto principale. Consideriamo quindi
L = atM2 +
1
2
bM4 −HM (1.2.9)
da cui si ottiene l’equazione di stato magnetica
atM + bM3 =
1
2
H (1.2.10)
Sulla isoterma critica si ha M ∝ H1/3 e quindi δ = 3; la suscettivita` e` data da
χ(T,H) =
∂M(T,H)
∂H
=
1
2(at+ 3bM(T,H)2)
(1.2.11)
quindi per t > 0 si ha M(T,H = 0) = 0 e χ(T,H) = (2at)−1 mentre nel caso in cui t < 0 si ha
M2(T,H = 0) = −at/b e dunque χ(T,H) = (−4at)−1, da cui si vede che γ = 1.
Per il calcolo degli esponenti ν e η nella teoria di Landau-Ginzburg e` necessario considerare
non piu` un parametro d’ordine costante su tutto lo spazio, bens`ı un parametro d’ordine locale.
Ad esempio, in un modello di Ising di dato passo reticolare, si puo` ottenere un parametro d’ordine
locale calcolando il valore medio di s(ri) su una regione di dimensioni lineari molto piu` grandi
del passo reticolare e molto piu` piccole della lunghezza di correlazione (questo e` sempre possibile
vicino ad una transizione del secondo ordine, in cui la lunghezze di correlazione diverge). In
questo caso l’energia libera alla Landau diventa un funzionale del parametro d’ordine locale ed
e` necessario introdurre, oltre alle ipotesi precedenti, anche l’ulteriore ipotesi
3. L e` un funzionale locale, cioe` dipende solo dal parametro d’ordine e da un numero
finito di sue derivate
Consideriamo nuovamente il caso del modello di Ising: l’espressione minima per L[M ] che
soddisfa tutte le ipotesi precedenti ed e` limitata dal basso e`
L[M ] =
∫ {
atM(r)2 +
1
2
bM(r)4 −H(r)M(r) + 1
2
c(∇M(r))2
}
ddr (1.2.12)
dove a, b, c sono costanti positive e la funzione di partizione e` data da
Z[T,H] =
∫
[dM ]e−βL[M ] (1.2.13)
dove [dM ] indica un integrale funzionale. La funzione di correlazione a due punti e` quindi data
dall’espressione
G(ri, rj) = 〈M(ri)M(rj)〉 − 〈M(ri)〉〈M(ri)〉 = T 2 δ
δH(ri)
(
1
Z
δZ
δH(rj)
)
(1.2.14)
Il minimo dell’energia libera e` dato dalla soluzione di δL[M ]δM(r) = 0, cioe` dalla funzione M¯(ri) che
soddisfa
2atM¯(ri) + 2bM¯(ri)3 −H(ri)− c∇2M¯(ri) = 0 (1.2.15)
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Considerando ora una approssimazione quadratica intorno al minimo di L[M ] per il calcolo della
funzione di partizione2 e` semplice vedere che
G(ri, rj) = T
δM¯(ri)
δH(rj)
(1.2.16)
da cui si ottiene l’equazione
β(2at+ 6bM¯(ri)2 − c∇2)G(ri, ri) = δ(ri − rj) (1.2.17)
Nel caso in cui H = 0 la funzione M¯ e` la magnetizzazione precedentemente calcolata, quindi
l’equazione per la funzione di correlazione diventa
(−∇2 + ξ−2)G(ri − rj) = T
c
δ(ri − rj) (1.2.18)
dove
ξ =
{ √
c/2at t > 0√−c/4at t < 0 (1.2.19)
La soluzione di 1.2.18 puo` essere scritta tramite le funzioni di Bessel (vedi ad. es. [20], §5.7) e
si ottengono per grandi valori di r = |ri − rj | i seguenti sviluppi asintotici (per d ≥ 2):
G(r) ∝
{
e−r/ξ/r(d−2)/2 T 6= Tc
1/rd−2 T = Tc
(1.2.20)
da cui si vede che ξ e` effettivamente la lunghezza di correlazione e che η = 0; infine da 1.2.19 si
vede che ν = 1/2.
Gli esponenti α = 0, β = 1/2, δ = 3, γ = 1, ν = 1/2 e η = 0 ora calcolati coincidono con quelli
che si sarebbero ottenuti utilizzando la teoria di campo medio nel modello di Ising (vedi ad es.
[21]), con la differenza che la deduzione tramite il metodo di Landau-Ginzburg mette in luce come
questi esponenti non dipendano in realta` dalla struttura microscopica dell’interazione ma solo da
alcune caratteristiche molto generali, come le simmetrie del sistema ed il numero di componenti
del parametro d’ordine, dando quindi una prima spiegazione del fenomeno dell’universalita`;
in realta` gli esponenti critici trovati sono troppo universali, in quanto non dipendono dalla
dimensione dello spazio.
Vediamo infine come nessuna teoria di campo medio (in particolare la teoria di Landau-
Ginzburg) dia una descrizione accurata della transizione vicino al punto critico: come si e`
osservato all’inizio di questa sezione, la approssimazione fondamentale delle teorie di campo
medio consiste nel trascurare le correlazioni tra le fluttuazioni; affinche` cio` sia autoconsistente
deve essere soddisfatta la condizione di Ginzburg (vedi [23] §146)
1
V 2ξ
∫
Vξ
ddxddy〈δM(x)δM(y)〉 M2 (1.2.21)
dove Vξ = ξd. Utilizzando 1.2.16 si ottiene
1
V 2ξ
∫
Vξ
ddxddy〈δM(x)δM(y)〉 = 1
V 2ξ
∫
Vξ
ddxddyG(x− y) = 1
Vξ
∫
Vξ
ddzG(z) =
1
Vξ
Tχ (1.2.22)
2La approssimazione quadratica descrive una teoria di campo libera, quindi in questo modo si trascurano le
possibili interazioni delle fluttuazioni, come si e` fatto per dedurre 1.2.2.
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e quindi il criterio di Ginzburg si scrive, utilizzando i risultati precedenti per M, ξ, χ, nel modo
seguente
|t|2−d/2  Tc
(a
c
)d/2 b
a2
(1.2.23)
da cui segue che per d < 4 le teorie di campo medio sono applicabili solo ad una certa distanza
dal punto critico, anche se in alcuni casi questa distanza puo` essere molto piccola: nel caso di un
superconduttore tipico la teoria di campo medio e` valida per |t|  10−15 e quindi le correzioni
al campo medio non sono in realta` osservabili (vedi [22], §5.1).
1.3 Il metodo del gruppo di rinormalizzazione
Si e` gia` notato che il fenomeno principale che avviene in vicinanza di un punto critico e` la di-
vergenza della lunghezza di correlazione: la divergenza del calore specifico e della suscettivita`
possono essere dedotte da questa; da cio` sembrerebbe potersi dedurre che tutte le scale micro-
scopiche possono essere trascurate vicino al punto critico (questo e` quello che e` stato fatto nella
teoria di Landau-Ginzburg). Consideriamo il caso di un modello di Ising in d dimensioni di passo
reticolare a: la magnetizzazione ha dimensione (in unita` di massa) d/2 − 1, quindi la funzione
di correlazione a due punti ha dimensione d − 2. Per ragioni dimensionali si deve allora avere,
vicino al punto critico,
G(r) =
1
rd−2
g
(
r
ξ
,
a
ξ
)
(1.3.1)
Se si suppone che al punto critico tutte le scale microscopiche possano essere trascurate (ovvero
che 0 < |g(0, 0)| <∞) si ottiene in modo naturale il risultato η = 0 (questo e` il motivo per cui
l’esponente η viene detto dimensione anomala). Per ottenere un risultato diverso da quello di
campo medio si deve supporre che si abbia g(x, y) ≈ f(x)yη per x, y piccoli, infatti in questo
modo, vicino al punto critico, si avrebbe
G(r) ≈ 1
rd−2
f
(
r
ξ
)(
a
ξ
)η
=
1
rd−2+η
aηF
(
r
ξ
)
(1.3.2)
da cui si ottiene il risultato corretto se 0 < |F (0)| <∞.
Il precedente ragionamento mostra che ad una transizione continua, nonostante la scala
caratteristica dell’interazione risulti grande, non si possono semplicemente trascurare le piccole
scale:
A classical hydrodynamic wave is characterized by a definite wavelength, and very
little motion of the fluid occurs at much shorter wavelengths. It is therefore a re-
latively trivial matter to introduce continuum forms of density, pressure, etc. for
a hydrodynamic wave. However, the critical fluctuations in a magnet for very long
wavelengths are not the dominant fluctuations. Instead, fluctuations occur on all
wavelength scales from the correlation length to the atomic spacing and all these
intermediate wavelengths are crucial to the physics of critical phenomena. In par-
ticular there is no gap in wavelengths between the wavelengths of fluctuations and
the atomic wavelengths. This means it is difficult to determinate which wavelengths
of fluctuations to include in a continuum description and which to exclude.
(Dall’introduzione di [24], corsivo dell’originale)
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Un metodo per determinare come le piccole scale influenzino il comportamento su grande
scala fu introdotto da Kadanoff nel caso del modello di Ising (il metodo delle trasformazioni
a blocchi di spin), per poi essere sviluppato e corretto da Wilson e diventare quella che viene
comunemente chiamata teoria del gruppo di rinormalizzazione nello spazio reale.
Per semplicita` si considerera` nuovamente il caso del modello di Ising, anche se i ragionamenti
che si faranno possono essere estesi al caso di un qualunque modello discreto. L’idea fondamen-
tale del metodo e` di raggruppare a blocchi gli spin elementari ed introdurre per i blocchi cos`ı
costruiti una hamiltoniana effettiva tale che la fisica su grande scala resti immutata. Introducia-
mo allora il parametro b, che deve essere un numero naturale maggiore di uno, e consideriamo
blocchi cubici di bd spin; ad ognuno di questi blocchi di spin si associa una variabile di spin s′
secondo una regola fissata: ad esempio se b e` un numero dispari si puo` utilizzare la regola
s′ =
{
+1
∑
si∈blocco si > 0
−1 altrimenti (1.3.3)
Introduciamo ora per ogni blocco il proiettore T (s′|s1, . . . , sbd) che vale +1 se alla configurazione
di spin elementari s1, . . . , sbd corrisponde il valore di blocco s′ e zero altrimenti. Nel caso
dell’esempio 1.3.3 si ha
T (s′|s1, . . . , sbd) =
{
1 s′
∑
si∈blocco si > 0
0 altrimenti
(1.3.4)
Al posto della hamiltoniana si considerera` sempre nel seguito, per semplicita` di notazione, la
cosiddetta hamiltoniana ridotta, che contiene gia` al suo interno il termine moltiplicativo β della
funzione di partizione. Dalla hamiltoniana ridotta iniziale H(s) si ottiene ora una hamiltoniana
effettiva H′(s′) per le variabili di blocco s′ nel seguente modo3:
e−H
′(s′) ≡ Trs
{[ ∏
blocchi
T (s′|s1, . . . , sbd)
]
e−H(s)
}
(1.3.5)
Poiche` si ha
∑
s′ T (s
′|s1, . . . , sbd) = 1 si ha la relazione
Trs′e−H
′(s′) = Trse−H(s) (1.3.6)
e quindi il valore della funzione di partizione del sistema resta costante. La hamiltoniana H′
differira` in generale dalla hamiltoniana iniziale H in due aspetti: le interazioni presenti in H
compariranno in H′ con costanti di accoppiamento modificate (rinormalizzate), inoltre in H′
compariranno in generale anche interazioni che non erano presenti nella hamiltoniana iniziale
ma che sono introdotte dalla rinormalizzazione; gli unici termini che sicuramente non potranno
crearsi in H′ sono quelli vietati da una qualche simmetria del sistema iniziale. A questo punto
e` conveniente introdurre un vettore {K} in uno spazio ad infinite dimensioni, le cui componenti
sono tutte le possibili costanti di accoppiamento della teoria compatibili con le simmetrie del-
la stessa; l’operazione di rinormalizzazione puo` ora essere vista come una trasformazione nello
spazio delle costanti di accoppiamento: {K ′} = Rb{K}, dove {K ′} sono le costanti di accop-
piamento della hamiltoniana H′; poiche` inoltre nella rinormalizzazione si e` integrato solo sulle
fluttuazioni di piccola lunghezza d’onda (minore di b passi reticolari) si puo` supporre che Rb
3Mentre fisicamente e` chiaro quello che si sta facendo, dal punto di vista matematico il passaggio da H a H′
puo` in alcuni casi non essere ben definito, vedi [25] e [26].
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sia una trasformazione non singolare, neppure al punto critico (la denominazione di gruppo di
rinormalizzazione, anche se in realta` semigruppo sarebbe piu` corretto, deriva dalla proprieta`
RbRb′ = Rb+b′).
Poiche` un blocco di bd spin e` comunque una grandezza microscopica, le hamiltoniane H
e H′ descrivono la stessa fisica su grande scala; in particolare le due hamiltoniana avran-
no lo stesso comportamento critico. E` quindi possibile iterare il procedimento ora descrit-
to un numero arbitrario di volte, ottenendo una successione di costanti di accoppiamento
{K}, {K ′}, {K ′′}, . . . , {K(n)}.
Introduciamo ora la densita` di energia libera ridotta f , definita da
f({K}) = − 1
N
logZ({K}) (1.3.7)
ed analizziamo il suo comportamento sotto l’azione del gruppo di rinormalizzazione: il valo-
re della funzione di partizione Z e` un invariante del gruppo di rinormalizzazione, tuttavia il
cambiamento dell’energia libera e` leggermente piu` sottile. Dalla definizione della hamiltoniana
ridotta rinormalizzata 1.3.5 si vede che e` in generale possibile un cambiamento dell’energia di
punto zero della hamiltoniana; se si considera anche questa differente normalizzazione si ottiene
la seguente legge di trasformazione per l’energia libera:
f({K}) = g({K}) + b−df({K ′}) (1.3.8)
dove il fattore b−d = N ′/N e` dovuto al fatto che la rinormalizzazione riduce il numero di gradi
di liberta`, mentre g({K}) e` una funzione regolare che tiene conto dell’energia libera dei gradi di
liberta` integrati via nella rinormalizzazione. Se si usasse nei calcoli seguenti la relazione 1.3.8 sa-
rebbe semplice vedere come il termine g({K}) comporti solo correzioni analitiche all’andamento
dell’energia libera vicino al punto critico; nel seguito si considerera` allora solo la parte singolare
dell’energia libera fs, che per quanto detto trasforma come
fs({K}) = b−dfs({K ′}) (1.3.9)
A questo punto si possono analizzare le conseguenze che avrebbe sul comportamento di un
sistema fisico l’esistenza di un punto fisso {K∗} del gruppo di rinormalizzazione. Consideriamo
innanzitutto la lunghezza di correlazione di una teoria esattamente al punto fisso {K∗}: indi-
chiamo con ξ∗ la lunghezza di correlazione misurata in unita` di passo reticolare. La lunghezza di
correlazione misurata in unita` fisiche non cambia durante la trasformazione, quindi la lunghezza
di correlazione in unita` di passo reticolare viene riscalata di un fattore 1b ; poiche` si e` al punto
fisso si deve allora avere
ξ∗ =
1
b
ξ∗ (1.3.10)
da cui si vede che possono presentarsi due casi: ξ∗ = 0 (punto fisso banale) e ξ∗ = ∞ (punto
fisso critico). In generale ad ogni punto fisso di un sistema dinamico si puo` associare un bacino
di attrazione, costituito da tutti quei punti che evolvono verso il punto fisso; l’insieme dei punti
che evolvono verso il punto fisso critico sotto l’azione del gruppo di rinormalizzazione viene
detto superficie critica. E` semplice vedere che la lunghezza di correlazione e` infinita non solo al
punto fisso critico ma anche su tutta la superficie critica: per costruzione la fisica macroscopica
e` costante su ogni linea del flussso di rinormalizzazione, inoltre, per definizione, un punto della
superficie critica evolve nel punto fisso critico, quindi la lunghezza di correlazione di un generico
punto della superficie critica e` uguale a quella del punto fisso critico, quindi infinita.
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Le componenti del vettore {K} introdotto precedentemente sono le costanti di accoppiamento
della hamiltoniana ridotta, quindi cambiano al variare della temperatura; nello spazio delle
costanti di accoppiamento l’evoluzione di una sistema fisico, al cambiare della temperatura, e`
quindi rappresentata da una curva. Poiche` si e` appena visto che su tutta una superficie critica
la lunghezza di correlazione e` infinita, se la curva che descrive l’evoluzione di un sistema fisico
interseca una superficie critica, e` naturale identificare il punto di intersezione con il punto critico
del sistema in esame.
Per analizzare le proprieta` di un sistema vicino al punto critico e` conveniente usare il seguente
metodo: sia {Kc} il valore delle costanti di accoppiamento al punto critico e consideriamo
un sistema vicino al punto critico; poiche` la trasformazione Rb e` non singolare, l’evoluzione
del sistema sotto l’azione del gruppo di rinormalizzazione sara` simile, per un certo numero
di iterazioni della rinormalizzazione, a quella del sistema {Kc} esattamente al punto critico; in
particolare, se si considerano punti sufficientemente vicini al punto critico, in un numero finito di
passi (ovvero di applicazioni di Rb) il sistema si trovera` sufficientemente vicino al punto fisso da
poter considerare una approssimazione lineare di Rb intorno al punto fisso critico. Linearizzando
{K ′} = Rb{K} in un intorno del punto fisso {K∗} si ottiene
K ′a −K∗a ≈
∑
b
Tab(Kb −K∗b ); Tab =
∂K ′a
∂Kb
∣∣∣∣
K=K∗
(1.3.11)
Si indicheranno con λi gli autovalori della matrice Tab e con {e(i)} i corrispondenti autovettori
sinistri ∑
a
e(i)a Tab = λie
(i)
b (1.3.12)
si supporra` inoltre che l’insieme degli autovettori {e(i)} sia una base e che gli autovalori λi siano
numeri reali4. Tramite gli autovettori del gruppo di rinormalizzazione linearizzato si possono
costruire le variabili di scala ui, definite da
ui =
∑
a
e(i)a (Ka −K∗a) (1.3.13)
che hanno la caratteristica di trasformare moltiplicativamente sotto l’azione del gruppo di
rinormalizzazione:
u′i =
∑
a
e(i)a (K
′
a −K∗a) =
∑
a
e(i)a Tab(Ka −K∗a) = λi
∑
a
e(i)a (Ka −K∗a) = λiui (1.3.14)
Poiche` si e` assunto che gli autovettori di Tab formino una base, vicino al punto fisso esiste una
relazione biunivoca tra le costanti di accoppiamento Ka e le variabili di scala ui, quindi nel
seguito si utilizzeranno come parametri queste ultime, a causa della loro legge di trasformazione
particolarmente semplice. E` inoltre convenzione comune scrivere gli autovalori nella forma λi =
byi e classificare le variabili di scala ui come rilevanti, marginali o irrilevanti secondo che yi
sia un numero rispettivamnte positivo, nullo o negativo. Da questa definizione segue subito
che le variabili di scala irrilevanti generano un iperpiano di punti attratti dal punto fisso (che
si puo` identificare con il piano tangente alla superficie critica nel punto fisso), mentre i punti
4L’assunzione che tutti gli autovalori siano reali non e` in realta` strettamente necessaria ma semplifichera` la
trattazione; in effetti in alcuni casi (tipicamente nei sistemi disordinati) questa assunzione non e` neppure vera,
vedi ad. es. [27].
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aventi una variabile rilevante non nulla sono allontanati dal punto fisso (almeno fino a che resta
valida la approssimazione lineare); le variabili marginali sono invece associate all’esistenza di un
continuo di punti fissi: ad esempio un sistema con una variabile marginale ha una linea di punti
fissi. Notiamo infine che il numero di variabili rilevanti e` la codimensione della superficie critica,
quindi e` il numero di parametri esterni (temperatura, campo magnetico,. . . ) che devono essere
fissati per portare il sistema al punto critico.
Analizziamo il caso del modello di Ising: in questo caso si hanno due variabili rilevanti
poiche`, per essere al punto critico, si devono fissare valori corretti di temperatura e campo
magnetico. Una peculiarita` del modello di Ising e` la simmetria per inversione degli spin e del
campo magnetico, quindi le costanti di accoppiamento possono essere suddivise in pari o dispari
sotto questa simmetria. La stessa simmetria impone che al punto critico il campo magnetico e
tutte le costanti di accoppiamento dispari siano nulle e che la matrice Tab sia diagonale a blocchi,
cioe` che non abbia elementi che colleghino il sottospazio degli accoppiamenti pari a quello degli
accoppiamenti dispari; da cio` segue che anche gli autovalori {e(i)} e le variabili di scala possono
essere classificati in base al loro comportamento sotto l’azione della simmetria considerata. In
particolare, poiche` la transizione avviene a campo magnetico nullo, delle due variabili di scala
rilevanti una dovra` essere pari e l’altra dispari; convenzionalmente la variabile rilevante pari viene
detta variabile termica mentre quella dispari viene chiamata variabile magnetica. Riassumendo,
nel caso specifico del modello di Ising si hanno due variabili rilevanti: una pari, la variabile
termica ut, e l’altra dispari, la variabile magnetica uh; inoltre per costruzione le variabili rilevanti
devono annullarsi al punto critico quindi si ottiene
ut =
t
t0
+O(t2, h2); uh =
H
H0
+O(Ht) (1.3.15)
dove t = T − Tc e t0 e H0 sono costanti.
Si puo` ora continuare l’analisi del comportamento di un sistema, che si supporra` essere un
magnete monoassiale descritto dal modello di Ising, vicino al punto critico: si e` gia` osservato che,
a causa della regolarita` della trasformazione Rb, si puo` supporre che il sistema sia vicino al punto
fisso critico {K∗}: a questo punto si applica nuovamente per n volte la trasformazione Rb, dove
n deve essere tale che, durante tutte le iterazioni, il sistema rimanga sempre sufficientemente
vicino al punto fisso critico da poter applicare la approssimazione lineare. Utilizzando 1.3.9 si
ottiene allora (uI indica una generica variabile irrilevante)
fs(ut, uh, uI) = b−ndf(bnytut, bnyhuh, bnyIuI) (1.3.16)
Come gia` osservato n non puo` essere troppo grande, altrimenti la approssimazione lineare non
sarebbe piu` applicabile; conveniamo di determinare n tramite l’espressione |bnytut| = ut0 dove
ut0 e` una costante assegnata in modo che l’intero processo avvenga nella zona di validita` della
approssimazione lineare. Utilizzando questa convenzione si ottiene
fs(ut, uh, uI) =
∣∣∣∣ utut0
∣∣∣∣d/yt fs (±ut0, uh|ut/ut0|−yh/yt , uI |ut/ut0|−yI/yt) (1.3.17)
ovvero, nel caso particolare del modello di Ising, utilizzando 1.3.15
fs(ut, uh, uI) = |t|d/ytΦ±(H|t|−yh/yt , uI |t|−yI/yt) (1.3.18)
dove Φ± e` una funzione che puo` essere diversa per t < 0 o t > 0. Poiche` yI < 0, il termine
uI |t|−yI/yt e` regolare per t = 0 e quindi, per il momento, sara` trascurato. Dall’espressione
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precedente si possono calcolare le parti singolari delle variabili termodinamiche e quindi gli
esponenti critici: non e` difficile ottenere (vedi ad. es. [21] §3.5)
α = 2− d/yt; β = d− yh
yt
; γ =
2yh − d
yt
; δ =
yh
d− yh (1.3.19)
Come si vede dalle relazioni precedenti gli indici critici non sono tutti indipendenti: esistono cioe`
delle relazioni tra di essi (dette relazioni di scaling), come ad esempio α+2β+γ = 2 (uguaglianza
di Essam-Fisher); alcune delle relazioni di scaling furono inizialmente introdotte utilizzando
metodi fenomenologici (vedi [23] §148) e sono casi limite di disequazioni dimostrabili partendo
da principi generali della termodinamica, come ad esempio la disuguaglianza di Rushbrooke
α+ 2β + γ ≥ 2 (vedi [28] §4).
Se nel calcolo delle singolarita` delle quantita` termodinamiche si considerano anche gli effetti
delle variabili irrilevanti, come uI nell’espressione 1.3.18, si ottengono termini aggiuntivi meno
singolari che comportano delle deviazioni dalle leggi di scala. Quanto detto e` vero nel caso in
cui le funzioni Φ± di 1.3.18 non siano singolari per uI = 0; qualora cio` accada la variabile uI e`
detta variabile irrilevante pericolosa e comporta correzioni anche al termine piu` singolare delle
quantita` termodinamiche.
Vicino ad un punto fisso le variabili di scala ui sono combinazioni lineari delle deviazioni
delle costanti di accoppiamento dal valore di punto fisso, Ka − K∗a , inoltre ognuna di queste
deviazioni compare nell’interazione associata ad un operatore, che indicheremo con Sa, che e`
una funzione dei gradi di liberta` microscopici; si possono allora introdurre degli operatori φi,
detti operatori di scala, che si accoppiano alle variabili di scala, tali che valga l’uguaglianza∑
i
uiφi =
∑
a
(Ka −K∗a)Sa = H({K})−H({K∗}) (1.3.20)
Si possono introdurre le funzioni di correlazione degli operatori di scala tramite la definizione
Gij(x− y) = 〈φi(x)φj(y)〉 − 〈φi(x)〉〈φj(y)〉 = ∂ logZ
∂ui(x)∂uj(y)
(1.3.21)
ed usando l’identita`
∂2 logZ ′
∂u′i(x′)∂u
′
j(y′)
=
∂2 logZ
∂u′i(x′)∂u
′
j(y′)
(1.3.22)
non e` difficile ottenere (vedi [21] §3.7) la relazione (valida per ui, uj = 0 e r  b)
Gij(r, ut) = b−2d+yi+yjGij(r/b, bytut) (1.3.23)
Procedendo in modo analogo a quanto fatto in precedenza si itera questa uguaglianza n volte,
con n fissato da bnytut = ut0, ottenendo
Gij(r, ut) = |ut/ut0|(2d−yi−yj)/ytΨ(r|ut/ut0|1/yt) (1.3.24)
Se invece si pone ut = 0 e si itera l’uguaglianza 1.3.23 n volte, fissando n tramite la relazione
r/bn = r0 si ottiene
Gij(r) ∝ r−(2d−yi−yj) (1.3.25)
Per calcolare le correlazioni di un generico operatore Sa e` utile notare che, poiche` vicino al punto
critico esiste una relazione biunivoca tra le costanti di accoppiamento e le variabili di scala, ogni
operatore Sa e` esprimibile come somma si operatori di scala
Sa(x) = a1φ1(x) + a2φ2(x) + a3φ3(x) + · · · (1.3.26)
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e quindi
〈Sa(x)Sa(y)〉 − 〈Sa(x)〉〈Sa(y)〉 = a21G11(x− y) + a22G22(x− y) + a1a2G12(x− y) + · · · (1.3.27)
da cui si vede che la funzione di correlazione di due operatori generici non ha la semplice forma
delle correlazioni degli operatori di scala. Tuttavia, vicino al punto critico, i termini del secondo
membro di 1.3.27 hanno andamenti diversi per r grandi e, come si vede da 1.3.25, per r →∞ i
termini dominanti saranno quelli associati agli operatori le cui variabili di scala sono le variabili
rilevanti al punto fisso.
Consideriamo nuovamente il caso del modello di Ising: si vogliono calcolare gli indici critici
ν ed η associati alla funzione di correlazione degli spin microscopici s(x). Utilizzando 1.3.15, da
1.3.24 segue subito che
ν =
1
yt
(1.3.28)
Per quanto osservato in precedenza, il contributo fondamentale alle funzioni di correlazione e`
dato dagli operatori associati alle variabili di scala rilevanti al punto fisso, inoltre, in questo
caso, l’operatore di cui si vuole calcolare la funzione di correlazione e` un operatore dispari
sotto la trasformazione di simmetria del modello di Ising, quindi nella serie 1.3.26 potranno
comparire solo operatori di scala dispari, quindi l’unico operatore rilevante che contribuisce e`
quello associato alla variabile di scala uh. Da 1.3.25 si ottiene allora
η = d+ 2− 2yh (1.3.29)
Analogamente se si volesse calcolare la correlazione di un operatore pari (ad esempio la densita`
di energia) si otterrebbe che il contributo fondamentale e` quello dato dalla variabile di scala ut,
quindi al punto critico si ha
〈E(x)E(y)〉 − 〈E(x)〉〈E(y)〉 ∝ |x− y|−2(d−yt) (1.3.30)
Dalle relazioni 1.3.28, 1.3.29 si possono infine ottenere delle identita` che legano gli indici critici
di quantita` termodinamiche agli indici critici microscopici, come ad esempio α = 2− dν; queste
identita` sono note come relazioni di hyperscaling.
La discussione precedente e` stata effettuata per il modello di Ising, tuttavia non e` difficile
vedere che le ipotesi che realmente sono risultate fondamentali sono
1. regolarita` di Rb
2. diagonalizzabilita` di Tab
3. esistenza di due variabili rilevanti ut, uh
4. non esistenza di variabili irrilevanti pericolose
L’unico punto in cui si sono utilizzate esplicitamente proprieta` tipiche del modello di Ising e` stata
la deduzione delle relazioni 1.3.15. L’importanza delle relazioni 1.3.15 per la fenomenologia
del modello di Ising e` messa in luce dal seguente esempio: come si e` visto in precedenza la
transizione liquido/vapore ha un punto critico della stessa classe di universalita` del modello di
Ising; questo e` semplicemente comprensibile in quanto il sistema puo` essere descritto tramite
un modello formalmente identico al modello di Ising in cui la variabile che assume valori ±1
non rapprsenta piu` la proiezione dello spin ma le presenza nel sito di liquido o vapore. La
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differenza fondamentale che distingue questo modello da quello di un magnete monoassiale e`
che in questo caso l’inversione degli spin non e` piu` una simmetria, quindi ut e uh non saranno
piu` proprorzionali a t ed H neppure all’ordine piu` basso (field mixing); questa piccola differenza
ha pero` degli effetti importanti: se si indicano con ρl e ρv le densita` rispettivamente di liquido
e vapore, il cosiddetto diametro di coesistenza e` dato da ρd = 12(ρl + ρv) e dal field mixing
segue che ρd ha una singolarita` al punto critico (storicamente il field mixing nella transizione
liquido/vapore e` stato introdotto per spiegare questa singolarita`, vedi [29]).
Nella transizione liquido/vapore il ruolo del campo magnetico viene svolto dal potenziale
chimico µ e si hanno ancora due variabili rilevanti, che continueremo ad indicare con ut e uh;
se si avesse ancora la simmetria del modello di Ising si avrebbero le relazioni (valide a meno di
costanti moltiplicative e di termini di ordine superiore) ut = Tc − T e uh = µ − µc mentre nel
caso generale si deve supporre che valgano le relazioni (introdotte in [29])
ut = Tc − T + s(µ− µc); uh = µ− µc + r(Tc − T ) (1.3.31)
Nel caso simmetrico gli operatori di scala associati a ut e uh sarebbero la densita` di energia
E e la densita` di particelle ρ; nel caso non simmetrico si devono introdurre delle combinazioni
lineari:
E = E − rρ
1− rs ; M =
ρ− sE
1− sr (1.3.32)
dove E e` l’operatore energy-like corrispondente alla densita` di energia, mentre M e` l’operatore
field-like corrispondente alla magnetizzazione. Il parametro r puo` essere determinato imponendo
che uh si annulli lungo la curva di coesistenza liquido vapore µ(T ), quindi r e` dato da
r = lim
T→T c
dµ(T )
dT
(1.3.33)
mentre il parametro s deve essere determinato imponendo l’indipendenza delle fluttuazioni dei
due operatori di scala al punto critico: 〈δMδE〉 = 0. Per l’energia libera si puo` applicare l’espres-
sione 1.3.17 (si trascureranno per semplicita` le varibili irrilevanti) e quindi si puo` determinare,
usando 1.3.31, la parte singolare della densita` ρ ∝ ∂∂µfs alla coesistenza delle due fasi (quindi
con uh = ±0, ut ≥ 0) ottenendo
ρ(uh = ±0) ∝ s(2− α)|ut|1−αΦ+(±0) + (1− s)|ut|βΦ′+(±0) (1.3.34)
dove si sono usate le relazioni 1.3.19 e Φ+ e` la stessa funzione introdotta per il modello di
Ising in 1.3.18; la funzione Φ+ e` una quantita` caratteristica del punto fisso (a meno di costanti
moltiplicative che fissano le scale) ed e` quindi universale, quindi si possono applicare le relazioni
valide per il caso del modello di Ising Φ+(+0) = Φ+(−0), Φ′+(+0) = −Φ′+(−0) ottenendo
ρ
(sing)
d ∝ s|ut|1−α; ρ(sing)l − ρ(sing)v ∝ (1− s)|ut|β (1.3.35)
Da cio` si vede che, mentre la singolarita` in ρl − ρv e` indipendente dalla particolare simmetria
del sistema, la singolarita` nel diametro di coesistenza ρd e` tipica dei sistemi con field mixing,
in particolare non e` presente nel modello di Ising, in cui la quantita` corrispondente al diametro
di coesistenza e` 12 [M(H = 0+) +M(H = 0−)] ≡ 0. Per maggiori dettagli sulla transizione
liquido/vapore si possono consultare gli articoli [30] e [31].
In tutta la discussione precedente si e` sempre implicitamente assunta l’esistenza di un unico
punto fisso critico, tuttavia in numerosi casi si hanno diversi punti fissi critici e quindi possono
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presentarsi diversi comportamenti critici a seconda di quale punto fisso domini il comportamento
del sistema. Dalla analisi precedentemente svolta si vede come il comportamento singolare del
sistema al punto critico non derivi da una singolarita` di Rb ma derivi da una singolarita` di Rnb
per n → ∞ nelle vicinanze di un punto fisso critico, quindi il punto fisso critico che domina
il comportamento del sistema e` quello per cui e` maggiore il numero di iterazioni di Rb che
mentengono il sistema nella zona di approssimazione lineare vicino al punto fisso; da questo
ragionamento segue che, nelle vicinanze di un punto fisso critico, l’effetto degli altri punti fissi
critici sara` trascurabile. Esistono tuttavia casi in cui non si possono semplicemente trascurare
gli effetti degli altri punti critici: puo` succedere che per piccoli cambiamenti delle costanti di
accoppiamento cambi il punto fisso che domina il comportamento critico; in questo caso, al
cambiare dei parametri del sistema, gli indici critici cambiano, passando da quelli caratteristici
del primo punto fisso a quelli del secondo. Questo fenomeno e` noto con il nome di crossover
e puo` essere descritto introducendo un ulteriore esponente φ, detto esponente di crossover,
tramite il quale si possono quantificare le zone di influenza dei due punti critici ed il cui valore
e` determinato dagli indici critici dei due punti fissi. Un fenomeno di questo tipo e` stato gia`
incontrato quando si e` discusso del criterio di Ginzburg 1.2.23, in cui l’esponente di crossover e`
φ = 2− d/2 (maggiori dettagli sui fenomeni di crossover si possono trovare nei testi [20] §9.9 e
[21] §4.2-4.3).
Si e` fino ad ora considerata la rinormalizzazione solo nell’ambito della fisica statistica e nello
spazio reale, tuttavia i principi che hanno guidato la discussione possono essere applicati, senza
particolari modifiche, anche ai casi delle teorie di campo quantistiche e della rinormalizzazio-
ne nello spazio degli impulsi. Tipicamente la rinormalizzazione viene introdotta per le teorie
quantistiche di campo come metodo per eliminare le divergenze che si ottengono in teoria per-
turbativa quando sono presenti loop nei diagrammi di Feynman ed il procedimento per far cio`
e` il seguente:
1. si introduce in qualche modo un cut-off Λ per gli impulsi (regolarizzazione)
2. si introducono delle costanti di accoppiamento dipendenti da Λ in modo tale che la
dipendenza dal cut-off avvenga solo tramite queste nuove costanti di accoppiamento
3. il valore delle nuove costanti di accoppiamento viene determinato imponendo un qualche
vincolo sul valore di una osservabile fisica (rinormalizzazione)
4. mantenendo fisso il valore delle costanti rinormalizzate si considera il limite Λ→∞
Notiamo inoltre come nel terzo passaggio si introduca una dipendenza delle costanti rinorma-
lizzate da una scala esterna µ, scala che determina il punto di rinormalizzazione. Nel caso dei
sistemi su reticolo analizzati in precedenza il primo passaggio e` banale, in quanto e` presente un
cut-off naturale Λ ≈ a−1, dove a e` il passo reticolare; il secondo passaggio consiste nell’introdurre
i nuovi accoppiamenti {K ′} = Rb{K} dipendenti dal cut-off, da un parametro b e dalle variabili
iniziali {K} (le costanti di accoppiamento “bare”) in modo tale da preservare la fisica del pro-
blema su scale energetiche molto piu` piccole di Λ; il terzo passaggio consiste nel fissare la scala
di riferimento ab e l’ultimo passaggio corrisponderebbe al limite a→ 0 mantenendo costante la
scala di riferimento, ovvero, ad a costante, al limite b→∞; poiche` Rnb = (Rb)n risulta evidente
la fondamentale identita` tra una teoria di campo quantistico ed un sistema termodinamico al
punto critico, oltre che l’equivalenza dei due procedimenti di rinormalizzazione (per una analisi
piu` formale si rimanda a [32]).
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La relazione tra fenomeni critici e teorie quantistiche di campo ora vista ha permesso utili
contaminazioni tra i due ambiti: nel caso dei fenomeni critici l’introduzione dei metodi di teoria
di campo ha permesso ad esempio lo sviluppo di tecniche perturbative per il calcolo degli espo-
nenti critici (vedi ad es. [33], [34]), mentre nelle teorie di campo quantistiche ha consentito sia
l’osservazione da un nuovo punto di vista del concetto classico di rinormalizzabilita`, in partico-
lare con l’introduzione delle teorie efficaci (vedi ad es. [35] §12.3-12.4, [36] §8-9, [37], [38]), che
lo sviluppo di metodi non perturbativi di rinormalizzazione.
1.4 Finite Size Scaling
Nonostante esistano numerosi metodi per il calcolo approssimato degli indici critici ad una
transizione del secondo ordine, nel seguito saranno analizzati solo dati provenienti da simulazioni
Monte Carlo, quindi ci si limitera` ad analizzare i principi fondamentali alla base di questa tecnica
di calcolo (per una analisi di altri metodi e per il confronto tra i diversi risultati numerici si puo`
vedere [39]).
In una simulazione viene necessariamente studiato un sistema con un numero finito di gradi
di liberta` (in particolare di siti reticolari) mentre le singolarita` tipiche di una transizione di fase
si sviluppano solo nel limite termodinamico; questo implica che, ad esempio, nel caso in cui si
dovrebbe avere la divergenza del calore specifico, nella simulazione non si vedra` nessuna diver-
genza ma solo un picco del calore specifico, la cui posizione ed altezza dipenderanno dal numero
di siti reticolari e che, all’aumentare del numero di siti, tendera` sempre piu` ad assomigliare al
risultato atteso ad un punto critico. Un esempio di questo comportamento puo` essere osservato
nella seguente figura (tratta da [40])
Le deviazioni dal comportamento critico di una certa osservabile nel caso di un numero finito di
punti reticolari sono caratterizzate da due esponenti λ e θ (introdotti in [41]) detti rispettiva-
mente shift-exponent e rounding-exponent. Se si indicano con L la dimensione caratteristica del
campione finito analizzato nella simulazione e con Tm(L) la temperatura a cui l’osservabile, che
nel limite termodinamico divergerebbe, assume valore massimo, l’esponente λ e` definito dalla
relazione
Tm(L)− Tc ∝ L−λ (1.4.1)
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Se con T ∗(L) si indica una temperatura tale che se T < T ∗ il comportamento di un sistema
di dimensioni finite differisce sensibilmente dal comportamento critico (la cosiddetta rounding
temperature), allora l’esponente θ e` definito dalla relazione
T ∗(L)− Tc ∝ L−θ (1.4.2)
Il fatto che esista una temperatura T ∗(L) tale che per T > T ∗(L) il sistema si comporta circa
come un sistema infinito mentre per T ≈ T ∗(L) la dimensione finita del campione risulta im-
portante, puo` essere spiegato con il seguente ragionamento intuitivo: se l’interazione e` locale
e la temperatura sufficientemente alta, la lunghezza di correlazione di un punto nel bulk del
campione e` piu` piccola della distanza che lo separa dalla superficie, quindi il comportamento
nell’intorno del punto non risulta modificato dalla presenza di un bordo. Questo vale finche` la
temperatura e` tale per cui la lunghezza di correlazione e` piccola rispetto alle dimensioni carat-
teristiche L; in particolare non puo` essere valido vicino ad un punto critico, in cui la lunghezza
di correlazione diverge. Da questo ragionamento segue anche che la temperatura T ∗(L) e` data
dalla relazione
L ≈ ξ ∝ |T ∗(L)− Tc|−ν (1.4.3)
e quindi che θ = 1/ν. Il ragionamento precedente puo` essere generalizzato nel seguente modo
([42]): vicino al punto critico la lunghezza di correlazione diventa una grandezza macroscopica
e dal ragionamento precedente si vede che le deviazioni dal comportamento critico sono causate
dalla competizione delle due lunghezze L e ξ; e` quindi plausibile supporre che il comportamento
di una quantita` macroscopica per T ≈ Tc non dipenda separatamente da L e ξ ma solo dal loro
rapporto. Indichiamo con QL(T ) una qualche osservabile misurata alla temperatura T in un
sistema di dimensione lineare tipica L; l’ipotesi precedente implica che
QL(T ) = LωW˜ (L/ξ) = LωW (L1/νt) (1.4.4)
Se Q∞ ha un esponente critico ρ, cioe` Q∞(T ) ∝ tρ, affinche` l’equazione 1.4.4 riproduca il corretto
andamento critico, si deve supporre che W (x) ∝ xρ per x  1 e quindi l’equazione 1.4.4 puo`
essere riscritta nella forma
QL(T ) = L−ρ/νW (L1/νt) (1.4.5)
questa e` l’equazione fondamentale della teoria dello scaling per sistemi finiti (finite size scaling,
brevemente FSS). Da essa seguono in particolare le relazioni
λ = θ =
1
ν
; maxQL ∝ L−ρ/ν (1.4.6)
L’equazione 1.4.5 e` stata introdotta utilizzando un argomento di plausibilita`, tuttavia puo` essere
dedotta senza difficolta` utilizzando il gruppo di rinormalizzazione: la variable ` = L/a, dove a e`
il passo reticolare, trasforma sotto il gruppo di rinormalizzazione come `−1 → b`−1, quindi `−1
e` una variabile di scala rilevante; se si suppone che un valore non nullo di `−1 non influenzi la
rinormalizzazione delle costanti di accoppiamento (assunzione ragionevole nel caso di interazioni
locali), procedendo analogamente a 1.3.16-1.3.18 si ottiene senza difficolta`
fs(ut, uh, `−1) = `−dΨ(`ytut, `yhuh) (1.4.7)
da cui, derivando, si ottengono relazioni del tipo della 1.4.5.
Gli aspetti fondamentali della relazione 1.4.5 sono il fatto che gli esponenti che vi compaiono
sono gli esponenti critici della teoria al limite termodinamico, non modificati dalle dimensioni
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finite del campione, ed il fatto che la funzioneW e` indipendente da L; da cio` segue la possibilita` di
dedurre le caratteristiche di un sistema infinito analizzando in dettaglio un sistema di dimensioni
finite. Ad esempio si potrebbero determinare ρ, ν e Tc facendo in modo che in un grafico di
Lρ/νQL(T ) rispetto a L1/ν(T −Tc) i punti corrispondenti a T ed L diversi collassino su un unica
curva, come nella seguente figura (tratta da [43])
Questo metodo risulta pero` poco efficiente, in quanto necessita la determinazione contempora-
nea di tre parametri incogniti; sono quindi stati sviluppati numerosi metodi per determinare
singolarmente i parametri critici, metodi che vengono generalmente indicati con il nome comune
di rinormalizzazione fenomenologica (vedi ad esempio [44]). Per il seguito servira` in particolare
uno di questo metodi: il cosiddetto metodo dei cumulanti di Binder (introdotto in [45], [46]);
come esempio per la analisi di questo metodo si usera` nuovamente il modello di Ising in d di-
mensioni. Se si suppone di considerare un reticolo di Ld punti, per una data configurazione degli
spin sa, la magnetizzazione media del blocco e` data da
s =
1
Ld
∑
sa (1.4.8)
indichiamo inoltre con con PL(s) la distribuzione di probabilita` della variabile aleatoria s al-
l’equilibrio. Data la distribuzione PL(s) si possono in particolare calcolare i momenti ed il
cumulante del quarto ordine (talvolta viene anche utilizzato il cumulante di sesto ordine)
〈sk〉L =
∫
skPL(s)ds; δs = s− 〈s〉L; UL = 1− 〈(δs)
4〉L
3〈(δs)2〉2L
(1.4.9)
Per L → ∞ e T > Tc non e` presente magnetizzazione spontanea e ci si aspetta UL → 0; per
una determinazione quantitativa dell’andamento si possono introdurre le suscettivita` χL e χ
(2)
L
tramite le relazioni (per maggiori dettagli si rimanda a [46])
〈s2〉L = L−dTχL; 〈s4〉L = 3〈s2〉2L − L−3dTχ(2)L (1.4.10)
da cui si ottiene
UL = L−d
χ
(2)
L
3χ2L
(1.4.11)
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Nel caso T < Tc e` presente una magnetizzazione spontanea M ≈ 〈|s|〉L e quindi la distribuzione
PL sara` fortemente piccata intorno ai valori s = ±〈|s|〉L, con una dispersione L−dTχL, quindi
in questo caso si ottiene
UL =
2
3
− 4
3
L−d
TχL
〈|s|〉2L
+O(L−2d) (1.4.12)
Le stime 1.4.11-1.4.12 sono applicabili solo quando L ξ; negli altri casi si deve introdurre una
ipotesi di finite size scaling per la distribuzione PL(δs) analoga a 1.4.4
PL(δs) = LxPˆ P˜ (aˆ(δs)Ly, ξ/L) (1.4.13)
dove Pˆ e aˆ sono costanti dimensionate che servono per fissare le scale e P˜ e` una funzione
dipendente solo dalla classe di universalita` della transizione. Come prima condizione sulla
distribuzione data da 1.4.13 si deve imporre che sia normalizzata:
1 =
∫
PL(δs)ds = LxPˆ
∫
P˜ (aˆ(δs)Ly, ξ/L)ds = Lx−y
Pˆ
aˆ
∫
P˜ (z, ξ/L)dz (1.4.14)
da questa equazione si deduce che x = y, che
∫
P˜ (z, ξ/L)dz e` una costante universale, che
indicheremo con C0, e che Pˆ = aˆ/C0. Procedendo analogamente nel calcolo dei momenti si
ottiene
〈(δs)k〉L = L−ky(aˆkC0)−1
∫
zkP˜ (z, ξ/L) = L−ky(aˆkC0)−1fk(ξ/L) (1.4.15)
dove le fk sono funzioni universali. In particolare per il momento secondo si ha
L−dTχL = L−2y(aˆ2C0)−1f2(ξ/L) (1.4.16)
Per L grande si ha χL ≈ χ ∝ ξγ/ν , quindi per x 1 si deve avere f2(x) ∝ xγ/ν ; uguagliando le
potenze di L nel primo e nel secondo membro si ottiene allora
d = 2y +
γ
ν
⇒ y = β/ν (1.4.17)
dove si e` utilizzata la relazione di hyperscaling dν = γ + 2β; la relazione 1.4.13 assume cos`ı la
forma finale
PL(δs) = Lβ/νPˆ P˜ (aˆ(δs)Lβ/ν , ξ/L) (1.4.18)
tramite la quale puo` in particolare essere calcolato il cumulante UL, ottenendo
UL = 1− C0f4(ξ/L)3f2(ξ/L)2 (1.4.19)
da cui si vede che al punto critico il cumulante UL assume un valore U∗ non banale che e`
indipendente da L e dipende solo da quantita` universali. Da cio` segue che UL1(T ) e UL2(T ) (con
L1 6= L2) si intersecano nel punto (Tc, U∗) e quindi, tramite il calcolo dei cumulanti per diversi
valori della dimensione L, si ottiene una stima della temperatura critica indipendentemente dal
valore delle altre quantita` critiche; si e` inoltre notato come il valore U∗ sia non solo indipendente
da L, ma universale, quindi due sistemi aventi valori diversi del cumulante del quarto ordine
al punto critico appartengono necessariamente a due diverse classi di universalita`. La figura
seguente illustra il metodo ora esposto per la determinazione della temperatura critica nel caso
del modello di Ising in due dimensioni (tratta da [45])
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Tramite i cumulanti di Binder e` anche possibile determinare alcuni degli esponenti critici: dopo
aver visto che per T = Tc il cumulante del quarto ordine UL assume un valore U∗ indipendente
da L, si puo` considerare il caso di T ≈ Tc; cio` corrisponde a considerare una espansione di 1.4.15
in L/ξ. Poiche` per L <∞, tutte le quantita` sono analitiche in t, la prima correzione a L/ξ = 0
dovra` essere proporzionale a (L/ξ)1/ν , cioe`
UL(T ) = U∗
{
1 + c
(
L
ξ
)1/ν
+O
([
L
ξ
]2/ν)}
= U∗[1 + c′L1/νt+O(t2)] (1.4.20)
Da questa equazione si deduce subito
∂UbL
∂UL
∣∣∣∣
U∗
= b1/ν (1.4.21)
da cui si puo` ottenere l’indice critico ν. Infine, dalla relazione 1.4.18 segue
〈(δs)2〉L = L−2β/ν(aˆ2C0)−1f2(ξ/L) (1.4.22)
quindi la quantita` β/ν puo` essere ottenuta da
〈(δs)2〉bL
〈(δs)2〉L
∣∣∣∣
T=Tc
= b−2β/ν (1.4.23)
1.5 Il caso delle transizioni del primo ordine
Mentre nelle tre sezioni precedenti si sono analizzate esclusivamente transizioni continue si con-
siderera` ora il caso delle discontinue; si distinguono tipicamente due tipi di transizioni del primo
ordine: le transizioni field-driven, in cui la discontinuita` si ottiene cambiando il valore di un
campo esterno, e le transizioni temperature-driven in cui la discontinuita` viene generata da un
cambiamento della temperatura. Un esempio di transizione field-driven e` il modello di Ising in
due dimensioni, in cui per T < Tc si ha M(H = 0+) = M0 e M(H = 0−) = −M0, mentre
un esempio di transizione temperature-driven e` dato dal modello di Potts a cinque stati in due
dimensioni (maggiori dettagli sui modelli di Potts saranno dati nel seguito di questa sezione).
Nella teoria di Landau-Ginzburg si ha una transizione del primo ordine temperature-driven
quando l’energia libera sviluppa, oltre al minimo a parametro d’ordine nullo, un secondo minimo
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ad un valore non nullo del parametro d’ordine: consideriamo ad esempio il caso di un modello
avente la seguente energia libera
L = atM2 +
1
2
bM4 +
2
3
cM3 (1.5.1)
con a, b, c costanti positive. Per t ≥ c2/4ab l’energia libera ha un unico minimo in M = 0; per
0 < t < c2/4ab si hanno due minimi: un minimo globale in M = 0 ed un minimo locale per
M = −c−
√
c2−4abt
2b , inoltre per t ≈ 0 il valore di L al minimo locale e` a
3
3c2
t3, da cui si vede che
quando t < 0 il minimo che era stato locale diventa globale; in particolare M(t = 0+) = 0 e
M(t = 0−) = −c/b < 0, quindi si ha una transizione del primo ordine a t = 0.
In modo analogo si trattano nella teoria di Landau-Ginzburg le transizioni field-driven:
consideriamo ad esempio l’energia libera del modello di Ising in un campo magnetico esterno
L = atM2 +
1
2
bM4 −HM (1.5.2)
Per H = 0 l’energia libera ha un unico minimo in M = 0 se t ≥ 0 e due minimi equivalenti
in M = ±√a|t|/b quando t < 0. Se si considera ora H 6= 0 l’energia libera ha il seguente
comportamento: per t ≥ 0 si ha un unico minimo inM = O(H) quindi non si hanno discontinuita`
nel punto H = 0; per t < 0 si hanno due minimi in M = ±√a|t|/b+O(H) di cui uno locale ed
uno globale, con M(H = 0+) =
√
a|t|/b e M(H = 0−) = −√a|t|/b, quindi per t < 0 e H = 0
si ha una transizione del primo ordine.
Esistono tuttavia casi in cui la teoria di Landau-Ginzburg prevede una transizione del secon-
do ordine mentre si ha in realta` una transizione discontinua; in questi casi si parla di transizioni
del primo ordine indotte dalle fluttuazioni (questo fenomeno viene anche detto fenomeno di
Coleman-Weinberg in quanto e` l’analogo in materia condensata della rottura dinamica di sim-
metria studiata in [47]). Consideriamo ad esempio un sistema con la seguente energia libera alla
Landau
L =
1
2
µ2
N∑
i=1
φ2i +
λ1
4!
(
N∑
i=1
φ2i
)2
+
λ2
4!
N∑
i=1
φ4i (1.5.3)
Lo stato avente energia libera minima cambia con il segno di λ2: si hanno i due casi seguenti
λ2 > 0 l’energia libera e` minima lungo le direzioni (±1,±1, . . . ,±1) ed assume al minimo il
valore
Ldiag =
1
2
µ2|φ|2 + 1
4!
(
λ1 +
λ2
N
)
|φ|4 (1.5.4)
quindi, affinche` l’energia libera sia limitata inferiormente, si deve avere λ1 + λ2/N ≥ 0.
λ2 < 0 l’energia libera e` minima lungo le direzioni (1, 0, . . . , 0) ed assume al minimo il valore
Lax =
1
2
µ2|φ|2 + 1
4!
(λ1 + λ2)|φ|4 (1.5.5)
quindi affinche` il sistema sia stabile si deve avere λ1 + λ2 ≥ 0.
La precedente analisi e` riassunta nel seguente diagramma (tratto da [34]):
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quindi il sistema ha, per λ1, λ2, fissati una transizione del secondo ordine al variare della tem-
peratura; questa e` la previsione della teoria di Landau-Ginzburg. Se si analizza ora il sistema
tramite la −expansion, ovvero il gruppo di rinormalizzazione perturbativo in cui si sviluppa in
 = 4−d (vedi [33] e [34]), si ottiene, al primo ordine in , il seguente flusso di rinormalizzazione
(figura tratta da [34])
dove u1 e u2 sono le variabili rinormalizzate corrispondenti a λ1 e λ2. Consideriamo ad esempio
il caso N > 4: da un confronto delle due figure precedenti si intuisce come il caso u1 > 0, u2 < 0
possa presentare caratteristiche peculiari, infatti il flusso di rinormalizzazione potrebbe sconfi-
nare nella zona instabile dell’energia libera; che cio` accada puo` in effetti essere verificato tramite
l’analisi delle soluzioni delle equazioni del gruppo di rinormalizzazione (vedi [48]). Tuttavia la
stabilita` del sistema dipende ora dalla forma dell’energia libera rinormalizzata, che e` data da
(vedi [34])
F =
1
2
t|φ|2 + 1
4
(u1 + u2)|φ|4 + f
(
t+
1
2
(u1 + u2)|φ|2
)
+ (N − 1)f
(
t+
1
6
u1|φ|4
)
(1.5.6)
dove t e` µ2 rinormalizzato e f(x) = 18x
2
(
log x+ 12
)
. Non e` ora difficile vedere che F non ha
problemi di stabilita` per u1 + u2 = 0 e che il sistema ha una transizione del primo ordine per
t = O() (vedi [34]).
Come si e` visto nell’esempio precedente le transizioni del primo ordine indotte dalle fluttua-
zioni sono associate alle cosiddette traiettorie run-away, ovvero quelle traiettorie del flusso di
rinormalizzazione che si allontanano dai punti fissi, dirigendosi verso valori sempre piu` negativi
delle costanti di accoppiamento; in particolare ci si aspetta che transizioni del primo ordine
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avvengano in tutti quei casi in cui non sono presenti punti fissi stabili. Notiamo infine come
l’esistenza di transizioni discontinue indotte dalle fluttuazioni sia stata dimostrata solo a livello
perturbativo, trascurando quindi la possibile esistenza di punti fissi non perturbativi.
Si e` visto in precedenza come nel formalismo del gruppo di rinormalizzazione le transizioni
del secondo ordine siano associate a punti fissi critici; si vuole ora vedere se sia possibile dare
una interpretazione analoga per le transizioni del primo ordine. Consideriamo una variabile di
scala5 u ed il corrispondente campo di scala φ: affinche` si abbia una transizione del primo ordine
per u = 0, il valore di 〈φ〉 deve essere discontinuo per u = 0; analizziamo ora come cambia sotto
rinormalizzazione 〈φ〉:
〈φ〉±({K(0)}) = 1
N
∂
∂u
logZ({K(0)})
∣∣∣∣
u=0±
= b−d
1
N ′
∂
∂u
logZ({K ′})
∣∣∣∣
u=0±
= (1.5.7)
=
b−d
N ′
(
∂u′
∂u
∂
∂u′
logZ({K ′})
)
u=0±
= b−d
∂u′
∂u
∣∣∣∣
u=0±
〈φ〉±({K ′}) (1.5.8)
Introducendo la notazione a({K}) ≡ ∂u′∂u
∣∣∣
u=0+
= ∂u
′
∂u
∣∣∣
u=0−
(una singola trasformazione di
rinormalizzazione non e` singolare) la relazione precedente puo` essere iterata, ottenendo
〈φ〉±({K(0)}) =
(
n∏
i=0
a({K(i)})
bd
)
〈φ〉±({K(n+1)}) (1.5.9)
Supponiamo ora che esista un punto fisso K(∞) tale che K(n) → K(∞) al crescere di n; affinche`
l’espressione 1.5.5 ammetta il limite n→∞ possono presentarsi due casi:
1. limn→∞ |a({K(n)})| < bd
2. limn→∞ a({K(n)}) = bd
Se si vuole che ∆〈φ〉({K(0)}) = 〈φ〉+({K(0)}) − 〈φ〉−({K(0)}) sia non nullo si deve scartare la
prima possibilita`, quindi si ottiene, come condizione necessaria affinche` un punto fisso determini
una transizione del primo ordine, la relazione
a({K(∞)}) = ∂u
′
∂u
∣∣∣∣
u=0±
= bd (1.5.10)
Un punto fisso avente una variabile di scala rilevante con autovalore bd viene comunemente detto
punto fisso di discontiuita` (denominazione introdotta in [49], da cui e` ripreso il ragionamento
precedente).
Alla stessa conclusione si sarebbe potuti arrivare ([50]) supponendo valide le relazioni 1.3.19
tra esponenti critici ed autovalori del gruppo di rinormalizzazione: il caso di una transizione
discontiua field-driven corrisponde al limite δ =∞ da cui si ottiene nuovamente yh = d. Utiliz-
zando questo risultato nella relazione 2+ d− η = 2yh si ottiene inoltre d− 2+ η = 0; cio` implica
che alla transizione non e` presente ordine a lungo raggio, che si manifesta tipicamente tramite
l’andamento a potenza della suscettivita`. Si puo` infine mostrare che, ad ognuna delle fasi che
5In precedenza si sono introdotte le variabili di scala solo vicino ad un punto fisso tuttavia, fintanto che il flusso
del gruppo di rinormalizzazione e` non singolare, possono essere definite anche altrove (le cosiddette variabili di
scala non lineari).
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coesistono ad una transizione discontinua, puo` essere associato un autovalore bd del gruppo di
rinormalizzazione (per i dettagli si rimanda a [50]).
Dopo aver analizzato la relazione fra transizioni discontiue e punti fissi, si potrebbe essere
tentati di estendere la teoria del finite size scaling nella forma 1.4.4 al caso di transizioni del
primo ordine semplicemente considerando il caso dell’autovalore y = d. Questa estensione e`
quasi sempre corretta, pur con alcune notevoli eccezioni: dall’ipotesi di finite size scaling nella
forma 1.4.4 seguirebbe che entrambi gli esponenti θ e λ abbiano il valore d; mentre per θ questo
e` il valore corretto, per λ si puo` anche presentare il caso λ = 2d, come si vedra` tra breve.
Consideriamo dapprima il caso di una transizione field-driven: indicheremo con H il campo
esterno, con M la densita` ad esso accoppiata nell’azione e con χ la relativa suscettivita`. Una
prima analisi del comportamento di un sistema finito avente una transizione del primo ordine
field-driven e` stata effettuata, in modo fenomenologico, nel lavoro [51], in cui si suppone che la
distribuzione di probabilita` PL(M) sia data dalla somma di due gaussiane, centrate rispettiva-
mente sui valori M+ e M− della magnetizzazione (dove M± = limH→0±M) e le cui dispersioni
sono scritte in funzione di χ+ e χ−. Un aspetto fondamentale della analisi di [51] era il fatto che
le due gaussiane erano state normalizzate imponendo che, alla transizione di fase, avessero lo
stesso peso statistico; in lavori successivi, come [52], questa scelta fu sostituita dalla condizione
che, alla transizione, le due gaussiane avessero lo stesso valore massimo. Mentre nel caso di tran-
sizioni simmetriche (χ+ = χ−) queste due scelte risultano compatibili, nel caso di transizioni
non simmetriche esse predicono due valori distinti di λ. Un metodo piu` rigoroso di procedere
e` stato introdotto in [53] (per un riassunto dei risultati fondamentali vedi [54]) ed ha permesso
di chiarire che il comportamento corretto e` quello inizialmente ottenuto in [51]. In [53] viene
mostrato che la funzione di partizione di un modello che descrive la coesistenza di N fasi puo`
essere scritta, per H ≈ Ht (dove Ht e` il valore del campo H a cui, nel limite termodinamico,
avviene la transizione), nella forma
Z(H,L) ≈
N∑
q=1
exp{−fq(H)Ld/T} (1.5.11)
dove fq e` una funzione che coincide con la densita` di energia libera al limite termodinamico per
le fasi stabili, mentre ne e` strettamente maggiore per le instabili, commettendo solo un errore
esponenzialmente piccolo in L; per ottenere questo risultato e` fondamentale considerare, come
si fa` tipicamente nelle simulazioni, condizioni periodiche al bordo, in modo da eliminare tutti gli
effetti derivanti dalla presenza di superfici. Poiche` per le fasi stabili fq coincide con la densita`
di energia libera, si puo` considerare lo sviluppo
fq(H) = f(Ht) +Mq(H −Ht) + 12χq(H −Ht)
2 +O(H −Ht)3 (1.5.12)
Se si considera, per semplicita`, il caso in cui alla transizione coestistano solo due fasi, inseren-
do 1.5.12 nell’espressione 1.5.11 si ottiene una giustificazione della approssimazione a doppia
gaussiana di PL(M) e non e` difficile ottenere per la magnetizzazione l’espressione
M(H,L) = M0 + χ0(H −Ht) + [∆M +∆χ(H −Ht)]× (1.5.13)
× tanh
{
Ld
[
∆M(H −Ht) + 12∆χ(H −Ht)
2
]
/T
}
+R(H,L)
dove M0 = (M+ +M−)/2, ∆M = (M+ −M−)/2 e analogamente per χ0 e ∆χ ed inoltre
|R(H,L)| ≤ e−L/L0 +K0(H −Ht)2 (1.5.14)
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Dall’espressione 1.5.13 si vede subito che
M(H,T ) =
{
χ+(H −Ht) +M+ se (H −Ht)M+Ld  T
χ−(H −Ht) +M− se (H −Ht)M−Ld  T (1.5.15)
e quindi si ottiene per l’esponente di rounding il valore θ = d. Derivando 1.5.13 si puo` anche
ottenere una espressione analoga per χL, da cui si vede che il valore Hmax(L), in cui χL assume
valore massimo, e` dato da
Hmax(L) = Ht +
3∆χT 2
2(∆M)3
L−2d +O(L−3d) (1.5.16)
e che il massimo di χL varia proporzionalmente ad Ld. Dall’espressione 1.5.16 segue infine
λ = 2d, contrariamente alla previsione λ = d che si otterrebbe tramite il finite size scaling. Nel
caso particolare di transizioni simmetriche, ∆χ = 0, si ha Hmax = Ht e questa discrepanza non e`
significativa; in questo caso si possono quindi riscalare di Ld le variabili ottenendo una funzione
universale, come nel caso delle transizioni del secondo ordine; un esempio di cio` e` dato nella
seguente immagine, tratta da [51], relativa al modello di Ising bidimensionale
Consideriamo ora il caso di transizioni temperature-driven: in questo caso e` l’energia interna
ad essere discontinua alla transizione, che supporremo avvenire, nel limite termodinamico, al-
la temperatura Tt; una prima analisi di questo caso e` stata condotta, utilizzando un metodo
fenomenologico, in [52], seppur con l’errore di normalizzazione riferito in precedenza. Il meto-
do introdotto in [53] e` applicabile anche al caso di transizioni temperature-driven (vedi anche
[55]) e fornisce una giustificazione rigorosa dei modelli precedentemente ideati. Consideriamo
un sistema avente una fase disordinata e q fasi ordinate equivalenti coesistenti alla transizione;
la funzione di partizione puo` nuovamente essere scritta nella forma 1.5.11, che in questo caso
diventa
Z(T,L) ≈ e−fd(T )Ld/T + qe−fo(T )Ld/T (1.5.17)
dove fd(T ) e fo(T ) sono i valori al limite termodinamico della densita` di energia libera delle
fasi ordinata e disordinata per le fasi stabili, mentre ne sono strettamente maggiori per le fasi
instabili. Dall’espressione precedente si deducono senza difficolta` i valori della densita` di energia
e(T,L) e del calore specifico C(T,L)
e(T,L) =
ed(T ) + eo(T )
2
− ed(T )− eo(T )
2
tanhx (1.5.18)
C(T,L) = Ld
(
ed(T )− eo(T )
2T
)2 1
cosh2 x
+
Cd(T ) + Co(T )
2
− Cd(T )− Co(T )
2
tanhx (1.5.19)
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dove x = fd(T )−fo(T )2T L
d + 12 log q; considerando uno sviluppo analogo a 1.5.12 si ottiene
x =
1
2
log q +
ed(Tt)− eo(Tt)
2T 2t
Ld(Tt − T ) +O(Tt − T )2 (1.5.20)
e quindi dalle relazioni 1.5.18, 1.5.19 si ottiene subito per l’esponente di rounding il valore θ = d.
Da 1.5.19 si puo` anche vedere che il valore massimo del calore specifico e`
Cmax = Ld
(
ed(Tt)− eo(Tt)
2Tt
)2
+
Cd(Tt) + Co(Tt)
2
+ (1.5.21)
+
(
Cd(Tt)− Co(Tt)− Ed(Tt)− Eo(Tt)
Tt
)
log q
2
+O(L−d)
ed e` raggiunto alla temperatura
TCmax = Tt
(
1 +
Tt log q
ed(Tt)− eo(Tt)L
−d +O(L−2d)
)
(1.5.22)
Per una deduzione delle relazioni precedenti usando argomenti fenomenologici si puo` vedere
[56], dove si possono anche trovare calcolati alcuni dei termini successivi degli sviluppi in serie
di potenze di L−d.
Si pone ora il problema di trovare un metodo efficiente che permetta di distinguere in una
simulazione una transizione continua da una transizione debolmente discontinua. Un metodo
ovvio sarebbe quello di verificare le relazioni di scala 1.5.21 e 1.5.22, tuttavia questo metodo
non risulta essere molto efficiente, in quanto, in molti casi, per le dimensioni reticolari accessi-
bili, i termini esponenziali trascurati nelle relazioni precedenti possono risultare importanti: un
esempio di cio` e` dato nel seguente grafico, tratto da [56] (dove β = 1/T e β0 = 1/Tt)
Una quantita` la cui analisi puo`, in linea di principio, risultare fruttuosa e` il cumulante del quarto
ordine della distribuzione dell’energia
V4(L, T ) = 1− 〈E
4〉
3〈E2〉2 (1.5.23)
introdotto in [52]. Dall’espressione 1.5.18 segue che V4(L, T ) ha un minimo alla temperatura
TVmin = Tt
(
1 + log
[
qe2o(Tt)
e2d(Tt)
]
Tt
(eo(Tt)− ed(Tt))Ld +O(L
−2d)
)
(1.5.24)
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in cui vale
Vmin =
2
3
− 1
12
(
ed(Tt)
eo(Tt)
− eo(Tt)
ed(Tt)
)2
+O(L−d) (1.5.25)
Da quest’ultima espressione segue che per una transizione del secondo ordine si ha Vmin → 2/3
mentre per una transizione del primo ordine Vmin → V ∗ < 2/3. Anche questa osservabile
presenta tuttavia problemi simili a quelli riscontrati per il caso del calore specifico.
Prima di procedere oltre risulta conveniente spendere alcune parole al riguardo dei modelli
di Potts: un modello di Potts in d dimensioni e q stati (con q numero intero) e` una diretta
generalizzazione del modello di Ising, in quanto ad ogni punto del reticolo si associa la variabile
σi, che puo` assumere i valori 1, . . . , q, e come energia si considera
E = −
∑
〈ij〉
δ(σi, σj) (1.5.26)
dove 〈ij〉 indica che la somma deve essere effettuata su siti reticolari primi vicini. Il modello di
Potts ha la caratteristica di avere, per q sufficientemente grande, una transizione del primo ordine
temperature-driven; in tre dimensioni si ha una transizione del primo ordine per q ≥ 3 (risultato
“sperimentale”) mentre in due dimensioni cio` accade per q ≥ 5 (risultato esatto). L’importanza
dei modelli di Potts nel presente contesto e` dovuta al fatto che molte delle proprieta` del modello
di Potts in due dimensioni sono conosciute esattamente; e` quindi possibile usare questo modello
come banco di prova per analizzare l’efficienza delle differenti tecniche di analisi dei risultati ad
una transizione del primo ordine temperature-driven. Tra le proprieta` esattamente conosciute
del modello di Potts in d = 2 ricordiamo (per maggiori dettagli si rimanda a [57])
1. per q ≥ 5 si ha una transizione del primo ordine, mentre per 2 ≤ q ≤ 4 si ha una transizione
continua
2. Tt = 1/ log(1 +
√
q)
3. e0(Tt) + ed(Tt) = −2(1 + 1/√q)
4. ed(Tt)− eo(Tt) = 2(1 + 1/√q) tanh(θ/2)
∏∞
n=1 tanh
2(nθ) dove 2 cosh θ =
√
q, θ > 0
5. Cd(Tt)− Co(Tt) = (ed(Tt)− eo(Tt))/(T 2t
√
q)
in particolare dalla proprieta` 4 segue che, al crescere di q, la transizione del primo ordine diventa
sempre piu` marcata, in quanto aumenta il valore del calore latente ed(Tt)− eo(Tt).
Terminata la digressione sulle caratteristiche del modello di Potts si puo` tornare alla analisi
dei metodi sino ad ora introdotti per caratterizzare una transizione del primo ordine in una
simulazione Monte Carlo, ovvero la ricerca di uno scaling della forma indicata dalle equazioni
1.5.21-1.5.22 per il calore specifico e dalle equazioni 1.5.24-1.5.25 per il cumulante V4. Comincia-
mo con il massimo del calore specifico: la seguente immagine (tratta da [58]) mostra l’andamento
del massimo del calore specifico (si ha la seguente corrispondenza tra le notazioni usate in [58] e
quelle sino ad ora utilizzate: Tc → Tt, e2 → ed(Tt), e1 → eo(Tt), C1 → Co(Tt), infine l’equazione
(3.14) e` la nostra 1.5.21)
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Per quanto riguarda l’andamente delle temperature pseudocritiche si hanno i due seguenti grafici
(sempre tratti da [58])
Infine per i minimi del cumulante del quarto ordine si ha
Come si vede dai grafici precedenti, le osservabili analizzate predicono i risultati corretti per
transizioni forti (q = 10) mentre non risultano efficienti per transizioni deboli (q = 8); da cio`
segue la necessita` di ricercare nuovi metodi per la analisi di transizioni del primo ordine deboli.
Un primo metodo per distinguere transizioni del primo ordine da transizioni del secondo
ordine anche su reticoli di moderate dimensioni e` stato introdotto in [59] e, utilizzando la di-
stribuzione dell’energia libera, permette di determinare il calore latente con un errore di ordine
O(1/L) (per maggiori dettagli ed analisi del metodo su simulazioni si rimanda a [58]). Poiche`
si e` data in precedenza una espressione per la funzione di partizione valida a meno di correzioni
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esponenziali, e` ragionevole cercare metodi che permettano di stimare le proprieta` critiche a meno
di correzioni esponenziali; metodi di questo tipo sono stati introdotti nel lavoro [60] e si basano
sulla analisi della distribuzione di probabilita` dell’energia interna.
Capitolo 2
Teorie di campo su reticolo ed a
temperatura finita
2.1 Teoria di gauge pura su reticolo
In questa prima sezione si considereranno solo teorie di gauge pure, cioe` senza fermioni accoppiati
al campo di gauge, tuttavia, per giustificare le definizioni fondamentali, e` conveniente introdurre
campi di materia φ che trasformino secondo una data rappresentazione unitaria R del gruppo di
gauge (nel caso della QCD questi saranno i quark, che trasformano secondo la rappresentazione
fondamentale di SU(3)).
Per costruire la azione su reticolo di una teoria di gauge si puo` procedere analogamente a
come si fa` nel caso continuo: si parte dalla azione dei campi di materia, che deve essere invariante
per trasformazioni di gauge globali, quindi si introducono i campi di gauge per fare in modo che
la azione risulti invariante anche per trasformazioni di gauge locali. Per seguire questo schema si
deve innanzitutto introdurre una versione discretizzata della azione dei campi di materia; que-
sto punto presenta alcuni problemi tecnici e sara` analizzato in maggior dettaglio nella sezione
seguente, tuttavia risulta chiaro che, comunque la discretizzazione sia effettuata, si otterranno
fondamentalmente termini dei due tipi seguenti: φ†(x)φ(x) e φ†(x)φ(x+ µˆ), dove x e` un punto
reticolare (si considerera` sempre il caso di un reticolo ipercubico di passo a nello spazione eucli-
deo) e µˆ e` il versore del µ−esimo asse. Mentre espressioni della forma φ†(x)φ(x) sono invarianti
per trasformazioni di gauge sia globali che locali, i termini della forma φ†(x)φ(x + µˆ) sono in-
varianti solo per trasformazioni di gauge globali, infatti, se si considera una trasformazione di
gauge locale φ(x)→ R(x)φ(x), si ottiene
φ†(x)φ(x+ µˆ)→ φ†(x)R−1(x)R(x+ µˆ)φ(x+ µˆ) (2.1.1)
Il modo piu` semplice per introdurre campi di gauge che rendano invarianti questo tipo di termini
anche per trasformazioni locali e` associare ai passi reticolari il campo di gauge U(x, x+µˆ), con la
condizione che U(x, x+µˆ)=U(x+µˆ, x)−1 e che per il campo U una trasformazione di gauge agisca
come U(x, x+ µˆ)→ R(x)U(x, x+ µˆ)R(x+ µˆ)−1. In questo modo si ottiene infatti l’espressione
invariante φ(x)†U(x, x + µˆ)φ(x + µˆ), tramite la quale si possono costruire espressioni che sono
l’analogo discreto della derivata covariante nel caso continuo.
Serve ora introdurre una espressione invariante di gauge che funga da azione del campo di
gauge; dalla legge di trasformazione di U(x, x+ µˆ) segue subito che, se si indica con x1, . . . , xn
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un insieme di punti a coppie primi vicini, allora si ha
U(x1, x2)U(x2, x3) · · ·U(xn−1, xn)→ R(x1)U(x1, x2)U(x2, x3) · · ·U(xn−1, xn)R−1(xn) (2.1.2)
e quindi la traccia di un prodotto ordinato di campi di gauge lungo una curva chiusa e` un
invariante di gauge. Il piu` semplice di questi invarianti e` quello costruito usando come curva
il bordo di una delle facce di una cella elementare del reticolo (queste facce sono comunemente
indicate con il termine di “plaquettes”), cioe`
P = Tr[U(x, x+ µˆ)U(x+ µˆ, x+ µˆ+ νˆ)U(x+ µˆ+ νˆ, x+ νˆ)U(x+ νˆ, x)] (2.1.3)
Indichiamo con S l’azione elementare corrispondente ad una plaquette, definita da
S = βs
[
1− 1
n
ReTrP
]
(2.1.4)
dove n× n e` la dimensione del campo di gauge U , mentre βs e` una costante di accoppiamento.
L’azione completa e` definita da
S =
∑

S (2.1.5)
dove la somma e` estesa a tutte le plaquettes (questa azione e` stata usata per la prima volta da
Wilson in [6]).
Per verificare che questa azione si riduce alla usuale azione di Yang-Mills nel limite in cui il
passo reticolare tende a zero, serve prima di tutto stabilire una corrispondenza tra il campo di
gauge reticolare U ed il campo di gauge della teoria continua; definiamo
U(x, x+ µˆ) = exp {iag0Aµ(x)} (2.1.6)
dove a e` il passo reticolare, g0 la costante di accoppiamento della teoria continua ed Aµ =
Aaµλ
a diventera`, al limite continuo, il campo di gauge (λa e` una base dell’algebra del gruppo
di gauge, normalizzata con la condizione Tr(λaλb) = 12δ
ab). Usando la formula di Hausdorff-
Campbell-Baker exp(M1) exp(M2) = exp(M1 +M2 + 12 [M1,M2] + · · · ) non e` difficile verificare
che
S = βs
(
1− 1
n
ReTr exp
{
ig0a
2F bµνλ
b +O(a4)
})
(2.1.7)
dove
F aµν = ∂µA
a
ν − ∂νAaµ + g0fabcAbµAcν (2.1.8)
e` la usuale espressione del tensore di field-strength nel caso continuo. Espandendo l’esponenziale
che compare in 2.1.7 e conservando solo i termini non nulli di potenza piu` bassa nel passo
reticolare, si ottiene per l’azione complessiva l’espressione
S =
∑
x
βsg
2
0
8n
a4Fµν(x)Fµν(x) +O(a6) (2.1.9)
e quindi, con l’identificazione
∑
x a
4 → ∫ d4x, si ottiene la usuale azione continua (sullo spazio
euclideo) assumendo per l’accoppiamento reticolare il valore βs = 2n/g20.
Rispetto alla azione della teoria continua, l’azione di Wilson presenta due notevoli differenze:
mentre nel caso della teoria continua il campo di gauge Aµ e` un elemento dell’algebra del
gruppo di gauge, nel caso reticolare il campo U e` un elemento del gruppo; da questa differenza
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segue la possibilita` di considerare sul reticolo anche teorie aventi un gruppo di gauge discreto
(ovviamente per queste teorie non sara` pero` possibile considerare il limite continuo). Una altra
differenza fondamentale e` che, mentre nel caso continuo la approssimazione naturale e` quella di
accoppiamento debole, cioe` g0  1, nel caso della teoria su reticolo la approssimazione naturale
e` quella di accoppiamento forte, g0  1.
Le funzioni di correlazione di una teoria di gauge su reticolo possono essere calcolate come
integrale funzionale sullo spazio euclideo (vedi ad es. [61] §3, [62] §1, [63] §2), cioe`
〈0|f(U)|0〉 =
∫
[dU ]f(U)e−S[U ]∫
[dU ]e−S[U ]
(2.1.10)
dove
[dU ] =
∏
x,µˆ
dU(x, x+ µˆ) (2.1.11)
Affinche` le funzioni di correlazione risultino gauge invarianti la misura dU(x, x+ µˆ) deve essere
invariante per trasformazioni di gauge. Per gruppi di Lie compatti esiste una unica misura dg
(misura di Haar) che soddisfa le proprieta`
• ∫ 1dg = 1
• ∫ f(g)dg = ∫ f(g′g)dg
quindi la misura dU(x, x+ µˆ) deve essere la misura di Haar del gruppo (compatto) di gauge.
Procedendo parallelamente al caso continuo si dovrebbe a questo punto introdurre un termine
di gauge-fixing; nel caso delle teorie di gauge su reticolo l’operazione di gauge-fixing puo` essere
effettuata fissando il valore di alcune delle variabili di gauge U(x, x+µˆ) (vedi [61] §9) tuttavia, se
si considera il caso di un reticolo finito (come ovviamente si deve fare nel caso di una simulazione),
il termine di gauge-fixing non e` in realta` necessario, mentre deve essere considerato, ad esempio,
nel caso in cui si consideri uno sviluppo perturbativo per accoppiamento debole (vedi ad. es.
[63] §14-15). Una volta fissata la gauge si puo` inoltre passare a costruire una formulazione
hamiltoniana delle teorie di gauge; il modo tipico di procedere consiste nella costruzione della
matrice di trasferimento da cui si deducono poi la hamiltoniana ed alcune sue caratteristiche
(vedi ad. es [61] §15 o, ad un livello piu` formale, [64], [65]).
Dalla descrizione appena effettuata del formalismo di base delle teorie di gauge su reticolo
risulta una sostanziale identita` di struttura con i modelli classici di fisica statistica (modello di
Ising, Heisenberg, . . . ) qualora si identifichino le espressioni 〈0|f |0〉 e 〈f〉; appare quindi naturale
domandarsi se una teoria di gauge su reticolo abbia una qualche transizione di fase al variare
di βs (notiamo esplicitamete che si stanno qu`ı ancora considerando teorie a temperatura nulla).
Procedendo analogamente a come si e` fatto per il modello di Ising, una scelta naturale per il
parametro d’ordine parrebbe essere 〈U(x, x+ µˆ)〉; questa scelta naturale non e` pero` applicabile:
esiste infatti un teorema (il cosiddetto teorema di Elitzur [66]) che assicura che si ha sempre
〈U(x, x + µˆ)〉 = 0 per qualsiasi scelta della costante di accoppiamento. Il teorema di Elitzur e`
in effetti ancora piu` restrittivo: esso afferma che, data una qualsiasi funzione f(ϕ) (dove ϕ e`
l’insieme delle variabili su cui agisce la trasformazione di gauge ϕ→ gϕ) che dipenda solo da un
numero finito di variabili e tale che ∫
f(gϕ)dg = 0 (2.1.12)
allora si ha 〈f(φ)〉 = 0 (una semplice dimostrazione di questo enunciato si trova in [67] §6.1.3);
notando che l’espressione 2.1.12 e` in particolare soddisfatta se si ha f(gϕ) = Rf (g)f(ϕ), cioe` se
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la funzione f(ϕ) trasforma come una rappresentazione irriducibile del gruppo di gauge, si vede
che un possibile parametro d’ordine deve essere ricercato tra gli oggetti gauge invarianti.
Si puo` costruire un parametro d’ordine, legato all’energia potenziale di una coppia statica
quark-antiquark (QQ¯), nel seguente modo: si deve per prima cosa calcolare la ampiezza di
probabilita` per il processo costituito da
1. creazione dal vuoto di una coppia QQ¯
2. allontanamento di Q e Q¯ sino ad una distanza R
3. mantenimento della configurazione raggiunta per un tempo T
4. riavvicinamento di Q e Q¯
5. annichilazione di Q e Q¯
Se si considera il limite T → ∞, la terza parte di questo processo sara` quella che contribuira`
maggiormente all’ampiezza, che quindi risultera` essere circa 〈QQ¯|e−HT |QQ¯〉. Utilizzando il
fatto che l’accoppiamento dei fermioni al campo di gauge avviene tramite termini della forma
φ†(x)U(x, x + µˆ)φ(x + µˆ) e la conservazione della corrente, la ampiezza 〈QQ¯|e−HT |QQ¯〉 puo`
essere quindi scritta nella forma
〈QQ¯|e−HT |QQ¯〉 ≈ 〈TrP
∏
C
U(x, x+ µˆ)〉 ≡ 〈W [C]〉 (2.1.13)
dove C e` la linea d’universo seguita dalla coppia quark-antiquark, P
∏
C indica un prodotto
ordinato lungo la curva C e la quantita` W [C] e` detta loop di Wilson. Poiche` inoltre si stanno
considerando solo quark statici, cioe` di massa infinita, si ha 〈QQ¯|e−HT |QQ¯〉 ∝ e−V (R)T dove
V (R) e` l’energia potenziale di una coppia quark-antiquark a distanza R. Il potenziale V (R) puo`
quindi essere ottenuto in modo non perturbativo tramite l’espressione
V (R) = − lim
T→∞
1
T
log〈W [R, T ]〉 (2.1.14)
Utilizzando una espansione di accoppiamento forte (g0  1) si puo` vedere che 〈W [R, T ]〉 ∝
exp(−σRT ) e quindi il potenziale cresce linearmente con la distanza, V (R) = σR (vedi ad. es
[61] §10, [63] §11); inoltre la espansione per accoppiamento forte e` convergente (vedi ad es. [64]
o [67] §6.3) quindi esiste effettivamente un range di accoppiamenti per cui la approssimazione
lineare del potenziale e` valida; si puo` infine mostrare ([68]) che il valor medio del loop di Wilson
e` limitato inferiormente da una espressione della forma exp(−σ′RT ) e quidi il potenziale V (R)
e` limitato superiormente da un andamento lineare. Nel limite opposto di accoppiamento debole
si ha un andamento del tipo 〈W [R, T ]〉 ∝ exp(−K(T +R)) e si puo` mostrare che questo tipo di
andamento e` un limite superiore per il loop di Wilson ([69]).
Da quanto detto e` ragionevole ipotizzare per le teorie di gauge pure su reticolo l’esistenza
di due fasi: una fase in cui il logaritmo del loop di Wilson ha un andamento proporzionale
all’area del loop (fase confinante) ed una in cui il logaritmo del loop di Wilson e` proporzionale al
perimetro del loop (fase non confinante). Un parametro d’ordine per una eventuale transizione
tra queste due fasi risulta essere la tensione di stringa
σ = lim
R→∞
V (R)
R
(2.1.15)
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che e` nulla nella fase non confinante e diversa da zero nella fase confinante.
Una prima analisi per verificare la possibile esistenza di una transizione di fase al cambiare
della costante di accoppiamento per le teorie di gauge su reticolo puo` essere effettuata, nonostante
i problemi causati dal teorema di Elitzur, usando una forma di campo medio (vedi [61] §14 e
[67] §6.2); da questo tipo di analisi si deduce l’esistenza di una transizione di fase del primo
ordine per ogni gruppo di gauge (sia discreto che continuo). Tramite simulazioni Monte Carlo
si ottengono invece i seguenti risultati (per maggiori dettagli vedi [70])
• per i gruppi di gauge Z(2), Z(3) e Z(4) si ha una transizione del primo ordine per g0 6= 0
• per i gruppi di gauge Z(N) con N > 4 si hanno due transizioni di fase del secondo ordine
per g0 6= 0
• per il gruppo di gauge U(1) si ha una transizione di fase del secondo ordine per g0 6= 0
• per i gruppi di gauge SU(2) e SU(3) non si hanno transizioni di fase per g0 6= 0
Dal fatto che per i gruppi di gauge SU(2) e SU(3) non si osserva transizione di fase si puo`
dedurre (ovviamente questa deduzione e` in un certo senso una osservazione sperimentale, non
cioe` una deduzione teorica da principi primi) che per questi gruppi di gauge si ha confinamento
anche per piccole costanti di accoppiamento, contrariamente al caso del gruppo di gauge U(1).
Sino ad ora si sono considerate le teorie di gauge in modo analogo ai modelli di fisica statistica,
cambiando le costanti di accoppiamento e lasciando il passo reticolare fisso; tuttavia, nel caso
delle teorie di gauge, il reticolo non ha l’interpretazione fisica che ha in fisica statistica (reticolo
cristallino,. . .) ma svolge solo il ruolo di cut-off ultravioletto1 e quindi si deve considerare il
limite in cui il passo reticolare a tende a zero. Dalla analisi della azione 2.1.4,2.1.5 risulta
pero` subito evidente una complicazione: tutti i termini della azione sono adimensionali ed in
nessun termine compare esplicitamente il passo reticolare a; da questa semplice osservazione
si deve dedurre che il passo reticolare e l’accoppiamento βs (o equivalentemente g0) non sono
in realta` indipendenti. Per ottenere il limite continuo a → 0 si puo` procedere come segue: si
considera una osservabile fisica H, di cui si conosce il valore al limite continuo ad una data
scala2 r e che supporremmo per semplicita` essere adimensionale (in caso contrario basterebbe
considerare rnH con n adeguato), quindi si impone che H = H(r, a, g0(a)) risulti indipendente
dal passo reticolare a. Questo procedimento e` analogo a quello utilizzato nella teoria del gruppo
di rinormalizzazione per i fenomeni critici e la somiglianza non e` in effetti casuale: affinche` una
teoria di gauge su reticolo dia risultati validi per il continuo, la lunghezza del passo reticolare
deve essere molto piu` piccola delle lunghezze dinamiche tipiche della teoria; in particolare si
deve avere ξ  a, dove ξ e` la lunghezza di correlazione; per dare risultati affidabili, la teoria su
reticolo deve quindi essere analizzata calibrando le costanti di accoppiamento per fare in modo
di essere ad un punto critico.
Vediamo ora come sia possibile, conoscendo la dipendenza di H dalla scala r, determinare
l’andamento di g0(a) per a → 0: se si determina H fissando sul reticolo il suo valore al valore
continuo, si ha la relazione
H(r, a, g0(a)) = H
(
r,
1
2
a, g0
(
1
2
a
))
(2.1.16)
1Nel caso di un reticolo di dimensioni finite si ha ovviamente anche un cut-off infrarosso ma per il momento ci
si limitera` a considerare solo gli aspetti ultravioletti.
2In una teoria sul continuo si fissa tipicamente la scala tramite una energia caratteristica µ; nel caso in esame
appare piu` ragionevole fissare una lunghezza caratteristica r.
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ed utilizzando il fatto che H e g0 sono variabili adimensionali si ottiene
H(r, a, g0(a)) = H
(
2r, a, g0
(
1
2
a
))
(2.1.17)
In modo identico si deduce la relazione
H
(
r, a, g0
(
1
2n
a
))
= H
(
2r, a, g0
(
1
2n+1
a
))
(2.1.18)
Utilizzando le relazioni precedenti si puo` determinare g0(a/2n) nel seguente modo: se alla scala
r l’osservabile H assume nel continuo il valore H0 cio` significa che lima→0H(r, a, g0(a)) = H0;
utilizzando la relazione 2.1.17 si puo` determinare g0(a/2) come l’accoppiamento per cui sul
reticolo si ha H(2r, a, g0(a/2)) = H0; una volta determinato il valore g0(a/2) si definisce
H1 = H(r, a, g0(a/2)) e dall’equazione 2.1.17 segue che si puo` determinare g0(a/4) risolven-
do H(2r, a, g0(a/4)) = H1; procedendo in questo modo si determina la successione di valori
g0(a/2n) ed in particolare il valore di punto fisso gF = lima→0 g0(a) in un modo per certi versi
analogo al metodo di Newton per il calcolo numerico degli zeri di una funzione.
Dal fatto di aver fissato il valore dell’osservabile ad un valore indipedente dal passo reticolare
segue anche la possibilita` di procedere in modo analogo a come si fa tipicamente nella teoria del
gruppo di rinormalizzazione in teoria di campo:
0 = a
d
da
H(r, a, g0(a)) = a
∂
∂a
H(r, a, g0(a)) + γ(g0)
∂
∂g0
H(r, a, g0(a)) (2.1.19)
dove si e` posto3
γ(g0) = a
∂
∂a
g0(a) (2.1.20)
In questo formalismo il valore di punto fisso di g0 e` dato dalla soluzione di γ(g0) = 0 e, affinche` il
metodo precedentemente esposto per la sua determinazione converga (ovvero affinche` gF sia un
punto fisso stabile ultravioletto), la prima derivata non nulla di γ(g0) in gF deve essere positiva.
Utilizzando i valori al continuo di una ossevabile H(r), puo` essere definita una costante di
accoppiamento rirormalizzata gR(r) valida nel continuo; ovviamente, affinche` gR(r) sia effettiva-
mente una costante di accoppiamento rinormalizzata per la teoria su reticolo, deve essere definita
in modo tale che la corrispondente quantita` sul reticolo, gR(r, a, g0(a)), soddisfi le condizioni
lim
g0(a)→0
gR(r, a, g0(a))/g0(a) = 1; lim
a→0
gR(r, a, g0(a)) = gR(r) (2.1.21)
Una volta introdotta la costante di accoppiamento rinormalizzata gR(r), le osservabili fisiche del-
la teoria continua,H(r′), devono poter essere espresse tramite gR(r), cioe`H(r′) = H(r′, r, gR(r)),
da cui si ottiene un’analogo di 2.1.19 e 2.1.20
0 = r
∂
∂r
H + γR(gR)
∂
∂gR
H; γR(gR) = r
∂
∂r
gR(r) (2.1.22)
Utilizzando il fatto che g0(a) e gR(r) sono entrambe adimensionali (e quindi gR(r, a, g0(a)) =
gR(a/r, g0(a)) ) e le relazioni 2.1.21, non e` difficile verificare che i coefficienti dei primi due termini
di uno svliluppo di γR(r) in potenze di gR(r) coincidono con quelli dei primi due termini dello
3Comunemente la funzione di Gell-Mann e Low viene indicata con β, tuttavia, per evitare confusioni con
β = 1/T e βs = 2n/g
2
0 , si usera` la lettera γ.
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sviluppo di γ(g0) in potenze di g0, che a loro volta sono indipendenti dal particolare metodo di
regolarizzazione usato. Scrivendo γ(g0) = γ0g30 + γ1g
5
0 + O(g
7
0) i coefficienti universali γ0 e γ1
sono dati dalle espressioni (riportiamo per futuro riferimento il risultato che si ottiene per una
teoria con gruppo di gauge SU(n) e nf specie fermioniche nella rappresentazione fondamentale)
γ0 =
1
16pi2
(11n− 2nf )/3; γ1 = 1(16pi2)2 (34n
2/3− 10nnf/3− nf (n2 − 1)/n) (2.1.23)
Conoscendo i primi due termini dello sviluppo di γ(g0) in potenze di g0, si puo` dedurre l’anda-
mento di g0 all’annullarsi del passo reticolare a risolvendo l’equazione 2.1.20, ottenendo
1
g20
= γ0 log(a−2Λ−20 ) +
γ1
γ0
log[log(a−2Λ−20 ) +O(g
2
0)] (2.1.24)
dove Λ0 e` una costante di integrazione avente le dimensioni di una energia. Per la costante di
accoppiamento rinormalizzata si ha una espressione identica, ottenibile dalla precedente con le
sostituzioni g0 → gR, a → r, Λ0 → ΛR ed il valore di ΛR puo` essere determinato sperimental-
mente con esperimenti ad alta energia. Calcolando gR con teoria delle perturbazioni su reticolo
ad un loop ed utilizzando l’espressione 2.1.24 si puo` ottenere una relazione tra Λ0 e ΛR; questo
calcolo fu eseguito per la prima volta in [71] utilizzando lo schema di rinormalizzazione MOM,
ottenendo per il caso di SU(3) il risultato
ΛR(MOM)/Λ0 = 83.5 (2.1.25)
L’espressione 2.1.24 e` la relazione tra costante di accoppiamento g0 e passo reticolare a
tramite la quale si puo` determinare la grandezza del passo reticolare corrispondente ad un dato
accoppiamento; riscritta con questo intento questa espressione diventa
a = Λ−10 (g
2
0γ0)
−γ1/(2γ20) exp(−1/(2γ0g20))(1 +O(g20)) ≡ Λ−10 R(g0) (2.1.26)
Tutte le quantita` dimensionate ottenute nelle simulazioni delle teorie di gauge su reticolo sono
espresse in unita` di passo reticolare, quindi, ad esempio, ad una massa fisica m corrispondera`
sul reticolo il valore
ma =
m
Λ0
R(g0) (2.1.27)
da cui si ottiene il metodo per esprimere in unita` fisiche i risultati ottenuti su reticolo: dapprima
si deve accertare che il risultato su reticolo vari con la costante di accoppiamento secondo una
relazione della forma 2.1.27, cosa che garantisce di essere nella zona di scaling vicino al punto
critico, dopodiche` si determina il valore del coefficiente che moltiplica la funzione R(g0), che e`
il valore fisico della quantita` misurato in unita` della costante Λ0.
2.2 Fermioni su reticolo
Si e` accennato in precedenza al fatto che l’introduzione dei fermioni su reticolo presenta alcune
difficolta` di principio; per mettere meglio in evidenza il carattere particolare dei fermioni si
considerera` dapprima il caso di un campo scalare. L’azione (euclidea) di un campo scalare
libero e` data dalla espressione
S[φ] =
1
2
∫
φ(x)(M2 −)φ(x)d4x (2.2.1)
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Nel passaggio dalla formulazione continua alla formulazione su un reticolo ipercubico di passo
reticolare a, la scelta piu` naturale che sia possibile effettuare e` quella di introdurre la seguente
espressione per il laplaciano su reticolo
φ(x) = 1
a2
∑
µ
(φ(x+ µˆ) + φ(x− µˆ)− 2φ(x)) (2.2.2)
Utilizzando le variabli adimensionali
φn = aφ(na); Mˆ = aM (2.2.3)
la azione adimensionale puo` essere scritta nella forma
S = −1
2
∑
n,µˆ
φnφn+µˆ +
1
2
(8 + Mˆ2)
∑
n
φnφn ≡ 12
∑
n,m
φnKnmφm (2.2.4)
e la funzione di correlazione a due punti e` data dall’espressione 〈φnφm〉 = (K−1)nm. Passando
nello spazio degli impulsi e` semplice verificare che si ha
Knm =
∫ pi
−pi
d4kˆ
(2pi)4
K(kˆ)eikˆ(n−m); K(kˆ) = 4
∑
µ
sin2(kˆ/2) + Mˆ (2.2.5)
dove kˆµ e` una variabile adimensionale definita su [−pi, pi] (con gli estremi identificati); dall’e-
spressione precedente si ottiene quindi
〈φnφm〉 =
∫ pi
−pi
d4kˆ
(2pi)4
1
4
∑
µ sin
2(kˆ/2) + Mˆ
eikˆ(n−m) (2.2.6)
Reintroducendo le dimensioni fisiche tramite le adeguate potenze del passo reticolare, il secondo
membro dell’equazione precedente diventa
a2
∫ pi/a
−pi/a
d4k
(2pi)4
eik(x−y)∑
µ k¯
2
µ +M2
; k¯µ =
2
a
sin(akµ/2) (2.2.7)
Al limite continuo a→ 0 si ottiene quindi la corretta espressione per il propagatore:
〈φ(x)φ(y)〉 =
∫ +∞
−∞
d4k
(2pi)4
1
k2 +M2
eik(x−y) (2.2.8)
Consideriamo ora il caso dei fermioni: per le matrci γµ si useranno le usuali convenzioni per lo
spazio euclideo, cioe`
{γµ, γν} = 2δµν ; (γµ)† = γµ (2.2.9)
e l’azione continua sara` quindi scritta nella forma
S[ψ, ψ¯] =
∫
ψ¯(x)(γµ∂µ +M)ψ(x)d4x (2.2.10)
Procedendo come nel caso bosonico, ovvero usando la discretizzazione piu` semplice, la azione
adimensionale per i fermioni si puo` scrivere nella forma
SF =
1
2
∑
n,µˆ
[ψ¯nγµψn+µˆ − ψ¯n+µˆγµψn] + Mˆ
∑
n
ψ¯nψn (2.2.11)
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e si ottiene per il propagatore fermionico l’espressione
〈ψ(x)ψ¯(y)〉 = lim
a→0
∫ pi/a
−pi/a
d4k
(2pi)4
M − i∑µ γµk¯µ∑
µ k¯
2
µ +M2
eik(x−y); k¯µ =
1
a
sin(kµa) (2.2.12)
Nel caso scalare si poteva semplicemente sostituire k¯µ con kµ poiche`, comunque fissato kµ nella
zona di Brillouin [−pi/a, pi/a], si ha lima→0 k¯µ = kµ. Nel caso fermionico cio` non e` piu` vero
poiche` k¯µ si annulla agli estremi della zona di Brillouin, che corrispondono a regioni a grande
impulso, provocando la comparsa sul reticolo di eccitazioni non fisiche a grandi momenti; la
azione “naive” SF descrive quindi, in realta`, 16 fermioni (questo fenomeno e` noto con il nome di
“fermion doubling”). Nel caso particolare della azione SF questo fenomeno puo` essere spiegato
notando che questa azione e` invariante rispetto ad una particolare simmetria che, nello spazio
degli impulsi, trasforma tra l’altro kˆ in kˆ + piµˆ, rendendo quindi lo spettro degenere (vedi [62]
§4.4.1). La ragione della proliferazione dei fermioni e` in realta` piu` fisica ed e` legata alla anomalia
assiale: la azione “naive” 2.2.11 e` ancora, come la azione continua, invariante chirale; tuttavia
l’azione su reticolo e` gia`, per costruzione, regolarizzata, quindi, se nel limite continuo si ottenesse
l’azione continua senza intoppi, si sarebbe trovata una regolarizzazione in cui non e` presente la
anomalia assiale, contrariamente al teorema di Adler (vedi ad es. [72]); si puo` infatti vedere
che l’effetto dei fermioni non fisici presenti sul reticolo e` quello di eliminare l’anomalia (vedi [62]
§4.4.2 o [73]).
Riguardo la possibilita` di introdurre i fermioni su reticolo sono stati ottenuti numerosi “no-
go theorems”, ovvero teoremi che pongono dei limiti alle proprieta` che una azione fermionica
puo` soddisfare senza che siano presenti eccitazioni non fisiche sul reticolo (vedi ad es. [74], [75],
[76], [77]). Nel caso della cromodinamica quantistica si ha il seguente risultato: non esiste un
operatore di Dirac su reticolo DL che soddisfi tutte le seguenti proprieta`
1. nel limite a→ 0 e` presente nello spettro della teoria un fermione di massa nulla
2. non si ha “fermion doubling”
3. e` locale (ovvero i suoi elementi di matrice decadono esponenzialmente con la distanza)
4. e` invariante chirale
La forma piu` generale di operatore di Dirac con le simmetrie della cromodinamica e`
DL(p) = γµFµ(p) +G(p) (2.2.13)
La condizione (4) implica G(p) ≡ 0; dalla condizione (1) segue Fµ(p) = pµ + O(ap2); infine,
dalla condizione (3), segue che Fµ(p) e` una funzione continua (poiche` gli elementi di matrice di
DL sono i coefficienti della serie di Fourier di γµFµ(p)). Utilizzando il fatto che su reticolo gli
impulsi sono periodici con periodo 2pi/a, da quanto precede si deduce che Fµ(p) ha anche degli
zeri che non corrispondono ad eccitazioni fisiche, quindi (2) non e` soddisfatta.
Per costruire una azione su reticolo per i fermioni e` quindi necessario sacrificare una delle
quattro assunzioni precedenti; la (1) e la (2) devono ovviamente essere soddisfatte in quanto, se
cos`ı non fosse, non si starebbe costruendo una versione regolarizzata della QCD. Una azione non
locale risulta d’altro canto numericamente sconveniente in vista di una eventuale simulazione e
quindi non resta che limitare in qualche modo l’invarianza chirale della teoria. Storicamente sono
stati introdotti due metodi per ridurre la simmetria chirale: il metodo dei fermioni di Wilson ed
il metodo dei fermioni “staggered”.
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Consideriamo dapprima il caso dei fermioni di Wilson: l’idea del metodo e` di aggiungere
all’azione un termine che sia irrilevante nel limite a → 0 ma che, per a diverso da zero, rompa
esplicitamente l’invarianza chirale della azione; un termine di questo tipo e` ad esempio un termine
cinetico bosonico. Si ottiene quindi la seguente azione adimensionale per i fermioni di Wilson:
SW = SF − r2
∑
ψ¯n
∑
µˆ
ψn+µˆ + ψn−µˆ − 2ψn
 (2.2.14)
dove r e` una costante positiva. Da questa azione si deduce per la funzione di correlazione a due
punti l’espressione
〈ψ(x)ψ¯(y)〉 = lim
a→0
∫ pi/a
−pi/a
d4k
(2pi)4
M(k)− i∑µ γµk¯µ∑
µ k¯
2
µ +M(k)2
eik(x−y)
k¯µ =
1
a
sin(kµa); M(k) =M +
2r
a
∑
µ
sin2(kµa/2) (2.2.15)
da cui si vede che il termine cinetico bosonico genera una massa effettiva tale che nella regione
in cui lima→0 k¯µ → kµ si ha lima→0M(k) → M , mentre nelle regioni ai bordi della zona di
Brillouin si ha lima→0M(k)→∞, in modo da eliminare il contributo delle eccitazioni non fisi-
che. Nonostante la semplicita` dell’approccio, il metodo dei fermioni di Wilson presenta l’ovvio
inconveniente di distruggere completamente la simmetria chirale e cio`, oltre ad essere partico-
larmente sconveniente nel caso in cui la simmetria chirale sia il principale oggetto di studio, crea
anche problemi di fine-tuning, in quanto si perde il controllo sulla forma dei controtermini del
propagatore fermionico che la simmetria chirale garantiva.
Il metodo dei fermioni “staggered” presenta il vantaggio di conservare parte della simmetria
chirale, tuttavia e` tecnicamente piu` complicato del metodo di Wilson, quindi lo si esporra` nel
caso piu` semplice di una teoria in due dimensioni con fermioni a massa nulla (si seguira` la
trattazione di [78] §5.3-5.5; il caso quadridimensionale e` analizzato in [63] §4.4-4.6). In due
dimensioni le matrici di Dirac si riducono alle matrici di Pauli
γ0 =
(
0 1
1 0
)
= σ1; γ1 =
(
0 −i
i 0
)
= σ2; γ5 =
(
1 0
0 1
)
= σ3 (2.2.16)
inoltre la azione “naive” puo` essere scritta nella forma (a meno di una costante moltiplicativa)
S =
∑
i,µ
ψ¯iγµ[ψi+µˆ − ψi−µˆ]; i = (n0, n1) (2.2.17)
Introducendo i nuovi campi fermionici χi e χ¯i definiti dalle relazioni
ψi = γ
|n0|
0 γ
|n1|
1 χi; ψ¯i = χ¯iγ
|n1|
1 γ
|n0|
0 (2.2.18)
la azione 2.2.17 puo` essere riscritta nella forma
S =
∑
i,µˆ
χ¯i(−1)φ(i,µ)[χi+µˆ − χi−µˆ] (2.2.19)
dove
(−1)φ(i,0) = γ|n1|1 γ|n0|0 γ0γ|n0+1|0 γ|n1|1 = +1 (2.2.20)
(−1)φ(i,1) = γ|n1|1 γ|n0|0 γ1γ|n0|0 γ|n1+1|1 = (−1)|n0| (2.2.21)
2.2. FERMIONI SU RETICOLO 41
Nell’espressione 2.2.19 dell’azione e` scomparsa la dipendenza esplicita dagli indici spinoriali,
rappresentata dalle matrici γµ, quindi, da un punto di vista formale la cui validita` dovra` essere
verificata a posteriori, non si e` piu` forzati a far assumere all’indice spinoriale (sottointeso in
2.2.19) due valori e si puo` considerare il caso in cui χi e χ¯i siano funzioni complesse aventi una
sola componente.
Consideriamo ora un blocco di 2× 2 punti reticolari, che saranno indicati con le notazioni
2 1′
1 2′
(2.2.22)
ed introduciamo su questo blocco un doppietto di fermioni ψa, ψ¯a, ψb, ψ¯b le cui componenti sono
legate a χi e χ¯i dalle seguenti espressioni
ψa =
(
χ1
χ2
)
; ψ¯a = ( χ¯1 χ¯2 ) (2.2.23)
ψb = i
(
χ1′
χ2′
)
; ψ¯b = −i( χ¯1′ χ¯2′ ) (2.2.24)
L’azione 2.2.19 riscritta con le nuove notazioni diventa (con ∇µχi = χi+µˆ − χi−µˆ)
S =
∑
blocchi
{
χ¯1(∇0χ2 +∇1χ2′) + χ¯2(∇0χ1 −∇1χ1′) + (2.2.25)
+χ¯1′(∇0χ2′ −∇1χ2) + χ¯2′(∇0χ1′ −∇1χ1)
}
=
=
∑
blocchi
{
ψ¯a1(∇0ψa2 − i∇1ψb2) + ψ¯a2(∇0ψa1 + i∇1ψb1) + (2.2.26)
+ψ¯b1(∇0ψb2 − i∇1ψa2) + ψ¯2b(∇0ψb1 + i∇1ψa1)
}
Questa azione contiene sia termini che accoppiano variabili di blocchi diversi che termini che
accoppiano variabili all’interno dello stesso blocco; per separare questi due tipi di termini e`
conveniente introdurre le derivate di blocco prime e seconde
∇ˆµfi = 12(fi+3µˆ − fi−µˆ); ∇ˆ
2
µfi = fi+3µˆ + fi−µˆ − 2fi+µˆ (2.2.27)
tramite le quali ∇µ puo` essere riscritta come ∇µ = ∇ˆµ− 12∇ˆ2µ; utilizzando questa espressione in
2.2.26 si separano i termini in cui compare ∇ˆµ (che contengono solo accoppiamenti tra blocchi
diversi) da quelli in cui compare ∇ˆ2µ.
Consideriamo dapprima i termini in cui compare solo ∇ˆµ: tramite la sostituzione di variabile
ψa = (u+ d˜)/
√
2; ψ¯a = (u¯+ ¯˜d)/
√
2; ψb = (u− d˜)/
√
2; ψ¯b = (u¯− ¯˜d)/
√
2 (2.2.28)
questi possono essere scritti nella forma
u¯Du+ ¯˜dD˜d˜ (2.2.29)
dove si e` introdotta la notazione
D = γ0∇ˆ0 + γ1∇ˆ1; D˜ = γ0∇ˆ0 − γ1∇ˆ1 (2.2.30)
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Introducendo ora d e d¯ tramite
d˜ = γ1d;
¯˜
d = d¯γ1 (2.2.31)
si ottiene
¯˜
dD˜d˜ = d¯γ1D˜γ1d = d¯Dd (2.2.32)
quindi la parte di azione che contiene solo derivate prime di blocco descrive, a meno dei
cambiamenti di variabili precedenti, una coppia di fermioni a massa nulla.
Scrivendo le u e d appena introdotte come un doppietto fermionico f su cui agiscono le
matrici
T0 =
(
0 −1
1 0
)
; T1 =
(
0 −i
−i 0
)
(2.2.33)
la azione complessiva puo` essere riscritta nella forma
S =
∑
blocchi
{
f¯Df +
1
2
f¯γ5Tµ∇ˆ2µf
}
(2.2.34)
da cui si vede che il secondo termine e` un termine cinetico bosonico analogo a quello del metodo
di Wilson. Si e` quindi mostrato che il contenuto fisico della azione 2.2.19 e`, al limite continuo,
una coppia di fermioni di massa nulla, le cui componenti sono sparpagliate (“staggered”) su un
blocco di 2× 2 siti.
Vediamo ora che i fermioni “staggered” conservano parte della simmetria chirale: l’azione
2.2.19 e` invariante per una trasformazione U(1)×U(1) globale, infatti, effettuando le trasforma-
zioni χn → Upχn, χ¯n → χ¯nU †d per n pari e χn → Udχn, χ¯n → χ¯nU †p per n dispari, la azione resta
immutata. Sui fermioni ψ questa simmetria diventa ψ1 → Udψ1, ψ2 → Upψ2; su u si ottiene
quindi(
u1
u2
)
→
(
Udu1
Upu2
)
=
1
2
(Ud + Up)
(
u1
u2
)
+
1
2
(Ud − Up)
(
u1
−u2
)
≡ (U+ + U−γ5)u (2.2.35)
Nel caso del fermione d si ottiene analogamente d→ (U+ − U−γ5)d quindi la simmetria iniziale
della azione dei fermioni “staggered” diventa sul doppietto fermionico f la simmetria
f → U+f + U−γ5T3f ; T3 =
(
1 0
0 −1
)
(2.2.36)
Il secondo termine e` un residuo di invarianza chirale e vieta un termine di massa per i fermioni
u e d, eliminando quindi i problemi di fine-tuning dei fermioni di Wilson. Nonostante questo
aspetto vantaggioso i fermioni “staggered” hanno pero` il problema che, in quattro dimensioni,
si ottengono nello spettro della teoria quattro fermioni identici (simmetria di “taste”) analo-
gamente al caso in due dimensioni ora analizzato, in cui si otteneva un doppietto di fermioni.
Per eliminare questa degenerazione esiste un metodo standard: i fermioni compaiono nella azio-
ne della QCD in termini bilineari, che possono essere esplicitamente integrati, ottenedo come
risultato il deteminante dell’operatore di Dirac; per eliminare i gradi di liberta` in eccesso si
sostituisce al determinante la sua radice quarta; i fermioni ottenuti tramite questa procedura
sono detti “rooted staggered fermions”. Recentemente e` stata contestata la validita` di questo
metodo (per i dettegli della discussione si rimanda a [79], [80], [81], [82]) tuttavia quella che, per
il momento, appare essere la conclusione del dibattito e` che i fermioni “rooted staggered” hanno
il corretto limite continuo, pur con alcune perculiarita` per a 6= 0 che portano, ad esempio, alla
non commutativita` del limite chirale con il limite continuo.
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I fermioni alla Wilson e “staggered” sono i fermioni su reticolo “storici”; piu` recentemente
sono stati introdotti i fermioni alla Ginsparg-Wilson, che hanno la caratteristica di possedere
una simmetria globale che nel limite continuo diventa la simmetria chirale ed hanno la corretta
anomalia assiale (vedi [83], [84]); tuttavia i fermioni alla Ginsparg-Wilson sono notevolmente
piu` dispendiosi dei fermioni “storici” dal punto di vista dell’efficienza numerica e quindi il loro
uso e` ancora limitato, motivo per cui non ne saranno analizzate qui le caratteristiche.
2.3 Teoria di gauge pura a T 6= 0
Nelle sezioni precedenti si sono considerate solo teorie di campo a temperatura zero; in questa
sezione si vedra` come la trattazione debba essere modificata nel caso in cui si consideri una
temperatura non nulla.
Analizziamo dapprima il caso della meccanica quantistica a temperatura finita: le quantita`
termodinamiche possono essere scritte tramite le derivate della funzione di partizione, che e` data
nel formalismo canonico dall’espressione
Z(β) = Tr
(
e−βHˆ
)
=
∑
n
e−βEn (2.3.1)
dove, nella seconda uguaglianza, la traccia sullo spazio di Hilbert e` stata effettuata utilizzan-
do una base di autostati della hamiltoniana Hˆ. Se si utilizza invece una base di autostati
dell’operatore posizione si ottiene l’espressione
Z(β) =
∫
dq〈q|e−βHˆ |q〉 (2.3.2)
Si puo` a questo punto procedere analogamente a come si fa per dedurre l’espressione tramite
integrale funzionale dell’operatore di evoluzione temporale: si divide l’intervallo [0, β] in intervalli
di lunghezza  e si introducono tra i vari intervalli delle identita` operatoriali scritte nella forma
1ˆ =
∫
dqn|qn〉〈qn|, arrivando infine a
Z(β) =
∫
[dq(t)]e−Sβ [q] (2.3.3)
dove Sβ[q] e` la azione euclidea, in cui l’integrale temporale e` effettuato sull’intervallo [0, β]; dal
fatto che nell’equazione 2.3.2 lo stato iniziale e finale sono gli stessi segue infine che nell’integrale
funzionale 2.3.3 devono essere considerate solo le configurazioni per cui si ha q(0) = q(β).
Nel caso di una teoria di campo quantistica a temperatura finita si ottiene una espressione
identica alla precedente, in cui si ha
Sβ[φ] =
∫ β
0
dt
∫
d3xL[φ(t, x)] (2.3.4)
dove L e` la densita` di lagrangiana. L’unica differenza significativa consiste nel fatto che, mentre
per i campi bosonici contiua a valere la condizione di periodicita` φ(0, x) = φ(β, x), nel caso
di campi fermionici questa deve essere sostituita dalla condizione di antiperiodicita` ψ(0, x) =
−ψ(β, x), che segue della espressione della traccia in termini di variabili anticommutanti∫
dη∗dηe−η
∗η〈−η|A|η〉 = TrA (2.3.5)
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dove η, η∗ sono variabili di Grassmann e |η〉 = e−ηa† |0〉, con a† operatore di costruzione (per
maggiori dettagli si rimanda ad es. a [63] §18.8 o [85] §5.1). Da questa differenza tra bo-
soni e fermioni segue subito che, in uno sviluppo di Fourier dei campi, a bosoni e fermioni
corrisponderanno frequenze diverse, date rispettivamente da
ωbosn =
2npi
β
; ωfern =
(2n+ 1)pi
β
(2.3.6)
Le frequenze precedenti sono dette frequenze di Matsubara e sara` per il seguito importante notare
che solo i bosoni possono avere frequenza nulla, da cui segue che l’andamento infrarosso di una
teoria (in particolare le sue trasizioni transizioni di fase) sara` determinato fondamentalmente
dalle sue componenti bosoniche.
Per una teoria quantistica definita su un reticolo di passo a e di estensione N3s ×Nt, dove Ns
e Nt indicano il numero di punti reticolari nelle direzioni spaziali e temporali rispettivamente,
dalle relazioni 2.3.3-2.3.4 segue subito che si ha β = aNt. Da questa relazione e dal fatto visto in
precedenza che il passo reticolare dipende dall’accoppiamento di gauge g (vedi eq. 2.1.26) segue
che, al cambiare della costante di accoppiamento, cambiano sia le dimensioni spaziali del reticolo
che la sua temperatura. Poiche` la periodicita` nella direzione temporale ha un significato fisico
proprio, contrariamente alle periodicita` nelle direzioni spaziali che sono comunemente assunte
nelle simulazioni per minimizzare gli effetti dovuti alle dimensioni finite del reticolo, e` necessario,
nelle simulazioni di teorie a temperatura non nulla, limitare la scelta dei reticoli a quelli per cui
sia soddisfatta la relazioneNt  Ns (tipicamente, per limitazioni numeriche, si haNs ≈ 3−5Nt).
Nei primi lavori sulla termodinamica delle teorie di gauge ([12] e [13]), utilizzando la formu-
lazione hamiltoniana delle teorie di gauge su reticolo, si riusc`ı a determinare una corrispondenza
tra il limite di accoppiamento forte di una teoria di gauge U(1) a temperatura T ed il modello
XY tridimensionale con accoppiamento aT/g2; dal fatto che il modello XY in tre dimensioni
ha una transizione del secondo ordine, si deduce che una teoria di gauge U(1) su reticolo, nel
limite di accoppiamento forte, ha una transizione del secondo ordine al variare della temperatura
(transizione che puo` essere identificata con la transizione di deconfinamento). La limitazione
principale di questo risultato e` il fatto che e` valido nel limite di accoppiamento forte, cioe` nel
regime opposto rispetto al continuo, quindi non e` a priori possibile dedurne conseguenze sul
comportamento di una teoria di gauge sul continuo.
Per analizzare come cambiano le caratteristiche di una teoria di gauge pura al cambiare della
temperatura, ed in particolare per determinare l’esistenza di una transizione di deconfinamento,
e` conveniente introdurre la seguente quantita`, detta loop di Polyakov o linea di Wilson:
L(x) = Tr
Nt−1∏
i=0
U(x+ ieˆ4, x+ (i+ 1)eˆ4) (2.3.7)
dove x e` un punto del reticolo avente componente temporale nulla ed eˆ4 e` il versore della direzione
temporale; la quantita` L(x) e` invariante per trasformazioni di gauge4 e puo` essere vista come
un loop di Wilson nella direzione temporale. Ragionando in modo analogo a come si e` fatto
per giungere alla relazione 2.1.13 per il loop di Wilson, si ottiene che, indicando con FQQ¯(r)
l’energia libera di una quark ed un antiquark statici posti a distanza r, si ha la relazione (per
maggiori dettagli vedi [86])
e−βFQQ¯(|x−y|) = 〈L(x)L(y)†〉 (2.3.8)
4Nel caso di temperatura non nulla anche le trasformazioni di gauge devono essere periodiche nella direzione
temporale.
2.3. TEORIA DI GAUGE PURA A T 6= 0 45
Se si suppone valida la proprieta` di cluster per il secondo membro dell’equazione precedente,
usando l’invarianza per traslazioni 〈L(x)〉 = 〈L(y)〉 ≡ 〈L〉, si trova al limite
lim
r→∞ e
−βFQQ¯(r) = |〈L〉|2 (2.3.9)
da cui si vede che 〈L〉 e` un parametro d’ordine per la transizione di deconfinamento: se 〈L〉 = 0
allora limr→∞ FQQ¯(r) = ∞ ed i quark sono confinati, mentre se 〈L〉 6= 0 i quark non sono
confinati.
La transizione in cui 〈L〉 assume un valore non nullo puo` essere associata alla rottura spon-
tanea di una simmetria globale: se si suppone di moltiplicare tutte le componenti del campo
di gauge della forma U(x, x + eˆ4), con x avente parte temporale fissata, per un elemento z del
centro del gruppo di gauge (cioe` un elemento che commuta con tutto il gruppo di gauge), allora
la corrispondente trasformazione del valor medio del loop di Polyakov e` 〈L〉 → z〈L〉, quindi nella
fase in cui questa simmetria e` ralizzata si ha 〈L〉 = 0, mentre nella fase in cui questa simmetria
e` rotta spontaneamente si ha 〈L〉 6= 0.
Dopo aver visto che un parametro d’ordine per la transizione di deconfinamento e` 〈L〉 ed aver
determinato la simmetria rotta spontaneamente alla transizione, si puo` passare alla costruzione
di una teoria efficace per 〈L〉 vicino alla transizione, studiando la quale si potranno dedurre
le caratteristiche universali della transizione di deconfinamento. Questo programma e` stato
realizzato per la prima volta in [15] e [87] ottenendo per le teorie di gauge pure in quattro
dimensioni i seguenti risultati (tratti da [87])
gruppo di gauge ordine classe di universalita`
U(1) secondo
Z(N), N > 4 secondo XY tridim.
SU(N), N ≥ 4 primo o secondo
Z(2), Z(4) primo/secondo
SU(2) primo o secondo
Ising 3d
Z(3) primo
SU(3) primo
dove “primo/secondo” indica la presenza di un punto tricritico mentre “primo o secondo” indica
i casi in cui sono possibili sia una transizione del primo ordine che una transizione continua; in
questi casi l’ordine della transizione e` derminato dalla dinamica specifica del modello e non puo`
essere predetto basandosi unicamente su argomenti di universalita`.
Capitolo 3
La transizione chirale
In questo capitolo si considerera` la transizione chirale in cromodinamica quantistica, trascurando
completamente le complicazioni che deriverebbero dal considerare anche le interazioni elettro-
magnetiche e deboli; nella prima sezione si analizzeranno i risultati che e` possibile ottenere nella
teoria continua con argomenti di universalita`, nella seconda sezione si confronteranno queste
previsioni con gli esiti ottenuti in simulazioni della teoria su reticolo.
3.1 Argomenti di universalita`
Prima di addentrarsi nella analisi della transizione chirale, risultera` conveniente esporre alcu-
ni dettagli circa la struttura del vuoto delle teorie di gauge non abeliane; si considerera` per
semplicita` il caso di teorie senza fermioni, essendo la generalizzazione immediata.1
Per definizione, un istantone e` una soluzione ad energia finita, stabile, delle equazioni clas-
siche del moto di una teoria di gauge euclidea. Per chiarire questa definizione servono alcune
precisazioni: affinche` una soluzione delle equazioni del moto classiche abbia energia finita, si
deve avere Fµν(x) → 0 per |x| → ∞; questa condizione implica che, per x sufficientemente
grande, il potenziale Aµ(x) deve essere nullo a meno di una trasformazione di gauge, cioe`
Aµ(x) ∝ [∂µΩ(x)]Ω(x)† (3.1.1)
dove Ω(x) e` una generica trasformazione di gauge; l’aspetto fondamentale della relazione 3.1.1 e`
che la trasformazione Ω puo` dipendere dalla direzione nµ (n2 = 1) lungo la quale la variabile x
tende all’infinito euclideo. Da cio` segue la possibilita` di classificare le configurazioni classiche ad
energia finita di un campo di gauge non abeliano tramite le classi di omotopia della trasforma-
zione Ω : S3 → G, dove S3 e` una sfera di raggio sufficientemente grande in R4 e G e` il gruppo
di gauge. Queste classi di omotopia possono essere caratterizzate da un numero intero, detto
carica topologica (per maggiori dettagli vedi [88] §23.4-23.5), dato dall’espressione
q =
1
16pi2
∫
d4xTr(FµνF˜µν); F˜µν =
1
2
µναβFαβ (3.1.2)
Tramite la carica topologica si puo` anche ottenere una minorazione dell’azione di una soluzione
1In tutta la discussione seguente si continueranno ad utilizzare le convenzioni euclidee.
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classica delle equazioni del moto:
S =
1
2
∫
d4xTr[FµνFµν ] = (3.1.3)
=
1
4
∫
d4xTr[(Fµν − F˜µν)(Fµν − F˜µν)] + 12
∫
d4xTr[FµνF˜µν ] ≥ 8pi2q
da cui si vede che una soluzione classica delle equazioni del moto avente carica topologica non
nulla e` stabile solo se Fµν = F˜µν (cio` e` vero per q > 0; per q < 0 la disuguaglianza 3.1.3
deve essere modificata e le soluzioni stabili sono quelle per cui Fµν = −F˜µν). Per mostrare
l’esistenza di una soluzione stabile delle equazioni del moto di una teoria di gauge non abeliana
si deve quindi mostrare che per q > 0 le equazioni del moto sono compatibili con la condizione
Fµν = F˜µν ; cio` fu fatto in [89] (vedi anche [36]), in cui si ottenne una soluzione esplicita delle
equazioni del moto avente q = 1 e con la proprieta` Fµν = F˜µν .
Per vedere come le caratteristiche topologiche entrino nella determinazione del vuoto della
teoria e` conveniente procedere utilizzando il formalismo canonico: in questo formalismo non
tutte le componenti del potenziale Aµ sono variabili dinamiche, poiche` ad A0 e` formalmente
associato un momento identicamente nullo. Per ottenere la formulazione hamiltoniana si devono
quindi introdurre i momenti coniugati delle componenti spaziali, Ei, tramite i quali si esprime la
hamiltoniana e si riscrive l’equazione che si ottiene variando l’azione rispetto ad A0, equazione
che assume ora il ruolo di vincolo ed ha la forma
Ga ≡ ∂iEai + g0fabcAbiEci = 0 (3.1.4)
Le equazioni per la funzione d’onda Ψ[Aai (x)] hanno quindi la forma{
H[Eˆai (x), A
a
i (x)]Ψ[A
a
i (x)] = EΨ[Aai (x)]
Gb[Eˆai (x), A
a
i (x)]Ψ[A
a
i (x)] = 0
(3.1.5)
dove Eˆai (x) = −i δδAai (x) . Non e` difficile verificare che l’operatore G
b[Eˆai (x), A
a
i (x)] e` il generatore
delle trasformazioni di gauge Ψ[A] → Ψ[Ag], quindi la seconda delle equazioni 3.1.5 assicura
che la funzione d’onda e` invariante per trasformazioni di gauge infinitesime e quindi anche per
trasformazioni ottenibili tramite una successione di trasformzioni di gauge infinitesime; in questa
classe non rientrano le trasformazioni di gauge topologicamente non banali, che non possono cioe`
essere deformate in modo continuo nella trasformazione identica. D’altra parte la hamiltoniana
e` invariante per trasformazioni di gauge generali, quindi, indicando con Tˆ l’operatore TˆΨ[A] =
Ψ[Ag
′
] con g′ trasformazione di gauge topologicamente non banale, l’operatore Tˆ commuta
con la hamiltoniana; esiste quindi una base comune di autovettori di Tˆ e Hˆ. Poiche` Tˆ e` un
operatore unitario, i suoi autovalori saranno della forma eiθ, con θ ∈ [0, 2pi), quindi una base
comune di Tˆ e Hˆ avra` la forma Ψθ,k[Aai (x)], con HˆΨθ,k[A
a
i (x)] = EkΨθ,k[Aai (x)] e TˆΨθ,k[Aai (x)] =
eiθΨθ,k[Aai (x)]. Poiche` la dinamica di una teoria di gauge e` Tˆ−invariante, lo spazio di Hilbert
fisico non sara` tutto quello generato da {Ψθ,k[Aai (x)]}, ma solo un suo sottospazio con θ fissato; si
ha quindi una regola di superselezione (ottenuta per la prima volta in [90]) ed il valore fisico di θ
e` una nuova costante universale della teoria. Non e` infine difficile vedere che l’effetto complessivo
ottenuto fissando un determinato valore di θ e` equivalente all’aggiunta di un termine della forma
iθg20
16pi2
Tr[FµνF˜µν ] nella densita` di lagrangiana e che gli istantoni possono essere interpretati come
stati di tunnel tra configurazioni topologicamente non equivalenti del campo di gauge (vedi [36]
§5.1-5.2).
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Vediamo infine come la struttura del vuoto delle teorie di gauge influisce sulla anomalia
assiale: la divergenza della corrente assiale di singoletto jµ = ψ¯γµγ5ψ in presenza di Nf fermioni
di massa nulla puo` essere scritta nella forma
∂µjµ = −g
2
0Nf
8pi2
Tr(FµνF˜µν) (3.1.6)
ed il secondo membro, a meno di un fattore moltiplicativo −2Nfg20, coincide con la densita` di
carica topologica. Si e` accennato al fatto che l’effetto di un θ non nullo puo` essere ottenuto inse-
rendo un termine efficace nella lagrangiana; anche per la anomalia assiale si ha una relazione di
questo tipo: la anomalia assiale puo` essere interpretata, nell’ambito dell’integrazione funzionale,
come una non invarianza della misura di integrazione per una trasformazione assiale (vedi ad
es. [36] §12.2 o [88] §22.2); il temine non invariante della misura puo` a sua volta essere riscritto
come un termine efficace nell’azione: alla trasformazione dei campi
δψ = −iαγ5ψ; δψ¯ = −iαψ¯γ5 (3.1.7)
corrisponde nella azione un termine efficace
δS = − iαNfg
2
0
32pi2
∫
d4xTr(FµνF˜µν) (3.1.8)
e quindi la trasformazione assiale 3.1.7 ha lo stesso effetto della sostituzione θ → θ − 2Nfα.
Una generale trasformazione assiale puo` essere scritta come exp[−iαγ5] con α ∈ [0, pi), in quanto
exp[−ipiγ5] = −1 e` una trasformazione U(1) che lascia ivariante la teoria; dal fatto che la
trasformazione exp[−iαγ5] ha lo stesso effetto della sostituzione θ → θ−2Nfα e dalla periodicita`
di θ, segue allora che esistono Nf valori del parametro α, e precisamente α = pin/Nf , per i
quali la trasformazione exp[−iαγ5] e` una simmetria della teoria nonostante la anomalia assiale.
Considerando anche la dipendenza del vuoto dal parametro θ si vede quindi che la simmetria
classica UA(1) non e` completamente eliminata dalla anomalia, ma ridotta ad una simmetria
Z(Nf ).
Terminata questa premessa di carattere generale, passiamo ora alla analisi della transizione
chirale in cromodinamica quantistica. La cromodinamica e` una teoria di gauge con gruppo di
gauge SU(3) e sei fermioni nella rappresentazione fondamentale; la sua scala caratteristca e`
ΛR ≈ 200 MeV e, per quanto riguarda le masse dei fermioni, si ha mu,md  ΛR, ms ≈ ΛR e
mc,mb,mt  ΛR. E` ragionevole supporre che la transizione dal regime di bassa energia (non
perturbativo) al regime di alta energia (perturbativo) avvenga ad una energia dell’ordine della
scala caratteristica ΛR e quindi, nella analisi della transizione, si possono trascurare gli effetti
derivanti dalla presenza dei quark pesanti c, b, t.
Per costruire una teoria efficace valida alla transizione serve prima di tutto identificare le
simmetrie fondamentali della cromodinamica; consideriamo dapprima il caso di una teoria con
quark a massa nulla: in questo caso il gruppo di simmetria della teoria classica e`
Gc = SUV (Nf )× SUA(Nf )× U(1)× UA(1) (3.1.9)
mentre nella teoria quantistica, per effetto della anomalia, il gruppo di simmetria e` ridotto a
Gq = SUV (Nf )× SUA(Nf )× U(1)× ZA(Nf ) (3.1.10)
Nel caso in cui i fermioni hanno masse non nulle ma uguali le simmetrie classiche SUA(Nf ) e
UA(1) sono solo simmetrie approssimate della teoria, in quanto il termine di massa non e` inva-
riante sotto la loro azione; nel caso in cui le masse dei fermioni sono diverse anche la simmetria
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SUV (Nf ) risulta vera solo approssimativamente. Nonostante nel caso fisicamente rilevante di
tre fermioni con masse diverse solo la componente U(1) di Gq sia una simmetria esatta (corri-
spondente alla conservazione del numero barionico), sperimentalmente si ha evidenza del fatto
che la simmetria SUA(Nf ) e` non solo rotta esplicitamente dai termini di massa, ma anche rotta
spontaneamente (vedi ad es. [88] §19.4, 19.5 o [91]) mentre la simmetria SUV (Nf ) e` violata dai
soli termini di massa (nel caso di fermioni di massa uguale si puo` anche mostrare che SUV (Nf )
non puo` essere rotta spontaneamente, vedi [36] §14.1). Nel caso della cromodinamica a tempe-
ratura diversa da zero si puo` inoltre mostrare che, nel limite di alta temperatura, la simmetria
SUA(Nf ) non puo` essere rotta spontaneamente (vedi [92]) e che per grandi temperature si ha
una parziale restaurazione della simmetria UA(1) (vedi [16]).
Analizziamo ora le conseguenze che si possono trarre dall’ipotesi che, a temperatura zero,
in una teoria di gauge con fermioni a massa nulla la simmetria SUA(Nf ) sia rotta spontanea-
mente; poiche` si e` detto che ad alta temperatura la simmetria SUA(Nf ) non puo` essere rotta
spontaneamente, deve esistere una transizione tra una fase in cui la simmetria e` realizzata ed
una in cui e` rotta spontanteamente. Una osservabile tramite la quale si puo` analizzare questa
transizione e` la matrice Nf ×Nf definita da
Φij = 〈ψ¯i(1 + γ5)ψj〉 (3.1.11)
dove ψi e` il campo dell’i−esimo fermione ed il secondo membro di 3.1.11 e` in uno stato di
singoletto di colore; la matrice Φ trasforma sotto l’azione di Gc come
Φ→ e−2iαU+ΦU− (3.1.12)
dove U± sono due matrici indipendenti di SU(Nf ) ed α e` il parametro della trasformazione
UA(1) (vedi 3.1.7). La piu` generale lagrangiana effettiva per Φ avente gruppo di simmetria Gc
e` della forma
Lφ =
1
2
Tr[(∂µΦ†)(∂µΦ)] +
1
2
m2ΦTr(Φ
†Φ) + g1[Tr(Φ†Φ)]2 + g2Tr(Φ†Φ)2 (3.1.13)
mentre, nel caso in cui si consideri il gruppo di simmetria Gq, all’azione precedente si deve anche
aggiungere il termine
c(detΦ + detΦ†) (3.1.14)
La lagrangiana precedente e` una lagrangiana definita nello spazio quadridimensionale; tuttavia
il comportamento critico a temperatura diversa da zero e` determinato dalla sola componente
di Matsubara di Φ avente frequenza nulla e quindi da una teoria efficace tridimensionale. La
lagrangiana di questa teoria efficace puo` essere ottenuta tramite uno sviluppo perturvativo in
β ed all’ordine piu` basso (sufficiente per determinare la classe di universalita` della transizione)
coincide con la lagrangiana iniziale, solo considrata in tre dimensioni (per maggiori dettagli vedi
[93]). Per ottenere le caratteristiche universali della transizione chirale in una teoria di gauge con
Nf fermioni a massa nulla, si deve quindi determiare la classe di universalita` della transizione
di fase di una teoria tridimensionale avente come lagrangiana 3.1.13-3.1.14.
Per procedere oltre e` necessario distinguere due casi:
1. la transizione di fase avviene ad una temperatura sufficientemente alta da fare in modo
che la simmetria UA(1) sia restaurata
2. la simmetria UA(1) e` ridotta a ZA(Nf ) dalla anomalia
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Nel primo caso si deve considerare la lagrangiana 3.1.13, nel secondo caso si deve anche ag-
giungere il termine 3.1.14. Nel caso (1) al variare di Nf si hanno le seguenti possibilita` (vedi
[16])
Nf = 1 secondo ordine della classe di universalita` O(2)
Nf > 1 primo ordine2
Nel caso (2) si distinguono le seguenti circostanze (vedi [16])
Nf = 1 nessuna transizione
Nf = 2 secondo ordine della classe di universalita` O(4)
Nf ≥ 3 primo ordine
Questi risultati sono stati ottenuti tramite considerazioni di universalita` e non tengono quindi
conto della possibilita` che si abbia una transizione del primo ordine, cui il concetto di universalita`
non e` applicabile. In tutti i casi in cui e` prevista una transizione del secondo ordine (o nessuna
transizione) si deve quindi considerare anche la possibilita` che le transizioni siano in realta` del
primo ordine. Nel caso in cui si considerino fermioni a massa non nulla si deve includere nella
lagrangiana anche un termine della forma
Tr[H(Φ + Φ†)] (3.1.15)
Questo termine ha la forma di un accoppiamento ad un campo esterno e quindi elimina le
eventuali transizioni del secondo ordine presenti nel caso di fermioni a massa nulla, riducendole
ad una rapida, ma analitica, variazione dell’energia libera. Le transizioni del primo ordine
sono invece stabili rispetto alla presenza di un campo esterno di piccola intensita`, quindi le
transizioni del primo ordine presenti nel caso di fermioni a massa nulla perdureranno anche nel
caso di fermioni massivi con massa sufficientemente piccola.
Consideriamo il caso Nf = 3 (si seguira` la analisi di [95]): la matrice Φ puo` essere scritta
nella forma (vedi ad es. [91] §12a)
Φ =
8∑
a=0
(σa + ipia)λa (3.1.16)
dove λ1, . . . , λ8 sono le matrici di Gell-Mann, λ0 ∝ I, σa sono le componenti di un nonetto scalare
e pia le componenti di un nonetto pseudoscalare; la rottura spontanea di SUA(3) si manifesta
tramite un valore di aspettazione non nullo per σ0, 〈σ0〉 = Σ0 6= 0, e per assegnare masse uguali
ai tre quark si deve porre in 3.1.15 H = h0λ0, che corrisponde a mu = md = ms ∝ h0. La
lagrangiana 3.1.13-3.1.14, con l’aggiunta del termine di massa 3.1.15, si riduce quindi, nel caso
di campi statici, ad un potenziale efficace per il valore di aspettazione Σ0 della forma
Veff(Σ0) = −h0Σ0 + 12µ
2Σ20 −
C
3
Σ30 +
G1
4
Σ40 (3.1.17)
Ad un potenziale efficace di questo tipo corrisponde un diagramma di fase analogo a quello
della transizione liquido/vapore: per h0 = 0 si ha una transizione del primo ordine a causa del
2Nel caso Nf = 2 calcoli perturbativi piu` accurati di quelli condotti in [16] prevedono l’esistenza di un punto
fisso stabile infrarosso e quindi di una transizione del secondo ordine, vedi [94].
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termine cubico; all’aumentare di h0 le discontinuita` presenti alla transizione diventano sempre
piu` piccole, finche`, per h0 = hcrit0 , si ha una transizione del secondo ordine; per h0 > h
crit
0 non si
ha piu` transizione di fase. Il punto critico si ottiene in corrispondenza ai valori hcrit0 = C
3/(27G21),
µ2crit = C
2/(3G1), per i quali si ha Veff(Σ0) = G1(Σ0−Σcrit0 )4/4, con Σcrit0 = C/(2G1); espandendo
la lagrangiana 3.1.13-3.1.14 intorno ai valori critici si vede che solo la componente σ0 ha massa
nulla alla transizione, da cui segue che il punto critico e` nella stessa classe di universalita` del
modello di Ising tridimensionale.
Nel caso appena analizzato si sono esaminati i cambiamenti che si ottengono all’aumentare
delle masse dei tre quark partendo da massa nulla; una analisi analoga puo` essere effettuata
supponendo di diminuire le masse dei quark partendo da valori infiniti: per masse infinite i
quark disaccoppiano dal campo di gauge ed il comportamento critico e` quello della transizione
di deconfinamento analizzata nella sezione precedente, quindi si ha una transizione del primo
ordine dovuta alla rottura spontanea della simmetria Z3. Al diminuire delle masse dei quark
l’effetto dei fermioni diventa sempre piu` marcato ed un termine della forma 3.1.15 ha l’effetto di
un campo esterno di intensita` ≈ 1/H, quindi appare ragionevole supporre che il comportamento
critico che si ottiene sia lo stesso di quello di un modello di Potts tridimensionale a tre stati
(simmetria Z3) in un campo esterno di intensita` 1/H (modello analizzato in [96]). Da cio` segue
che per masse dei fermioni sufficientemente grandi si ha una transizione del primo ordine, che
diventa sempre piu` debole al diminuire delle masse dei fermioni sino a diventare, per un valore
critico delle masse, una transizione del secondo ordine della classe di universalita` del modello di
Ising tridimensionale; per quark ancora piu` leggeri non si ha transizione di fase.
I due regimi di masse piccole e masse grandi sono stati analizzati separatamente, tuttavia,
da un punto di vista di principio, c’e` la possibilita` che, partendo da quark a massa nulla ed
aumentando le masse, prima di arrivare al valore critico per il quale si ha una transizione del
secondo ordine, si sconfini nella regione in cui il comportamento critico e` determinato dalla sim-
metria Z3 e quindi, aumentando ulteriormente le masse, la transizione resti del primo ordine.
Ovviamente questo e` un punto che non puo` essere esaminato usando solo argomenti di univer-
salita`, in quanto dipende dalla dinamica specifica del modello e puo` quindi essere chiarito solo
tramite simulazioni.
Se si suppone che la trasizione chirale sia del secondo ordine quando sono presenti due
fermioni a massa nulla, presenta caratteristiche peculiari il caso in cui siano presenti due quark a
massa nulla ed un quark con massa diversa da zero, che chiameremo, in analogia con il caso fisico,
quark s. Quando ms e` sufficientemente piccola, il modello e` analogo al caso in cui sono presenti
tre fermioni leggeri e si ha una transizione del primo ordine; d’altro canto, introducendo un quark
s di massa non nulla, non si modifica il numero di campi la cui massa si annulla alla transizione,
quindi il comportamento critico della teoria e` quello di un modello con due fermioni a massa nulla
e costanti di accoppiamento rinormalizzate dalla presenza del terzo quark. All’aumentare di ms
si deve dunque avere un passaggio da una transizione del primo ordine (per ms piccola) ad una
transizione del secondo ordine della classe di universalita` O(4) (per ms grandi o, eventualmente,
ms = ∞). Il modo piu` semplice in cui una rinormalizzazione dei parametri puo` produrre una
transizione del primo ordine e` cambiando segno all’accoppiamento del quarto ordine, rendendo
quindi necessaria l’introduzione di un termine del sesto ordine per garantire la stabilita` dello
stato fondamentale. Si deve cioe` considerare una espressione per la densita` di energia libera
della forma
F =
1
2
(∇φ)2 + 1
2
µ2φ2 +
1
4
λ(φ2)2 +
1
6
k(φ2)3 (3.1.18)
dove φ ∈ R4 e k > 0. Per λ < 0, la precedente energia libera descrive un sistema avente una
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transizione del primo ordine, mentre, per λ > 0, si ha una transizione del secondo ordine della
classe di universalita` O(4); il punto λ = 0 a cui si ha il cambiamento di comportamento critico
viene detto punto tricritico ed e` stato introdotto in questo ambito nel lavoro [97]. Ad un punto
tricritico possono introdursi indici critici in modo identico a come si fa` per i punti critici, inoltre
il comportamento critico di una teoria tridimensionale avente densita` di energia libera 3.1.18 e`
dato, a meno di correzioni logaritmiche, dagli indici tricritici di campo medio, che sono (vedi ad
es. [23] §150)
α =
1
2
; β =
1
4
; γ = 1; δ = 5; ν =
1
2
; η = 0 (3.1.19)
e l’esponente δ si calcola introducendo un termine di campo esterno, che corrisponde ad un
termine di massa per i due fermioni leggeri; infine l’esponente di crossover t∗ ∝ λ1/φst ha il
valore φst = 1/2 ([98]). Introduciamo ora una piccola massa mu per i quark leggeri: per ms
piccola si ha ancora una transizione del primo ordine, mentre per ms grande non si ha piu` alcuna
transizione, in quanto la massamu agisce come un campo esterno, eliminando la transizione O(4)
del caso mu = 0, quindi, al variare di ms, non si ha piu` un punto tricritico ma un punto critico,
che, se si suppone contiuita` con in caso Nf = 3, deve essere della classe di universalita` del
modello di Ising tridimensionale. Anche mu e` una variabile rilevante per il punto tricritico e
gli autovalori rilevanti del gruppo di rinormalizzazione sono yt = 2, ys = 1, yu = 5/2 (vedi [99]
§V.C), da cui si deduce, in particolare, l’esponente di crossover φsu = ys/yu = 2/5 e dunque,
vicino al punto tricritico, si ha la relazione
mcu ∝ λ1/φsu ∝ (mts −ms)5/2 (3.1.20)
dove mcu e` il valore di mu al quale, quando ms e` minore del valore tricriticolo m
t
s, si ha la
trasizione del secondo ordine della classe di universalita` del modello di Ising tridimensionale.
Nel caso in cui la transizionone per due fermioni di massa nulla sia del secondo ordine, gli
argomenti di universalita` analizzati portano quindi a supporre un diagramma di fase della forma
seguente
0 mu ∞
ms
0
∞
mts
O(4)
Z2
Z2
primo
ordine
primo
ordine
Se la transizione nel caso di due quark a massa nulla fosse del primo ordine, il diagramma di
fase potrebbe risultare modificato in diversi aspetti: si dovrebbe prima di tutto stabilire se le
due zone in cui avverrebbero transizioni del primo ordine, cioe` mu = ms = 0 e mu = 0,ms =∞,
siano separate tra loro o connesse. Nel secondo caso la linea di transizioni O(4) ed il punto
tricritico non esisterebbero, mentre esisterebbe una linea di transizioni Z2 che connette i lati
mu = 0 e mu = ∞ del diagramma di fase; nel primo caso, invece, si dovrebbe introdurre una
nuova linea di transizioni del secondo ordine, la cui classe di universalita` appare ragionevole
supporre potrebbe essere quella del modello di Ising tridimensionale, in analogia con il caso
Nf = 3.
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Il diagramma di fase precedente puo` essere osservato in simulazioni su reticolo, in cui e`
possibile cambiare le masse dei quark, mentre non e` ovviamente osservabile in modo diretto in
un esperimento, in cui le masse hanno valori fissati; tuttavia alcune caratteristiche di questo
diagramma hanno delle conseguenze fisiche dirette nel caso in cui si consideri un sistema avente
una densita` finita, caso che puo` essere analizzato a livello teorico introducendo un potenziale
chimico µ 6= 0 per i quark. Ad esempio, se la transizione chirale nel caso di due quark a massa
nulla fosse del secondo ordine, al variare del potenziale chimico µ si dovrebbe avere un punto
tricritico, mentre nel caso di due quark massivi, in cui a µ = 0 non si ha transizione, si avrebbe
un punto critico per µ 6= 0 (vedi ad es. [78], [100]). Nel seguito si considerera` esclusivamente
il caso di densita` nulla, in quanto le simulazioni numeriche del caso µ 6= 0 presentano, come si
vedra` tra breve, notevoli problemi.
3.2 Risultati su reticolo
In questa sezione si analizzeranno i riscontri che le previsioni della sezione precedente hanno
ottenuto in simulazioni numeriche su reticolo.
Dal punto di vista numerico, il caso piu` semplice da analizzare e` quello della teoria di
gauge pura3, che e` stato quindi storicamente affrontato per primo; una analisi completa della
transizione di una teoria di gauge pura avente gruppo di gauge SU(3) e` stata effettuata in
[101]. In questo lavoro sono state eseguite simulazioni su reticoli aventi lati Nt = 4 e Ns =
8, 12, 16, 24, 28, 36, con costante di accoppiamento βs ≈ 5.69, ottenendo per le time-history del
modulo del loop di Polyakov, indicato con |Ω|, i risultati rappresentati nella seguente immagine
3In questa sezione si considerera` esclusivamente il caso di una teoria di gauge SU(3).
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Come si vede dalla parte destra della figura precedente, all’aumentare delle dimensioni reticolari
si distinguono sempre piu` nettamente due picchi nella distribuzione di probabilita` del modulo
del loop di Polyakow |Ω|, uno a |Ω| ≈ 0, corrispondente alla fase confinata, ed uno a |Ω| 6= 0,
corrispondente alla fase deconfinata; questo tipo di andamento e` tipico di una transizione del
primo ordine, in cui si ha la coesistenza di due fasi distinte. Dalla figura precedente si puo` inoltre
vedere come, all’aumentare delle dimensioni reticolari, aumenti il tempo che il sistema trascorre
in una delle due fasi; anche questa e` una caratteristica delle transizioni del primo ordine, in cui
il passaggio da una fase all’altra avviene per effetto tunnel ed e` quindi soppresso da un termine
esponenziale nel volume; anche questa dipendenza esponenziale del tempo di permanenza risulta
ben soddisfatta, come si vede dalla seguente immagine (tratta da [101])
dove la curva continua e` data dall’equazione
tp = 2.21× exp(1.82V/243)103 sweep (3.2.1)
Due picchi analoghi a quelli riscontrati per |Ω| possono essere osservati anche nelle distribuzioni
di probabilita` del valore della plaquette, rappresentate nella figura seguente
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da cui si deduce che lo stato confinato e quello deconfinato hanno densita` di energia diverse.
Poiche` su reticoli di dimensioni finite la media del loop di Polyakov Ω e` sempre nulla, e` con-
veniente analizzare la proiezione del loop di Polyakov sul piu` vicino asse Z(3), ovvero la parte
reale di Ω, e−i2pi/3Ω o e+i2pi/3Ω, secondo che la fase di Ω risulti negli intervalli (−pi/3, pi/3),
(pi/3, pi) o (−pi,−pi/3) rispettivamente; questa nuova variabile viene comunemente indicata con
ReΩ. L’andamento di 〈ReΩ〉 e di χΩ/V = 〈(ReΩ)2〉−〈ReΩ〉2 al variare di temperatura e volume
spaziale del reticolo puo` essere osservato nella parte sinistra della seguente immagine (Fig. 4 di
[101])
Dalla parte destra dell’immagine precedente (Fig. 5 di [101]) si vede che il massimo della
suscettivita` χΩ,max scala proporzionalmente al volume, χΩ,max ∝ V ρ con ρ = 1.007(46), e che
la larghezza a meta` altezza della suscettivita`, δβΩ,1/2, scala proporzionalmente all’inverso del
volume, χΩ,max ∝ V −σ con σ = 0.984(39), quindi l’esponente di rounding vale θ = 3; entrambe
queste caratteristiche sono tipiche delle transizioni del primo ordine. Infine, nella figura seguente,
e` riportato il cumulante di Binder della plaquette media
da cui si vede che il valore minimo del cumulante scala come l’inverso del volume e che il suo
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valore al limite termodinamico e` minore di 2/3, cosa che, come visto nel capitolo 1, implica
l’esistenza di un calore latente e quindi di una transizione del primo ordine.
Passiamo ora ad analizzare i risultati per il caso di una teoria con un unico fermione: in
questo caso ci si aspetta, secondo quanto visto nella sezione precedente, una transizione del primo
ordine nel caso di un fermione avente una massa grande e nessuna transizione nel caso di una
piccola massa. Il caso di massa grande e` analizzato in [102] ed i risultati della sezione precedente
appaiono sostanzialmente confermati; il caso di un singolo fermione con massa piccola non appare
invece essere mai stato analizzato in dettaglio tramite simulazioni su reticolo, probabilmente per
il fatto che le previsioni teoriche “standard” sostengono l’assenza di una transizione di fase; una
analisi di questo caso potrebbe dare informazioni sulla restaurazione efficace della simmetria
UA(1) ad alta temperatura, in quanto le previsioni teoriche sull’ordine della transizione sono
diverse a seconda che si considerino i gruppi di simmetria Gc o Gq (vedi 3.1.9, 3.1.9); non
appare tuttavia chiaro quanto queste informazioni sarebbero esportabili al caso di un diverso
numero di quark. Nel lavoro [102], il caso di un fermione di grande massa viene analizzato
utilizzando fermioni alla Wilson, la cui azione viene scritta in termini del parametro di hopping
κ, che, nel caso di grandi masse (bare), vale circa κ ≈ 1/m20 (per maggiori dettagli vedi ad
es. [63] §12); vengono effettuate simulazioni per κ = 0, 0.05, 0.10, 0.12, 0.14 utilizzando reticoli
di dimensioni Nt = 4, Ns = 8, 12, 16, ottenendo indicazioni della presenza di una transizione
del primo ordine per κ = 0 (caso di gauge puro, analizzato per conferma) e κ = 0.05, di una
transizione del secondo ordine per κ ≈ 0.10 e dell’assenza di transizione per κ = 0.12, 0.14.
Si arriva a queste conclusioni analizzando gli istogrammi del modulo del loop di Polyakow e
l’andamento del parametro di deconfinamento al variare di βs:
Nella parte sinistra della figura precedente (Fig. 5 di [102]) sono riportati gli istogrammi di
|Ω| per κ = 0.10, βs ≈ 5.670 e si distinguono nettamente due picchi, che pero´ si avvicinano
sempre piu` al crescere del volume reticolare; questo comportamento e` indicativo di un punto
critico, per il quale a volume finito si ha coesistenza delle fasi ma, nel limite termodinamico,
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questa coesistenza scompare. Nei casi κ = 0 e κ = 0.05, le cui immagini non sono riportate
nell’articolo originale, si distingono sempre i due picchi, ma questi non si avvicinano al crescere
del volume, fatto indicativo della coesistenza di due fasi al limite termodinamico e quindi di una
transizione del primo ordine. Per κ > 0.10 non e´ piu´ distinguibile una struttura a doppio picco
negli istogrammi di |Ω| e quindi non si ha piu´ transizione di fase.
Il rapporto di deconfinamento viene definito in [102] tramite l’espressione ρ = 32p− 12 , dove
p e´ la probabilita´ per il loop di Polyakov Ω di essere a meno di 20o di distanza da uno degli
assi Z(3); nel caso in cui la simmetria Z(3) sia soddisfatta si ha quindi ρ = 0, mentre nel caso
in cui la simmetria sia rotta lungo uno degli assi Z(3) si ha ρ = 1. Il lato destro della figura
precedente (Fig. 6 di [102]) mostra l’andamento di ρ al variare di βs per κ = 0, 0.05, 0.10, 0.12
(nel caso κ = 0.14, non riportato nell’articolo, si ha p ≈ 1 per tutti i valori di βs). I casi
κ = 0 e κ = 0.05 sono qualitativamente diversi dagli altri due, in quanto esiste un punto di
intersezione (approssimativamente) comune per le curve corrispondenti a diversi volumi e la
pendenza massima delle curve aumenta all’aumentare del volume reticolare, indicazioni queste
di una transizione del primo ordine.
Come ulteriore conferma della presenza di una transizione del primo ordine per κ = 0, 0.05
e della sua assenza per κ piu´ grandi, viene infine analizzata la suscettivita´ del loop di Polyakov
per unita´ di volume, χL/V , ottenendo i risultati illustrati nella seguente immagine:
Mentre nei casi κ = 0, 0.05 valore massimo resta all’incirca invariato, negli altri casi diminuisce
all’aumentare del volume, consistentemente con i risultati precedenti.
Per determinare la classe di universalita` della linea di punti critici che separa la zona in cui
avvengono transizioni del primo ordine da quella in cui non si ha piu` transizione, nell’articolo
[102] vengono effettuate simulazioni utilizzando un modello efficace: la parte fermionica della
azione originale puo` essere integrata esplicitamente, ottenendo quindi una funzione di partizione
della forma
∫
dU det(1− κM)e−Sg [U ], dove Sg[U ] e` la azione di gauge; questa azione puo` essere
riscritta utilizzando l’identita`
det(1− κM) = exp
[
−
∞∑
n=1
κn
n
Tr(Mn)
]
(3.2.2)
che si ottiene dalla relazione log det(1−κM) = Tr log(1−κM) sviluppando in serie il logaritmo.
Par la costruzione di una azione efficace, dell esponenziale a secondo membro di 3.2.2 risultano
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importanti solo i termini che rompono esplicitamente la simmetria Z(3) della azione di gauge,
cioe` quelli per i quali il loop TrMn comprende un ciclo completo nella direzione temporale. Tra
questi ultimi c’e` in particolare il loop di Polyakov L(x), quindi si considerera` una azione efficace
della forma
Seff = Sg(U)− h(κ)
∑
x spaziali
ReTrL(x) (3.2.3)
dove h(κ) e` un accoppiamento effettivo che tiene conto degli altri termini di 3.2.2 che non com-
paiono esplicitamente nella azione efficace. La forma di h(κ) puo` essere determinata sia pertur-
bativamente che confrontando i risultati di simulazioni effettuate utilizzando l’azione completa
e la azione efficace, ottenendo il risultato riportato nell’immagine seguente
Utilizzando la azione efficace Seff e` stata quindi determinata la forma della distribuzione di
probabilita` P (βs, h); poiche` pero` la azione efficace non ha piu` alcuna simmetria globale, non
e` possibile identificare i parametri βs e h con le variabili di scala termica e magnetica, nep-
pure vicino alla transizione, in quanto si avra` in generale field-mixing. Per poter analizzare
la distribuzione P (βs, h) utilizzando tecniche di finite-size scaling e` quindi necessario dapprima
esprimerla in funzione dei due campi di scala E ed M , cosa che puo` essere effettuata, vicino
al punto critico, scrivendo E ed M come una trasformazione lineare di βs e h, determinata in
modo tale da diagonalizzare la correlazione 〈∆M∆E〉; a fissato valore di h, si puo` in questo
modo determinare il valore pseudocritico di βs, definito come il punto in cui il momento terzo
della variabile magnetica si annulla. Cos`ı facendo si parametrizzano, al variare di h, i punti in
cui avviene una “transizione”; si e` visto in precedenza che questa transizione e` del primo ordine
solo per valori di h sufficientemente piccoli e si vuole quindi determinare il valore critico hc per
cui la transizione diventa continua, cercando inoltre di determinare la classe di universalita` di
questa transizione del secondo ordine. Per fare cio` si puo` calcolare il cumulante del quarto ordine
della variabile magnetica lungo la linea delle transizioni, infatti, come si e` visto nel capitolo 1,
il punto critico si manifestera` come un punto di intersezione comune dei cumulanti calcolati su
reticoli di volumi differenti ed il valore del cumulante alla transizione sara` indicativo della classe
di universalita` del punto critico. Nel lavoro [102] una analisi di questo tipo e` stata effettuata
utilizzando reticoli di dimensioni Nt = 2, Ns = 8, 12, 16 e Nt = 4, Ns = 12, 16, 24; nel caso del
reticolo avente estensione temporale Nt = 2 non sono state osservate deviazioni rilevanti dalle
leggi di scala (in quanto i cumulanti calcolati su reticoli di dimensioni diverse si intersecano
effettivamente in un unico punto) ed il valore comune di 〈M4〉/〈M2〉2 al punto di intersezione
e` 1.67(5), assai vicino al valore corrispondente alla classe di universalita` del modello di Ising
tridimensionale, che e` 1.604(1). Nel reticolo di estensione temporale Nt = 4 sono invece state
osservate, come si puo` vedere dalla figura successiva, notevoli deviazioni dalle leggi di scala, che
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non permettono di avere indicazioni precise sul valore critico del cumulante e quindi sulla classe
di universalita` della transizione.
Consideriamo ora i risultati ottenuti nel caso Nf = 2, cioe` quando sono presenti due fermioni
di massa uguale: le considerazioni di universalita` analizzate nella sezione precedente predicono
per il caso di due fermioni a massa nulla una transizione del primo ordine o una transizione
del secondo ordine della classe di universalita` O(4). Quale di questi due casi sia effettivamente
realizzato non e` ancora stato chiarito in modo completamente convincente, infatti le due pub-
blicazioni piu` recenti in cui si e` analizzato questo caso, [103] e [104], hanno ottenuto risultati
favorevoli ad un primo ordine e ad un secondo ordine rispettivamente. Prima di passare alla
analisi dei due lavori citati, e` necessaria una breve premessa: le considerazioni di universalita`
della sezione precedente predicono una transizione della classe di universalita` O(4) per la teoria
continua, per la quale si ha una simmetria SUV (2) × SUA(2) ≈ O(4); se pero` si considerano
teorie su reticolo al limite termodinamico, ma non al limite continuo, con fermioni staggered
(usati sia in [103] che in [104]) si ha solo una simmetria U(1) ≈ O(2).
Nel lavoro [103] sono utilizzati metodi standard di finite size-scaling: se si considera una
teoria con due quark di massa identica mq e si suppone che al punto T = Tc, mq = 0 si abbia
una transizione del secondo ordine, allora per la parte singolare dell’energia libera (ridotta) vale
la relazione di finite-size scaling (vedi 1.4.7)
fs(T,mq, Ls) = L−ds Ψ(tL
1/ν
s , amqL
yh
s ) (3.2.4)
dove t = 1 − T/Tc e Ls e` l’estensione spaziale del reticolo (per quanto rigurda l’estensione
temporale si ha sempre Lt = 4). Poiche` i valori degli esponenti magnetici yh per transizioni
O(2) ed O(4) risultano essere, nei limiti degli errori, uguali (vedi ad es. [39]), un primo metodo
per verificare la relazione 3.2.4 consiste nell’effettuare simulazioni variando i valori di mq e di
Ls mantentndo costante amqL
yh
s : in questo modo si dovrebbero osservare per il calore specifico
e la sucettivita` chirale leggi di scala della forma
C(t, Ls)− C0 = Lα/νs ΦC(tL1/νs ); χ(t, Ls) = Lγ/νs Φχ(tL1/νs ) (3.2.5)
Vengono quindi effettuate due simulazioni (indicate nelle figure seguenti con Run 1 e Run 2)
con amqL
yh
s = 74.7 e amqL
yh
s = 149.4, dove yh = 2.49, utilizzando reticoli di estensione spaziale
Ls = 12, 16, 20, 32; i risultati ottenuti sono riportati nelle due immagini seguenti (Fig. 5 e Fig.
6 di [103])
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Un’altro metodo per verificare uno scaling della forma 3.2.4 si ottiene riscrivendo questa relazione
sostituendo alla variabile tL1/νs la variabile
tL
1/ν
s
(amqL
yh
s )1/(νyh)
= t(amq)−1/(νyh) (3.2.6)
ottenendo quindi le relazioni di scala per il calore specifico e la suscettivita`
C(t,mq, Ls)− C0 = Lα/νs φ˜C(t(amq)−1/(νyh), amqLyhs ) (3.2.7)
χ(t,mq, Ls) = Lγ/νs φ˜χ(t(amq)
−1/(νyh), amqLyhs )
Al limite termodinamico le dipendenze esplicite delle espressioni precedenti da Ls devono can-
cellarsi e si hanno quindi le relazioni
C(t,mq)− C0 = (amq)−α/(νyh)φC(t(amq)−1/(νyh)) (3.2.8)
χ(t,mq) = (amq)−γ/(νyh)φχ(t(amq)−1/(νyh))
Alternativamente si puo` anche mantenere tL1/νs costante ed imporre che la dipendenza da Ls
scompaia nelle relazioni di scala per il calore specifico e la suscettivita` dedotte dalla relazione
generale 3.2.4, ottenendo quindi
CV (tL1/νs ,mq)− C0 = (amq)−α/(νyh)ΦC(tL1/νs ) (3.2.9)
χ(t, L1/νs ,mq) = (amq)
−γ/(νyh)Φχ(tL1/νs )
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Nelle due immagini precedenti (Fig. 8 e Fig. 9 di [103]) si vede il risultato della ricerca di uno
scaling della forma 3.2.8 e 3.2.9 nei risultati delle simulazioni, utilizzando dapprima gli esponenti
critici di una transizione O(4) eppoi di una transizione del primo ordine.
Una ultima analisi che puo` essere effettuata e` la verifica della cos`ıddetta equazione di stato
magnetica4
〈ψ¯ψ〉 = m1/δq f(tm−1/(νyh)q ) (3.2.10)
In questa forma l’equazione di stato magnetica non e` soddisfatta ne` usando gli indici critici
di una transizione O(4) ne` utilizzando quelli di una transizione del primo ordine; poiche` pero`
〈ψ¯ψ〉 risulta non nullo anche per grandi temperature, a causa della dimensione limitata del
reticolo, e` necessario introdurre un valore sottratto del condensato chirale, ad esempio tramite
〈ψ¯ψ〉s = 〈ψ¯ψ〉 − 〈ψ¯ψ〉T=∞. Utilizzando il valore sottratto del condensato chirale si ottengono i
risultati riportati nelle seguenti immagini
Nelle analisi precedentemente riportate si era usato il valore non sottratto del condensato chirale,
tuttavia ripetendo le analisi con il valore sottratto si verifica che non si ottengono differenze
particolarmente significative nei risultati, come si puo` vedere ad esempio nell’immagine seguente
Nel complesso le analisi condotte nel lavoro [103] non risultano quindi compatibili con una
transizione della classe di universalita` O(4), mentre risultano sostanzialmente favorevoli ad una
transizione del primo ordine. Resta comunque il fatto che, mentre per il calore specifico le
relazioni di scala con gli esponenti del primo ordine sono ben soddisfatte, per la suscettivita`
chirale si osservano, anche nel caso di un primo ordine, deviazioni dallo scaling; dalla analisi
delle time-hystory delle osservabili non e` inoltre stata rivelata la presenza degli stati metastabili
tipici di una transizione del primo ordine, cosa che pero` che puo` accadere in presenza di una
transizione discontinua estremamentre debole.
4Questa equazione si ottiene come passaggio intermedio nella deduzione dell’espressione δ = yh/(d− yh), vedi
ad es. [21] §3.5.
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Nella pubblicazione [104] si utilizza un metodo completamente diverso da quello ora visto: la
azione utilizzata differisce da quella standard per l’aggiunta di un termine a 4 fermioni, irrilevante
nel limite continuo, ed e` data da
L = 1
4
FµνFµν + ψ¯(D/+m)ψ − λ
2
6Nf
[(ψ¯ψ)2 − (ψ¯γ5τ3ψ)2] (3.2.11)
Questa azione puo` inoltre essere resa quadratica nel campo fermionico (condizione necassaria
per la simulazione) introducendo due campi scalari non dinamici σ e pi, conservando anche
l’invarianza U(1) assiale dei fermioni staggered (per maggiori dettagli vedi [105]). Il vantaggio
della azione 3.2.11 rispetto alla azione usuale consiste nel fatto che, con l’aggiunta del termine del
quarto ordine, si rende la parte fermionica della azione non singolare anche nel caso di fermioni
a massa nulla.
La prima osservabile analizzata in [104] e` il cumulante di Binder del condensato chirale, che
puo` essere scritto nella forma
B4 =
〈(σ2 + pi2)2〉
〈σ2 + pi2〉2 (3.2.12)
ed assume i valori riportati nella seguente immagine (l’estensione temporale dei reticoli e` in ogni
caso 8 e Ns indica l’estensione spaziale)
Nonostante gli errori siano troppo grandi per trarre conclusioni precise, il punto di intersezione
dei cumulanti sembra avere un valore piu` grande di quello atteso per una transizione di classe
O(2), per la quale vale 1.242(2) (vedi ad es. [106]). Questo fatto viene interpretato in [104]
come una manifestazione di violazioni delle leggi di scala dovute al fatto di stare utilizzando
reticoli troppo piccoli, motivo per cui viene introdotto un metodo di analisi completamente
diverso: per verificare che i dati ottenuti siano, nonostante le violazioni dello scaling, compatibili
con una transizione O(2), viene simulato un modello di spin O(2) tridimensionale su reticoli
estremamente ridotti, di estensione L = 4, 5, 6, 8, 9, 12, 16, 24, ottenendo quindi anche in questo
caso dati che non soddisfano le leggi di scala; quindi vengono confrontate le due serie di dati,
3.2. RISULTATI SU RETICOLO 63
cercando di determinare una corrispondenza Ns ↔ L tra la QCD su un reticolo N3s ed il modello
di spin O(2) su un reticolo L3 (5).
Viene per prima cosa ricercata una corrispondenza tra il condensato chirale e la magnetiz-
zazione del modello di spin della forma
〈ψ¯ψ(βs)〉 = b〈M(a(βs − βsc + Tc))〉 (3.2.13)
dove a e b sono due costanti numeriche, βsc e` il valore critico del parametro βs della QCD su
reticolo, M e` la magnetizzazione del modello di spin e Tc e` la temperatura critica dello stesso; i
risultati ottenuti in questo modo sono riportati nella figura seguente
La seconda variabile considerata e` la lunghezza di correlazione, per cui sono ottenuti i risultati
seguenti
Nella prima immagine a sinistra (Fig. 7 di [104]) sono riportati i valori di ξQCD/Ns misurati al
variare di βs. In un modello che abbia una transizione O(2), in assenza di violazioni dello scaling,
le varie curve ξ/L devono intersecarsi al punto critico, in cui assumono tutte il valore universale
0.593(2) (vedi ad es. [106]), valore indicato in figura dalla linea tratteggiata orizzontale; anche
in questo caso si notano deviazioni dal comportamento previsto e vengono quindi nuovamente
5Una tale corrispondenza non deve esistere necessariamente, in quanto, mentre l’andamento di scala dipen-
de dalle variabili rilevanti ed e` quindi universale, le deviazioni da questo andamento dipendono dalle variabili
irrilevanti e non sono quindi universali.
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ricercate corrispondenze tra ξQCD/Ns e ξ/L. I risultati ottenuti sono mostrati nella parte destra
della figura precedente, fig. 8 di [104] (le curve differiscono molto per βs < βsc ma, per come
sono state calcolate nel lavoro in esame, le quantita` ξQCD e ξ rappresentano la lunghezza di
correlazione solo nella fase in cui non si ha rottura spontanea di simmetria). Vengono infine
confrontate la suscettivita` chirale della QCD e la suscettiva` del modello di spin, ottenendo i
risultati mostrati nella figura seguente
Dal fatto che in tutti i casi considerati la corrispondenza Ns ↔ L tra la cromodinamica ed il
modello di spin O(2) risulta buona, nel lavoro [104] se ne deduce che la cromodinamica con due
fermioni a massa nulla ha una transizione del secondo ordine della classe di universalita` O(2)).
La analisi ora riportata si presta pero` a due obbiezioni di carattere generale circa il metodo
utilizzato:
1. il termine aggiunto nella azione determina, anche nel caso in cui non sia presente accop-
piamento di gauge (g = 0), la rottura spontanea della simmetria chirale (vedi ad es. [105]);
e` quindi necessario analizzare in modo sistematico l’influenza di un termine di questo tipo
sulla transizione chirale indotta dall’interazione di gauge
2. la corrispondenza Ns ↔ L e` stata verificata solo per valori molto piccoli di L e non e` a
priori ovvio che questa corrispondenza continui (ed anzi migliori) anche per reticoli piu`
grandi
Per verificare la validita` del metodo sarebbe infine interessante ricercare una corrispondenza
del tipo Ns ↔ L utilizzando modelli di spin aventi una transizione non della classe O(4) (in
particolare discontinua).
Passiamo ora alla analisi dei risultati ottenuti nel caso Nf = 3, ovvero nel caso in cui siano
presenti tre quark di massa uguale. Dalla analisi della sezione precedente si ottiene la seguente
previsione per l’andamento del comportamento critico al variare della massa comune m: per
masse piccole si deve avere una transizione del primo ordine, che diventa sempre piu` debole
all’aumentare di m fino a diventare una transizione continua (di classe Z(2)) quando le masse
hanno il valore critico m(1)c . Aumentando ancora m non si ha piu` alcuna singolarita` nell energia
libera fintanto che non si raggiunge un secondo valore critico m(2)c , per il quale si ha nuovamente
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una transizione del secondo ordine della classe di universalita` Z(2); per m > m(2)c si ha infine
una transizione del primo ordine.
Nel lavoro [107] vengono analizzate le time-hystory del condensato chirale ottenute per diversi
valori della massa comune m su reticoli di volume 163× 4; le time-hystory ottenute partendo da
una configurazione completamente ordinata e da una completamente disordinata, con parametri
am = 0.025 e βs = 5.132, sono riportate nella figura seguente
Questo risultato puo` essere interpretato come dovuto alla presenza di due fasi separate coesistenti
(una simmetrica ed una in cui la simmetria e` rotta spontaneamente) tra cui avvengono tunneling
ed e` quindi indizio della presenza di una transizione del primo ordine; per una reale prova
dell’esistenza della transizione del primo ordine e` pero` necessario verificare se la separazione tra
le due fasi persiste, ed anzi diventa piu` marcata, all’aumentare delle dimensioni del reticolo. I
risultati di una analisi di questo tipo sono riportati in [108]: le time-hystory per le simulazioni
con parametri am = 0.025, βs = 5.132 (gli stessi di [107]) effettuate su reticoli 163 × 4 e 323 × 4
sono riportate nelle due immagini seguenti (fig. 2 e 3 di [108])
da cui si deduce che per quark di massa am = 0.025 si ha effettivamente una transizione del
primo ordine. Il metodo ora usato per determinare l’esistenza di una transizione discontinua e`
applicabile solamente nel caso in cui la discontinuita` alla transizione sia sufficientemente grande
da poter permettere di distinguere le fluttuazioni statistiche da quelli che sono i processi di
tunneling tra le due fasi; in particolare il metodo risulta inapplicabile per escludere la presenza
di una transizione. Il metodo piu` naturale per accertare l’assenza di transizioni consiste nel
verificare che le densita` termodinamiche non siano singolari: ad una transizione di fase alcune
di queste divergono nel limite termodinamico ed e` quindi estermamente difficile, per punti vicini
ad una transizione, estrapolare dalle simulazioni, effettuate su reticoli limitati, il valore termo-
dinamico di una osservabile macroscopica. Se pero` non e` presente nessuna singolarita`, le densita`
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termodinamiche calcolate su reticoli sempre piu` grandi diventeranno indipendenti dalle dimen-
sioni del retciolo molto piu` rapidamente. Una analisi di questo tipo e` stata condotta in [109],
verificando l’assenza di singolarita` nel condensato chirale per masse dei quark sufficientemente
grandi: il condensato chirale e` stato calcolato utilizzando reticoli 83 × 4, 123 × 4 e 163 × 4, fer-
mioni staggered ed una azione “improved”, ovvero in cui sono stati introdotti termini irrilvanti
che riducono gli effetti derivanti dalla presenza di un passo reticolare finito, per masse dei quark
masse am = 0.025, 0.05, 0.1. I dati cos`ı ottenuti sono riportati nella immagine seguente
da cui si vede che i dati calcolati su reticoli di volumi diversi risultano indistinguibili, fatto che
indica la mancanza di singolarita` per i valori considerati dei parametri.
Per quanto riguarda la determinazione della classe di universalita` della transizione che avvie-
ne quando i tre quark hanno massa uguale al valore critico m(1)c , la analisi piu` accurata e` quella
condotta in [110]: in questo lavoro viene utilizzata la azione standard con fermioni staggered e le
simulazioni vengono effettuate su reticoli di dimensioni 83× 4, 123× 4, 163× 4; per determinare
la classe di universalita` viene utilizzato il metodo dei cumulanti di Binder, che in questo caso
presenta alcune difficolta` aggiuntive in quanto e` presente field-mixing. Procedendo come per il
caso della transizione liquido/vapore analizzata nel primo capitolo, gli operatori di scala vengono
scritti come combinazioni lineari dei due operatori SG (parte di gauge dell’azione) e ψ¯ψ:
E = SG + rψ¯ψ; M = ψ¯ψ + sSG (3.2.14)
con r e s parametri da determinare. Se si conoscessero i valori corretti di s ed r la classe di uni-
versalita` della transizione potrebbe essere determinata calcolando il valore di 〈(δM)4〉/〈(δM)2〉2
alla transizione, metodo pero` questo che in generale non puo` essere seguito, in quanto la
determinazione dei valori corretti di s e r fa` parte del problema stesso.
La relazione di FSS 1.4.13 puo` essere semplicemente generalizzata al caso in cui siano presenti
due variabili di scala rilevanti, associate agli operatori di scala M e E : partendo dalla forma
PL(δM, δE) = LxPˆ P˜ (aˆ (δM)Ly, bˆ (δE)Lz, ξ/L) (3.2.15)
e procedendo come nel primo capitolo e` semplice ottenere le relazioni
x = y + z; y =
dν − γ
2ν
(
=
β
ν
)
; z =
dν − α
2ν
(3.2.16)
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da cui si vede che
δM∝ L γ−dν2ν ; δE ∝ Lα−dν2ν (3.2.17)
(relazioni di FSS del tipo precedente sono utilizzate, ad esempio, in [31], nel contesto della
transizione liquido/vapore).
Nel caso della transizione chirale in QCD le classi di universalita` che possono presentarsi sono
la Z(2) e la O(N) (O(2) o O(4)) ed in entrambi questi casi si ha γ > α, quindi, per L grande,
si ha δM δE ; da cio` segue che per una qualsiasi combinazione lineare O = aM+ bE , con a, b
non nulli, si avra` δO ≈ aδM. Da questa osservazione segue che, per determinare l’ordine della
transizione, non e` necessario utilizzare il cumulante dell’operaratoreM, ma puo` essere usato un
operatore della forma M(x) = ψ¯ψ + xSg, dove x e` un parametro. Utilizzando 3.2.14 si ottiene
infatti
M(x) =
1− xr
1− srM+
x− s
1− rsE (3.2.18)
da cui si vede che, escludendo il caso x = 1/r, si ha sempre asintoticamente δM(x) ∝ δM. Non
e` inoltre difficile vedere che, sempre per x 6= 1/r, si ha
B4(x) =
〈(δM(x))4〉
〈(δM(x))2〉2 =
〈(δM)4〉
〈(δM)2〉2 + (x− s)
2O(L(α−γ)/ν) (3.2.19)
quindi il parametro s puo` essere determinato ricercando il valore di x per cui la dipendenza
dal volume del cumulante di M(x) e` minima, cosa che puo` essere fatta calcolando il punto di
intersezione dei cumulanti calcolati su volumi diversi ed al variare del parametro di x.
Nella prima delle figure precedenti (fig. 2 di [110]) sono riportati i valori del cumulante B4(0)
al variare del parametro m, calcolati al valore pseudocritico di βs ottenuto da una analisi dei
picchi delle suscettivita`. In figura sono anche riportati i valori attesi per le classi di universalita`
Z(2) ed O(2) (il caso O(4) non rientra nei margini della figura, essendo ≈ 1) da cui si vede che il
punto di intersezione dei cumulanti e` compatibile con una transizione della classe di universalita`
del modello di Ising tridimensionale ma non con una di classe O(2) o O(4). L’immagine di
destra (fig. 3 di [110]) mostra l’intersezione dei cumulanti B4(x) calcolati su reticoli 84 × 4 e
163×4 al variare del parametro x, da cui si ottiene il valore s = 0.430±0.023 per il parametro di
mixing s; utilizzando i cumulanti B4(0.43) si ottiene per il valore dei cumulanti al punto critico
la stima Bc4(0.43) = 1.624± 0.023 ed il valore corrispondente al modello di Ising tridimensionale
e` 1.6043± 0.0006 (vedi [111]).
L’altro parametro di mixing, r, puo` essere determinato dalla forma della curva di coesistenza
vicino alla transizione (vedi 1.3.33), ottenendo r = 0.51 ± 0.02, tuttavia una stima molto piu`
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precisa e` ottenibile utilizzando la distribuzone di probabilita` congiunta delle fluttuazioni di
δE e δM, imponendo che si abbia 〈δEδM〉 = 0; la stima ottenuta in questo modo e` r =
0.550 ± 0.007 ed e` piu` accurata della precedete in quanto, come si vede dalla figura seguente,
la distribuzione di probabilita` congiunta delle fluttuazioni dipende fortemente dal parametro r,
mentre la dipendenza da s e` notevolmente piu` debole.
Il caso di tre fermioni di masse grandi ed uguali e` analizzato in [112] utilizzando il metodo
introdotto [110] ed una azione efficace anaoga a quella utilizzata nel caso di un unico fermione
pesante in [102]. I risultati ottenuti per il cumulante di Binder sono mostrati nella figura seguente
insieme a quelli analoghi del caso di tre fermioni leggeri e del modello di Potts tridimensionale
a tre stati in campo esterno
Nel caso di fermioni pesanti sono evidenti grandi deviazioni dalle leggi di scala, tuttavia il punto
di intersezione ottenuto usando i due reticoli di estensione spaziale piu` grande e` compatibile con
il valore atteso per una trasizione della classe di universalita` Z(2).
Il caso fisicamente piu` rilevante, cioe` il caso Nf = 2 + 1, in cui sono presenti due fermioni
leggeri di massa uguale ed un fermione pesante, non e` ancora stato sottoposto ad una analisi
sistematica, a causa del grande sforzo computazionale richiesto. La prima (ad oggi unica) pub-
blicazione in cui una tale opera viene intrapresa e` [113]. In questo lavoro viene innanzitutto
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ripetuta la analisi di [110] del caso Nf = 3 utilizzando un algoritmo di simulazione stocastica-
mente esatto ed arrivando, per quanto riguarda la classe di universalita` della transizione chirale,
alle stesse conclusioni di [110], nonostante il valore delle masse “bare” a cui viene rilevata la
transizione risulti inferiore del 25% a quello ottenuto in [110].
Un probelma aggiuntivo del caso Nf = 2 + 1 rispetto al caso Nf = 3 e` la presenza, di un
operatore marginale, che rende piu` complessa la determinazione degli operatori di scala. A
causa di questa complicazione, nel lavoro [113] non viene detrminata la forma degli operatori di
scala e, per la determinazione della classe di universalita` della transizione chirale, viene utilizzato
il condensato chirale dei quark leggeri, che una analisi “sperimentale” mostra essere affetto in
maniera inferiore dalle correzioni alle leggi di scala del cumulante costruito dal condensato chirale
del quark pesante, come si vede dalla seguente immagine
La linea di punti critici viene quindi determinata in [113] fissando i valori di ms ed ottenendo i
corrispondenti valori critici di mu,d tramite i cumulanti di Binder. I risultati ottenuti in questo
modo sono riportati nella parte sinistra della immagine seguente
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In figura e` anche riportato il fit dei dati corrispondenti a mu,d piccole con l’espressione 2.1.20,
che e` la forma attesa per la superficie critica vicino al punto tricritico; si ottiene in questo modo
la stima amts ≈ 0.7. Tuttavia i punti corrispondenti a mu,d piccoli potrebbero essere soggetti
ad errori sistematici piuttosto grandi, in quanto per essi vale mpiL ≈ 1.7, quindi non e` chiaro
quanto questo risultato sia attendibile.
Un ultimo problema riguarda la determinazione della posizione del punto in cui i quark
hanno masse fisiche all’interno del diagramma di fase. E` oggi opinione comune che questo punto
si trovi nella regione in cui non e` presente alcuna transizione. La analisi piu` recente che conferma
questa ipotesi e` quella condotta nella pubblicazione [114], in cui, per masse corrispondenti alle
masse fisiche dei quark, viene calcolata la suscettivita` chirale, ottenendo i risultati riportati nella
seguente immagine
da cui si vede che la suscettivita` non sviluppa singolarita` nel limite termodinamico; anche il limite
continuo, come si vede dalla seguente immagine, non appare generare singolarita`, confermando
quindi il posizionamento del punto fisico nella regione in cui non e` presente alcuna transizione
di fase al variare della temperatura.
Capitolo 4
Simulazione
4.1 Algoritmi per fermioni dinamici
Per una esposizione dei fondamenti del metodo Monte Carlo per la simulazione di sistemi in cui
non siano presenti fermioni si rimanda ad es. a [43] o [62] §7.1-7.3; in questa sezione si analizze-
ranno esclusivamente le complicazioni derivanti dalla presenza di fermioni dinamici, insieme ad
i metodi che sono stati introdotti per porvi rimedio.
I problemi introdotti dalla presenza di fermioni dinamici derivano dal fatto che i fermioni de-
vono essere rappresentati, negli integrali funzionali che definiscono i valori medi delle osservabili,
da numeri di Grassmann, cioe` variabili anticommutanti. L’unico metodo fino ad ora conosciuto
che permette di calcolare questi integrali funzionali in un modo che sia numericamente stabile
e non evidentemente proibitivo a livello di calcolo1 consiste in una integrazione esplicita delle
variabili di Grassmann, possibile in quanto i fermioni compaiono nella azione in termini qua-
dratici. Consideriamo dapprima la teoria continua: in questo caso si avrebbe, per la funzione di
partizione, l’espressione seguente
Z =
∫
[dA]e−Sg [A] det(γµ∂µ + ig0γµAµ +m− µγ0) (4.1.1)
dove Sg[A] e` la azione di gauge, si e` considerato il caso che sia presente un unico fermione di
massa m e si e` anche introdotto un potenziale chimico µ. Utilizzando la rappresentazione di
Weyl delle matrici gamma
γ0 =
(
0 1
1 0
)
; γj =
(
0 iσj
−iσj 0
)
(4.1.2)
si puo` scrivere
γµ∂µ + ig0γµAµ +m− µγ0 =
(
m iX − µ
iX† − µ m
)
(4.1.3)
e quindi
det(γµ∂µ + ig0γµAµ +m− µγ0) = det[(X + iµ)(X† + iµ) +m2] (4.1.4)
1Queste due fondamentali richieste escludono rispettivamente il calcolo esplicito degli integrali di variabili di
Grassmann tramite la cos`ıddetta “polymer representation” (vedi [62] §4.1), a causa di un segno oscillante che rende
questo metodo non applicabile in una simulazione Monte Carlo, e la rapprasentazione esplicita delle variabili di
Grassmann tramite matrici, che richiederebbe potenze di calcolo proibitive anche in sistemi con pochissimi gradi
di liberta`.
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Nel caso in cui µ = 0 (densita` nulla), dall’espressione precedente segue che det(γµ∂µ+ ig0γµAµ+
m) ≥ 0, quindi l’integrando che compare in 4.1.1 puo` essere interpretato come una densita` di
probabilita` e sono applicabili le tecniche Monte Carlo (in realta` si dovra` verificare che questo
fatto valga anche nella particolare discretizzazione utilizzata per la azione su reticolo). Il caso
a densita` finita, µ 6= 0, risulta complicato dal fatto che il determinante che compare in 4.1.1
non e` definito positivo e quindi l’integrale non puo` essere calcolato con metodi Monte Carlo; tra
i metodi sviluppati per tentare di superare questo ostacolo, quello che al momento appare piu`
promettente si basa sulla osservazione che il determinante in 4.1.4 diventa nuovamente reale se
si effettua la sostituzione formale µ → iµ, tuttavia nel seguito si considerera` solo il caso µ = 0
(per maggiori dettagli sul caso µ 6= 0 si rimanda a [18]).
Dando per il momento per scontato che il determinante della matrice fermionica (matrice
che indicheremo con M) sia positivo, si puo` quindi procedere scrivendo la funzione di partizione
nel modo seguente (introdotto in [115])
Z =
∫
[dA][dψ¯dψ]e−Sg [A]−ψ¯Mψ ∝
∫
[dA] det(M)e−Sg [A] ∝
∝
∫
[dA][dφ∗][dφ]e−Sg [A]−φ
∗M−1φ =
∫
[dA][dφ∗][dφ]e−Seff [A,φ
∗,φ] (4.1.5)
dove φ∗ e φ sono campi bosonici, detti comunemente pseudofermioni. Scritta nella forma pre-
cedente la funzione di partizione puo` essere calcolata utilizzando metodi Monte Carlo, tuttavia
in questo modo si dovrebbe calcolare M−1φ ad ogni “trial” e quindi, all’aumentare del volume
del reticolo, il tempo di simulazione aumenterebbe molto rapidamente (una stima ottimistica
del tempo necessario per l’aggiornamento di tutte le variabili e` T ∝ V 2).
Per cercare di diminuire il piu` possibile il numero necessario di inversioni della matrice
fermionica, sono stati introdotti metodi di calcolo approssimati2, tra cui i principali sono i
cosiddetti metodi di “dinamica molecolare” (MD) ed i metodi basati sull’equazione di Langevin.
Nei metodi di dinamica molecolare vengono introdotti dei momenti fittizi Pi, pii associati
rispettivamente alle variabili di gauge U ed agli pseudofermioni e si considera la hamiltoniana
H(P,U, φ∗, φ) =
1
2
∑
i
P 2i +
1
2
∑
i
pi†ipii + Sg[U ] + φ
∗M−1φ (4.1.6)
Poiche` i momenti che compaiono nella hamiltoniana precedente non accoppiano con gli altri
campi, le medie calcolare utilizzando la hamiltoniana H e quelle calcolare utilizzando la azione
Sg[U ] + φ∗M−1φ coincideranno. L’idea fondamentale del metodo e` quella di calcolare i valori
medi non utilizzando la distribuzione canonica, bens`ı la microcanonica, usando come campione
statistico le configurazioni ottenute tramite l’integrazione numerica delle equazioni del moto
deducibili dalla hamiltoniana H. In questo modo con una unica inversione (quella necessaria
per il calcolo della forza derivante dal termine fermionico) si e` in grado di aggiornare tutte le
variabili del sistema e quindi il tempo di esecuzione scala con il volume (per maggiori dettagli
vedi ad es. [62] §7.5).
I metodi basati sull’equazione di Langevin sono analoghi ai metodi MD in quanto consitono
nell’integrazione numerica di una equazione di Langevin (o analoghe equazioni differenziali sto-
castiche) in cui, oltre ad un termine di forza simile a quello dei metodi di dinamica molecolare,
compare anche un termine di rumore. Si puo` infatti mostrare che, nel limite in cui il passo di
2Approssimati nel senso di “non stocasticamente esatti”.
4.1. ALGORITMI PER FERMIONI DINAMICI 73
integrazione tende a zero, i valori medi calcolati utilizzando come campione le configurazioni ot-
tenute nell’integrazione numerica convergono a quelli che si otterrebbero utilizzando come peso
e−Seff (per maggiori dettagli vedi ad es. [62] §7.5 e [116]).
Se si alternano integrazioni delle equazioni del moto ed integrazioni dell’equazione di Lan-
gevin si ottiene un algoritmo detto “ibrido” (introdotto in [117]); in questo modo si unisce
l’ergodicita` degli algoritmi alla Langevin, che permette quindi di usare la distribuzione cano-
nica, con la caratteristica degli algoritmi MD di muoversi rapidamente all’interno dello spazio
delle fasi, generando quindi rapidamente configurazioni statisticamente indipendenti. Questo
tipo di algoritmo non elimina pero` la dipendenza dal passo di integrazione presente sia nelle
integrazioni MD che in quelle alla Langevin, quindi un uso corretto di questo tipo di algoritmi
richiederebbe un certo numero di simulazioni, effettuate a parametri costanti ma diverso passo
di integrazione, ed infine una estrapolazione al limite di passo nullo.
Un algoritmo stocasticamente esatto che richiede poche inversioni della matriceM e` l’algorit-
mo “Hybrid Monte Carlo” (HMC, introdotto in [118]); per semplicita` di notazione si esporranno
i principi base di questo algoritmo nel caso di una teoria avente come unico grado di liberta` il
bosone ϕ con azione S(ϕ) ma il caso generale e` una immediata generalizzazione. L’algoritmo
consiste nella iterazione di tre passi successivi:
1. si associa alla variabile ϕ un momento coniugato casuale pi avente distribuzione di proba-
bilita` PG(pi) ∝ exp(−pi2/2)
2. si ottiene lo stato “trial” (ϕ′, pi′) facendo evolvere il sistema con un algoritmo “hybrid”
(ϕ′, pi′) = (ϕ(t), pi(t))
3. si accetta lo stato (ϕ′, pi′) con probabilita` PA((ϕ, pi) → (ϕ′, pi′)) = min[1, exp(−δH)] dove
δH = H(ϕ′, pi′)−H(ϕ, pi)
Il secondo passo puo` essere riespresso dicendo che si sceglie lo stato “trial” con densita` di
probabilita` PC((ϕ, pi) → (ϕ′, pi′)) = δ[(ϕ′, pi′)− (ϕ(t), pi(t))]. Durante la successione dei passi 1,
2, 3 la sola variabile ϕ trasforma quindi con la seguente distribuzione di probabilita`
PM (ϕ→ ϕ′) =
∫
dpidpi′PG(pi)PC((ϕ, pi)→ (ϕ′, pi′))PA((ϕ, pi)→ (ϕ′, pi′)) (4.1.7)
Affinche` gli stati ottenuti tramite una catena di Markov con distribuzione di probabilita` PM (ϕ→
ϕ′) siano asintoticamente distribuiti con densita` di probabilita` PS(ϕ) ∝ e−S(ϕ) e` necessario che
la distribuzione PM (ϕ→ ϕ′) soddisfatti l’equazione del bilancio dettagliato3
PS(ϕ)PM (ϕ→ ϕ′) = PS(ϕ′)PM (ϕ′ → ϕ) (4.1.8)
L’equazione precedente puo` essere mostrata valere per l’algoritmo HMC supponendo solo i due
seguenti fatti circa l’evoluzione del sistema nel passaggio 2:
1. l’evoluzione e` reversibile: (ϕ, pi)→ (ϕ′, pi′) se e solo se (ϕ′,−pi′)→ (ϕ,−pi)
2. l’evoluzione lascia invariata la misura: ∂(ϕ,pi)∂(ϕ′,pi′) = 1
Infatti in questo caso, utilizzando il fatto che PS(ϕ)PG(pi) ∝ e−H(ϕ,pi), la parita` di H ripetto a
pi e la relazione
e−H(ϕ,pi)min(1, exp(−δH)) = e−H(ϕ′,pi′)min(exp(δH), 1) (4.1.9)
3L’ergodicita` del processo, altra condizione necessaria, e` garantita dal passo 1.
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si ottiene (usando l’invarianza della misura)
PS(ϕ)PG(pi)PA((ϕ, pi)→ (ϕ′, pi′)) = PS(ϕ′)PG(pi′)PA((ϕ′, pi′)→ (ϕ, pi)) =
= PS(ϕ′)PG(pi′)PA((ϕ′,−pi′)→ (ϕ,−pi)) (4.1.10)
moltiplicando per PC((ϕ, pi) → (ϕ′, pi′)), integrando in pi e pi′ ed utilizzando la condizione di
reversibilita` si arriva a
PS(ϕ)
∫
dpidpi′PG(pi)PC((ϕ, pi)→ (ϕ′, pi′))PA((ϕ, pi)→ (ϕ′, pi′)) =
= PS(ϕ′)
∫
dpidpi′PG(pi′)PC((ϕ′,−pi′)→ (ϕ,−pi))PA((ϕ,−pi′)→ (ϕ,−pi)) (4.1.11)
che, dopo la sostituzione pi → −pi, pi′ → −pi′ nel secondo integrale, diventa l’equazione 4.1.8 del
bilancio dettagliato, quindi l’algoritmo HMC e` stocasticamente esatto.
Supponiamo ora l’esistenza di un metodo di integrazione numerica che soddisfi i requisiti
richiesti per l’applicazione dell algoritmo HMC, in cui inoltre l’errore introdotto dalla discretiz-
zazione del tempo sia O(δτ2), dove δτ e` il passo di integrazione (si mostrera` tra breve l’esistenza
di integratori aventi queste caratteristiche) ed analizziamo la dipendenza del tempo di simula-
zione dal volume: l’aggiornamento di tutte le variabili ad ogni passo di integrazione richiede
un tempo ∝ V , quindi il tempo richiesto per la costruzione di una traiettoria MD e` ∝ NV ,
dove N ∝ 1/δτ ; dall’ipotesi che l’integratore generi complessivamente un errore ∆ ∝ δτ2 per
ogni grado di liberta` segue che, per mantenere una probabilita` di accettazione costante, si deve
imporre V∆2 ∼ const al crescere del volume e quindi complessivamente il tempo di simulazione
scalera` come V 5/4 (per una analisi piu` accurata vedi [119]).
Per terminare la discussione generale sull’algoritmo HMC resta da mostrare l’esistenza di
metodi di integrazione numerica delle equazioni del moto che soddisfino le due richieste di rever-
sibilita` e conservazione del volume dello spazio delle fasi. Esiste una intera classe di integratori
che soddisfano le due richieste precedenti, i cosiddetti integratori simmetrici simplettici: con-
sideriamo una hamiltoniana della forma T (p) + S(q); l’operatore di evoluzione temporale puo`
essere scritto nella forma
U(τ) = exp
(
τ
d
dt
)
= exp
(
τ
[
−S′(q) ∂
∂q
+ T ′(p)
∂
∂q
])
(4.1.12)
e definiamo gli operatori
Q = T ′(p)
∂
∂q
; P = −S′(q) ∂
∂p
(4.1.13)
Sviluppando in serie si ottengono subito le relazioni
eτQf(q, p) = f(q + τT ′(p), p); eτP f(q, p) = f(q, p− τS′(q)) (4.1.14)
da cui si vede che
∂(eτQ(q, p))
∂(q, p)
= 1;
∂(eτP (q, p))
∂(q, p)
= 1 (4.1.15)
e quindi che gli operatori eτQ ed eτP conservano il volume dello spazio delle fasi. Gli integratori
simmetrici simplettici si costruiscono approssimando l’operatore di evoluzione temporale tramite
prodotti simmetrici degli operatori eτQ, eτP , in modo da mantenere l’invarianza della misura
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dello spazio delle fasi e la proprieta` di invertibilita`. Il caso piu` semplice di integratore simmetrico
simplettico e` l’integratore PQP (detto anche metodo di integrazione “leapfrog”)
U˜(τ, δτ) =
(
e
1
2
δτP eδτQe
1
2
δτP
)τ/δτ
= (4.1.16)
=
(
exp
{
(P +Q)δτ − 1
24
([P, [P,Q]] + 2[Q, [P,Q]])δτ3 +O(δτ5)
})τ/δτ
=
= exp
{
τ
(
(P +Q)− 1
24
([P, [P,Q]] + 2[Q, [P,Q]])δτ2 +O(δτ4)
)}
= U(τ) +O(δτ2)
inoltre, partendo da un integratore con errori di ordine O(δτn), e` possibile costruire integrato-
ri aventi errori di ordine O(δτn+2), vedi [120]; nonostante questi algoritmi di ordine superiore
abbiano una dipendenza asintotica dal volume migliore di quella dell’algoritmo base con erro-
ri O(δτ2), per i reticoli di moderate dimensioni attualmente accessibili risultano tipicamente
sconvenienti ed e` quindi necessario utilizzare miglioramenti di altro tipo.
Un possibile miglioramento consiste nel considerare sempre integratori con errori di ordine
O(δτ2), cercando pero` di ridurre il piu` possibile il coefficiente dell’errore; una analisi di questo
tipo e` stata condotta in [121] ottenendo i seguenti risultati: se si considera il seguente operatore
come passo elementare di integrazione (2MN sta per “second order minimum norm”)
I2MN (δτ) = eλδτP e
δτ
2
Qe(1−2λ)δτP e
δτ
2
QeλδτP (4.1.17)
la componente di O(δτ3) dell’errore (la prima non nulla) risulta essere
α(λ)[P, [Q,P ]] + β(λ)[Q, [Q,P ]] (4.1.18)
ed il valore del parametro λ per il quale la stima Err3 =
√
α(λ)2 + β(λ)2 dell’errore risulta
minima e` λc = 0.1931833275037836 . . .; lo schema di integrazione leapfrog corrisponde al caso
λ = 0 in 4.1.18 e si ha ErrLF3 /Err
2MN
3 ∼ 10.9 quindi, considerando il fatto che una integrazione
con l’algoritmo 2MN e` computazionalmente equivalente a due integrazioni con l’algoritmo LF,
ci si attende che, a parita` di probabilita` di accettazione e di tempo di simulazione, i valori del
passo di integrazione nei due schemi siano legati dalla relazione
δτ (2MN) =
δτ (LF)
2
√
Err2MN3
ErrLF3
∼ 1.6 δτ (LF) (4.1.19)
e quindi che l’algoritmo di integrazione 2MN risulti piu` efficiente dell’algoritmo LF di circa il
50%, previsione confermata empiricamente in [122].
Nel caso in cui la azione della teoria da simulare possa essere scomposta in somma di due
termini di cui uno risulta computazionalmente molto piu` complesso dell’altro (nel caso della
QCD questo termine e` il contributo fermionico) un metodo per ridurre gli errori e` quello cosid-
detto delle “multiple time scales”, in cui il termine semplice da calcolare viene aggiornato piu`
frequentemente rispetto a quello piu` complesso ([123]). Consideriamo una azione della forma
S(q) = S1(q) + S2(q), in cui il termine S2(q) sia il termine dispendioso da calcolare; indichiamo
inoltre con Q1 e Q2 gli operatori definiti da
eτQ1f(p, q) = f(p− τS′1, q); eτQ2f(p, q) = f(p− τS′2, q) (4.1.20)
ed introduciamo gli operatori di evoluzione temporale parziali
U1(δτ) = e
δτ
2
Q1eδτP e
δτ
2
Q1 ; U2(δτ) = eδτQ2 (4.1.21)
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Per ogni numero naturale n > 0 si puo` ora definire l’operatore di evoluzione temporale elementare
U˜(δτ) = U2
(
δτ
2
)[
U1
(
δτ
n
)]n
Us
(
δτ
2
)
(4.1.22)
commettendo un errore
Err = − δτ
3
24n2
(
[Q1, [Q1, P ]] + 2[P, [Q,P ]]
)
− δτ
3
24
(
[Q2, [Q2, P ]] + 2[P, [Q2, P ]]
)
(4.1.23)
Poiche` si e` supposto che il calcolo della forza derivante dal termine S2 della azione sia no-
tevolmente piu` complicato di quello corrispondente a S1, esisteranno n > 0 per i quali alla
diminuzione dell’errore derivante da 4.1.23 corrispondera` un aumento limitato del tempo di
esecuzione, migliorando nel complesso l’efficienza.
I due metodi ora visti per migliorare l’efficienza di una simulazione Monte Carlo sono gene-
rali, nel senso che sono applicabili anche a sistemi in cui non siano presenti fermioni dinamici;
specifici per questo ultimo caso sono invece il metodo degli pseudofermioni multipli ed il metodo
di precondizionamento (detto anche “Hasenbusch acceleration”). Entrambi questi metodi si ba-
sano sulla osservazione che il contributo fermionico alla forza risulta, almeno per piccole masse,
proporzionale all’inverso del numero di condizionamento κ(M) della matrice fermionica4, essen-
do scopo di entrambi i metodi quello di utilizzare nei calcoli solo matrici che abbiano numero di
condizionamento minore di quello della matrice fermionica originale. Nel caso del metodo degli
pseudofermioni multipli ([124] 5) si ottiene questo risultato introducendo, invece di un unico
campo pseudofermionico, n campi di questo tipo, scrivendo cioe` l’azione nella forma
SMPS = Sg[U ] +
n∑
i=1
φ∗nM
−1/nφn (4.1.24)
che risulta conveniente poiche` κ(M1/n) = [κ(M)]1/n  κ(M). Nel caso dei metodi di precondi-
zionamento ([126]) l’azione viene invece riscritta nella forma
SH = Sg[U ] + φ∗1(M/M˜)
−1φ1 + φ∗2(M˜)
−1φ2 (4.1.25)
dove la matrice M˜ e` scelta in modo che
√
κ(M/M˜)2 + κ(M˜)2  κ(M).
Consideriamo ora in particolare il caso dei fermioni staggered: la parte fermionica della
azione e`
SF = m
∑
χ¯(n)χ(n) +
1
2
χ¯(n)ηµ(n)
[
Uµ(n)χ(n+ µˆ)− U †µ(n− µˆ)χ(n− µˆ)
]
(4.1.26)
dove
Uµ(n) = U(n, n+ µˆ); U †µ(n) = U(n+ µˆ, n); ηµ(n) =
{
1 µ = 1
n1 + · · ·+ nµ−1 µ > 1 (4.1.27)
Se si scrive la matrice fermionica utilizzando il metodo di precondizionamento “odd/even” (in-
trodotto in questo contesto in [127]), ovvero si dividono i siti reticolari in pari e dispari secondo
4Il numero di condizionamento e` definito come il rapporto degli autovalori massimo e minimo
5Questo metodo era stato introdotto precedentemente in un’altro contesto ([125]) ma il suo utilizzo risultera`
naturale solo nell’algoritmo RHMC (vedi dopo).
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che n1 + · · ·+ n4 sia pari o dispari e la matrice viene scritta a blocchi usando lo stesso metodo,
non e` difficile verificare che si hanno le seguenti relazioni
M =
(
m A
B m
)
; M † =
(
m −A
−B m
)
(4.1.28)
M †M =MM † =
(
m2 −AB 0
0 m2 −AB
)
; [A,B] = 0
da cui segue subito che
detM = det(m2 −AB) = det(M †M)ee (4.1.29)
Questa relazione e` importante per tre motivi:
1. permette di introdurre le variabili pseudofermioniche solo sui siti pari
2. riduce il numero di condizionamento della matrice fermionica (in [128] e` mostrato che il
precondizionamento “odd/even” e` un caso particolare del precondizionamento SSOR)
3. permette di utilizzare, nelle inversioni delle matrici fermioniche, algoritmi di inversione la
cui applicabilita` e` ristretta alle matrici hermitiane positive definite, come il metodo dei
gradienti coniugati (vedi ad es. [129]), che risulta essere pressoche` ottimale per i fermioni
staggered (vedi [130])
Nel caso dei fermioni staggered si e` visto in precedenza che il problema del “fermion dou-
bling” non e` completamente risolto, in quanto nel limite continuo sono presenti quattro fermioni
identici; si e` inoltre accennato al fatto che, per simulare una teoria in cui siano presenti nf
fermioni identici, si sostituisce a detM l’espressione (detM)nf/4. Per procedere oltre si possono
utilizzare due forme diverse della azione
Z ∝
∫
[dU ](detM)nf/4e−Sg [U ] ∝
{ ∫
[dU ]e−Sg [U ]+
nf
4
TrM∫
[dU ][dφ∗][dφ]e−Sg [U ]−φ∗M
−nf/4φ
(4.1.30)
Storicamente la prima forma fu quella considerata per prima, con il cosiddetto algoritmo
R (introdotto in [131]), in cui si utilizzavano estimatori stocastici per il calcolo della traccia;
tuttavia, per ottenere una evoluzione MD avente errori complessivi O(δτ2) con questo algoritmo,
e` necessario sacrificare le ipotesi di reversibilita` e conservazione della misura dello spazio delle
fasi, ottenendo quindi un algoritmo che non puo` essere reso stocasticamente esatto (per maggiori
dettagli vedi [132]).
Il principale ostacolo all’utilizzo della seconda forma della azione e` il calcolo di M−nf/4; un
modo per superare questa difficolta` consiste nell’utilizzo di una approssimazione della funzione
x−nf/4, valida sullo spettro diM , che sia ottenuta tramite funzioni computazionalmente semplici;
le classi di funzioni “semplici” considerate sono state i polinomi ([133]) e le funzioni razionali
([134]). La scelta dei polinomi puo` apparire piu` conveniente in quanto la loro applicazione non
richiede il calcolo di matrici inverse, tuttavia esistono metodi estremamente efficienti per il calcolo
di una funzione razionale di matrice (vedi ad es. [135]) che, in vista della maggiore accuratezza
della approssimazione razionale, rendono conveniente l’utilizzo di quest’ultima; questo metodo,
oramai divenuto standard, ha preso il nome di Rational Hybrid Monte Carlo (RHMC).
Il metodo degli pseudofermioni multipli risulta semplicemente applicabile all’algoritmo RHMC
in quanto bastera` utilizzare, invece di una approssimazione razionale di x−nf/4, una approssi-
mazione razionale di x−nf/4n, dove n e` il numero degli pseudofermioni. In questo modo, mante-
nendo costante l’impulso della forza fermionica e quindi la probabilita` di accettazione, si potra`
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utilizzare, invece del passo di integrazione δτ , il passo δτ ′ dato dalla relazione
nκ(M)1/nδτ ′ = κ(M)δτ (4.1.31)
A lunghezza della traiettoria costante (quindi autocorrelazione costante) e probabilita` di accetta-
zione costante, il rapporto tra i tempi di esecuzione dell’algoritmo RHMC con n pseudofermioni
ed uno pseudofermione risultera` quindi essere
n/δτ ′
1/δτ
=
nδτ
δτ ′
= n2κ(M)1/n−1 (4.1.32)
Questo rapporto raggiunge un minimo in corrispondenza del numero ottimale di pseudofermioni
nopt = 12 log κ(M), in cui vale (
nδτ
δτ ′
)
opt
=
[e log κ(M)]2
4κ(M)
(4.1.33)
Anche il metodo di precondizionamento risulta semplicemente applicabile all’algoritmo RHMC:
se si considera come matrice di precondizionamento M˜ = µ2+M la azione si scrive nella forma
SH = Sg[U ] + φ∗1
(
M˜ − µ2
M˜
)−nf/4
φ1 + φ∗2(M˜)
−nf/4φ2 (4.1.34)
e non e` difficile verificare che, scegliendo µ2 =
√
λminλmax, dove λmin e λmax sono gli autovalori
minimo e massimo di M , si ha
κ
(
M˜ − µ2
M˜
)
= κ(M˜) =
√
κ(M) (4.1.35)
L’incremento del passo di integrazione che si ottiene utilizzando questo metodo soddisfa la stessa
equazione 4.1.32 del metodo degli pseudofermioni multipli con n = 2, tuttavia in questo caso si
ha anche una velocizzazione dell’algoritmo di inversione, che parte gia` con una matrice precon-
dizionata, mentre nel caso degli pseudofermioni multipli la funzione razionale viene applicata
alla matrice fermionica originaria.
4.2 Analisi dei risultati ottenuti
In questo capitolo si esporranno i risultati ottenuti dalla analisi delle simulazioni effettuate per
il caso in cui siano presenti tre quark leggeri aventi massa circa uguale al valore riportato in
[113] come massa critica, cioe` mc = 0.0263(3). Le simulazioni sono state effettuate per masse
m = 0.0262 e m = 0.0265 su reticoli 83 × 4 e 123 × 4 e per masse m = 0, 0265, m = 0.0268 su
reticoli 83 × 4, 123 × 4 e 163 × 4; maggiori dettagli ed alcune tabelle dei valori critici ottenuti
sono riportati in appendice.
Consideriamo dapprima il caso m = 0.0262: in questo caso i rapporti delle suscettivita
calcolate dal condensato chirale e dalla plaquette media sui reticoli di lato L = 8, 12 sono
risutati essere, al punto pseudocritico, (per le notazioni utilizzate vedi appendice, a pagina 91)
χψ¯ψ(L = 12)
χψ¯ψ(L = 8)
= 3.84± 0.52; χ(L = 12)
χ(L = 8)
= 3.73± 0.53 (4.2.1)
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Il valore atteso teoricamente per questo rapporto e` dato da(
12
8
)γ/ν
=
{
2.216 Ising 3d
3.37 primo ordine
(4.2.2)
da cui si vede che il risultato ottenuto e` compatibile con un primo ordine ma non con un secondo
ordine della classe di universalita` del modello di Ising 3d (e` da notare che, a causa del mixing
e poiche` sia per un primo ordine che per un secondo della classe del modello di Ising 3d si
ha γ ≥ α, anche la suscettivita` della plaquette media scala con γ anziche` con α). Riscalando
sia le suscettivita` che i valori di β tramite le potenze adeguate di L, le curve corrispondenti
a reticoli di dimensioni diverse dovrebbero collassare su un unica curva; nel caso in esame,
usando nuovamente gli esponenti critici di un primo ordine e di una transizione della classe del
modello di Ising, si ottengono le figure 4.1 e 4.2, da cui nuovamente si deduce che nel caso in
Figura 4.1: Scaling della suscettivita` del condensato chirale ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
Figura 4.2: Scaling della suscettivita` della plaquette media ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
esame si ha una transizione del primo ordine. La stessa conclusione si sarebbe potuta ottenere
anche analizzando le distribuzioni di probabilita` al punto critico del condensato chirale e della
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Figura 4.3: Distribuzioni al punto critico del condensato chirale (sinistra) e della plaquette media
(destra).
plaquette media (figura 4.3), da cui si osserva lo svilupparsi di una separazione sempre piu` netta
tra i due picchi delle fasi coesistenti tipiche di un primo ordine.
Il cumulante di Binder connesso del condensato chirale, all’aumentare di L, decresce, pas-
sando al di sotto del valore corrispondente a quello del modello di Ising 3d, mentre il cumulante
di Binder della plaquette media si stabilizza ben al di sotto del valore 2/3, indicando la presenza
di un calore latente (figura 4.4).
Figura 4.4: Cumulante di Binder connesso del condensato chirale (sinistra) e cumulante di
Binder della plaquette media (destra).
Infine anche la relazione di scaling tra il condensato chirale e β per una transizione del primo
ordine risulta ben soddisfatta dai dati ottenuti, come si vede dalla figura 4.5
Passiamo ora ad esporre i risultati ottenuti per m = 0.0265: per i rapporti dei valori
pseudocritici delle suscettivita` sui due reticoli sono stati osservati i valori
χψ¯ψ(L = 12)
χψ¯ψ(L = 8)
= 3.22± 0.30; χ(L = 12)
χ(L = 8)
= 3.09± 0.31 (4.2.3)
che nuovamente indicano una transizione del primo ordine, consistentemente con lo scaling delle
suscettivita` con β, come si vede dalle figure 4.6 e 4.7.
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Figura 4.5: Scaling del condensato chirale (con sottrazione) con gli esponenti critici di una
transizione del primo ordine.
Figura 4.6: Scaling della suscettivita` del condensato chirale ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
Figura 4.7: Scaling della suscettivita` della plaquette media ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
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Nelle distribuzioni del condensato chirale e della plaquette media si puo` nuovamente osservare
la formazione di due picchi distinti (figure 4.8), anche se meno marcati rispetto al caso m =
0.0262 analizzato in precedenza, ad indicare che la transizione del primo ordine e` diventata piu`
debole.
Nuovamente il cumulante di Binder connesso del condensato chirale scende piu` in basso del
valore 1.603 corrispondente al modello di Ising 3d, il cumulante della plaquette media resta al di
sotto del valore 2/3 (figure 4.9) e la relazione di scaling per il condensato chirale con esponenti
del primo ordine risulta soddisfatta (figura 4.10)
Nel caso m = 0.0266 si ha un cambio di andamento: disegnando i massimi delle suscettivita`
in scala bilogaritmica e considerando un fit lineare a+bx si ottengono per i valori del coefficiente
angolare i seguenti risultati
bψ¯ψ = 2.16± 0.15; b = 1.98± 0.17 (4.2.4)
e teoricamente i casi possibili sono
b =
γ
ν
=
{
1.963 Ising 3d
3 primo ordine
(4.2.5)
In questo caso si ha quindi una transizione del secondo ordine della classe di universalita` del
modello di Ising 3d, come si vede anche dalle figure 4.11, in cui i massimi delle suscettivita`
sono disegnati in funzione delle dimensioni reticolari in scala bilogaritmica insieme ad un fit
della forma a + 1.963x. Compatibile con l’andamento atteso per un Ising 3d risulta anche lo
scaling completo delle suscettivita` con β (figure 4.12 e 4.13), oltre che il comportamento delle
distribuzioni del condensato chirale e della plaquette media, dove i due picchi si avvicinano
sempre piu` tra loro (figure 4.14)
Infine il cumulante di Binder connesso chirale resta quasi costante al variare delle dimensioni
del reticolo e si avvicina al valore corrispondente al modello di Ising 3d6, il cumulante di Binder
della plaquette media tende a 2/3 (figura 4.15) e la relazione di scaling del condensato chirale
in funzione di β risulta, per i due reticoli piu` grandi, ben soddisfatta usando gli esponenti del
modello di Ising, anche se e` richiesta una sottrazione (figura 4.16).
La analisi dei risultati ottenuti nell’ultimo caso, m = 0.0268, risulta piu` problematica: da
un grafico in scala bilogaritmica delle suscettivita` pseudocritiche al variare delle dimensioni del
reticolo (figure 4.17) si osserva la presenza di due andamenti distinti, il primo perfettamente
compatibile con uno scaling del primo ordine (γ/ν = 3), il secondo leggermente piu` debole di
quello atteso per un Ising 3d (γ/ν = 1.963) ma sostanzialmente compatibile con esso. Questo
stesso doppio andamento si distingue chiramente anche nello scaling completo delle suscettivita`
(figure 4.18 e 4.19).
Anche nel cumulante di Binder connesso chirale (figura 4.20) si possono distinguere due
andamenti: dapprima il cumulante scende sotto il valore del modello di Ising 3d, per poi pero´
rimanere circa costante, come ad un punto fisso; anche il cumulante di Binder della plaquette
media resta dapprima costante, poi tende a 2/3. Infine, sui due reticoli piu` grandi, la relazione
di scaling del condensato chirale risulta soddisfatta utilizzando gli esponenti critici del modello
di Ising 3d (vedi figura 4.21)
La presenza di questi due andamenti che si avvicendano all’aumentare delle dimensioni reti-
colari lascia supporre di essere in realta` in presenza di un fenomeno di crossover nelle vicinanze
6Una analisi sistematica delle correzioni allo scaling del cumulante di Binder si puo` trovare in [46], tuttavia in
questo caso si ha un numero troppo piccolo di dati per poter applicare i metodi ivi esposti.
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Figura 4.8: Distribuzioni al punto critico del condensato chirale (sinistra) e della plaquette media
(destra).
Figura 4.9: Cumulante di Binder connesso del condensato chirale (sinistra) e cumulante di
Binder della plaquette media (destra).
Figura 4.10: Scaling del condensato chirale (con sottrazione) con gli esponenti critici di una
transizione del primo ordine.
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Figura 4.11: Scaling dei valori pseudocritici della suscettivita` del condensato chirale (sinistra) e
della plaquette media (destra).
Figura 4.12: Scaling della suscettivita` del condensato chirale ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
Figura 4.13: Scaling della suscettivita` della plaquette media ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
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di un punto critico, in cui pero` non e` presente alcuna transizione. Infatti i risultati del reti-
colo 163 × 4 escludono la presenza di una transizione del primo ordine e lo scaling sui reticoli
piu` grandi appare leggermente piu` debole di quello atteso per un modello di Ising 3d. Questa
conclusione richiederebbe tuttavia, per essere confermata completamente, simulazioni su reticoli
piu` grandi di quelli utilizzati, simulazioni che non e` stato qui possibile effettuare per mancanza
di tempo.
4.3 Conclusioni
Dalle simulazioni effettuate risulta chiara evidenza di una transizione del primo ordine per
m ≤ 0.0265 e di una transizione del secondo ordine della classe di universalita` del modello di
Ising 3d perm = 0.0266. I risultati ottenuti perm = 0.0268 non permettono di trarre conclusioni
precise circa l’esistenza o meno di una transizione di fase per questo valore delle masse: le
quantita` misurate sui due reticoli piu` grandi scalano in modo sostanzialmente compatibile con
quanto atteso ad una transizione di fase del secondo ordine della classe di Ising 3d, tuttavia
questo andamento risulta meno ben definito di quello osservato nel caso m = 0.0266, lasciando
quindi aperta la possibilita` che per m = 0.0268 non sia presente alcuna transizione; questo e` un
punto per la cui completa chiarificazione sarebbero necessarie simulazioni su reticoli piu` grandi
di quelli che e` stato qui possibile utilizzare.
I risultati ottenuti risultano quindi sostanzialmente in accordo con il quadro esposto in
[113], anche se il valore della massa critica ivi riportato, mc = 0.0263(3), appare leggermente
sottostimato, in quanto solo per m = 0.0266 sono stati osservati chiari segnali di una transizione
sel secondo ordine; cio` puo` essere dovuto al fatto che in [113] non si aveva una stima attendibile
precedente per il valore della massa critica, e le simulazioni effettuate sono risultate poi essere in
punti piuttosto distanti (sia dal basso che dall’alto) da quello che e` stato in seguito identificato
come punto critico, quindi probabilmente la approssimazione lineare per il cumulante di Binder
non e` sufficiente per una stima accurata, pur essendosi comunque mostrata molto utile per una
prima localizzazione del valore critico delle masse. Per il futuro potra` risultare utile verificare in
che misura la determinazione tramite i cumulanti di Binder delle masse critiche risulta affidabile
anche nel caso Nf = 2 + 1, in cui una precisa determinazione della linea dei punti critici puo`
risultare determinante sia per verificare che le masse fisiche dei quark risultino effettivamente
nella zona del diagramma di fase in cui non e` presente transizione, sia per determinare l’esistenza
del punto tricritico, risultato questo che, a sua volta, avrebbe conseguenze sulla analisi del caso
Nf = 2.
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Figura 4.14: Distribuzioni al punto critico del condensato chirale (sinistra) e della plaquette
media (destra).
Figura 4.15: Cumulante di Binder connesso del condensato chirale (sinistra) e cumulante di
Binder della plaquette media (destra).
Figura 4.16: Scaling del condensato chirale (con sottrazione) con gli esponenti critici del modello
di Ising 3d.
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Figura 4.17: Scaling dei valori pseudocritici della suscettivita` del condensato chirale (sinistra) e
della plaquette media (destra).
Figura 4.18: Scaling della suscettivita` del condensato chirale ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
Figura 4.19: Scaling della suscettivita` della plaquette media ottenuto utilizzando gli esponenti
critici di un prino ordine (sinistra) e del modello di Ising 3d (destra).
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Figura 4.20: Cumulante di Binder connesso del condensato chirale (sinistra) e cumulante di
Binder della plaquette media (destra).
Figura 4.21: Scaling del condensato chirale (con sottrazione) con gli esponenti critici del modello
di Ising 3d.
Appendice A
Dettagli delle simulazioni effettuate
I risultati esposti nel capitolo 4 sono stati ottenuti utilizzando la macchina APEMille, modifican-
do leggermente il codice di una precedente implementazione dell algoritmo RHMC (realizzata
principalmente da C. Pica e G. Cossu, che si ringraziano per la collaborazione ed i consigli
ricevuti) in modo tale da poter utilizzare il metodo degli pseudofermioni multipli. Mentre nel
caso in cui siano presenti quark di masse diverse il metodo di precondizionamento risulta piu`
conveniente, in quanto e` possibile precondizionare gli pseudofermioni leggeri tramite gli pseu-
dofermioni pesanti in modo molto efficiente (vedi [136]), nel caso in cui i quark abbiano masse
uguali i due metodi di accellerazione, metodo di precondizionamento e metodo degli pseudofer-
mioni multipli, hanno efficacia simile e si e` quindi preferito utilizzare il secondo in quanto di piu`
semplice implementazione ed ottimizzazione.
Pur non essendo stata effettuata una analisi sistematica completa per la determinazione dei
parametri ottimali, da alcune rapide simulazioni e` risultato che il numero ottimale di pseudo-
fermioni per il range di masse utilizzato corrisponde a Nps = 2; fissata a ∆τ = 1 la lungezza
totale di ognuna delle traiettorie MD si e` analizzata in modo analogo la dipendenza dell’efficenza
dell algoritmo (numero di traiettorie accettate nell’unita` di tempo) dal numero di step elementari
utilizzati per l’integrazione numerica delle equazioni del moto. L’algoritmo di integrazione delle
equazioni del moto utilizzato e` stato l’algoritmo 2MN, tuttavia e` stato osservato che l’algoritmo
di integrazione 4MN (vedi [122]), notevolmente meno efficiente nel caso dei reticoli 83×4, risulta
solo leggermente meno vantaggioso del 2MN nel caso dei reticoli 163× 4, confermando quindi le
osservazioni generali effettuate in [137], in cui si mostrava che, mentre per simulazioni a T = 0 gli
integratori di ordine superiore non risultano competitivi per i reticoli accessibili, il loro uso puo`
risultare vantaggioso nel caso di simulazioni a temperatura finita (in [137] si utilizzavano pero`
fermioni alla Wilson e si confrontava l’integratore leapfrog con l’integratore del quart’ordine di
Campostrini).
I coefficienti delle approssimazioni razionali di x3/16 e x−3/8 sull’intervallo normalizzato [4×
10−6, 1], necessarie per il calcolo rispettivamente della azione e della componente fermionica della
forza (calcolata usando la espressione per l’agoritmo Φ di [131]), sono stati ottenuti utilizzando
l’algoritmo di Remez 1. Le funzioni razionali sono state quindi applicate alla matrice fermionica
(con precondizionamento odd/even) utilizzando la versione shifted dell’algoritmo dei gradienti
coniugati esposta in [135], che permette di risolvere contemporaneamente n equazioni lineari
della forma (A + σiI)xi = y, 0 ≤ i ≤ n, utilizzando circa lo stesso numero di prodotti matrice
per vettore necessario per risolvere la solaAx = y (come residuo per la condizione di terminazione
1M.A. Clark and A.D. Kennedy, http:/www.ph.ed.ac.uk/∼mike/remez, 2005
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si e` usato 10−8). Utilizzando questo algoritmo e` inoltre stato possibile introdurre una ulteriore
forma di precondizionamento semplicemente partendo dall’equazione (A + σ)x = y invece che
da Ax = y ed effettuando la sostituzione σi → σi − σ; e` possibile infatti scegliere la costante
σ sufficientemente piccola da fare in modo che la percentuale di accettazione non cambi molto,
riducendo tuttavia significativamente il tempo necessario per le inversioni, come mostrato nelle
due figure seguenti, relative al caso di tre fermioni con masse m = 0.0268 su un reticolo 123 × 4
Durante le simulazioni sono state misurate, per ogni traiettoria, i valori medi delle pla-
quette spaziali e temporali e la traccia dell’inverso della matrice fermionica, che corrisponde a
4〈ψ¯ψ〉/Nf ; i valori medi calcolati usando le misure effettuate per un dato valore βexp del para-
metro β sono stati poi estrapolati utilizzando il metodo degli istogrammi (introdotto in [138]);
infine gli errori sono stati calcolati utilizzando il metodo del jackknife (vedi ad es. [139]).
I parametri usati nelle simulazioni sono riportati nelle tabelle seguenti (si sono usati reti-
colo di estensione L3 × 4), inoltre non in tutte le simulazioni e` stato utilizzato il metodo di
precondizionamento esposto prima, quelle in cui e` stato applicato sono contrassegnate da un
asterisco.
m = 0.0262 L = 8 L = 12
1/δτferm 8 9
δτferm/δτgauge 5 6
βexp 5.137 5.145
percentuale accettazione 78% 83%
tempo di update2 90s 320s
#update 28000 12000
m = 0.0265 L = 8 L = 12∗
1/δτferm 8 9
δτferm/δτgauge 5 6
βexp 5.137 5.145
percentuale accettazione 75% 82%
tempo di update 86s 170s
#update 28000 20000
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m = 0.0266 L = 8 L = 12∗ L = 16∗
1/δτferm 8 9 10
δτferm/δτgauge 6 6 6
βexp 5.145 5.145 5.142
percentuale accettazione 86% 84% 80%
tempo di update 87s 175s 492s
#update 28000 20000 18000
m = 0.0268 L = 8 L = 12∗ L = 16∗
1/δτferm 8 9 10
δτferm/δτgauge 6 6 6
βexp 5.145 5.145 5.142
percentuale accettazione 85% 82% 81%
tempo di update 88s 159s 462s
#update 28000 20000 16000
A.1 Tabelle dei valori critici
Si useranno nelle tabelle le seguenti notazioni:
• mψ¯ψ = 3〈ψ¯ψ〉/4
• χψ¯ψ = 〈(3ψ¯ψ/4−mψ¯ψ)2〉/V
• Bψ¯ψ = 〈(3ψ¯ψ/4−mψ¯ψ)4〉/〈(3ψ¯ψ/4−mψ¯ψ)2〉2
• s=plaquette spaziale
• t=plaquette temporale
• m=(s +t)/2
• χ = 〈(m − 〈m〉)2〉/V
• B = 〈(m)4〉/〈(m)2〉2
m = 0.0262 L = 8
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.1275 0.572048 0.0235026 75.0928 4.06865 1.69576 0.0682177
β s δs t δt χ δχ B δB
5.1275 0.489285 0.00145979 0.492396 0.00165485 0.338554 0.0198209 0.665764 0.00005924
92 APPENDICE A. DETTAGLI DELLE SIMULAZIONI EFFETTUATE
m = 0.0262 L = 12
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.1375 0.560935 0.0392043 288.498 23.6347 1.34435 0.0560347
β s δs t δt χ δχ B δB
5.1375 0.490988 0.00242445 0.493919 0.00274845 1.25917 0.115847 0.665684 0.000102394
m = 0.0265 L = 8
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.1375 0.570685 0.0204861 76.8872 2.85257 1.61215 0.039671
β s δs t δt χ δχ B δB
5.1375 0.489841 0.00124473 0.492909 0.00142194 0.345783 0.01269 0.66575 0.0000343
m = 0.0265 L = 12
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.1355 0.561485 0.0312856 248.377 13.884 1.38441 0.0373787
β s δs t δt χ δχ B δB
5.1355 0.491155 0.00189751 0.494203 0.00215494 1.07035 0.0727309 0.665835 0.0000605
m = 0.0266 L = 8
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.1165 0.568573 0.0281592 92.7926 4.3893 1.4425 0.0386631
β s δs t δt χ δχ B δB
5.1165 0.48993 0.00180963 0.492859 0.00204255 0.42368 0.0266229 0.665537 0.0000828
m = 0.0266 L = 12
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.134 0.552997 0.0295176 231.84 17.738 1.40176 0.0513002
β s δs t δt χ δχ B δB
5.134 0.491732 0.00174804 0.494903 0.00198847 0.987305 0.0838784 0.665893 0.0000637
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m = 0.0266 L = 16
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.1375 0.540304 0.0279241 380.151 47.5636 1.48628 0.103498
β s δs t δt χ δχ B δB
5.1375 0.492606 0.00165615 0.495942 0.00188837 1.52441 0.2073 0.666174 0.0000743
m = 0.0268 L = 8
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.12 0.559911 0.0299698 73.4472 3.9002 1.65279 0.0453622
β s δs t δt χ δχ B δB
5.12 0.491032 0.00183057 0.494233 0.00209707 0.324957 0.0216913 0.665807 0.0000681
m = 0.0268 L = 12
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.135 0.560184 0.0313656 242.692 12.88 1.37738 0.0476076
β s δs t δt χ δχ B δB
5.135 0.491178 0.00193727 0.494262 0.00218798 1.06769 0.0634942 0.66583 0.0000559
m = 0.0268 L = 16
β mψ¯ψ δmψ¯ψ χψ¯ψ δχψ¯ψ Bψ¯ψ δBψ¯ψ
5.137 0.550785 0.0255264 387.498 35.914 1.41196 0.0717871
β s δs t δt χ δχ B δB
5.137 0.491941 0.00152198 0.495253 0.00172533 1.56808 0.151058 0.666154 0.0000541
Appendice B
Esponenti critici di Ising 3d
α = 0.110(1)
β = 0.3265(3)
γ = 1.2372(5)
δ = 4.789(2)
ν = 0.6301(4)
η = 0.0364(5)
Tratti da [39].
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