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Abstract
Several connections between distance measures on quantum computations are preserved in
the postselected setting.
1 Introduction
The postselected setting has recently drawn a lot of attention [1–8]. In this note we define post-
selection equivalents of trace-induced distance and diamond distance. We pick some known inequal-
ities between the standard distance measures, also adding a new one, and prove that equivalent
relations hold in the postselected setting.
The difficulty is that in the postselected setting it only makes sense to compare computa-
tions after their output has been renormalised. Let L(H) be the set of linear operators from the
finite-dimensional1 Hilbert space H to itself. We say that a map Φ : L(H) → L(H′) is a post-
selection superoperator if (1) it is linear, completely positive (CP), trace-nonincreasing and (2) its
postselection probability tr[Φ(ρ)] is nonzero for all ρ ∈ D(H), where D(H) ⊂ L(H) is the set of
normalised density operators. A postselection superoperator Φ followed by the renormalisation of




which introduces a non-linearity in ρ. However, translation of some standard inequalities to the
postselected setting is still possible. We achieve this via our ”conversion lemma”, which states that
under certain conditions the postselection probability is almost constant in ρ, so that the nonlinear
map above can be replaced by a linear one.
Errors in the postselected setting were previously investigated [7–10] for some specific appli-
cations. We take the more general approach of deriving results analogous to the following well-
established results on diamond distance.
1.1 Preceding work: Two inequalities to carry over to the postselected setting
Kitaev [11] defined diamond distance d♦ and Aharonov, Kitaev and Nisan proved [12, Theorem
4] the following property of d♦, useful when evaluating how well a computation composed of
subroutines simulates an ideal computation composed of ideal subroutines:
1all the Hilbert spaces throughout this note are finite-dimensional
1
Theorem 1.1 (due to [12]) (Additivity of d♦). Let the simulating computation use N subrou-
tines, each at most ǫ-far in d♦ from its ideal. Then the simulating computation is at most Nǫ-far
in d♦ from the ideal computation.
The next result due to Watrous [13] relates d♦ to what we call the operational trace-induced




where || · ||tr is the trace norm. This is not the same as the usual trace-induced distance dtr, but
d♦ is the stabilised version of both dtr and d
D
tr (see Section 2). Watrous [13, Theorem 3.56] proved
that sometimes upper bounding the stabilised version is ’for free’.
Theorem 1.2 (due to [13]) (dDtr(Ψ, U · U †) small =⇒ d♦(Ψ, U · U †) small). Let U : H → H′
be an isometry, Ψ : L(H) → L(H′) a linear CP trace-preserving map. If dDtr(Ψ, U · U †) ≤ ǫ, then
d♦(Ψ, U · U †) ≤
√
2ǫ .
1.2 Overview of the results
A new inequality for the standard setting
We add an inequality which uses Stinespring dilation to relate dDtr to the operator norm || · ||op.





for some (non-unique) linear operator A : H → H′ ⊗K′.
Theorem 1.3 (dDtr(Ψ, U · U †) small =⇒ ||A− U⊗|g〉||op small) (roughly). Let U : H → H′ be
an isometry, Ψ : L(H) → L(H′) a linear CP trace-nonincreasing map. Denote by A : H → H′ ⊗K′
some Stinespring-dilation operator of Ψ. If dDtr(Ψ, U · U †) ≤ ǫ, then there exists |g〉 ∈ K′ such that
||A− U ⊗ |g〉 ||op ≤ 2
√
ǫ.
To prove Theorem 1.3 we first prove that dtr(Ψ,Φ) ≤ 2dDtr(Ψ,Φ) for any pair of linear maps
Ψ,Φ : L(H) → L(H′) (Lemma 1). A corollary of Theorem 1.3 is a new version of Theorem 1.2 with
the trace-preserving assumption on Ψ relaxed (Corollary 1).
The postselected setting
We define postselection equivalents of dDtr and d♦ in the following way: Let Ψ,Φ : L(H) → L(H′)















d̂tr(Ψ⊗ IK,Φ⊗ IK), (2)
where IK : L(K) → L(K) is the identity superoperator. Note that d̂tr and d̂♦ are pseudometrics:
they are zero if Ψ = Φ (but not only if!), they are symmetric and obey the triangle inequality.
Unfortunately, the function of ρ that we maximise in (1) could be not convex (see Claim 1). We will
still show that both suprema are achieved and that the pseudometrics obey inequalities equivalent
to Theorems 1.1 to 1.3:
2
Theorem (roughly). Let U : H → H′ be an isometry, Ψ : L(H) → L(H′) a postselection super-
operator. Denote by A : H → H′ ⊗K′ a Stinespring-dilation operator of Ψ.
2.1 (Weak additivity of d̂♦). If the ideal subroutines are trace-preserving, Theorem 1.1 holds
also when the distances are measured by d̂♦.
2.2 (d̂tr(Ψ, U · U †) small =⇒ d̂♦(Ψ, U · U †) small). Theorem 1.2 has a postselection equivalent.
2.3 (d̂tr(Ψ, U ·U †) small =⇒ ||A−U⊗|g〉||op small). Theorem 1.3 has a postselection equivalent.
Remarkably, the trace-preserving requirement in Theorem 2.1 is not superfluous; once dropped, a
counterexample exists (see Section 4.1). Theorems 2.2 and 2.3 are proven using our main result
- the ”conversion lemma”, which formalizes the following intuition: If Φ is trace-preserving, so
that in definition (1) Φ(ρ)/ tr[Φ(ρ)] = Φ(ρ), then small d̂tr(Ψ,Φ) implies that the nonlinear map
ρ 7→ Ψ(ρ)/ tr[Ψ(ρ)] is actually close to a linear map. Formally:
Lemma 2 (Main: Conversion lemma) (roughly). Let Ψ,Φ be postselection superoperators,





,Φ) for some positive scalar k.
As a (zero-distance) example take Φ : L(H) → L(H′) to be the identity superoperator between two
spatially separated registers H and H′ of the same dimension. The quantum teleportation with
postselection on a particular Bell-measurement outcome is a local Ψ that simulates the nonlocal Φ
exactly. By Lemma 2 we have Ψ
k
= Φ, so Ψ’s postselection probability must be k, i.e constant over
all input states - indeed we know that tr[Ψtelep(ρ)] = ktelep = dim(H)−2.
2 Preliminaries
In this section we review some standard distance measures on linear trace-nonincreasing CP su-
peroperators. Let Ψ,Φ : L(H) → L(H′) be such superoperators. The operational trace induced
distance is induced from a norm || · ||Dtr which, in turn, is induced from the trace norm on operators
in the following way
dDtr(Ψ,Φ) = ||Ψ− Φ||Dtr := sup
ρ∈D(H)
||Ψ(ρ)− Φ(ρ)||tr . (3)
The trace-induced distance is similar, the only difference being that the supremum is now over all
linear operators L(H), not only density matrices
dtr(Ψ,Φ) = ||Ψ − Φ||tr := sup
X∈L(H), ||X||tr≤1
||Ψ(X)− Φ(X)||tr . (4)
By definition, this distance upper bounds the first one, dDtr(Ψ,Φ) ≤ dtr(Ψ,Φ). On one hand,
Watrous [14] found Ψ,Φ such that this inequality is strict, but on the other hand, the diamond
distance, d♦(Ψ,Φ) = ||Ψ− Φ||♦, is the stabilised version of both
d♦(Ψ,Φ) := sup
K
dtr(Ψ⊗ IK,Φ⊗ IK) = sup
K
dDtr(Ψ⊗ IK,Φ⊗ IK), (5)
where IK : L(K) → L(K) is the identity superoperator. The last equality in (5) follows from the
following result of Watrous [13, Lemma 3.45 and Theorem 3.51] by setting f = Ψ− Φ:
3
Fact 1 (Due to [13]). For any Hermitian-preserving linear map f : L(H) → L(H′), there exists
a normalised vector |u〉 ∈ H⊗H such that setting K = H and X = |u〉〈u| ∈ D(H⊗H) achieves the
suprema in definitions (5) and (4), i.e. ||f ||♦ = ||f ⊗ IH(|u〉〈u|)||tr.
We have mentioned the Stinespring dilation [15] which states that any linear CP superoperator




for some extension Hilbert
space K′ and some linear operator A : H → H′ ⊗ K′. For linear operators O : H → H′ we will
use the operator norm defined as ||O||op := sup|v〉∈H, |||v〉||=1 ||O |v〉 ||. We will find the following fact
useful:
Fact 2. If Ψ is a linear completely positive superoperator and A corresponds to its Stinespring
dilation, then ||Ψ||♦ = ||Ψ||tr = ||Ψ||Dtr = ||A||2op.
Proof. Note that ||Ψ||♦ ≥ ||Ψ||tr ≥ ||Ψ||Dtr ≥ ||A||2op, the first two inequalities following imme-
diately from the definitions and the last from the fact that for a positive semidefinite opera-




which is bigger or equal to




. It remains to show ||Ψ||♦ ≤ ||A||2op. Apply Fact 1 to get
||Ψ||♦ = tr[Ψ⊗ IH (|u〉〈u|)] ≤ ||A⊗ 1 ||2op = ||A||2op which completes the proof.
If Ψ is also trace-nonincreasing, we have ||Ψ(ρ)||tr = tr[Ψ(ρ)] ≤ 1 for all ρ ∈ D(H) so that by
definition (3) ||Ψ||Dtr ≤ 1. By definition (4) ||Ψ(X)||tr ≤ ||Ψ||tr||X||tr which with Fact 2 gives:
Fact 3. A trace non-increasing CP map Ψ contracts the trace norm: ||Ψ(·)||tr ≤ || · ||tr.
3 Results: Standard setting
In this section we prove Theorem 1.3 and introduce a new version of Theorem 1.2.
Theorem 1.3 (dDtr(Ψ, U · U †) small =⇒ ||A− U⊗|g〉 ||op small). Let U: H →H′ be an isometry
and Ψ : L(H) → L(H′) a linear CP trace-nonincreasing superoperator. Denote by A : H → H′⊗K′
a Stinespring-dilation operator of Ψ. If dDtr(Ψ, U ·U †) ≤ ǫ, then there exists |g〉 ∈ K′, with the norm
1− ǫ ≤ || |g〉 ||2 ≤ ||A||2op ≤ 1, such that ||A− U ⊗ |g〉 ||op ≤ 2
√
ǫ.
As a corollary we get a version of Theorem 1.2 with a worse bound but working also for Ψs that
decrease the trace of some inputs. This we need for the next section.
Corollary 1. Let U : H → H′ be an isometry and Ψ : L(H) → L(H′) a linear CP trace-
nonincreasing superoperator. If dDtr(Ψ, U · U †) ≤ ǫ, then d♦(Ψ, U · U †) ≤ 4
√
ǫ+ ǫ.
The corollary follows from d♦(Ψ, U · U †) ≤ d♦(Ψ, || |g〉 ||2U · U †) + | || |g〉 ||2 − 1| (an application of
the triangle inequality for d♦), from the fact that partial trace contracts d♦ and from Lemma 12.6
of [12], according to which d♦(A · A†, B · B†) ≤ 2||A −B||op if ||A||op, ||B||op ≤ 1.
To prove Theorem 1.3 we first prove the following:
Lemma 1. Let Ψ,Φ : L(H) → L(H′) be two linear maps. dtr(Ψ,Φ) ≤ 2 dDtr(Ψ,Φ).
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because the roots of unity sum to zero,
∑3
k=0 i
k = 0. For any linear f : L(H) → L(H′) we get by














||f ||Dtr = 2 ||f ||Dtr .
By a convexity argument2 there exist |u∗〉 , |v∗〉 ∈ H which achieve the supremum of eq. (4). We
get ||f ||tr = ||f(|u∗〉〈v∗|)||tr ≤ 2||f ||Dtr . Setting f = Ψ− Φ completes the proof.
Proof of Theorem 1.3. By the definition of dtr in (4) we have for all normalised |u〉 , |v〉 ∈ H
dtr(Ψ, U · U †) ≥
∣∣∣


















∣∣∣〈u|U †Ψ(|u〉〈v|)U |v〉 − 1
∣∣∣
=
∣∣∣〈v|A† (U |v〉 ⊗ 1K′)
(
〈u|U † ⊗ 1K′
)
A |u〉 − 1
∣∣∣ (6)
where the last two inequalities are applications of the general inequalitites ||X||tr ||O||op ≥ ||XO||tr
and ||X||tr ≥ | tr[X] | that hold for any X,O ∈ L(H) (see [12, Lemma 10]). Moreover, when
|u〉 = |v〉 we can write dDtr instead of dtr (see definition (3)). Next we define
|gu〉 :=
(
〈u|U † ⊗ 1K′
)
A |u〉 (7)
and use it as a shorthand in (6). From (7) and from inequality (6) and its dDtr equivalent we get
1− dDtr(Ψ, U · U †) ≤ || |gu〉 ||2 ≤ ||A||2op and 1−ℜ〈gv|gu〉 ≤ dtr(Ψ, U · U †)
where ℜ stands for the real part of the complex number. Observe that the norm of |gu〉 is withing
the bounds required by Theorem 1.3. Next note that ||A |u〉 ||2 ≤ ||A||2op = ||Ψ||♦ ≤ 1 by Fact 2
and by Ψ being CP trace-nonincreasing. For any normalised |u〉 , |v〉 ∈ H we can upper bound
||A |v〉 − U |v〉 ⊗ |gu〉 ||2 = ||A |v〉 ||2 − 2ℜ
[(




+ || |gu〉 ||2
≤ 2− 2ℜ 〈gu|gv〉 ≤ 2 dtr(Ψ, U · U †)
Combining with Lemma 1 we find that ||A−U ⊗ |gu〉 ||op ≤ 2
√
dDtr(Ψ, U · U †) where |gu〉 is defined
as in eq. (7) for any normalised |u〉 ∈ H.
2Operators of the form |u〉〈v| are the extreme points of the convex set {X ∈ L(H); ||X||tr ≤ 1} and ||f(·)||tr is a
convex function; it maps convex set to a convex set and extreme points to extreme points.
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4 Results: Postselected setting
In the introduction we defined the trace-induced distance and the diamond distance for the posts-

















d̂tr(Ψ⊗ IK,Φ⊗ IK), (2)
where we added the shorthand fΨ,Φ to denote the objective function of the maximisation in (1).
In general, this function is not convex.
Claim 1. There exist Ψ,Φ such that fΨ,Φ is not convex on D(H).
Proof. Consider the maps Ψ,Φ : L(C2) → L(C2) where Ψ(ρ) = (1− ǫ) |0〉〈0| ρ |0〉〈0|+ ǫ |1〉〈1| ρ |1〉〈1|
and Φ(ρ) = (1 − ǫ) |1〉〈1| ρ |1〉〈1| + ǫ |0〉〈0| ρ |0〉〈0|, for some ǫ ∈ (0, 12). Both are postselection su-
peroperators so fΨ,Φ is well-defined on D(C2). Observe that fΨ,Φ(|0〉〈0|) = 0, fΨ,Φ(|1〉〈1|) = 0 and
fΨ,Φ(
1
2 |0〉〈0|+ 12 |1〉〈1|) = 2− 4ǫ, therefore this fΨ,Φ is not convex.
It is still possible to replace the suprema in the definitions by maxima. In (1) this is because
D(H) is compact and fΨ,Φ is continuous. The supremum in (2) is achieved by K = H, similarly as
for its non-postselected predecessor, supK d
D
tr(Ψ ⊗ IK,Φ ⊗ IK) [14, Theorem 5]. The proof is also
similar, except for an additional step circumventing the possible non-convexity of fΨ,Φ.
Claim 2. Let Ψ,Φ be postselection superoperators on L(H). Then d̂♦(Ψ,Φ) = d̂tr(Ψ⊗IH,Φ⊗IH).
Proof. The ≥ direction follows from definition (2). We prove here the ≤ direction.
First, we claim that for any normalised |v〉 ∈ H⊗K, where K is of a higher dimension than H,
there exists a normalised |u〉 ∈ H ⊗H such that
fΨ⊗IK,Φ⊗IK(|v〉〈v|) = fΨ⊗IH,Φ⊗IH(|u〉〈u|). (8)
The proof is standard: Since the Schmidt decomposition of |v〉 has at most dim(H) terms, there
exists |u〉 ∈ H ⊗ H such that |v〉 = (1H ⊗U) |u〉 with U : H → K an isometry; U †U = 1H.
Plugging this in for |v〉, noting that superoperators acting on different registers commute and that
||(1H ⊗U) · (1H ⊗U †)||tr = || · ||tr (for example by Fact 3 applied in both directions) we get eq. (8)3.
Next, we prove that for any postselection superoperators A,B : L(N ) → L(M) and for any
ρ ∈ D(N ) there exists |v〉 ∈ N ⊗N such that
fA,B(ρ) ≤ fA⊗IN ,B⊗IN (|v〉〈v|). (9)
We choose a |v〉 that is a purification of ρ, substituting ρ = trN (|v〉〈v|) into the left-hand side. The
inequality follows by commutation and by || trN ( · )||tr ≤ || · ||tr (Fact 3).
Finally, we set A = Ψ ⊗ IK′ , B = Φ ⊗ IK′ in (9) and to the right-hand side we apply eq. (8)
with K = K′ ⊗H ⊗ K′. We get fΨ⊗IK′ ,Φ⊗IK′ (ρ) ≤ max|u〉∈H⊗H fΨ⊗IH,Φ⊗IH(|u〉〈u|) for any K′ and
ρ ∈ H ⊗K′. Taking suprema over them completes the proof.
3The entire proof would stop here if the objective function was convex: Since pure states are the extreme points
of the convex D(H⊗K), we would have some |v〉〈v| ∈ D(H⊗K) achieve each d̂tr in (2), similarly as in footnote 2.
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4.1 Weak additivity and weak contractivity
In this section we discuss how d̂♦ behaves with respect to composition of superoperators.
Theorem 2.1 (Weak additivity). Let Ψ,Φ : L(H) → L(H′) and Ψ′,Φ′ : L(H′ ⊗ K′) → L(H′′)
be postselection superoperators, Φ′ being trace-preserving. Then
d̂♦(Ψ
′ ◦ (Ψ⊗ IK′) ,Φ′ ◦ (Φ⊗ IK′)) ≤ d̂♦(Ψ′,Φ′) + d̂♦(Ψ,Φ), (10)
where IK′ : L(K′) → L(K′) is the identity superoperator.
Setting K′ trivial and Ψ′ = Φ′ =: τ we immediately get that d̂♦ contracts under the composition
with a trace-preserving postselection superoperator:
Corollary 2 (Weak contractivity). With Ψ,Φ as before, let τ : L(H′) → L(H′′) be a trace-pre-
serving postselection superoperator. Then d̂♦(τ ◦Ψ, τ ◦Φ) ≤ d̂♦(Ψ,Φ).
Interestingly, Corollary 2, and consequently Theorem 2.1, do not hold if τ , Φ′ are not trace-
preserving. Consider the following two postselection superoperators, constant on ρ ∈ D(C3):
Ψ(ρ) = (1− ǫ) |0〉〈0| + ǫ |1〉〈1| and Φ(ρ) = (1− ǫ) |0〉〈0| + ǫ |2〉〈2| (if ρ is outside D(C3) scale the
outputs by trρ). Now let τ(ρ) = (1 − ǫ)ΠρΠ + ǫρ with Π = |1〉〈1| + |2〉〈2| and ǫ ∈ (0, 1). Observe
that d̂♦(Ψ,Φ) = 2ǫ but d̂♦(τ ◦Ψ, τ ◦ Φ) = 11− ǫ
2
> 1 + ǫ2 , i.e. this τ increases the distance!
Proof of Theorem 2.1. For shorthand, denote Ψ̄ := Ψ ⊗ IK′ ⊗ IK′′ and similarly for Φ̄ and denote
Ψ̄′ := Ψ′ ⊗ IK′′ and similarly for Φ̄′. Then by definition (2) we can write
d̂♦(Ψ





























. From the linearity of Ψ̄′, the




































































because Φ̄′ contracts the trace norm (Fact 3). We get (10) by taking the supremum.
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4.2 Inequalities via conversion
To prove inequalities in the postselected setting, sometimes it is possible to go back to the standard
setting and use the results that hold there. Here we apply this method to obtain the following:
Theorem 2.2 (d̂tr(Ψ, U · U †) small =⇒ d̂♦(Ψ, U · U †) small). Let U : H → H′ be an isome-
try, and Ψ : L(H) → L(H′) a postselection superoperator. Assume d̂tr(Ψ, U · U †) ≤ ǫ. Then
d̂♦(Ψ, U · U †) ≤ 24
√
ǫ+ 18ǫ.
Theorem 2.3 (d̂tr(Ψ, U · U †) small =⇒ ||A− U ⊗ |g〉 ||op small). Let U : H → H′ be an isome-
try, Ψ : L(H) → L(H′) a postselection superoperator. Let A : H → H′⊗K′ be a Stinespring-dilation
operator of Ψ. If d̂tr(Ψ, U · U †) ≤ ǫ, then there exists |g〉 ∈ K′, (1 − 9ǫ)||A||2op ≤ || |g〉 ||2 ≤ ||A||2op,
such that ||A− U ⊗ |g〉 ||op ≤ 6||A||op
√
ǫ.
The conversion between the settings is done by the following lemma which we prove in the next
section.
Lemma 2 (Conversion Lemma). Let Ψ,Φ : L(H) → L(H′) be postselection superoperators,
with Φ trace-preserving. Then |tr[Ψ(ρ)]− ||Ψ||♦| ≤ α||Ψ||♦ d̂tr (Ψ,Φ) for all ρ ∈ D(H) and
1
2






≤ (α+ 1) d̂tr (Ψ,Φ) ,
with α = 8 if Φ is also unitary and α = 40/maxρ0,ρ1∈D(H) ||Φ(ρ0)− Φ(ρ1)||tr otherwise.
The inequalities of Lemma 2 hold also for diamond distances. This is immediate from the fact
that the identity superoperator IK is unitary, that ||Ψ ⊗ IK||♦ = ||Ψ||♦, and that taking supre-
mum (supK) preserves inequalities. Thus Lemma 2 allows us to move from postselection dis-
tances to the corresponding standard distances of linear trace non-increasing CP maps (since
||Ψ||♦ = maxρ∈D(H) tr[Ψ(ρ)] the superoperator Ψ/||Ψ||♦ is indeed trace non-increasing). We are
ready to prove the theorems.

















D +D ≤ 12√ǫ+ 9ǫ.
The first inequality is from Lemma 2 applied to diamond distances, the second from Corollary 1,
and the last, D ≤ 9ǫ, is again from Lemma 2.
Proof of Theorem 2.3. Denote D := dDtr
(
Ψ/||Ψ||♦, U · U †
)





||Ψ||♦ (Fact 2), A/||A||op is a Stinespring-dilation operator of Ψ/||Ψ||♦. Then by Theorem 1.3
there exists |v〉 ∈ K′ such that










where we used D ≤ 9ǫ due to Lemma 2. Taking |g〉 := ||A||op |v〉 completes the proof.
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4.3 Conversion lemma
In this section we prove our main result, Lemma 2.
Lemma 2 (Conversion Lemma). Let Ψ,Φ : L(H) → L(H′) be postselection superoperators,
with Φ trace-preserving. Then |tr[Ψ(ρ)]− ||Ψ||♦| ≤ α||Ψ||♦ d̂tr (Ψ,Φ) for all ρ ∈ D(H) and
1
2






≤ (α+ 1) d̂tr (Ψ,Φ) , (11)
with α = 8 if Φ is also unitary and α = 40/maxρ0,ρ1∈D(H) ||Φ(ρ0)− Φ(ρ1)||tr otherwise.
When Φ is not promised to be unitary, the inverse dependence of α on the maximum trace dis-
tance of Φ’s outputs is necessary. Consider the postselection superoperators Φ(ρ) = |0〉〈0| trρ and
Ψ(ρ) = 12 |0〉〈0| trρ+ 12 |0〉〈0| ρ |0〉〈0| and note that Φ is indeed trace-preserving and that ||Ψ||♦ = 1.
We have dtr̂ (Ψ,Φ) = 0, but dDtr (Ψ,Φ) = 12 , so for the inequality (11) to hold we need α→ ∞.
Proof of Lemma 2 (the left inequality in (11)). The inequality actually holds also when ||Ψ||♦ is
replaced by any k 6= 0. To prove this, observe that for any ρ ∈ D(H), Ψ(ρ) is positive semidefinite

































































holds for all ρ ∈ D(H). Taking supρ gives d̂tr(Ψ,Φ) ≤ 2 dDtr(Ψk ,Φ) as required.
Proof of Lemma 2 (the rest). Use the shorthand D̂ := d̂tr(Ψ,Φ). We will first prove the bound
| tr[Ψ(ρ)]−||Ψ||♦| ≤ α||Ψ||♦ D̂. For this purpose we will use the fact that ρ 7→ Φ(ρ)/ tr[Φ(ρ)] = Φ(ρ)
is linear in ρ. For any ρ0, ρ1 ∈ D(H) denote ρp := (1− p)ρ0 + p ρ1 = ρ0 + p∆ where p ∈ [0, 1] and
∆ := ρ1 − ρ0. Since ||Ψ||♦ = ||Ψ||Dtr = maxρ∈D(H) tr[Ψ(ρ)] (see Fact 2), we actually want to upper






















where we rewrote the left-hand side as a trace norm of a polynomial in p ∈ [0, 1] with the coefficients
A0 := Ψ(ρ0)−tr[Ψ(ρ0)] Φ(ρ0), B := Ψ(∆)−tr[Ψ(ρ0)] Φ(∆)−tr[Ψ(∆)]Φ(ρ0) and C :=tr[Ψ(∆)] Φ(∆).
To show that |tr[Ψ(∆)]| is small we will bound ||C||tr. Define A1 analogously to A0 and note that
||Ai||tr ≤ tr[ψ(ρi)] D̂ ≤ ||Ψ||♦ D̂. Observe also that B = A1 −A0 + C. By the triangle inequality
||Cp− Cp2||tr ≤ ||A0 + (A1 −A0 + C)p− Cp2||tr + ||A0(1− p)||tr + ||A1 p||tr
≤ ||Ψ||♦D̂ + (1− p)||Ψ||♦D̂ + p||Ψ||♦D̂
||C||tr ≤ 2(1−p)p ||Ψ||♦D̂.
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Taking p = 12 so that the bound is the tightest and substituting ∆ = ρ1 − ρ0 into the definition of





If Φ is not unitary, denote by ρ∗0, ρ
∗
1 the two states that maximise the denominator, i.e. Φ(ρ
∗
0) and
Φ(ρ∗1) are the furthest away in trace norm. Call their distance s. Now for any state ρ ∈ D(H), Φ(ρ)
is more than s2 -far either from Φ(ρ
∗
0) or from Φ(ρ
∗
1), or both. Therefore, for all pairs ρ, ρ
′ ∈ D(H)






























If Φ is a unitary superoperator, we can obtain a tighter bound, because then for any orthog-








= 2 and eq. (12) gives∣∣tr[Ψ(ρ)]− tr
[
Ψ(ρ⊥)
]∣∣ ≤ 4||Ψ||♦D̂. Now note that for any pure state ρ ∈ D(H) we can write the









i , with d = dim(H) and with each ρ⊥i pure and















]∣∣∣ ≤ 4||Ψ||♦D̂ (14)
holds for any pure ρ. By the convexity of D(H), it in fact holds for any ρ ∈ D(H).
To continue both the unitary and the non-unitary case, choose ρ′ which maximises tr[Ψ(ρ′)].






with α as in the statement of Lemma 2 (the non-unitary case follows from (13), the unitary from
(14) and the triangle inequality). This proves the first conclusion of Lemma 2. To prove the right








∣∣∣ tr[Ψ(ρ)]||Ψ||♦ − 1




























≤ αD̂ + D̂.
Taking supρ completes the proof.
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