In this paper, we consider an initial boundary value problem for a two-dimensional nonlinear Schrödinger equation. We prove by using Galerkin's method that the solution of the initial boundary value problem exists and it has a unique solution. Also, we get an estimation for the solution of the initial boundary value problem.
INTRODUCTION
The nonlinear Schrödinger equation is a nonlinear mathematical equation that describes the evolution over time of a physical system. It arises in nonlinear optics (Kelley, 1965; Talanov, 1965) , the evolution of water waves , hydromagnetic and plasma waves (Schimizu and Ichikawa, 1972) , nonlinear instability problems (Stewartson and Stuart, 1971 ).
In the present paper, we study a nonlinear Schrödinger equation that usually arises in the dispersion of light beams (waves) in a nonlinear medium. We investigate the existence and uniqueness of the solutions of nonlinear Schrödinger equation. For purpose, we use Galerkin's method and constitute the approximate solutions of the initial boundary value problem. By means of the approximate solutions, we prove that the solution of initial the boundary value problem exists and it has a unique solution.
The nonlinear Schrödinger equation and boundary value problems for Schrödinger equation were previously studied in (Tsutsumi, 1991; Strauss and Bu, 2001; Holmer, 2005; Iskenderov and Yagubov, 2007; Mahmudov, 2007; Kaikina, 2013; Yildirim Aksoy et al., 2016) . The Schrödinger equation considered in the literature is usually one-dimensional. But, in the paper (Iskenderov and Yagubov, 2007) , an initial boundary value problem for a multi-dimensional (except for two-dimensional) Schrödinger equation is examined.
MATERIAL AND METHODS
The basic of Galerkin's Method is based on finding an approximate solution in a finite-dimensional space spanned by a set of basis functions. To obtain the approximate solution, we project the partial differential equation onto a finite-dimensional subspace. This gives a system of ordinary differential equations for the approximate solutions, which has a solution with standart ordinary differential equations theory. Each approximate solution satisfies an estimation called as a priori estimation for solutions of the partial differential equation. These estimations allow to obtain a solution of the partial differential equation.
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