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DHT Distributed hash table, a type of distributed system that provides hash table-like
functionality.
P2P Peer-to-peer, a type of ad-hoc computer network.
Node A node a participating system in a P2P network.
Peer A peer is equivalent to a node.
SN Social network, a network made of entities typically persons or organisations linked
together through.
UI User interface, graphical interface for user interaction.
WBSN Web-based social network, a social network application that can be accessed via
a web site.Abstract
The popularity of online social network services such as Facebook and StudiVZ has been
steadily increasing over the last years. User numbers of Facebook are expected to soon
exceed the 150 Million user threshold. Thousands of new users register an account every
day and ﬁll the data bases of network providers with new private data. Reports on security
breaches and new marketing concepts for user data diminish the trust placed in these
providers.
In order to gain back the user’s control over private data, Sonja Buchegger et al. [21]
proposed to use a community-driven P2P solution for social network services. To date only
few P2P implementations have been used. None of them incorporates security measures
based social trust or provides strong availability qualities.
The present diploma thesis incorporates this idea and extends it by implementing it
on DSL-Routers and adding a special consideration of social trust. I base trust on social
relations to support secure data exchanges and storage. The scope of this thesis includes
the analysis of the system requirements, the derived software architecture and a fully
working prototype that fulﬁlls these requirements. Clique is the implementation of this
architecture and is presented and evaluated as part of this work. It is shown that the
software architecture is feasible to implement and deploy on a DSL-Router using the
Mono runtime. I demonstrate the possibility to replace existing online social networks by
implementing alternative architectures, such as Clique. Clique is a complement to current
solutions and allows users to manage their private data while keeping beneﬁts such as
availability and safe storage of the information.Zusammenfassung
Die Popularität von Sozialen Netzwerk-Diensten wie Facebook und StudiVZ ist ungebro-
chen. Es wird erwartet, dass die Nutzerzahl von Facebook schon bald die 150 Millionen
Marke durchbricht. Täglich registrieren sich tausende weitere Nutzer, welche die Datenban-
ken der Anbieter mit immer neuen privaten Daten füllen. Dass das in diese Anbieter gesetzte
Vertrauen nicht gerechtfertigt ist, zeigen immer wieder auftretende Sicherheitslücken sowie
die Einführung neuer Konzepte zur Vermarktung der Nutzerdaten.
Damit Benutzer die Kontrolle über Ihre Daten zurückerlangen können, schlugen Sonja
Buchegger et al. [21] die Idee, zu einer durch Nutzer getragenen P2P Lösung, für einen
Sozialen Netzwerk-Dienst, vor. Aktuell gibt es nur wenige Realisierung einer solchen P2P
Lösung und keine umfasst erweiterte Schutzmaßnahmen basierend auf Vertrauen oder
liefert hohe Verfügbarkeitsgarantien.
Die vorliegende Arbeit greift diese Idee auf und erweitert sie um den Aspekt, die
Realisierung dieses Dienstes unter Verwendung eines DSL-Routers und der besonderen
Beachtung von Vertrauen durchzuführen. Dieses Vertrauen basiert auf sozialen Bindungen
und wird benutzt, um einen sicheren Austausch Daten und deren sicherer Speicherung zu
gewährleisten. In diesem Zusammenhang beschreibt die Arbeit, die an ein solches System
gestellten Anforderungen sowie die Architektur, die daraus abgeleitet wurde. Clique, die
Realisierung dieser Architektur, wird vorgestellt sowie gezeigt, dass es Möglich ist eine
solche Software-Architektur mit Hilfe der Mono Laufzeitumgebung zu realisieren und auf
einem DSL-Router zu betreiben. Ich demonstriere die Möglichkeit einen existierenden
Dienst für soziale Netzwerke durch eine alternative Architektur wie Clique zu ersetzen.
Clique stellt dabei eine Ergänzung zu bestehenden Lösungen dar, die es Nutzern erlaubt
ihre privaten Daten zu verwalten und dabei die Vorteile von hoher Verfügbarkeit und
sicherer Speicherung beizubehalten.CHAPTER 1
Introduction
Web-based social networks (WBSN) have become ever more popular and are steadily
growing in size and interest. With user numbers exceeding tens of millions per network,
the data stored within the network provides an economic opportunity for the companies
running the network and third parties as well. With risk of exposure through data mining of
network owners, or worse through security breaches within the network, users have become
more and more aware of the risks of these networks regarding privacy and ownership of
social data.
With this newly gained awareness, alternative approaches for creating next-generation
online social network (OSN) services were discussed by Buchegger et al. [21] and they
introduce the idea of using peer-to-peer infrastructure instead of centralistic client-server
approaches as it was used in the past. This seminal paper poses several questions on how
to structure the network, how to achieve suﬃcient performance and most importantly
how to gain a high level of trust and security. In the course of this thesis a prototype
implementation of such a P2P social network service, named Clique, was developed and
evaluated.
1.1 Terminology
This work makes frequent use of technical terms which shall be introduced and deﬁned
here for a better understanding. The term peer-to-peer (P2P) system describes a
decentralized network system where every participant contributes resources to the overall1.2 Motivation 6
system and participants use diverse connectivity to exchange messages. Communication
partners are named peers or nodes within such a network as the system does not have
the notion of client and server. A peer is simultaneously a server and a client.
Another commonly used term is availability which describes the proportion of time
a system is in a functioning condition. A functioning condition in the context of P2P
systems means that a node is connectable and ready for interaction. Availability is
mostly measured in percent of uptime over the period of a year with uptime being the
time a node is operational. Favorable availability values begin at an uptime of 99% per
year which still allows a downtime of more than 3 days per year.
Social networks (SN) are discussed in this work and describe a social structure of
interconnected people. These connections stand for interdependencies as for instance
friendship, trust or same interest. A special manifestation of a SN is the WBSN or OSN,
which is a web application or service that allows people directly to form a social network
by creating links to other persons and adding them as friends.
1.2 Motivation
With WBSNs having issues of trust and scalability, next generation OSN services have
to eliminate these issues and still oﬀer the same functionality. WBSN services handle
the most private and personal data of users and should therefore provide security and
integrity of their services. A study by the Frauenhofer Institute [32] examined how data
privacy was enforced in major WBSN platforms. Researchers came to the conclusion that
none of the tested platforms oﬀers a satisfactory solution to ensure privacy. In addition to
security concerns, the trust in companies behind such services is questionable as well. The
provided service is connected to a ﬁnancial interest which seeks to exploit user data in
order to make money. This creates the opportunity develop a new service with these aims
as a basis.
• Strengthen privacy by removing a central entity providing the service and limit the
distribution of social data to a minimum and only trusted persons.
• Provide similar functionalities and quality of services guarantees as current WBSNs,1.3 Contribution 7
however, using an always-on networking infrastructure already available in most
households: DSL routers.
A possible approach to ensure these qualities is a P2P implementation of an OSN service
is to use the advanced uptime and connectivity properties DSL-Routers oﬀer.
1.3 Contribution
Existing WBSN client-server architectures do not cope well with the increasing number of
users which arouse scalability issues. This creates the demand for additional hardware that
companies ﬁnd funding for by exploiting their only asset, the users data. The presented
thesis proposes a new approach to implement a P2P social network service using social
trust that ensures data privacy and still provides comparable performance and availability
as experienced in the today’s WBSNs.
• My ﬁrst contribution is the design and deployment of a prototype implementation
of a P2P social network application. Diﬀerent approaches have been discussed in
previous publications; however these were focused on oﬀering a client application
to be run on mobile devices or desktop computers. This work’s implementation
is platform independent and can be deployed on a number of devices, but most
importantly on DSL-Routers. The use of an embedded device for a more reliable
service thus may be provided, based on the previous experience of the author in the
ﬁeld of Wi-Fi metropolitan networks and bandwidth sharing1.
• Another contribution is the implementation of a replication scheme based on social
trust and geographic distance that ensures data privacy and maximizes the failure
tolerance. Although trust is discussed in other publications, an automatic direct
trust measurement between trusting parties is barely examined.
1 M. Solarski, P. Vidales, O. Schneider, P. Zerfos, and J. Singh, An Experimental Evaluation of Urban
Networking using IEEE 802.11 Technology . In Proceedings of the 1st IEEE Workshop on Operator-
Assisted (Wireless Mesh) Community Networks (OpComm 2006), September 20061.4 Outline of the thesis 8
• A further contribution is the evaluation of feasibility and eﬀectiveness of using the
platform independent Mono runtime to develop and deploy a service on top of a
DSL-Router. This evaluation includes the assessment of the development process as
well as performance measurements compared to native code.
1.4 Outline of the thesis
This thesis is outline as follows. Chapter 2 introduces the theoretical background and
research context on which this work is based beginning with the underlying network
paradigms and their application.
In chapter 3, a requirement analysis of the given problem is conducted and transformed
into a design speciﬁcation detailing all need components and subcomponents.
Chapter 4 presents details of the conducted implementation. This includes class overviews
of all components as well as descriptions of their interaction. Finally, the designed protocol
is described.
In chapter 5, the implementation and the development process are examined a) qualita-
tively by evaluating the eﬀort it took to develop the prototype and b) quantitatively by
presenting some benchmarks conducted with the system and the underlying runtime.
Chapter 6 concludes this work and presents ideas for future research and improvements.CHAPTER 2
Theoretical background
This chapter generally introduces research ﬁndings and concepts incorporated into Clique.
Strengths and limitations of these concepts will be pointed out, alternative solutions will
be proposed.
I will speciﬁcally cater to the concept of distributed systems (section 2.1), introduce
properties of a trustworthy system and discuss the concept of trust in current research
(sections 2.2), and present a mean to improve performance and availability of networking
system (section 2.3). The last two sections describe the basic principles of embedded
systems (section 2.4) and social networks (section 2.5).
2.1 Distributed systems
For the present work, a P2P system is aimed to be implemented. As it is considered to be
a distributed system, I will start oﬀ giving an overview on distributed systems. Coulouris
deﬁnes a distributed system as a system "in which components located at networked
computers communicate and coordinate their actions only by message passing" [25, p.
1]. Tanenbaum, on the contrary, describes a distributed system as a "...collection of
independent computers that appear to the users of the system as a single computer" [50,
p. 1]. The main objective of these systems is to share resources, e.g. storage space,
computational time or any other action to achieve a common goal. As Tanenbaum’s
deﬁnition states, the distributed system hides the existence of individual entities that form
the system by providing an abstraction layer.2.1 Distributed systems 10
Distributed systems and their construction have to cope with the challenges of hetero-
geneous components, openness, security, scalability, failure handling, concurrency and
transparency. Clique faces the same challenges and deals with them accordingly. It hides
the distributed nature of the system from the user and ensures scalability through the use of
P2P methods. Protocols handling failures and concurrency are implemented additionally.
The implementation of Clique makes use the two paradigms, client-server and P2P,
whose implementations constitute distributed systems. Both approaches will be discussed
next.
2.1.1 Client-server paradigm
Tanenbaum [49] describes the client-server paradigm as a model with servers being ’powerful
computers’. These computers are connected to clients through a network, while clients are
’simpler machines’. Client and server communicate by sending messages over the network.
The client initiates the process by sending a request and then waits for a reply message
from the server. After having received the request, the server performs the requested work
or looks up the requested data and sends back a reply message. The server’s main function
is to provide a service while the client’s purpose is to consume it. The communication used
in client-server systems consists of two parts: a request and an answer to that request.
Only clients can start this process by sending a request to a waiting server that will in
return process the incoming request and answer it accordingly. The number of clients
normally exceeds the number of servers which reduces processing load for clients but at
the same time increases the server load. The client-server paradigm is an essential part
of today’s network infrastructure. Basically every network application uses it directly or
modiﬁed. Well known examples in internet applications are e-Mail services, web services
or domain name services. A limitation of this paradigm is the lack of scalability for large
numbers of clients. With each new client the server needs more resources which can only
be added to a certain extent, i.e. until the number of clients overwhelms a server. Clique
is a hybrid system for which the lookup part was implemented as a server component. The
main system, however, uses P2P methods (see section 2.1.2). These P2P methods oﬀer an
alternative approach to the client-server paradigm and avoid problems of scalability. They2.1 Distributed systems 11
will be discussed in the following section.
2.1.2 Peer-to-peer paradigm
Clique uses the P2P paradigm and is therefore essential for this thesis. In contrast to
client-server networks, in which a small number of servers provide resources and bandwidth
for a larger number of clients, P2P systems constitute a network of interconnected peer
nodes that combine their resources to achieve a common goal. "A P2P network distributes
information among the member nodes instead of concentrating it at a single server" [40,
p. 31]. In this setting every node is equal to its peer and acts as client and server
simultaneously. Nodes make requests to other peers and answer incoming calls.
The main advantage of P2P systems over central client-server approaches is that,
although every client creates additional demands for the system, each client also contributes
more resources, thus improving the overall performance of the system. The client-server
approach does not provide for clients to contribute resources to the system, therefore
new clients only create additional demands. Availability and robustness against failure
are increased in P2P systems as many peers equally provide service. P2P systems are
still able to provide resources and functionality in case of node failure as other nodes can
compensate for this failure. Central servers, on the contrary, remove service for all clients
in case of server error and are hence a single point of failure.
P2P systems are mostly noted for application in ﬁle-sharing programs (e.g. BitTorrent
[24] and eDonkey [31]), but are also used in applications for real-time communication
between people (e.g. Voice or text chat).
Clique implements a P2P storage system that distributes social data among nodes and
provides additional measures for fault tolerance, while being transparent to the user.
Peer-to-peer lookup
A further function that is needed for Clique is lookup. P2P systems consist of a large
number of interconnected peers with dynamically changing IP addresses in a largely
unstructured network. Keeping track of all changes within the network and providing
lookup operations is essential for a P2P system in order to be operational. Peers have to2.1 Distributed systems 12
look up the addresses of other peers to establish a connection. Moreover, lookup methods
are used to implement search functionality. Searching the proﬁles of users is a common
feature of WBSNs and should be considered when choosing a look up solution.
P2P solutions to this problem exist but cannot fully satisfy the requirements of providing
guarantees for look up termination and range queries. Potential candidates are presented
next along with thoughts on why they were not suitable for usage in the Clique system.
Gnutella [23] is an unstructured P2P system. In this context ’unstructured’ means that
nodes connect randomly to neighbors and build a random network. Lookup in
Gnutella takes place by ﬂooding random neighbors with lookup requests. This
technique cannot guarantee that an item will be found. Chances even decrease if
an item is unpopular. In a social network proﬁles will only be shared by a small
amount of people which makes all proﬁles unpopular for Gnutella. A person’s proﬁle
would therefore not be found.
Chord [47], Tapestry[52], Pastry [44] are implementation of distributed hash table (DHT)
protocols. A DHT oﬀers storage and lookup of name value pairs by applying a
cryptographic hash like SHA-1 [14] to the name. The DHT implementation uses
the resulting hash value to store and ﬁnd the corresponding value. DHTs oﬀer fast
lookup methods and good load balancing properties but are limited to exact match
searches. The absence of range queries limits the use of a social network, because
looking people up is an essential part of WBSNs. This limitation makes DHTs no
viable alternative.
P-Grid [16] is a DHT variant incorporating virtual distributed search tree to provide
support for lexicographic key ordering and range queries. Although range queries
are supported, the maintenance of the network as well as load balancing are quite
complex. Currently, no deployment of P-Grid is available. As a result, the code is
not very stable and has not been tested. Implementing this solution would be too
strenuous. P-Grid was therefore not chosen to keep the system simpler, but could
be a viable solution for future enhancements of Clique.2.1 Distributed systems 13
Peer-to-peer storage
Storage for social data, for instance for proﬁles or messages, is a critical part of Clique.
The storage solution has to be secure, ensure privacy and be fault-tolerant. P2P storage
solutions that present possible options are discussed next.
OceanStore [36] uses a P2P infrastructure to store ﬁles and to provide ﬁle system opera-
tions on them. Data is distributed among peers and can be cached everywhere. That
improves latency and accessibility. Data security and integrity are assured by allow-
ing encrypted storage. OceanStore does, however, not provide equal access to clients.
The authors envision the network to be run by third party access providers who get
paid to guarantee qualities such as availability and security. This semi-centralized
design negates one of the main goals of Clique: a community-driven system that
avoids data distribution to third parties.
Ivy [37] is a multi-user read/write P2P ﬁle system that uses DHash [26] to store data.
Each user handles ﬁle updates by appending changes to their private log. This avoids
the need for locking and conﬂict resolution for simultaneous access of ﬁles. Ivy does
not handle encryption and distributes ﬁles in clear text to other users. This system
does not control who accesses the data or where data is stored. Ivy therefore does
not meet the privacy requirements of Clique.
Pastis [22] is similar to Ivy [37] as it uses a DHT (Pastry [44]) to provide routing and
storage. It oﬀers multi-user read/write operations, similar to Ivy, but makes use of
the good locality properties of Pastry. Network access latency can thus be minimized,
so Pastis shows better performance than OceanStore and Ivy. Pastis is able to
regulate write access to a ﬁle, yet, does not prevent read access to it. In this scenario,
privacy of the stored data cannot be ensured unless encryption is handled on the
client side.
Though existing P2P storage solutions may be used to provide storage functionality in
general, they involve client side encryption and create additional problems regarding
authorization and performance. The present work aims to propose a new approach
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2.2 Trustworthy systems
Trustworthiness becomes increasingly important in software and computer systems, espe-
cially with regard to steadily expanding application domains into all ﬁelds of daily life.
Software and technical systems inﬂuence more and more our daily routines and increasingly
handle private data. The success of software and its application depends on the extent
to which we can trust it [19]. This section will brieﬂy introduce the term trust (section
2.2.1), followed by an introduction to related trust research in computer sciences (section
2.2.2). Social trust and how it will be employed in the proposed system will be described
at last (section 2.2.3).
2.2.1 Trust
The Oxford Dictionary of English deﬁnes trust as the "ﬁrm belief in the reliability, truth,
or ability of someone or something" [46]. Trust is gained from past experience of entities’
interactions. Therefore, a trustworthy entity typically brings a history of reliability, security
and no failure during the course interaction; it provides service in a timely manner. These
qualities also apply for computing systems or services. A trustworthy service will most
importantly not disclose conﬁdential information [19].
2.2.2 Trust in computer sciences
During the last years, the focus on trust has been increased in the domain of computer
sciences in order to optimize service performance. Trust in this regard refers to security
as well as promptness in the execution of processes. A speciﬁc algorithm for trust is
EigenTrust [35]. It uses a variation of the PageRank algorithm [39] to determine a global
trust rating for peers in a P2P network. Trust is inferred by an interaction between peers
and their experience based on the ratio of good to bad ﬁles received from a host. That
way peers without previous interaction experiences can request a trust rating from the
network to estimate a nodes future performance.
In the context of social networks, the gained global trust rating displays only a small part
of trust ratings. That is because the gained rating of EigenTrust focuses on performances2.3 Replication 15
values of peers such as uptime, response time and throughput. Social relations between
nodes are not considered. In a social network only a small number of nodes are eligible
communication partners, so that a direct measurement of trust seems more suitable than
a global cooperative approach. Another concept discussed in computer science research is
the inference of trust. Goldbeck [28] oﬀers two algorithms to compute a trust rating from
one person to another who are not directly connected in a social network. The proposed
algorithms use trust rating requests that traverse to all the trusted persons of a social
network and are returned to the request node along with a trust rating. For the presented
work inferred trust is not essential, but may be used to extend the circle of trusted people
in case it is needed.
2.2.3 Social trust
In this thesis social trust is deﬁned as a trust measurement automatically derived from
social data. To the best of my knowledge, the only research in this ﬁeld was conducted by
Motorola Inc., a mobile phone manufacturer, and published in a patent application in 2008
[48]. The patent proposes an index computed from statistical parameters that were derived
from social data stored in a mobile phone. The statistical parameters included number
of voice calls to a person made and received, call length and many other parameters
derived from communication patterns. The parameters were weighted according to their
importance. This principle will also be used in this work and will be applied to the social
data stored in a WBSN (e.g. number of incoming and outgoing messages, wall entries).
2.3 Replication
The Clique system uses replication to improve system properties like availability and
performance. Section 2.3.1 deﬁnes replication. The following sections 2.3.1 and 2.3.2
describe the kind of replication used in the proposed P2P system. The last section 2.3.3
illustrates two prominent examples for replication in computer sciences.2.3 Replication 16
2.3.1 Deﬁnition
Replication of data refers to [...the maintenance of copies of data at multiple computers]
[25, p. 1]. More general, a replica is an exact copy of an item or a resource with replication
being the process of creating and maintaining such a replica. In computer sciences
replication is used to provide additional copies of resources by exchanging data in order to
ensure consistency between redundant resources. These resources are mainly copies of data
items that are stored on diﬀerent devices (replication in space), but also include resources
like computation or services [1]. Besides replication in space, these services support
replication in time, i.e. the ability to be run repetitively on the same device. Usually,
uniform access to replicas is provided hiding the actual replication. Advantages gained
through replication are improved reliability, fault-tolerance, accessibility and performance.
Having several copies of an item decreases the chances of failure, as several instances
are less likely to fail at the same time. That is also true for performance considering
that workload and access the data can be distributed between several copies. Thus faster
response times can be provided by choosing geographically closer replicas and a higher
throughput can be achieved due to less loaded individual replicas. In order to keep all
replicas in a consistent state, in which all replicas share the same data, protocols have to
be put in place to synchronize each copy.
Update models
When choosing a replication scheme it is important to choose an update model that deﬁnes
who is responsible for creating replicas and keeping the system in sync. While Read-Only
operations are autonomic and can be executed in any order, update capability or write
operation mandate additional eﬀort to be taken to keep the system in a consistent state.
Gray et al. [29] describe two properties that deﬁne a replication model: propagation
and ownership. Updates to replicas can be propagated either Eager, i.e updating every
replica directly before returning from an update request, or Lazy, i.e. by distributing the
updates after a transaction was committed. Eager updates guarantee consistency but slow
down response times, while lazy has to synchronize all updates to keep a consistent state.
Propagation mode as well as object ownership inﬂuence how updates are organized in a2.3 Replication 17
replicated environment. Updates can be propagated in an eager manner by updating all
replicas at the same time. Therefore all copies in the network are kept exactly synchronized
as updates only succeed if all replicas could be updated. Lazy replication commits all
changes locally, thus gaining responsiveness, and communicates local changes separately
to other copies in the system. This way eager replication trades slower response times
against consistent updates and avoids concurrency problems. Figure 1a illustrates an eager
update: User A tries to do an update on Node A. Before User A receives a response on
the success of his update, Node A has to contact und update Node B and C. All three
nodes have to be successfully updated their data before Node A can conﬁrm the successful
update. Nodes A, B, and C have the same data at all times and respond with the same
values. To demonstrate lazy propagation, ﬁgure 1b shows a possible update problem that
may occur doing lazy updates. While User A gets an immediate response after the local
update has ﬁnished, the changes need to be communicated to Node B and C and keep
the system in an inconsistent state until all nodes were updated. In this state, concurrent
requests can result in contradicting answers. In the case of ﬁgure 1b, User B and C receive
diﬀerent answers for the value of Var.
Object ownership is the second factor for choosing an update model. Two forms exist:
(a) Eager replication (b) Lazy replication
Figure 1: Replication modes2.3 Replication 18
master or group ownership. With master ownership only a single node has the right to
change the data, while all other nodes provide read access only. Every update request has
to be sent to the master node that holds the primary copy. With group ownership all
node have equal rights on the data and can receive update request. With this equality
every node has to communicate the changes to each member of the group.
Clique uses the lazy-master variant of replication. Social data can only be updated
using the node that is solely responsible for it. If a node is oﬄine, updates to that node
will not be processed. All updates are stored at the primary node and are later lazily
propagated to its mirrors in the system. This process ensures that though a node may
become outdated it will never diﬀer from the primary node, because simultaneous updates
to several nodes are not allowed.
2.3.2 Representation
When designing a replication method it has to be decided how data will be represented in
the system. Traditionally replicated ﬁles can be represented in three forms:
1. Whole ﬁle
2. Per-Block
3. Erasure codes
Whole ﬁle and Per-Block representations use original data and create redundancy by
copying either the whole ﬁle to diﬀerent nodes or divide the ﬁle into blocks that can
be stored on diﬀerent nodes separately. The third option erasure codes is a technique
that divides an object into n fragments and encodes those fragments into m additional
fragments with n > m. The resulting system is resilient to up to m fragment failures
[43, 51]. Comparisons between conventional replication and erasure codes show that
erasure codes require considerably lower storage costs to meet the desired availability
level. Table 1 presents the approximated additional replication space needed to provide
availabilities level between 0.800% and 0.999% for an estimated average short term node
failure of 50%. The advantage of erasure codes in terms of storage and availability only
deploys in an ideal environment that implies evenly distributed blocks on a large number of2.3 Replication 19
Required Availability in % Replication factor (Whole
ﬁle replication)
Stretch factor (Erasure
codes)
0.800 3 2.13
0.900 4 2.19
0.950 5 2.25
0.990 7 2.36
0.995 8 2.40
0.999 10 2.49
Table 1: Comparison of replica count for whole-ﬁle replication and error codes.
nodes. Error codes cannot cope well with a small amount of nodes available for replication.
One of the main objectives of Clique is to provide as much privacy as possible. To achieve
that, the amount of parties with access to a user’s social data has to be kept to a minimum.
With this in mind whole-ﬁle replication oﬀers the best solution for usage in Clique.
2.3.3 Examples
RAID
The most common use of the concept of data replication is RAID (Redundant Array of
Independent Disks) [41]. This concept describes the parallel use of a larger number of
small disks to replace single large disks. In order to replace a single large disk the pool
of smaller disks is connected to a RAID controller that transparently presents this pool
of drives as a single, large and logical drive. The drive can be accessed as analogous to
the original large disk. Incorporating RAID increases throughput of the storage system,
because the parallel use of several drives distributes the load among the drives. That allows
simultaneous access to data. Reliability can also be improved as RAID was designed to
anticipate failure and oﬀers several tradeoﬀs between additional storage and the capability
to recover from failure.2.4 Embedded systems 20
Content delivery networks
Content delivery networks (CDNs) pose another important use of replicas to improve
performance of a system. The purpose of CDNs is to distribute a selected type of data over
a network. Enhancement of performance is approached by moving data from an origin
server to replication servers on the edge of the network [42]. Data retrieved from local
replica server typically has advantages in terms of latency and transfer rates compared
to remote servers. Key problems are the placement of replication servers and object
placement on these servers.
2.4 Embedded systems
DSL-Routers will be the main deployment target of Clique and belong the hardware
category of embedded devices. This section describes the developments that made it
possible to use Mono instead of highly optimized native code.
2.4.1 Evolution
Noergaard deﬁnes an embedded system as "[...] an applied computer system, as dis-
tinguished from other types of computer systems such as personal computers (PCs) or
supercomputers." [38, p. 5] This deﬁnition doesn’t provide much details by only stating
that embedded systems are diﬀerent from general purpose computers. Barr oﬀers more
details by describing embedded systems as "[...] a combination of computer hardware
and software - and perhaps additional parts, either mechanical or electronic - designed
to perform a dedicated function" [18, p. 1]. PCs or supercomputers are designed to be
general purpose machines, able to tackle all kinds of problems while embedded systems are
speciﬁcally designed to perform a special dedicated function. This restriction to certain
problems is used to minimize production costs by only incorporating as much hardware
resources as needed to solve the given problem. Hardware resources are processing power,
memory or other hardware functionality. Confronted with such hardware limitations soft-
ware was adapted. Software was scaled down in memory usage, code size and processing
time to be eﬀectively run on an embedded device.2.4 Embedded systems 21
Technological advances in production and product design made the term embedded
device become more ﬂuid. To date embedded devices have to solve more tasks and process
more generic problems. This prompted a need for more hardware resources and higher
layers of abstraction to eﬃciently implement all the required features. With increased
resource supply, embedded platforms allowed to run new software that was considered to
ineﬃcient before.
2.4.2 Development
Developing software for an embedded system creates additional requirements to the
development process as embedded devices are limited in memory and CPU performance.
Therefore additional eﬀort is required to minimize code size and memory usage. For
this kind of optimization, native code (section 2.4.2) is the best choice as it oﬀers most
possibilities for optimizations but at the price of being very complex. When memory and
performance are not the main problem, managed code (section 2.4.2) can oﬀer a more
easy way of developing software for embedded devices. The main arguments that go into
a decision on what to use will be discussed now.
Native code
When developing native code for an embedded platform a complex development environ-
ment has to be set up in order to create native code for a foreign hardware platform.
The process normally involves writing code in C/C++ and translating this code with the
help of a cross compiler to the speciﬁc machine language used by the embedded system.
Afterwards the machine code has to be deployed on the embedded device and run to see if
it works.
Advantages:
• Optimizations for size and speed possible
• No VM overhead
• Real-time capability2.4 Embedded systems 22
• Direct hardware access
• Large number of development tools
Disadvantages:
• Complex debugging
• Code can be complex due to complexity of language
• Not platform independent
• Diﬀerent compiler behavior
Native code oﬀers mostly advantage hardware system engineers by saving money on
hardware resources. Software developers on the contrary have to cope with a diﬃcult
development environment. Systems can be produced cheaper as native code can be
optimized to consume less memory and CPU time but this comes with the price of complex
development processes and platform dependence to a speciﬁc hardware.
Managed code
Managed code describes machine code that is independent from actual hardware and run
in a virtual machine. Prominent examples of programming languages that use managed
code are Microsoft .Net [2] and Sun Java [3]. Both Java and .Net runtime are also available
as scaled down versions to better ﬁt on embedded devices. Advantages:
• Portability
• Easy maintenance
• Large number of standard libraries
• Large number of development tools
Disadvantages:
• VM Overhead CPU and Memory
• No direct hardware access2.4 Embedded systems 23
Managed code improves the development process by oﬀering a large amount of standard
libraries and hiding error prone concepts such as memory management from the developer.
Additionally the written code can be easily reused on diﬀerent platforms. When memory
and performance are not the main problem managed coded is a good alternative for
producing reliable software.
Mono
The Clique system was implemented using C# [4] and Mono [5] as runtime. Some reasons
for Mono are given below. Reasons for mono:
Portability: While managed code is platform independent the virtual machines running
the code are not. Before one can use theses virtual machines they have to be ported
to each new platform. In order to port such a virtual machine the source codes
have to be available. These sources are then recompiled for the speciﬁc platform.
At the time a virtual machine had to be ported to a DSL-Router platform both
Sun and Microsoft didn’t oﬀer an open source version of their virtual machines. As
an alternative Mono [5] oﬀered an open source implementation of the Microsoft
.Net runtime which is highly portable. Oﬃcially supported platforms for Mono are
Linux, Mac OS X, BSD, and Microsoft Windows, including x86, x86-64, ARM, s390,
PowerPC and more.
Multi language support: Many languages and runtimes qualify to be used on an embedded
device but most support only to run one speciﬁc language. The .Net runtime on the
contrary was aimed to support multiple languages from the start. Today more than
50 languages can be used to compile programs for .Net runtime [6, 7]. Include are
languages such as C++, Java, Delphi and script languages like Python and Ruby.
IDE support: Integrated development environments can support software development a
lot by oﬀering functions like syntax highlighting, debugging, refactoring support.
Visual Studio 2008 [8] was used in the development of Clique. It is known to be one
of the best IDEs available, which speciﬁcally supports the C# language Clique was
written in.2.5 Social networks 24
2.5 Social networks
The term social network was introduced 1954 [17] and describes a social structure made of
nodes connected by edges that represent one or more speciﬁc types of interdependency. In
this social context node represent individuals, groups or organizations while the connecting
edges can be common relations like values, ideas, friendship, trade or other.
2.5.1 Web-based social networks
Web-based social networks are a special form of social networks that has grow in numbers
and scope since the mid-1990s [28]. Today more than one billion user accounts have been
registered to WBSN. This has created large opportunities as well as challenges for research
in SNs. With the emergence of WBSNs large SNs could be studied for the ﬁrst time
without relying on randomized models or simulations to created large networks like this.
A user estimation made in 2005 [9] accounted for over 1 billion registered users in social
networking sites. The top 10 social networks are shown in table 2.
Table 2: Top 10 of WBSN sites
No. Name # of Users
1. MySpace 300.000.000
2. Facebook 90.000.000
3. Orkut 64.000.000
4. ChinaRen Xiaonei 60.000.000
5. Hi5 60.000.000
6. Neopets 45.000.000
7. Bebo 40.000.000
8. Windows Live Spaces 40.000.000
9. Xanga 40.000.000
10. zoominfo 35.000.000
Sum: 774.000.000
Facebook one of the biggest WBSNs announced December 2008 that they reached 1402.5 Social networks 25
Million users and 600.000 new users join the site everyday [10]. Even with it’s over 800
servers supplying over 28 terabytes of memory [11] this massive growth creates scalability
problems for Facebook.
Clique is meant to replace these systems and provide similar availability and better
scalability properties.
2.5.2 Peer-to-peer social networks
Clique is not the ﬁrst implementation of a P2P social network system. Two other approaches
are presented next.
PeerSON
PeerSon focuses on providing a P2P social network infrastructure with special attention
to security and privacy concerns [45] [21]. Main goal was to remove centralized entities
and servers from the network owned by a single organization. This was achieved using a
distributed hash table (OpenDHT [12]) as a lookup service and direct node communication
afterwards. In order to increase availability implicitly replication is used. Clients cache all
the entries received and make them available to other peers. To further increase the systems
availability properties and uptime Schioeberg proposes the future use of DSL-Routers as
additional network nodes.
Clique is a complement to this architecture by deploying the software on DSL-Routers
and providing additional measures to increase availability and security based on trust.
MyNet
MyNet [34] provides a secure P2P social network service on top the Unmanaged Internet
Architecture (UIA) [27] overlay. The focus is on providing pervasive access to social
data by providing easy ways to share this data and resources among friends and devices
uniformly and without delay. Each user imprints a device or cluster of devices with his
proﬁle and personal data and MyNet enables him to share this data in a secure fashion
with his friends or colleagues.
In [33] Kalofonos et al. extended the MyNet design to a hybrid solution to eliminate2.5 Social networks 26
of the some P2P limitations. With the device focused approach of MyNet no availability
guaranties could be made as devices can be turned oﬀ a lot or not connected to the network.
Moreover the solution was not integrated into existing Internet services. To overcome this
virtual device were introduced that can be hosted on dedicated infrastructure that oﬀers
uptime and connectivity guarantees.CHAPTER 3
System design
This chapter describes complete process of designing Clique starting with Section 3.1
detailing requirements analysis that went into creating Clique followed by Section 3.2
which contains the System architecture and a description of all its components that were
derived from the requirements.
3.1 Requirements analysis
The software requirements analysis yields speciﬁcations that help in the software design
process to create the underlying architecture and its components. Within this analysis
process, functional requirements as well as non-functional are described. Functional
requirements depict actual functionality that can be described as pairs of input sets,
behavior and outputs while non-functional requirements specify criteria that can be used
to judge a systems operation like performance, security, or reliability.
3.1.1 User requirements
Clique is intended to replace a normal WBSN consequently it has to oﬀer the same basic
functionalities. The use case depicted in Figure 2 covers the main functionalities that
must be present in the system.3.1 Requirements analysis 28
User
Show Proﬁles
Show Wallentries
Show Friendlist
Show Messages
Clique
Store social data
Figure 2: Use case user
3.1.2 Functional requirements
Show Proﬁles: User proﬁles store all the information a user wants to be known by his
friends including data like home city, E-Mail address or relationship status. This
information is not public and has to be accessible only by friends of the user.
Show Wallentries: Stored within a social proﬁle are short messages that other users post
on the proﬁle page of a user. Wall entries are public and must be accessible for other
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Show Friendlist: Connected to every user proﬁle is a list of friends. Only friends have
access to a users proﬁle and wall entries. Friend lists are public and must be accessible
for other users.
Show Messages: User proﬁles contain messages that were sent or received in the past. A
user has to have access to these messages. Each user can only read his personal
messages; access to other users must be prohibited.
Store social data: All social data consisting of user proﬁle, wall entries, friend list and
messages have to be stored permanently and be available for retrieval.
3.1.3 Non-functional requirements
Usability: Clique has to provide an intuitive and easy to use user interface which helps
the user to interact with the underlying social network. This includes preventing
the user from executing invalid actions and providing meaningful error messages in
case of failure.
Availability: The system is composed of a large number of devices connected via the
same number of network connections that could fail independently or simultaneously.
Failure decreases system uptime and endangers system operations. This results in
an extra demand for additional measures to counteract such failures.
Reliability: Besides availability Clique must prevent malfunction and defects with ap-
propriate error handling and input validation. These actions have to anticipate
unintentional as well as maliciously malformed input.
Performance: With software running on embedded devices extra attention to performance
and eﬃciency has to be paid to performance as only limited resources are available.
All operations should avoid complex computations as well as excessive memory
consumption. Additionally bandwidth usage should be kept to a minimum. In cases
of peaks in demand for a speciﬁc user proﬁle, a node could be overwhelmed and
therefore needs means to distribute load among nodes within the network.3.2 System Architecture 30
Privacy: Clique handles most intimate and private user data and therefore privacy has
to be ensured at all times. Access to data must be limited to valid peers that are
allowed to request these data and distribution among other peers must be avoided if
possible.
3.2 System Architecture
3.2.1 Overview
Clique is divided into three separate parts:
Backend: a lookup services for network nodes.
Client: a user interface for potential users.
Storage node: a service node providing the social network service and providing replica-
tion for fault tolerance.
While P2P networks can be designed to run without any central backend Clique is designed
as a hybrid solution that incorporates a centralistic lookup service in order to keep the
overall system simpler and avoid complex P2P lookup mechanisms. This way it is possible
to concentrate on the storage node itself. The client was kept separated from the storage
node to keep the implementation independent and ﬂexible. A client could be written
in any language or form as long as it implements the underlying protocol of the Clique
social network. Each storage node is part of the overall P2P network infrastructure and is
providing resources for whole system. All three parts are illustrated in ﬁgure 3. Shown is
the network structure of the including its two communication pattern. Communication
can be started by either clients or storage nodes. The backend only receives requests and
does not initiate any communication on its own.
3.2.2 Backend
The backends main objective is to provide a lookup service. Clique requires a lookup
service to acquire information on a speciﬁc node including its IP address, service port
and location. This information is necessary to establish communication in an IP network3.2 System Architecture 31
Clients
Storage nodes
Backend
Internet
Figure 3: System overview
as communication partners have to know each other’s IP addresses. This is necessary in
order to contact each other. In a centralistic WBSN scenario this is done with the use of
DNS servers which is appropriate when servers are used where IP addresses rarely change
but due to the dynamic nature of P2P systems, where quick changes of IP addresses
are common, a lightweight solution is more suitable. Additionally DNS was no designed
to easily provide arbitrary data like location and service port to clients along with IP
addresses.
The alternative of using a P2P lookup service was not pursued as although solutions for
this problem exist they add unnecessary complexities.
Request dispatcher: Client and Storage node entities can send three diﬀerent request types
to the backend. The Request dispatcher analyzes incoming request and chooses the
appropriate component to deal with it. Once analysis is done the Request dispatcher
forwards the relevant information to the responsible handler which starts processing
the request from thereon.
Login: Nodes need to log into the backend in order to register their current IP and Port
conﬁguration. This done be ﬁndable and provide other nodes with connection
information. The login handler is responsible for storing this connection information3.2 System Architecture 32
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Figure 4: Backend architecture
in the database and replacing existing old information.
Registration: This component handles all requests regarding the registration of replicas.
Requests are validated and if valid persisted into the database.
Lookup: When a node or a client wants to ﬁnd another node the lookup component is
used to retrieve the needed connection information stored by the Login component.
Once an incoming request reaches the Lookup component it fetches the necessary
information from the database and returns it to the requesting party.
Database layer: This component handles all the store and retrieve requests coming from
the Login, Registration or Lookup component.
Figure 4 presents a diagram of the backend components.
3.2.3 Client
To provide the user with means of interaction with the system and a representation of
the networks data a client is necessary. The client is responsible for retrieving data from
the social network and feeding modiﬁcations back into it. Clients therefore have oﬀer a
graphical user interface that oﬀers methods to communicate with the underlying social
network layer to retrieve and display data.3.2 System Architecture 33
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Communicator
Template engine
Data handler
User interface
Query handler
Request dispatcher
Figure 5: Client architecture
User interface: User interaction with the system can only be done with the User interface
(UI). The UI presents the data by drawing it on a screen for the user to see. Moreover
the user can interact with it by using input devices such as mouse or keyboard to
start new requests. Possible requests are named in the User requirements (see section
3.1.1).
Query handler: User interface inaction results in requests that are send to the client.
When such a request is formulated and sent to the client the Query handler will
analyze the request and decided what information is needed. Once analysis is done
the Request dispatcher forwards the extracted relevant information to the Request
dispatcher.
Request dispatcher: Taking the prepared incoming information, the Request dispatcher has
to retrieve the information necessary to connect a Storage node that can answer the
Users request. For this the Request dispatcher queries the backend for the connection
information of the node responsible for this information. This information contains
the IP and Port of the master copy as well as information on possible mirrors.
The Request dispatcher then translates the data into a format that is ready for3.2 System Architecture 34
transmission and forwards this package of connection information and data to the
Communicator.
Communicator: Actual network traﬃc is handled by the Communicator component which
is responsible for sending and retrieving data on the network level. It takes incoming
data and translates it to a binary representation useable in network communication.
Data handler: Data retrieved from the Communicator gets forwarded to a registered Data
handler which in return process it the incoming data. Upon the incoming data type
a template is chosen for displaying a Proﬁle or Messages. The template and data is
then forwarded to the Template engine.
Template engine: Templates have speciﬁc placeholders for inserting data. The Template
engine takes these placeholders an replaces them with the provided data from the
Data handler. The resulting representation is returned to the User interface.
Figure 5 illustrates the client architecture.
3.2.4 Storage node
Storage nodes are the components responsible for storing proﬁle data, regulate and grant
access to the proﬁles and enhance system reliability and performance by actively creating
replicas. Each storage node is responsible for a single user proﬁle and its related data such
as messages and wall entries. The proposed architecture and its components can be seen
in ﬁgure 6.
Service Worker: The ServiceWorker is the server part of the P2P design and handles all
incoming requests. It provides a network interface for incoming requests and answers
those requests accordingly. Those requests are either store and retrieve request for
social data posted by clients or replication requests from other storage nodes. To
handle both types of request the ServiceWorker will use the StorageManger to store
or retrieve the requested data.
Replication Worker: In order to improve the systems availability replicas have to be dis-
tributed among the storage nodes to compensate for failure. The ReplicationWorker3.2 System Architecture 35
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Figure 6: Storage node architecture
handles this task by requesting trust assessments for all friends in the user’s friend list
from the TrustManager and choosing the most trusted friends as mirrors for the local
proﬁle. Once the nodes are chosen the ReplicationManager starts sending replicas to
theses nodes and after success registers the nodes as replicas in the backend system.
Trust Manager: Analyzing locally store social data and calculation a trust index is the
main task of the TrustManager. Additionally to the locally stored data the trust
manager requests the geographical location of a user and calculates the distances
between the main user’s location and a friend as supplementary information to better
assess closeness between two users. This assessment is uses by theReplicationWorker
to choose the most trusted replication location.
Storage Manager: The StorageManager acts as an abstraction layer between objects like a
user proﬁle and the local ﬁle system. While all components work with objects those
objects have to store when they are currently not needed. The StorageManager
oﬀers methods for this, methods to store and retrieve objects to and from the local
ﬁles system. Receiving an object for storage the StorageManager will serialize the
object to a byte stream and write it to disk.CHAPTER 4
Implementation
This chapter will detail the implementation work that went into Clique. Section 4.1
describes the components included in Clique and the classes used to build them. Section
4.2 describes the main processes of Clique that are involved in providing the P2P social
network service. Section 4.3 closes this chapter by explaining the application protocol
underlying the Clique service.
4.1 Components
4.1.1 Backend
The backend was implemented as a Representational state transfer (REST) web service
using the PHP programming language. A REST web service is executed by accessing
a speciﬁc URL on a web server, in this case Apache. Each parameter that needs to be
passed on to the function is embedded into the URL. The web service then returns a
XML ﬁle as a response. Figure 7 shows the underlying database structure consisting of
three tables users, status and replicas. The database only stores the minimal amount of
data necessary to provide the lookup functions described in section 3.2.2. For each user a
username combined with a geographic location is stored. These values for location have to
be predeﬁned and could be provided by an ISP or users themselves. The stored username
is connected to a single Clique storage node. This username is used by storage nodes to
log into the backend and registering on startup. The information sent at login is stored in4.1 Components 37
the status table which thereafter contains the current IP and Port conﬁguration. When a
storage node registers a replica this information is stored as a pair of usernames in the
replica table. To make the database access easier two table views were created, shown in
Figure 7: Backend tables
Figure 8. Both views use the user table and join it with either status or replicas table.
This union simpliﬁes selection statements by avoiding an additional join operation in each
selection statement.
Figure 8: Backend views
4.1.2 Social client
Generally DSL-Routers already provide an embedded web server to give users a web
interface for conﬁguration, taking this as an opportunity the social client was implemented
as a small web application that can be run in any web server capable of executing
an external program. The Client application itself is a console application that takes
arguments from the web server and output html code that is in returned displayed by the
web server.
The actual classes that compose the social client are presented in Figure 9. As can be
seen all the presented classes reﬂect the components described the design section 3.2.3. It
contains Parser, RequestDispatcher, DataHandler and TemplateEngine.
In the process of executing the social client, the main program passes the incoming
arguments to the ParseArguments() function of the Parser class, which will then check4.1 Components 38
and extract the arguments. Depended on the arguments found, the responsible request
method from the RequestDispatcher is called. The RequestDispatcher prepares a request
and registers a DataHandler method for handling the response that will follow the request.
After sending the request and receiving the answer the DataHandler method will extract
the incoming data and call a render method from the TemplateEngine, that responsible
for the received type of data. The implementation itself was kept simple and follows the
Figure 9: Class diagram of the Client implemenation
design described earlier. Socio clients receive requests, parse those requests, and decide
which node to contact in order to retrieve the requested data.
4.1.3 Storage node
Storage nodes are more complex compared to social clients as they have to combine client
and server capabilities at the same time. Each component deﬁned in the design chapter was
mapped to a class in the implementation and is shown in ﬁgure 10. The following classes
are illustrated: ServiceWorker, TrustManager, ReplicationWorker and StorageManger.
Both worker classes utilize the manager classes when executing their individual code
paths.4.1 Components 39
Figure 10: Class diagram of the storage node implementation
4.1.4 Communicator
The communicator component bundles all classes responsible for network communication.
This includes inter-node TCP/IP communication in the P2P network part but also
HTTP connections for the backend. Figure 11 shows the main communicatin classes.
The represented ConnectionWorker class is responsible for inter-node and client-node
communication while the HttpUtils class oﬀers methods to access the backend over HTTP.
Objects
The Communicator contains objects that serve as a common base for exchanging data
between client components and storage nodes. Having those objects bundle in the com-
munication layer makes sure, that every component uses the same data representation
and is understood by all other components. Included are objects such as Proﬁle, Message,4.1 Components 40
Figure 11: Class diagram of the communicator implementation
WallEntry.
Packet
Next to the classes responsible for communication Figure 11 shows the Packet class. The
packet class is used as an abstract layer. Each packet stores an object and provides
methods to convert this object into a binary representation. This representation can be
sent over a TCP connection later be restored back into an object. Another ﬁeld in the
packet class is the packet type which is used by the DataHandler to identify the serialized
object stored within the packet.
The binary representation has a structure of its own and was intentionally kept simple.
It is illustrated in ﬁgure 12. As can be seen the packet structure only contains the packet
Packet structure
Packet type Length Serialized Object
Figure 12: Structure of the utilized packet format4.2 Processes 41
type, the packet length and the binary representation of an object. The length is important
for handling the incoming packets in order to recognize the end a packet transmission.
Serializing data objects to a binary representation enables the packet structure to be
generic and transport any kind of information by utilizing only one kind of packet. Only
the packet type has to be changed while the structure stays the same. As an alternative it
would have been possible to create a generic packet and use C# inheritance to create a
special packet for each data type. This way packet and data would be combined and only
useful for network communication. The separation of data objects and packets user here
made it possible to reuse the data objects within the storage manager implementation.
This way communicator and storage manger use the same data objects for communication
and to save information to the ﬁle system.
4.2 Processes
This sections details the main processes of each component and how it was implemented.
Backend processes will not be included as these cannot be triggered by the backend itself.
4.2.1 Social client processes
Startup
Social clients are started by a web server which was previously triggered by a user’s
browser. Figure 13 presents the complete process of user, web server, client interaction.
The browser triggers the web server by accessing an URL. The triggered web server will
start the social client and forward the submitted arguments. Based on these arguments the
client will fetch data return this data as a HTML page, which is returned to the browser.
Client communication
A client pure purpose is to retrieve and display data from the social network to the user.
All communication requests originating from the client are user initiated. Exemplary for
the general communication patter of a client the process of retrieving a user proﬁle is
depicted in Figure 14. Upon initiation the client will ask the backend for the current4.2 Processes 42
Browser
http://router.ip/clique?showUser=A
Web Server Social Client
?showUser=A
HTML Proﬁle of User A HTML Proﬁle of User A
Fetch 
proﬁle
Figure 13: Sequence diagram of the Client Webserver interaction
connection information of the node responsible for the data the user wants to retrieve. In
case of Figure 14 the Proﬁle of user "A" is requested. When the connection information
was received this information is used to connect the actual node and retrieves the social
data. The process is analog for all client actions.
Website
Show Proﬁle of  User "A"
Client Backend
Send Address of  User "A"
Storage Node
Address of User "A"
Send Proﬁle of User "A"
Proﬁle of User "A" Website containing 
Proﬁle of "A"
Figure 14: Sequence diagram for requesting a user proﬁle
4.2.2 Storage node processes
Storage node communication
Next to its passive role of answering requests from clients, storage nodes take an active
role in distributing replicas of their main social proﬁle. Similar to clients, nodes have to
retrieve a nodes connection information from the backend, before being able to establish
a connection. Once this information was retrieved the replica is send to the other node.
Upon success the node registers the new replica in the backend for other nodes to see and4.2 Processes 43
use when needed. This process is shown in Figure 15.
StorageNode A Backend
Send Address of Node "B"
Storage Node B
Address of Node "B"
Send Replica of Node "A"
Register Replica
Store 
replica
Success
Figure 15: Sequence diagram for creating a replica on another node
Server functions
Storage nodes are capable to accept several simultaneous connections enabling storage
nodes to service a multitude of incoming requests at the same time. This is done by the
Service Worker who accepts incoming connections and places the handling routines for each
individual connection into its own thread. In order to keep a node from being overrun by
incoming connections a thread pool was employed that only accepts incoming connections
when enough threads are available. Figure 16 depicts this process. Incoming connections
are forwarded to the thread pool which will automatically put incoming connections into
a waiting list in case no threads are available at the time.
Trust Calculation
As describes in Section 3.2.4 the analysis of locally stored social data is done by the Trust
Manger. With after this analysis the Trust Manager calculates a trust index that other
components can retrieve and use for their decision making. The algorithm works as follows:
1. Trust Manger creates histograms of Wall entries, Incoming and Outgoing messages
per user.4.2 Processes 44
Busy threads
Thread 
pool
Service Worker
Available threads
Thread A
Thread B
Thread C
Thread D
Incoming connection
Figure 16: Diagram of the thread pool work
2. Trust Manger ﬁnds the overall maximum number of wall entries, incoming and
outgoing messages send or created by a single user.
3. For each user a ratio of wall entries created by an user divided by maximum number
of wall entries created is calculated and multiplied with its weight of 0.2.
4. For each user a ratio of incoming messages sent by this user and the maximum
number of incoming messages sent is calculated and multiplied with its weight of 0.4.
5. For each user a ratio of outgoing messages sent by this user and the maximum
number of outgoing messages sent is calculated and multiplied with its weight of 0.4.
6. The resulting trust index per use is the sum of all three ratio calculated in Step 3-5.
The proposed weights of 0.2 for wall entries and 0.4 for private messages are based on the
assumption that private message indicate a higher sense of privacy and therefore need to
be valued more in calculation of the trust index. Wall entries are publicly readable and
used generally in a more casual context than private messages.
Additionally the weights are used to limit gained trust values to the range of 0 − 100
which makes them more comparable.4.3 Protocol 45
Replication
The Replication Worker is responsible for distributing the local data to additional nodes
to provide for extra fault tolerance in case the main node fails. The replication process is
started immediately after the application is loaded. The process works like this:
1. A list of friends and trust indices is retrieved from the Trust Manger.
2. The list of friends is sorted according to their trust value.
3. The number needed replicas is calculated by dividing the number of friends by three
and rounding the result up.
4. For the number of calculated replicas, replicas are created, starting with the most
trusted friends from the list. With each round of the loop, it is tracked if a predeﬁned
threshold distance of 5km was reached.
5. If the calculated amount of replicas was created but the threshold distance was not
exceeded the list of friends is traversed to the end, looking for a friend residing
outside the 5km threshold. If found, an additional replica is created.
The presented algorithm makes sure, that only the most trusted nodes are chosen as a
replication endpoint. Exceptions are only made in case the threshold criterion was not
met. The threshold of 5km was chosen because most DSL-Failures are locally related.
This grants the assumption that storage nodes outside of this 5km rage are less likely to
fail simultaneously and oﬀer increased availability. This allows the search to be widened to
ﬁnd an additional node that meets the criterion although it might not be the most trusted
friend.
4.3 Protocol
As underlying transport protocol, used by the Communicator, TCP/IP was chosen. This
way the implemented application protocol on top of TCP/IP could be kept simple, TCP/IP
ensuring that transmitted packets are received properly or an error will be given in case of4.3 Protocol 46
failure. This way additional save guards that would have been necessary an UDP protocol
implementation could be omitted.
The protocol only has two types of communication scenarios:
• Requests
• Replication
4.3.1 Requests
Requests are initiated from a social client and normally meant to retrieve data like a user
proﬁle or messages. After a connection was made the client sends a request to the server
and waits for the requested data. If this request can be successfully served by the server
the data is return as seen in Figure 17a. In case of failure like the requested proﬁle is not
stored at the connected server a status message is returned. Instead of the data the status
message contains the reason of the failure. This is depicted in Figure 17b. Normally a
connection is closed after a request was answered.
Client
Request data A
Server
Data A
(a) Successful request
Client
Request
Server
Status
(b) Failed request
Figure 17: Sequence diagram of both request variants
4.3.2 Replication
The replication process is started the same way as described in section 4.3.1 by issuing
a request to the server but contrary to a normal request, the established connection is
kept open. After the replication request is answered with a positive status message the
client begins to send the data expecting an aﬃrmative status message after every item4.3 Protocol 47
that was send. After all items were sent the connection is closed. This process is presented
in Figured 18.
Client
Request Replication
Server
Replication OK
Proﬁle
Proﬁle Ok
Wall entry
Wall entry Ok
Wall entry
Wall entry Ok
...
Figure 18: Sequence diagram of a replication processCHAPTER 5
Evaluation
This chapter presents a comprehensive evaluation of the Clique system and the development
process that went into it.
5.1 Feasibility of deployment
One part of this work was to evaluate the feasibility of deploying software on embedded
devices such as DSL-Routers using a managed code runtime. After developing an applica-
tion and testing it on a consumer DSL-Router I am able conclude that such a deployment
is a viable option.
When performance and real time responses are not of the essence, Mono oﬀers a simpler
development process compared to tradition C/C++ projects with comparable performance.
Mono can enable third party developers to develop embedded applications who wouldn’t
have considered writing programs or services for such a platform before.
5.1.1 Demo
As part of the evaluation a demo case was designed to present the implemented aspects
in a real environment. The proposed scenario requires four components to be present: a
backend, two devices A and B (running Clique) and a computer to access Clique.
In the initial state of the demonstration the backend and device A Clique are started.
Once device A is fully operational and has registered in the backend, the computer is used
access the proﬁle stored on device A. Figure 19 shows an example proﬁle created for this5.1 Feasibility of deployment 49
demonstration. As described before the socio client is implemented as a web application
hence the web page presenting the proﬁle. By clicking on existing links such as ’messages ’
Figure 19: Social client proﬁle view
or ’friends’ the proﬁle can be explored. At this point only the proﬁle stored on device A
will be accessible as device B is still turned oﬀ. Trying to access the proﬁle on device B
will result in an error message.
Now the second device can be turned on in order to demonstrate the interaction of
two nodes. After device B is ﬁnished starting, a new try to access the proﬁle of device B
will succeed. Moreover device B will start to replicate its data to device A. After this is
done device B can be turned oﬀ again, ensuring that proﬁle B cannot be accessed directly.
Refreshing proﬁle B will still show the proﬁle as the replicated copy is used instead of the
original. The proﬁle will still show although device B is not available.
This demonstration case can be used to presents the features of storing and retrieving
social data from Clique as well as the replication and fail-over process.5.2 Usability (ease of programming) 50
5.2 Usability (ease of programming)
5.2.1 Maintenance
Maintenance can be improved by reducing the number of lines of code (LOC), as this
has a positive impact on the understandability and usability of code [30]. Each line of
additional code increases the chance of error. Therefore the reduction of LOC is likely to
improve an applications quality and maintainability by reducing complexity and chance of
faults.
Visual Studio 2008 was used to calculate the LOCs of all Clique components. Table 3
presents these results. Each component has less than 400 LOCs resulting in a sum of only
1.000 LOCs. These values show that Clique can be considered to be a small project which
can be easily maintained and extended.
5.2.2 Debugging
Debugging is an essential part of software development and clearly shows the advantages
of using Mono over cross compiled native code. While native code is depended on special
debugging servers or expensive hardware debuggers, Clique code was able beneﬁt from be
being platform independent. Clique code was debugged solely on the development system
itself without running on the embedded device, still it proved to work on the embedded
device as well. The Visual Studio debugger used in the process is far more helpful and
intuitive than any hardware debugger or debugging server available for an embedded
Linux.
Project Lines of Code
Storage Node 387
Social client 277
Communicator 367
Table 3: Code metrics of all Clique components5.3 Performance 51
5.2.3 Platform independence
Platform independence gives developers the freedom to deploy a software product on a
multitude of platforms and operation systems after having it developed only once without
the eﬀort of porting it to another platform. This aspect was already detailed in the Section
2.4.2 but with developing for an embedded system this advantage proved to be even more
beneﬁcial.
In the process of beta testing the Clique application, it was impossible and unreasonable
to provide every user with a DSL-Router for testing. Although it is favorable to test an
application on the actual platform, insisting on it, would have created too many problems.
The process of deploying software on a router is just too complicated and time consuming
for most people. The platform independence of Mono allowed Clique to be run on basically
any system. The deployment process could be reduced to simply sending an E-Mail with
the attached program and testers were ready to go.
5.3 Performance
5.3.1 Scalability
Scalability is one of the main advantages of a P2P system such as Clique with each new
user increases the system’s capacity as each user introduces its share of resources. While
most P2P systems distribute the network load uniformly onto all nodes the social network
overlay used by Clique regulates itself. While popular proﬁles will have lots of access
requests, they also have more friends to distribute replicas to. This will decrease the
load to the node automatically. For each node the amount of friends and replicas will
automatically scale to the needs of the local friend cluster.
As Clique uses a hybrid approach, the central lookup server is more vulnerable to
scalability issues. Although this is true the lookup server is to be expected to have far less
network load than an ordinary web server providing a complete social network service. IP
addresses are likely change only every 24h per router. This makes it possible for nodes to
cache connection data for a long period of time and avoid unnecessary lookups.5.3 Performance 52
5.3.2 C vs. Mono
In order to assess the performance deﬁciencies of Mono compared to a native C imple-
mentation several benchmarks from the Computer Language Benchmarks Game Project
[13] were performed. These benchmarks were used to evaluate the actual performance
diﬀerence between both approaches. In ﬁgure 20a the exact results of each benchmark are
shown. The results show the measured execution time in seconds lower values mean faster
execution. To provide a better comparison ﬁgure 20b presents the same benchmark results
as a factor of how many times C was faster than the C# version. As can be seen in ﬁgure
20b every benchmark performed by Mono takes at least 1.8 times longer to execute. In the
worst case of Nsieve-bits Mono is even 8 times slower. The startup time can be ignored as
the imagined services on a router would only be started once and kept in memory. The
performance advantage of native C code was never argued and these benchmark show that
Mono, although slower, is capable of performing similar to C code.
(a) Benchmarks (b) Factor representation
Figure 20: Performance comparassion C vs. Mono
5.3.3 Replication
To assess the performance of the replication process, three test runs were performed
ranging from 1000 to 3000 wall entries to be stored on a remote storage node. The sink
part of this scenario was performed by a Linux server connected to the internet with direct
100Mbit/s Ethernet connection while client performing the replication was connected over
a 2Mbit/s consumer DSL-Line. Both parties were running an unaltered version of the5.3 Performance 53
storage node software. Table 4 presents the gained results. It is shown that this setup
of storage nodes can perform an average of 20 remote store operations per second. The
amount of text included in each entry was uniformly distributed between 3 to 100 words
per entry which is more than most ordinary wall entries store.
Performance could be vastly improved by combining wall entries into bulk sets of
larger packets. Right now each entry is send separately which creates a large amount
of unnecessary overhead slowing the replication. Bulk sets could reduce this overhead
considerable. As an example the 3000 wall entries amounted to a ﬁle size of 1.2MB but
created network traﬃc of over 8MB combining the actual data sent and acknowledgement
packets received for successful save operations.
# of messages time in s avg remote store operations per s
1000 42 23,8
2000 104 19,2
3000 176 17,0
Table 4: Code measurementsCHAPTER 6
Conclusion
6.1 Summary
The presented work aimed to develop a distributed system for storing and distributing
social data, focusing on security aspects in the handling of this data. In summary, a
prototype system was designed, implemented and testes. I was able to conﬁrm the
feasibility of developing and deploying a trust based P2P social network service on top of
an embedded platform with the help of the Mono runtime. The presented Clique solution
allows users to store, retrieve and present social data based on P2P technologies. Data
distribution is secured by restricting access to trusted users and avoiding data distribution
to third parties. This shows that Clique is an adequate solution to replace an existing
WBSN. The essential feature set of WBSNs can thus be kept, added by important data
privacy guarantees.
Strengths of this diploma thesis are the incorporating of trust to improve security
as the deployment of a distributed software system in an embedded system using the
Mono runtime. Furthermore, Mono proved to be a well suited runtime for platform
independent development, even in a restricted environment such as DSL-Routers. The
achieved performance was suﬃcient and the developmental process beneﬁted to a great
extent from the given platform independence and development tools.
Besides the achievements of this work, some limitations and issues have to be considered.
Decoupling the social client from the storage node turned out to pose some problems6.2 Future research 55
when fetching the personal proﬁle of a user. The social client lacked knowledge about its
designated user name therefore could not contact his local storage node in case a diﬀerent
conﬁguration was used. A limitation with regard to Mono was the startup delay of Mono
applications. Frequently starting applications, e.g. the presented socio client, were aﬀected.
This may be solved by using diﬀerent socio client designs that keep the client persistent in
memory and avoid a new start. Another issue of Mono was the defective implementation
of two methods originally used by Clique. The resulting error search was complicated
by the fact that the ﬁrst method was not defective to the extent of raising an exception
but required an execution time of more than a minute instead of seconds. This way the
application just stalled instead of breaking.
Personally, I found it most diﬃcult to structure my work and ﬁnd a reasonable balance
between actual implementation work and the writing process. Planning work packages
and trying to estimate the time I would need, I constantly underestimated time and eﬀort.
6.2 Future research
Additional questions arose during the process of completing this work. The most promising
questions and potential research paths are presented here.
• Clique provides a stable backbone infrastructure for P2P social networking but is
very strict in regulating access to the network. It is an interesting challenge to
extend the current Clique design to a system that allows ubiquitous access from
external networks and diﬀerent devices. Of special interest are the possible means of
authentication between external clients and a Clique node.
• Having fuzzy search capabilities with range query support is one of the main features
of WBSNs. But even today range queries pose a complex problem to P2P systems.
Although systems exists that claim to support range queries [15, 20], it has yet to
be examined how well these perform are compared to traditional database queries
and if it would be feasible to integrate them into Clique.
• WBSN users have already accumulated a certain amount of social data that could
be used as a repository for ﬁlling the Clique network with data. In order to do6.2 Future research 56
this, possible ways of data migrating must be explored. Possible solutions would
be browser plug-ins or an synchronization application integrated into Clique. This
application could automatically retrieve and sync existing social network accounts
with the Clique infrastructure.Bibliography
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