Abstract-In this letter new upper bounds for the performance of the optimum combined symbol-by-symbol (SbS) Abend-Fritchman-like equalizer and decoder are presented, and a related criterion for the actual design of good trellis-coded-modulated (TCM) schemes effectively matched to the distortion introduced by the intersymbol interference (ISI)-corrupted transmission channel is developed. The actual application of the proposed design criterion is also addressed.
I. INTRODUCTION
A LTHOUGH the high bandwidth efficiency of TCM codes makes their utilization very attractive for datatransmissions over band-limited channels, their performances have been until now investigated essentially by simulation [1] , [8] . This letter is concerned with the analytical evaluation of the performance of symbol-by-symbol (SbS) receivers which optimally combine the two tasks of equalization and decoding and act on the intersymbol interference (ISI)-distorted noisy versions of the transmitted trellis-coded-modulated (TCM) streams. As it is well known [2, Sec. III], the considered receivers are those theoretically optimum because they actually minimize the decoding error probability on a persymbol basis whereas the more usual maximum-likelihood sequence estimators (MLSE's) minimize the error probability on a per-codeword basis [1] . Furthermore, SbS detectors are able to deliver soft statistics which can be effectively employed in receiving schemes for concatenated systems [2] as well as in adaptive receivers for multipath-degraded channels [6] .
However, despite their practical and theoretical relevance, an examination of current literature shows that the following topics about SbS receivers still remain open.
1) Barring the recent contributions in [3] and [5] , no analytical formulas are available for the performance of SbS equalizers and decoders acting on TCM-encoded and ISI-impaired signals. At this regard, the results recently proposed in [4] well represent the state-of-theart about this topic. However, the bounds of [4] hold for MLSE's with additive decoding metrics computed via the standard Viterbi algorithm (VA); furthermore, they are derived under some simplifying assumptions [4, Sec.
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Publisher Item Identifier S 0090-6778(98)03145-6. III and IV] which fall short when imperfect interleaving is accomplished (see [7] and [8] and references therein for some examples of interleaved coded systems). 2) No criterion is available for the design of TCM schemes optimally matched to ISI channels, as also pointed out in [4, Sec. IX]. By extending and generalizing some previous results about the performance of SbS detectors [3] , [5] , answers to the above listed questions are presented in this letter. More in detail, after the modeling of the considered system of Section II, novel analytical upper bounds for the performance evaluation of combined SbS equalizers/decoders are presented in Section III together with a related criterion for the optimal design of TCM schemes. The illustrative examples of Section IV support the actual effectiveness of the proposed design criterion. Conclusive remarks are finally drawn in Section V.
II. BASIC RESULTS ABOUT THE MODELING
OF THE COMMUNICATION SYSTEM By referring to the discrete-time complex baseband equivalent data transmission system depicted in Fig. 1 , the -bit information vector stream is mapped onto the coded-modulated sequence C by a TCM encoder of rate and constraint length ; this last works according to the usual scheme reported in Fig. 1 , where is the "state-transition function" of the encoder, is the corresponding "output transformation," 
and is the -bit vector of the state of the encoder at the th epoch. Thus, the ISI-corrupted noisy random sequence observed at the input of the combined SbS equalizer/decoder can be expressed as (1) where C is the -long impulse-response vector of the channel and C is a complex zero-mean Gaussian white noise sequence with variance . Furthermore, the state sequence , with and , is the discrete -ary homogeneous Markov chain which accounts for the cascade of the TCM encoder and ISI channel [1] , whereas the -variate complex mapping function C can be expressed as 1 (2) where are binary block matrices structured as shown in the first equation at the top of the page.
III. THE PROPOSED BOUNDS AND THE RELATED DESIGN CRITERIA FOR GOOD TCM SCHEMES
We begin to note that an application of the usual unionBhattacharyya bound allows us to dominate the symbol-error probability (SEP) of the combined SbS equalizer and decoder as in (3) , whose th vector elements are equal to and , respectively. About the bound presented in (4), the following remarks are in order.
Remark 1: In principle, the bound of (4) is time variant (that is, -variant). However, analogously to [3] it can be viewed that the expression at the right-hand side of (4) fast approaches an -independent asymptotical value after a number of steps of the order of the constraint length of the overall transmission system.
Remark 2: About the meaning of the above distance parameter ; , we note that this last can be equivalently rewritten reported plots refer to a coded system equipped by the TCM1 of Table I which employs at the receiver site a combined SbS equalizer/decoder with decoding delay D of five steps.
as ; so, this parameter represents the squared Euclidean distance between two -long sequences and received at the output of the supermachine of Fig. 1 in correspondence to the two determinations and of the -long random sequence of the superstates, respectively.
Remark 3: Obviously, the exponential terms present in (4) can be factorized into -indexed factors as (5) and this allows us to resort to quite standard procedures based on the transfer function of the related supertrellis for the practical evaluation of the overall bound of (4).
The simulation results reported in Fig. 2 test the tightness of the presented bound; these results show that the presented bound differs from the corresponding bit-error rate (BER) within 0.9, 0.6, and 0.4 dB at measured BER's of about 10 , 10 , and 10 , respectively. Now, for vanishing values of the noise level , a more simple -invariant bound depending on a single minimum distance parameter can be derived from (4) and looks as in the following: (6) where indicates the minimum element of the set below defined: ;
About the bound in (6) the following remarks are in order.
Remark 4:
On the basis of (7) we can affirm that the parameter represents the minimum squared Euclidean distance between two signal samples and received at the output of the supermachine of Fig. 1 and generated by two distinct realizations and of the superstate , which disagree at least in the th component.
Remark 5:
The minimum distance parameter depends on the integer decision delay parameter which takes values over the bounded interval [see (6) ]. This analytical property agrees with the remark pointed out by several authors on the basis of simulation results [2, Sec. VI] that the performance of SbS decoders does not substantially improve when the decision delay is over the memory length of the communication system. This allows us to implement SbS detectors with complexities comparable to those of standard maximum-likelihood sequence (MLS)-VA receivers which still maintain good performance gains with respect to these last [2, Sec. VI], [5] .
Although looser than the bound in (4), the plots reported in Fig. 2 show that the simplified bound of (6) is quite tight for high signal-to-noise ratios (SNR's) and generally differs from the more complex bound in (4) within 0.3-0.4 dB for BER's below 10 .
Finally, since the elements of the set jointly depend on the impulse response of the ISI channel and on the output transformation of the encoder through the mapping function [see (2)], from the bound (6) it follows that a simple criterion for the design of good TCM codes matched to ISI channels consists of selecting the function of the encoder that maximizes the resulting minimum distance parameter . Additional insights into the actual application of the stated design criterion will be given in the next illustrative section.
IV. ILLUSTRATIVE EXAMPLES
To illustrate the effective application of the proposed design criterion to actual channels, we have considered a test-channel with impulse-response vector and we have searched good encoders over the class of TCM schemes with employing quadrature phase-shift keying (QPSK) constellations; furthermore, the overall decision delay has been set to two steps (i.e., and ). In the considered case the size of the set (7) is 14 and its minimum element is proportional to , with the encoder states defined as . Thus, in this case an optimized encoder output function which maximizes the parameter (2) is given by the following relationships: (8) The performance plots of Fig. 3 show that the above simple TCM scheme gives rise to coding gains of about 0.6 and 0.9 dB at BER's of 10 and 10 , respectively, over the corresponding binary phase-shift keying (BPSK)-modulated uncoded system which performs SbS equalization only at the receiving site. However, the curves of Fig. 3 also point out considered in Section IV. The simulated performance plots for the simple optimized TCM scheme of (8) and the more powerful optimized TCM2, TCM3, and TCM4 codes of Table I are reported together with the performance of the corresponding BPSK-modulated SbS-equalized uncoded system. that more substantial coding gains ranging from 1.5 to 4 dB at measured BER's of about 10 are achieved through the TCM2, TCM3, and TCM4 codes reported in Table I ; these last match the proposed design criterion for decision delays equal to three, five, and nine steps, respectively.
V. CONCLUSIONS
New upper bounds for the evaluation of the performance of SbS receivers which optimally combine the two tasks of equalization and TCM decoding have been presented. Simulations have shown that the bounds presented in (4) and (6) are tight enough to allow us a good analytical evaluation of the performance of combined SbS equalizers/decoders, and then constitute a viable tool to develop actual TCM schemes optimally matched to ISI-corrupted transmission channels. Moreover, it has been shown that even simple TCM schemes, when suitably matched to ISI channels, can give rise to noticeable coding gains without resorting to interleaving devices. At this regard, we recall that the results presented in this contribution do not rely on the assumption of perfect interleaving and, indeed, interleaving can be considered fully absent in the coded systems here considered (see Fig. 1 ).
Finally, we note that, for not very long impulse responses, the complexity arising from the implementation of combinedtype equalizers and decoders is in general smaller than that requested by more conventional receivers performing separate equalization and decoding as it has been explicitly pointed out in [1] and [8] .
