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Abstract
Consider a filtering process associated to a hidden Markov model with
densities for which both the state space and the observation space are
complete, separable, metric spaces. If the underlying, hidden Markov
chain is strongly ergodic and the filtering process fulfills a certain coupling
condition we prove that, in the limit, the distribution of the filtering
process is independent of the initial distribution of the hidden Markov
chain. If furthermore the hidden Markov chain is uniformly ergodic, then
we prove that the filtering process converges in distribution.
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1 Introduction
A Hidden Markov Model (HMM) is a mathematical concept which usually is
defined in such a way that it consists of a state space, an observation space,
a transition probability function (tr.pr.f) or a transition probability matrix
(tr.pr.m) on the state space and a tr.pr.f or a tr.pr.m from the state space
to the observation space.
In the present paper we shall consider HMMs for which both the state space
and observation space are complete, separable, metric spaces with topologies and
σ− algebras determined by the given metrics. To both spaces we will associate
a σ − finite measure, which we call λ and τ respectively. Our definition of
a HMM (see Definition 2.1 below) will be slightly more general than what is
usual, and will simply be based on a tr.pr.f from the state space to the product
space of the state space and the observation space. We shall denote this tr.pr.f
byM , and shall often assume that the tr.pr.fM has a probability density kernel
m with respect to the product measure of the measures λ and τ .
A HMM generates two basic stochastic processes, a Markov chain, which is
called the hidden Markov chain and which takes its values in the state space, and
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an observation sequence taking its values in the observation space. The filtering
process of a HMM is, loosely speaking, the sequence of conditional distributions
of the hidden Markov chain that is obtained as new observations are received.
It is well-known, that the filtering process itself, is also a Markov chain. A
classical, theoretical problem is to find conditions such that the filtering process,
has a unique, invariant probability measure.
This problem goes back to the paper [7] from 1957 by D Blackwell for the
case when the hidden Markov chain takes its values in a finite set and it goes
back to the paper [30] from 1971 by H Kunita for the case when the state space
of the hidden Markov chain is a compact, separable, Hausdorff space.
Blackwell studied HMMs with finite state space for which the connection
between the hidden Markov chain {Xn} and the observation sequence {Yn} is
simply
Yn = g(Xn), (1)
where thus g is a mapping from the state space to the observation space, and he
proved that if the tr.pr.m of the Markov chain is ergodic and has “rows which
are nearly identical and no element which is very small”, then there is a unique
invariant probability measure for the filtering process. Blackwell also made the
conjecture that there is unique invariant probability measure if the tr.pr.m of
the hidden Markov chain is indecomposable.
In [30], Kunita considered two coupled stochastic processes which one could
regard as the hidden Markov process and the observation process of a continu-
ous time HMM. The hidden Markov process {Xt} was supposed to be a Feller
process and to take its values in a compact, separable, Hausdorff space. The
observation process {Yt} was defined by the equation
Yt − Y0 =
∫ t
τ=0
h(Xτ )dWτ +Wt −W0,
where h is a continuous map from the state space to RN and {Wt} is an N-
dimensional Wiener process.
In the proof of Theorem 3.3 of [30] - the main theorem -, Kunita proves
the existence of a unique invariant probability measure, if the hidden Markov
process has a unique invariant probability measure π such that
lim sup
t→∞
∫
S
|E[u(Xt(s))]− 〈u, π〉|π(ds) = 0, ∀ real continuous u (2)
where thus 〈u, π〉 means the integral of u with respect to π, S denotes the state
space and Xt(s) denotes the hidden Markov process at time t when starting at
s. (See [30], formula (5).)
Kunita’s proof is based on the observation that probabilities on a compact,
convex set is partially ordered with respect to integration of convex functions,
(see e.g [11], section 26). Kunita considers the two extremal measures among
the set of probabilities on the set of probabilities on S which have the invariant
probability measure π as the barycenter. The smallest is simply δpi - the Dirac
measure at π. The other extremal measure, the largest, is more abstract, and
loosely speaking, it is the measure that ”puts” mass π(ds) at the Dirac measure
δs, where thus s denotes an arbitrary point in the given set. By proving that the
filtering process with the smallest extremal measure as initial measure gives rise
2
to a process of increasing probability measures with barycenter π, and the largest
extremal measure gives rise to a process of decreasing probability measures with
barycenter π, Kunita proves - by using (2) - that the two limiting measures,
both of which are invariant with respect to the Markov kernel of the filtering
process, are equal.
Unfortunately, approximately 30 years after its publication, it was found
that there is a gap in the proof of Theorem 3.3 of [30]; this gap is still not
fully resolved but in the paper [38] the conclusions of Theorem 3.3 are proved
under slightly stronger assumptions than those made in [30]. (For en extensive
discussion regarding the gap in the proof of Theorem 3.3 of [30], see [6].)
A problem closely related to the problem of the existence of a unique invari-
ant probability measure is the following convergence problem: When does there
exist a unique limit distribution towards which the distributions of the filtering
process converge irrespectively of the initial distribution of the hidden Markov
chain? When such a limit distribution exists, then we simply say that the fil-
tering process converges in distribution or that the convergence property holds.
Of course, if the convergence property holds, then there also exists a unique
invariant probability measure for the filtering process.
In the paper [22] from 1975 the convergence property was proved for a HMM
with finite state space, under a condition called Condition A. In order to present
Condition A we need to introduce the two notions ”stepping matrix” and ”sub-
rectangular matrix”.
Consider a HMM for which both the state space and the observation space
are finite - or denumerable -, and let P be the tr.pr.m that governs the hidden
Markov chain. To every observation a one can associate a nonnegative matrix
M(a), of the same format as P , called the stepping matrix. An element (M(a))i,j
of the stepping matrixM(a) expresses the probability that the next state of the
hidden Markov chain will be the state j and the next observation will be a,
given that the hidden Markov chain is in state i.
Note that ∑
a
M(a) = P. (3)
A nonnegative matrix M is called subrectangular, if
(M)i1,j1(M)i2,j2 > 0⇒ (M)i1,j2(M)i2,j1 > 0,
where thus (M)i,j denotes the (i, j)th element of the matrix M .
In the paper [22] from 1975 the convergence property was proved for a HMM
for which both the state space and the observation space are finite, the hidden
Markov chain is ergodic, the relation between the hidden Markov chain and the
observation sequence is given by (1) and the following condition holds.
Condition A: There exists a finite sequence {a1, a2, ..., aN} of observations such
that the product
∏N
n=1M(an) of stepping matrices is a nonzero, subrectangular
matrix.
The restriction to the case, when the relation between the hidden Markov
chain and the observation sequence is given by (1), is not a serious restriction
since, as was first pointed out by L Baum and T Petrie (see [5]), any HMM
with ”random observations” can be represented by another HMM for which (1)
holds, simply by 1) enlarging the original state space to the product space of the
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state space and the observation space, 2) enlarging the tr.pr.m and 3) defining
g((x, a)) = a. This was also pointed out in [22]
Also in [22], a simple counterexample to Blackwell’s conjecture was given, an
example which was not difficult to construct, once condition A was found.
In the paper [29] from 2006, Kochman and Reeds formulated a slightly
weaker condition than Condition A, - a condition also formulated by using the
stepping matrices associated to the elements of the observation space.
Thus, consider a HMM with finite state space and finite observation space
A and let K be the set of matrices defined by
K = {cM(a1)M(a2)...M(an) : n = 1, 2, ..., a1, a2, ... ∈ A, c ∈ R, c > 0}.
The condition introduced by Kochman and Reeds reads simply as follows:
The closure of K contains a rank 1 matrix. (4)
We call the condition of Kochman and Reeds ”the rank 1 condition” or simply
Condition KR.
In [29], Kochman and Reeds proved the existence of a unique invariant prob-
ability measure, if the hidden Markov chain is irreducible and Condition KR
holds, and, if furthermore, the hidden Markov chain is aperiodic, they proved
that the filtering process converges in distribution.
In [29], the authors also observed that, if the hidden Markov chain is irre-
ducible and aperiodic and Condition A is satisfied, then there exists a finite
sequence {b1, b2, ..., bN} of observations such that the product
∏N
n=1M(bn) of
stepping matrices, after rearrangement of the labelling of the states if necessary,
can be written in the following block structure:
Λ =


A 0 B 0
C 0 D 0
0 0 0 0
0 0 0 0

 . (5)
In (5) all the elements of A, B, C and D are strictly positive, the elements
of the 0 − blocks are 0 and the formats of the blocks along the diagonal are
quadratic. By applying Perron’s theorem (see e.g. [17], vol II, Theorem 8.1) to
the matrix A, Kochman and Reeds prove that - after suitable normalisation -
the nth power of the matrix Λ tends to a rank 1 matrix and thereby they have
showed that Condition A implies Condition KR.
The set of HMMs with finite state space and observation space, for which
Condition KR holds but not Condition A, is probably quite small. In fact,
it seems likely, that the problem of finding the set of HMMs which satisfy
Condition KR but not Condition A, is equivalent to the problem of finding
those HMM which do not satisfy Condition KR.
In the paper [26] published 2011, the convergence theorem for HMMs with
finite state space proved in [29], is generalised to HMMs with denumerable state
space. The starting point of [26] is the relation (3) between the tr.pr.m of the
hidden Markov chain and the stepping matrices induced by the elements of the
observation space.
A difficulty one needs to handle when analysing the filtering process of a
HMM with a denumerable and non-finite state space is that the state space of
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the filtering process becomes a nonlocally compact space. To see this, note that
in this case the state space of the filtering process is
K = {x = (x1, x2, ...) ∈ R
∞ : xi ≥ 0,
∞∑
i=1
xi = 1}. (6)
If we let B(x0, r0) denote the closed ball under the l1 − topology, with center
x0 and radius r0 > 0, it is easily proved and well-known that B(x0, r0) is not a
compact set, from which follows that the set K is not locally compact under the
topology induced by the l1 − norm. This also implies that the only real-valued
continuous function on K with compact support is the zero-function.
A nice property regarding probabilities on the setK, where thus K is defined
by (6), is that the set of probability measures on K with equal barycenter is a
tight family of probability measures. Moreover, if one uses the Kantorovich dis-
tance (Vasershtein distance) to measure the distance between the probabilities
on the set K, then the distance between the sets of probabilities with barycen-
ter x and y respectively, is equal to ||x − y||. In [26], these two facts, together
with an equicontinuity property for the filtering process, made it possible to
verify the convergence property, if also a certain contraction condition, called
Condition B, was satisfied.
A slight reformulation of Condition B reads as follows. Let π be a unique
stationary probability vector for the hidden Markov chain of the HMM under
consideration and let P denote the tr.pr.f of the filtering process. (We call P
the filter kernel.)
Condition B˜: To every ρ > 0, there exists an integer N and a constant α > 0,
such that, if {Zn,µ, n = 1, 2, ...} and {Z ′n,ν, n = 1, 2, ...} are two independent
Markov chains generated by the filter kernel P and the initial distributions µ
and ν respectively, then
Pr[ ||ZN,µ − Z
′
N,ν|| < ρ] ≥ α
if both µ and ν have barycenter π. We present the exact formulation of Con-
dition B at the end of Section 11.
In [26], a somewhat stronger condition called Condition B1 was also in-
troduced, a condition which is a more direct generalisation of the rank one
condition of Kochman and Reeds. In brief, Condition B1 says essentially, that
there shall exist an infinite sequence a1, a2, ..., an, ... of observations such that
the normalised product of stepping matrices
∏N
1 M(an)
||
∏N
1 M(an)||
tends towards a rank 1 matrix as N →∞.
Also in [26], a sufficient condition for when there are more than one invariant
probability measure was given.
In the paper [10] from 2010, P Chigansky and R van Handel prove the con-
vergence property for HMMs with denumerable state space under a contraction
condition which they call Condition C, a condition which they also prove is
necessary. (For the formulation of Condition C, see [10] page 2325.) In case the
state space and the observation space are finite, they also verify that Condition
C is equivalent to Condition KR, thereby proving that Condition KR is a nec-
essary condition for convergence in distribution of filtering processes associated
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to a HMM with finite state space and finite observation space. They also verify
that both Condition B and Condition B1 of [26] imply Condition C.
The work of Chigansky and van Handel in [10] has clear resemblance to the
work of Kunita in [30]. Just as in [30], Chigansky and van Handel considers
two extremal invariant probability measures for the filtering process. By using
Condition C and the partial ordering for probabilities on the set of probabilities
on the state space with the same barycenter induced by integration of convex
functions, Chigansky and van Handel are able to prove that the two extremal
invariant measures for the filtering process must be equal; at the same time they
obtain that the convergence property holds.
In spite of the fact that Condition C has been proven to be both a necessary
and sufficient condition for convergence in distribution of the filtering process of
a denumerable HMM for which the hidden Markov chain is strongly ergodic, the
theory regarding the convergence property for HMMs with denumerable state
space is not quite complete, since, in some quite concrete situations, it is not
clear how to verify any of Condition B, Condition B1 or Condition C.
To illustrate the difficulty, consider a positively recurrent, aperiodic random
walk on the integers and suppose that our observation system is such, that we
only can tell whether the Markov chain is in an odd or even state.
For this example it is not clear how to verify for example Condition B1
introduced above. One reason for this difficulty is that in this case, the two
stepping matrices that one obtains, will be infinite dimensional matrices, and,
as far as we know, the generalisations to infinite dimensional matrices of the
Perron-Frobenius theorem for finite dimensional matrices that exist (see e.g.
[41]), do not seem to be sufficient for the verification of for example Condition
B1.
In [26], Condition A, which was originally formulated for a HMM with finite
state space, was generalised to the case when a HMM has a denumerable state
space. However, in order to prove the convergence property, it was necessary
to require, that there exists a sequence of observations, such that the product
of the corresponding stepping matrices is a subrectangular matrix with only
finitely many nonzero columns. Thereby, it was again possible to apply Perron’s
theorem for finite dimensional matrices in order to verify Condition B1.
In this paper we shall thus consider HMMs for which both the state space
and observation space are complete, separable, metric spaces. An important
decision we had to make was to decide which topology and which σ − algebra
we should use for the set of probabilities on the state space of the HMM. For
reasons described below, we decided to use the total variation distance as metric
for this set, and therefore it was natural to choose, as topology for this set, the
topology determined by the total variation distance and as σ−algebra the Borel
field induced by this topology.
This choice of topology and σ − algebra is in contrast to previous work on
convergence in distribution for filtering processes associated to a HMM with
nondenumerable state space. As far as we know, in previous work the topology
on the set of probability measures on the state space used, when proving the
convergence property or proving the existence of a unique invariant probability
measure, has always been the weak topology and the σ − algebra has been
the Borel field induced by the weak topology. (See e.g [30], [36], [13], [38],
[39].) One natural reason for this latter choice is that, if the hidden Markov
chain has an invariant probability measure, then there also exists at least one
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invariant probability measure for the filtering process. (See e.g [39], Lemma
A.5.) Unfortunately we have failed to prove a similar result when the topology
is the stronger topology determined by the total variation distance.
An important inequality, used in [26] as well as in [22], is the inequality
γ(Tu) ≤ 3γ(u) (7)
where thus γ(·) is a generic symbol for the Lipschitz constant of a Lipschitz
continuous function, and T denotes the transition operator associated to the
tr.pr.f of the filtering process.
When trying to prove the inequality (7) for the case when the state space
and the observation space of a HMM are complete, separable, metric spaces, it
turned out, that it was necessary to assume
1) that there exist a σ−finitemeasure λ, say, on the state space and a σ−finite
measure τ , say, on the observation space,
2) that the set of initial distributions on the state space are restricted to the set
of absolutely continuous probability distributions with respect to λ,
3) that the transition probability function M of the HMM has a probability
density kernel with respect to the product measure λ⊗ τ , and
4) that the σ − algebra for the set of probabilities on the state space, is the
Borel field generated by the metric defined by the total variation distance.
A regularity condition that we need is - loosely speaking - that if two obser-
vations are close, then the two conditional distributions that these two observa-
tions give rise to, shall also be close. This condition is thus a kind of continuity
condition. (See Definition 3.1.) If this condition holds and the tr.pr.f M has a
density, then we call the HMM regular.
Now, if we consider a regular HMM, let K denote the set of probabilities on
the state space which are absolutely continuous with respect to the σ − finite
measure λ, and let E denote the σ−algebra onK generated by the total variation
distance, then, by using the tr.pr.f M , we can define a tr.pr.f on the measurable
space (K, E), a tr.pr.f which we call the filter kernel and usually denote by P.
(See Definition 3.2.) The filter kernel P, together with an initial distribution
µ on (K, E), generates a Markov chain on the space (K, E) which we call the
filtering process generated by the HMM and the initial distribution µ.
A complication when trying to extend the convergence result obtained in
[26], - a complication we have not been able to overcome -, is due to the fact
that the set of probability measures on (K, E) having the same barycenter is not
a tight set. For this reason, in our main theorem (see Theorem 4.1 below), we
partly have to be content with proving that the Kantorovich distance between
the distributions of two filtering process with different initial distributions tends
to zero.
The basic assumption we make about a HMM, besides being regular, is that
it shall be strongly ergodic, that is that there shall exist a unique invariant
measure π, such that for all starting points s in the state space
lim
n→∞
||Pn(s, ·)− π|| = 0,
where thus Pn(s, ·) denotes the distribution of the hidden Markov chain at time
n when starting at s and || · || denotes the total variation distance.
The special assumption regarding a regular HMM that we make in order to
be able to obtain limit results for the distributions of the filtering process is
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formulated as a coupling condition.
Condition E: To every ρ > 0, there exist an integer N and a number α, such
that for any two probability measures µ and ν on (K, E) with barycenter equal
to the stationary measure π, there exists a coupling µ˜N , say, of µP
N and νPN ,
such that
µ˜N ({(z1, z2) ∈ K ×K : ||z1 − z2|| < ρ}) ≥ α.
What we state in our main theorem (Theorem 4.1) is that, if the HMM is
regular, the hidden Markov chain is strongly ergodic and Condition E is satisfied,
then the filter kernel is weakly contracting, that is, in the limit, the distribution of
the filtering process is independent of the initial distribution; if moreover either
the hidden Markov chain is uniformly ergodic, or the filter kernel has an invariant
probability measure, or there exists an element x0 ∈ K such that {Pn(x0, ·), n =
1, 2, ...} is a tight sequence, then the filter kernel is weakly ergodic, that is, the
filtering process converges in distribution to a unique limit measure independent
of the initial distribution.
As pointed out above, in previous papers dealing with convergence in distri-
bution or the existence of invariant probability measures for a filtering process
associated to a HMM with a complete separable metric space as state space,
the topology for the probabilities on the state space has been the weak topology
and the σ − algebra has been the Borel field induced by the weak topology.
Therefore previous results are not quite comparable to ours. Let us though just
mention, that it seems, as if in most papers where a correct proof of the con-
vergence property has been given, an important assumption has been, that the
probability density kernel m, which determines both the HMM and the prob-
ability distribution for the next observation, shall be strictly positive. Such an
assumption is not necessary to make in order to verify Condition E.
At this point we want to mention a related problem, namely the problem
to characterise, when the filtering process of a HMM has the filter stability
property. This property has to do with a computation problem regarding the
filtering process; since one usually does not know the initial distribution, it is
important to know, if, in the long run - with high probability (with probability
one), the total variation distance between the distribution computed with the
correct but unknown initial distribution and the distribution computed with
the guessed initial distribution tends to zero. With mathematical notations, if x
and y are two initial distributions and a1, a2, a3, ... is a sequence of observations
obtained when x is the initial distribution, does it hold that
lim
n→∞
||h(x, (a1, a2, ..., an))− h(y, (a1, a2, ..., an))|| = 0,
where thus h(x, (a1, a2, ...an)) denotes the “true” conditional distribution at
time n of the hidden Markov chain computed using x as the initial distribution,
h(y, (a1, a2, ...an)) denotes the “guessed” conditional distribution at time n of
the hidden Markov chain computed using y as the initial distribution, and || · ||
is e.g. the l1 − norm? This problem has been much studied in the last two
decades. (See e.g. [3], [6], [38], [2].) We will not discuss this problem further
in this paper; we only want to mention that the inequality proved in Section 12
(see Theorem 12.1) is similar to inequalities used in the literature, when proving
the filter stability property for filtering processes.
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The plan of this paper is as follows. Recall, that K denotes the set of
probability measures on the state space of the HMM under consideration, which
are absolutely continuous with respect a given σ − finite measure λ, and that
E is the σ − algebra generated by the total variation distance.
In the next section, Section 2, we introduce some basic definitions and no-
tations. In Section 3 we make a precise definition of the concept regular HMM
and define the filter kernel of a regular HMM. We also introduce the notion
compositions of HMMs and the notion iterations of a HMM and state some
simple facts regarding compositions of HMMs.
In Section 4 we formulate the main theorem and in Sections 5 to 10 we prove
the main theorem.
In Section 5 we prove that the filter kernel of any regular HMM is Lip-
schitz equicontinuous (see Definition 2.2) and in Section 6 we introduce the
Kantorovich distance for probability measures on the space (K, E).
In Section 7 we formulate and prove an auxiliary theorem for Markov chains
on a bounded, complete, separable, metric space.
In Section 8 we prove a simple result concerning the barycenters of the filter-
ing process induced by a regular HMM and in Section 9 we prove an inequality
for two different probability measures on (K, E) with unequal barycenters. Both
these results are crucial to us, when proving the main theorem.
In section 10 we conclude the proof of the main theorem by verifying that
the hypotheses of the auxiliary theorem are fulfilled.
In Section 11 we introduce the notion random mapping associated to a regular
HMM. The notion random mapping is the same as the notion random system
with complete connections (see e.g [19]); other names for this concept is learning
model (see e.g [33]) or iterated function system with place-dependent probabilities
(see e.g [4]). That there is a strong connection between the theory of random
systems with complete connections and the theory of HMMs (partially observed
Markov chains), can be observed already in the paper [7] by Blackwell. (See
also e.g [19], section 2.3.3.1.)
In Section 11 we also define the Vasershtein coupling of a random mapping
and introduce a condition called Condition E1, and by using the Vasershtein
coupling we show that Condition E1 implies Condition E.
At the end of Section 11 we consider strongly ergodic HMMs with denu-
merable state space, finite or infinite, and show, that the “rank 1 condition”
introduced in the paper [29] and Condition B introduced in [26], both imply
Condition E1.
In Section 12, we prove some inequalities for iterations of positive, integral
kernels with rectangular support. These results follow rather easily from a theo-
rem by E Hopf from 1963. (See [18].) In Section 12 we also introduce yet another
condition, which we call Condition P, and show that Condition P implies Con-
dition E1. Condition P can be regarded as a generalisation of Condition A
mentioned above.
Finally in Section 13, we present two examples. In both examples we start
with a hidden Markov chain on a complete, separable, metric state space such
the tr.pr.f of the Markov chain has a probability density function p with respect
to a σ − finite measure λ.
In the first example we assume, that the state space is partitioned into a
denumerable set of subsets and that at each time epoch it is only possible to
determine in which subset the hidden Markov chain is located. We prove that if
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1) the tr.pr.f of the Markov chain has a probability density kernel with respect to
a σ−finitemeasure on the state space and 2) there exists a subset belonging to
the partition such that on this subset the probability density kernel is bounded
from above and below by two positive constants, then Condition P is satisfied.
Furthermore, by using a result in [37], we prove that there exists an element
x0 ∈ K, such that {Pn(x0, ·), n = 1, 2, ...} is a tight sequence, which together
with the main theorem implies that the filter kernel is weakly ergodic.
In the other example we assume that the observation space is a complete,
separable, metric space, not necessarily denumerable, on which there is a σ −
finite measure τ . We assume that the tr.pr.f M , which determines the HMM,
has a probability density kernel m, which can be written as a productm = pq of
two probability density kernels p and q respectively, where thus p is the density
kernel of the tr.pr.f of the hidden Markov chain and q is the probability density
kernel of a tr.pr.f Q from the state space to the observation space.
We prove that Condition P is satisfied, if there exists a subset F0 of the
state space and a subset B0 of the observation space, such that, 1) if the hidden
Markov chain takes a value in F0, then the probability that the next observation
is in B0 is positive, and, 2) if an observation in B0 is obtained, then it follows
that the position of the hidden Markov chain must be in the set F0.
We end this introductionary section with a few remarks. First, in Section 11
of [26], we gave an example of a HMM with finite state space and observation
space such that the filtering process becomes a periodic Markov chain, in spite
of the fact that the hidden Markov chain is uniformly ergodic. It is easy to
generalise this example to a regular HMM for which the state space of the
HMM is a finite interval, the observation space is finite and the hidden Markov
chain is uniformly ergodic.
Secondly, as pointed out above, in [10] the authors proved, that the “rank 1
condition” of Kochman and Reeds, introduced in [29], is also a necessary condi-
tion for weak ergodicity of the filtering process associated to HMMs with finite
state space and observation space, when the hidden Markov chain is uniformly
ergodic. We believe that similarly, if we have a regular HMM with uniformly
ergodic hidden Markov chain, then Condition E is a necessary condition for the
converge property to hold.
Thirdly, there are many other open problems left. One important problem
is to generalise the conclusions obtained in this paper to HMMs, which are not
necessarily regular. Another problem is to investigate whether, in the main
theorem of this paper (Theorem 4.1), one can replace the conclusion ”weakly
contracting” by the conclusion ”weakly ergodic”. This would follow if we could
verify Condition E of [37].
Still another problem we want to mention, is whether the technique invented
by Kunita and which was used by Chigansky and van Handel to prove the
convergence property for HMMs with denumerable state space, can be used
also for HMMs for which the state space is a complete, separable, metric space.
2 Basic definitions and notations
In this section we introduce the basic concepts of the paper.
A hidden Markov model (HMM), as described in the classical paper [34],
consists of a finite state space S, a finite observation space A, a tr.pr.m P on
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S, a tr.pr.m R from S to A and an initial distribution p0. In the more modern
literature, see e.g. [9], one allows both the state space S and the observation
space A to be measurable spaces, (S,F) and (A,A) say, and then, of course,
the tr.pr.ms P and R must be replaced by tr.pr.fs.
Our definition of a HMM is slightly more general than the one given in
[9], and will be based on a tr.pr.f from the state space to the product of the
state space and the observation space. First though, let us point out, that if a
measurable set (X,X ) and a metric φ on X are given, then we always assume
implicitly, that there is a topology on X which is determined by the metric φ,
and that the σ − algebra X is the Borel field induced by this topology. We call
such a space a metric space and denote it (X,X , φ) or simply (X,X ).
Definition 2.1 Let (S,F) and (A,A) be two measurable spaces, let
M : S × (F ⊗A)→ [0, 1] be a tr.pr.f from (S,F) to (S ×A,F ⊗A) and define
the tr.pr.f P : S ×F → [0, 1] by P (s, F ) =M(s, F ×A). Then we call
H = {(S,F), P, (A,A),M} (8)
a Hidden Markov Model (HMM). We call (S,F) the state space, we call (A,A)
the observation space, we call M the Hidden Markov Model kernel of H (the
HMM-kernel) and we call P the Markov kernel of H.
In case the state space is a complete, separable, metric space (S,F , δ0}, λ
is a positive σ − finite measure on (S,F), the observation space is a complete,
separable, metric space (A,A, ̺), τ is a σ-finite positive measure on (A,A) and
m : S × S ×A→ [0,∞) is a F ⊗ F ⊗A−measurable function such that
M(s, F ×B) =
∫
F
∫
B
m(s, t, a)λ(dt)τ(da), ∀s ∈ S, ∀F ∈ F , ∀B ∈ A,
then we call H a HMM with densities and we call m the probability density
kernel of the HMM-kernel M . We denote a HMM with densities by
{(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} (9)
where the function p : S × S → [0,∞) is the function defined by
p(s, t) =
∫
A
m(s, t, a)τ(da).
We call λ and τ base measures and we call the tr.pr.f P : S×F → [0, 1], defined
by P (s, F ) =
∫
F
p(s, t)λ(dt), the Markov kernel determined by (p, λ).
If the state space S is denumerable we always assume that the associated
σ − algebra F is the power set of S, that δ0 is the discrete metric and λ is the
counting measure.
Similarly, if the observation space A is denumerable, we always assume that
the associated σ− algebra A is the power set of A, that ̺ is the discrete metric
and that τ is the counting measure. ✷
Remark 1. Recall that if (X1,X1) and (X2,X2) are two complete, separable
measurable spaces and µ is a probability on (X1 × X2,X1 ⊗ X2) then µ is
determined by its values on rectangular sets B1 ×B2, B1 ∈ X1, B2 ∈ X2. ✷
Remark 2. Since the tr.pr.f P is determined by M , and the density kernel p is
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determined by m, we could have excluded P in the expression (8) and p in the
expression (9). We have included P and p for sake of clarity. ✷
We shall next present our choice of notations for some well-known notions.
Some of these notions will not be needed until later sections.
Let (X,X , φ) be a metric space. We let P(X,X ) denote the set of probabil-
ities on (X,X ), we let Q(X,X ) denote the set of finite, non-negative measures
on (X,X ) and let Q∞(X,X ) denote the set of σ− finite, positive measures on
(X,X ). If µ, ν ∈ Q(X,X ), we let δTV (µ, ν) denote the total variation between
µ and ν defined by
δTV (µ, ν) = sup{µ(F )− ν(F ) : F ∈ X} + sup{ν(F )− µ(F ) : F ∈ X}.
We shall also often use the notation ||µ − ν|| instead of δTV (µ, ν). If ν ∈
Q(X,X ) we write ||ν|| = ν(X). We always assume implicitly, that the topology
on Q(X,X ) is the toplogy generated by the total variation metric δTV .
We let Bu[X ] denote the set of real, X −measurable functions on X and let
B[X ] denote the set of real, bounded, X −measurable functions on X . We may
write B[X,X ] instead of B[X ]. If u ∈ B[X ], we set ||u|| = sup{|u(x)|, x ∈ X},
we set osc(u) = sup{u(x) − u(y) : x, y ∈ X} and, if u ∈ B[X ] and A ⊂ X ,
we set oscA(u) = sup{u(x) − u(y) : x, y ∈ A}. If u ∈ Bu[X ] and ν ∈ P(X,X )
then, when convenient, we write
∫
X
u(x)ν(dx) = 〈u, ν〉 if the integral exists. If
λ ∈ Q∞(X,X ) and ν ∈ Q(X,X ) are such that there exists a function f ∈ Bu[X ]
such that
ν(F ) =
∫
F
f(x)λ(dx), ∀F ∈ X ,
then we write ν ∈ Qλ(X,X ) and we call f a representative of ν. If also ν ∈
P(X,X ), we write ν ∈ Pλ(X,X ).
We let C[X ] denote the set of real, bounded, continuous functions on X . If
u ∈ C[X ], we define γ(u) = sup{u(x1)−u(x2)
φ(x1,x2)
: x1 6= x2}, we define Lip[X ] =
{u ∈ C[X ] : γ(u) <∞} and we define Lip1[X ] = {u ∈ Lip[X ] : γ(u) ≤ 1}.
If Q : X×X → [0, 1] is a tr.pr.f on (X,X ), then we define Qn : X×X → [0, 1]
recursively by Q1 = Q and
Qn+1(x, F ) =
∫
X
Q(x, dx′)Qn(x′, F ), n = 2, 3, ... .
We call the mapping T : B[X ] → B[X ] defined by Tu(x) =
∫
X
u(y)Q(x, dy)
the transition operator associated to the tr.pr.f Q. The tr.pr.f Q also induces a
map Q˘ : P(X,X )→ P(X,X ) by Q˘(µ)(F ) =
∫
X
Q(x, F )µ(dx). We shall usually
write Q˘(µ) = µQ. As is well-known
〈u, µQ〉 = 〈Tu, µ〉. (10)
(See [35], Section 1.2.) Furthermore, if µ, ν ∈ P(X,X ) and u ∈ B[X ], it is
well-known that
|
∫
u(x)µ(dx) −
∫
u(x)ν(dx)| ≤ osc(u)||µ− ν||/2, (11)
an inequality we shall have use of later.
If (X1, T1) and (X2, T2) are two topological spaces, the topology on X1×X2
will always be the product topology.
The terminology below is not standard and therefore we make a more formal
definition.
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Definition 2.2 Let (X,X , φ) be a metric space and Q a tr.pr.f on (X,X ).
I . If the associated transition operator T satisfies
u ∈ Lip[X ]⇒ Tu ∈ Lip[X ],
then we call Q Lipschitz-continuous.
II. If Q is Lipschitz-continuous and also there exists a constant C > 0 such that
the associated transition operator T satisfies
γ(T nu) ≤ Cγ(u), n = 1, 2, ..., ∀u ∈ Lip[X ], (12)
then we call Q Lipschitz equicontinuous. The smallest constant C for which
(12) holds is called the bounding constant. ✷
We shall now introduce some terminology concerning the limiting behaviour
of the distributions of a Markov chain on a metric space.
Definition 2.3 Let (X,X , φ) be a metric space and Q a tr.pr.f on (X,X ).
1) If there exists a probability measure π ∈ P(X,X ) such that
lim
n→∞
δTV (Q
n(x, ·), π) = 0, ∀x ∈ X,
then we call the tr.pr.f Q strongly ergodic, and we call π the limit measure.
2) If furthermore
lim
n→∞
sup
x∈X
δTV (Q
n(x, ·), π) = 0,
then we call the tr.pr.f Q uniformly ergodic.
Definition 2.4 Let H = {(S,F), P, (A,A),M} be a HMM such that (S,F) is a
metric space. If the Markov kernel P is strongly ergodic (with limit measure π),
then we also call H strongly ergodic (with limit measure π) and, if furthermore
the Markov kernel P is uniformly ergodic, we call H uniformly ergodic.
Definition 2.5 Let (X,X , φ) be a metric space and let Q be a tr.pr.f on (X,X ).
1) If
lim
n→∞
sup{〈u,Qn(x, ·)〉 − 〈u,Qn(y, ·)〉 : u ∈ Lip1[K] } = 0,
for all x, y ∈ X, then we call the tr.pr.f Q weakly contracting.
2) If furthermore there exists a probability measure π ∈ P(X,X ), such that
lim
n→∞
〈u,Qn(x, ·)〉 = 〈u, π〉, ∀u ∈ C[X ], ∀x ∈ X,
then we call the tr.pr.f Q weakly ergodic and we call π the limit measure.
3 Regular HMMs and the filter kernel
In this section we shall introduce a more restricted class of HMMs which we
call regular HMMs. We shall define iterations of regular HMMs, we shall define
the filter kernel of a regular HMM and shall state some simple facts regarding
regular HMMs.
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We start with a HMM H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} with densi-
ties. First, let us for each a ∈ A define a mapping Ma : Qλ(S,F) → Qλ(S,F)
by
Ma(x)(F ) =
∫
s∈S
∫
t∈F
m(s, t, a)x(ds)λ(dt). (13)
We shall usually write xMa instead if Ma(x).
We also define a mapping M : Qλ(S,F)×A→ Qλ(S,F) by
M(x, a) = xMa. (14)
In order to be able to verify that certain sets are measurable, it has been
necessary for us to introduce a more restricted class of HMMs with densities.
Definition 3.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a HMM with
densities. If the function M : Qλ(S,F) × A → Qλ(S,F) defined by (14) and
(13) is continuous then we call H a regular HMM. ✷
A trivial example of a regular HMM is a HMM with densities for which the
observation space is denumerable, the metric ̺ is the discrete metric and τ is
the counting measure, since in this case
||xMa − yMa|| ≤ ||xP − yP || ≤ ||x− y||, ∀a ∈ A, ∀x, y ∈ Qλ(S,F).
For a less trivial example see Example 13.2 in Section 13.
Our next aim is to introduce a notion for regular HMMs, which we call the
filter kernel. Thus, let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular
HMM. In order to simplify the notations we shall let K be defined as the set
K = Pλ(S,F).
Let δTV be the metric determined by the total variation on K and let E be the
σ−algebra onK generated by δTV . In agreement with our notations introduced
above, we let P(K, E) denote the set of probability measures on (K, E).
We now define g : K ×A→ [0,∞), by
g(x, a) = ||xMa||, (15)
we define G : K ×A → [0, 1] by
G(x,B) =
∫
B
g(x, a)τ(da), (16)
and we define h : K ×A→ K by
h(x, a) = xMa/||xMa|| if ||xMa|| > 0 (17)
h(x, a) = x if ||xMa|| = 0. (18)
Since H is assumed to be regular, it follows immediately that g is continuous.
That G is a tr.pr.f follows from the integral definition of G and the fact that∫
A
||xMa||τ(da) = 1, ∀x ∈ K.
That h is continuous on the set {(x, a) : ||xMa|| > 0} follows as a simple
consequence of the following lemma.
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Lemma 3.1 Let x, y belong to a normed vector space and suppose that ||x|| > 0
and ||y|| > 0. Then
||
x
||x||
−
y
||y||
|| ≤
2||x− y||
||x||
. ✷
The inequality of Lemma 3.1 is easily proved by using the triangle inequality.
We omit the details. (For details see e.g. [25], section 3.)
SinceM(x, a) is a continuous function it follows that the set {(x, a) : ||xMa|| =
0} is a closed set, and it is then easily checked that {(x, a) : h(x, a) ∈ B} ∈ K⊗A,
if B is an open set in E , from which follows that h : K×A→ K is a measurable
function.
Next, for each x ∈ K, we define A+x = {a ∈ A : ||xMa|| > 0}, which is an
open set for all x ∈ K. We now define the tr.pr.f P on (K, E) by
P(x,E) =
∫
A
+
x
IE(
xMa
||xMa||
)||xMa||τ(da) (19)
and we define T : B[K]→ B[K] by
Tu(x) =
∫
A
+
x
u(
xMa
||xMa||
)||xMa||τ(da). (20)
That P(x, ·) is a probability measure in P(K, E) for every x ∈ K follows from
the integral definition of P.
To verify that P(·, E) is measurable for each E ∈ E we argue as follows.
Define P′ : K × E → [0, 1] by
P′(x,E) = G(x,B(x,E))
where G is defined by (16) and B(x,E) = {a ∈ A : h(x, a) ∈ E}. Clearly
G(x,B(x,E)) =
∫
B(x,E)
||xMa||τ(da) =
∫
A
+
x
IE(
xMa
||xMa||
)||xMa||τ(da) = P(x,E).
Since G : K×A → [0, 1] is a tr.pr.f and h : K×A→ A is measurable, it follows
that P′ : K × E → [0, 1] is a tr.pr.f on (K, E) (see e.g [27], Lemma 1.41) and
since P′ = P we can conclude that P : K × E → [0, 1] is a tr.pr.f.
That T is the transition operator associated to P, is evident from (19) and
(20).
Definition 3.2 We call P : K × E → [0,∞), defined by (19), the filter ker-
nel induced by the regular HMM H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)}. If
{Zn,µ, n = 0, 1, 2, ...} denotes the Markov chain generated by µ ∈ P(K, E) and
the filter kernel P, we call {Zn,µ, n = 0, 1, 2, ...} the filtering process induced
by H and the initial distribution µ.
We shall also need the map P˘ : P(K, E)→ P(K, E) defined by
P˘(µ)(E) =
∫
K
P(x,E)µ(dx), ∀E ∈ E .
We usually write µP instead of P˘(µ). From (10) follows that
〈Tu, µ〉 = 〈u, µP〉. (21)
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We shall next introduce a notion we call compositions of HMMs. Let H1 =
{(S,F), P1, (A1,A1),M1} and H2 = {(S,F), P2, (A2,A2),M2} be two HMMs
with the same state space. Define A1,2 = A1 × A2, A
1,2 = A1 ⊗ A2, define
M (1,2) : S ×F ×A1,2 → [0, 1] by
M (1,2)(s, F ×B1 ×B2) =
∫
S
M1(s, dt, B1)M2(t, F,B2),
define P (1,2) : S ×F ×A1,2 → [0, 1] by
P (1,2)(s, F ) =M (1,2)(s, F ×A1 ×A2)
and define
H1,2 = {(S,F), P (1,2), (A1,2,A1,2),M (1,2)}.
Obviously H1,2 is also a HMM; we call H1,2 the composition of H1 and H2. For
simplicity we write
H1,2 = H1 ∗ H2.
By Fubini’s theorem follows that if H1, H2 and H3 are three HMMs with the
same state space, then
(H1 ∗ H2) ∗ H3 = H1 ∗ (H2 ∗ H3).
If H is a HMM and Hn = H, n = 1, 2, ..., N , where N ≥ 2, we set
HN = H1 ∗ H2 ∗ ... ∗ HN .
We call HN the Nth iterate or the Nth iteration of H. Loosely speaking, the
Nth iterationHN of a HMM H is the HMM obtained from H, when one collects
the observations in groups of N instead of collecting them one by one.
Next some simple facts regarding HMMs with densities and regular HMMs.
Thus, let H1 = {(S,F , δ0), (p1, λ), (A1,A1, ̺1), (m1, τ1)} and H2 =
{(S,F , δ0), (p2, λ), (A2,A2, ̺2), (m2, τ2)} be two HMMs with densities and with
the same state space. We define m(1,2) : S × S ×A1 ×A2 → [0,∞) by
m(1,2)(s, t, a1, a2) =
∫
S
m1(s, s
′, a1)m2(s
′, t, a2)λ(ds
′).
Again by using Fubini’s theorem, it follows thatH1∗H2 is a HMM with densities
such that the HMM-kernel M (1,2) : S ×F ⊗A1 ⊗A2 → [0, 1] satisfies
M (1,2)(s, F ×B1 ×B2) =
∫
F
∫
B1
∫
B2
m(1,2)(s, t, a1, a2)λ(dt)τ1(da1)τ2(da2).
Furthermore, if both H1 and H2 are regular, then it is elementary to prove that
also H1 ∗ H2 is regular.
Next let us note that the following “scaling property” holds:
xM
(1,2)
(a1,a2)
||xM
(1,2)
(a1,a2)
||
=
xM1a1
||xM1a1 ||
M2a2
||
xM1a1
||xM1a1 ||
M2a2 ||
, if ||xM
(1,2)
(a1,a2)
|| > 0. (22)
If we let P1 and P2 denote the induced filter kernels, let T1 and T2 denote the
associated transition operators, let P(1,2) denote the filter kernel of H1 ∗H2 and
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let T(1,2) denote the associated transition operator, then, by using the scaling
property (22), it is not difficult to prove that
T1T2 = T
(1,2) (23)
and that
P1P2 = P
(1,2). (24)
Since these relations are of importance for our proof of the main theorem (The-
orem 4.1), we prove (23) and (24).
The equality (24) follows from the equality in (23) if one uses the identity
(21). To prove (23), let u ∈ B[K] and set u2 = T2u. From (20) we find that
u2(x) =
∫
A
+
2,x
u(
xMa2
||xMa2 ||
)||xMa2 ||τ2(da2).
Hence
T1T2u(x) =
∫
A
+
1,x
u2(
xMa1
||xMa1 ||
)||xMa1 ||τ1(da1) =
∫
A
+
1,x
∫
A
+
2,x(a1)
u(
(
xMa1
||xMa1 ||
Ma2)
||
xMa1
||xMa1 ||
Ma2 ||
)||
xMa1
||xMa1 ||
Ma2 ||τ(da2)||xMa1 ||τ(da1) =
∫
A+1,x
∫
A+
2,x(a1)
u(
xMa1Ma2
||xMa1Ma2 ||
)||xMa1Ma2 ||τ(da2)τ(da1)
where thus x(a1) and A
+
2,x(a1)
are defined by
x(a1) = xMa1/||xMa1 ||, a1 ∈ A
+
1,x
and
A+2,x(a1) = {a2 ∈ A2 : ||x(a1)Ma2 || > 0}
respectively.
It is easily checked that the set
B(x) = {(a1, a2) ∈ A1 ×A2 : ||xMa1Ma2 || > 0}
satisfies
B(x) = {(a1, a2)} ∈ A1 ×A2 : a1 ∈ A1,x and a2 ∈ A2,x(a1)}.
Hence
T1T2u(x) =
∫
B(x)
u(
xMa1Ma2
||Ma1Ma2 ||
)||xMa1Ma2 ||τ
2(da1, da2) = T
(1,2)u(x)
and hence (23) holds.
By induction follows that ifH is a regular HMM andHn = H, n = 1, 2, ..., N ,
where N ≥ 2, then HN is also regular, and if we let P(N) denote the filter kernel
induced by HN and let T(N) denote the transition operator associated to P(N),
then it follows from (24) and (23) that
PN = P(N) and TN = T(N). (25)
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The second of these equalities is used in order to prove that the filter kernel of
a regular HMM is Lipschitz equicontinuous and not only Lipschitz continuous,
a fact which is crucial to us, when proving the main theorem.
We end this section emphasizing that whenever we introduce a HMM H =
{(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} with densities, then K will denote the set
Pλ(S,F) and E will denote the σ−algebra onK generated by the total variation
metric.
4 The main theorem
In this section we shall formulate the main theorem. We shall first recall the
well-known concept barycenter.
Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a HMM with densities and
let µ ∈ P(K, E). The barycenter of µ, which we denote by b(µ), is a probability
measure in K defined by
b(µ)(F ) =
∫
K
∫
F
x(ds)µ(dx), F ∈ F .
That the function b(µ) : F → [0, 1] is a probability in K is easily verified.
We let P(K|x) denote the set of probability measures in P(K, E) for which
the barycenter is equal to x.
We shall next recall the concept coupling. Let µ be a probability measure
on the measurable space (X1,X1) and let ν be a probability measure on the
measurable space (X2,X2). If µ˜ is a probability measure on the product space
(X1 ×X2,X1 ⊗ X2) such that
µ˜(F ×X2) = µ(F ), ∀ F ∈ X1
and
µ˜(X1 × F ) = ν(F ), ∀F ∈ X2
then we call µ˜ a coupling of µ and ν.
Definition 4.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a strongly regu-
lar HMM with limit measure π and let P be the induced filter kernel. We define
Condition E as follows :
To every ρ > 0, there exist an integer N and a number α such that, for any
two measures µ and ν in P(K|π), there exists a coupling µ˜N , say, of µPN and
νPN , such that, if we set Dρ = {(x, y) ∈ K ×K : δTV (x, y) < ρ}, then
µ˜N (Dρ) ≥ α. ✷
Theorem 4.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a strongly er-
godic, regular HMM with limit measure π and let P be the induced filter kernel.
Suppose also that H fulfills Condition E. Then P is weakly contracting.
If furthermore, either
1) there exists a measure µ ∈ P(K, E) which is invariant with respect to P or
2) there exists an element x0 ∈ Pλ(S,F) such that the sequence
{Pn(x0, ·), n = 1, 2, ...}
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is a tight sequence, or
3) H is also uniformly ergodic
- then P is weakly ergodic. ✷
Remark. In the paper [26] it was proved that, if the state space of a strongly
ergodic, regular HMM with limit measure π is denumerable, then {Pn(π, ·), n =
1, 2, ...} is a tight sequence. We believe the same is true, if the state space is a
complete, separable, metric space. Therefore, we believe that the second part
of the theorem could be omitted and that the conclusion in the first part of the
theorem ought to be that the filter kernel P is ”weakly ergodic” instead of just
”weakly contracting”. ✷
5 A universal inequality
Lemma 5.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM, let
P be the induced filter kernel. Then P is Lipschitz equicontinuous with bounding
constant ≤ 3.
Proof. We shall first show that for all x, y ∈ K and all u ∈ Lip[K]
|Tu(x)−Tu(y)| ≤ (||u||+ 2γ(u))δTV (x, y), (26)
where thus T is the transition operator associated to P.
Recall, that for x ∈ K, the set A+x is defined as A
+
x = {a : ||xMa|| >
0}, where thus, for each a ∈ A, the mapping Ma : S × F → [0,∞) is de-
fined by Ma(s, F ) =
∫
F
m(s, t, a)λ(dt) and ||xMa|| is defined by ||xMa|| =∫
S
Ma(s, S)x(ds). Recall also, that T : B[K] → B[K] is defined by Tu(x) =∫
A
+
x
u( xMa||xMa||)||xMa||τ(da).
Next, let us note, that if x, y ∈ K and a ∈ A, then
|(||xMa|| − ||yMa||)| ≤ ||xMa − yMa|| = ||(x − y)Ma||. (27)
Furthermore, if x and y in K, and f and g in Bu[S] are representatives of x and
y respectively, we find that
∫
A
||(x − y)Ma||τ(da) =
∫
A
∫
S
|f(s)− g(s)|m(s, S, a)λ(ds)τ(da) =
∫
S
|f(s)− g(s)|p(s, S)λ(ds) =
∫
S
|f(s)− g(s)|λ(ds) = ||x− y||. (28)
We shall below have use of the following proposition, the proof of which is
an immediate consequence of Lemma 3.1.
Proposition 5.1 Let x, y ∈ K and a ∈ A be such that ||xMa|| > 0 and
||yMa|| > 0. Then
‖
xMa
‖xMa‖
−
yMa
‖yMa‖
‖ ≤
2‖xMa − yMa‖
‖xMa‖
. ✷
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Now let x, y ∈ K, and define B ⊂ A by B = {a ∈ A : ||xMa|| > 0, ||yMa|| >
0}. Clearly B is an open set, since we have assumed that H is regular. Define
B1 and B2 by B1 = A
+
x \ B, B2 = A
+
y \ B. Obviously B,B1, B2 are disjoint,
measurable sets. For u ∈ Lip[K] we now find that
|Tu(x) −Tu(y)| ≤
|
∫
B
(u(
xMa
||xMa||
)||xMa|| − u(
yMa
||yMa||
)||yMa||)τ(da)|+
||u||
∫
B1
||xMa||τ(da) + ||u||
∫
B2
||yMa||τ(da)
and by using Proposition 5.1, (27) and (28), it follows that
|Tu(x) −Tu(y)| ≤
2γ(u)
∫
B
‖xMa − yMa‖τ(da) + ||u||
∫
B
||xMa − yMa||τ(da)+
||u||
∫
B1∪B2
||xMa − yMa||τ(da) ≤ (2γ(u) + ||u||)||x− y||
and thereby the inequality (26) is proved.
From (26) it immediately follows that γ(Tu) ≤ 2γ(u) + ||u|| for all u in
Lip[K], from which follows that
γ(Tu) ≤ 3, ∀u ∈ Lip1[K], (29)
since sup{||x− y|| : x, y ∈ K} = 2, and from (29) then follows that
γ(Tu) ≤ 3γ(u), ∀u ∈ Lip[K]. (30)
That the inequality γ(Tnu) ≤ 3γ(u) also holds for n ≥ 2 and all u ∈ Lip[K]
is an immediate consequence of equality (25) and the fact that the inequality (30)
holds for all regular HMM. Hence the filter kernel P is Lipschitz equicontinuous
with bounding constant ≤ 3. ✷
Remark. It is easy to construct an example which shows that the bounding
constant can not be less than 2. (See [25].) We believe the bounding constant
is in fact exactly 2.
6 The Kantorovich distance on the space P(K, E)
Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a HMM with densities and, as
usual, let K = Pλ(S,F), and let E be the σ − algebra on K generated by δTV .
Now, let K2 = K ×K and E2 = E ⊗E . If µ and ν belong to P(K, E), we let
P(K2;µ, ν) denote the subset of P(K2, E2) defined by
P(K2;µ, ν) = {µ˜ ∈ P(K2, E2)) : µ˜(E×K) = µ(E), µ˜(K×E) = ν(E), ∀E ∈ E}.
The Kantorovich distance dK(µ, ν), for µ, ν ∈ P(K, E), is defined as
dK(µ, ν) = inf{
∫
K2
δTV (x, y)µ˜(dx, dy) : µ˜ ∈ P(K
2;µ, ν)}. (31)
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Since 0 ≤ δTV (x, y) ≤ 2 for x, y ∈ K, it is clear that dK(µ, ν) is well-defined.
From the Kantorovich-Rubenstein theorem (see [15], Theorem 11.8.2, see
also [28]), it follows that the Kantorovich distance dK can also be defined by
dK(µ, ν) = sup{
∫
K
u(x)µ(dx) −
∫
K
u(x)ν(dx) : u ∈ Lip1[K] }. (32)
That dK is a metric on P(K, E) follows from (32).
Since (K, E) is a bounded space, it is clear that the metric dK is equivalent
to the metric β defined by
β(µ, ν) = sup{
∫
K
u(x)µ(dx) −
∫
K
u(x)ν(dx) : γ(u) + ||u|| ≤ 1}
and, as is well-known and shown in e.g Chapter 11 of [15], the topology induced
by β is equivalent to the weak topology; hence the topology induced by dK is
also equivalent to the weak topology.
Let us also note, that if P denotes the filter kernel of a regular HMM,
then it follows from (32) and Definition 2.5, that the statement ”P is weakly
contracting” is equivalent to the statement
lim
n→∞
dK(P
n(x, ·),Pn(y, ·)) = 0, ∀ x, y ∈ K.
7 An auxiliary theorem
In this section (K, E) will denote an arbitrary, bounded, complete, separable,
metric space, with metric δ and where E is the Borel field associated to the
topology generated by δ. The purpose of this section is to state and prove a
limit theorem for Markov chains in bounded, complete, separable, metric spaces.
Let Q : K×E → [0, 1] be a tr.pr.f on (K, E) and let T : B[K]→ B[K] denote
the transition operator associated to Q. We define T 0u(x) = u(x). Recall that
osc(T n+1u) ≤ osc(T nu), n = 0, 1, 2, ..., u ∈ B[K], (33)
since T is an ”averaging” operator.
We shall next define two properties that will be part of the hypotheses of
Theorem 7.1.
Definition 7.1 Let Q be a tr.pr.f on (K, E), and let T be the associated tran-
sition operator.
A. If for every ρ > 0, there exists a number α, 0 < α < 1, and an integer N
such that, if the integer n ≥ N , then for all u ∈ Lip[K]
osc(T nu) ≤ αργ(u) + (1 − α)osc(T n−Nu),
then we say that Q has the strong shrinking property. We call α a shrink-
ing number associated to ρ.
B. If for every ρ > 0, there exists a number α, 0 < α < 1, such that for every
nonempty, compact set E ⊂ K, every η > 0 and every κ > 0, there exist an
integer N and another nonempty, compact set F ⊂ K such that, if the integer
n ≥ N , then for all u ∈ Lip[K]
oscE(T
nu) ≤ ηγ(u) + κosc(u) + αργ(u) + (1− α)oscF (T
n−Nu),
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then we say that Q has the shrinking property. We call α a shrinking
number associated to ρ. ✷
Theorem 7.1 Let (K, E) be a complete, separable, bounded, metric space with
metric δ, let Q be a tr.p.f on (K, E) and suppose that Q is Lipschitz equicontin-
uous.
A. Suppose also that Q has the shrinking property. Then Q is weakly contracting
(as defined in Definition 2.5, part 1).
B. Suppose furthermore that either
a) there exists an invariant probability measure with respect to Q or
b) there exists x∗ ∈ K such that {Qn(x∗, ·), n = 1, 2....} is a tight sequence or
c) Q has the strong shrinking property,
then Q is weakly ergodic (as defined in Definition 2.5, part 2).
Proof. Set D = sup{δ(x, y) : x, y ∈ K}. Since K is assumed to be bounded we
have D <∞; it is clearly no loss of generality to assume that D = 2, since the
shrinking properties also hold if we replace the given metric δ by 2δ/D.
In order to prove that Q is weakly contracting, we need to show, that for all
x, y ∈ K
lim
n→∞
sup{|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| : u ∈ Lip1[K]} = 0. (34)
Let ǫ > 0, x, y ∈ K and u ∈ Lip1[K] be given. In order to prove (34) we
shall show, that we can find an integer N , which may depend on x and y, but
which does not depend on u, such that
{|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| < 6ǫ, ∀ n ≥ N. (35)
This is not difficult to do, if one uses the shrinking property. We first choose
the number ρ sufficiently small, more precisely we set ρ = ǫ. Next, let α be a
shrinking number associated to ρ. Since {x, y} is a compact set, it follows from
the shrinking property, that if we define η = η1 = ǫ/2 and κ = κ1 = ǫ/2, then
we can find an integer N1 and a compact set E1 such that, if n ≥ N1, then
|〈u,Qn(x, ·)〉 − 〈u,Qn(y, ·)〉| = |T nu(x)− T nu(y)| ≤ η1 + 2κ1 + αǫ+
(1 − α) sup
z1,z2∈E1
|T n−N1u(z1)− T
n−N1u(z2)|,
where we have used the fact that γ(u) ≤ 1, osc(u) ≤ 2 and ρ = ǫ.
We now choose M = min{m : (1 − α)m < ǫ}. For i = 2, 3, ...,M, we define
the numbers ηi by ηi = ǫ/2
i, the numbers κi by κi = ǫ/2
i and having defined the
compact sets Ei, for i = 1, 2, ..., j− 1, and the integers Ni, for i = 1, 2, ..., j− 1,
it follows from the shrinking property, that we can find a compact set Ej and
an integer Nj , such that
sup
z1,z2∈Ej−1
|T nu(z1)− T
nu(z2)| ≤ ηj + 2κj + αρ+
(1− α) sup
z1,z2∈Ej
|T n−Nju(z1)− T
n−Nju(z2)|, (36)
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if n ≥ Nj . By using (36) repeatedly it follows, that if the integer n satisfies
n ≥ N1 +N2 + ...+Nj , then
|T nu(x)− T nu(y)| ≤ ǫ/2 + 2ǫ/2 + αǫ+
(1− α) sup
z1,z2∈E1
|T n−N1u(z1)− T
m−N1u(z2)| ≤
j∑
i=1
ǫ/2i + 2
j∑
i=1
ǫ/2i + ǫα(1 + (1− α) + (1− α)2 + ...+ (1− α)j−1)+
(1− α)j sup
z1,z2∈Ej
|T n−(N1+N2+...+Nj)u(z1)− T
n−(N1+N2+...+Nj)u(z2)|.
In particular, if j =M and the integer n satisfies n ≥ N1+N2+ ...+NM , then
|T nu(x)− T nu(y)| ≤
M∑
i=1
ǫ/2i + 2
M∑
i=1
ǫ/2i + ǫα(1 + (1 − α) + (1− α)2 + ...+ (1− α)M−1)+
(1 − α)M sup
z1,z2∈EM
|T n−Nu(z1)− T
n−Nu(z2)|,
where N = N1 +N2 + ... +NM , and by using the fact that osc(Tu) ≤ osc(u),
the fact that osc(u) ≤ 2 and the fact that
ǫα(1 + (1− α) + (1 − α)2 + ...(1− α)M ) < ǫ,
we find that, if n ≥ N , then
|T nu(x)− T nu(y)| < ǫ+ 2ǫ+ ǫ+ 2(1− α)M ≤ 4ǫ+ 2(1− α)M
and, since M is defined in such a way that (1− α)M < ǫ, it follows that
|T nu(x)− T nu(y)| = |
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| < 6ǫ,
if n ≥ N . Hence (35) holds from which follows that (34) is satisfied. Hence Q
is weakly contracting. Thereby, the first part of Theorem 7.1 is proved.
It remains to prove Part B of Theorem 7.1. In order to do this we first prove
the following lemma which is easily proved by using (34), compactness and the
Lipschitz equicontinuity property. We include a proof for sake of completeness.
Lemma 7.1 As before, let (K, E) be a complete, separable, bounded, metric
space with metric δ, let Q be a tr.p.f on (K, E) and suppose that Q has the
shrinking property. Suppose also that Q is Lipschitz equicontinuous. Then, to
every nonempty, compact set E ∈ E and every ǫ > 0, we can find an integer N ,
such that, for any function u ∈ Lip1[K],
sup
x,y∈E
|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| ≤ ǫ, (37)
for all n ≥ N .
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Proof of Lemma 7.1. Let E ∈ E and ǫ > 0 be given, where E is a nonempty,
compact set. Since we have assumed that Q has the Lipschitz equicontinuity
property, there exists a constant C, such that for all n ≥ 1
|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| ≤ Cδ(x, y)γ(u) (38)
for all x, y ∈ K and all u ∈ Lip[K].
Next, set ǫ1 = ǫ/3C. Since E is compact we can find a finite set Ψ = {xi, i =
1, 2, ...,M} consisting of M elements such that, for every x ∈ E, inf{δ(x, xi) :
xi ∈ Ψ} < ǫ1.
Further, let xi, xj ∈ Ψ be two arbitrary elements. From (34) follows that for
every pair xi, xj in Ψ, we can find an integer Nxi,xj such that, if n ≥ Nxi,xj ,
then
|
∫
K
u(z)Qn(xi, dz)−
∫
K
u(z)Qn(xj , dz)| < ǫ/3,
for all u ∈ Lip1[K]. Therefore, if we define N = max{Nxi,xj : (xi, xj) ∈
Ψ×Ψ, xi 6= xj}, it follows that
|
∫
K
u(z)Qn(xi, dz)−
∫
K
u(z)Qn(xj , dz)| < ǫ/3,
if n ≥ N , xi, xj ∈ Ψ and u ∈ Lip1[K].
Now, let x, y ∈ E be chosen arbitrarily, choose xi ∈ Ψ such that δ(x, xi) < ǫ1
and choose xj such that δ(y, xj) < ǫ1. Let u ∈ Lip1[K]. Using the triangle
inequality, (38) and that ǫ1 = ǫ/3C, we now find that, if n ≥ N , then
|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| =
|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(xi, dz)|+
|
∫
K
u(z)Qn(xi, dz)−
∫
K
u(z)Qn(xj , dz)|+
|
∫
K
u(z)Qn(xj , dz)−
∫
K
u(z)Qn(y, dz)| <
Cδ(x, xi) + ǫ/3 + Cδ(xj , y) = Cǫ1 + ǫ/3 + Cǫ1 = ǫ/3 + ǫ/3 + ǫ/3 = ǫ.
Hence,
sup{|
∫
K
u(z)Qn(x, dz)−
∫
K
u(z)Qn(y, dz)| : x, y ∈ E, u ∈ Lip1[K]} ≤ ǫ,
if n ≥ N , and thereby the lemma is proved. ✷.
We shall now complete the proof of Theorem 7.1 by proving Part B of the
theorem.
Let us first consider the case when the tr.pr.f Q has at least one invariant
probability measure. That Q then must have precisely one invariant probability
measure is then easily proved by a contradiction argument, if one uses Lemma
7.1 and the fact that Lip[K] is measure determining. We omit the details.
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Now let ν denote the unique invariant measure of Q. In order to prove that
lim
n→∞
∫
K
u(y)Qn(x, dy) =
∫
K
u(y)ν(dy) (39)
for all x ∈ K and all u ∈ Lip1[K], we argue as follows. Let x ∈ K and
u ∈ Lip1[K] be given. Since ν is invariant, we find
|
∫
K
u(y)Qn(x, dy)−
∫
K
u(y)ν(dy)| ≤
∫
K
|T nu(x)− T nu(y)|ν(dy). (40)
Now, let ǫ > 0 be given and choose the compact set C so large that x ∈ C
and ν(C) > 1− ǫ. This we can do since (K, E) is a complete, separable, metric
space and therefore every probability measure is tight. (See [8], Theorem 1.4.)
From Lemma 7.1 it follows that we can choose an integer N , independent of u,
so large that
sup
z1,z2∈C
|T nu(z1)− T
nu(z2)| < ǫ, ∀n ≥ N. (41)
By using the inequalities (40) and (41) it now follows, that if n ≥ N , then
|
∫
K
u(y)Qn(x, dy) −
∫
K
u(y)ν(dy)| < ǫ(1− ǫ) + ǫosc(u) ≤ ǫ+ 2ǫ = 3ǫ,
from which follows that (39) holds for all u ∈ Lip1[K] and all x ∈ K. That
(39) holds for all u ∈ Lip[K] and all x ∈ K, then follows from the fact that if
u ∈ Lip[K] and γ(u) > 0 then v = u/γ(u) ∈ Lip1[K]. Then, by using the same
argument as used in [8] when proving that (ii) of Theorem 2.1 in [8] implies (iii)
of Theorem 2.1, it follows that lim supn→∞Q
n(x, F ) ≤ ν(F ) for all closed sets
F ∈ E . Now, by referring to Theorem 2.1 of [8], we find that (39) holds for all
u ∈ C[K] and all x ∈ K. Hence Q is weakly ergodic with limit measure ν.
Next, let us assume that there exists an element x∗ ∈ K such that {Qn(x∗, ·),
n = 1, 2....} is a tight sequence. To prove weak ergodicity under this assumption,
it follows from the preceding result, that it suffices to prove that there exists an
invariant probability measure. To do this we shall use well-known arguments
together with the fact that Q is Lipschitz-continuous.
As usual, let T denote the transition operator associated to Q. For n =
1, 2, ... we define T (n) by T (n) = (1/n)
∑n
k=1 T
k and we define Q(n) by Q(n) =
(1/n)
∑n
k=1Q
k. Now, since {Qn(x∗, ·), n = 1, 2....} is a tight sequence, it follows
immediately that also {Q(n)(x∗, ·), n = 1, 2....} is a tight sequence. Therefore we
can extract a subsequence nj , j = 1, 2, ... such that {Q(nj)(x∗, ·), , j = 1, 2, ...}
converges weakly towards a probability measure ν, say. Hence
lim
j→∞
T (nj)u(x∗) = 〈u, ν〉 (42)
for all u ∈ C[K].
Now assume that u ∈ Lip[K]. By considering the sequence {T (nj+1)u(x∗), j =
1, 2, ...} it is easily proved that on the one hand
lim
j→∞
T (nj+1)u(x∗) = lim
j→∞
T (nj)u(x∗) = 〈u, ν〉
and on the other hand
lim
j→∞
T (nj+1)u(x∗) = lim
j→∞
T (nj)Tu(x∗) = 〈Tu, ν〉 = 〈u, νQ〉,
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where we thus have used the fact that Tu ∈ Lip[K] if u ∈ Lip[K].
Hence, if u ∈ Lip[K], then
〈u, νQ〉 = 〈u, ν〉 (43)
holds, and since the set of Lipschitz continuous functions is measure determin-
ing, it follows, that (43) holds for u ∈ C[K], which was what we wanted to
prove.
To complete the proof of Theorem 7.1 it remains to prove that Q is weakly
ergodic, if Q has the strong shrinking property. We shall first prove that
lim
n→∞
sup{osc(T nu) : u ∈ Lip1[K]} = 0. (44)
Let ǫ > 0 be given. Choose ρ = ǫ. From the strong shrinking property
follows, that we can find a number α > 0 and an integer N , such that, if
u ∈ Lip1[K] and n > N , then
osc(T nu) ≤ ǫα+ (1 − α)osc(T n−Nu). (45)
Now define M = min{m : (1 − α)m < ǫ/2}. Then, if n > NM , it follows from
(45) and the fact that osc(u) ≤ 2 if u ∈ Lip1[K], that
osc(T nu) ≤ ǫα+ (1− α)osc(T n−Nu) ≤
ǫα+ (1− α)(ǫα + (1− α)osc(T n−2Nu)) ≤ ... <
ǫα(1/(1− (1− α))) + 2(1− α)M < 2ǫ,
if u ∈ Lip1[K], and since ǫ is arbitrarily chosen, (44) follows.
Next, let x0 ∈ K be given. We shall now prove, that to every ǫ > 0 we can
find an integer N such that, for every integer m ≥ 1, and every integer n ≥ N ,
sup{|
∫
K
u(y)Qn(x0, dy)−
∫
K
u(y)Qn+m(x0, dy)| : u ∈ Lip1[K]} < ǫ. (46)
Thus, let ǫ > 0 and the integer m ≥ 1 be given. Set νx0 = δx0Q
m. Then, if
u ∈ Lip1[K], we find, for n = 1, 2, ..., that
|
∫
K
u(y)Qn(x0, dy)−
∫
K
u(y)Qn+m(x0, dy)| ≤
∫
K
|T nu(x0)− T
nu(y)|νx0(dy).
From the limit relation (44) it follows, that we can find an integer N , which
is independent of the integer m, such that for any u ∈ Lip1[K] and all y ∈ K
|T nu(x0)− T nu(y)| < ǫ, if n ≥ N , which implies that (46) holds for all n ≥ N .
From the definition of the Kantorovich distance it follows that
dK(Q
n(x0, ·), Q
m(x0, ·)) < ǫ
if n,m ≥ N . This shows that {dK(Qn(x0, ·), Qm(x0, ·))} is a Cauchy sequence.
Since we have assumed that (K, E) is a complete, separable, metric space it
follows that (P(K, E), T , dK) is also a complete, separable, metric space, if we let
T denote the Borel field generated by the Kantorovich metric dK . (See e.g [15],
Corollary 11.5.5 and Theorem 11.8.2.) Therefore it follows that there exists a
probability measure µ, say, in P(K, E), such that limn→∞ dK(Qn(x0, ·), µ) = 0.
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But since limn→∞ sup{osc(T nu) : u ∈ Lip1[K]} = 0 because of (44), it now also
follows that
lim
n→∞
dK(Q
n(x, ·), µ) = 0, ∀ x ∈ K,
which implies that for all u ∈ Lip1[K]
lim
n→∞
∫
K
u(y)Qn(x, dy)−
∫
K
u(y)µ(dy) = 0, ∀ x ∈ K. (47)
But if (47) holds for all u ∈ Lip1[K], as was shown above, it also holds for all
u ∈ Lip[K]. Again referring to the proof of Theorem 2.1 in [8], we can conclude
that lim supn→∞Q
n(x, F ) ≤ ν(F ) for all closed sets F ∈ E and then referring
to Theorem 2.1 of [8], it follows again that (39) holds for all u ∈ C[K] and all
x ∈ K. Hence Q is weakly ergodic with limit measure ν. Thereby Theorem 7.1
is proved. ✷.
8 The barycenter of the filtering process
From the auxiliary theorem of the previous section and Lemma 5.1 it follows,
that in order to prove Theorem 4.1, it remains to verify, that, if the Markov
kernel P of the HMM under consideration is strongly ergodic, then the shrinking
property is satisfied, and, if P is uniformly ergodic, then the strong shrinking
property is satisfied. In order to accomplish this we shall need two results on
barycenters both of which are of some independent interest. The first of these
we shall state and prove in this section.
Theorem 8.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM
and let P be the filter kernel. Let P be the Markov kernel of H. Then for all
x ∈ K
b(Pn(x, ·)) = xPn, n = 1, 2, ... .
Remark. The theorem is essentially due to Kunita. (See [30]. See also [10],
Lemma A.5.) ✷
Proof. Let F ∈ F and IF : S → {0, 1} denote the indicator function of F .
From the definition of the barycenter we find
b(δxP)(F ) =
∫
A+x
〈IF ,
xMa
||xMa||
〉||xMa||τ(da) =
∫
A
+
x
∫
F
xMa(dt)τ(da) =
∫
A
+
x
∫
F
∫
S
m(s, t, a)x(ds)λ(dt)τ(da) =
∫
F
∫
S
p(s, t)x(ds)λ(dt) =
∫
F
(xP )(dt) = xP (F )
from which follows that b(δxP) = xP . That b(δxP
n) = xPn, for n ≥ 2, then
follows from the relation (25). ✷
The following lemma is not needed in the proof of the main theorem, but will
be needed later, when we want to verify that Condition E holds. We present it
here, since it gives some insight into the sets of probability measures on (K, E)
with equal barycenter.
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Lemma 8.1 Let (S,F , δ0) be a complete, separable metric space, let λ be a
σ − finite measure on (S,F), let K = Pλ(S,F), let E denote the σ − algebra
generated by the total variation metric and let π ∈ K. For F ∈ F define
E(F ) = {x ∈ K : x(F ) ≥ π(F )/2}. Then, for all µ ∈ P(K|π) and all F ∈ F ,
µ(E(F )) ≥ π(F )/2. (48)
Proof. The inequality (48) holds trivially if π(F ) = 0. Thus assume F ∈ F is
such that π(F ) > 0. Clearly E(F ) ∈ E . Set E(F ) = E. Since µ ∈ P(K|π) we
have
∫
K
〈IF , x〉µ(dx) = π(F ). Hence
π(F ) =
∫
E
〈IF , x〉µ(dx) +
∫
K\E
〈IF , x〉µ(dx) =
∫
E
∫
F
x(ds)µ(dx)+
∫
K\E
∫
F
x(ds)µ(dx) ≤ µ(E) + (1 − µ(E))π(F )/2.
Hence µ(E)(1−π(F )/2) ≥ π(F )/2 and hence µ(E(F )) > π(F )/2 which is more
than we needed to prove. ✷
9 On the Kantorovich distance between sets with
different barycenters
Let (S,F) be a complete, separable, measurable space with metric δ0, let λ
denote a σ-finite, nonnegative measure on (S,F) and set K = Pλ(S,F). As
before, let δTV denote the metric on K induced by the total variation and let E
denote the σ− algebra generated by δTV . Instead of writing δTV (x, y) we shall
in this section usually write ||x− y||. Let P(K, E) denote the set of probability
measures on (K, E), let Q(K, E) denote the set of positive and finite measures
on (K, E) and for r > 0 let Qr(K, E) denote the set of positive, finite measures
on (K, E) with total mass equal to r.
Let dK : P(K, E) × P(K, E) → [0, 2] denote the Kantorovich distance on
P(K, E) (see Section 6). Recall that the Kantorovich distance on P(K, E) has
two equivalent definitions namely either by the formula (31) or by the formula
(32).
For the set Qr(K, E) we also define a metric, which we also denote by dK ,
simply by
dK(µ, ν) = rdK(µ/r, ν/r), µ, ν ∈ Q
r(K, E).
Also in this case we call dK the Kantorovich distance.
As in Section 4, we let P(K|x) denote the set of probability measures on
(K, E) for which the barycenter is equal to x. For µ ∈ Qr(K, E) we also define
a barycenter b(µ) simply by
b(µ) = rb(µ/r).
Thus, if µ ∈ Qr(K, E) then b(µ) ∈ Qλ(S,F) and ||b(µ)|| = r. For x ∈ K
and r > 0, we let Qr(K|x) denote the set of measures in Qr(K, E) which have
barycenter equal to rx.
The purpose of this section is to prove the following result:
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Theorem 9.1 Let r > 0, let x, y ∈ K and let µ ∈ Qr(K|x). Then
inf{dK(µ, ν) : ν ∈ Q
r(K|y)} = r||x − y||.
Proof. Let us first note that if x, y ∈ K, then dK(δx, δy) = ||x− y||, where thus
δx and δy denote the Dirac measures at x and y respectively. This follows from
(31).
The following lemma gives a lower bound for the Kantorovich distance be-
tween two measures in Qr(K, E) in terms of their barycenters.
Lemma 9.1 Let r > 0 and let µ, ν ∈ Qr(K, E). Then dK(µ, ν) ≥ ||b(µ)−b(ν)||.
Proof. The conclusion of the lemma is trivially true if b(µ) = b(ν). We thus
assume that b(µ) 6= b(ν). From the definition of the Kantorovich distance in
Qr(K, E) and the definition of the barycenter of a measure inQr(K, E), it follows
that it suffices to prove the inequality if r = 1, that is when µ, ν ∈ P(K, E).
Thus, let µ, ν ∈ P(K, E) and set x = b(µ) and y = b(ν). Let F1, F2 ∈ F be
such that F2 = S \F1 and such that x(F ∩F1) ≥ y(F ∩F1), ∀F ∈ F such that
F ⊂ F1 and x(F ∩ F2) < y(F ∩ F2), ∀F ∈ F such that F ⊂ F2. Define the
function J : S → [−1, 1] by
J(s) = IF1(s)− IF2(s), (49)
where thus IF1 and IF2 denote the indicator functions of the sets F1 and F2.
Next, define v ∈ B[K] by v(z) = 〈J, z〉. Since osc(J) ≤ 2, it follows from
(11), that
|v(z1)− v(z2)| = |〈J, z1〉 − 〈J, z2〉| ≤ osc(J)||z1 − z2||/2 ≤ ||z1 − z2||
and hence v ∈ Lip1[K]. From the definition of the Kantorovich distance it then
follows that
dK(µ, ν) ≥ |
∫
K
v(z)µ(dz)−
∫
K
v(z)ν(dz)| (50)
and from the definition of the barycenter and (49), it follows that
|
∫
K
v(z)µ(dz)−
∫
K
v(z)ν(dz)| = |
∫
K
〈J, z〉µ(dz)−
∫
K
〈J, z〉ν(dz)| =
|〈IF1 , b(µ)〉 − 〈IS\F1 , b(µ)〉 − 〈IF1 , b(ν)〉 + 〈IS\F1 , b(ν)〉| =
|x(F1)− y(F1) + y(S \ F1)− x(S \ F1)| = ||x− y|| = ||b(µ)− b(ν)||,
which together with (50) implies that dK(µ, ν) ≥ ||b(µ)− b(ν)||. ✷
We now continue our proof of Theorem 9.1 by proving that, if the measure
µ ∈ Q(K, E) is a weighted finite sum of Dirac measures, then for every y ∈ K
we can find a measure ν ∈ Q(K, E), such that µ(K) = ν(K), b(ν) = yµ(K) and
dK(µ, ν) = ||b(µ)− b(ν)||. As usual, if ξ denotes an arbitrary element in K, we
let δξ denote the Dirac measure at ξ.
Lemma 9.2 Let N be a positive integer and let ξk, k = 1, 2, ..., N, be elements
in K. Let βk > 0, k = 1, 2, ..., N , let the measure ϕ ∈ Q(K, E) be defined by
ϕ =
∑N
k=1 βkδξk and define the element a ∈ Qλ(S,F) by a =
∑N
k=1 βkξk. Let
b ∈ Qλ(S,F) be an element satisfying ||b|| = ||a||.
Then, there exist elements ζk, k = 1, 2, ..., N, in K, such that b =∑N
k=1 βkζk, and such that, if we define Ψ =
∑N
k=1 βkδζk , then
dK(ϕ,Ψ) = ||a− b||.
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Proof. First let us observe that, if ψ ∈ Q(K, E) is defined by ψ =
∑N
k=1 βkδζk ,
where βk, for k = 1, 2, ..., N, is a positive number, and ζk, for k = 1, 2, ..., N,
belongs to K, then
b(ψ) =
∑
βkζk. (51)
This follows from the fact that, if µ ∈ Q(K, E) is defined by µ = δz0 and F ∈ F ,
then
∫
K
〈IF , z〉µ(dz) = 〈IF , z0〉 = z0(F ).
Next, let ζ1, ζ2, ..., ζN denote an arbitrary set of N elements in K and define
θ ∈ Q(K, E) by θ =
∑N
k=1 βkδζk . Clearly θ(K) =
∑N
k=1 βk and hence θ(K) =
ϕ(K) = ||a||. We now define the measure ϕ˜ on (K2, E2) by ϕ˜({(ξk, ζk)}) =
βk, k = 1, 2, ..., N. Then clearly ϕ˜(A × K) = ϕ(A), ∀A ∈ E , and ϕ˜(K ×
A) = θ(A), ∀A ∈ E , from which follows that the Kantorovich distance dK(ϕ, θ)
satisfies
dK(ϕ, θ) ≤
N∑
k=1
βk||ξk − ζk||, (52)
since
dK(ϕ, θ) ≤
∫
K×K
||x− y||ϕ˜(dx, dy) =
N∑
k=1
βk||ξk − ζk||.
By combining (52) and (51) with Lemma 9.1, it follows, that in order to prove
Lemma 9.2, it suffices to find probability measures ζk, k = 1, 2, ..., N, belonging
to K, such that
b =
N∑
k=1
βkζk (53)
and also
N∑
k=1
βk||ξk − ζk|| = ||a− b||. (54)
That we can do this when N = 1, that is, when ϕ = β1δξ1 , is trivial. Simply
define ζ1 = b/β1; then β1||ξ1 − ζ1|| = ||a − b||, as we want it to be. The case
when b = a is also trivial. Just take ζk = ξk, k = 1, 2, ..., N . In the remaining
part of the proof we therefore assume that a 6= b.
We shall now prove - by induction -, that we can find probability measures
ζk ∈ K, k = 1, 2, ..., N, such that (53) and (54) hold. Thus, let us assume, that,
if N = M − 1, where M ≥ 2, if a =
∑N
k=1 βkξk where βk > 0, k = 1, 2, ...N,
and ξk ∈ K, k = 1, 2, ..., N , if b ∈ Qλ(S,F) and also ||a|| = ||b||, then we can
find ζk, k = 1, 2, ..., N in K, such that (53) and (54) hold.
Now, let N = M , let βk > 0, k = 1, 2, ...,M, let ξk ∈ K, k = 1, 2, ...,M, set
a =
∑M
k=1 βkξk and suppose that b ∈ Qλ(S,F) and that ||b|| = ||a||. Our aim is
thus to find elements ζk, k = 1, 2, ...,M in K, such that
b =
M∑
k=1
βkζk (55)
and also
M∑
k=1
βk||ξk − ζk|| = ||a− b||. (56)
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Recall that we have assumed that a 6= b and hence ||a− b|| 6= 0. We define
∆ = ||a− b||/2.
Let us also define a1 ∈ Qλ(S,F) by a1 =
∑M−1
k=1 βkξk. Clearly ||a1|| = ||a||−βM .
Now suppose that we can find a probability measure ζM ∈ K, such that, if
we define
b1 = b− βMζM , (57)
then
b1 ∈ Qλ(S,F) (58)
and
||a− b|| = ||a1 − b1||+ βM ||ξM − ζM ||. (59)
From (58) and the definition of b1 it then follows that ||b1|| = ||b|| − βM =
||a|| − βM = ||a1|| and then, using the induction hypothesis, it follows that we
can find probability measures ζk, k = 1, 2, ...,M − 1, such that b1 =
∑M−1
k=1 βkζk
and
M−1∑
k=1
βk||ξk − ζk|| = ||a1 − b1||, (60)
and consequently, by using (59) and (60), it follows that
||a− b|| =
M−1∑
k=1
βk||ξk − ζk||+ βM ||ξM − ζM || =
M∑
k=1
βk||ξk − ζk||
and hence (55) and (56) hold with N =M .
To determine a vector ζM ∈ K such that, if we define b1 by (57), then (58)
and (59) hold, we proceed as follows.
First, let F1, F2 ∈ F be such that F2 = S \ F1 and such that a(F ∩ F1) ≥
b(F ∩F1) for all F ∈ F satisfying F ⊂ F1 and such that a(F ∩ F2) < b(F ∩ F2)
for all F ∈ F satisfying F ⊂ F2. (F1, F2 constitutes a Hahn decomposition.)
We write F1 = {F ∈ F : F ⊂ F1} and F2 = {F ∈ F : F ⊂ F2}.
Next define a measure c ∈ Qλ(S,F) by
c(F ) = ((a− a1) ∧ (a− b))(F ∩ F1), F ∈ F , (61)
and set
∆0 = c(F1).
Obviously ∆0 ≤ ∆. We now define ζM as follows:
ζM (F ) = ξM (F )− c(F )/βM , if F ∈ F1,
ζM (F ) = ξM (F ) + (∆0/∆)(b(F )− a(F ))/βM , if F ∈ F2.
We have to verify that ζM ∈ K. We first show that ζM ∈ Qλ(S,F). For
F ∈ F1 we find, from the definition of c, (see (61)), that
ζM (F ) = ξM (F )− c(F )/βM = (a(F )− a1(F )− c(F ))/βM ≥ 0
and, if F ∈ F2, then obviously ζM (F ) ≥ 0. Hence ζM ∈ Q(S,F). Since a, b, c
and ξM belong to Qλ(S,F), it follows that also ζM ∈ Qλ(S,F).
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To prove that ζM ∈ K, we need to show that ζM (S) = 1. Since
ζM (F1) = ξM (F1)−∆0/βM
and
ζM (F2) = ξM (F2) + (∆0/∆)(b(F2)− a(F2))/βM = ξM (F2) + ∆0/βM ,
we find that ζM (S) = ξM (F1) + ξM (F2) = 1, and hence ζM ∈ K. We also find
that
||ξM − ζM || = ξM (F1)− ζM (F1) + ζM (F2)− ξM (F2) =
c(F1)/βM + c(F1)/βM = 2∆0/βM . (62)
Furthermore, if b1 is defined by (57), we find, that if F ∈ F1, then
b1(F ) = b(F )− βMξM (F ) + c(F ) = b(F )− a(F ) + a1(F ) + c(F ) =
b(F ) + a1(F ) + ((a− a1) ∧ (a− b))(F )− a(F ) =
b(F ) + a1(F )− (a1 ∨ b)(F ) ≥ 0,
and, if F ∈ F2, then, since ∆0 ≤ ∆, we obtain
b1(F ) = b(F )− βMξM (F )− (b(F )− a(F ))∆0/∆ ≥
b(F )− a(F ) + a1(F )− (b(F )− a(F )) ≥ a1(F ).
Hence (58) is satisfied.
It thus remains to show that (59) is satisfied. Since
b1(F ) = b(F ) + a1(F )− (a1 ∨ b)(F ) ≤ a1(F ),
if F ∈ F1, and, as we just showed, b1(F ) ≥ a1(F ), if F ∈ F2, we find
||a1 − b1|| = a1(F1)− b1(F1) + b1(F2)− a1(F2) =
a(F1)− βMξM (F1)− b(F1) + βMξM (F1) + c(F1)+
b(F2)− βMξM (F2)− (∆0/∆)(b(F2)− a(F2))− a(F2) + βMξM (F2) =
a(F1)− b(F1) + ∆0 + b(F2)− a(F2) + ∆0 = 2∆+ 2∆0
and since ||a− b|| = 2∆ and βM ||ξM − ζM || = 2∆0 because of (62), the equality
(59) holds and thereby the proof of the lemma is completed. ✷
Using Lemma 9.2 and Lemma 9.1 it is now easy to conclude the proof of
Theorem 9.1. Thus let x, y ∈ K and suppose µ ∈ Qr(K|x). What we want to
prove is that to every ǫ > 0 we can find a measure ν ∈ Qr(K|y) such that
dK(µ, ν) < r||x − y||+ ǫ.
Thus, let ǫ > 0 be given. From the general theory of measures we know,
since (K, E) is a complete, separable, metric space, that we can find a measure
µ1 ∈ Qr(K, E) of the form µ1 =
∑N
k=1 βkδξk such that dK(µ, µ1) < ǫ/2, where
thus ξk, k = 1, 2, ..., N belong to K and βk > 0 for k = 1, 2, ..., N . From Lemma
9.1 now follows that we have
ǫ/2 > dK(µ, µ1) ≥ ||rx − b(µ1)||,
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and from Lemma 9.2 follows that we can find a measure ν ∈ Qr(K|y), such that
dK(µ1, ν) = ||b(µ1)− ry||.
From the triangle inequality then follows, that
dK(µ, ν) ≤ dK(µ, µ1) + dK(µ1, ν) < ǫ/2 + ||b(µ1)− ry|| ≤
ǫ/2 + ||b(µ1)− rx|| + r||x − y|| ≤ ǫ/2 + ǫ/2 + r||x− y||.
Hence, dK(µ, ν) < r||x − y||+ ǫ and thereby Theorem 9.1 is proved. ✷
By using Theorem 8.1 and Theorem 9.1 we obtain the following corollary.
Corollary 9.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM
and let P be the filter kernel.
A. Suppose H is strongly ergodic with limit measure π. Then, to every η > 0
and every finite set M of elements in K, we can find an integer N , such that
for every x ∈ M there exists a probability νx ∈ P(K|π), such that for every
u ∈ Lip[K]
|〈u, δxP
N 〉 − 〈u, νx〉| < ηγ(u). (63)
B. If furthermore H is uniformly ergodic, then, to every η > 0, we can find an
integer N , such that, for every x ∈ K, there exists a measure νx ∈ P(K|π),
such that the inequality (63) holds for every u ∈ Lip[K].
Proof. Suppose H is strongly ergodic and that M = {xi, i = 1, 2, ...,M} is a
finite set of elements in K. From Theorem 8.1 follows, that to every η > 0, we
can find an integer N , such that, for every xi ∈M,
δTV (b(δxiP
n), π) < η, if n ≥ N. (64)
From Theorem 9.1 then follows that, to every xi ∈ M, we can find a probability
measure νi ∈ P(K|π), such that dK(δxiP
N , νi) < η, from which follows, that
(63) holds, if u ∈ Lip[K] and x ∈ M. Thereby part A is proved.
Next suppose that H is uniformly ergodic with limit measure π. From The-
orem 8.1 follows that, to every η > 0, we can find an integer N , such that, for
all x ∈ K,
δTV (b(δxP
n), π) < η, if n ≥ N. (65)
From Theorem 9.1 then follows that, to every x ∈ K, we can find a probability
measure νx ∈ P(K|π), such that dK(δxPN , νx) < η, from which follows that
(63) holds for all x ∈ K, if u ∈ Lip[K]. Thereby Part B of the corollary is also
proved. ✷
10 Verifying the shrinking property
From Lemma 5.1 we know that the filter kernel of a regular HMM is Lipschitz
equicontinuous. Therefore, by Theorem 7.1, in order to prove Theorem 4.1,
it suffices to prove, that the filter kernel of the HMM under consideration in
Theorem 4.1 has the shrinking property, and, if also the HMM is uniformly
ergodic, then the filter kernel has the strong shrinking property.
We first prove the following lemma.
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Lemma 10.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM
which is strongly ergodic with limit measure π. As usual, let P denote the filter
kernel induced by H. Suppose Condition E holds. Then,
A: for every ρ > 0, there exists a number α > 0 and an integer N , such that for
any two probability measures µ and ν in P(K|π)
|〈u, µPn〉 − 〈u, νPn〉| ≤ αγ(u)ρ+ (1− α)osc(Tn−Nu),
if u ∈ Lip[K] and n ≥ N ;
B: for every ρ > 0, there exists a number α > 0 and an integer N , such that for
any two probability measures µ and ν in P(K|π) and any κ > 0, there exists a
compact set F such that
|〈u, µPn〉 − 〈u, νPn〉| ≤ αγ(u)ρ+ κosc(u) + (1 − α)oscF (T
n−Nu),
if u ∈ Lip[K] and n ≥ N.
Proof. Let ρ > 0 be given and let µ, ν ∈ P(K|π). Since Condition E is satisfied,
there exist a number α > 0 and an integer N - independent of µ and ν - and a
coupling µ˜ of µPN and νPN such that, if Dρ = {(x, y) ∈ K
2 : δTV (x, y) < ρ/3},
then
µ˜N (Dρ) ≥ α.
Hence, if u ∈ Lip[K], n ≥ N and we set v = Tn−Nu, we find
|〈u, µPn〉 − 〈u, νPn〉| = |
∫
K
Tnu(z)µ(dz)−
∫
K
Tnu(z)ν(dz)| =
|
∫
K
Tn−Nu(z)µPN(dz)−
∫
K
Tn−Nu(z)νPN (dz)| =
|
∫
K×K
(v(z)− v(z′))µ˜(dz, dz′)|. (66)
Next set
B1 = {(z, z
′) ∈ K2 : δTV (z, z
′) < ρ/3},
and
B2 = {(z, z
′) ∈ K2 : δTV (z, z1) ≥ ρ/3}.
Using the fact that γ(Tmu) ≤ 3γ(u), ∀m ≥ 1 because of Lemma 5.1, and that
bmin{ǫ,Θ}+ (1− b)Θ ≤ aǫ+ (1− a)Θ, (67)
if
0 < a ≤ b ≤ 1 , ǫ > 0 and Θ > 0,
we obtain
|
∫
K×K
(v(z)− v(z′))µ˜(dz, dz′)| ≤ |
∫
B1
(v(z)− v(z′))µ˜(dz, dz′)|+
|
∫
B2
(v(z)− v(z′))µ˜(dz, dz′)| ≤ min{osc(v), γ(v)(ρ/3)}µ˜(B1)+
osc(v)(1 − µ˜(B1)) ≤ γ(v)(ρ/3)α+ (1− α)osc(v) ≤
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γ(u)ρα+ (1− α)osc(Tn−Nu),
which combined with (66) implies that
|〈u, µPn〉 − 〈u, νPn〉| ≤ αγ(u)ρ+ (1− α)osc(Tn−Nu)
and hence part A is proved.
Next let κ > 0 also be given. Since (K, E) is a complete, separable, metric
space, there exists a compact set F ∈ E such that
µ˜((K \ F )× (K \ F )) ≤ κ. (68)
Further, define
B3 = {(z, z
′) ∈ K ×K : δTV (z, z
′) < ρ/3, z ∈ F, z′ ∈ F},
B4 = {(z, z
′) ∈ K ×K : δTV (z, z
′) ≥ ρ/3, z ∈ F, z′ ∈ F}
and
B5 = K ×K \ (B3 ∪B4).
Then,
|
∫
K×K
(v(z)− v(z′))µ˜(dz, dz′)| ≤ |
∫
B3
(v(z)− v(z′))µ˜(dz, dz′)|+
|
∫
B4
(v(z)− v(z′))µ˜(dz, dz′)|+ |
∫
B5
(v(z)− v(z′))µ˜(dz, dz′)| ≤
min{oscF (v), γ(v)(ρ/3)}µ˜(B3) + oscF (v)(1 − µ˜(B3)) + osc(v)µ˜(B5)
and by using (67), (68), the fact that γ(v) ≤ 3γ(u) because of Lemma 5.1 and
the fact that osc(Tnu) ≤ osc(u) for all integers n ≥ 1, we find that
|
∫
K×K
(v(z)− v(z′))µ˜(dz, dz′)| ≤ αγ(u)ρ+ (1 − α)oscF (v) + κosc(u)
which together with (66) and the fact that v = Tn−Nu implies that
|〈u, µPn〉 − 〈u, νPn〉| ≤ αγ(u)ρ+ (1− α)oscF (T
n−Nu) + κosc(u)
and hence Part B is proved. ✷
To complete the proof of Theorem 4.1 it suffices to prove the following two
propositions.
Proposition 10.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular
HMM which is uniformly ergodic with limit measure π. Suppose Condition E
holds. Then the strong shrinking property holds.
Proposition 10.2 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular
HMM which is strongly ergodic with limit measure π. Suppose Condition E
holds. Then the shrinking property holds.
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Proofs. We first prove Proposition 10.1. Let ρ > 0 be given. What we want
to prove is that we can find an integer N and a number α > 0 such that, if the
integer n ≥ N , then, for all u ∈ Lip[K],
osc(T nu) ≤ αργ(u) + (1− α)osc(T n−Nu).
Set ρ1 = ρ/6. From Part A of Lemma 10.1 we know that we can find a
number α > 0 and an integer N2, such that, for any two probability measures
µ and ν in P(K|π), we have
|〈u, µPn〉 − 〈u, νPn〉| ≤ αγ(u)ρ1 + (1 − α)osc(T
n−N2u), (69)
if u ∈ Lip[K] and n ≥ N2. Since we have assumed that H is uniformly ergodic
with limit measure π, it follows from Part B of Corollary 9.1, that we can find
an integer N1, such that for any two probability measures x and y in K there
exists probability measures νx and νy in P(K|π), such that for all u ∈ Lip[K]
|〈u, δxP
N1〉 − 〈u, νx〉| < α(ρ1/2)γ(u) (70)
and
|〈u, δyP
N1〉 − 〈u, νy〉| < α(ρ1/2)γ(u). (71)
Now, set N = N1 + N2, let n ≥ N , set m = n − N1 and let x and y be
two arbitrary probability measures in K. From (70), (71), (69) and (30) follows
that
|Tnu(x)−Tnu(y)| = |〈Tmu, δxP
N1〉 − 〈Tmu, δyP
N1〉| ≤
|〈Tmu, νx〉 − 〈T
mu, νy〉|+ γ(T
mu)αρ1 ≤
|〈u, νxP
m〉 − 〈u, νyP
m〉|+ 3γ(u)αρ1 ≤
αγ(Tmu)ρ1 + (1− α)osc(T
m−N2u) + γ(u)αρ/2 ≤
α3γ(u)ρ/6 + (1− α)osc(Tn−Nu) + γ(u)αρ/2 = αγ(u)ρ+ (1− α)osc(Tn−Nu).
Hence
osc(Tnu) ≤ αγ(u)ρ+ (1− α)osc(Tn−Nu),
and hence the strong shrinking property holds and thereby Proposition 10.1 is
proved.
We now prove Proposition 10.2. Let ρ > 0 be given. What we want to prove
is, that we can find a number α > 0, such that for any nonempty, compact set
E ∈ E , any η > 0 and any κ > 0, we can find a nonempty compact set F and
an integer N , such that
oscE(T
nu) ≤ ηγ(u) + κosc(u) + αργ(u) + (1− α)oscF (T
n−Nu) (72)
for all u ∈ Lip[K].
Thus, let also E ∈ E be a given, nonempty, compact set, and let also η > 0
and κ > 0 be given. Set η1 = η/12. Since E is a nonempty, compact set in a
metric space, we can find a finite set M = {xi, i = 1, 2, ...,M} of elements in K
such that
sup
x∈E
min{δTV (x, xi) : xi ∈ M} < η1.
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Since M is a finite set, it follows from part A of Corollary 9.1, that there exists
an integer N1 such that for every xi in M there exists a measure νi ∈ P(K|π)
such that
|〈u, δxiP
N1〉 − 〈u, νi〉| < η1γ(u). (73)
Set V = {ν1, ν2, ..., νM}.
From Part B of Lemma 10.1 we know, that we can choose α > 0 and the
integer N2 in such a way, that if νi and νj belong to V , then there exists a
compact set Fi,j ∈ E , such that
|〈u, νiP
m〉 − 〈u, νjP
m〉| < αγ(u)ρ+ κosc(u) + (1 − α)oscFi,j (T
m−N2u),
if u ∈ Lip[K] and m ≥ N2.
By defining F = ∪1≤i<j≤MFi,j it clearly follows that we also have
|〈u, νiP
m〉 − 〈u, νjP
m〉| =
|〈Tmu, νi〉 − 〈T
mu, νj〉| < αγ(u)ρ+ κosc(u) + (1− α)oscF (T
m−N2u) (74)
if u ∈ Lip[K] , m ≥ N2 and νi, νj ∈ V .
Now set N = N1 +N2, let n ≥ N , set m = n−N1 and let x and y be two
arbitrary probability measures in E. Let xi ∈ M satisfy δTV (x, xi) < η1 and
let xj ∈ M satisfy δTV (y, xj) < η1. From the triangle inequality then follows
that
|Tnu(x)−Tnu(y)| ≤ |Tnu(xi)−T
nu(xj)|+ 2η1γ(T
nu). (75)
From (73) and the triangle inequality follows also that
|Tnu(xi)−T
nu(xj)| ≤ |〈T
mu, νi〉 − 〈T
mu, νj〉|+ 2η1γ(T
mu). (76)
By combining (75), (76) and (74) we find
|Tnu(x)−Tnu(y)| ≤
2η1γ(T
nu) + 2η1γ(T
mu) + αγ(u)ρ+ κosc(u) + (1− α)oscF (T
m−N2u).
Since x and y are arbitrarily chosen in the given set E, and γ(Tnu) ≤ 3γ(u),
for all n ≥ 1, it follows that
oscE(T
nu) ≤ 12η1γ(u) + αγ(u)ρ1 + κosc(u) + (1 − α)oscF (T
m−N2u)
and, since η1 = η/12 and m−N2 = n−N , we find that
oscE(T
nu) ≤ ηγ(u) + αγ(u)ρ+ κosc(u) + (1− α)oscF (T
n−Nu),
if u ∈ Lip[K], which was what we wanted to prove. Thereby the proof of
Theorem 4.1 is completed. ✷
Remark. Consider the following condition. Condition E: There exists z ∈ K,
such that for every ρ > 0 and every open set O containing z, there exists an
element x ∈ K such that
lim sup
N→∞
1
N
N∑
n=1
Pn(x,O) > 0.
From the proof of Proposition 2.1 of [37] and Lemma 5.1, it follows that, if a
HMM is strongly ergodic and Condition E holds, then there exists an element
z ∈ K such that {Pn(z, ·), n = 1, 2, ...} is a tight sequence. Therefore, if we could
verify Condition E then we could replace the conclusion ”weakly contracting” by
the conclusion ”weakly ergodic” in the first part of Theorem 4.1 and we could
omit the second part. ✷
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11 The random mapping associated to a HMM
The purpose of the remaining part of the paper is to introduce some further
conditions, which in concrete applications probably will be easier to verify than
Condition E. We will conclude the paper with two simple - and rather concrete
examples.
In this section we shall introduce a notion which we call the random mapping
associated to a regular HMM. The motivation for this is twofold. One reason is
that we obtain useful notations. The other reason is that by introducing random
mappings we build a bridge between the theory of filtering processes and the
theory of random systems with complete connections.
Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM. As usual,
let K = Pλ(S,F) and let E denote the Borel field on K induced by the total
variation distance. Furthermore, as defined in Section 3, let Ma : Qλ(S,F) →
Qλ(S,F) be defined by Ma(x)(F ) =
∫
S
∫
F
m(s, t, a)x(ds)λ(ds), let g : K×A→
[0,∞) be defined by g(x, a) = ||xMa||, let G : K × A → [0,∞) be defined by
G(x,B) =
∫
B
g(x, a)τ(da) and let h : K × A → K be defined by h(x, a) =
xMa/||xMa|| if ||xMa|| > 0 and h(x, a) = x if ||xMa|| = 0. (See (15), (16), (17)
and(18).)
Definition 11.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM
and let g : K ×A→ [0,∞), G : K ×A → [0, 1] and h : K ×A→ K be defined
by (15), (16), (17) and (18) respectively. We call the 4-tuple
{(K, E), (A,A), (g, τ), h}
the random mapping associated to H and we call G the tr.pr.f generated
by (g, τ). ✷
Next, for x ∈ K, as in Section 3, we set A+x = {a ∈ A : ||xMa|| > 0} and, if
E ∈ E , we set B(x,E) = {a ∈ A : h(x, a) ∈ E}. From the definition of the filter
kernel P (see (19)) we find that
P(x,E) =
∫
A
+
x
IE(
xMa
||xMa||
)||xMa||τ(da) =
∫
A
+
x
IE(h(x, a))||xMa||τ(da) =
∫
B(x,E)
g(x, a)τ(da) = G(x,B(x,E)) (77)
and, if u ∈ B[K], we find that
〈u, µP〉 = 〈Tu, µ〉 =
∫
K
∫
A
u(h(x, a))g(x, a)τ(da)µ(dx). (78)
Historical remark. The random mapping associated to a regular HMM
can be considered as a random system with complete connections. (See e.g
[20] for the definition of a random system with complete connections.) As
mentioned in the introduction other names for the concept random system with
complete connections are learning model and iterated function system with place-
dependent probabilities. The terminology random mapping is inspired by the
notion ”random function” used in the paper [12] by P Diaconis and D Freedman.
That there is a random mapping - or a random system with complete con-
nections - associated to a regular HMM, is not a new observation. Already in
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1957, Blackwell proves a theorem ([7], Theorem 2) for random systems with
complete connections, which he applies to the filtering process he is consider-
ing. (Theorem 2 of [7] was in fact proved already 1937 by W Doeblin and R
Fortet in the classical paper [14].) In section 2.3.3.1 of the book [19] from 1969
the connection between partially observed Markov chains (HMMs) and random
systems with complete connections is described and also in the book [20] this
connection is mentioned at several places. In the paper [21] from 1973, a HMM
with finite state space is considered and it is proved that the associated random
mapping is a so called distance diminishing model as defined by F Norman in
Chapter 2 of [33], if the tr.pr.m of the hidden Markov chain is strictly positive;
from this fact it follows that the filtering process converges in distribution with
geometric convergence rate. In the paper [1] from 2012 by C Anton Popescu a
similar result is proved. The connection between filtering processes and random
systems with complete connections is also utilized in [22]. ✷
Our next aim is to define the Vasershtein coupling of the random mapping.
associated to a regular HMM.
As before, let K2 = K × K, E2 = E × E , A2 = A × A and A2 = A ⊗ A.
Let D = {(a, b) ∈ A2 : a = b}. The set D is measurable, since (A,A, ̺) is a
complete, separable, metric space. For x, y ∈ K, define C1(x, y) = {a : g(x, a) ≥
g(y, a)}, define C2(x, y) = A \ C1(x, y) and define C2(x, y) = {(a, b) ∈ A2 : a ∈
C1(x, y), b ∈ C2(x, y)}. For B ∈ A2, we define Π(B) = {a ∈ A : (a, a) ∈
B}. That A1(x, y) and A2(x, y) are measurable is obvious since the function
g is continuous, and that Π(B) ∈ A follows from the fact that the set D is
measurable together with the fact that the mapping ϑ : A → A2 defined by
ϑ(a) = (a, a) is measurable.
Next define gˇ : K × K × A → [0,∞) by gˇ(x, y, a) = min{g(x, a), g(y, a)}
and for x, y ∈ K define ∆(x, y) =
∫
A
(g(x, a) − gˇ(x, y, a))τ(da)/2. We define
G˜V : K
2 ×A2 → [0, 1] by
G˜V ((x, y), B) =
∫
Π(B)
gˇ((x, y), a)τ(da)+
∫ ∫
B∩C2(x,y)
(g(x, a)− gˇ(x, y, a))(g(x, b) − gˇ(x, y, b))τ(da)τ(db)/∆(x, y) (79)
where the last term is omitted if ∆(x, y) = 0.
That G˜V is a tr.p.f from (K
2, E2) to (A2,A2) is easily verified and that
G˜V ((x, y), ·) is a coupling of G(x, ·) and G(y, ·) for all x, y ∈ K where thus
G : K×E → [0,∞) is the tr.pr.f generated by (g, τ), is easily checked - and well-
known. (See [32], Section I.5.) We call G˜V : K
2 ×A2 → [0, 1] the Vasershtein
coupling of (g, τ) or of G.
Next, define h˜ : (K ×A)× (K ×A)→ K2 by
h˜((x, a), (y, b)) = (h(x, a), h(y, b)).
Since h : K×A→ K is measurable, so is h˜ : (K ×A)× (K×A)→ K2. We call
the 4-tuple {(K2, E2), (A2,A2), G˜V , h˜} the Vasershtein coupling of the random
mapping {(K, E), (A,A), (g, τ), h}.
Remark. The original paper using the Vasershtein coupling is [40]. For an
early application of the Vasershtein coupling to random systems with complete
connections see [23], where the Vasershtein coupling is used when proving the
39
central limit theorem for the so called state sequence of a random system with
complete connections. See also [24], Sections 5-8 for other applications. ✷
Next, for (x, y) ∈ K2 and E˜ ∈ E2, we set
B˜((x, y), E˜) = {(a, b) ∈ A2 : (h(x, a), h(y, b)) ∈ E˜},
and we define P˜V : K
2 × E2 → [0, 1] by
P˜V ((x, y), E˜) = G˜V ((x, y), B˜((x, y), E˜)). (80)
Since G˜V : K
2 × A2 → [0, 1] is a tr.pr.f and h˜ : (K × A) × (K × A) → K2 is
measurable, it follows from Lemma 1.41 of [27] that P˜V is a tr.pr.f on (K
2, E2).
That P˜V ((x, y), ·) is a coupling of P(x, ·) and P(y, ·) for every x, y in K, follows
easily from the fact that G˜V (x, y, ·) is a coupling of G(x, ·) and G(y, ·). There-
fore, if µ, ν ∈ P(K, E) and we define µ˜ ∈ P(K2, E2) as the product measure of
µ and ν, it follows that µ˜P˜V is a coupling of µP and νP.
For sake of convenience we call P˜V the V-coupling of P induced by the
coupling G˜V and we call µ˜P˜V the V-coupling of µP and νP induced by the
coupling G˜V .
An important property of the Vasershtein coupling G˜V is described in the
next proposition.
Proposition 11.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular
HMM, let {(K, E), (A,A), (g, τ), h} be the associated random mapping and let
G˜V : K
2 ×A2 → [0,∞) be the Vasershtein coupling of (g, τ).
Let K0 ∈ E, let B ∈ A, and let 0 < β, η <∞ be such that τ(B) = β > 0 and
g(x, a) ≥ η, ∀x ∈ K0, ∀a ∈ B. Then
G˜V ((x, y), {(a, a) : a ∈ B}) ≥ ηβ, ∀x, y ∈ K0.
Proof. Let x, y ∈ K0. From the definition (79) of G˜V it follows that
G˜V ((x, y), {(a, a) : a ∈ B}) =
∫
B
min{g(x, a), g(y, a)}τ(da) ≥ ηβ
which was to be proved. ✷
Next, let again H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM.
Set A1 = A , A1 = A and, for n = 2, 3, ..., define An and An recursively by
An+1 = A1 ×An and An+1 = A1 ⊗An. For (a1, a2, ..., an) ∈ An we often write
an = (a1, a2, ..., an) and, if (a1, a2, ..., an) ∈ A
n, we write
Ma1Ma2 ...Man =M
n
an ,
where thus Ma for a ∈ A is defined by (13).
It will be convenient to introduce the following mappings. For n = 1, 2, ...,
we define h(n) : K ×An → K,n = 1, 2, ... by
h(n)(x, an) =
xMnan
||xMnan ||
, if ||xMnan || > 0 (81)
and by
h(n)(x, an) = x, if ||xMnan || = 0, (82)
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and we define g(n) : K ×An → [0,∞), n = 1, 2, ..., by
g(n)(x, an) = ||xMnan ||. (83)
We denote the n-product measure of τ ∈ Q∞(A,A) by τn, we write τ1 = τ and,
for n = 1, 2, ..., we define the tr.pr.f G(n) from (K, E) to (An,An) by
G(n)(x,B) =
∫
B
g(n)(x, an)τn(dan).
Clearly {(K, E), (An,An), (g(n), τn), h(n)} is the random mapping associated to
the nth iterationHn ofH. (See Section 3 for the definition of an iterated HMM.)
Next, let us for x ∈ K and E ∈ E , define
Bn(x,E) = {an ∈ An : h(n)(x, an) ∈ E}, n = 2, 3, ... .
From (25) and (77) follows that, for n = 2, 3, ...,
Pn(x,E) = P(n)(x,E) = G(n)(x,Bn(x,E)), (84)
a representation of Pn, which we will have use of below.
We shall now introduce a slightly stronger condition than Condition E, a
condition which is formulated by using the functions g(n) and h(n) of the random
mapping associated to the Hn.
Definition 11.2 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a strongly er-
godic, regular HMM with limit measure π. For n = 1, 2, ... let Hn denote the
nth iteration of H and let {(K, E), (An,An), (g(n), τn), h(n)} denote the random
mapping associated to Hn.
Condition E1: To every ρ > 0, there exists an integer N , a set K0 ∈ E, a set
B ∈ AN and positive constants ξ, β and η, such that
1)
µ(K0) ≥ ξ, ∀µ ∈ P(K|π),
2)
τN (B) ≥ β,
3) if x ∈ K0 and a
N ∈ B, then
g(N)(x, aN ) ≥ η, (85)
4) if x, y ∈ K0 and a
N ∈ B, then
||h(N)(x, aN )− h(N)(y, aN)|| < ρ. (86)
Lemma 11.1 Let H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a strongly er-
godic, regular HMM with limit measure π. Then Condition E1 implies Condition
E.
Proof. Let ρ > 0 be given. Choose the integer N , the set K0 ∈ E , the set
B ∈ AN , the constants ξ > 0, β > 0 and η > 0 such that hypotheses 1), 2), 3)
and 4) of Condition E1 hold.
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Let µ and ν belong to P(K|π). Let G(N) = {(K, E , (AN ,AN ), (g(N), τN ), h(N)}
be the random mapping associated to the Nth iteration of H and let G˜(N) =
{(K2, E2), (A2N ,A2N ), G˜
(N)
V , h˜
(N)} be the Vasershtein coupling of the random
mapping G(N). Set B˜ = {(aN , bN) ∈ AN ×AN : aN = bN , aN ∈ B}.
Since g(N)(x, aN ) ≥ η, if x ∈ K0 and aN ∈ B , and also τN (B) ≥ β, it
follows from Proposition 11.1 that
G˜
(N)
V ((x, y), B˜) ≥ ηβ
if x, y ∈ K0. Now let
Dρ = {(z1, z2) ∈ K ×K : ||z1 − z2|| < ρ},
let
A˜N (Dρ) = {(a
N , bN) ∈ AN ×AN : (h(N)(x, aN ), h(N)(y, bN )) ∈ Dρ}
and let P˜
(N)
V be the V-coupling of P
(N) induced by G˜
(N)
V . From the definition
of the V-coupling of a filter kernel (see (80)) and the fact that B˜ ⊂ A˜N (Dρ), it
follows that
P˜
(N)
V ((x, y), Dρ) = G˜
(N)
V ((x, y), A˜
N (Dρ)) ≥ G˜
(N)
V ((x, y), B˜) ≥ βη.
Hence, if we define µ˜ = µ⊗ ν and set α = ξ2βη, then
µ˜P˜
(N)
V (Dρ) ≥ ξ
2βη = α,
since µ˜(K0 × K0) ≥ ξ2 and therefore, since µ˜P˜(N) is a coupling of µPN and
νPN , it follows that Condition E holds. ✷
Remark 1. Suppose that H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} is a
strongly ergodic, regular HMM with finite state space, finite observation space,
stationary measure π and such that the hidden Markov chain is irreducible.
Suppose also that Condition KR is satisfied. (See (4).) Using Condition KR
and the fact that the hidden Markov chain is an aperiodic, irreducible Markov
chain on a finite state space, it is not difficult to prove that to every ρ > 0 we
can find an integer N and a sequence b1, b2, ..., bN of elements in A such that
the product
ΛN =
N∏
n=1
M(bn)
of stepping matrices is such that there exist an element i ∈ S and a number
η1 > 0 such that
1) the (i,i)th element of the matrix ΛN satisfies
(ΛN )i,i = η1,
and
2) if x, y ∈ K are such that (x)i ≥ (π)i/2 and (y)i ≥ (π)i/2 then
||
xΛN
||xΛN ||
−
yΛN
||yΛN ||
|| < ρ.
(Note that (π)j > 0 for all j ∈ S since the hidden Markov chain is irreducible.)
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Therefore, if {(K, E), (AN ,AN ), (g(N), τN ), h(N)} denotes the random map-
ping associated to the Nth iterate of H, and we define B ⊂ AN by B =
{(b1, b2, ..., bN)} then clearly τ
N (B) = 1, since we assume that τ is the counting
measure, when the observation space is finite. If we define K0 ⊂ K by
K0 = {x ∈ K : (x)i ≥ (π)i/2}
and set (π)i/2 = ξ, we find that µ(K0) ≥ ξ because of Lemma 8.1. Furthermore,
if we set η = η1ξ, we find that, if x ∈ K0 and aN ∈ B, then
g(N)(x, aN ) = ||xM(aN )|| ≥ ξη1 = η
and, if also y ∈ K0, then also
||h(N)(x, a)− h(N)(y, aN )|| < ρ.
Hence Condition E1 is satisfied. ✷
Remark 2. Suppose H = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} is a strongly
ergodic, regular, HMM with denumerable state space, denumerable observation
space, stationary measure π and an irreducible hidden Markov chain.
Suppose also the following condition, introduced in [26], holds.
Condition B: For every ρ > 0 there exists an element i0 ∈ S such that if
C ⊂ K is a compact set such that
µ(C ∩ {x : (x)i0 ≥ (π)i0/2}) ≥ (π)i0/3, ∀µ ∈ P(K|π), (87)
then we can find an integer N and a sequence b1, b2, ...., bN such that if we let
M(bn), for n = 1, 2, ..., N denote the stepping matrix associated to bn and define
ΛN =M(b1)M(b2)...M(bN )
then
||δi0ΛN || > 0
and if x ∈ C ∩ {x : (x)i0 ≥ (π)i0/2} then also
||
xΛN
||xΛN ||
−
δi0ΛN
||δi0ΛN ||
|| < ρ.
We shall now show that Condition E1 is satisfied. Thus let ρ > 0. Set
ρ1 = ρ/2. Let i0 ∈ S and the compact set C ⊂ K be such that (87) holds.
That such a set exists for any choice of i0 follows from Lemma 5.7 of [26]. Let
K0 ∈ E be defined by K0 = C ∩ {x : (x)i0 ≥ (π)i0/2}. Note that (π)i0 > 0
since the hidden Markov chain is irreducible. From Condition B follows that
we can find an integer N and a sequence b1, b2, ...., bN such that if we define
ΛN =M(b1)M(b2)...M(bN ), then ||δi0ΛN || > 0 and if x ∈ K0 then
||
xΛN
||xΛN ||
−
δi0ΛN
||δi0ΛN ||
|| < ρ1.
Now let {(K, E), (AN ,AN ), (g(N), τN ), h(N)} denote the random mapping
associated to the Nth iterate of H, and define B ⊂ AN by B = {(b1, b2, ..., bN )},
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Then clearly τN (B) = 1, since we assume that τ is the counting measure when
the observation space is denumerable. Moreover, if we define ξ = (π)i0/3, then
µ(K0) ≥ ξ, ∀µ ∈ P(K|π).
Therefore, if we define
η = ||δi0ΛN ||(π)i0/2,
we find that if aN ∈ B and x ∈ K0, then g
(N)(x, aN ) = ||xΛN || ≥ η and
||h(N)(x, aN )− h(N)(y, aN )|| = ||
xΛN
||xΛN ||
−
yΛN
||yΛN ||
|| ≤
||
xΛN
||xΛN ||
−
δi0ΛN
||δi0ΛN ||
||+ ||
yΛN
||yΛN ||
−
δi0ΛN
||δi0ΛN ||
|| ≤ 2ρ1 = ρ.
Hence all the hypotheses determining Condition E1 are fulfilled and hence Con-
dition E1 holds. ✷
12 Estimates of iterations of integral kernels
In order to verify Condition E1, we want to find conditions regarding a HMM
{(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} such that for every ρ > 0 there exists an
integer N , and a subset K0 ∈ E such that
||
xMnan
||xMnan ||
−
yMnan
||yMnan ||
|| < ρ
if x, y belong to K0, where thus xM
n
an
is the measure in Qλ(S,F) defined by
xMnan(F ) =
∫
S
∫
F
mn(s, t, an)λ(dt)x(ds)
and mn : S × S × An → [0,∞) is defined recursively by m1(s, t, a) = m(s, t, a)
and
mn+1(s, t, an+1) =
∫
S
mn(s, σ, an)m(σ, t, an+1)λ(dσ).
In this section we shall prove a theorem in which an estimate for a class of
nonnegative kernels is stated.
Let as usual (S,F , δ) be a complete, separable, metric space and let λ be a
positive, σ− finite measure on (S,F). We define the set Dλ[S] as the set of all
non-negative, measurable functions defined on S × S. If k ∈ Dλ[S] is such that
sup{
∫
S
k(s, t)λ(dt) : s ∈ S} <∞,
we call k a density kernel. Recall that Q(S,F) denotes the set of nonnegative,
finite, measures on (S,F).
Definition 12.1 Let k ∈ Dλ[S]. We say that k has rectangular support if
there exist F ∈ F and G ∈ F such that λ(F ) > 0 and λ(G) > 0, and such that
if (s, t) ∈ F ×G then k(s, t) > 0 and if (s, t) 6∈ F ×G then k(s, t) = 0. We call
F ×G the rectangular support of k.
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Remark. In case S is a finite set, then the notion rectangular support is equiv-
alent to the notion subrectangular matrix presented in the introduction. ✷
The following theorem is a generalisation of Lemma 6.2 of [22].
Theorem 12.1 Let km, m = 1, 2, ..., n, n ≥ 1, be density kernels belonging
to Dλ[S] having rectangular supports Fm × Gm, m = 1, 2, ..., n, where thus
λ(Fm)λ(Gm) > 0, m = 1, 2, ..., n. Let Km : S ×F → [0,∞) be defined by
Km(s, E) =
∫
E
km(s, t)λ(dt),
and, for m = 1, 2, ..., n, define Km,n : S×F → [0,∞) recursively by Kn,n = Kn
and
Km−1,n(s, E) =
∫
S
km−1(s, t)K
m,n(t, E)λ(dt), m = n, n− 1, ..., 2. (88)
Set Kn = K1,n and, for x ∈ P(S,F), let xKn ∈ Q(S,F) be defined by
xKn(E) =
∫
S
Kn(s, E)x(ds).
Now, suppose that there exist numbers κm ≥ 1 such that for 1 ≤ m ≤ n,
sup{
km(s1, t1)km(s2, t2)
km(s2, t1)km(s1, t2)
: s1, s2 ∈ Fm, t1, t2 ∈ Gm} ≤ κ
2
m. (89)
Suppose also, that
Kn(s, S) > 0 (90)
for all s ∈ F1.
Then, if x, y ∈ Q(S,F) are such that x(F1) > 0 and also y(F1) > 0, and
n ≥ 1, it follows that
||
xKn
||xKn||
−
yKn
||yKn||
|| ≤ 2
n∏
m=1
(κm − 1)
(κm + 1)
. (91)
Proof. We first state the following lemma.
Lemma 12.1 Let n ≥ 1, let km,Km,Km,n, m = 1, 2, ..., n, and Kn be de-
fined, - and have the same properties -, as in Theorem 12.1. Then
sup{|
Kn(s1, E)
Kn(s1, Gn)
−
Kn(s2, E)
Kn(s2, Gn)
| : s1, s2 ∈ F1, E ∈ F} ≤
n∏
m=1
(κm − 1)
(κm + 1)
. ✷
(92)
Proof of Lemma 12.1. The lemma is a simple consequence of the following
proposition, which is a special version of a result due to E Hopf from 1963. (See
Theorem 1 in [18].)
Proposition 12.1 Let (S,F , δ) be a complete, separable, metric space and let
λ be a positive, σ−finite measure on (S,F) and let k ∈ Dλ[S] be density kernel
with rectangular support F ×G. Suppose that there exists a number κ ≥ 1 such
that
sup{
k(s1, t1)k(s2, t2)
k(s2, t1)k(s1, t2)
: s1, s2 ∈ F, t1, t2 ∈ G} ≤ κ
2.
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Let u, v ∈ B[S,F ] be nonnegative functions such that sup{ v(t)
u(t) : t ∈ G} < ∞.
Define u1 : S → [0,∞) and v1 : S → [0,∞) by u1(s) =
∫
S
k(s, t)u(t)λ(dt) and
v1(s) =
∫
S
k(s, t)v(t)λ(dt). Then
oscF (
v1
u1
) ≤
κ− 1
κ+ 1
oscG(
v
u
). ✷
By applying Proposition 12.1 we find that for every E ∈ F
osc(
Kn(·, E)
Kn(·, Gn)
) ≤
κn − 1
κn + 1
and then, using the integral representation (88) and Proposition 12.1, the in-
equality (92) follows easily by induction. ✷.
To conclude the proof of Theorem 12.1 we argue as follows. (The argument
is inspired by an argument in [16].)
Let x, y ∈ Q(S,F) be such that both x(F1) > 0 and y(F1) > 0. We write
Kn = U . What we want to prove is that, if n ≥ 1, then
||
xU
||xU ||
−
yU
||yU ||
|| ≤ 2
n∏
m=1
(κm − 1)
(κm + 1)
,
Let E ∈ F . Then xU(E)/||xU || can be written
xU(E)/||xU || =
∫
F1
U(s, E)
xU(Gn)
x(ds) =
∫
F1
U(s, E)
U(s,Gn)
α(ds),
where thus
α(ds) =
U(s,Gn)
xU(Gn)
x(ds).
Evidently α ∈ P(S,F).
In a similar manner we can write
yU(E)/||yU || =
∫
F1
U(s, E)
U(s,Gn)
β(ds),
where thus β ∈ P(S,F) is defined by
β(ds) =
U(s,Gn)
yU(Gn)
y(ds).
Hence, by using the inequality (11), we find
|
xU(E)
||xU ||
−
yU(E)
||yU ||
| = |
∫
F1
U(s, E)
U(s,Gn)
α(ds) −
∫
F1
U(s, E)
U(s,Gn)
β(ds)| ≤
sup{
U(s1, E)
U(s1, Gn)
−
U(s2, E)
U(s2, Gn)
: s1, s2 ∈ F1}(1/2)||α− β|| (93)
and since ||α−β|| ≤ 2 and (93) holds for all E ∈ F , it follows from Lemma 12.1
that (91) holds. ✷
We shall next prove a theorem for HMMs based on Theorem 12.1. First
however we introduce yet another condition.
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Definition 12.2 Let H= {(S,F , δ0}, (p, λ), (A,A, ̺), (m, τ)} be a strongly er-
godic, regular HMM, with stationary measure π. If there exists a set F0 ∈ F ,
and a set B0 ∈ A, such that
1)
π(F0) > 0,
2)
τ(B0) > 0,
3) there exist positive numbers d0, D0 and β0, such that for every a ∈ B0 there
exists a subset F1(a) ∈ F , such that
(a)
F1(a) ⊂ F0
(b)
λ(F1(a)) ≥ β0
(c)
d0 ≤ m(s, t, a) ≤ D0, ∀(s, t) ∈ F0 × F1(a)
(d)
m(s, t, a) = 0, ∀(s, t) ∈ F0 × (F0 \ F1(a)),
then we say that H satisfies Condition P.
Remark. The idea to formulate a condition like Condition P comes from the
paper [29] by Kochman and Reeds and their proof of the fact that Condition A
of the paper [22] implies their “ rank 1 condition”. Condition P, as introduced
above, is a rather straight forward generalisation of a condition introduced in
[25], section 9.
Theorem 12.2 Let H= {(S,F , δ0}, (p, λ), (A,A, ̺), (m, τ)} be a strongly er-
godic, regular HMM, with stationary measure π. Suppose Condition P is satis-
fied. Then Condition E1 is satisfied. ✷
Proof. Let F0, B0, m : S × S × A → [0,∞), d0, D0 , η0 and F1(a), a ∈ B0 be
chosen such that the hypotheses of Condition P are satisfied.
Let ρ > 0 be given. What we want to prove is that there exist an integer N ,
a set K0, a number ξ > 0, a set B ∈ AN , a number β > 0 and a number η > 0,
such that
(i):
µ(K) ≥ ξ, ∀µ ∈ P(K|π),
(ii):
τN (B) ≥ β,
(iii): for all x ∈ K0 and all a
N ∈ B,
||xMNaN || ≥ η,
and
(iv): for all x, y ∈ K0 and aN ∈ B then
||
xMnan
||xMnan ||
−
yMnan
||yMnan ||
|| < ρ. (94)
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The choice of K0 is simple; we simply set K0 = {x ∈ K : x(F0) ≥ π(F0)/2},
where thus F0 is the set determined by Condition P. Since π(F0) > 0 it follows
from Lemma 8.1 that if we set ξ = π(F0)/2, then µ(K0) ≥ ξ if µ ∈ P(K|π) and
hence hypothesis 1) of Condition E1 is fulfilled.
Next, set κ = D0/d0 where thus d0 and D0 are the constants occurring in
hypothesis 3) of Condition P. From the hypotheses of Condition P it follows,
that, if a ∈ B0 and we define ma ∈ Dλ[S] by ma(s, t) = m(s, t, a)IF0(s), then
ma has the rectangular support F0 × F1(a) and ma also satisfies
sup{
ma(s1, t1)ma(s2, t2)
ma(s2, t1)ma(s1, t2)
: s1, s2 ∈ F0, t1, t2 ∈ F1(a)} ≤ κ
2. (95)
We now simply define the integer N by
N = min{n : 2(
κ− 1
κ+ 1
)n} < ρ}, (96)
and we define the set B in AN by B = B1 ×B2 × ...×BN , where Bi = B0, i =
1, 2, ..., N .
By defining β = τ(B0)
N we find that τN (B) = β > 0 and hence hypothesis
2) of Condition E1 is fulfilled.
Next, let x ∈ K0 and aN ∈ B. Then ||xMNaN || =
∫
S
∫
S
mN (s, t, aN)x(ds)λ(dt).
From condition 3) of Condition P follows that, if s ∈ F0, then
∫
S
mN (s, t, aN)λ(dt) ≥ dN0
N∏
i=1
λ(F (ai)) ≥ d
N
0 β
N
0 .
Therefore, if we define
η = (π(F )/2)dN0 β
N
0
and use the fact that x(F ) ≥ π(F )/2 if x ∈ K0, we find that
||xMNaN || ≥
∫
F
∫
S
mN (s, t, aN)x(ds)λ(dt) ≥ η.
Hence hypothesis 3) of Condition E1 is fulfilled.
It remains to show, that, if x, y ∈ K0 and (a1, a2, ..., aN) = a
N ∈ B, then
(94) holds. But this follows immediately from Theorem 12.1 and the definition
of the integer N . Hence also hypothesis 4) of Condition E1 is fulfilled and hence
Condition E1 is satisfied ✷
13 Examples
Our first example is obtained by making a denumerable partition of the state
space.
Example 13.1 Let H1 = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a regular HMM,
such that A is a denumerable set and such that 1) for each a ∈ A there exists a
set Sa ∈ F such that λ(Sa) > 0, 2) ∪aSa = S and 3) for each a ∈ A
m(s, t, a) = p(s, t)ISa ,
where as usual IF denotes the indicator function of a set F ⊂ S.
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Theorem 13.1 Let H1 = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be the HMM de-
fined in Example 13.1 and let P denote the induced filter kernel. Suppose that
a) the hidden Markov chain determined by the tr.pr.f P is strongly ergodic with
stationary measure π;
b) there exist an element a0 ∈ A and two positive numbers d0, D0 satisfying
d0 ≤ D0, such that π(Sa0) > 0 and
d0 ≤ p(s, t) ≤ D0, ∀(s, t) ∈ Sa0 × Sa0 .
Then the filter kernel P is weakly ergodic. ✷
Proof. We shall first verify that the hypotheses of Condition P are fulfilled.
First, let F0 = Sa0 . By assumption π(Sa0) > 0 and therefore it obviously
follows that π(F0) > 0. Hence hypothesis 1) of Condition P is satisfied with
this choice of F0.
Next set B = {a0}. Since τ is the counting measure τ(B) = 1 > 0; hence
hypothesis 2) of Condition P holds.
Now let F1(a0) = F0. Evidently F1(a0) ⊂ F0. Since π(F0) > 0 and
π(F0) =
∫
F0
p(s, t)π(ds)λ(dt) ≤ D0λ(F0)π(F0),
it follows that λ(F0) > 0. Hence conditions 3a) and 3b) of Condition P are
satisfied.
Further, since m(s, t, a0) = p(s, t) if (s, t) ∈ F0 × F0 and m(s, t, a0) = 0 if
(s, t) ∈ F0 × (S \ F ), it is clear that conditions 3c) and 3d) of Condition P
hold. Hence Condition P is satisfied. From Theorem 12.2, Lemma 11.1 and
Theorem 4.1 follows that the filter kernel is weakly contracting. If furthermore
the Markov chain is uniformly ergodic then hypothesis 3) of Theorem 4.1 is
fulfilled and the filter kernel is weakly ergodic.
In order to prove that the filter kernel is weakly ergodic without this extra
assumption, we shall use a result in [37]. We shall show that the following
condition is satisfied.
Condition E1: There exists an element x0 ∈ K such that for every ǫ > 0
lim inf
n→∞
Pn(x,B(x0, ǫ)) > 0, ∀x ∈ K
where B(x0, ǫ) = {y ∈ K : δTV (x0, y) < ǫ}.
Once we have verified Condition E1, if follows from Proposition 2.1 of [37]
and Lemma 5.1, that {Pn(z, ·), n = 1, 2, ...} is a tight sequence, since obviously
Condition E1 implies Condition E of [37]. (Condition E is also formulated at the
end of Section 10.) That the filter kernel is weakly ergodic follows then from
Theorem 4.1, since hypothesis 2) of Theorem 4.1 is fulfilled.
To verify Condition E1 we argue as follows. Set F0 = Sa0 , define k : F0 ×
F0 → [0,∞) by k(s, t) = p(s, t) and define κ = D0/d0. Since d0 ≤ p(s, t) ≤ D0
if (s, t) ∈ F0×F0, it follows that there exists a positive function q : F0 → (0,∞)
satisfying
∫
F0
q(t)λ(dt) = 1 and a number β > 0 such that
∫
F0
K(s, t)q(t)λ(dt) =
βq(s). (See e.g [18].) Moreover, if we define x0 ∈ K by
x0(F ) =
∫
F
q(t)λ(dt)
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it follows from Theorem 12.1 that for any x ∈ K such that x(F0) > 0
||
xKn
||xKn||
− x0|| ≤ 2(
κ− 1
κ+ 1
)n.
Now let ǫ > 0 be given , and let x ∈ K be chosen arbitrary. Define N0 by
N0 = min{n : 2(
κ− 1
κ+ 1
)n−1 < ǫ}
and define
α = dN00 λ(F0)
N0 .
From the definition of N0 follows that if µ ∈ P(K, E) satisfies
µ({x : x(F0) > π(F0)/3}) ≥ π(F0)/3)
then
µPN0({z : δTV (z, x0) < ǫ}) ≥ απ(F0)/3. (97)
Next, by Lemma 8.1 it follows easily, that if µ ∈ P(K, E) satisfies δTV (b(µ), π) <
π(F0)/6, then µ({z : z(F0) ≥ π(F0)/3}) ≥ π(F0)/3. and from Theorem 8.1 fol-
lows that we can choose N1 so large that if n ≥ N1 then
δTV (b(xP
n, π) < π(F0)/6. (98)
Finally, by combining (97) and (98) we conclude that if n ≥ N1 + N0 then
Pn(x,B(x0, ǫ)) ≥ (π(F0)/3)2α and hence Condition E1 is satisfied. ✷
Example 13.2 Let H2 = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be a HMM with
densities such that the probability density kernel m : S × S ×A→ [0,∞) can be
written
m(s, t, a) = p(s, t)q(t, a),
where thus q : S ×A→ [0,∞) is a measurable function satisfying
∫
A
q(t, a)λ(dt) = 1, ∀t ∈ S.
We assume that sup{p(s, t) : s, t} <∞ and sup{q(s, t) : s, t} <∞.
For each a ∈ A set S+(a) = {t : q(t, a) > 0}. We assume that λ(S+(a)) >
0, ∀a ∈ A. We also assume that the density function q is such that for every
ǫ > 0, we can find an η > 0, such that, if ̺(a, b) < η, then
λ(S+(a)∆S+(b)) < ǫ, (99)
where
S+(a)∆S+(b) = (S+(a) \ S+(b)) ∪ (S+(b) \ S+(a)),
and
|q(t, a)− q(t, b)| < ǫ, ∀t ∈ S+(a) ∩ S+(b). ✷ (100)
Proposition 13.1 Let H2 be defined as in Example 13.2. Then H2 is regular.
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Proof. What we need to prove is that M : Qλ(S,F) × A → Qλ(S,F) is a
continuous function where thus M is defined by
M(x, a)(F ) =
∫
S
∫
F
p(s, t)q(t, a)λ(dt)x(ds).
That M : Qλ(S,F) × A → Qλ(S,F) is a continuous function in the first
variable follows easily from the boundedness condition regarding the probability
density kernel q.
ThatM : Qλ(S,F)×A→ Qλ(S,F) also is continuous in the second variable
follows easily from (99) and (100) together with the hypothesis that both q :
S ×A→ [0,∞) and p : S × S → [0,∞) are uniformly bounded. Since the proof
is elementary we omit the details. ✷
Theorem 13.2 Let H2 = {(S,F , δ0), (p, λ), (A,A, ̺), (m, τ)} be the HMM de-
fined in Example 13.2 and let P denote the induced filter kernel. Suppose that
a) the HMM H2 is strongly ergodic with stationary measure π;
b) there exists a set F0 ∈ F and a set B0 ∈ A such that
(i)
π(F0) > 0,
(ii)
τ(B0) > 0.
(iii):
S+(a) ⊂ F0, ∀a ∈ B0
(iv): there exists a constant β0 such that
λ(S+(a)) ≥ β0, ∀a ∈ B0
(v): there exists a constant c0
{t : 0 < q(t, a) < c0} = ∅, ∀a ∈ B0
(vi): there exists a constant c1 > 0 such that
p(s, t) ≥ c1, (s, t) ∈ F0 × F0.
Then the filter kernel P is weakly contracting. If furthermore H2 is uniformly
ergodic, then the filter kernel P is weakly ergodic. ✷
Proof. It suffices to verify that the HMM H2 satisfies the conditions 1)-3)
of Condition P. We shall verify the hypotheses of Condition P, when F0, B0, β0
are chosen as in the hypotheses of Theorem 13.2 and F1(a) = S+(a).
Since the sets F0 and B0 are such that π(F0) > 0 and τ(B0) > 0, conditions
1) and 2) of Condition P are satisfied. Since λ(F1(a)) ≥ β0 for all a ∈ B0 because
of hypothesis (iv), it follows that condition 3b) of Condition P is satisfied. From
hypothesis (iii) we know that F1(a) ⊂ F0 and from hypothesis (v) follows, that,
if t ∈ F1(a) and a ∈ B0, then q(t, a) ≥ c0 and from hypothesis (vi) we know
that p(s, t) ≥ c1, if s, t ∈ F0.
From the assumptions we have made in Example 13.2 regarding the HMM
H2, we know that there exist constants C0 and C1 such that supt,a q(t, a) ≤ C0
and sups,t p(s, t) ≤ C1. Hence, if we define d0 = c0c1 and D0 = C0C1 and recall
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that m(s, t, a) = p(s, t)q(t, a), we find that, if a ∈ B0 then d0 ≤ m(s, t, a) ≤ D0
if (s, t) ∈ F0 × F1(a), and that m(s, t, a) = 0, if s ∈ F0 and t 6∈ F1(a). Hence,
also condition 3) of Condition P is satisfied, and hence Condition P is satisfied.
The conclusions of the theorem now follows from Theorem 12.2, Lemma 11.1
and Theorem 4.1. ✷
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