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RESUME 
Le domaine des systemes embarques fait face depuis quelques temps aux difficultes 
posees par leur complexite, l'ecart de productivite entre la technologie et les outils de 
conception ainsi que les temps de commercialisation toujours plus courts. L'apparition 
des systemes multiprocesseurs sur puce (MPSoC), ou coexistent sur un meme circuit 
differents composants logiciels et materiels, pose de nouveaux defis au niveau des 
communications inter-composants et de l'heterogeneite des composants. 
Un des aspects importants de la complexite inherente des MPSoC est le choix de la 
topologie de 1'architecture de communication. Plusieurs groupes de recherche dans le 
domaine travaillent au developpement de langages, de plateformes et de modeles 
permettant d'augmenter le niveau d'abstraction des mecanismes de communication. 
La symbiose compliquee du logiciel et du materiel impose une revue des methodologies 
de conception. Le « Electronic System Level», ou ESL, propose un processus de 
conception et de verification ciblant une abstraction a haut niveau qui permet 
d'ameliorer la comprehensibilite et la facilite d'implementation des systemes. 
S'inscrivant dans cette pensee, la technologie de Space Codesign™, basee sur SystemC, 
assure une specification unique et homogene des systemes ainsi qu'un raffinement 
progressif vers des partitions logicielles et materielles. Elle maintient la transparence des 
mecanismes de communication peu importe la technologie sous-jacente utilisee. 
La recherche effectuee se base sur la technologie de Space Codesign™ et cible 
l'elaboration d'un modele d'abstraction des communications point-a-point faisant bon 
usage des nouvelles avenues qu'offrent les processeurs embarques (canaux haut-debit, 
extensibilite du jeu d'instruction, etc.). Ceci passe par la consolidation de la plateforme 
SPACE autour d'une architecture heterogene basee sur le standard CoreConnect d'IBM 
Vll 
et des processeurs embarques uBlaze et PowerPC 405 FX offert sur les FPGA Virtex-4 
de la compagnie Xilinx. 
Le paradigme resultant est le DirectLink qui augmente les fonctionnalites de la 
plateforme SPACE en etendant les services de communication existants bases sur la 
transmission de messages. DirectLink offre une interface unique tant pour les 
composants logiciels que materiels et diminue ainsi la complexity de la conception d'une 
topologie de systeme de communication. 
DirectLink aide a ameliorer les performances de 1'architecture de communication et 
reste independant de la plateforme materielle cible. II peut diminuer les delais induits par 
les protocoles standards SPACE d'environ 90% et accelerer l'execution d'une 
application complexe d'un facteur de 5. Le paradigme peut meme s'etendre vers d'autres 
plateformes comme le Xtensa de Tensilica ou le NIOS-II d'Altera. 
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ABSTRACT 
The field of embedded systems has been facing for some time now difficulties posed by 
an increasing gap of productivity between technology and design tools, an 
unprecedented complexity as well as increasingly short time to market. The apparition of 
multiprocessor systems-on-chip (MPSoC), in which software and hardware components 
coexist on the same circuit, poses new challenges in terms of inter-components 
communications and heterogeneity of components. 
One of the important aspects of the inherent complexity of MPSoC is the choice of a 
topology for the communication architecture. Several research groups in the area are 
working on the development of languages, platforms and models to increase the level of 
abstraction of these communication mechanisms. 
The intricate symbiosis between software and hardware requires a rethinking of design 
methodologies. ESL design and verification proposes a high-level abstraction that 
improves the understandability and ease of implementation of systems. In line with this 
thinking, the Space Codesign™ technology, based on SystemC, provides a unique and 
homogeneous system specification and a progressive refinement to software and 
hardware partitions. It maintains transparency of communication mechanisms regardless 
of the underlying technology. 
This research is based on the Space Codesign™ technology and aims to develop of a 
model of abstraction for point-to-point communications making good use of new 
opportunities offered by embedded processors (high-speed channels, ISA extensibility, 
and so on.). This requires a consolidation of the SPACE platform around a 
heterogeneous architecture based on IBM CoreConnect standard and embedded 
IX 
processors such as uBlaze and PowerPC 405 FX, all available on Virtex-4 Fogs 
manufactured by Xilinx. 
The resulting paradigm is called DirectLink which increases the functionality of the 
platform by extending existing SPACE communication services based on message 
passing mechanisms. DirectLink offers a single interface for both software and hardware 
that reduces the complexity of communication system design. 
DirectLink improves performances of the communication architecture and remains 
independent of the targeted hardware platform. It can reduce by approximately 90% 
delays induced by standard SPACE protocols and accelerate the execution of a complex 
application by a factor of 5. The paradigm may even extend to other platforms such as 
the Tensilica Xtensa or Altera NIOS-II. 
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Cette section introduit le concept de systemes sur puce (SoC), element central de ce 
memoire. Elle traite de maints aspects de leur conception, des methodes de design et des 
architectures de communications utilisees. 
1.1. Les systemes embarques modernes 
Les systemes embarques sont de nos jours rendus omnipresents. L'environnement 
technologique dans lequel l'homme moderne baigne en est submerge. Leurs domaines 
applicatifs sont extremement varies, allant de l'appareil d'usage quotidien - telephone 
cellulaire, montre digitale, four micro-onde - jusqu'aux gadgets technologiques et 
moyens de transports - iPod, systeme GPS, anti-patinage sur les voitures de luxe. 
Considerant cela, il n'est pas surprenant d'apprendre que moins de 2% des 9 milliards de 
microprocesseurs et microcontroleurs fabriques en 2005 fassent partie des ordinateurs 
personnels et des stations de travail. Les systemes embarques ont utilises les 8.8 autres 
milliards [1]. L'architecture d'un systeme embarque peut varier du simple 
microcontroleur executant son code d'une ROM jusqu'aux microprocesseurs roulant de 
complexes taches en temps reel. Les variantes sont aussi nombreuses que sont les 
problemes qu'elles ciblent. 
II ne serait pas faux d'affirmer que pratiquement tous les appareils electroniques 
actuellement produits sont des systemes embarques et que tous et chacun les utilisent 
dans son quotidien. En 2002, on estimait qu'une voiture contenait entre 40 et 50 
microprocesseurs embarques [2]. 
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Comme la pression du marche continue de pousser le developpement a des niveaux 
d'integration de plus en plus eleves tout en tentant de reduire les couts de productions, la 
taille des circuits et la consommation de puissance, l'innovation devient primordiale. Le 
Tableau 1.1 montre la croissance des marche et les previsions jusqu'en 2009 [3]. Pour 
accommoder la croissance exponentielle de la demande pour des circuits de plus en plus 
gros, les concepteurs ont sans cesse pousse les limites des contraintes de la technologic 
et du design. Les systemes embarques sont le resultat de ce processus. 
Tableau 1.1 - Marche des systemes embarques jusqu'en 2009 (Millions de $) 
Logiciels embarques 























'Taux de croissance annuel moyen (Average Annual Growth Rate) 
Comme mentionne precedemment, pousses par la demande, ces systemes deviennent de 
plus en plus complexes. La technologie disponible permet l'accroissement de cette 
complexite car la quantite de transistors sur une puce suit une progression geometrique, 
doublant a tous les 18 mois selon la loi de Moore. 
1.2.Problematique 
La conception de systemes embarques devient une tache de plus en plus ardue et les 
ingenieurs doivent resoudre d'imposants problemes. Poussee par la forte pression du 
marche et la part toujours grandissante du contenu logiciel des architectures, la 
complexite des systemes croit a chaque nouvelle generation. Ceci met a rude epreuve 
l'ingeniosite des concepteurs qui doivent souvent se battre avec des outils de design 
n'offrant pas des methodologies a la productivite adequate pour la tache a realiser. 
Un probleme important des systemes embarques est celui de 1'exploration architecturale 
et plus particulierement celui du partitionnement materiel-logiciel qui vise la 
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decomposition d'une specification au niveau transactionnel. Le resultat du processus est 
une partition. Le but principal du concepteur d'un systeme est de trouver la partition qui 
requiert le moins de materiel pour rencontrer les criteres de performance. Un aspect 
important de 1'exploration architecturale et du partitionnement est le systeme de 
communication qui affecte grandement les performances d'un systeme donne. 
II est aujourd'hui devenu essentiel d'offrir aux concepteurs des outils qui accelerent et 
facilitent la conception de tels systemes embarques, surtout dans le contexte tres 
complexe des systemes multiprocesseurs heterogenes sur puces. Les environnements de 
developpements actuels parviennent avec beaucoup de difficultes a offrir des solutions 
acceptables a ces obstacles. 
La conception a bas niveau d'abstraction, tant sur le plan logiciel que materiel, demande 
trop de temps et d'efforts. Avoir a prendre en compte tous les details d'implementation 
d'une application C comportant plusieurs dizaines de milliers de lignes de code en meme 
temps que la conception au niveau RTL d'une architecture materielle pouvant contenir 
des millions de transistors devient un obstacle grandissant. 
Les processus de conception doivent done abstraire 1'implementation finale lors de la 
specification et la conception du systeme. Les dependances vers les details de bas niveau 
doivent etre eliminees ou reduites au maximum tout en laissant au concepteur un degre 
de liberie acceptable. De plus, la validation de cette specification et de cette conception 
doit pouvoir commencer a etre faite des le debut du processus en fournissant au 
concepteur des methodologies et des abstractions qui fonctionneront correctement lors 
du raffinement a bas niveau. 
De plus, du moment ou la quantite de composants d'un MPSoC augmente, la largeur de 
bande de 1'architecture de communication devient un facteur fondamental a considerer 
pour les performances globales. II en resulte un besoin d'architectures de 
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communication a haut debit et extensibles. Cependant, la tendance de progression 
technologique indique que la performance et la consommation d'energie des reseaux 
d'interconnexion se degradent rapidement par rapport aux composants logiques [4]. Ceci 
resulte en un ecart de performance significatif entre les reseaux de communication et la 
logique qui continuera a s'agrandir meme en la presence de nouveaux modeles ou 
d'optimisations agressives desdits reseaux de communication.. 
L'environnement d'exploration architecturale et de conception SPACE [5], se basant sur 
la bibliotheque de classes SystemC, a pour but a resoudre ces nombreux problemes. II 
permet une abstraction complete des details d'implementation des systemes-sur-puce 
lors des phases de design tout en reduisant les temps de conception et de validation. De 
plus, il facilite 1'optimisation des performances. 
1.3.0bjectif 
Le principal objectif de ce travail consiste a augmenter les fonctionnalites de la 
plateforme de conception SPACE en developpant de nouveaux mecanismes de 
communications point-a-point propices aux architectures multiprocesseurs heterogenes. 
Ces nouveaux mecanismes doivent tirer avantage de la presence de canaux de 
communication dedies sur les processeurs embarques ou la possibility de configurer ces 
processeurs et se presenter sous la forme d'une abstraction complete des 
implementations possibles. 
Le paradigme choisi doit etendre les services de communication existants qui se basent 
sur la transmission de messages et aider a ameliorer les performances de 1'architecture 
de communication tout en restant generique et independant de la plateforme materielle 
choisie. Le mecanisme doit etre configurable afin d'offrir une certaine liberte de 
conception et offrir un compromis entre flexibilite et performances. 
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Afm de respecter la philosophie de SPACE, le lien point-a-point doit etre offert pour des 
modules pre-partitionnes en materiel et en logiciel. Un lien direct point-a-point peut etre 
aisement visualise en materiel, mais ce n'est pas le cas pour un lien materiel/logiciel ou 
logiciel/logiciel multiprocesseur, pour lequel il faut prendre en compte les specificites du 
processeur. 
Toutes les premisses de SPACE doivent etre respectees, notamment concilier la 
souplesse du concept de glisser-deposer des modules dans SPACE aux caracteristiques 
d'une communication point-a-point. 
1.4.Methodologie 
La realisation de ces objectifs passe par maintes etapes : 
1. Pour debuter, une familiarisation avec la librairie SystemC et l'environnement 
SPACE est necessaire. Le concept du TLM, i.e. la modelisation au niveau 
systeme et transactionnelle, doit aussi etre approfondi car c'est sur lui que repose 
la methodologie de SPACE. 
2. Par la suite sera definie une plateforme au niveau TLM qui peut recevoir un ou 
plusieurs processeurs configurables de types differents. L'environnement 
SPACE sera done consolide autour de 1'architecture de communication 
CoreConnect d'IBM. La creation et l'ajout d'un simulateur d'instruction du 
processeur configurable PowerPC405 FX sera l'etape logique subsequente afin 
d'avoir un environnement de conception complet couvrant l'ensemble des 
technologies disponibles par Xilinx. Cette plateforme permettra de prouver que 
le paradigme du lien point-a-point a haut niveau est valide et applicable sur 
differentes technologies. 
3. Viendra ensuite la conception de Tinterface de programmation a travers laquelle 
le nouveau mecanisme de communication sera disponible. Tel que requis par 
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SPACE, cette interface developpee avec SystemC devra etre utilisable a la fois 
par les taches logicielles et materielles. 
4. L'etape subsequente consistera a developper des composants architecturaux 
necessaires a 1'implantation du nouveau mecanisme utilisant les differentes 
technologies disponibles sous la plateforme de simulation (actuellement les 
FPGA de Xilinx). Ces blocs materiels seront concus au niveau transactionnel 
tout en gardant en tete que des versions synthetisables, decrites en VHDL, 
doivent etre realisables. La couche logicielle d'abstraction du materiel des 
differents processeurs sera modifiee pour tenir compte du nouveau mecanisme de 
communication point-a-point. 
5. Une classe basee sur le patron de conception Abstract Factory sera ensuite 
developpee afin de generer 1'implantation du lien de communication point-a-
point selon les blocs materiels ou logiciels qui y sont attaches. Cette classe 
abstraira le nouveau mecanisme peut importe la technologie utilisee et cachera la 
complexity de 1'implementation. Elle representera un nouveau paradigme de 
communication dans SPACE peut importe le niveau d'abstraction du modele. 
1.5. Contributions 
Ce travail a offert trois principales contributions : 
1. D'abord, ce travail a permis une exploration de la litterature scientifique sur les 
methodes de conception d'architectures de communication developpees pour les 
systemes multiprocesseurs sur puce, dans le contexte d'utilisation de processeurs 
configurables et extensibles. 
2. Une nouvelle interface de programmation est desormais disponible dans 
l'environnement SPACE afm d'etablir des communications point-a-point entre 
les differents modules logiciel et materiel dans une architecture multiprocesseur 
heterogene. Un modele d'abstraction de ces liens point-a-point est disponible 
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pour cacher les differentes implementations possibles selon les technologies 
offertes dans SPACE. Ce modele est generique et extensible a toute nouvelle 
technologie qui pourrait etre introduite dans SPACE. Ces nouveaux mecanismes 
permettent d'ameliorer l'utilisation de la bande passante disponible et d'accelerer 
les performances des applications. 
3. De plus, la plateforme CoreConnect d'IBM est entierement integree et 
consolidee dans l'environnement SPACE, augmentant ses capacites, son 
potentiel commercial et permettant de nouvelles possibilites lors de la conception 
de systemes multiprocesseurs heterogenes. Avec l'introduction dans SPACE 
d'un simulateur d'instruction du PowerPC405, la porte est ouverte pour des 
travaux futurs sur la modelisation et l'analyse de plateformes heterogenes. 
1.6. Organisation du memoire 
Ce memoire est constitue de cinq chapitres. Le present chapitre est une introduction 
aux systemes embarques ainsi qu'a la methodologie et les objectifs de recherche. Le 
deuxieme chapitre est une revue des differentes architectures de communication et des 
techniques utilisee pour determiner 1'architecture appropriee pour une plateforme 
multiprocesseur. Le chapitre 3 constitue une description de V integration et de la 
consolidation d'une plateforme multiprocesseur heterogene extensible dans un 
environnement de codesign logiciel/materiel. Le chapitre 4 presente les objectifs et la 
conception du paradigme du DirectLink au niveau systeme dans la plateforme SPACE 
ainsi que les mecanismes utilises dans les differentes technologies offertes dans cette 
plateforme. Le dernier chapitre presente les performances du DirectLink dans 
differentes technologies et des exemples de gains dans des applications. Enfin, la 
conclusion resume le travail de recherche qui a ete accompli et suggere de futurs travaux. 
Afin de maintenir la concision de ce memoire et puisque beaucoup de projets de 
recherche du laboratoire CIRCUS ont deja aborde maintes fois certains themes et sujets, 
plusieurs sections sont presentees en annexe. 
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CHAPITRE 2 
LES COMMUNICATIONS DANS UN SYSTEME-SUR-PUCE 
Avec l'apparition d'annee en annee de circuits integres offrant des centaines de millions 
de transistors, les systemes multiprocesseurs sur puce gagnent en interet. Le concept de 
systeme-sur-puce (SoC), apparu au tournant du millenaire, se veut la reunion complexe 
sur une seule puce de differents composants heterogenes dans le but de repondre aux 
besoins croissants de performance du marche dans des domaines d'application 
specialises comme le multimedia, des telecommunications, de l'automatisation, etc. 
Ce chapitre presente dans un premier temps les differents modeles et architectures de 
communication pour les MPSoC. Par la suite, un survol de quelques paradigmes 
d'abstraction des communications a haut niveau et des methodologies de generation 
d'interfaces logicielles/materielles est presente. 
2.1. Les modeles de communication pour MPSoC 
Les communications dans un MPSoC se classifient en 3 categories distinctes selon les 
partitions impliquees. 
2.1.1. Communication inter logiciel 
Dans les MPSoC, les communications logiciel/logiciel peuvent se produire entre deux 
taches qui se retrouvent sur un meme processeur ou sur deux processeurs differents. De 
plus, les communications peuvent etre implicites ou explicites [32]: 
• Communication implicite : s'effectue par un mecanisme de memoire partagee 
et visible par plusieurs taches ou plusieurs microprocesseurs. Des mecanismes de 
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synchronisation sont done necessaire afin d'assurer la coherence et l'integrite des 
donnees partagees. 
• Communication explicite : s'effectue par des appels a des methodes du type 
ecriture ou lecture, bloquantes ou non bloquantes. Ce mecanisme se base sur le 
concept de passation de messages et implique done l'utilisation d'un FIFO 
logiciel ou materiel. 
2.1.2. Communication inter materiel 
L'architecture de communication pour la partition materielle a un impact significatif sur 
les performances, la taille du circuit, la dissipation de puissance et le cout global. De 
plus, les memes mecanismes de communication explicite et implicite mentionnes en 
2.1.1 peuvent etre utilises pour les echanges inter materiel. 
2.1.3. Communication logiciel/materiel 
Dans les MPSoC, ce type de communication represente les echanges de donnees entre 
une tache logicielle s'executant sur un processeur et un module du reste de la plateforme 
materielle. Les donnees peuvent transiger a travers les memes mecanismes que pour les 
communications inter materielles. Cependant, la liaison entre la tache logicielle et 
l'interface materielle n'est pas directe car les donnees seront souvent traitees par des 
fonctions de la pile logicielle qui abstraient le protocole de communication materiel 
utilise. 
De plus, il peut y avoir des mecanismes de communication directs, propres au 
microprocesseur utilise, qui permettent d'etablir un lien dedie entre le processeur et un 
module materiel. Le processeur peut aussi offrir une interface pour connecter un 
coprocesseur directement au coeur du processeur. Dans le cas des donnees qui transigent 
du materiel vers le logiciel, i.e. une tache s'executant sur un processeur, deux 
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mecanismes peuvent etre utilises : les interruptions ou l'attente active (de l'anglais 
polling). 
2.2. Les architectures de communication 
Selon [33] la taxonomie des reseaux d'interconnexion de SoC s'opere selon une 
classification en arbre - tel qu'illustre a la Figure 2 .1- basee sur leur structure physique, 
les protocoles de communications et les interfaces utilisees. L'emphase sera ici mise sur 
les bus, les connections point a point et le concept de GALS. Le domaine des NoC (ou 
Network on Chip, reseau sur puce) ne sera pas explore ici puisqu'il n'intervient pas dans 
la comprehension des themes qui seront abordes ulterieurement. 
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Figure 2.1 - Taxonomie des architectures communication pour SoC 
2.2.1. Bus de communication 
Dans un bus, les connections physiques (fils) sont groupes pour former un seul canal de 
communication physique qui est partage entre differents canaux logiques. Cette 
architecture diminue la longueur totale de fils necessaire et diminue la surface requise 
pour les interfaces. Cependant, avec la reduction d'echelle continue des circuits, plus il y 
a de blocs attaches au bus, plus il est difficile de gerer la longueur des fils lors du 
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placement et routage [33]. Les bus permettent la communication entre differents blocs 
materiels d'une architecture qui sont separes en deux categories : maitres (qui initient les 
transactions) et les esclaves (qui executent les transactions). 
La bande passante d'un bus peut etre amelioree en utilisant un bus matriciel (ou cross-
bar switch) ou chaque composant maitre est connecte a tous les composants esclaves et 
dans lequel plusieurs canaux paralleles sont disponibles pour supporter des 
transmissions concurrentes de donnees, e.g. le bus Avalon d'Altera [9] ou AMBA de 
ARM [34]. L'architecture d'un bus se base sur 3 parametres [32] visant a repondre aux 
objectifs systemiques : 
• Arbitrage : Puisque plusieurs maitres peuvent initier des transactions sur un bus, 
un mecanisme d'arbitrage utilisant une methode appropriee est necessaire. Le 
mecanisme affecte le taux d'utilisation et la latence. Les methodes First-In-First-
Out, Round-Robin - chances egales d'obtenir le bus - ou bases sur les priorites 
sont souvent utilisees. 
• Frequence et largeur du bus : Determinent le debit des transferts et influencent 
la consommation d'energie, la surface requise et le cout. 
• Types de transferts : Un bus peut implanter des mecanismes de transfert plus 
complexes que les simples lectures et ecritures de mots de donnee : 
o Blocs fixes : transfert de bloc dont la taille est une puissance de 2, 
souvent utilise pour les memoires caches. 
o Differes {split transaction) : un transfert peut etre interrompu par une 
requete d'un autre maitre puis reprendre lorsqu'elle est completee. 
o Atomique : un mecanisme de reservation du bus (bus lock) assure a un 
maitre l'obtention ininterrompue du bus pour des transferts en rafale. 
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2.2.2. Liens point a point et communication ad hoc 
Dans un lien point a point, ou direct, une paire de blocs de calcul communiquent 
directement a travers des connections (fils) physiquement dediees. Cette simplicite est 
l'avantage majeur de cette architecture. II en existe certaines topologies uniformes 
comme les reseaux de neurones [33] 
II permet de diminuer la latence de communication entre deux modules materiels et 
reduire la puissance utilisee. La latence et la performance deviennent deterministes. Le 
transfert de donnees se fait directement d'un module a un autre sans passer par un canal 
partage. On elimine done la complexity et la latence induite par l'arbitrage et les signaux 
de controle d'un bus. Un desavantage flagrant est qu'il limite la reutilisation de 
1'architecture en impliquant un design specifique a l'application. De plus, il devient 
difficile de concevoir la topologie d'un systeme ou les modules communiquent avec 
plusieurs autres composants si uniquement des liens directs sont utilises. Le taux 
d'utilisation des connections physiques est bas dans le cas d'application a faible bande 
passante et une interface dediee est requise pour chaque canal de communication. 
Les donnees transmises peuvent etre tamponnees ou non. Dans le cas d'utilisation d'un 
tampon (FIFO), le mecanisme permet la lecture/ecriture bloquante et non bloquante 
selon l'etat du FIFO (vide ou plein). II est done possible d'etablir un systeme de 
communication de passation de message avec rendez-vous. Dans le cas de 
communication bidirectionnelle, il est necessaire d'avoir 2 liens directs. 
2.2.3. GALS 
Le concept des GALS {Globally Asynchronous Locally Synchronous) a ete propose par 
Chapiro en 1984 [35]. Ce paradigme permet la reduction de 1'effort de conception du 
reseau de distribution d'horloge, une diminution de la consommation de puissance et la 
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reutilisation de blocs IP concus et optimises pour fonctionner a une frequence specifique 
[36]. La Figure 2.2 illustre l'organisation globale d'un systeme GALS qui relie 
differents domaines d'horloge via un mecanisme d'interconnexion asynchrone [37] et 
qui sera selon [38] 1'implementation de la prochaine generation de SoC pour atteindre 



































Figure 2.2 - Schema de haut niveau d'un systeme GALS 
Une methodologie de partitionnement a ete developpee dans [39] pour optimiser la 
consommation de puissance d'une architecture en se basant sur les quatre modes de 
communication possible des GALS : FIFO, handshake, strobe, ou send and forget. 
Dans [40], les auteurs proposent une interface GALS a basse latence et ne requerant pas 
d'alterer les signaux d'horloges, qui se base sur des FIFOs asynchrones dans un contexte 
multiprocesseur et de communication avec un coprocesseur. Chaque sous-systeme 
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Figure 2.3 - Interconnexion asynchrone de sous-systemes uniprocesseur 
La methodologie de [41] adresse le probleme de l'analyse de performance et de 
puissance des systemes GALS en utilisant une modelisation au niveau transactionnel 
basee sur SystemC. Les processus de calcul y sont decrits dans un langage procedural 
(comme le C) et interfacent un canal de communication BCA modelisant une FIFO 
asynchrone. 
2.3. Abstraction des communications a haut niveau 
L'abstraction des architectures de communication a haut niveau est un des avantages de 
la methodologie TLM. Quelques modeles existant sont ici decrits. 
2.3.1. Le modele SPACE 
La plateforme SPACE (ANNEXE D) offre un modele d'abstraction qui permet d'assurer 
la communication entre les modules logiciels et materiels d'une architecture par un 
mecanisme de passation de messages. 
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2.3.1.1.Paradigme de communication 
SPACE utilise un paradigme de communication asynchrone par passage de message. 
Les messages envoyes sont stockes dans des FIFO jusqu'a la leur lecture. Chaque 
message comporte deux parties : un en-tete de quatre octets contenant des drapeaux, la 
taille du message et les identificateurs numeriques des modules source et destination, 
ainsi que la charge utile du message, soit les donnees. La taille du message peut etre de 4 
a 256 octets. Les envois sont serialises par les adaptateurs afm de pouvoir transiger sur 
le bus partage. 
Ces mecanismes sont assures par la presence de primitives de communications 
accessible par les processus legers des modules SPACE aussi bien logiciels que 
materiels. La complexity de 1'implementation est done abstraite et independante de la 
fonctionnalite d'un module. II faut toujours respecter le modele de communication par 
rendez-vous, e.g. si un module A ecrit un message a B, il doit utiliser une primitive de 
lecture et vice versa. 
2.3.1.2.Les primitives de communication 
SPACE fournit quatre fonctions de base pour communiquer avec un autre module ou un 
peripherique de SpaceLib. L'implementation utilise le bus partage, les adaptateurs 
materiels et une couche speciale de la pile logicielle. Ces fonctions sont les suivantes : 
• ModuleWrite : Permet l'ecriture d'un message d'un module vers un module. 
Les messages transigent par le bus et sont stockes dans des FIFO materielles ou 
logicielles jusqu'a ce que le destinataire le consomme. Les messages provenant 
du materiel vers le logiciel sont stockes dans 1'ISSAdapter qui notifie le 
processeur par interruption de leurs arrivees. 
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• ModuleRead : Permet la lecture d'un message qui a ete stockee dans une FIFO 
logicielle (ex. : liste chainee en memoire) ou materielle (ex. : lien FSL). C'est 
une operation locale entre un module et son adaptateur ne necessitant pas 
d'operation sur le bus partage. 
• DeviceWrite : Ecriture a un peripherique par le bus. 
• DeviceRead : Lecture d'un peripherique par le bus. 
Les champs OrgID et DestID sont inclus dans les en-tetes de message (Tableau 2.1) et 
permettent d'effectuer le routage des messages dans 1'architecture de communication. 
L'origine sert a stocker le message dans la FIFO appropriee quand un module de 
destination peut recevoir des messages de plusieurs sources. Aussi, le champ Timeout 
est encode dans la portion flags de l'en-tete du message. 









Identificateur numerique du module source 
Identificateur numerique du module de destination 
Priorite du message 
Pointeur sur le tampon de memoire contenant le message 
Taille du message 
Parametre indiquant si l'operation est bloquante ou non bloquante 
2.3.1.3.Les types de communication 
SPACE support quatre types de communication en fonction de la valeur du parametre 
TimeOut qui peut etre SPACEWAITFOREVER (bloquant) ou SPACE_NO_WAIT 
(non bloquant). Les operations avec expiration dans un delai de temps specific ne sont 
pas supportees pour le moment. 
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• Lecture non bloquante : Le module effectuant la lecture n'attend pas que des 
donnees soit presentes dans la FIFO avant de poursuivre son execution. 
• Lecture bloquante : Le module effectuant la lecture attend la presence d'un 
message dans la FIFO avant de poursuivre son execution. 
• Ecriture non bloquante : Le module effectuant l'ecriture poursuit son execution 
immediatement apres avoir complete la transmission de son message. 
• Ecriture bloquante : Le module effectuant l'ecriture attend que le message soit 
lu par la destination avant de poursuivre son execution. Le module attend done la 
reception d'un acquittement (ACK) en provenance du module de destination. 
De plus, apres la completion d'une lecture (bloquante ou non bloquante), le module doit 
absolument envoye un ACK a la source si le message a ete envoye par une ecriture 
bloquante. Si une operation echoue, un code d'erreur sera retourne par la primitive de 
communication. 
2.3.1.4.Les classes de communication 
Selon les partitions impliquees dans un transfert de donnees au niveau Simtek, il existe 
quatre classes de communication se rapprochant des trois modeles de la section 2.1. Au 
niveau Elix, toutes les communications sont de la classe materiel/materiel. 
• Classe materiel/materiel: Le message transige d'un module de la partition 
materiel vers un autre module de la meme partition. Le transfert se produit en 
deux etapes : 
o Le module Ml appelle la primitive ModuleWrite. Le message est passe a 
l'adaptateur de communication Al qui serialise le message afin de le 
transferer sur le bus. L'adaptateur A2 receptionne le message et le stocke 
dans une FIFO interne. 
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o Le module M2 appelle la primitive ModuleRead. Le message est lu 
directement dans la FIFO de l'adaptateur A2 via son l'interface. II est a 
noter que M2 peut renvoyer un ACK a Ml si le Module Write etait 
bloquant. Le mecanisme de transmission est le meme. 
Classe logiciel/logiciel: Le message transige d'un module logiciel vers un autre 
module de la meme partition. II y a deux cas de figure possibles : 
o Cas uniprocesseur: Les modules sont sur le meme processeur, le 
mecanisme est done interne au logiciel applicatif de ce processeur et fait 
intervenir un mecanisme de communication explicite interprocessus 
habituel (voir section 2.1.1) utilisant une FIFO logicielle. Les 
mecanismes du RTOS sont utilises par les primitives de communication. 
o Cas multiprocesseur : Les modules sont sur des processeurs distincts. Ce 
cas revient a la classe logiciel/materiel. Le materiel est ici 1'ISSAdapter 
associe au processeur contenant le module de destination. 
Classe logiciel/materiel: Un module logiciel ecrit un message vers un module 
materiel. Le message transige directement a travers le bus via l'interface du 
processeur contenant le module logiciel Ml et est stocke dans la FIFO de 
l'adaptateur A2 du module materiel M2. Le module M2 lit localement le 
message dans la FIFO de son adaptateur. La primitive de communication 
ModuleWrite est definie dans une couche d'abstraction des communications de 
la pile logicielle. 
Classe materiel/logiciel: Un module materiel ecrit un message a un module 
logiciel. Le processus se deroule en quatre etapes : 
o Le module Ml envoi le message a 1'ISSAdapter du processeur (ISS) 
contenant le module M2 via son adaptateur et le bus partage. 
L'ISSAdapter stocke le message dans une FIFO interne. 
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o L'ISSAdapter notifie par interruption (section 2.1.3) le processeur 
contenant M2. 
o Une routine de service d'interruption (ISR) s'execute et recupere le 
message pour le stacker dans une FIFO logicielle propre aux mecanismes 
de communication interprocessus (section 2.1.1). 
o Le module M2 recupere le message dans sa FIFO logicielle. 
2.3'.1.5' .Fonctionnement de la pile logicielle 
Sous SPACE, le logiciel applicatif est compose des modules de la partition logicielle 
originalement decrits en SystemC avec les ajouts de SPACE pour les primitives de 
communication. 
Ces modules sont interpreted comme etant des taches logicielles s'executant sur un 
RTOS, ici |iC/OS-II. Une API {Application Programming Interface) specifiquement 
developpee pour ce RTOS permet la conversion des appels de fonction SystemC en 
appels compris par le systeme d'exploitation (Tableau 2.2). Cet API se nomme Tor dans 
SPACE. Ceci permet de supporter, sans modifications aux modules logiciels, 
l'ordonnancement preemptif et la gestion multitache sur un processeur executant 
plusieurs modules SPACE. Le Tor comporte aussi 1'implementation generique des 
mecanismes de communication SPACE. 












Attente d'un delai d'un nombre de cycles specifie 
Lancement de la simulation ou de l'ordonnanceur du RTOS 
Arret de la simulation ou de l'ordonnanceur du RTOS 
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2.3.I.6.Rqffinement BCA actuel dans SPACE 
Les adaptateurs de communications des modules ont a la fois une interface maitresse et 
esclave sur le bus. Ainsi, ils peuvent initier des transactions et repondre aux requetes des 
autres modules. Tous les adaptateurs implementent la meme interface unique 
(SpaceModulelF) qui permet de les connecter sur le port de communication du module 
utilisateur. Puisque le bus utilise des adresses de 32 bits pour identifier les esclaves 
connectes, les adaptateurs de communication doivent effectuer une conversion des 
identificateurs numeriques des modules. Une fonction permet de dynamiquement 
generer les adresses en decalant de 22 bits l'identificateur numerique stocke sur un octet 
(Tableau 2.3). 
Tableau 2.3 - Structure d'une adresse dans SPACE 
Bits 30-31 




numerique du module 
Bits 0-14 
Espace memoire reserve pour le module 
(4 megaoctets) 
Cette methode de conversion des identificateurs en adresses permet 3 choses : 
• Abstraire le mode d'adressage des modules ; 
• Reduire la taille des en-tetes des messages ; 
• Rendre homogene 1'identification des modules materiels et logiciels. 
L'architecture de communication doit aussi assurer l'atomicite des transferts des 
messages afin d'eviter qu'un transfer! vers un module soit interrompu par un autre 
transfert vers le meme module. Ceci violerait l'integrite du premier message en cours de 
transmission. Pour ce faire, les modules materiels activent physiquement le bus lock 
(voir section 2.2.1) pendant une communication. Les modules logiciels doivent quant a 
eux utiliser une instruction speciale du processeur afin d'indiquer aux controleurs de bus 
d'activer le bus lock. 
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2.3.2. Le modele ImpulseC 
ImpulseC [15] etend, a la maniere de SystemC, le langage ANSI C avec des librairies 
supportant la creation d'applications basees sur les processus de communication 
sequentiels [42] (ou Communication Sequential Processes, CSP), i.e. un paradigme de 
programmation similaire au modele flot de donnees. ImpulseC vise le developpement 
d'applications paralleles qui peuvent aisement etre converties en VHDL. II permet que 
la description d'une application logicielle puisse etre appliquee directement sur une 
plateforme materiel/logiciel. 
Le paradigme de programmation est base sur le transfert tamponne de donnees entre des 
processus via des flux (ou flots de donnees) geres comme des FIFOs. Ceci permet 
l'ecriture d'applications paralleles a haut niveau d'abstraction sans besoin de 
mecanismes de synchronisation entre les processus. Les differentes portions d'une 
application sont executees de maniere concurrente et independamment synchronises par 
des processus. lis operent en acceptant des donnees en entree, en operant des calculs sur 
celles-ci et en generant des resultats en sortie. lis sont persistants, invoques qu'une seule 
fois et s'executant tant et aussi longtemps qu'il y a des donnees a traiter. Les donnees 























Figure 2.4 - Modele d'application ImpulseC utilisant le paradigme CSP 
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L'API d'ImpulseC fournit des methodes de communication incluant les streams, la 
memoire partagee et les signaux (Figure 2.4). Les streams represented des canaux de 
communication unidirectionnelle reliant des processus materiels ou logiciels. lis sont 
definis par la largeur des mots de donnees qu'ils acceptent (de 8 bits a 128 bits) et la 
profondeur du tampon. On peut y effectuer des operations de lecture/ecriture via les 
fonctions co_stream_read et co_stream_write. Chaque flot de donnees est manipule 
explicitement par les fonctions. La lecture bloque tant qu'il n'y a pas de donnees dans le 
canal et l'ecriture bloque tant que le canal est plein. En materiel, les streams sont 
implemented comme des FIFO qui peuvent avoir une ou deux horloges si les processus 
s'executent a des frequences differentes. Le stream abstrait les details des 
communications logicielles/materielles pour les differents types de plateformes et rend 
1'application portable. 
CoDeveloper est un environnement de developpement supportant le modele ImpulseC. II 
permet le partitionnement logiciel/materiel des processus ImpulseC. CoDeveloper 
supporte une large variete de plateformes materielles (Xilinx, Altera, etc.). II genere 
automatiquement les modules VHDL, les interfaces materielles et l'HAL en se basant 
sur une librairie de composants. Sur le Virtex-4 de Xilinx, les streams connectes aux 
processus s'executant sur le PowerPC405 Fx utilisent 1'interface APU ou le PLB 
[43][44]. 
2.3.3. Le modele d'interface materiel/logiciel unifle 
Dans [11], les auteurs proposent une interface unifiee qui abstrait, du cote logiciel, le 
CPU sous une couche implementant des pilotes de bases, des fonctionnalites I/O et des 
systemes d'exploitation. Du cote materiel, cette interface abstrait les details du bus du 
CPU. A la difference de SPACE, cette approche n'utilise pas deux modeles compiles 
separement de 1'interface, soit un pour le logiciel et un pour le materiel. 
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L'API (Figure 2.5) cache les details materiels comme les controleurs d'interruption, la 
memoire et les systemes I/O. Le logiciel hardware-dependant support l'API et l'adapte 
au sous-systeme CPU. Ce sous-systeme elimine 1'architecture complexe generalement 
presente dans un simulateur de jeu d'instruction (ou ISS, voir ANNEXE C) pour 
atteindre les performances de simulation requises. L'objectif est d'etre capable de 
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Figure 2.5 - Interface logicielle/materielle unifiee 
A haut niveau, un systeme est represente par un ensemble de processus qui peuvent 
communiquer a travers une multitude de canaux abstraits. Un processus desirant 
communiquer a travers un canal precis doit appeler la primitive de communication (send 
ou receive) de ce canal. Chaque application peut posseder son propre ensemble de 
primitives (send_short, send_atm, sendjnt, etc.). Chaque canal se base sur des unites de 
communication selectionnees d'une librairie. D'un point de vue conceptuel, une unite de 
communication est un objet qui peut executer une ou plusieurs primitives de 
communication avec un protocole specifique [45] et a differents niveaux d'abstractions 
[46]. 
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2.3.3.1.Modele de simulation 
Comparativement a une approche traditionnelle basee ISS, le sous-systeme CPU du 
modele de simulation, utilisant SystemC, fournit un environnement ou les composants 
logiciels peuvent s'executer nativement sur la machine hote de simulation [47]. Le sous-
systeme CPU implemente a la fois 1'interface materielle sous la forme de services 
fournis (ports SystemC slave) et de services requis (ports SystemC master), ainsi que 
l'API logiciel. Au lieu de definir en detail toute la mecanique interne d'un processeur 
(comme dans un ISS), le sous-systeme CPU implemente les concepts abstraits suivants 
dans un meta-modele de processeur : 
• Unite d'execution : Fil d'execution logiciel (thread) et les methodes pour 
manipuler son execution (changements de contexte) ; 
• Unite de donnees : Emplacement pour le stockage de donnees et abstraction 
d'une entite physique comme la memoire. Permet la lecture/ecriture par adresse 
via des methodes ; 
• Unite d'acces : Abstraction de la projection en memoire {memory map) d'une 
unite d'execution. Pourrait implementer des mecanismes de MMU tel la 
memoire virtuelle ; 
• Unite de synchronisation: Permet l'abstraction des interruptions et 
l'attachementd'ISR. 
Le logiciel devant s'executer sur le processeur n'est pas interprete mais execute 
nativement. Puisque le logiciel est independant du materiel, il peut etre compile pour la 
machine hote et manipuler la librairie de HAL (interface unifiee) correspondant au 
processeur a modeliser [48]. L'inconvenient est que le code logiciel doit etre modifie 
par l'ajout d'annotations temporelles permettant de conserver la precision du temps de 
simulation tout en effectuant une simulation comportementale. 
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2.4. Generation des interfaces logiciel-materiel 
II existe differentes manieres d'etablir les interfaces de communication entre les 
partitions logicielles et materielles. 
2.4.1. L'approche des composants bases service 
Dans [49] et [50], les auteurs proposent un modele unifie qui generalise l'approche de 
composants bases service pour englober l'interface logiciel/materiel. Cette methode 
permet une fine composition de 1'implementation de l'interface, un partitionnement 
flexible et une generation automatique de 1'architecture basee sur une librairie de 
composantes. L'abstraction de cette interface est definie en specifiant deux ensembles de 
services : (1) les services relies au logiciel applicatif (API) et (2) les services relies au 
reseau d'interconnexion (services de communication) 
Chaque composant est modelise par la declaration d'une interface qui definit les services 
offerts et la maniere de le connecter aux autres composants, et un arbre 
d'implementation qui decrit le comportement du composant en utilisant du macrocode 
qui sera utilise pour generer le logiciel, le modele materiel ou le modele de simulation 
fonctionnel. L'utilisation de ce modele vise un flot de conception en 2 etapes: 
• Conception et partitionnement de 1'architecture a haut-niveau resultant en une 
abstraction du systeme comportant des modules logiciels, materiels et des 
interfaces abstraites de communication; 
• Implementation de chaque element decrit dans le modele abstrait. 
L'outil de generation prend la specification de l'interface et le modele de composant en 
entree afin de selectionner un ensemble de composants necessaire a 1'implantation et 
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d'en creer des instances en les parametrant selon la valeur des parametres fournis a 
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Figure 2.6 - Outil de generation des interfaces logicielles/materielles 
2.4.2. L'approche des adaptateurs de communication 
Cette approche utilise des adaptateurs pour convertir les protocoles de communication a 
bas niveau entre les modules materiels et l'architecture cible. Une interface materielle 
est aussi utilisee pour gerer les communications entre la partition logicielle (processeur 
embarque) et le reste de 1'architecture materielle. Cet adaptateur de processeur peut se 
connecter directement au bus partage de la plateforme ou a des canaux dedies rapides du 
processeur. C'est l'approche utilisee dans SPACE. 
2.4.3. L'approche coprocesseur 
Dans cette approche, les modules de la partition materielle sont implemented comme 
coprocesseurs directement connectes au processeur executant la partie logicielle de 
1'architecture. Dans [51], la methodologie proposee exige un profilage d'une 
specification a haut niveau en C et convertit les fonctions qui demandent beaucoup de 
temps de processeurs en coprocesseurs decrit en VHDL. Des adaptateurs de 
coprocesseurs sont automatiquement inseres (base sur une librairie) dans 1'architecture 
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et permettent d'adapter chaque type de processeur a une interface unique de 
coprocesseur. Ce support utilise la possibilite d'etendre l'ISA (jeu d'instruction ou 
Instruction Set Architecture) du processeur ou des instructions de communication pour 
coprocesseur. L'adaptateur tamponne les donnees avant de les transmettre au 
coprocesseur. 
2.4.4. L'approche du Tensilica Xtensa 
Dans [28][52], Tensilica propose une methode de connexion directe inter processeur 
pour reduire les couts de communication et la latence. 
Processeur Producteur 




Figure 2.7 - Extension du Xtensa pour communication par queue de donnees 
La Figure 2.7 illustre un exemple de connexion directe. Le mecanisme de 
communication tache-a-tache ayant la plus grande bande passante est 1'implementation 
materielle de queues de donnees. Une FIFO peut soutenir un debit d'une donnee par 
cycle. Le handshake entre le consommateur et le producteur est implicite dans 
1'interface processeur/FIFO. L'operation d'ecriture (push) bloque le producteur si la 
queue est pleine. L'operation de lecteur (pop) bloque le consommateur si aucune donnee 
n'est disponible. Les operations non bloquantes sont disponibles si le developpeur 
verifie explicitement l'etat de la queue avant d'effectuer unpush/pop. 
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Les extensions de 1'ISA du Xtensa permettent 1'implementation directe des FIFO. Une 
instruction peut specifier une FIFO comme etant une des destinations pour ses resultats 
ou l'utiliser comme source de donnees, au lieu d'un registre. Une instruction peut 
performer plusieurs operations sur les FIFO par cycles, en combinant par exemple deux 
FIFO en entree et deux FIFO en sortie. Ceci permet une agregation de la bande passante 
de plusieurs liens et une minimisation de la surcharge de controle. Un seul Xtensa LX 
peut posseder 300 interfaces de FIFO dont la largeur peut aller jusqu'a 1024 bits. En se 
basant sur ce concept, les auteurs de [53] proposent une conception d'architecture style 
pipeline pour des configurations de MPSoC heterogenes en utilisant le Xtensa LX. 
Chaque configuration comporte un ensemble de coeurs Xtensa qui represente chacun une 
etape du pipeline. Les cceurs transferent leurs donnees via des FIFO, ce qui leur permet 
de s'executer independamment les uns des autres. 
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CHAPITRE 3 
UNE PLATEFORME VIRTUELLE HETEROGENE ET 
EXTENSIBLE POUR SPACE 
Ce chapitre decrit la methodologie utilisee pour consolider renvironnement SPACE 
autour de la plateforme virtuelle actuelle en (1) etendant sa conformite au standard 
CoreConnect [7] d'IBM et en (2) integrant un ISS du PowerPC405Fx tel que retrouve 
sur les FPGA Virtex4 de la compagnie Xilinx. 
Le travail consiste done a passer des specifications des composants de la plateforme 
CoreConnect a des modeles de simulation TLM et a integrer un ISS du PowerPC405 
dans SpaceLib selon les concepts de co-conception (ANNEXE A). Un environnement de 
developpement C/C++/SystemC (ANNEXE B) sous Eclipse ainsi que SpaceStudio ont 
ete utilises comme outils de conception. 
3.1.La plateforme CoreConnect d'IBM implementee par Xilinx 
IBM a propose une specification de protocole generique de bus nomme CoreConnect qui 
fut implementee par Xilinx pour le FPGA Virtex4. Ce protocole est une organisation 
hierarchique de trois bus : 
• Un bus a haut debit pour les peripheriques rapides et les processeurs nomme PLB 
[54] (Processsor Local Bus) ; 
• Un bus a bas debit pour les peripheriques lents nomme OPB [55] (On-Chip 
Peripheral Bus) ; 
• Un bus de controle et de diagnostique nomme DCR [56] (Data Control Register). 
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3.1.1. Le bus PLB 
Le PLB repond aux requis de faible latence et de debit eleve en offrant les 
caracteristiques suivantes : 
• Des bus de donnees de 64 bits ; 
• Un bus d'ecriture et de lecture separes et independant permettant la concurrence 
de transferts ; 
• Transferts en mode rafale, DMA, scindee (« split transaction ») ou ligne de 
cache ; 
• Un pipeline permettant le chevauchement de transactions non completers. 
3.1.2. Le bus OPB 
Le bus OPB a pour objectif de reduire l'utilisation du bus PLB en y releguant les 
peripheriques plus lents e.g. minuteries, UARTs, etc. II offre les caracteristiques 
suivantes : 
• Un bus de donnees de 32 bits ; 
• Un redimensionnent dynamique pour les transferts de 8 et 16 bits ; 
• Un mode sequentiel equivalent a un mode rafale ; 
• Un signal bus lock pour conserver l'acces au bus. 
3.1.3. Le bus FCB 
Le FCB (ou Fabric Coprocessor Bus) permet de relier le PowerPC405FX a plusieurs 
coprocesseurs via un composant nomme APU, ou Auxiliary Processor Unit, en utilisant 
des instructions specialisees. Certaines instructions predefinies de l'APU permettent la 
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lecture/ecriture de donnees via le bus FCB. Le lien est bidirectionnel et le PowerPC 
possede une seule interface maitresse. 
3.1.4. Le bus FSL 
Le FSL [57] (ou Fast Simplex Link) est un lien point-a-point developpe par Xilinx qui 
permet de relier le processeur embarque uBlaze [58] (uB) a un module specialise. Ce 
lien est unidirectionnel. II faut instancier 2 FSL pour creer une communication 
bidirectionnelle. Le uB peut instancier 8 FSL maitres et 8 FSL esclaves. Les donnees 
sont tamponnees dans une FIFO a profondeur configurable et permet la communication 
bloquante ou non bloquante. 
3.2.LePowerPC405FX 
Le PowerPC405 est une addition a la famille de processeurs embarques RISC PowerPC 
400. Son coeur occupe une petite surface (2.0 mm2 avec technologie 0.25 um), 
consomme peu d'energie (400 mW @ 200 MHz), est versatile et compatible avec la 
plateforme PowerPC. II s'integre a 1'architecture de communication CoreConnect [59]. 
3.2.1. Architecture 
Le PowerPC405 possede de nombreuses interfaces dont deux interfaces PLB 64-bits 
pour les donnees et les instructions, une interface DCR pour la configuration de 
composants externes et la reduction du trafic PLB, deux interfaces OCM dont la latence 
d'acces equivaut a un succes de cache {cache hit) pour les instructions et donnees ( 
Figure 3.1). En plus de ces interfaces de bus, le PowerPC405 possede une interface APU 
pour etendre son jeu destructions via un processeur auxiliaire (ANNEXE E). II possede 
aussi une interface EIC (External Interrupt Controller) qui etend le support des 
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interruptions pour la logique externe. Cette interface fournit deux niveaux de priorites 
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Figure 3.1 - Architecture simplified du PowerPC405 
Le PowerPC 405 possede un pipeline 5 etages (fetch, decode, execute, writeback et load 
write-back). Pour obtenir un flot constant d'instruction dans le pipeline, la logique de 
fetch alimente une queue (FIFO) d'instructions d'une profondeur de 3. La prediction de 
branchement est statique et suit quelques regies de base detaillees en [59]. 
Au total, le PowerPC405 peut gerer 19 exceptions et interruptions generees de maniere 
interne (minuteries, evenement de debogage, etc.) ou via l'EIC. Elles sont divisees en 
deux classes : (1) critiques et (2) non critiques. Chaque classe a sa propre paire de 
registres de sauvegarde pour contenir le statut du processeur. Ceci accelere le traitement 
des interruptions critiques. 
Le coeur accede a la memoire via les unites de cache possedant chacune une interface 
PLB et OCM. Les succes de cache sont considered comme des acces memoire en 1 cycle 
tandis que les defauts de cache reviennent a un acces bus vers une memoire externe. Les 
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caches sont non bloquantes, permettant au PowerPC de simultanement executer des 
instructions et en querir de nouvelles sur le bus. Le pipeline n'est done jamais 
interrompu. 
L'unite de controle de la memoire (MMU ou Memory Management Unit) supporte des 
tailles de pages multiple ainsi qu'une variete d'attributs de protection de stockage et 
d'options de controle d'acces (cacheability, write through/write back mode, allocate on 
write, big/little endian, guarded zt user-defined). Le MMU fournit le support de la 
memoire virtuelle par translation d'adresses via une TLB a 64 entrees. Le mode virtuel 
peut etre desactive. 
Le coeur comporte trois minuteries : le PIT (intervalles programmables), le FIT 
(intervalles fixes) et un Watchdog. Le compteur de base est de 64 bits et est incremente a 
chaque coup d'horloge. Des interruptions sont generees lorsque les minuteries arrivent a 
expiration. 
3.2.2. Les composants APU et FCB 
L'APU permet au concepteur d'etendre le jeu destructions natif du PowerPC405 avec 
des instructions personnalisees qui sont executees dans des modules coprocesseurs 
{Fabric Coprocessor Module, ou FCM) sur le FPGA. Ce mecanisme permet une 
integration beaucoup plus forte d'une fonction specifique au pipeline du processeur que 
ne le permet un peripherique bus [60]. La Figure 3.2 presente le flot de pipeline entre le 
PowerPC405, le controleur APU et un FCM. Le controleur APU permet deux fonctions : 
• Effectuer la synchronisation de domaines d'horloge entre le PowerPC405 et le 
FCM; 
• Decoder certaines instructions FCM et notifier le processeur des ressources 
requises par 1'instruction, e.g. les sources de donnees dans les registres. 
34 
Virtex4 FX PowerPC405 
Coeur PowerPC405 
Etage Decodage 
( Decodage j 
Etage execution 
















C Unite execution j 
Registres 
6 
Figure 3.2 - Relation entre le controleur APU et le pipeline du PowerPC405 
3.2.3. Instructions specialisees 
Dependamment de l'application FCM, le controleur APU peut decoder toutes les 
instructions, aucune instruction ou une portion des instructions pendant que le FCM 
decode les autres. Un decodage par l'APU signifie que l'APU determine les ressources 
du processeur requises pour l'execution de l'instruction et donne cette information au 
CPU. Le FCM peut aussi effectuer cette partie du decodage et passer 1'information au 
controleur APU. Cependant, pour determiner la fonction complete d'une instruction, le 
FCM doit decoder entierement l'instruction et supporter son execution en entier. Deux 
types d' instruction peuvent etre supportes par un FCM : 
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• Definie par l'utilisateur (UDI) : Une instruction dont le format est configurable 
et constitue une veritable extension de 1'ISA du PowerPC. Huit instructions de ce 
type peuvent etre defmies et configurees a l'aide de certains registres de l'APU. 
• Predefinie : Une instruction dont le format est definie par le jeu d'instruction du 
PowerPC et ou le FCM devient un simple coprocesseur performant une 
execution definie par 1'ISA [61]. 
Les extensions de 1'ISA sont defmies par leur interaction avec 1'execution normale du 
pipeline du processeur. Ceci mene a trois classes d'instructions : 
• Instructions autonomes : Elles ne bloquent pas l'execution du pipeline. Elles 
sont typiquement du type fire-and-forget et ne retournent pas d'etat ou de 
donnees au processeur. Elles peuvent bloquer le pipeline si une execution n'est 
pas completee lors d'un appel subsequent a la meme instruction. 
• Instructions non autonomes : Elles bloquent l'execution du pipeline jusqu'a la 
completion de 1'instruction. Elles retournent typiquement un etat ou une donnee 
au processeur. 
o Instructions bloquantes : Une instruction ne pouvant pas etre annulee 
de maniere previsible et re-executee ulterieurement. Une fois que 
l'instruction a completee le cycle Execute, les interruptions et exceptions 
sont desactivees aiin d'assurer la completion de l'execution. 
o Instructions non bloquantes : Une instruction pouvant etre annulee de 
maniere previsible et re-executee ulterieurement. 
3.3. Integration de PISS du PowerPC a SpaceLib 
Afm de fournir une plateforme virtuelle multiprocesseur complete dans SPACE 
permettant le developpement du DirectLink, presente au chapitre 4, il est necessaire de 
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developper un ISS du PowerPC405 pour SpaceLib. Le code source du programme PSIM 
a ete utilise afin de minimiser le temps de developpement. 
3.3.1. Le simulateur PSIM 
PSIM est un programme ecrit en ANSI-C qui emule 1'ISA de la famille de 
microprocesseur PowerPC. Le code source est disponible gratuitement sous licence 
GNU et inclus dans GDB, le debogueur GNU [62]. PSIM respecte les trois niveaux de 
conformite de rarchitecture PowerPC definis dans [63]: 
• UEA (User Environment Architecture) : les registres, instructions, modele de 
donnees et d'execution offert a toutes les applications. 
• VEA (Virtual Environment Architecture) : les caracteristiques de 1'architecture 
qui permettent aux programmes de creer ou modifier du code, partager des 
donnees dans un systeme multiprocesseur et optimiser les performances des 
acces donnees. 
• OEA (Operating Environment Architecture) : les caracteristiques de 
l'architecture qui permettent au systeme d'exploitation d'allouer et gerer le 
stockage de donnees, supporter les exceptions et les peripheriques d'entree-sortie 
et offrir les services de securite propres aux OS multiprocesseurs modernes. 
Les modeles de PowerPC supportes par PSIM sont les 601, 603 et 604 qui respectent la 
specification du BOOK-E [64] mais pas celle de YIBM PowerPC Embedded 
Environment [65]. 
3.3.1.1.Architecture de PSIM 
PSIM est un enorme programme comportant plusieurs dizaines de milliers de lignes de 
code. La Figure 3.3 en definit sommairement rarchitecture. 
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Figure 3.3 - Schematisation de l'architecture de PSIM 
PSIM est un ensemble de fonctions qui manipulent un gigantesque agregat de structures 
representant le processeur PowerPC. PSIM fournit une interface de simulation qui 
permet d'effectuer certaines operations sur une simulation de programme telles le 
lancement, l'arret, le redemarrage et l'execution pas a pas. Le kernel de simulation 
comprend la boucle d'execution principale, une cache d'instructions pre-decodees pour 
accelerer la simulation et un arbre de tableaux de pointeurs de fonctions utilise pour 
decoder les instructions. Chaque feuille de l'arbre pointe vers une fonction representant 
la semantique d'une instruction. 
Lorsqu'une fonction semantique est appelee, elle manipule un modele du processeur 
comportant les registres, l'etat du processeur, les minuteries, etc. S'il y a des acces 
memoire, un ensemble de fonctions modelise le comportement de la memoire virtuelle 
pour effectuer la translation d'adresse et la gestion du TLB. Au meme niveau, un 
ensemble de fonction modelise le comportement des interruptions sur le modele du CPU. 
Le tout se base sur un mecanisme d'evenements, un arbre de peripheriques, un modele 
d'environnement d'operation et un modele de la memoire. Le mecanisme d'evenement 
est une queue prioritaire (priority queue) de structures representant des evenements et 
qui permet d'ordonnancer l'execution de fonctions comme les interruptions, les 
exceptions, les minuteries, etc. Le modele d'environnement d'operation permet de 
simuler le comportement des appels systemes d'applications compilees pour Solaris, 
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Linux et OpenBSD au niveau UEA, done s'executant dans un environnement virtuel (ou 
en mode utilisateur). 
L'arbre de peripherique fournit une representation abstraite d'une architecture complete 
d'ordinateur. Cette approche propose un framework dans lequel une implementation de 
systeme informatique peut etre modelee. La modelisation peut comprendre un disque 
dur, des transferts DMA, des registres de peripheriques, un reseau d'interruption, un 
controleur d'interruption, etc. Cet arbre est separe du kernel de simulation mais interagit 
avec celui-ci. 
Le modele de la memoire stocke quant a lui tous les segments d'une application binaire 
compilee pour le PowerPC dans la memoire virtuelle de PSIM. Certaines fonctions 
(lecture, ecriture) sont fournies pour manipuler la memoire en prenant en compte des 
attributs d'acces. Le modele gere aussi la carte de memoire du systeme {memory map), 
creee lors de 1'initialisation de la simulation a partir des informations stockees dans 
l'arbre de peripherique. Lorsque le processeur lit ou ecrit en memoire, la requete passe 
directement par le noeud de l'arbre capable de gerer l'acces memoire specifique a une 
adresse. 
3.3.1.2.Modifications apportees a PSIM 
Les architectures des PowerPC 60X et 405 sont compatibles au niveau UEA mais 
different au niveau VEA et OEA qui sont optimisees pour rencontrer les requis des 
applications embarquees. Ces optimisations incluent la gestion de la memoire, de la 
cache, les exceptions, les minuteries [66]. Ces optimisations sont refletees par les 
registres specialises et les instructions supportees. Puisque les applications SPACE 
s'executent en mode noyau (OEA), ces modifications doivent etre apportees a PSIM. 
Voici la liste des ajouts effectues : 
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• Instructions : Onze instructions (Tableau 3.1) ont dues etre implementees. Ceci 
s'effectue par la creation de fonctions semantiques telles qu'illustrees dans 
l'exemple suivant. Un pointeur de fonction est ensuite stocke dans le tableau de 
decodage a l'index correspondant au code d'instruction primaire. Cette methode 
permet un decodage d'instruction en quelques cycles, accelerant la cosimulation. 
Tableau 3.1 - Instructions ajoutees a PSIM 
Instruction 
iccci / dccci 
icread /dcread 
eieio / isync 
rfci 
wrtee / wrteei 










lnvalider une ligne de cache d'instruction / de donnees 
Lire une ligne de cache d'instruction / de donnees 
Forcer une synchronisation de contexte 
Retour d'une interruption critique 
Activation / Deactivation des interruptions externes 
Lecture / Ecriture via le bus DCR 
u n s i g n e d 
} 
word s e m a n t i c W r i t e E x t e r n a l Enab le Immedi 
N e x t l n s t r u c t i o n A d d r = C u r r e n t l n s t r u c t i o n A d d r + 
i f (IS_ KERNEL MODE()) 
p rogram i n t e r r u p t ( ) ; 
} 
e l s e 
4 ; 
i f ( I n s t r u c t i o n 4 EE_MASK) MSR |= m s r _ e x t e r n a 
e l s e MSR &= ~msr e x t e r n a l i n t e r r u p t e n a b l e ; 
check masked i n t e r r u p t s ( p r o c e s s o r ) ; 
} 
r e t u r n n i a ; 
a t e (...) 
1 i n t e r r u p t e n a b l e ; 
Figure 3.4 - Exemple de semantique d'instruction 
• Minuteries : Le PIT {Programmable Interval Timer) remplace le decrementer 
du PowerPC6XX. Le FIT et le watchdog ont ete ajoutes. 
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• Interruptions : Le vecteur d'exception et d'interruption est completement 
modifie (Tableau 3.2) par la creation de nouvelles fonctions simulant leur 
comportement (modifications apportees a l'etat du processeur). 
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• Registres : L'etendue des modifications apportees au niveau des registres est 
majeure et profonde. Le lecteur devrait se reporter a [66] pour constater les 
differences entre les deux families de PowerPC. Les nouveaux registres sont 
represented par des variables unsigned long stockees dans la structure modelisant 
l'etat du processeur. 
Certaines fonctionnalites de PSIM ont ete retirees : 
• Arbre de peripheriques et modele de memoire : Ces deux mecanismes de 
PSIM ne sont pas en harmonie avec la philosophie de SPACE car non simulable 
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au niveau transactionnel. lis ont ete remplaces par un mecanisme de callback 
explique a la section suivante. 
• Environnement d'execution: Ce concept est inutile puisque toutes les 
applications SPACE roulent en mode kernel et sur des RTOS non supportes par 
le modele PSIM. 
• Memoire virtuelle : La gestion de la memoire virtuelle ne s'effectue pas de la 
meme maniere entre les deux families de PowerPC. De plus, toutes les fonctions 
effectuant la translation d'adresse ont ete deplacees dans un autre module 
SystemC pour reduire le couplage et augmenter la modularity de 1'ISS. 
Finalement, afin d'accelerer la simulation et minimiser la complexity du code, la boucle 
de decodage a ete integree directement a 1'interface de simulation. 
3.3.2. Methodologie d'integration et interface avec SPACE 
Une fois PSIM modifie pour modeliser adequatement 1'ISA du PowerPC405Fx, il faut 
l'integrer a un module SystemC modelisant le comportement des differents composants 
du processeur expliques en 3.2. 
Dans la methodologie proposee, contrairement a celle detaillee dans [24], le code de 
PSIM ne s'execute pas dans un processus independant de la simulation de la plateforme 
materielle. Afin d'eviter l'implantation de mecanismes de synchronisation 
interprocessus et d'eliminer les delais induits par la communication par socket, 1'ISS est 
integre a un modele SystemC du processeur. Ce modele comprend plusieurs modules 
SystemC dont une unite de gestion de la memoire et des caches, un serveur GDB et des 
controleurs d'interface. 
L'agregat de structures representant le modele de simulation de PSIM devient un attribut 
de classe d'un module SystemC. L'ensemble des fonctions de PSIM est compile dans 
42 
une librairie statique C qui est liee a l'executable de simulation SPACE. II est toujours 
possible d'interagir avec 1'ISS de l'exterieur et de deboguer l'application a l'aide de 
GNU GDB via une communication interprocessus de type socket. 
3.3.2.1.Integration de PSIMdans un modele SystemC 
Une fois PSIM declare comme attribut prive du module SystemC du PowerPC405, il 
faut implementer un moyen pour que PSIM puissent acceder a la memoire, aux 
peripheriques et aux interfaces qui sont modelises par d'autres modules SystemC dans 
SPACE. Ceci s'effectue par un remplacement de l'arbre de peripheriques de PSIM par 
des structures de fonctions callbacks pour chaque interface physique disponible soit le 
DCR, l'APU et la memoire (via le PLB et l'OCM). Ces fonctions callbacks manipulent 
les classes de controleur d'interfaces (Figure 3.5). 
PPC405 Class PPC405 Interface Controllers Classes 










Figure 3.5 - Schematisation de l'integration de PSIM a SPACE 
Cette methode permet une plus grande flexibilite et reutilisation de PSIM. II est possible 
de changer le comportement des interfaces, de simuler plusieurs niveaux de granularite 
temporelle ou de changer les parametres des caches de maniere non invasive du point de 
vue de PSIM. 
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L'exemple ci-dessous illustre comment cette methode est implantee. Une structure est 
definie pour chaque interface que possede le PowerPC, e.g. la memoire (ou MMU). Ces 
structures sont integrees au modele du processeur. Elles contiennent un pointeur de 
fonction pour chaque operation primitive que le PowerPC peut vouloir effectuer sur une 
interface, e.g. une synchronisation de contexte, une lecture de mot de 32 bits, etc. Elle 
contient aussi un pointeur vers l'instance de la classe qui s'occupe de gerer l'interface. 
typedef int (*FP_CALLBACK MEM ACCESS)( int *class 
unsigned long address, ur signed long *data); 
typedef int (*FP CALLBACK OP)( int 'class ptr); 
typedef struct mmu callbacks 
t 
int *class ptr; 
FP CALLBACK MEM ACCESS 
FP CALLBACK MEM ACCESS 
FP CALLBACK MEM ACCESS 
FP CALLBACK MEM ACCESS 










FP CALLBACK_OP sync_context; 
FP CALLBACK OP tlb inva 
FP_CALLBACK_OP tlb_inva 
FP CALLBACK OP translat 
} mmu callbacks; 




mmu callbacks memory; 
apu callbacks apu 
dcr callbacks dcr 
}; 
_ptr, 
Figure 3.6 - Exemple de structure de callback 
L'exemple suivant illustre une fonction de registration. Elle permet au niveau superieur 
(ppc405Core) de fournir les fonctions a utiliser par PSIM pour acceder aux interfaces, 
e.g. ecriture et lecteur via le bus DCR. Elle indique aussi quelle instance de classe 
s'occupera de traiter les requetes via un pointeur. L'etape de registration s'effectue 
pendant la phase end_of_elaboration de SystemC, i.e. le moment ou SystemC finalise la 
creation de ses modules. 
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void cpu bind dcr 
(cpu 'processor, int * pClass, FP CALLBACK MEM 
FP CALLBACK MEM ACCESS pDCRRead) 
) 
{ 
processor->dcr.class ptr = pClass; 
processor->dcr.write = pDCRWrite; 
processor->dcr.read = pDCRRead; 
} 
void ppc405Core::end of elaboration!) 
{ 
//register dcr callbacks 
cpu bind dcr ( 







Figure 3.7 - Exemple de fonction de registration 
II est impossible de passer une fonction membre de classe comme fonction de callback, 
puisque PSIM ne connait pas les definitions des classes du modele. Une fonction 
callback est done implantee avec une fonction statique non-membre mais declaree dans 
le contexte (fichier .cpp) de la classe ppc405Core. C'est ici qu'intervient le pointeur vers 
la classe gerant une interface. II est passe en argument a la fonction callback lors de son 
appel pour qu'elle puisse ensuite appeler les methodes appropriees, e.g. la 
synchronisation du MMU. 
static int SyncContext(int *class_ptr) 
{ 
unsigned long msr, ccrO, ccrl, iccr; 
((ppc405Core*)(class_ptr))->readRegister("msr", msr) ; 
((ppc405Core*) (class_ptr))->readRegister("ccrO" , ccrO); 
( (ppc405Core*) (class_ptr))->readRegister("ccrl", ccrl); 
( (ppc405Core*) (class_ptr))->readRegister("iccr", iccr) ; 




Figure 3.8 - Exemple de fonction callback et utilisation 
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3.3.2.2.Architecture modulaire 
Le modele SystemC resultant de cette integration de PSIM est une agregation de classes 
(Figure 3.9). La facade du modele est la classe PPC405 qui est instanciee dans une 
architecture SPACE et qui comporte tous les ports SystemC requis pour connecter les 
bus et les signaux d'interruption. C'est egalement un Proxy pour la classe 
PPC405Services qui possede une instance de toutes les classes de controleurs 
d'interfaces, du coeur et du MMU, ainsi que les methodes SystemC utilisees pour gerer 
les evenements des interruptions. L'utilisation d'un Proxy est necessaire pour cacher au 
client les details d'implantation du modele. 
La classe GDBServer permet a un client GDB (debogueur GNU) de se connecter a la 
simulation via une connexion par socket. II est ainsi possible de lire le contenu des 
registres, de la memoire, d'inserer des breakpoints et de controler la simulation du 
processeur. 
C'est la classe ppc405Core qui encapsule PSIM, fournit les methodes de controle de la 
simulation et initialise le modele PSIM avec les fonctions callback appropriees. Pour ce 
faire, elle contient des pointeurs vers chaque classe de controleur d'interface. Ces 
dernieres sont nombreuses (DCRController, OCMController, PLBController, 
APUController) et fournissent une abstraction du comportement des interfaces de 



































































pServices : PPC405Services* 
Figure 3.9 - Diagramme de classes siinplifie du PowerPC405 
La classe PPC405MMU implemente les strategies d'acces memoire, le support de la 
memoire virtuelle par translation d'adresse et les caches du processeur. C'est elle que 
toutes les fonctions callback de memoire manipulent pour lire, ecrire des donnees ou 
obtenir une instruction. Elle contient un processus leger, ou fil d'execution, independant 
qui alimente sans cesse en instructions le coeur de simulation en les stockant dans une 
FIFO selon le modele decrit a la section 3.2.1. 
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Le coeur de simulation de 1'ISS resultant correspond au niveau TF de la methodologie 
SystemC puisque le pipeline du processeur n'est pas implements. Cependant, les 
interfaces I/O du processeur sont implementees au niveau BCA. 
3.3.2.3.Port du RTOS 
L'ajout de ce nouveau simulateur du PowerPC405 dans SPACE necessite le port du 
systeme d'exploitation temps reel |iC/OS-II et des couches de communication bas 
niveau du Tor, e.g. la pile logicielle de SPACE. 
Main •.Communication! Interruptions 
gtils;:&: 
: Stub's5;, 
Definition^ • CSmmQhication 
: bas hiveati:: 
Main; 
Abstraction ties 


















Figure 3.10 - Structure du port d'u.C/OS-11 pour le PowerPC405 
Le port effectue pour le PowerPC405 (Figure 3.10) est constitue de 5 parties : 
Main : Fonction main du logiciel applicatif- initialise l'environnement logiciel 
SPACE, lance les taches utilisateur, etc. - et definitions de certains parametres 
architecturaux. 
Communication : Fonctions d'abstraction des communications a bas niveau 
pour le bus PLB et du DirectLink (voir chapitre suivant). 
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• Core : Cceur du RTOS. Comprend les fonctions d'initialisation de taches, de 
routines de changement de contexte, d'initialisation de l'environnement C++, de 
demarrage, etc. 
• Interruptions: Definition des routines de service d'interruption pour 
l'adaptateur de communication SPACE, des minuteries et des interruptions 
externes. 
• Utils & Stubs : Ensemble de fonctions utilitaires pour le calcul du temps, 
l'affichage et de pseudo assembleur. 
3.3.2.4.Plateforme dans SPACE 
Ce nouveau modele de processeur dans SPACE ouvre la porte a de nouvelles possibilites 
de conception de plateforme, i.e. architecture de communication multibus hierarchique, 
multiprocesseur heterogene, extensibilite du jeu d'instruction, etc. Le mecanisme de 
communication SPACE induit toutefois des prerequis architecturaux tels la presence de 
nouveaux composants e.g. un controleur d'interruption (PIC) et un ISSAdapter pour le 
PLB. La presence de deux niveaux d'interruption externes sur le PowerPC405 permet 
1'acceleration du traitement des communications materielles vers logiciel dans SPACE. 
La section interruption du port de uC/OS-II definit deux routines d'interruption : 
• Critique : Routine specifique a la gestion des messages SPACE provenant de la 
partition materielle. L'interruption de 1'ISSAdapter y est connectee. 
• Non critique : Routine generique pour toutes les interruptions externes pouvant 
provenir de modules de la partition materielle. Le concepteur peut registrer des 
fonctions de gestion specifique a chaque interruption. L'interruption du PIC y est 
connectee. Une boucle de traitement analyse quelles interruptions doivent etre 
traitees. 
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Ces deux niveaux etaient auparavant combines, induisant le delai de la boucle de 
traitement lors d'interruption causee par une communication materiel/logiciel. Cette 
separation permet de reduire le delai d'interruption pretraitement qui est non negligeable 
comme l'a demontre [67]. 
3.3.3. Moderation de l'APU et du FCB 
Une section importante du PowerPC405Fx disponible sur le Virtex4 de Xilinx est l'APU 
et le bus FCB. Cette section decrit 1'architecture du modele SPACE et son 
implementation. Ces composants seront utilises au chapitre 4. 
3.3.3.1 .Architecture 
Selon la specification du FCB, ce bus est un ensemble de fils, sans logique de controle, 
qui envoie chaque signal de l'APU a tous les FCM connectes au bus. Chaque instruction 
qui etend 1'ISA du PowerPC via l'APU ne peut etre decode et executee que par un seul 
et unique FCM. Quand une instruction est mise sur le bus, chaque FCM est responsable 
de verifier s'il en est le recipiendaire et effectuer le traitement approprie si tel est le cas. 
Ce comportement est realisable en simulation mais consommerait trop de temps : il 
faudrait envoyer une requete a chaque FCM pour verifier lequel peut executer une 
instruction specifique. Pour contourner ce probleme, l'architecture illustree a la Figure 








Figure 3.11 - Architecture de l'APU et du FCB 
Dans cette architecture, l'APU est un module SystemC integre a 1'ISS du PowerPC405. 
L'APU fournit diverses methodes pour lancer l'execution d'une instruction. II en existe 
cinq soit une pour chaque classe possible : UDI et predefinies (operation FPU, acces 
memoire FPU, load FCM et store FCM). Les methodes pour instructions predefinies 
sont appelees directement par les fonctions semantiques d'instruction. Dans le cas ou 
une instruction n'est pas dans le tableau de decodage du PowerPC405, la methode UDI 
est appelee si le format de 1'instruction correspond a celui specifie par un des huit 
registres de configuration UDI de l'APU. Ces cinq methodes formatent une transaction 
et la depose sur le bus FGB qui se charge d'effectuer le routage vers le bon FCM. 
Pour effectuer le routage, le FCB possede une table comportant une entree pour chaque 
instruction pouvant etre decodee par l'ensemble des FCM. Cette table associe un numero 
de port SystemC a chaque instruction et est construite lors de la phase de fin 
d'elaboration de la simulation SystemC. Chaque FCM est responsable de fournir un 
modele d'instruction pour chaque instruction qu'il decode. Un modele comprend un 
Masque et un Template. Le routage s'effectue sur le code d'operation d'une instruction 
si: 
CodeOp & Masque — Template 
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Cette methode permet de facilement associer un sous-ensemble d'instruction a un FCM 
specifique. De plus, chaque FCM comprend un thread qui peut etre lance lors 
d'instructions autonomes. 
3.3.3.2.Implementation 
Cette description architecturale a ete implemented selon le diagramme de classe illustre 
a la Figure 3.12. La classe APUUtility permet de manipuler les instructions pour en 
extraire des informations, i.e. registre d'operandes, code d'operation, etc., ou generer les 
modeles d'instruction pour le routage. Le patron de conception Proxy est ici aussi utilise 





































































Figure 3.12 - Diagramme de classe simplifie de l'APU 
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Un esclave FCB (classe FCBSlave, representant un FCM) implemente une interface 
specifique FCBSlavelF comportant une methode pour executer une instruction et une 
methode pour recuperer les modeles d'instructions. Un module SPACE desirant se 
connecter au FCB doit heriter de FCBSlave et implementer une fonction virtuelle pure 
(SlaveSpecificExecute) modelisant le comportement des instructions dont les modeles 
sont fournis par la fonction AddlnstructionDecodingRule. 
Le bus FCB (classe FCBBus) recoit les instructions via la methode PutRequest() et les 
route au bon esclave. 
3.4. Un environnement multiprocesseur heterogene 
Cet environnement de simulation consolide autour de la technologie disponible sur les 
FPGA Virtex-4 de Xilinx est multiprocesseur et heterogene, en ce sens qu'elle offre a la 
disposition du concepteur des processeurs de types differents tels le MicroBlaze et le 
PowerPC405 FX. De ce fait, les requis d'extensibilite des jeux d'instructions et de la 
presence d'interfaces pour canaux a haut debit sont remplis par les modeles de 




DIRECTLINK : ABSTRACTION DES COMMUNICATIONS 
POINT-A-POINT DANS LA PLATEFORME VIRTUELLE SPACE 
4.1.Paradigme du DirectLink 
Le paradigme DirectLink [73] consiste en un mecanisme de communication point a 
point pouvant s'adapter aux architectures MPSoC heterogenes, peu importe la 
plateforme materielle utilisee. II considere les modeles de communication de la section 
2.1, excluant le modele logiciel/logiciel puisque les mecanismes actuels de SPACE le 
gerent deja de maniere point a point. 
DirectLink tire avantage, s'il y a lieu, de la presence de canaux de communication 
dedies ou de la possibility d'etendre le jeu d'instruction du processeur (ANNEXE E). 
L'extensibility du processeur est ici utilisee pour ameliorer la bande passante d'une 
architecture et non pas sa puissance de calcul brute. Le canal partage est desengorge par 
la creation de chemins de donnees specifiques. 
DirectLink se presente sous la forme d'une abstraction complete des implementations 
possibles, tant materielles que logicielles. De plus, du point de vue programmeur, une 
communication DirectLink se fait via les memes primitives definies en 2.3.1.2, soit 
ModuleRead et ModuleWrite. Une sous-couche de 1'implementation se charge 
d'effectuer le routage des paquets entre les liens point a point et le canal partage. De 
cette maniere, la communication entre deux modules peut se faire meme si un lien point 
a point est retire. 
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Les requis fonctionnels, architecturaux et de performances sont les suivants 
Modeliser la transmission de messages ; 
Reduire V overhead induit par le logiciel SPACE; 
Supporter les communications bloquantes et non bloquantes ; 
Ameliorer la latence et le debit des communications ; 
Aider a diminuer la consommation de puissance (section 2.2.3) par le support de 
domaines d'horloge multiples ou la reduction de la complexity ; 
Fournir un modele architectural generique au developpeur ; 
Etre configurable (profondeur des FIFOs, selection d'un canal virtuel, etc.) ; 
Offrir une interface unique, tant materielle que logicielle ; 
Abstraire les specificites de la plateforme telles 1'architecture de communication, 
les protocoles utilises, les instructions specialises, etc.; 
Se concilier a la souplesse du drag-and-drop SPACE. 
4.2. Methodologie 
L'implementation du paradigme DirectLink se fait selon le choix de 1'architecture cible 
qui impose certains protocoles de communication auxquels les modules materiels d'un 
systeme et les taches logicielles devront etre adaptes. L'architecture cible est ici la 
plateforme multiprocesseur heterogene decrite au chapitre 3 basee sur la technologie du 
Virtex4 de Xilinx. Le chapitre 5 expliquera comment le paradigme peut etre etendu a 
d'autres architectures. 
La premiere etape de 1'implementation consiste en la realisation des nouvelles interfaces 
de communication entre les differents composants d'un systeme. Ces interfaces 
capturent les fonctionnalites requises et mentionnees a la section precedente. La 
deuxieme etape est la realisation d'une abstraction du lien point-a-point s'integrant 
facilement a SPACE. Cette abstraction est a la fois une classe pouvant s'instancier dans 
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Figure 4.1 - Methodologie ({'implementation du DirectLink a une architecture cible 
L'etape finale est le raffinement de ce systeme concu a haut niveau dans SPACE en une 
librairie de composants simulables que Ton pourrait eventuellement implementer sur un 
FPGA. Elle constitue une des contributions centrales de cette recherche. Ce raffinement 
peut se diviser en trois parties, inspirees de la methodologie de codesign (Figure 4.1) : 
Raffinement des communications : A Elix et Simtek (voir ANNEXE D), 
implementer le protocole SPACE par echange de messages via des modules 
materiels SystemC respectant les requis de la section 4.1. 
Generation du logiciel: A Simtek, les modifications generiques apportees au 
Tor et les modifications du RTOS specifiques a un processeur pour supporter le 
DirectLink. Ce code compile sous la forme d'une librairie est directement 
utilisable dans un environnement de developpement pour FPGA. 
Raffinement des modules materiels : Modifications aux modules materiels de 
base SPACE (SpaceBaseModule) pour supporter les nouveaux canaux de 
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communication DirectLink. Le resultat doit etre valide pour un futur 
developpement au niveau RTL sur FPGA. 
4.3. Specification des interfaces 
Le concept du DirectLink peut s'etendre aux differents niveaux de SPACE, Elix et 
Simtek. A Elix, cela permettrait de relier deux modules SPACE ensembles. A Simtek, 
deux modules ou un processeur et un module. Ce lien doit etre reproductible sur FPGA, 
sa specification est d'autant plus importante. 
4.3.1. Constitution du module 
Le module SPACE (SpaceBaseModule) devient la base du support du DirectLink. Pour 
assurer la compatibilite a plusieurs niveaux d'abstraction de meme qu'a differentes 
technologies, on y ajoutera, en plus du lien actuel pour bus partage (SpaceModulelF) des 
liens directs rapides d'entree et de sortie (Figure 4.2) qu'on appellera 
SpacelnStreamDirectLinklF (SISDL) et SpaceOutStreamDirectLink (SOSDL). Pour 
faciliter le developpement, les deux forment une paire inseparable, dont on peut decider 
de brancher ou non (i.e. un port peut rester flottant). Cela permet notamment de creer un 
processus de calcul intense style pipeline. Ainsi, le module aura son port de controle 
(celui qui existe actuellement) ou de debit moyen, puis des ports de donnees a haut debit. 
Tous les ports sont controles par les fonctions d'acces ModuleRead et ModuleWrite et le 
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Figure 4.2 - Lien de controle et lien de donnees 
4.3.2. Disponibilite des interfaces 
L'interface de controle sera rendue accessible par un canal de communication ou un bus. 
II ne pourra y avoir qu'une seule interface de ce type par module. D'abord pour assurer 
un seul point de configuration du module pour des applications types, puis pour des fins 
de compatibilite avec la structure en place (backward compatibility). L'interface de 
donnees a haut debit (le SISDL et le SOSDL) pourra etre ajoutee autant de fois que 
necessaire. Ainsi un module aura par defaut n interfaces (n etant une valeur statique 










Figure 4.3 - Exemple 1 : Lien direct SDL style pipeline 
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Une paire est reservee pour 1 module, done si on veut brancher deux modules en lien 
direct pour un traitement style pipeline (Figure 4.3), il faudra reserver deux paires. Cela 
facilite le design en simulation et n'influence pas la generation sur la carte (aucune 
allocation inutile de materiel). II sera aussi possible d'interconnecter deux modules pour 
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Figure 4.4 - Exemple 2 : Lien direct pour des echanges rapides inter modules 
Dans le cas present, on pourra fixer par exemple n a 8, soit le nombre de paires In/Out. 
Puisque meme si en theorie on pourrait supporter autant qu'on en voudrait, il y a une 
limite physique relativement basse a cette possibility, causee par la superficie du FPGA. 
4.3.3. Evaluation du probleme interface/controle 
Le probleme du controle des interfaces, i.e. comment les processus internes a un 
SpaceBaseModule manipulent lesdites interfaces, implique des modifications a 
SpaceLib. Voici un tableau qui compare les differences entre les methodes possibles a 
appliquer pour creer de nouvelles interfaces dans les modules SPACE. 
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Tableau 4.1 - Comparaison des methodes de controle des interfaces 
Groupement monolithique des 
interfaces 
Separation des interfaces / 
Processus de calcul unique 
Separation des interfaces / 
Processus de calcul multiples 
1 thread par 
port 
1 thread pour 
tous les ports 
1 thread pour tous les ports 1 thread par port 
I i 12 I s I i 12 13 
( Interface) ( interface ^ 
v ^R> J V_ L^Ri :—J 
^ Module ;ID 0 I Module ID; Module IDx j K_J 
M. M. 
+ 
Fonctionne avec le processus de 
synthese de SpaceBaseModule pour 
Cynthesizer1 
SpaceLib accepte (b) sans 
changement important et (a) avec 
quelques changements. 
Complexite materielle importante. 
Reduit les performances a cause du 
goulot: on ne peut traiter qu'une 
scule interface a la fois 
+ Performance accrue par rapport a 
A 
± Complexite materielle 
acceptable 
± SpaceLib peut supporter cela 
avec des changements 
d'envergure moyennc 
~ La synthese ne peut pas 
supporter presentement plusieurs 
interfaces 
+ Plus faible complexite materielle 
par rapport a A et B 
+ Performance maximale 
± SpaceLib doit subir les memes 
changements que B 
— SpaceLib ne pourra pas supporter 
ce module en logiciel. 
- La synthese ne peut pas supporter 
presentement plusieurs interfaces 
Le processus de synthese se base sur les travaux de Laurent Moss [72] du CIRCUS pour transformer automatiquement un module 
SPACE en module VHDL 
L'approche (B) Separation des interfaces avec processus de calcul unique a ete retenue 
pour etre implementee dans SpaceLib. Elle permet une reutilisation des modules en 
logiciel et augmente la bande passante en materiel. 
4.4. Connexions module/module HW-HW 
La connexion de base du DirectLink s'etablit entre deux modules materiels.Comme les 
liens possedent l'interface SISDL et SOSDL, la connexion est directe et l'utilisation 
d'adaptateur n'est pas necessaire. Les donnees sont stockees a meme le canal, le 
SDLShiftRegister (section 4.7.2). La version materielle pour FPGA pourrait utiliser 
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directement le lien FSL ou une variante personnalisee pour reduire 1'utilisation des 
ressources. 
4.5. Connexions module/module HW/SW ou SW/HW 
Les communications logicielles/materielles ou materielles/logicielles necessitent un 
ajustement du fait que chaque processeur utilise une technologie differente pour se 
connecter directement a un point materiel externe. De plus, un pilote (driver) est requis 
pour gerer les communications, notamment avec le registre d'interruptions, dans le cas 
ou les communications bloquantes sont necessaires. SPACE Codesign supporte deux 
technologies dont chacune possede ses particularites : (1) le uBlaze se connecte par FSL 
et (2) le PowerPC se connecte par FCB. 
Pour supporter correctement ces technologies, une specification particuliere et unique a 
chaque processeur est requise. Le principe demeure fondamentalement le meme 
cependant, ce qui limite les modifications a apporter. 
4.5.1. Cas du uBlaze 
Le uBlaze possede des ports de coprocesseurs nommes FSL et branches directement sur 
son pipeline d'execution. Des instructions specialises permettent d'y acceder. Le uBlaze 
possede 8 ports FSL maitres pour ecrire seulement et 8 ports SFL esclaves pour lire 
seulement. Afin de bien supporter les concepts de SPACE, on unira un port maitre et un 
port esclave pour representer un DirectLink. Chaque lien permettra ainsi d'unir un 
module logiciel et un module materiel. Dans le cas du uBlaze, cela limite a 8 le nombre 
de DirectLinks disponibles. Ainsi, le lien de donnees a haut debit se transforme en un 
lien coprocesseur pour les connexions logicielles/materielles. On peut considerer cela un 
lien rapide de processeur, puisqu'il accelere forcement les acces de ce dernier. 
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Afin de pouvoir harmoniser les connexions, un adaptateur de protocole convertira 
l'interface du module materiel (SDL) en interface FSL, permettant ainsi au lien 
module/uBlaze d'exister. Comme le FSL est une FIFO qui stocke l'information, 
l'adaptateur n'est qu'un wrapper qui ne conserve aucune donnee. Dans d'autres cas, 
comme celui du PowerPC, le canal ne contient pas d'elements de stockage, ainsi c'est 
l'adaptateur qui devrait s'en preoccuper. Afin de supporter les communications 
bloquantes, on reliera le gestionnaire d'interruption au uBlaze et on reservera deux 
interruptions par lien. Ainsi, la routine d'interruptions du RTOS pourra savoir de qui 
proviennent les communications. 
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Figure 4.5 - Schematisation du raffinement DirectLink pour fiBlaze 
Pour garantir le bon fonctionnement du protocole SPACE, le lien doit etre exclusif a 
deux modules et ne pas partager ce dernier : 
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• Lien 1 a 1 : les donnees reposent dans le FIFO tant qu'on ne les lit pas, et 
lorsqu'on les lit, elles sont consommees par le module a ordonnancer ; 
• Lien n a 1 : meme si cela reduit le nombre de liens FSL necessaires (1 par 
module materiel), le destinataire pourrait ne pas etre apte a receptionner les 
donnees, causant ainsi un transfert de ces donnees lues du FIFO vers la memoire. 
Dans ce cas, les gains du lien directs sont gaches et l'utilisation d'une memoire 
partage est plus simple et fait tout aussi bien l'affaire. 
II est a noter que les communications bloquantes requierent un certain mecanisme afin 
d'assurer leur support: 
• Les signaux Empty des liens FSL de sortie du |iiBlaze doivent etre connectes au 
PIC. Dans le cas d'une ecriture bloquante SW-HW, le uBlaze sera done informe 
par interruption de la lecture du message lorsque la FIFO du canal est vide. 
• Les signaux HasData des liens FSL d'entree du uBlaze doivent etre connectes au 
PIC. Dans le cas d'une lecture bloquante SW-HW, le (J-Blaze sera done informe 
par interruption de l'arrivee d'un message lorsque la FIFO du canal contient au 
moins une donnee. 
• Le pilote du |j.Blaze doit contenir une table associant chaque interruption a une 
interface FSL. Le gestionnaire d'interruptions est done capable de determiner 
quel canal doit etre traite en interrogeant le PIC lors d'une interruption. 
• Un semaphore doit etre cree pour chaque lien point-a-point (i.e. paire 
bidirectionnelle FSL) pour assurer la synchronisation lors des communications 
bloquantes. Une solution alternative serait l'utilisation des fonctions Suspend et 
Resume du RTOS, pour desactiver/activer l'execution des taches. 
• Le pilote du uBlaze doit contenir une table associant tous les IDs des modules 
HW aux liens point-a-point sur lequel ils sont connectes (i.e. numero d'interface 
FSL). 
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Par soucis de minimiser le nombre d'interruptions, les interruptions des liens point-a-
point sont masquees en permanence sauf lors de l'appel a une communication bloquante, 
qu'elle soit en ecrirure ou en lecture. De plus, etant donne l'unicite des modules aux 
extremites des liens et les restrictions imposees par la nature du canal de communication, 
l'inclusion d'un en-tete dans les messages SPACE devient inutile. Les performances du 
lien sont done accrues, en utilisant un modele flot de donnees. 
4.5.2. Particularites du uBlaze 
Les instructions speciales d'acces FSL getfsl ouputfsl sont bloquantes. Si le lien FSL est 
vide ou plein, l'execution du (iBlaze est suspendue (pipeline stall) empechant ainsi tout 
changement de contexte entre les differentes taches du systeme. Ce cas de figure est 
inacceptable : si une tache bloque sur l'attente de donnees, les autres taches doivent 
pouvoir s'executer. II faut done gerer l'etat du lien de maniere logicielle dans le Tor et 
utiliser les instructions non bloquantes ngetfsl et nputfsl. 
4.5.3. Cas du PowerPC405 
Contrairement au uBlaze, le PowerPC405 ne possede pas de liens dedies haut debit a 
proprement parler. II possede une seule interface APU sur laquelle peut se connecter le 
bus FCB. Toutes les transactions passent par le bus FCB. Puisque ce bus ne peut 
contenir aucune donnee en tampon, des FIFOs sont presentes dans des FCB Adapter 
reliant les modules materiels au bus. Le lien point a point est done virtuel. 
A chaque lien virtuel, identifie par un identificateur numerique unique DLid, est associe 
deux numeros de registre APU qui seront utilises par les instructions specialises 
predefinies de lecture/ecriture (voir section suivante). Chaque numero represente un 
canal different du lien virtuel: 
Canal de donnee 
o Canal de transmission des donnees 
o Numero de registre est forme par (DLid « 1) | 1 
Canal de controle 
o Permet de connaitre l'etat des FIFO internes a l'adaptateur 
o Permet de changer le mode d'interruption. 
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Figure 4.6 - Schematisation du raffinement DirectLink pour PowerPC405 FX 
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L'adaptateur peut operer dans deux modes d'interruption : 
• EnoughData : Une interruption sera generee des que le FIFO a l'espace suffisant 
pour l'ecriture d'un message en entier ou que le FIFO est vide. 
• EmptyOnly : Une interruption sera generee seulement lorsque le FIFO est vide. 
II est a noter que les communications bloquantes requierent un certain mecanisme afin 
d'assurer leur support: 
• Les signaux Empty des adaptateurs doivent etre connectes au PIC. Dans le cas 
d'une ecriture bloquante SW-^HW, le PPC sera done informe par interruption de 
la lecture du message lorsque le FIFO du canal est vide ou qu'il y a un espace 
suffisant pour ecrire un message. 
• Les signaux HasData des adaptateurs doivent etre connectes au PIC. Dans le cas 
d'une lecture bloquante SW^-HW, le PPC sera done informe par interruption de 
l'arrivee d'un message lorsque le FIFO du canal contient au moins une donnee. 
• Le pilote du PPC doit contenir une table associant chaque interruption a un 
numero de lien avec lequel sera forme le numero de registre APU selon le canal 
desire. Le gestionnaire d'interruption est done capable de determiner quel canal 
doit etre traite en interrogeant le PIC lors d'une interruption. 
• Un semaphore doit etre cree pour chaque lien point-a-point virtuel afin d'assurer 
la synchronisation lors des communications bloquantes. Une solution alternative 
serait l'utilisation des fonctions Suspend et Resume, pour desactiver/activer 
l'execution des taches. 
• Le pilote du PPC doit contenir une table associant tous les IDs des modules HW 
aux liens point-a-point virtuels sur lequel ils sont connectes (i.e. numero 
d'interface FSL). 
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Par soucis de performances, les interruptions des liens point-a-point sont masquees en 
permanence sauf lors de l'appel a une communication bloquante, qu'elle soit en ecriture 
ou en lecture. 
De plus, etant donne l'unicite des modules aux extremites des liens et les restrictions 
imposees par la nature du canal de communication, 1'utilisation d'un en-tete de message 
devient inutile. Les performances du lien sont done accrues, en utilisant un modele data 
stream. 
4.5.4. Particularites du PowerPC405 
L'APU predefinit plusieurs instructions Load/Store afin de transferer des donnees entre 
le systeme de memoire du PowerPC (D-Cache ou memoire DPLB/DOCM) et un 
coprocesseur. Chacune de ces instructions possede 5 bits pour determiner dans quel 
registre du coprocesseur les donnees sont lues ou ecrites (Tableau 4.2). II y a done 32 
registres disponibles. En utilisant 2 registres (canal de donnees et de controle) par lien 
virtuel, il y a done 16 DirectLink possible sur le PowerPC405. 
Tableau 4.2 - Format des instructions predefinies STWFCMUX et LWFCMUX 
Format PPC X - Bits 
Opcode primaire Registre FCM Adresse de base Decalage Opcode secondaire 
0 
Instruction STWFCMUX 
31 FCM5 rA rB 711 
Instruction LWFCMUX 
31 FCM5 rA rB 583 
Tous les transferts autorises sont de 32 bits. Seulement deux instructions seront done 
utilisees pour les communications point-a-point: 
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• stwfcmux {Store word with update indexed): Cette instruction envoie la donnee 
contenue dans le registre FCM5 a l'adresse (rA + rB) & (~3) et met a jour le 
registre rA avec cette adresse. 
• lwfcmux {Load word with update indexed) : Cette instruction envoie la donnee 
contenue a l'adresse (rA + rB) & (~3) dans le registre FCM5 et met a jour le 
registre rA avec cette adresse. 
Ces deux instructions bloquent le pipeline du PowerPC405 tant que le coprocesseur ne 
signale pas la fin de son execution. Aucun autre registre que rA n'est modifie lors de 
1'execution. II est done impossible de savoir si la lecture/ecriture dans le FIFO du FCB 
Adapter a reussi (FIFO plein, FIFO vide). C'est pourquoi un canal de controle est ajoute 
pour connaitre l'etat du lien et changer son mode de generation des interruptions. 
4.6. Connexions module/module SW/SW 
Un des avantages du DirectLink est qu'il permet la connexion virtuelle directe entre 
deux taches logicielles s'executant sur des processeurs distincts. Cette section presente 
les possibilites offertes sur le Virtex4 de Xilinx. 
4.6.1. Architecture homogene jiBlaze 
Le mecanisme logiciel/materiel propose en 4.5.1 est valable pour connecter deux jiBlaze 
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Figure 4.7 - Interconnexion de deux uBIaze par DirectLink 
Aucun adaptateur de protocole n'est requis puisque les deux |iBlaze utilisent le 
protocole FSL qui stocke les donnees directement dans le lien. Aucune modification au 
Tor, sauf celle deja apportees en 4.5.1, n'est necessaire. 
4.6.2. Architecture homogene PowerPC405 
II est aussi possible d'interconnecter deux PowerPC405 via un nouveau composant 
FCB-FCB Channel Bridge (Figure 4.8) 
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Figure 4.8 - Interconnexion de deux PowerPC405 par DirectLink 
Aucun adaptateur de protocole n'est requis puisque les deux PowerPC utilisent le 
mecanisme APU. Cependant, un pont est necessaire pour stocker les messages SPACE 
et generer les interruptions pour les communications bloquantes. Aucune modification, 
sauf celle deja apportees en 4.5.3, au Tor n'est necessaire. 
4.6.3. Architecture heterogene fiBlaze-PowerPC405 
Le support de systemes multiprocesseurs heterogenes PowerPC405-uBlaze est aussi 
assure via le composant FCB-FSL Channel Bridge (Figure 4.9). L'utilisation d'un lien 
FSL est ici exclue. Le PowerPC necessite certains signaux que le FSL ne genere pas et 
afin d'eviter d'avoir des tampons de donnees a 2 endroits differents (Brigde et lien FSL), 
il faut connecter le composant directement aux interfaces FSL du uBlaze. Ce pont est 
aussi necessaire pour stocker les messages SPACE et generer les interruptions pour les 
communications bloquantes. Aucune modification, sauf celle deja apportees aux Tor en 
4.5.1 et 4.5.3, n'est necessaire. 
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FSLMasterIF FSLSIavelF 
Figure 4.9 - Interconnexion d'un jiBlaze et d'un PPC405 par DirectLink 
4.7.Design des composants SpaceLib 
Une part importante du travail de recherche est le developpement de modules SystemC 
s'integrant a SpaceLib et mettant en place le nouveau protocole de communication du 
DirectLink. 
4.7.1. Interfaces 
Afin d'implementer le DirectLink, deux interfaces materielles de base doivent etre 
definies pour supporter le modele decrit a la section 4.1. Ces interfaces sont des classes 
C++ abstraite heritant de 1'interface SystemC. 
Ces deux interfaces (SpacelnStreamlF et SpaceOutStreamlF), dont le code se trouve ci-
dessous, modelisent l'aspect flot de donnees du DirectLink en fournissant deux 
methodes distinctes pour les communications bloquantes et non bloquantes. Elles 
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prennent en parametres un pointeur vers le tampon de donnees contenant le message 
SPACE et la taille de ce tampon. 























eStatus ReadStream ( 
d* vpData32, 
long ulDataLength8 
) = 0; 
Code de SpaceOutStreamlF 
class SpaceOutStreamlF : 
public sc interface 








Figure 4.10 - Code des interfaces In/Out Stream 
4.7.2. SDLShiftRegister 
Le SDLShiftRegister (Figure 4.11) est le composant materiel de base pour la 
communication point a point entre deux modules fonctionnels ou materiels. II permet 
cette connexion sans l'utilisation d'adaptateurs, implementant les interfaces 
SpacelnStreamlF et SpaceOutStreamlF. II contient une FIFO synchrone ou asynchrone 
(pour relier deux domaines d'horloge) afin de stacker les messages SPACE. 
SpaceOutStreamlF SpacelnStreamlF i 
Figure 4.11 - Architecture du SDLShiftRegister 
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II offre une latence configurable selon Elix ou Simtek, il est unidirectionnel et la taille de 
son FIFO est configurable. Le SDLShiftRegister peut etre facilement implemente sur 
FPGA en utilisant la BRAM disponible dans le Virtex4. Sa semantique est similaire a 
celle du lien FSL, mais elimine certains signaux inutiles. Les communications 
bloquantes sont supportees, de la meme facon que pour le ModuleAdapter (i.e. le thread 
du module peut bloquer lors d'appels de primitives de communication sur des objets de 
synchronisation SystemC). 
4.7.3. SDLToFSLAdapter 
Le SDLToFSLAdapter est le composant materiel de base pour la communication point a 
point entre un module materiel et un processeur uBlaze. 
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Figure 4.12 - Architecture du composant SDLToFSLAdapter 
II opere une conversion de protocole quasi directe entre les requetes SpaceStream et FSL 
et est utilisable de maniere unidirectionnelle ou bidirectionnelle, en connectant une seule 
des interfaces ou les deux. Cet adaptateur serialise les messages SPACE de longueur n 
provenant des interfaces stream en effectuant n acces sur les interfaces FSL. 
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4.7.4. SDLToFSBAdapter 
Le SDLToFSLAdapter est le composant materiel de base pour la communication point a 
point entre un module materiel et un processeur PowerPC 405 FX via le bus de 
communication FCB. II stocke les messages SPACE dans deux FIFO internes de tallies 
configurables. II opere une conversion complexe entre l'analyse d'instructions 
predefinies de l'APU et le protocole SpaceStream. II est charge avec Pidentificateur du 
DirectLink qu'il implemente. 
HasData Interrupt Empty Interrupt 
SpacelnStreamlF 
SDLToFCBAdapter 
Interrupt logic p 
Empty 








Figure 4.13 - Architecture du composant SDLToFCBAdapter 
II offre les caracteristiques suivantes 
Les FIFO doivent generer les signaux suivants : 
o FreeSize : espace libre dans le FIFO ; 
o OccupiedSize : espace occupee dans le FIFO ; 
o Empty et HasData : FIFO vide et FIFO non vide respectivement. 
LinkStatus Register est la concatenation de OccupiedSize et FreeSize. 
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o LinkStatus = (OccupiedSize « 16) | FreeSize 
o La valeur de LinkStatus peut etre lue via le canal de controle. 
Le mode d'operation de InterruptLogic peut etre change via le canal de controle 
Interruption Empty Interruption! 
InterruptLogic 





Free >= Msg 
MsgSize FreeSize I 
•:.. .Mi: ,.. 1 
Figure 4.14 - Logique d'interruption pour le composant SDLToFCB 
La logique d'interruption illustree a la Figure 4.14 s'occupe de controler la generation de 
1'interruption Empty selon le mode d'operation. Le registre MessageSize peut etre charge 
via le canal de controle et represente la taille du message a ecrire. En mode EnoughData, 
1'interruption Empty est declenchee lorsque FreeSize est superieur ou egal a 
MessageSize. 
Dans la Figure 4.13, le bloc FCBIF Logic s'occupe d'analyser les instructions qui 
passent sur le bus FCB et determiner s'il doit les executer. II obeit a l'arbre de decision 
illustre a la Figure 4.15. 
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Figure 4 .15 - Arbre de decision du FCBIF logic 
Une lecture du canal de controle fourni toujours la valeur du registre LinkStatus. Lors 
d'une ecriture au canal de controle, deux commandes peuvent etre chargees : 
WAKEUPENOUGHDATAMODE dont le mot de code est ((1 « 31) 
(MsgSize & 65535)) 
WAKEUP EMPTYONLY MODE dont le mot de code est 0. 
76 
4.7.5. FCBFCBChannelBridge 
Le FCB-FCBChannelBridge permet l'etablissement d'un lien point a point entre deux 
PowerPC405 FX via le bus de communication FCB. II stocke les messages SPACE dans 
deux FIFO internes de tailles configurables. II est charge avec les deux identificateurs 
des DirectLink qu'il implemente sur chaque PowerPC405 FX. 
II reprend 1'architecture du SDLToFCBAdapter (Figure 4.13) et remplace la logique des 
interfaces SpaceStream par un dedoublement de la logique du FCBIF. 
4.7.6. FCBFSLChannelBridge 
Le FCB-FSLChannelBridge permet l'etablissement d'un lien point a point entre un 
PowerPC405 FX et un uBlaze. II stocke les messages SPACE dans deux FIFO internes 
de tailles configurables. II est charge avec l'identificateur du DirectLink qu'il 
implemente sur le PowerPC405 FX. 
II reprend 1'architecture du SDLToFCBAdapter (Figure 4.13) et remplace la logique des 
interfaces SpaceStream par de la logique pour le protocole FSL. 
4.7.7. SpaceBaseModule 
Le SpaceBaseModule de SpaceLib est modifie pour refleter le modele de la section 4.3 : 
• Ports SystemC supplementaires pour supporter 1'interface point a point via les 
interfaces SpacelnStreamlF et SpaceOutStreamlF. Les fonctionnalites point-a-
point deviennent standard a tout nouveau module cree. 
• Ajout de traitement supplemental pour decider quelle interface de 
communication prendre, le lien point a point ou le bus de controle partage. Ce 
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Figure 4.16 - SpaceBaseModule ameliore 
Deux tables de routage sont encapsulees dans SpaceBaseModule servant a prendre la 
bonne interface, point a point ou bus, pour les donnees en entree (via ModuleRead) ou 
en sortie (via ModuleWrite). A chaque identificateur de module possible i (0 < / < 255) 
est associee l'interface de controle ou une des n interfaces DirectLink. 
Trois methodes sont disponibles a l'interne : 
• InitRoutingTable : Initialisation d'une table de routage, par defaut toutes les 
communications passent par l'interface de controle ; 
• AddRoute : Ajout d'une entree a la table de routage ; 
• DirectLinkWhichChannel: Determine 1'identificateur de l'interface a prendre 
pour communiquer avec un module donne (via son identificateur de module). 
Les tables de routage sont construites explicitement lors de l'instanciation de la 
simulation SystemC et non pas automatiquement lors de la phase d'elaboration de la 
simulation. Cette derniere methode aurait ete cotiteuse au plan de la complexite de 
SpaceLib. 
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Deux methodes sont disponibles via l'interface du SpaceBaseModule pour attacher un 
composant SystemC implementant les interfaces stream. Ces methodes determinent une 
interface libre, attachent le composant et ajoutent l'entree correspondante a la table de 
routage du module. Ces methodes peuvent etre appelees manuellement par le concepteur 
mais sont aussi gerees par le modele haut niveau DirectLink presente a la section. 
4.8. Implications au niveau de la pile logicielle 
Au niveau logiciel, un module utilisateur SPACE n'a plus de ports SystemC puisque 
celui-ci est encapsule en tant que tache logicielle. Done la seule implication est 
d'analyser le message et de savoir si, dans le cas d'un message pour un module HW, 
celui-ci est envoye vers l'interface point a point ou l'interface de controle (typiquement 
le bus). 
La Figure 4.17 illustre l'architecture du Tor avant les modifications pour le support du 
DirectLink. II comprend un composant Gestionnaire des communications, aussi appele 
SWBus {Software Bus), qui route les messages entre le logiciel et le materiel. Si un 
message SPACE est destine a module logiciel contenu sur le processeur, le message est 
stocke dans une FIFO logicielle associe au module. Dans le cas contraire, le message est 
ecrit sur le bus a l'adresse du module materiel destinataire. 
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Figure 4.17 - Architecture logicielle SPACE pre-DirectLink 
La Figure 4.18 illustre l'architecture du Tor apres les modifications apportees pour 
supporter le DirectLink. 
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Figure 4.18 - Architecture logicielle SPACE post-DirectLink 
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Lors d'appels aux primitives de communication ModuleRead ou ModuleWrite, une 
etape de routage des messages SPACE doit s'effectuer. Une table de routage similaire a 
celle contenue dans le SpaceBaseModule est done construite. Elle associe a chaque 
identificateur / de module possible (0 < i < 255) une structure DirectLinkCoprocinfos 
contenant les informations necessaires a la gestion d'un DirectLink : 
• L'identificateur de canal du DirectLink (registre FCM, numero de lien FSL, etc.) ; 
• Le numero de 1'interruption Empty pour ce DirectLink ; 
• Le numero de 1'interruption HasData pour ce DirectLink. 
La table est construite via l'API logiciel du DirectLink avec la fonction 
RegisterDirectLink. Cette fonction est appelee pour chaque DirectLink lors de 
1'initialisation du systeme logiciel dans la fonction DirectLinklnitializationHook. Cette 
fonction est stockee dans un fichier C++ genere par SpaceStudio. 
Deux fonctions de gestion generique des DirectLink sont integrees sur SWBus, soit 
InternalStreamRead et InternalStreamWrite. Lorsqu'il est determine qu'un message doit 
transiter via un DirectLink, ces fonctions sont appelees. Elles transferent le message a la 
fonction d'implementation specifique propre a chaque processeur en specifiant le canal 
DirectLink a utiliser et gerent le caractere bloquant des communications par le 
masquage-demasquage des interruptions et la manipulation des semaphores de blocage 
de taches. 
Les fonctions d'implementation specifiques serialisent les messages SPACE selon le 
protocole propre au processeur (sections 4.8.1 et 4.8.2). C'est ici que les caracteristiques 
telles les instructions specialises ou les canaux de communication haut debit sont 
utilisees pour transferer le message. Afin d'eviter la speculation de donnees, i.e. 
annulation d'une instruction de transfert apres la phase d'execution dans le pipeline 
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resultant en une donnee stockee dans une FIFO du DirectLink, les interruptions sont 
desactivees pendant tout le transfert du message. 
4.8.1. Protocoles fiBlaze 
La serialisation et l'envoi des messages SPACE via DirectLink doit suivre certains 
protocoles propres a chaque processeur afin d'assurer leur integrite, leur transfert a bas 
niveau et leur mode bloquant. Quatre cas de figures sont envisageables pour le logiciel 
sur [xBlaze. 
4.8.1.1.Lectures bloquantes et non-bloquantes 
Pour une lecture non-bloquante, si aucune donnee n'est contenue dans le lien FSL, la 
lecture echoue. Dans le cas contraire, la quantite requise de donnees est lue de maniere 
non-bloquante (ngetfsl). Les interruptions du lien FSL sont masquees pendant toute 
1'execution de la routine. 
Processus suspendu 
jusqu'a ce que I'lSR 
incremente le 
semaphore 
Figure 4.19 - Diagramme de decision pour les lectures via FSL 
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Dans le cas d'une communication bloquante, si aucune donnee n'est presente dans le 
lien FSL au moment de l'appel, 1'interruption HasData du lien est activee et le processus 
bloque sur un semaphore de synchronisation. II sera reveille par 1'ISR du uBlaze des 
qu'un message commence a etre stocke dans le lien. Dans le cas ou un message - ou une 
portion de message en cours de transfert - est present, la quantite requise de donnees est 
lue de maniere non-bloquante (ngetfsl). 
4.8.1.2.Ecritures bloquantes et non-bloquante 
Pour une ecriture, les donnees sont ecrites de maniere continue et non-bloquante 
(nputfsl). Des que le FIFO est plein, le processus bloque dans l'attente qu'elle se vide 
completement, puis reprend le transfert jusqu'a ce que le message soit transmis en entier. 
Le processus ne bloquera pas une deuxieme fois, car puisque le FIFO s'est vide, le 
message presentement transmis est en cours de lecture par le module a 1'autre extremite 
du lien. Si le FIFO est plein des la premiere ecriture, il serait aussi possible de quitter la 
routine en retournant un code d'erreur FIFO_FULL. 
Le paradoxe d'une ecriture dite non-bloquante qui bloque lorsque le canal est plein est 
inevitable avec l'utilisation d'un lien FSL, car : 
• II est impossible de connaitre l'espace libre dans le lien FSL ; 
• II est impossible de savoir quand le lien se liberera lorsqu'il est plein ; 
• Lorsque le FIFO est plein, il est inacceptable d'effectuer un polling du lien car 
les autres taches doivent pouvoir s'executer ; 
• II est inacceptable de quitter la routine des que le FIFO est plein, car le message 
ne serait pas transmis en entier. Ceci occasionnerait un crash du systeme. 
Bien sur, le fait de bloquer sur un semaphore et d'executer un ISR ralentit 
considerablement les performances du systeme. Cependant, la taille des FIFOs est 
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ajustable en simulation. Une taille minimale sera choisie afin d'eviter que ce cas de 
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Figure 4.20 - Diagramme de decision pour les ecritures via FSL 
Dans le cas bloquant, le concept est le meme que l'ecriture non-bloquante. Une etape 
supplemental est ajoutee a la fin de la transmission du message afin d'attendre que le 
FIFO se vide completement, indiquant que le message transmis a ete lu correctement. 
4.8.2. Protocoles PowerPC405 
Comme pour le uBlaze, la serialisation et 1'envoi des messages SPACE via DirectLink 
doit suivre certains protocoles. Quatre cas de figures sont envisageables pour le logiciel 
sur PowerPC405 FX. 
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4.8.2.1.Lectures bloquantes et non-bloquantes 
Pour toutes lectures, le registre d'etat du lien doit etre lu via le canal de controle pour 
verifier la presence de donnees dans le lien. Pour la lecture non-bloquante, si aucune 
donnee n'est contenue dans le lien, la lecture echoue. Dans le cas contraire, la quantite 
requise de donnees est lue via le canal de donnees. Les interruptions du lien sont 
masquees pendant toute l'execution de la routine. 
Utilisation de I'instruction 
stwfcmux avec le numero du 
lien de controle 
Processus suspendu 







Utilisation de I'instruction 
stwfcmux avec ie numero du 
lien de donnees 
a Lecture dphhee ;:.k-
SUCGES 
Figure 4.21 - Diagramme de decision pour les lectures via FCB 
Dans le cas d'une communication bloquante, si aucune donnee n'est presente dans le 
lien au moment de l'appel, 1'interruption HasData du lien est activee et le processus 
bloque sur un semaphore de synchronisation. II sera reveille par 1'ISR externe du 
PowerPC des qu'un message commence a etre stocke dans le lien. Dans le cas ou un 
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message - ou une portion de message en cours de transfert - est present, la quantite 
requise de donnees est lue via le canal de donnees. 
4.8.2.2.Ecritures bloquantes et non-bloquantes 
Toutes les ecritures commencent par une lecture du registre d'etat du lien. Puisque 
l'ecriture peut bloquer le pipeline du processeur, il faut s'assurer que le transfert ne sera 
pas interrompu. Une verification est done effectuee a savoir s'il y a assez d'espace libre 
dans la FIFO du canal. Si e'est le cas, le message est transmis via le canal de donnees. 
Dans le cas contraire, une commande WakeUp (section 4.7.4) est envoyee au DirectLink 
pour que l'interruption EMPTY soit activee lorsque le lien est vide ou qu'il contient 
assez d'espace pour stacker le message en entier. Les interruptions sont reactivees sur le 
PowerPC et le processus bloque sur un semaphore de synchronisation. Le message sera 
transfere lors du reveil de la tache. 
Dans le cas d'une ecriture bloquante et suite a la completion de la transmission, une 
commande WakeUp est envoyee du DirectLink pour que l'interruption EMPTY soit 
activee lorsque le lien est vide. Les interruptions sont reactivees sur le PowerPC et le 
processus bloque sur un semaphore de synchronisation. 
Ecriture commande 
WakeUpWhen 
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Figure 4.22 - Diagramme de decision pour les ecritures via FCB 
4.9. Abstraction du DirectLink dans SPACE 
Une des etapes de conception du DirectLink etait l'etablissement d'un modele a haut-
niveau masquant la complexite des implementations possibles telles que discutees dans 
la section 4.1. 
4.9.1. Modelisation 
Pour faciliter la conception des architectures de communication de MPSoC dans SPACE, 
un modele abstrait du DirectLink doit etre mis a la disposition du designer. Cette 
abstraction (Figure 4.23) est a la fois un modele de visualisation du DirectLink qui peut 
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etre utilise dans SpaceStudio, un outil de conceptualisation du mecanisme et une classe 










Implementation des communications 
Interface 
Figure 4.23 - Schematisation de l'abstraction DirectLink 
Le DirectLink peut se modeliser comme une boite noire masquant une implementation 
d'un mecanisme de communication point-a-point (souvent une conversion de protocole 
entre des mecanismes de communication haut-debit). 
II accepte la connexion de deux peripheriques materiels (HardwareDeviceSlot, i.e. 
PowerPC405, uBlaze, SpaceBaseModule) sans se soucier du type de la connexion. Un 
mecanisme de selection de 1'implementation base sur une librairie s'effectuera en 
fonction du type des deux peripheriques attaches, si une telle implementation existe. A 
chaque peripherique sont associees deux valeurs : 
SpaceModulelD : Identificateur numerique du module SPACE attache. Dans le 
cas d'un microprocesseur, il s'agit de YID du module logiciel s'executant sur ce 
microprocesseur et auquel le DirectLink est associe. II sert a identifier les 
signaux d'interruption propres a chaque peripherique. 
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• ChannellD : Identificateur numerique du canal selectionne sur le peripherique 
materiel pour etablir la connexion du DirectLink. Chaque DirectLink doit etre 
connecte sur un canal different. Dans les cas presentes dans ce chapitre, le canal 
peut se raffmer sous trois formes : 
o Numero de port FSL dans le cas du uBlaze 
o Numero de registre FCM dans le cas du PowerPC405 FX 
o Numero de port stream dans le cas du SpaceBaseModule 
Optionnellement, pour chaque peripherique, si celui-ci est un microprocesseur, le 
DirectLink peut fournir une paire de signaux d'interruption Empty et HasData pouvant 
se connecter au controleur d'interruption du microprocesseur. Le concepteur est libre de 
les connecter sur les ports de son choix. 
4.9.2. Implementation dans SpaceLib 
Ce modele est implements (Figure 4.24) dans SpaceLib et peut etre instancie dans une 
simulation SPACE. La classe DirectLink est la facade que le concepteur utilise. Trois 
methodes sont disponibles : 
• AttachDevice : C'est une methode polymorphique permettant d'attacher un 
peripherique materiel au DirectLink. II en existe une version pour chaque type de 
peripherique disponible (presentement 3). A chaque methode est associe un 
identificateur de type unique. 
• HasDatalnterrupt et Emptylnterrupt qui permettent de recuperer les signaux 




























-Implementation : IDirectLinklmplementation 


















Figure 4.24 - Diagramme de classe simplifie du DirectLink 
La classe DirectLinkServices implemente la gestion des peripheriques attaches (par 
deux structures DeviceSlot), la generation des signaux d'interruption (scsignal) et 
garde une reference vers 1'implementation du mecanisme de communication via 
l'interface IDirectLinklmplementation. Chaque DeviceSlot comprend l'information 
sur le type de peripherique, l'identificateur de module, l'identificateur de canal ainsi que 
des references aux objets de peripheriques et de signaux. 
Lorsque le lien est complet, i.e. deux peripheriques sont attaches correctement, 
DirectLinkServices fait appel a la classe DirectLinklmplFactory pour selectionner et 
instancier 1'implementation necessaire dans une banque de classes d'implementation. 
Chaque implementation possede un identificateur genere de maniere unique a partir des 
identificateurs des deux types de peripheriques qu'elle peut relier. La selection s'opere 
sur cet ID genere comme suit: ((1 « ComponentTypel) + (1 « ComponentType2)). 
Une fois 1'implementation selectionnee, la methode bind() est appelee. Tous les 
modules SPACE necessaires pour effectuer la conversion de protocole entre les deux 




ANALYSE, PERFORMANCES ET DISCUSSION 
Ce chapitre presente les resultats lies au fonctionnement et a 1'implementation du 
DirectLink pour le Virtex-4 de Xilinx. II discute aussi de la validation empirique et 
qualitative du paradigme ainsi que son extensibility a d'autres architectures. 
Les latences et debits de communications du materiel au materiel, du materiel au logiciel 
et du logiciel au logiciel sont presentes pour les deux variantes du DirectLink, i.e. celle 
du PowerPC405 FX qui utilise des instructions specialisees et celle du uBlaze utilisant 
des canaux de communications dedies. Ces resultats sont aussi compares aux methodes 
conventionnelles de communication dans SPACE. Brievement, le DirectLink permet une 
acceleration tant du point du vue materiel que logiciel. En logiciel, il permet une 
reduction des latences de 54% pour l'ecriture et de 96% pour les lectures. L'interface 
materielle SDL {stream) permet une augmentation de la bande passante d'un facteur 3 
dans le pire des cas. 
La methodologie actuelle de communication SPACE est aussi analysee et certaines 
ameliorations sont suggerees pour ameliorer la complexity et les performances globales 
de l'architecture de communication sous-jacente a SPACE. 
5.1. Validation du paradigme DirectLink 
Puisque la majorite des objectifs du DirectLink ne sont pas quantifiables, leur evaluation 
et leur validation passent par une approche qualitative1. Le DirectLink presente une 
1 Basee sur les discussions avec Cedric Migliorini suite a son utilisation du DirectLink pour accelerer une 
application JPEG dans le contexte de son memoire [68] 
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transparence et une facilite d'utilisation elevee du point de vue materiel. L'etablissement 
d'un lien point-a-point se complique cependant lorsqu'un module logiciel est present. La 
gestion de la connectivite n'est pas uniforme entre les partitions logiciel/materiel et 
necessite l'appel a la fonction RegisterDirectLink, ce qui viole la premisse d'interface 
unique pour les deux partitions. Cette problematique est impossible a regler et est causee 
par le fonctionnement meme de SpaceLib. Puisque dans SPACE les deux partitions sont 
compilees separement, il est impossible que les proprietes du DirectLink instancie en 
simulation (declaration de la partition materielle) soient connues des logiciels applicatifs 
s'executant sur les microprocesseurs. En bref, la table de routage logicielle ne peut etre 
construite par l'instanciation du modele C++ du DirectLink dans une simulation. Deux 
solutions sont possibles pour eviter la gestion de cette complexity par l'utilisateur : 
1. Inclusion du modele DirectLink dans SpaceStudio comme paradigme de 
visualisation des liens point-a-point. SpaceStudio devient alors legataire du choix 
de V implementation et peut generer les fichiers des partitions materielle et 
logicielle en consequence. 
2. S'inspirer des travaux du professeur Jerraya (section 2.3.3) et traiter les 
mecanismes de communication comme des services offerts aux logiciels 
applicatifs. Cette methode fait disparaitre la gestion mutuellement exclusive des 
deux partitions mais necessite une refonte en profondeur de SpaceLib. 
Le besoin de genericite du modele est respecte. II est utilisable sans modifications tant 
sur le PowerPC que sur le (xBlaze. Le concepteur peut relier deux modules sans 
connaitre l'existence du FSL ou de l'APU. Tel que demontre a la section 5.6, le modele 
est meme extensible a deux autres plate formes. L'inconvenient du modele est son 
incapacity a modeliser de maniere uniforme la gestion des communications bloquantes 
necessitant des signaux d'interruption. II est a noter que ces signaux sont primordiaux 
pour respecter les modes de communication SPACE sans engendrer des delais d'attente 
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active au niveau logiciel. lis doivent cependant etre connectes manuellement au 
peripherique de gestion des interruptions. Quatre solutions sont envisageables : 
1. L'ajout d'un troisieme (ou quatrieme) DeviceSlot optionnel au modele du 
DirectLink qui contiendrait le(s) controleur(s) d'interruption pour les 
microprocesseurs attaches. Le DirectLink pourrait ainsi effectuer lui-meme les 
connexions des signaux d'interruption. Ceci requiert que tous les controleurs 
d'interruptions possedent la meme interface SystemC permettant de connecter 
des signaux par l'appel d'une methode virtuelle. Dans le cas du NIOS-2 [69], 
c'est le processeur lui-meme qui devient controleur et qui devrait implementer 
cette interface. Ceci pourrait confondre l'utilisateur qui doit connecter le NIOS-2 
au DirectLink a deux reprises pour deux fonctions distinctes. 
2. Inclusion du modele dans SpaceStudio. Cette solution deplace le probleme a un 
niveau superieur. De plus, l'utilisateur ne voulant pas faire appel au mode 
graphique se retrouve avec la meme problematique. La tendance actuelle dans 
SPACE prone cette methodologie. Les travaux de Nicolas Laug2 [70] pourraient 
eventuellement automatiser la connexion des signaux sans creer des exceptions 
pour chaque implementation possible de DirectLink. 
3. Lier logiquement un microprocesseur a son controleur d'interruption et etre 
capable de connecter directement un signal d'interruption via la reference au 
microprocesseur. Ainsi, uBlaze, PowerPC et NIOS-2 peuvent etre manipules de 
la meme maniere et il n'est pas necessaire de referencer directement les PIC. 
4. Eliminer les communications bloquantes pour le logiciel. Cette methode peut 
sembler etre un deni du probleme, mais si Ton accepte l'hypothese que le 
DirectLink doit etre un lien a haut debit dans un modele de type flot de donnees, 
l'utilisation de modes de communication bloquants SPACE n'a plus son sens. 
Ces communications bloquants servent plutot a effectuer des poignees de main 
2 Etudiant du CIRCUS travaillant sur la generation automatique des interconnexions entre modules, basee 
sur des descriptions XML des interfaces compatibles SPIRIT. 
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{handshakes) ou de la synchronisation entre processeurs et modules et pourraient 
bien passer par le canal de controle. 
L'introduction du DirectLink dans SPACE pose aussi la problematique du 
partitionnement a 3 choix : logiciel, materiel partage, materiel dedie (via lien point-a-
point). Quand est-il valable de transferer un module SPACE sur DirectLink ? Quand est-
ce que l'augmentation de bande passante vaut la reduction de la reutilisation d'une 
architecture MPSoC ? Ce questionnement pourrait etre aborde dans le cadre d'une 
extension des travaux de Laurent Moss [71] sur le partitionnement automatique base sur 
des metriques de performances et des estimations de surfaces/puissance. 
Le requis de diminution de la consommation de puissance est theoriquement atteint par 
l'utilisation de FIFOs asynchrones dans le DirectLink pour relier deux domaines 
d'horloges. Ce mecanisme rejoint les travaux de [40] dans le domaine des GALS (voir 
section 2.2.3). Le lien FSL supporte deja la connexion a deux horloges differentes et 
l'APU du PowerPC possede un mecanisme de ^synchronisation des signaux pour 
interfacer la logique FPGA ayant une frequence inferieure a celle du coeur du processeur. 
II est malheureusement impossible de valider experimentalement cette hypothese 
puisque SPACE ne supporte pas a ce jour les horloges multiples ni l'estimation de 
puissance d'une architecture. 
5.2. Technique d'analyse des performances 
La technique d'analyse pour estimer l'impact du DirectLink sur les performances d'une 
architecture se base sur la simulation. Toutes les donnees analysees sont tirees de bancs 
d'essais SPACE s'effectuant a un niveau hybride TF - BCA (voir ANNEXE B) a 
Simtek. Aucune implementation sur FPGA Xilinx n'a ete realisee puisque les 
composants de la section 4.7 n'ont pas ete realises a ce jour en VHDL. 
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Ces simulations ont permis d'evaluer les differentes latences intervenant lors d'appels 
aux primitives de communication ModuleRead et ModuleWrite bloquantes et non 
bloquantes. Ces latences sont mesurees pour le systeme conventionnel de 
communication dans SPACE, soit les bus partages OPB ou PLB, et pour le DirectLink. 
L'objectif est de constater quel est le gain de performances atteignable par l'utilisation 
du DirectLink. Ces latences sont independantes de 1'application modelisee dans SPACE 
dans le cas DirectLink. Dans le cas conventionnel, elles sont liees au trafic sur le bus et 
les methodes d'arbitrage. Afin d'obtenir le meilleur des cas possible, les bancs de tests 
ne sont que l'envoi d'un module a un autre de messages dont la taille augmente 
progressivement. Aucun autre module n'est present afin d'eviter le phenomene de 
contention. 
Les temps mesures correspondent aux temps physiques et non aux temps de simulation. 
Le temps physique est le temps ecoule a l'interieur de la simulation base sur la frequence 
d'horloge du systeme modelise. Les temps sont convertis en cycles d' execution a partir 
de la frequence d'horloge afin de pouvoir comparer efficacement le uBlaze et le 
PowerPC. Le code est instruments a l'aide de la fonction sc_simulation_time() qui 
retourne la valeur du temps physique actuel de la simulation dans l'unite de temps 
selectionnee. Par defaut, SPACE utilise la nanoseconde (SC_NS). 
5.3. Performances du DirectLink 
Deux types de delais interviennent lors de communications dans SPACE : (1) les 
latences materielles induites par les adaptateurs de communication et les protocoles 
utilises et (2) les latences logicielles induites par les mecanismes de controle et de 
gestion des communications sur les microprocesseurs. 
3 L'instrumentation n'affecte pas les performances a l'execution 
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5.3.1. Latences materielles 
Les latences materielles sont simples a determiner dans le cas du DirectLink puisqu'elles 
sont constantes. Aucun mecanisme d'arbitrage ou phenomene de contention ne peut 
modifier ces valeurs. Les resultats pour la methode conventionnelle se basent les travaux 
de [67]. 
5.3.1.1.Methode conventionnelle par bus portage 
Dans la methode conventionnelle, les communications passent par les adaptateurs de 
modules connectes au bus partage. Ces adaptateurs sont tres complexes. Au total, 13 
latences differentes peuvent intervenir au niveau de ces adaptateurs [67]. Par rapport a 
l'utilisation directe de l'interface du bus OPB, les adaptateurs ajoutent deux cycles de 
latence. De plus, les communications bloquantes requierent un transfert supplemental 
pour le message ACK. 
Dans le meilleur des cas pour l'OPB, si un maitre demande et obtient le bus dans le 
meme cycle et que l'esclave affiche une latence de 1 cycle d'horloge, il est possible 
d'achever une ecriture/lecture en 2 cycles [55]. Bien sur, le trafic sur le bus fait en sorte 
que le maitre ne peut pas necessairement obtenir le bus des qu'il le demande. Une fois 
l'en-tete de message transfere, il est possible de sauver les cycles d'arbitration et de 
demande du bus a l'aide du mecanisme de bus lock. Selon [67], voici les delais en cycles 
de transmission typiques des adaptateurs developpes pour SPACE : 
• Ecriture non bloquante HW vers HW : 3N +16 + £ + D ; 
• Lecture non bloquante HW de HW : N + 6 + X. 
Ou N represente le nombre de donnees du message, D le nombre de cycles d'attente 
pendant que le bus traite les requetes des maitres les plus prioritaires, £, le nombre de 
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cycles d'attente quand l'interface esclave est occupee a traiter une requete de l'arbitre 
du bus OPB et X le nombre de cycles d'attente d'envoi de l'acquittement quand le 
message lu provient d'une ecriture bloquante 
Si le transfert s'effectue du materiel vers le logiciel, 1'ISSAdapter intervient. Le transfer! 
s'effectue en 2 phases : 
• Envoi des donnees de l'adaptateur de module vers 1'ISSAdapter. Ce cas revient a 
celui d'une ecriture non bloquante HW vers HW. 
• Signalement par interruption au processeur (2 cycles). Le reste du processus est 
logiciel et analysee dans la section suivante. 
53.1.2.DirectLink: SDL Interface 
Les communications entre deux modules SPACE de la partition materielle via les 
interfaces stream sont les plus rapides. Elles passent par le SDLShiftRegister qui est 
capable d'accepter une donnee a chaque cycle en lecture (par une methode de prefetch) 
et en ecriture. II faut done un minimum de deux cycles pour qu'une donnee transite d'un 
module vers un autre. 
5.3.1.3.DirectLink: FSL Interface 
Le lien FSL utilise lors de communication entre deux modules SPACE peut interfacer 
directement un uBlaze ou un adaptateur comme le FSL2FCB ou FSL2SDL. Selon sa 
specification [57], les interfaces FSL du uBlaze prennent 2 cycles d'horloge pour 
effectuer un transfert d'un registre processeur a la FIFO du FSL. Idealement, i.e. si une 
instruction FSL est envoyee dans le pipeline a chaque cycle, la bande passante est 
divisee par deux par rapport au DirectLink HW-HW (SDLShiftRegister). 
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5.3.1.4.DirectLink: APU-FCB Interface 
Le lien APU-FCB, utilise lors de communication entre deux modules SPACE, peut 
interfacer directement un PowerPC ou un adaptateur comme le FSL2FCB, FCB2SDL ou 
FCB2FCB. Selon les specifications de l'APU pour les instructions predefinies de 
chargement/ecriture, le temps d'execution est determine par le temps que prend la 
logique du FCM a repondre a la requete. 







Figure 5.1 - Chronogramme d'une instruction FCM Load 32 bits 
La Figure 5.1 illustre qu'une instruction d'ecriture 32 bits vers un FCM (load) prend 
minimalement 3 cycles d'horloge (en supposant que le FCM fonctionne a la meme 
frequence que le PowerPC405 FX). C'est cette latence qui a ete implemented en 
simulation, puisque aucun calcul n'est necessaire. La logique FCM ne fait que stocker la 
donnee dans une FIFO. De facon optimale, i.e. si une instruction Iwfcmux est envoyee 
dans le pipeline a chaque cycle, la bande passante est divisee par trois par rapport au 
DirectLink HW-HW (SDLShiftRegister). 
L'APU supporte aussi le transfert de doublewords (64 bits) et de quadwords (128 bits). 
Avec ces modes, il est possible de transferer a chaque cycle les mots de 32 bits 
constituant le double ou le quad apres le preambule requis de 1 cycle. Le transfert d'un 
A 
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Figure 5.2 - Chronogramme d'une instruction FCM Store 32 bits 
La Figure 5.2 illustre qu'une instruction de lecture 32 bits d'un FCM (store) prend 
minimalement 2 cycles d'horloge (en supposant que le FCM fonctionne a la meme 
frequence que le PowerPC405 FX). C'est cette latence qui a ete implemented en 
simulation, puisque aucun calcul n'est necessaire. La logique FCM ne fait que lire la 
donnee d'une FIFO. De facon optimale, i.e. si une instruction stwfcmux est envoyee dans 
le pipeline a chaque cycle, la bande passante est divisee par deux par rapport au 
DirectLink HW-HW (SDLShiftRegister). 
5.3.1.5. Comparaisons 
Pour les communications materiel/materiel, l'interface SDL (stream) du 
SpaceBaseModule permet la transmission d'un mot de 32 bits a tous les cycles d'horloge. 
En reprenant les equations de la section 5.3.1.1, avec des delais d'attente nuls, ceci 
permet une augmentation significative de la bande passante (Tableau 5.1) par rapport a 
la methode conventionnelle. Plus les messages sont petits, plus le taux d'utilisation du 
bus partage diminue et plus il est avantageux d'utiliser un DirectLink, surtout lors 
d'ecritures vers d'autres modules. 
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Tableau 5.1 - Augmentation de la bande passante utile selon 
l'interface DirectLink et 1'operation effectuee 
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On remarque que pour des tailles de message elevees, l'utilisation du bus permet un plus 
grand debit de donnees que les interfaces materielles FSL et APU du DirectLink. 
Cependant, toutes ces interfaces sont controlees de maniere logicielle - contrairement au 
SDL qui est controle par un processus materiel - et c'est a ce niveau que le gain de 
performance est atteint. 
5.3.2. Latences logicielles 
Au niveau logiciel, trois latences differentes entrent en ligne de compte : (1) le temps de 
transmission d'un mot de 32 bits vers l'interface materielle, (2) le temps de preparation 
du message et de controle du lien et (3) le temps d'execution des interruptions. 
Les interruptions interviennent dans les cas suivants : 
• Methode conventionnelle : 
o Reception d'un message par le logiciel (pour les lectures bloquantes ou 
non bloquantes). Le temps d'execution est variable selon la taille du 
message a recevoir et a stocker dans une FIFO logicielle. 
o Reception d'un acquittement par le logiciel (pour les ecritures 
bloquantes). Le temps d'execution est constant. 
• uBlaze : Le temps d'execution est evalue a 1905 cycles 
• PowerPC405 : Le temps d'execution est evalue a 1441 cycles 
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• Methode DirectLink: 
o Deblocage d'une tache (pour les lecture et ecritures bloquantes). Le 
temps d'execution est constant. 
• uBlaze : Le temps d'execution est evalue a 2988 cycles. 
• PowerPC405 : Le temps d'execution est evalue a 2241 cycles. 
Cette analyse a ete effectuee pour les deux methodes et sur les deux processeurs 
embarques disponibles dans SPACE. 
5.3.2.1.Delais d'ecriture 
Pour evaluer les latences logicielles en ecriture pour le jaBlaze et le PowerPC405, les 
delais d'envoi pour des messages dont la taille croit de 1 a 25 mots de 32 bits a ete 
mesuree. La profondeur des FIFO materielles est de 30 mots de 32 bits. On remarque 
que le comportement est lineaire (ANNEXE G). Trois cas ont ete etudies : 
• Conventionnel: Methode sans DirectLink. Les messages sont serialises puis 
envoyes sur le bus partage. Le bus est en mode lock pendant tout le transfert. 
• DirectLink: Methode utilisant le DirectLink. Les messages sont serialises et 
envoyes sur l'interface materielle (APU ou FSL). 
• DirectLink Optimal: Methode utilisant le DirectLink avec des instructions 
(APU predefinies ou FSL) pour lesquelles les operandes sont fixes. 
Une problematique ayant apparue lors des simulations est que les instructions putfsl et 
getfsl du uBlaze V6.0 prennent plus de cycles qu'une transmission par le bus. Ceci est 
cause par le fait que le format des instructions n'accepte qu'un litteral comme numero de 
lien FSL (e.g. getfsl 5, r31). Or, le numero du lien est determine dynamiquement a 
l'execution. II faut done utiliser un tableau de pointeurs de fonction, l'index du tableau 
representant le numero d'un lien. Chaque fonction implemente une instruction FSL avec 
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un numero de lien different. Cette methode est cependant tres lente comparativement a 
un simple acces bus. 
DirectLink Optimal represente la performance qu'aurait le DirectLink si chaque appel 
de fonction etait remplace par une simple instruction FSL a operande fixe par une 
methode d'analyse/substitution de code avant la compilation du logiciel. Une autre facon 
d'obtenir le meme resultat est l'utilisation du uBlaze version 7.0 qui supporte des 
instructions FSL a operandes dynamiques (numero du lien stocke dans un registre). 




















On remarque que le temps de preparation des messages diminue de 54% avec 
l'utilisation du DirectLink. Ceci est du au fait qu'aucun en-tete de message ne doit etre 
construit et transmis et qu'une multitude de sanity checks (i.e. verification de la taille du 
message, de la validite de la destination, etc.) sont evites. Dans le cas des temps de 
transmission, la methode optimale DirectLink par instructions dynamiques permet une 
reduction de 11.5% du temps, ce qui peut sembler minime. II est a noter que la 
comparaison s'effectue avec un bus sans contention utilise dans le meilleur des cas. La 
methode DirectLink souffrant du probleme d'operandes statiques multiplie par 2.2 le 
temps de transmission d'un mot de 32 bits. Cependant, la transmission reste plus rapide 
que la methode conventionnelle jusqu'a une taille de message de 12 mots grace au gain 
significatif obtenu au niveau de la preparation du message. Une taille si grande est peu 
utilisee et il en resulte que le DirectLink est plus performant en ecriture dans la grande 
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majorite des cas4. En fait, les gains les plus importants s'effectuent au niveau des 
lectures. 
Pour le PowerPC, la meme problematique est apparue lors des simulations. Les 
instructions predefinies APU prennent plus de cycles qu'une transmission par le bus. 
Ceci est cause par le fait que le format des instructions n'accepte qu'un litteral comme 
numero de registre FCM (e.g. lwxfcm 5, r31). Or, le numero du lien est determine 
dynamiquement a l'execution. II faut done utiliser un tableau de pointeurs de fonction, 
l'index du tableau representant le numero d'un lien. Chaque fonction implemente une 
instruction predefinie APU avec un numero de lien different. Cette methode est 
cependant tres lente comparativement a un simple acces bus. 
DirectLink Optimal represente la performance qu'aurait le DirectLink si chaque appel 
de fonction etait remplace par une simple instruction predefinie APU a operande fixe par 
une methode d'analyse/substitution de code avant la compilation du logiciel. Une autre 
facon d'obtenir le meme resultat est la creation et l'utilisation d'instructions UDI 
totalement personnalisees qui supporteraient des operandes dynamiques (numero du lien 
stocke dans un registre). 




















On remarque que le temps de preparation des messages diminue de 20% avec 
l'utilisation du DirectLink. Ceci est du au fait qu'aucun en-tete de message ne doit etre 
4 Discussions avec Maxime De Nanclas et Luc Filion du groupe de recherche CIRCUS et ceuvrant sur le 
developpement de SPACE. 
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construit et transmis et qu'une multitude de sanity checks sont evites. Dans le cas des 
temps de transmission, la methode optimale DirectLink par instructions dynamiques 
permet une reduction de 42% du temps. La methode DirectLink souffrant du probleme 
d'operandes statiques multiplie par 2.1 le temps de transmission d'un mot de 32 bits. Les 
gains les plus importants s'effectuent au niveau des lectures. 
5.3.2.2 .Delais de lecture 
Pour evaluer les latences logicielles en lecture pour le uBlaze et le PowerPC405, les 
delais de reception pour des messages dont la taille croit de 1 a 25 mots de 32 bits a ete 
mesuree. La profondeur des FIFO materielles est de 30 mots de 32 bits. On remarque 
que le comportement est lineaire (ANNEXE G). Quatre cas ont ete etudies : 
• Conventionnel Lecture : Methode sans DirectLink. Le message est lu d'une 
FIFO logicielle contenue dans le TOR et copie dans le tampon de reception. 
• Conventionnel Interruption : Execution de la routine d'interruption lorsque 
ITSSAdapter notifie le uBlaze de la reception d'un message. Le message est 
copie de 1'IS SAdapter dans une FIFO logicielle. 
• DirectLink : Methode utilisant le DirectLink. Les messages sont de-serialises et 
lus de l'interface materielle (FSL ou APU). 
• DirectLink Optimal: Methode utilisant le DirectLink avec des instructions pour 
lesquelles les operandes sont fixes. 


























Dans le cas uBlaze, la methode DirectLink est tres avantageuse par rapport a la methode 
conventionnelle de communication SPACE. Les temps de preparation diminuent de 90% 
avec le DirectLink. Comme pour l'ecriture, ceci est du au fait qu'aucun en-tete de 
message ne doit etre analyse et qu'une multitude de sanity checks sont evites. De plus, 
on evite la gestion des FIFO logicielles qui sont tres lourdes a manipuler et beaucoup de 
changement de contexte. 
Pour les temps de transmission, la methode optimale DirectLink reduit de 96% le delai 
de transmission d'un mot de 32 bits et la methode non optimale le reduit de 91%. Ce 
gain significatif est du au fait qu'on evite une double copie du message lors de sa 
manipulation. 

























Sur le PowerPC405, les temps de preparation diminuent de 89% avec le DirectLink. 
Pour les temps de transmission, la methode optimale DirectLink reduit de 97% le delai 
de transmission d'un mot de 32 bits et la methode non optimale le reduit de 89%. 
5.3.2.3. Comparaisons additionnelles 
Sur les deux architectures, uBlaze et PowerPC, les gains relatifs obtenus pour 
l'utilisation du DirectLink sont coherent et du meme ordre de grandeur. Cependant, le 
PowerPC est plus rapide que le uBlaze pour effectuer les operations de lecture et 
d'ecriture logicielles. Ceci est principalement cause par le fait que l'assembleur genere 
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par le compilateur du PowerPC est beaucoup plus optimise et que son jeu d'instruction 
est aussi plus efficace. 
Outre le gain de performance obtenu avec le DirectLink par rapport a la methode 
conventionnelle, deux autres aspects sont avantageux : 
• Support du debordement des FIFO materielles : DirectLink permet l'envoie 
de messages dont la taille depasse la profondeur des FIFO materielles. Meme si 
cela degrade les performances et que le processus qui transmet est bloque, 
aucune donnee n'est perdue, l'integrite des messages est preservee et le systeme 
continue de s'executer correctement. 
• Segmentation/Agregation des messages : DirectLink permet l'envoie separe 
d'une multitude de petits paquets et leur lecture en agregat, ou vice versa, i.e. 
l'envoie d'une megastructure et sa lecture par petit paquets. Ce mecanisme est 
impossible dans la methode conventionnelle puisque l'information sur chaque 
paquet est contenue dans un en-tete qui est inviolable. Cette caracteristique non 
prevue pourrait etre utile pour par exemple : 
o Envoyer une matrice en entier pour augmenter le taux d'utilisation du lien 
et effectuer sa lecture par ligne pour sauver de la memoire au niveau du 
tampon de lecture. 
o Envoyer chaque couleur (R-G-B) d'un pixel separement des que sa valeur 
est calculee et lire le pixel en entier pour effectuer un changement de 
domaine. 
5.4. Impact sur l'utilisation des ressources materielles 
L'utilisation du DirectLink permet de reduire la complexity des adaptateurs de modules 
qui doivent gerer des communications bidirectionnelles par une seule interface, la 
gestion des en-tetes de messages, la transmission de messages ACK et les lourds 
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protocoles de bus partages. Tous ces aspects sont elimines avec le DirectLink. La seule 
chose qui persiste est les FIFO pour contenir les messages. 
Puisqu'il n'existe pas d'outils d'estimation de surface dans SPACE et qu'aucun modele 
VHDL n'a ete developpe, il est impossible de proposer une estimation valide de la 
surface sauvee pour les differents adaptateurs de protocoles DirectLink. Cependant, les 
ressources utilisees par le lien FSL et son wrapper - utilises dans un DirectLink uBlaze/ 
|o.Blaze - sont connues (Tableau 5.6). Ces donnees peuvent dormer une approximation de 
la reduction de surface obtenue avec DirectLink. De plus, le wrapper FSL ressemble au 
niveau complexity a l'adaptateur SDL-FSL. La surface utilisee par un adaptateur de 
module conventional (sans FIFO de reception) est connue et presentee dans le Tableau 
5.7 [67]. 
Tableau 5.6 - Utilisation des ressources materielles par 
un lien FSL (VIRTEX-2 Pro VP30) 
Module 
Lien FSL (taille 1) 





















Tableau 5.7 - Utilisation des ressources materielles par un adaptateur de module 
(VIRTEX-2 Pro VP30) 
Adaptateur version 1 
















L'augmentation des ressources utilisees par un adaptateur de module en fonction du 
nombre de FIFO de reception (dependant du nombre de modules avec qui il 
communique) est aussi connue (Tableau 5.8) [67]. 
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Tableau 5.8 - Utilisation des ressources materielles par un adaptateur de 
module en fonction du nombre de FIFO de reception (VIRTEX-2 Pro VP30) 



































En partant de la premisse qu'il faut deux liens FSL et un adaptateur pour generer un 
DirectLink, il est possible d'affirmer que le remplacement complet d'un adaptateur de 
module version 2 par un DirectLink permet de reduire (pour la portion purement 
controle du mecanisme, sans FIFO) de 70% le nombre de blocs logiques, de 58% le 
nombre de LUTs et de 82% le nombre de bascules. De plus, le mecanisme peut 
fonctionner a une frequence d'horloge 72% plus elevee. 
Dans le cas ou l'elimination complete d'un adaptateur de module n'est pas possible (en 
conservant certaines communications via le canal de controle), le transfert d'un lien en 
DirectLink entraine en moyenne (avec des FIFO de 512 elements) une augmentation de 
18% des blocs logiques, de 28% des LUTs mais une diminution de 30% des bascules. 
Le DirectLink a aussi un impact direct sur la quantite et le type de memoire utilisee. La 
quantite maximale de memoire interne disponible sur un FPGA (BRAM) varie d'un 
modele a l'autre : 306 kilooctets pour un Virtex-2 Pro VP30 et 756 kilooctets pour un 
Virtex-4 LX200. Or, la taille d'un binaire executable de logiciel applicatif SPACE pour 
microprocesseur peut facilement atteindre 300 kilooctets avec les pilotes, le RTOS et le 
TOR. II est done habituel que le programme ne puisse resider dans la memoire BRAM 
du FPGA. Lorsque e'est le cas, le binaire executable est stocke dans une memoire 
externe au FPGA, ce qui decuple les latences d'acces. 
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Le DirectLink permet de transferer les FIFO logicielles, tres lentes et stockees en 
memoire externe, en materiel utilisant la BRAM. Ceci accelere le traitement des donnees 
et evite la redondance et le gaspillage de tampons memoire (FIFO d'envoi a l'interieur 
de l'adaptateur de module, dans 1'ISSAdapter et dans le TOR). De plus, puisque le 
DirectLink accelere la reception des messages au niveau logiciel, la profondeur des 
FIFO materielles peut etre moins elevee puisque moins de messages ont le temps de s'y 
accumuler. En effet, dans la methode conventionnelle, certains modules producteurs sont 
beaucoup rapides que les modules consommateurs. Deux possibilites etaient 
envisageables pour eviter la perte de donnees [67] : 
• Configurer une profondeur de FIFO de reception suffisamment grande, mais 
ayant le desavantages de consommer plus de BRAM. 
• Utiliser le mecanisme d'ecriture bloquante du bus OPB par lequel le module 
transmetteur doit maintenir sa requete d'ecriture jusqu'a ce que le destinataire 
l'accepte (lorsque de l'espace de la FIFO se libere). Cette methode a pour 
desavantage de reduire la frequence de fonctionnement de l'adaptateur de 
module et du systeme car Faeces au bus est refuse aux autres modules desirant 
initier un transfert. La profondeur des FIFO peut cependant etre reduite. 
5.5. Acceleration d'une application dans SPACE avec le DirectLink 
Dans ses travaux de recherche [68], Cedric Migliorini a effectue une exploration des 
architectures de communication d'une application de decodage JPEG en se basant sur 
l'environnement SPACE, le processeur uBlaze et le bus OPB. Une des phases de sa 
methodologie se base sur la reutilisation du DirectLink pour relier des modules ayant un 
fort debit de donnees entre eux. Son approche du DirectLink cadre dans une perspective 
purement utilisateur pour le developpement d'applications embarquees. 
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Deux modules de son architecture - EX (Extractor) et IDCT (Inverse Discrete Cosine 
Transform) - ont ete tour a tour places dans la partition logicielle sur uBlaze. 
L'architecture de reference est multibus ou tous les modules sont connectes au bus OPB. 







EX en logiciel, tout en DirectLink 
IDCT en logiciel, tout en DirectLink 
IDCT et EX en logiciel sur 2 processeurs 
differents, tout en DirectLink 
IDCT et EX en logiciel sur le meme processeur, 













1 Cet identificateur refere au nom de configuration dans les travaux de [68] 
2 Par rapport a l'architecture de reference multibus, basee sur le nombre de cycles d'execution de l'application 
Comme le reflete le Tableau 5.9, l'utilisation du DirectLink permet d'accelerer jusqu'a 
un facteur de 5.71 l'execution d'une application comme le JPEG. Le gain depend du 
choix des communications qui sont transferees en DirectLink. Plus le debit est eleve 
entre deux modules, plus ce choix est avantageux (IDCT par rapport a EX). Le fait de 
mettre deux modules en logiciel sur le meme processeur (configuration Multibus 2h2), 
degrade de beaucoup le gain atteignable. Ceci est cause par les changements de 
contextes nombreux entre les taches logicielles. 
Les gains par DirectLink s'expliquent facilement par la reduction des latences de 
communication : elimination des delais d'arbitrage du bus, elimination du phenomene de 
contention et de blocage du bus, elimination des acquittements d'ecritures bloquantes, 
diminution du nombre d'interruptions sur les processeurs et acceleration du traitement 
logiciel des communications. Le Tableau 5.9 montre aussi une reduction du temps de 
simulation du systeme avec l'utilisation du DirectLink. Ceci est cause par la diminution 
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du nombre de changements de contexte de l'ordonnanceur SystemC - causes par les 
processus d'arbitre et de temporisation du bus OPB - mais surtout par la reduction du 
temps d'execution. 
5.6. Extensibility du paradigme a d'autres plateformes 
La possibility d'etendre le paradigme du DirectLink a d'autres plateformes a ete etudiee 
pour deux cas, soit le XTensa de Tensilica et le NIOS-II d'Altera. 
5.6.1. Tensilica XTensa 
Le processeur XTensa de Tensilica est un processeur extensible qui offre encore plus de 
possibilites que le PowerPC405 FX. 
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Figure 5.3 - Implementation du DirectLink pour Tensilica Xtensa 
I l l 
II permet l'ajout de nouvelles interfaces de communication et d'instructions totalement 
personnalisees a meme le pipeline du processeur. Le mecanisme d'implementation 
(Figure 5.3) du DirectLink pourrait etre encore plus efficace que via l'APU. 
Les operandes des instructions sont l'adresse de base du tampon de message et la taille 
de celui-ci. Ces nouvelles unites d'execution ayant leur propre interface a la memoire 
peuvent envoyer/recevoir le message en entier via les FIFO en une seule instruction 
multicycle. 
5.6.2. Altera NIOS-II 
Comme le Tensilica Xtensa, le NIOS-II offre la possibilite d'ajouter de nouvelles 
interfaces de communication et des instructions totalement personnalisees a meme le 
pipeline du processeur. Le mecanisme pourrait etre exactement le meme que celui de la 
Figure 5.3. 
Cependant, le lien de communication standard du NIOS-II, le bus Avalon, est un switch 
fabric qui etablit justement des liens point-a-point entre les peripheriques materiels. Ce 
n'est pas un bus partage comme le sont l'OPB et le PLB. Au moment du design de 
1'architecture, le concepteur doit prealablement etablir ces canaux dedies entre les 
differents composants a l'aide d'un outil graphique (Quartus). Meme si la connexion en 
est une directe, le module est accessible via l'espace d'adressage du processeur. 
Le DirectLink pourrait etre utilise comme paradigme de visualisation et d'etablissement 
des connexions directes a Pinterieur de l'Avalon. Les donnees seraient stockees dans des 
FIFO a l'interieur d'adaptateur de modules pour Avalon a la maniere conventionnelle de 
SPACE. Le canal de controle du SpaceBaseModule deviendrait ici inutile. 
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5.7.Comparaison avec d'autres travaux 
Une revue des travaux sur les methodologies de communication a haut niveau pour les 
MPSoC a ete presentee au chapitre 3. Dans le chapitre 4, l'approche du DirectLink est 
exposee pour implementer en simulation (et possiblement sur FPGA) des liens point-a-
point dans l'environnement SPACE. 
Le DirectLink s'inscrit dans la tendance actuelle de releguer au materiel une partie de la 
gestion logicielle des communications. Cependant, il s'attaque a certains problemes 
rencontres par les outils commerciaux lorsque vient le temps d'interconnecter differents 
processeurs heterogenes et protocoles de communication [6] : 
• Aucune hypothese n'est faite sur le protocole de conversion au niveau des 
wrappers de module ni de la connectivite par defaut a un bus partage. DirectLink 
permet la connection a de multiples composants via de multiples reseaux de 
communication utilisant des protocoles differents. 
• DirectLink considere la generation automatique de l'architecture sous-jacente. 
Le paradigme DirectLink est similaire au modele developpe pour ImpulseC (2.3.2) en 
ceci qu'il permet de relier a haut niveau differents processus par des FIFO synchrones 
ou asynchrones. La structure en couche de l'interface logiciel/materiel et l'abstraction 
des mecanismes de communication pour plusieurs architectures cible et niveaux 
d'abstraction est semblable au modele propose dans les travaux du professeur Jerraya 
(2.3.3). De plus, la selection d'implementation se base sur une librairie de composants 
disponibles. Cependant, contrairement a ces approches ou chaque canal abstrait de 
communication doit etre manipule explicitement et individuellement, DirectLink 
propose une methode de manipulation unifiee de toutes les interfaces d'un module, 
cache totalement les differents canaux disponible et favorise l'orthogonalite de la 
fonctionnalite de l'architecture de communication. De plus, DirectLink supporte un 
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mecanisme de passage de messages haut niveau, ce qui n'est pas le cas des methodes 
mentionnees ou seule la transmission de types de base est supportee. Le DirectLink 
generalise aussi une approche coprocesseur telle que proposee en [51] a toutes les 
classes de communication et en utilisant les mecanismes propres a chaque processeur. 
Le DirectLink permet aussi de relier differents domaines d'horloges a l'aide de FIFO 
asynchrones a l'instar des travaux de [40]. La difference reside dans le fait qu'il n'est 
pas seulement possible de relier des sous-systemes uniprocesseur mais bien chaque 
module ou chaque processeur. 
Dans un autre ordre d'idees, 1'ISS du PowerPC405 developpe propose une nouvelle 
approche de generation base sur la reutilisation des simulateurs inclus dans GNU GDB. 
C'est une methodologie hybride de [24] et [25] - reutilisation de GNU GDB via RDI -
et de [26] - instanciation de 1'ISS comme classe C++ dans un modele SystemC. 
Contrairement a [26], cet ISS integre une amelioration proposee par [22] : combiner en 
un seul thread les elements concurrents. 
L'ISS du PowerPC pourrait tirer avantage d'une autre amelioration: intercepter 
certaines fonctions du noyau {kernel) pour les executer nativement sur le processeur hote. 
En effet, puisque les mecanismes de communication DirectLink sont deterministe et que 
les latences sont connues, les appels aux primitives de communication pourraient etre 
interceptees. De cette maniere, les performances de la simulation seraient accrues sans 
perte de precision sur les temps d'execution physiques. 
Un des desavantages de la methode de reutilisation de GNU GDB est la difficulte 
d'implementer une vue architecturale du modele de simulation de 1'ISS. La methode de 
[21] pourrait etre implemented sans introduire toute la complexity et la lenteur de la 
gestion des etages du pipeline par threads SystemC. 
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5.8. Ameliorations suggerees a l'architecture de communication SPACE 
La methode conventionnelle de communication SPACE induit le probleme d'atomicite 
des transferts des messages. La Figure 5.4 illustre le fait que lorsqu'un module 1 envoie 
un message vers un module 2, aucun autre module ne doit pouvoir communiquer avec le 
module 2. En effet, tous les modules envoient leurs messages a l'adresse de base des 
autres modules. Lors de la reception d'un message, le recipiendaire se fie a l'en-tete du 
message (premier mot recu) pour diriger le reste des donnees dans la bonne FIFO. Si 
pendant un transfert, un second module envoie un message au meme destinataire, les 
donnees seront traitees comme faisant partie du premier message. Ceci corrompt tous les 
transferts subsequents vers ce module. 
Selection de FIFO 
basee sur header de 
message 
c BUS 
L'acces se fait a 
l'adresse de base 
du Module 
1 
Figure 5.4 - Illustration du probleme d'atomicite des transferts SPACE 
Assurer l'atomicite peut devenir difficile. Le mode d'adressage des modules depend de 
la presence d'un bus lock sur le bus pour garantir que les donnees d'un message soient 
associees au bon en-tete. De cette maniere, aucun autre module ne peut initier un 
transfert (en lecture ou ecriture) sur le bus partage. Deux problemes apparaissent: 
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• Le bus lock du PLB n'est pas accessible de maniere logicielle (via une 
instruction ou un registre de controle) sur le PowerPC405. Ainsi, un module 
logiciel ne peut assurer l'atomicite de ses transferts vers le materiel. 
• Dans le cas de l'OPB, lorsqu'un module logiciel s'executant sur un uBlaze 
transfert un message, il bloque les transmissions de tous les autres modules 
materiels sur le bus. Or, comme vu a la section 5.3.2, un transfert logiciel peut 
prendre quelques milliers de cycles et pose un faible taux d'utilisation du bus. 
Ceci devient problematique si l'application a besoin de beaucoup de bande 
passante. 
Cette problematique s'ajoute a une autre faiblesse du protocole de communication 
SPACE : l'allocation de 4 megaoctets d'espace d'adresse par module utilisateur, alors 
que seule l'adresse de base est utilisee pour les transmissions de message. 
Une solution est done proposee (Figure 5.5) : au lieu d'envoyer tous les messages vers 
l'adresse de base d'un module destinataire, ils sont plutot envoyes a un decalage 
correspondant a leur identificateur numerique SPACE. Si le protocole est respecte et 
puisque tous les identificateurs sont uniques, il n'est plus necessaire de bloquer le bus 
lors d'un transfert. Les donnees sont dirigees vers la bonne FIFO en fonction de 
l'adresse de reception des messages. Ainsi, il est possible d'entrelacer les transmissions 
sur le bus, d'augmenter la bande passante et de reduire le controle au niveau logiciel. 
Selection de FIFO 







L'acces se fait a I'adresse 
de base + I'id du module 
qui envoie le message 
} 
Module 3 
Figure 5.5 - Resolution du probleme d'atomicite des transferts 
L'implementation de cette solution ne requerait que la modification des adaptateurs de 
module ainsi que de certaines fonctions des couches inferieures du HAL pour la gestion 
des communications. 
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CONCLUSION ET TRAVAUX FUTURS 
L'etat actuel des methodologies de conception de MPSoC vise a integrer verticalement 
et a haut niveau la conception, la simulation et la validation des partitions logicielles et 
materielles d'une architecture. Ce nouveau flot raffine progressivement les modules et 
1'architecture de communication jusqu'a l'atteinte des objectifs de performances. 
La plateforme de developpement Space, basee sur la librairie SystemC, permettant la 
validation, 1'exploration architecturale et le partitionnement logiciel-materiel a haut 
niveau d'un MPSoC a ete decrite. Elle fournit un protocole de communication base sur 
l'echange de message via un bus partage entre les differents modules d'une architecture 
TLM. 
Les travaux de recherche actuels ciblant la conception de MPSoC au niveau TLM 
tentent d'unifier le concept d'interface materiel/logiciel mais ne proposent pas de 
methodologie pour gerer plusieurs ports et protocoles de communication differents avec 
une seule et meme interface, laissant au concepteur le choix d'ajouter ou de retirer des 
canaux sans affecter la description fonctionnelle des modules. 
S'inscrivant dans ce courant de pensee, ce projet a introduit le DirectLink, soit un 
paradigme d'abstraction des communications point-a-point base passage de message et 
s'integrant a l'environnement Space. De plus, DirectLink fait usage des nouvelles 
opportunites qu'offrent les processeurs embarques tels les canaux haut-debit et 
1'extensibility du jeu d'instruction. La plateforme Space est modifiee pour n'offrir qu'un 
seul point d'entree pour toutes les communications et un routage automatique des 
messages. 
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DirectLink ameliore les performances des communications en restant independent de la 
plateforme materielle cible. Les delais induits par les protocoles standards SPACE sont 
reduis d'environ 90% et l'execution d'une application complexe peut etre acceleree par 
un facteur 5. 
Travaux futurs 
Certains travaux sont envisageables pour ameliorer encore DirectLink et la plateforme 
Space. Tout d'abord le nouveau mecanisme de communication pour les bus partage 
propose dans ce projet devrait etre implements pour eliminer le blocage du bus, 
augmenter son taux d'utilisation et favoriser son extensibilite a d'autres architectures. 
DirectLink et l'integration d'un nouvel ISS dans SPACE ouvrent la porte a de 
nombreuses opportunites : 
• Etudier la generation automatique des interconnexions de composants a Simtek 
en ne se basant pas sur une librairie predefinie d'implementations disponibles. La 
methode actuelle requiert du developpeur de manuellement decrire quels 
modules sont necessaires et comment ils doivent etre connectes ensembles. Le 
choix devrait se faire de maniere algorithmique et se baser sur une description 
des interfaces a interconnecter. Les travaux de Nicolas Laug du CIRCUS vont en 
ce sens. 
• Integrer la gestion de domaines d'horloges multiples afin d'explorer la 
conception de GALS dans Space et de permettre une estimation et une 
minimisation a haut niveau de la puissance consommee par une architecture. La 
plateforme devrait etre capable de maximiser le ratio performance/puissance 
automatiquement. 
• Explorer la conception de systemes multiprocesseurs heterogenes et etablir une 
methodologie de partitionnement qui permet de selectionner quel type de 
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processeur est plus apte a executer une tache logicielle dans l'objectif global de 
maximiser le ratio performance/puissance automatiquement. 
Etudier la generation et l'integration dans Space de simulateurs d'instruction 
multi-niveau d'abstraction pour des processeurs extensibles. Une des difficultes 
actuelle est d'integrer differentes vues de modelisation dans 1'ISS afin de 
permettre un reglage de sa precision d'execution. L'autre probleme est l'ajout a 
1'ISS, lors de la modelisation d'un systeme, d'instructions specialisees definies 
par l'usager et de nouvelles interfaces de communication. L'ISS du PowerPC405 
developpe par IBM ne permet pas, par exemple, la modelisation de l'APU. Cette 
nouvelle methodologie devrait etre generique pour faciliter l'ajout de plusieurs 
nouveaux processeurs a Space. 
Etablir une methodologie de partitionnement automatique a 3 choix : logiciel, 
materiel partage et materiel dedie. L'objectif est de trouver le bon compromis 
puissance/performance/surface/flexibilite/reutilisabilite. 
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ANNEXE A 
MPSOC : DEFINITION, PROBLEMATIQUE ET CONCEPTION 
A.l. Definition des MPSoC 
Avant toute chose, il est important de definir ce qu'est un SoC multiprocesseur, concept 
qui sera refere ulterieurement sous l'appellation MPSoC. Un SoC est tout d'abord un 
circuit integre dont la principale caracteristique est la complexity et qui implemente la 
majorite ou l'ensemble d'un systeme electronique complet. Les SoC sont principalement 
constitues de logique numerique et peuvent contenir de la memoire, un processeur a jeu 
d'instruction, des bus et de la logique specialisee. Un MPSoC est tout simplement un 
SoC qui contient plusieurs processeurs a jeu d'instruction. La conception du logiciel 
s'executant sur ces processeurs est un aspect important de la conception globale [6]. 
Bien que les systemes multiprocesseurs traditionnels, telles les grilles de calcul, soient 
un sujet d'etude depuis fort longtemps en informatique, les MPSoC different en 4 points 
majeurs : 
• lis doivent repondre a des contraintes de temps reel; 
• lis doivent utiliser une surface limitee sur un circuit; 
• Leur consommation energetique doit etre efficace ; 
• lis doivent gerer des entrees-sorties specifiques. 
A.2. Difficulte de la conception au niveau systeme 
La conception d'un MPSoC est une tache ardue qui comporte de nombreux aspects. 
Cette section identifie et decrit les difficultes majeures pertinentes au travail effectue 
afin de fournir un apercu des enjeux impliques dans le design. 
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A.2.1. Partitionnement logiciel/materiel 
Un des aspects complexe de la conception des SoC est le partitionnement qui consiste a 
separer un systeme en deux parties : le logiciel et le materiel. Ces deux parties nominees 
partitions sont decidees a l'avance et permettent d'atteindre l'orthogonalite de la 
synthese du logiciel et du materiel. La synthese du logiciel implique le developpement 
des applications qui s'executeront sur les processeurs a jeux d'instruction. La synthese 
materielle implique quant a elle l'elaboration d'une plateforme qui permettra l'execution 
de la partition logicielle. 
Le partitionnement est une etape importante car c'est le processus a travers lequel le 
systeme sur puce est concu pour qu'il reponde aux requis fonctionnels et de 
performances. Une division adequate et optimale des fonctionnalites entre les deux 
partitions pour repondre aux differentes contraintes du systeme se revele etre un 
probleme NP-complet. 
Typiquement, les contraintes a respecter lors du partitionnement sont la consommation 
de memoire, la surface requise, la bande passante, le temps d'execution, la puissance 
dissipee et les couts de developpement. Le compromis cout/performance peut s'averer 
primordial lors du design, i.e. un partitionnement impliquant une couche logicielle plus 
importante coute moins cher a produire mais est necessairement moins performant qu'un 
partitionnement ou les memes fonctionnalites sont implantees en materiel. L'utilisation 
de processeurs extensibles devient dans ce contexte une solution interessante. 
A.2.2. Architectures de communication 
Une fois le partitionnement des fonctionnalites en composants materiel et logiciels 
effectue, une majeure partie de la tache a realiser est 1'organisation des interconnexions 
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entre ces composants. L'impact d'une architecture de communication pour un SoC est 
important sur les plans de la surface utilisee, des performances globales et de la 
dissipation de puissance. Les choix de conception font legions. Traditionnellement bases 
sur les bus partages, les SoC voient depuis quelques annees l'apparition de nouvelles 
topologies de communications : reseaux-sur-puces, GALS, liens point-a-point, etc. 
Afin de contrer la complexity grandissante des MPSoC, differentes architectures 
standard ont ete developpees comme la plateforme CoreConnect [7] d'IBM, AMBA [8] 
de ARM ou Avalon [9] d'Altera. 
A.2.3. Heterogeneite des systemes 
De plus, du fait que la plupart des MPSoCs soient heterogenes les rendent plus difficiles 
a programmer que dans un contexte plus traditionnel de multiprocesseur symetrique. De 
plus, 1'agglomeration sur une meme puce de composants heterogene augmente la 
complexite du flot de conception, surtout au niveau du reseau d'interconnexions. Chaque 
processeur peut posseder une interface distincte et doit quand meme etre capable de 
communiquer avec les autres composants. 
A.3. Conception des MPSoC 
Dans [10] et [11], l'approche traditionnelle de conception des SoC passe par 4 phases : 
• Conception de l'architecture ; 
• Conception des blocs logiciels et materiels ; 
• Integration du materiel; 
• Implementation du logiciel. 
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La conception de 1'architecture comporte l'etape d'exploration architecturale qui tente 
d'identifier un partitionnement ideal pour les contraintes du systeme en se basant sur 
l'experience des concepteurs. Une fois le partitionnement effectue, le developpement 
parallele du materiel et logiciel peut debuter en se basant sur les specifications 
fonctionnelles initiales. Cette approche presente de nombreuses faiblesses : 
• Le concepteur tente traditionnellement de maximiser la portion logicielle afin 
d'avoir plus de flexibilite. II peut devenir alors couteux de modifier le 
partitionnement pour transferer des modules en materiel si les performances ne 
sont pas au rendez-vous. 
• La specification ne permet pas une representation unifiee du logiciel et du 
materiel rendant la validation globale du systeme tres difficile. 
• Le debogage des interfaces logiciel-materiel se complexifie. 
• La complexity des architectures affecte considerablement la duree du cycle de 
developpement des systemes. 
• Le partitionnement choisi a une tres forte probabilite d'etre sous-optimal. 
A.3.1. Codesign logiciel/materiel 
Ces faiblesses tentent d'etre palliees par de nouveaux processus de conception. De plus, 
le choix du partitionnement devrait se baser sur des metriques et les caracteristiques 
propres au systeme en cours de conception. La conception conjointe logiciel/materiel 
(Figure A.l), communement appelee codesign, tente d'y repondre. L'objectif est d'etre 
capable de developper en parallele tous les aspects d'une architecture, des specifications 
jusqu'au prototype. 
Cette nouvelle methodologie peut se definir ainsi [12]: 
• La conception cooperative des composants materiels et logiciels ; 
• L'unification des flots de conception materielle et logicielle ; 
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Le mouvement des fonctionnalites entre le logiciel et le materiel; 
La rencontre des objectifs de niveau systeme en exploitant la synergie du 
materiel et du logiciel a travers leur conception concurrente. 
Figure A.l - Methodologie de codesign 
Dans cette nouvelle methodologie, le systeme est specifie a haut niveau en utilisant un 
langage comme le C, C++ ou le SystemC. Le systeme est simule a haut niveau dans un 
environnement de cosimulation en integrant souvent le modele TLM et la modelisation 
s'insere dans un processus iteratif visant a etablir un partitionnement ideal. L'interaction 
entre le logiciel et le materiel des les premieres phases de conception permet une 
retroaction plus rapide sur les choix de design initiaux. 
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A.3.2. Conception au niveau systeme 
La conception TLM {Transaction Level Modeling) a pour but d'augmenter d'un cran le 
niveau d'abstraction des SoC. Le concept est de modeliser uniquement les echanges de 
donnees qui occurrent entre les composants d'une architecture. Le detail des signaux 
materiels est elimine pour ne mettre l'emphase que sur le comportement du systeme via 
ses transferts de donnees. La communication est separee des calculs et est modelisee par 
des canaux. Une transaction s'effectue via l'appel de fonctions offertes par les interfaces 
des canaux [13]. 
De maniere generale, le TLM offre trois niveaux d'abstraction : 
• Validation de la fonctionnalite sans notions temporelles ; 
• Integration de notions temporelles pour la simulation de delais ; 
• Simulation au cycle pres. 
Dans ce contexte, une transaction represente un echange de donnee ou un evenement 
entre deux composants d'une simulation. Le protocole est secondaire puisque la 
microarchitecture n'est pas verifiee. Une transaction de donnee peut etre un mot, une 
serie de mots ou une structure de donnee complexe qui est transferee sur un bus. Une 
transaction evenementielle modelise les aspects de synchronisation assurant l'operation 
correcte du SoC. Une interruption en est un exemple [14]. 
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ANNEXE B 
SYSTEMC : LANGAGE DE DESIGN AU NIVEAU SYSTEME 
Dans un flot de conception au niveau systeme, la fonctionnalite d'une architecture est 
capturee dans un langage de description approprie. Les langages HandelC, SpecC, 
HardwareC, ImpulseC [15], SystemVerilog et SystemC [16] sont les plus connus et 
repandus. L'emphase sera ici mise sur SystemC qui est au cceur des presents travaux de 
recherche. 
SystemC est une bibliotheque de classes developpee en C++. Cette librairie permet une 
modelisation a haut niveau (TLM) de composants materiels et de concepts 
habituellement retrouves dans les langages de description materiel (VHDL, Verilog, etc.) 
comme les signaux, les evenements discrets, les listes de sensibilites, les horloges, etc. 
Le modele de calcul utilise est le meme que celui de VHDL et Verilog. 
Le standard IEEE 1666 [17] uniformise les pratiques d'utilisation de SystemC pour 
effectuer une modelisation systeme au niveau transactionnel (TLM). II est a noter que 
SystemC, dans sa forme actuelle, n'offre qu'un support tres limite de la modelisation du 
logiciel. SystemC est concretement une collection de classes representants des concepts 
materiels ainsi qu'un simulateur evenementiel. 
B.l. Composants architecturaux 
La Figure represente 1'architecture en couche de SystemC. Le lecteur peut se referer a 
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Figure B.l - Architecture de SystemC 
Les elements structuraux permettant de modeliser une architecture de MPSoC sont les 
suivants : 
• Module: Un module represente generalement un bloc realisant une 
fonctionnalite precise du systeme. C'est une classe C++ decrivant le 
comportement du bloc, qui contient un ou plusieurs processus legers {thread), 
des ports de communication, des sous-modules et des donnees et qui peut 
implementer une ou plusieurs interfaces. 
• Interface : C'est une agregation de methodes virtuelles qui peuvent etre utilisees 
a travers un port SystemC. 
• Ports : Ce sont des objets C++ qui permettent de communiquer avec d'autres 
composants architecturaux via un contrat preetabli par la definition d'une 
interface. 
• Canaux : Ce sont des objets de communication entre les modules d'une 
architecture. lis se connectent sur les ports des modules et implemente les 
interfaces definies. Les canaux peuvent etre hierarchiques afin de cacher la 
complexity de certains media de communication. 
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B.2. Niveaux de raffinement 
SystemC offre plusieurs niveaux comportementaux afin de modeliser des architectures 
avec differents niveaux de details sur la fonctionnalite. II est ainsi possible de passer a 
une specification au niveau TLM a une implementation RTL. Les differents niveaux 
supportes sont les suivants [18] : 
• BCA (Bus Cycle Accurate) : s'applique a l'interface d'un modele. 
II signifie que la modelisation des transactions sur l'interface est correcte au cycle 
pres. 
• BA (Bit Accurate) : s'applique a l'interface d'un modele. II signifie que la 
modelisation des transactions sur l'interface est BCA, et porte aussi sur les 
signaux de l'interface. La modelisation est precise au bit pres. 
• UTF (UnTimed Functional) : s'applique a l'interface et a la fonctionnalite d'un 
modele. Le modele ne comporte aucune notion de duree d'execution, mais 
seulement un ordre eventuel dans l'execution des evenements. 
• TF (Time Functional): s'applique a l'interface et a la fonctionnalite d'un modele. 
Le modele comporte des notions de duree (temps d'execution des processus, 
latence, temps de propagation, etc.) 
• RTL (Register Transfert Level) : s'applique a l'interface et a la fonctionnalite 




ISS : OUTIL DE COSIMULATION 
Durant la cosimulation, les blocs logiciels sont executes sur un ou plusieurs simulateurs 
de jeu d'instructions, ou « Instruction Set Simulator» (ISS), selon le nombre de 
processeurs dans 1'architecture. Ce simulateur interagit avec les autres modules materiels 
du systeme. 
Un ISS est un modele de simulation habituellement code dans un langage de haut niveau 
qui emule le comportement d'un microprocesseur en lisant ses instructions d'un binaire 
executables specific au debut de la simulation et en representant l'etat du 
microprocesseur dans des variables internes (pseudo-registres) [19]. L'ISS integre 
quelques fois la simulation de quelques peripheriques de base comme un timer, les 
interruptions, les ports d'entree-sortie, etc. Le binaire executable de la simulation est 
charge en memoire utilisateur du processus de simulation, i.e. son code n'est jamais 
reellement execute par le processeur hote. L'execution d'un ISS se produit generalement 
dans les etapes suivantes : 
1. Determine l'adresse de la premiere instruction a charger (dans la zone memoire 
contenant le binaire executable). 
2. Charge 1'instruction dans une variable interne. 
3. Dependamment de l'instruction chargee, 1'ISS execute une fonction emulant le 
comportement de ladite instruction. Les calculs et les acces memoire pour 
recuperer les operandes sont effectues ici. 
4. Determine l'adresse de la prochaine instruction a executer. 
5. Reprend a l'etape 2. 
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Dans [20], les auteurs proposent une classification des IS S en 4 vues de modelisation : 
• Vue Fonctionnelle pour developper et verifier des algorithmes. Seulement les 
instructions sont modelisees et leur execution sequentielle. 
• Vue Programmeur pour le developpement et la verification logicielle. Les 
fonctionnalites visible au programmeur (cache, timer, DCR, etc.) sont 
implementees. Cette methode est environ 500 fois plus rapide qu'une simulation 
RTL5. 
• Vue Architecturale qui utilise un modele approximativement precis au cycle. 
Elle est utilisee pour 1'exploration et la verification architecturale. Le pipeline du 
processeur est implements. II est possible d'atteindre une precision sur les cycles 
de simulation superieure a 95% et des simulations 20 fois plus rapide qu'avec un 
modele RTL. Dans [21], une methode de pre-evaluation des resultats 
intermediaires des etages du pipeline est proposee pour reduire 1'impact de la 
gestion d'evenements concurrents sur la vitesse de simulation. 
• Vue Verification est precise au cycle pres et est utile pour la verification 
materielle. 
Selon [22], differentes methodes peuvent etre utilisees pour accelerer un ISS developpe 
en SystemC : 
• Minimiser la lecture sur des ports SystemC ; 
• Combiner si possible en un seul thread les elements concurrents 
• Supprimer l'activite de memoire d'instruction pour reduire les delais engendres 
par le bus partage. 
• Intercepter certaines fonctions du kernel, tel memset et memcpy, et les executer 
nativement dans 1'ISS. 
5 Resultats obtenus dans [20] pour des ISS codes en C pur et encapsules dans des wrappers SystemC. 
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Le logiciel s'executant sur 1'ISS peut interagir de differentes manieres avec le reste du 
systeme. Dans [23], 1'ISS modelise en C le processeur, le bus de communication et la 
memoire en une seule entite. Pour faire communiquer ce modele avec le reste de la 
simulation SystemC, l'acces a certaines plages d'adresse de la memoire ne passe pas par 
la memoire de la machine note mais par un adaptateur auquel est directement connecte 
le module destinataire de la transaction. Dans [24] et [25], les auteurs proposent une 
reutilisation du potentiel du debogueur GNU GDB qui inclut une multitude de 
simulateurs de processeur. Le processus se base sur l'utilisation de l'interface de 
debogage a distance de GDB (RDI) pour relier 1'ISS a la simulation SystemC via un 
wrapper. Ce wrapper encapsule toutes les communications interprocessus (IPC) comme 
des pipes, des sockets, etc. II est responsable de la synchronisation interprocessus et de 
la traduction des informations provenant de GDB en transaction bus. Cette methode 
necessite cependant des modifications au kernel de SystemC. Une derniere methode [26] 
est proposee pour reduire les immenses delais occasionnes par des appels IPC frequents. 
Elle reutilise le code source disponible. II faut instancier 1'ISS comme classe C++ a 
l'interieur de la simulation SystemC. II faut encapsuler 1'ISS dans un wrapper et chaque 
fonctionnalite (boucle de decodage, acces memoire en entree, acces memoire en sortie, 
etc.) est geree par un thread SystemC different qui communique a l'aide de signaux et 
d'evenements de synchronisation. 
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ANNEXE D 
SPACE : UNE PLATEFORME DE DEVELOPPEMENT ESL 
SPACE [5] [27] est un environnement de developpement utilisant la librairie SystemC et 
une methodologie de codesign pour effectuer la modelisation, 1'exploration 
architecturale et la validation de SoC au niveau systeme. SPACE est compose de deux 
parties distinctes, soit SpaceLib, une librairie de simulation incluant des modeles de 
composantes diverses (bus, ISS, adaptateurs de communication, timer, etc.), et 
SpaceStudio, un outil graphique facilitant le developpement et la production d'une 
simulation par la prise en charge visuelle des paradigmes de modelisation et de 
communication SPACE. SPACE ameliore une methodologie de conception entitlement 
basee sur SystemC avec trois concepts importants : 
1. Support homogene de la partition logicielle : SPACE permet la modelisation et 
la simulation du logiciel d'un MPSoC. La librairie SpaceLib integre un RTOS 
(uC/OS-II) afin de permettre la conception de systemes temps reel. Deux ISS 
etaient disponibles (juBlaze et ARM) avant le debut de ce projet. De plus, les 
modules logiciels SPACE peuvent etre deplaces en materiel et vice versa, de 
maniere totalement transparente pour l'utilisateur et sans aucune modification au 
code. 
2. Reutilisation de blocs IP : SPACE offre un ensemble de modeles de 
composants standard pouvant etre reutilises dans differentes architectures a bas 
niveau. 
3. Genericite du protocole de communication: SPACE offre un protocole de 
communication base sur la passation de messages ainsi que deux types de 
primitives de communication, soit bloquantes et non-bloquantes. Les primitives 
de communication utilisent les identificateurs de modules pour faire transiger les 
messages dans le reseau d'interconnexions qui est totalement abstrait au niveau 
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de la fonctionnalite des modules. La seule architecture presentement supportee 
est celle de CoreConnect d'IBM. 
D.l. Les niveaux de raffinement architectural 
SPACE offre actuellement deux niveaux de raffinement architectural: 
• Elix : Ce niveau d'abstraction permet la validation de la fonctionnalite d'un 
systeme avec ou sans quelques notions temporelles de delais causes par un 
protocole de communication (parametrable et configurable pour emuler un 
standard). Les operations de communication se font par des appels aux fonctions 
des primitives de communication. Les messages transigent par un modele abstrait 
de bus ne correspondant a aucun standard et servant simplement a effectuer un 
routage des messages. Au niveau Elix, aucun partitionnement logiciel/materiel 
n'est encore effectue. Elix correspond aux niveaux TF et UTF de SystemC. 
• Simtek: A ce niveau d'abstraction est effectue le partitionnement 
logiciel/materiel des modules dont la fonctionnalite a ete validee a Elix. Un 
protocole de communication specifique est implemente par un modele de bus 
precis au cycle pres. L'architecture ainsi obtenue est tres semblable a celle au 
niveau RTL. II est done possible de valider le logiciel, le materiel ainsi que les 
interfaces de communications. Simtek permet aussi 1'exploration architecturale 
en facilitant le deplacement des modules. 
D.2. Concepts de base 
D.2.1. Modules 
Un module represente l'unite fonctionnelle de base d'une architecture SPACE et 
implemente une fonctionnalite precise. C'est une instance de la classe 
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SpaceBaseModule, elle-meme derivant d'un module SystemC. Au niveau Simtek, le 
module peut etre logiciel ou materiel, indifferemment du code qu'il contient. Lorsqu'il 
est logiciel, un module est conceptualise sous la forme d'une tache logicielle s'executant 
sur un RTOS. 
Chaque module possede sont identificateur numerique unique permettant d'abstraire les 
parametres de source et de destination des communications. Dans une architecture de 
base, le module est connecte au media de communication par un adaptateur (wrapper) 
qui assure le decouplage de 1'interface module/bus et 1'encapsulation de la conversion de 
protocole de communication. 
De cette maniere, les communications peuvent etre effecruees indifferemment du niveau 
d'abstraction du bus ou de l'interface qu'il implemente. SpaceBaseModule a done un 
port de communication unique (SpaceModulelF) sur lequel se branche l'adaptateur 
approprie selon 1'architecture de communication choisie. 
D.2.1. Architecture 
Une architecture SPACE contient des modules utilisateurs implantant la fonctionnalite 
d'un systeme, des composants standard de la librairie SpaceLib et un medium de 
communication. Une architecture peut etre modelisee a Elix ou a Simtek. 
Dans l'exemple d'architecture SPACE au niveau Simtek de la Figure , les composants 
ISS, ISSAdapter (adaptateur de communication materiel-logiciel), PIC, Timer et 
SDRAM sont des composants de SpaceLib. La memoire CodeRam contient le binaire 
executable du logiciel simule sur 1'ISS (modele de simulation du processeur). Les blocs 
etiquetes IPIF & Space Wrapper permettent la communication des modules utilisateurs 
avec le reste de la plateforme. 
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Figure D.l - Exemple d'architecture SPACE a Simtek 
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ANNEXE E 
LE PROCESSEUR : BLOC DE BASE DE LA CONCEPTION 
Les microprocesseurs s'imposent de plus en plus comme elements de base de la 
conception de systemes embarques [28], d'ou l'emergence recente des MPSoC. Un tour 
d'horizon des avenues de design possibles s'impose done. 
5.8.1. Les processeurs soft 
Les processeurs soft sont des microprocesseurs qui sont entierement implemented en 
utilisant une synthese logique sur un circuit contenant de la logique programmable 
comme un FPGA ou un CPLD. Les exemples les plus connus sont le uBlaze de Xilinx et 
le NIOS-II d'Altera. 
5.8.2. Les processeurs extensibles 
Les plates-formes a processeurs extensibles sont devenues une possibilite pour 
surmonter la crise de complexity dans la conception des SoC. Les processeurs 
extensibles presentent generalement trois caracteristiques principales [29] permettant 
d'ameliorer les performances de la partition logicielle: 
• Extensibility des instructions : Possibilite d'etendre les fonctionnalites du 
processeur en ajoutant des unites de calcul specialisees et des registres a meme le 
chemin de donnees en decrivant leur comportement fonctionnel dans un langage 
HDL. 
• Inclusion/Exclusion de blocs predefinis : Le concepteur peut choisir d'ajouter 
ou retirer certains blocs du processeur tel des caches, des registres speciaux, des 
blocs de multiplication-accumulation (MAC), un FPU, etc. 
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• Parametrisation : Le concepteur peut fixer certains parametres du processeur 
comme la taille des caches, le nombre de registres generaux, la largeur des 
interfaces bus, la taille des codes d'operation des instructions, etc. 
Les exemples les plus connus sont le NIOS-II d'Altera, le Tensilica Xtensa [30] [28] et le 
PowerPC405 FX de Xilinx. 
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ANNEXE F 
LA PILE LOGICIELLE 
La Figure F. 1 illustre la structure stratifiee de la pile logicielle. Cette structure favorise 
la reutilisation et la modularity des composants logiciels. Elle permet aussi d'executer un 
meme logiciel applicatif sur differentes plateformes en substituant les couches 
inferieures mais en offrant les memes services. 
Logiciel applicatif 
": RTOS (Systeme d'exploitatiqn :temps-ree|) [ 
f-* HAL (CoOche d'abstrafctionjcju materiel) 
: ji-URilotes materiels. 
Figure F.l - La structure de la pile logicielle 
Le niveau superieur implante le comportement du logiciel applicatif. C'est le coeur de 
1'application typiquement code dans un langage de haut niveau. 
La deuxieme couche est facultative. II est probable que le logiciel applicatif necessite 
l'utilisation de certains mecanismes de temps reel d'ou la presence d'un RTOS (« Real 
Time Operating System»). Gerant habituellement les ressources logicielles et 
materielles dans un environnement multitache - en fournissant des mecanismes comme 
les semaphores, les mutex, etc. - le RTOS assure en plus le determinisme de son 
execution et le respect de contraintes de temps. Les exemples sont multiples: 
MicroC/OS-II [31] VxWorks, QNX, RTLinux, etc. 
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La troisieme couche, soit la couche d'abstraction du materiel ou « Hardware Abstraction 
Layer» (HAL) en anglais, est elle aussi facultative. Elle sert d'interface entre les 
couches superieures et les pilotes de peripherique en abstrayant les details de bas niveau. 
La quatrieme couche, necessaire, nomme la couche des pilotes (ou « drivers ») sert a 
interfacer le materiel du systeme. Chaque composant de la partition materielle accessible 
au logiciel (e.g. controleur d'interruption, minuterie, UART, etc.) possede son propre 
pilote offrant des methodes specifiques a ses fonctionnalites. 
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ANNEXE G 
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