The scattering off a potential of finite rank (a sum of a finite number of separable potentials) is studied thoroughly in the neighborhood of infinity of potential strength; for this purpose we introduce the "strong coupling representation" by means of a canonical transformation. The same K matrix as for the infinitely strong repulsion is derived for the infinitely strong attraction. The difference between attraction and repulsion for a large but finite magnitude of strength can be understood in terms of the effects from bound states and excited states which exist for attraction and repulsion, respectively. It is shown that this difference disappears from the K matrix at low energies as the potential strength tends to infinity. The high energy behavior of the phase shift shows a characteristic differerene between the two cases for a large but finite magnitude of strength. Levinson's theorem is discussed lucidly, and it is discussed how to interpret the identical result in the K matrix at infinity for both attraction and repulsion. §1. Introduction A wide class of potentials can be approximated by a sum of suitably chosen separable potentials. Since a problem with a potential of finite rank (a sum of a finite number of separable potentials) can be solved exactly by an algebraic method, various useful theorems can be demonstrated by algebraic methods of similar kind. These theorems are valid for the original potential, once the convergence is established as the rank tends to infinity. For instance, the convergence and the analytical continuation of a Born series can be treated most lucidly by this method. Weinberg originally developped it in a different form/) and its merit was emphatically demonstrated by Coester; 2 ) the present author analyzed its mathematical aspects from the physicist's point of view and gave a rigorous proof. 8 J Let us quote some of the known formulas 4 ) in order to state concretely the purpose of the present paper. We shall deal with a potential of the N-th rank and the strength J.. Without loss of generality, it can be set in the form 
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Let us quote some of the known formulas 4 ) in order to state concretely the purpose of the present paper. We shall deal with a potential of the N-th rank and the strength J.. Without loss of generality, it can be set in the form 
for the Hermitian matrix M are well defined; since it is sufficient to take the standing wave solution, we shall take the principal value of the integral. We introduce the initial momentum ko, and the energy E is set in the form
E=k~.
0·3)
The normalized standing wave solution at energy E takes the form 
where the unit matrix is denoted by I. The cofactor of the propagator, (P-E)-\ on the right-hand side will be referred to as the yet) matrix 
while the y<t) matrix on the energy-shell will be called the K matrix 
K(E)
Now, the problem which we are concerned with is the behavior of the K matrix in the neighborhood of infinity of A. When the magnitude of A is so large that every eigenvalue of M multiplied by A is larger than unity m magnitude, K(E) can be expanded into inverse powers of A:
The salient feature on the right-hand side is that the first term which remains at infinity is independent of the sign of potential; namely, the limit of strong attraction gives the same K(E) as the limit of strong repulsion. In a separate paper 5 ) it will be pointed out that a strong square well potential, off a resonance,*) gives rise to a scattering length similar to a strong square potential barrier (namely, a hard core potential), by using (1· 8) when the rank N is very large. This result in reference 5) is quite relevant, presumably, to the study of scattering by a singular potential.
*) Here a resonance is referred to as a phenomenon in which the phase shift takes a value equal to (1/2)71: (modulo 71:) without differentiating whether the phase shift is increasing or decreasing as a function of energy. A resonance alluded here is very broad both in energy and in potential strength. Needless to say, the comparison of a strong attraction with a strong repulsion (of the same shape) requires a scrutiny, because the physical nature of the two cases are completely different from each other as is shown by the presence or absence of bound states in the respective cases. It is the purpose of this paper to examine the neighborhood of infinity of A. for a potential of finite rank in view of the importance of the problem mentioned above.
We shall introduce the strong coupling representation, which enables us to visualize the difference between attraction and repulsion clearly and also to set a limit of the validity of inverse power expansion in A. unambiguously. In this approach every form factor u,.(k)(m=1,2,···,N) will be treated as the wave function of a bound (unstable) state if the potential is attractive (repulsive). There is a canonical transformation which converts the usual momentum space into the strong coupling representation. An eigenfunction belonging to the continuum of spectrum of the new "unperturbed" Hamiltonian is defined uniquely by the constraint that it be orthogonal to all form factors. The "interaction Hamiltonian" has a nonvanishing matrix element between a state in the continuum and one of the discrete states. The derivation of the scattering amplitude in the strong coupling representation is exactly the same in form as the Lee model 6 ) or its version with an unstable V particle 7 ); actually we shall deal with a Lee model in which there are N of V particles. As we shall see later in detail, the orthogonality constraint is responsible for the first term on the righthand side of (1· 8), while the second and other higher order terms will be derived by the Lee model calculation.
In §2 we shall discuss the properties of an eigenfunction under the orthogonality constraints as mathematical preliminary to the later sections. In §3 we shall introduce the strong coupling representation. In §4 the Lee model calculation for the strong coupling TCI) matrix will be carried out. In §5 we shall discuss the scattering phase shift in the strong coupling representation. The detail of the comparison between attraction and repulsIOn as well as the interpretation of their superficially identical limit at infinity will be given in §6. §2.
Eigenfunctions under orthogonality constraints
In order that the calculations in the strong coupling representation may become neat, we shall limit the form factors more strictly than mady by the conditions (1· 2) that the integrals exist. We assume that they are members of some orthonormal set (2·1) We assume also that the kinetic energy 1s represented by a diagonal matrix in this orthonormal set
The assumption (2·2) can be made without loss of generality, if a Hermilian matrix W defined by (2·3) exists. This is because there must be, then, a unitary matrix U which diagonalizes W (2·4) where JJ is the diagonal matrix whose n-th diagonal element is !J.. And, if we replace u.. by u .. ' according to this excludes the possibility of convergence due to "accelerated oscillation (with a constant amplitude)", such as is exemplified by sink" with a>l, as k approaches infinity.
The projection operator onto the form factor u .. (k) will be denoted by A ..
The kinetic energy operator will be denoted by W
By using the projection operators Am(m= 1, 2, ···, N), we shall make the kinetic energy orthogonalized to every form factors (2·9) Hereafter, this operator will be called the orthogonalized kinetic energy. Its eigenfunction which belongs to energy E will be denoted by 1F(k; ko)
By taking the inner product with any one of the form factors u., (k), it can be seen readily that ?fi must satisfy the orthogonality constraint
(When E vanishes the argument is not valid, but we can ignore this exceptional case, because we can establish the completeness of ?fi, (2 ·18), without giving a special treatment to the lower limit of the spectrum.) By taking into account of the orthogonality (2 ·11), the left-hand side of (2 ·10) can be simplified, to be read as
A normalized solution of (2 ·12) should take the form (2·13) By a straightforward calculation it will be found that If we take the limit of (1·4) as ..:! tends to infinity formally, we shall obtain the same expression inside the curly bracket as in (2 ·13) . That is, the solution (1· 4) at infinity of ..:!, (which gives rise to the first term on the right-hand side of (1· 8)), is exactly the same as an eigenfunction ?fi, (2 ·10) , of the Hermitian operator W 1, (2 · 9). The phase shift introduced here will be called the orthogonality phase shift; it will be derived from it is rather straightforward to verify the orthonormal relation among eigenfunctions which belong to different energies (2 ·17) On the other hand, the completeness relation holds in the space orthogonal to all form factors (2 ·18) although, its proof needs a lengthy calculations. Since the same calculation will be necessary again in §4, the rest of this section will be devoted to the proof of (2 ·18).
We shall substitute 1fJ" given by (2·13)-(2·14) on the left-hand side; the integral can be rewritten as follows on using (2 ·16) :
where the argument of M;;;! is k~ unless stated otherwise explicitly. The matrix element Nm.(P) is defined by the integral
As a preparation for carrying out the integral (2 · 20), we shall generalize the real function Mm. of a real variable E into an analytic function of a complex variable z in the complex plane cut along the positive real axis;
thus, in place of (1 · 2) we set
The real part of the boundary value as z tends to real positive E from above is Mm., (1· 2),
while its imaginary part, to be denoted by
The determinant of the complex matrix j ... will be denoted by L1
The real and imaginary parts of the boundary value of L1 as z tends to real positive E from above will be denoted by U(E) and V(E), respectively, 
We shall denote the (m, n) -cofactor in the determinant U by U' (m.
•l. *l Because of the separability of I ... , the imaginary part
given by
Obviously the matrix element of the inverse M-1 1s given by
The right-hand side of (2 ·15) can be rewritten as
The above equation means that the orthogonality phase shift w(ko) is the imaginary part of the boundary value of an analytic function in the cut plane, namely
Accordingly, we shall set
*l A co-factor means the relevant minor of the determinant multiplied by a suitable signature; the expansion of the determinant is given by N U~L: U~n,m)Mnm, for any n. m=l where the sign is chcsen in such a way as the behavior of (J)(k0) as a function of momentum ko is in conformity with Levinson's theorem and the absolute definition of phase shift which will be discussed in §6.
We shall establish then that the integrand of (2 · 20) is the imaginary part of the boundary value of the analytic function f(z);.;,. If we use (2 · 23), (2 · 28), and (2 · 31), it can be rewritten as
We shall use the formula where u;;, .. :n,q) denotes the (n, q) cofactor of u~P.m)• Because of the sign involved in the definition of a cofactor, we shall find
On using (2 · 33) and (2 · 34) on the right-hand side of (2 · 32), we shall find that it can be transformed into which is equal to (2 ·35) because of (2 · 27). Obviously we have 
by starting from its definition (2 · 21) ; the order of magnitude of the remainder is smaller than I z l-2 • Thus, if we define
for every m and n, we shall derive an analytic function of z in the cut plane, which vanishes at infinity, and yet gives rise to the same imaginary part of its boundary value as f(z);,! (on the real axis). Thus the integral in (2 · 37) reduces to a typical dispersion theoretic integral, which can be carried out straightforwardly; (2 ·40) Explicitly the result reads
However, when substituted on the right-hand side of (2 ·19), the last term of the above result can be dropped. This is because = 2:::
nr,n,p,q which follows from the fact that it is a sum, over all possible pairs of n and p, of the determinants derived from U=det1M(k 2 ),..1 by replacing its n-th and p-th rows by u.(k')*u,.(k) and up(k)*u,.(k)(m=1,2,···,N), respectively; since the elements in the corresponding columns are proportional to a fixed ratio u.(k') *: Up(k) *, the determinant vanishes for every pair of n and p. Similar arguments apply in order to drop the corresponding term from the result for N(k' 2 ),. •• Thus, the sum on the right-hand side of (2·19) reduces, on using (2 · 41) and (2 · 42), to
The completeness relation (2 ·18) follows immediately, when (2 · 43) is substituted into the last member of (2 ·19). §3.
Strong coupling representation
The two statements formulated by (2 ·1) and (2 ·18) guarantee that there is a complete set in momentum space which consists of:
and lfi(k; k0), O<ko<=, for the continuum.
Therefore the transformation of ba~e from free waves (from momentum space) into the set defined by (3 ·1·a)-(3 ·1· b) is a canonical transformation. After this canonical transformation is performed, the wave function (J)(k; ko) belonging to the energy k~ is set in the form
We shall obtain the Schrodinger equation in the new representation by operating the total Hamiltonian on the wave function (J). The new representation will be called the strong coupling representation because it is suitable to explore the neighborhood of infinity of potential strength. 8 ) As for the potential energy, (1·1), it will be represented by a constant matrix J..I for the discrete states, because of (2 ·1) and (2 ·11),
In dealing with the matrix elements of the kinetic energy, we shall take advantage of the equation we shall also obtain, on remembering (2 · 17),
As consequences of (2 · 2), (3 · 3), (3 · 5) , and (3 · 6), the Schrodinger equation in the strong coupling representation reads 
they are highly excited states with levels of the order of ).
The matrix element (mjH'jk) on the right-hand sides of (3·7)-(3·8) represents the "interaction Hamiltonian" in the strong coupling representation; its form is defined by (3 · 5) and independent of the potential strength J.. These equations (3 · 7)-(3 · 8) are exactly the same in form as the Lee model 6 ) or its version with an unstable particle/) except that here the number of V particles is increased to N. If we solve these equations by perturbation expansion, (by developing into powers of the matrix elements of the "interaction" H'), we shall have, to the lowest order.
If this is valid, the first term for the TCl) matrix in the strong coupling repre-sentation is of the order of r 1 when the magnitude of ,l is very large; this is shown in (3 ·14) by the presence of A in the denominator of the second term. As will be shown in more detail in the following sections, small corrections derived in the strong coupling representation account for the second and the following smaller terms in (1· 8), while the first term is due to the distortion of the wave function ?Jf as defined by (2 · 13)-(2 ·15). We shall not develop the detail of the perturbation expansion, however, because the fact that the matrix elements of the interaction are of special form given in (3 · 5) enables us to solve the problem exactly.
§4. T 0 l matrix in strong coupling representation
It follows from (3 · 8) that, disregarding the normalization, the continuum wave function in the strong coupling representation x(k; ko) can be set in the form Substituting ( 4 ·1) into (3 · 7), we shall find for Am where a matrix element of the matrix N is primarily defined by (4·3) to be used in ( 4 · 2) ; however, on substituting the matrix element (m I H' I k) defined in (3 · 5) and its Hermitian conjugate into the integrand, we shall fiind that it is the same integral as in (2 · 20) . The matrix D in ( 4 · 2) is the diagonal matrix defined by its diagonal element !Jm, (2 · 2). The integral ( 4 · 3) has been carried out already in §2; but we shall quote the result in a slightly different form which turns out to be more convenient later. Thus, referring to (2 · 41), we shall set where P(E)mn is defined by Since the integrand is positive-definite, an eigenvalue is positive at zero energy; the same must be true over a certain domain at low energies, because all eigenvalues are continuous functions of the energy E. Consequently, the first term, Ar;~, on the right-hand side of ( 4 ·13) dominates in the limit as A approaches infinity. That is, the right-hand side of ( 4 ·12) allows an expansion into inverse powers of A. The result in the first order for the respective quantities in ( 4 ·12) and ( 4 ·13), we can derive the corresponding formulas at high energies. We shall be concerned with*> where the last term on the right-hand side comes from P, but it vanishes in the high energy limit because of (2 · 6). Consequently the asymptotic form of ( 4 ·12) is
P(E)m.= V(E) · [ U(E) 2 + V(E)
This result clearly shows that when the potential is repulsive (A is positive)
there are N resonances at the unperturbed levels (3 · 9) of unstable states.
When the potential is attractive (A is negative), the strong coupling *> It is important to factor out 71;,., because we are interested in the root of D'""" in (4·20). correction remains small because of (2 · 6). In both cases we must keep in mind that the expansion into inverse powers of A fails on the right-hand side of ( 4 · 20) in the extreme high energy region where
and therefore we have to expand the result into powers of (A/ E) . The last point is important when we want to establish the validity of the first Born approximation of the total phase shift in the domain ( 4 · 21), which will be discussed in §6. §5. Addition theorem for phase shifts
In order to derive the scattering phase shifts, we shall take the Fourier transform of the wave function (3 · 2) and derive its asymptotic form at large distance in configuration space. For simplicity we shall assume that we are dealing with the S wave; a similar proof should be available for other partial waves. The contribution of the discrete states should be small outside the range of the potential. Therefore, discarding the first term, we shall start from the integral m(r: ko) = ~dkdkl sin kr. P"(k; kl). x(kl; ko).
The transformed wave function will be denoted by the tilde above the same notation in momentum space. If we restrict ourselves to the asymptotic form, the following formula for a principal value integral is useful 9 ) (5·2)
On taking into account of (2 ·13)-(2 ·15) also, the asymptotic form of (5 ·1) will be given by m(r: ko)=~~ dk1sin[k1r+ro(k1)] ·X(kl; ko).
(5·3)
We substitute (4·7) for the form of X, apply the formula (5·2) again, and take into account of ( 4 ·10) to find (5·4)
The last result shows that the total scattering phase shift is defined by the sum of the orthogonality phase shift and the strong coupling correction
The same kind of addition theorem for phase shifts as has led to (5 · 5) can be applied to eastablish, concerning the orthogonality phase shift, that w(O)-w( oo) = N1t:. (5 ·6) In the next section, we shall discuss Levinson's theorem on the base of (5 · 6), and here we are concerned only with its proof. Suppose, we consider the orthogonality constraint to only the first m form factors. Then, instead of (2 · 9), we deal with
where by definition we shall set Wf 0 >= w. By applying the same method as discussed in § 2, the completeness in the subspace orthogonal to the first m form factors (5·10) can be established. Now, we shall add the orthogonality to the (m+ 1)-st form factor. Since Um+I is orthogonal to all the form factors taken previously, we can expand it in terms of 'I[I'Cm) without changing its normalization; namely, if we set we shall have
The orthogonalized kinetic energy will be revised to The wave function q;><m+I) represents the distortion (of ?F<m+I)) in reference to ?J7<m); the phase shift associated with it, w<m+I), will be called the (m+l)-st component of the orthogonality phase shift. It will be derived from (5·17)
As has been discussed some time ago/ 0 ) we can establish the following formula (which is crucial in the discussion of Levinson's theorem), if there is only a single orthogonality constraint, as defined by (5 ·14) is given by the convolution of two wave functions, ?J7<m) and q;><m+I), each of which produce its own phase shift; thus the arguments which led from (5 · 1) to (5 · 5) can be repeated to show that the total phase shift involved in ?F(m+I) is the sum of the phase shifts involved in ?P"Cm) and q;>(m+I). Consequently, the orthogonality phase shift w(k0) defined in §2 is the sum of all components N w(ko) = ~ w<m)(ko).
(5 ·19) m=l Then, (5 · 6) IS a consequence of (5 ·18) and (5 ·19).
§6. Comparison of strong repulsion with strong attraction
In addition to what has been discussed in the later half of §4, now we shall show that the strong coupling correction to the phase shift o,(ko) is in general small for a very strong potential, except in the resonance region discussed in ( 4 · 20) . We can easily show that 
and if the magnitude of the potential strength is so large that we can set (6 ·3) the right-hand side of (6 ·1) can be expanded into inverse powers of ..t; under the same condition we can set a bound to the right-hand side of 
which are in conformity with the number of bound states in the respective cases.
In the derivation of the phase shift from its tangent, it suffers indefiniteness by a multiple of n. However, we can use the Born series for the phase shift within radius of convergence to remove this kind of ambiguity; outside the radius of convergence we can use its analytic continuation; this is the so-called absolute definition of the phase shift. 11 > When we investigate the extreme high energy region defined by ( 4 · 21), we shall find from (1·5)-(1-7) and (4·17) that the first Born approximation for the total phase shift is valid
In view of (2 · 6), ( 4 ·17) and ( 4 · 21), we can easily verify that the Born series quickly converges and it gives vanishing high energy limits for the total phase shift a<•>( oo) =O, a<•>( oo) =0. 
Therefore, we must assign different values to the orthogonality phase shift, depending on the sign of the potential, in order to get accordance with the absolute definition. In fact, they must differ from each other by Nn: (6·26) and thus satisfy the same equation (2 ·15) for their tangent. If we take the limit as A tends to infinity for a fixed energy, the high energy resonances ( 4 · 20) which characteristically differentiate the strong repulsion from strong attraction will be shifted to an infinitely highr energy, and their effects disappear from the scattering at finite energies. The phase shift at infinity of potential strength is accounted for by the orthogonality phase shift alone.
The difference in terms of the absolute definition (6 · 26) has no experimentally observable effect on the scattering length, for instance. Thus, as far as the results of the scattering experiments are concerned, strong attraction and strong repulsion appear very close to each other at low energies.
§7. Conclusions
We have analyzed the neighborhood of infinity of potential strength for a potential of finite rank, N. Obviously there are N bound states when the potential is strongly attractive, while there is none when it is strongly repulsive, which indicates that the two cases are of completely different physical nature. This difference is represented by the different values of the absolutely defined orthogonality phase shift, ( 6 · 26). However, since they differ exactly by Nn everywhere, there is no observable effect to discriminate the two. Thus the results of scattering experiments are superficially similar in the neighborhood of infinity, without regard to the sign of potential; mathematically, this can be well formulated by the orthogonality constraints which define the K matrix uniquely at infinity. The physical origin of the constraints is different between the two cases: for attraction, there are N deep lying bound states whose wave functions are almost identical with form factors with the same subscript, and in addition the wave function of a scattering state must be orthogonal to all the bound states; on the other hand, for repulsion, a strong repulsion prohibits a wave function (when transformed into configuration space) from having a substantial amount of amplitude inside anyone of the form factors, which will be formulated by the constraints. Thus on excluding the high energy resonances which differentiate the strong repulsion from the strong attraction, their results appear to be quite similar to each other.
