Due to the limitations of image-capturing devices or the presence of a non-ideal environment, the quality of digital images may get degraded. In spite of much advancement in imaging science, captured images do not always fulfill users' expectations of clear and soothing views. Most of the existing methods mainly focus on either global or local enhancement that might not be suitable for all types of images. These methods do not consider the nature of the image, whereas different types of degraded images may demand different types of treatments. Hence, we classify images into several classes based on the statistical information of the respective images. Afterwards, an adaptive gamma correction (AGC) is proposed to appropriately enhance the contrast of the image where the parameters of AGC are set dynamically based on the image information. Extensive experiments along with qualitative and quantitative evaluations show that the performance of AGC is better than other state-of-the-art techniques.
Introduction
Since digital cameras have become inexpensive, people have been capturing a large number of images in everyday life. These images are often affected by atmospheric changes [1] , the poor quality of the image-capturing devices, the lack of operator expertise, etc. In many cases, these images might demand enhancement for making them more acceptable to the common people. Furthermore, image enhancement is needed because of its wide range of application in areas such as atmospheric sciences [2] , astrophotography [3] , medical image processing [4] , satellite image analysis [5] , texture analysis and synthesis [6] , remote sensing [7] , digital photography, surveillance [8] , and video processing applications [9] .
Enhancement covers different aspects of image correction such as saturation, sharpness, denoising, tonal adjustment, tonal balance, and contrast correction/enhancement. This paper mainly focuses on contrast enhancement for different types of images. The existing contrast enhancement techniques can be categorized into three groups: global, local, and hybrid techniques.
*Correspondence: bit0321@iit.du.ac.bd 1 Institute of Information Technology, University of Dhaka, Dhaka-1000, Dhaka, Bangladesh Full list of author information is available at the end of the article In global enhancement techniques, each pixel of an image is transformed following a single transformation function. However, different parts of the image might demand different types of enhancement, and thus global techniques may create over-enhancement and/or underenhancement problems at some parts of the image [10] . To solve this problem, local enhancement techniques are proposed where transformation of an image pixel depends on the neighboring pixels' information. Hence, it lacks global brightness information and may result in local artifacts [11] . Moreover, the computational complexities of these methods are large as compared to that of global enhancement techniques. Hybrid enhancement techniques comprise of both global and local enhancement techniques. Here, the transformation considers both neighboring pixels' and global image information [12] . However, the parameter(s) controlling the contributions of the local and global transformations to the final output needs to be tuned differently for different images. Hence, a trade-off must be made in choosing the type of the enhancement technique. In this work, we focus on deriving a global enhancement technique which is computationally less complex and, at the same time, suitable for a large variety of images.
A very common observation for most of the available techniques is that any single technique may not perform well for different images due to different characteristics of the images. Figure 1 presents two visually unpleasant images on which two renowned global image enhancement techniques, i.e., histogram equalization (HE) [13] and adaptive gamma correction with weighting distribution (AGCWD) [14] , have been applied. The results show that HE produces better result for the "bean" image but not for the "girl" image while AGCWD produces better result for the "girl" image but not for the "bean" image. Hence, to overcome this problem by applying a single technique, image characteristics should be analyzed first, and based on these characteristics, images need to be separated into classes. An enhancement technique should transform the images appropriately according to the class they belong to.
To handle different types of images, Tsai et al. [15] classified images into six groups and applied enhancement techniques for the respective groups of images. However, the predefined values used in the classification may not work for all the cases, whereas an adaptive classification method based on the statistical information is expected to work well in most of the cases.
To mitigate these problems, we propose a global technique named as adaptive gamma correction (AGC), which requires less computation and enhances each type of image according to its characteristics. To this end, the main contributions of our work are as follows:
• We propose an automatic image classification technique based on the statistical information of an image.
• For enhancing the contrast of each class of the images, we develop a modified gamma correction technique Experimental results show that the dynamic parameters are set well to produce expected improvement of the images. The rest of this paper is organized as follows. Section 2 presents an overview of the existing works. Section 3 presents our proposed solution. Section 4 provides demonstration of the efficacy of AGC and lists the experimental results to illustrate the performance of AGC as compared to other existing methods. Finally, Section 5 concludes the findings.
Literature review
To enhance the contrast of an image, various image enhancement techniques have been proposed [10, [16] [17] [18] [19] . Histogram equalization (HE) is such a widely used technique [13] . However, HE does not always give satisfactory results since it might cause over-enhancement for frequent gray levels and loss of contrast for less frequent ones [18] . In order to mitigate over-enhancement problems, brightness preserving bi-histogram equalization (BBHE) [19] , dualistic sub-image histogram equalization (DSIHE) [20] , and minimum mean brightness error bi-histogram equalization (MMBEBHE) [21] have been proposed, which partition a histogram before applying the HE. BBHE partitions the histogram based on the image mean whereas DSIHE uses image median to partition. MMBEBHE recursively partitions the image histogram into multiple groups based on mean brightness error (MBE). In this technique, however, desired improvement may not always be achieved, and the difference between input and output image is minimal [18] . Moreover, because of recursive calculation of MBE, the computational complexity is very large as compared to other techniques [22] .
A combination of BBHE and DSIHE is the recursively separated and weighted histogram equalization (RSWHE) [18] , which preserves the brightness and enhances the contrast of an image. The core idea of this algorithm is to break down a histogram into two or more parts and apply weights in the form of a normalized power law function for modifying the sub-histograms. Finally, it performs histogram equalization on each of the weighted histograms. However, statistical information of the image may be lost after the transformation, deteriorating the quality of the image [14] .
Some other methods are also proposed ranging from traditional gamma correction to more complex methods utilizing depth image histogram [23] , pixel contextual information [11] , etc., for analyzing image context and pipelining of different stages [24] to speed up the process.
Celik and Tjahjadi propose contextual and variational contrast (CVC) [11] where inter pixel contextual information is taken and the enhancement is performed using a smoothed 2D target histogram. As a result, the computational complexity of this technique becomes very large. Adaptive gamma correction with weighting distribution (AGCWD) [14] derives a hybrid histogram modification function combining traditional gamma correction and histogram equalization methods. Although AGCWD enhances the contrast preserving the overall brightness of an image, this technique may not give desired results when an input image lacks bright pixels since the highest intensity in the output image is bounded by the maximum intensity of the input image [25] . This is because, the highest enhanced intensity will never cross the maximum intensity of the input image.
Coltuc et al. propose exact histogram specification (EHS) [16] based on the strict ordering of the pixels of an image. It guarantees that the histogram will be uniform [26] after enhancement. It thus increases the contrast of the image ignoring insignificant errors. However, EHS uses Gaussian model which is not appropriate for most of the natural images [27] . Tsai and Yeh introduce an appropriate piecewise linear transformation (APLT) function for color images by analyzing the contents of an image [28] . APLT may cause over-enhancement and loss of image details in some cases, when an image contains homogeneous background [29] .
Celik and Tjahjadi have recently proposed an adaptive image equalization algorithm [30] where the input histogram is first transformed into a Gaussian mixture model and then the intersection points of Gaussian components are used to partition the dynamic range of the image. This technique may not enhance very low illuminated images [31] .
The layered difference representation (LDR) proposed by Lee et al. [32] divides an image into multiple layers, derives a transformation function for each layer, and aggregates them into a final desired transformation function. Here, all pixels are considered equally though foreground pixels have more importance than background pixels [33] . Histogram modification framework (HMF) [34] handles these types of problems by reducing the contributions of large smooth areas which often correspond to the background regions. Thus, it enhances object details by degrading background details, and hence this method may not suffice if we want to see the background detail [35] .
In order to enhance different parts of an image in different ways, bilateral Bezier curve (BBC) method [36] partitions the image histogram into dark and bright regions, creates transformation curves separately for each segment, and merges these two curves to get the final mapping. However, BBC often generates significant distortions in the image due to brightening and overenhancement [37] .
In general, most of the contrast enhancement techniques fail to produce satisfactory results for diversified images such as dark, low-contrast, bright, mostly dark, high-contrast, mostly bright ones. To get rid of this problem, Tsai et al. [15] propose a decision tree-based contrast enhancement technique, which first classifies images into six groups, and then applies a piecewise linear transformation for each group of the images. However, the classification is performed using manually defined thresholds which may not always fit to enhance different types of images properly.
From the above discussion, it is evident that the available techniques for enhancing the contrast of an image might not be applied for all types of images. A technique producing good results for some images may fail on some other images. To solve this problem, we propose a computationally simple method utilizing an automatic image classification mechanism along with a suitable enhancement method for each of the image classes.
Proposed method
The main objective of the proposed technique is to transform an image into a visually pleasing one through maximizing the detail information. This is done by increasing the contrast and brightness without incurring any visual artifact. To achieve this, we propose an adaptive gamma correction (AGC) method which dynamically determines an intensity transformation function according to the characteristics of the input image. The proposed AGC consists of several steps as presented in Fig. 2 . The detail of each step is described in the followings.
Color transformation
Several color models [13] , such as red-green-blue (RGB), Lab, HSV, and YUV are available in the image processing domain. However, images are usually available in RGB color space where the three channels are much correlated. And hence, intensity transformations done in the RGB space are likely to change the color of the image. For AGC, we adopt HSV color space which separates the color and brightness information of an image into hue (H), saturation (S), and value (V) channels. HSV color model provides a number of advantages such as having a good capacity of representing a color for human perception and the ability of separating color information completely from the brightness (or lightness) information [28, 38, 39] . Hence, enhancing the V-channel does not change the original color of a pixel.
Image classification
Every image has its own characteristics, and the enhancement should be done based on that. To appropriately handle different images, the proposed AGC first classifies an input image I into either low-contrast class 1 or high (or moderate) contrast class 2 depending on the available contrast of the image using Eq. (1).
where D = diff((μ + 2σ ), (μ − 2σ )) and τ is a parameter used for defining the contrast of an image. σ and μ are the standard deviation and mean of the image intensity, respectively. Equation (1) classifies an image as a low-contrast one when most of the pixel intensities of that image are clustered within a small range (cf. Fig. 3 ). The criterion in Eq. (1) is chosen being guided by the Chebyshev's inequality which states that at least 75 % values of any distribution will stay within 2σ around its mean on both sides [40] . This leads to the simpler form of the criterion for an image to be classified as a low-contrast one as 4σ ≤ 1/τ . From our experience, we have found that τ = 3 is a suitable choice for characterizing the contrasts of different images.
Again, depending on the brightness of the image, different image intensities should be modified differently. Hence, we divide each of the 1 and 2 classes into two sub-classes, bright and dark, based on whether the image mean intensity μ ≥ 0.5 or not. Thus, AGC makes use of the four classes as shown in Fig. 4. 
Intensity transformation
The transformation function of the proposed AGC is based on the traditional gamma correction given by (2) where I in and I out are the input and output image intensities, respectively. c and γ are two parameters that control the shape of the transformation curve. In contrast to traditional gamma correction, AGC sets the values of γ and c automatically using image information, making it an adaptive method. In the following subsections, we describe the procedure of setting these two parameters for different classes of images.
Enhancement of low-contrast image
According to the classification done in Eq. (1), the images falling into group 1 have poor contrast. Low σ implies that most of the pixels have similar intensities. So, the pixel values should be scattered over a wider range to enhance the contrast.
In gamma correction, γ controls the slope of the transformation function. The higher the value of γ is, the steeper the transformation curve becomes. And the steeper the curve is, the more the corresponding intensities are spread, causing more increase of contrast. In AGC, we conveniently do this for low-contrast images by choosing the value of γ calculated by Figure 5 demonstrates a plot of γ with respect to σ using the above formula which shows a decreasing curve. Note that, σ is small in 1 class. Hence, large γ values will be In traditional gamma correction, c is used for brightening or darkening the output image intensities. However, in AGC, we allow c to make more influence on the transformation. The proposed AGC uses different values of c for different images depending on the nature of the respective image according to
where k is defined by
and the Heaviside function [41] is given by
Such choices of γ and c enable AGC to handle bright and dark images in 1 class in different and appropriate manners. The effectiveness of the proposed transformation function is described in the following subsections. 1 For low-contrast bright images (μ ≥ 0.5), the major concern is to increase the contrast for better distinguishability of the image details that are made up of high intensities. Hence, in AGC, according to Eq. (4), c becomes 1 for such images, and the transformation function becomes
Bright images in
For increasing the contrast in this type of images, the transformation curve should spread out the bright intensities over a wider range of darker intensities. To achieve this, according to AGC, we need γ to be larger than 1, which is assured by Lemma 1.
Lemma 1 For low-contrast images, γ remains greater than 1.
Proof For low-contrast images, the minimum value of γ in AGC will be γ min = − log 2 (σ max ) = − log 2 1 4τ . For a choice of τ = 3, we get γ min = − log 2 (0.0833) = 3.585 > 1.
The lower curves in Fig. 6 represent the transformation effects for low-contrast bright images. We get different curves with different slopes depending on the value of σ . A lower σ produces higher spread of intensities, resulting in more increase of contrast. 1 Most of the intensities of an image in this class are clustered in a small range of dark gray levels around the image mean. For increasing the contrast of such images, the transformation curve needs to be spread out the dark intensities to the higher intensities. This requires a transformation curve that lies above the line I out = I in . The transformation function is also desired to spread the "clustered" intensities more than the other intensities.
Dark images in
For a dark image (μ < 0.5) with low-contrast, Eqs. (4) and (5) are used and the final transformation function becomes Figure 6 shows that the transformation functions produced by the AGC for low-contrast dark images indeed fall above the line I out = I in . Again, the steepness of the curves are more for the lower contrast (i.e., low σ ) images, as desired. More interestingly, the steep portion of the curve moves with the value of μ. This ensures that the intensities around μ are more spread in the output image. Such a behavior of the transformation is very much expected, since most of the intensities fall around the μ in this class of images. Figure 7 presents two low-contrast dark and bright images and their histograms along with the corresponding transformation curves as well as the enhanced images and histograms after applying AGC. In the input image histograms, most of the intensities are accumulated within a very limited range. After applying the AGC, the intensities are distributed over wider ranges.
Enhancement of high-or moderate-contrast image
An image falls into 2 class when the intensities are appreciably scattered over the available dynamic range. Brightness adjustment is usually more important than contrast enhancement in such images. In this case, I out and c are calculated similarly as in Eqs. (2) and (4) . γ is now calculated differently using Eq. (9), not to make much stretching of the contrast 
Lemma 2 confirms that γ falls within a small range around 1 for this class of images, as desired, ensuring not much change in contrast.
Lemma 2 For high-or moderate-contrast images
Proof The minimum value of γ is found when (μ + σ ) has a maximum possible value of max μ + μ − μ 2 since for x ∈[ 0, 1], we have σ 2 ≤ μ − μ 2 . Thus, the maximum of (μ + σ ) is We now discuss the effect of γ on the dark and bright images. 2 For images with μ < 0.5, (μ + σ ) ≤ 1, since both μ and σ are less than (or equal to) 0.5 which implies γ ≥ 1. Figure 8 presents the transformation curves for different values of μ and σ . Here, we see that the transformation curves pass above the linear curve I out = I in , transforming the dark pixels into brighter ones. Note also that, the lower the mean in the input image, the sharper increase in darker pixel values are performed (steeper curves in Fig. 8 ). This increases the visibility of the dark images.
Dark images in
For dark images with comparatively larger mean (μ ∼ 0.5 but μ < 0.5), the transformation curves are very close to the linear curve, i.e., not much changes are made in the intensities. 2 For this class of images, I out , c, and γ are calculated using Eqs. (2), (4), and (9), respectively. In this case, images have good quality with respect to brightness and contrast. Here, the main target is to preserve the image quality. Figure 9 shows the transformation curves for different values of the μ and σ . Here, the curves lie very close to the line I out = I in , causing little change in contrast and ensuring not much changes of intensities as expected.
Bright images in
Note that for the maximally scattered image, i.e., for σ = σ max = 1 2 and μ = 1 2 , (i.e., when half of the image pixels are at zero intensity and the other half at the maximum intensity 1), we need not change the image. It has the maximum contrast and is already enhanced. Here, we need a linear transformation curve, and Eq. (9) exactly produces γ = 1 meeting the requirement. Figure 10 presents two moderate-or high-contrast images and their histograms along with the corresponding transformation curves as well as the enhanced images and histograms after applying AGC. Upon the application of AGC, the gray levels of the images are distributed over wider ranges in the histograms as desired.
Experimental result
In this paper, we have three major concerns: (i) appropriate classification along with (ii) transformation of an image for acceptable contrast enhancement with (iii) low computational complexity. We compare the performance of the proposed AGC with some other state-of-the-art techniques, namely HE [13] , EHS [16] , CVC [11] , LDR [32] , HMF [34] , RSWHE [18] , and AGCWD [14] . The comparison is performed in both qualitative and quantitative manners.
Qualitative assessment
For qualitative assessment, we first consider few representative images from each of the four proposed classes (shown in Fig. 11 ). Beside these, we also consider some other images used in [42] and [13] .
The "bean" and "cat" images belong to dark low-contrast class (in scale of 255 1 the dark region. The main challenge of these images is to remove the haziness and increase the brightness without creating any artifact. To demonstrate the superiority of AGC, let us consider a portion from the "cat" image (i.e., rectangular red marked region in Fig. 11 ) that represents a plain wall (where intensities vary from 88 to 99). HE creates abnormal effects because the intensities of this region range vary from 161 to 255 in the output image which creates local artifacts. Over-enhancement is also observed in EHS. In contrast, following Eqs. (3), (4), (5) , and (8), AGC transforms the intensities to the range [202, 255] . As a result, a visual soothing area is created on the wall in the transformed image. Similar effect is also observed in the "bean" image for different methods. Large contrast is desired to clearly visualize black dots on the white beans. HE and EHS are almost successful in this case. However, CVC highly deteriorates the image quality due to the creation of local artifacts. AGCWD does not create any significant effect on the input images because this method is unable to increase the brightness beyond the highest intensity (highest intensity for "cat" is 104 and for "bean" is 83). RSWHE slightly equalizes the original image in order to preserve the original brightness but does not improve the image quality. LDR largely increases the brightness whereas HMF fails to increase that sufficiently. In contrast, due to the proposed classification along with the proper transformation function, the results of AGC are quite acceptable.
The "cup" image of Fig. 11 is also of low contrast but most of the pixels of this image are too bright (in scale of 255, D = 81.70, μ = 204.86). The most frequent intensity of the cup image is 255 which is also the maximum intensity of this image whereas the minimum intensity is 111. In case of HE and EHS, some of the pixels become too dark which is not desirable. CVC, LDR, and HMF fail to extract detail information in a few cases. AGCWD transforms most of the intensities into a white range ([128, 255] ) and makes the image brighter than expected. On the other hand, AGC appropriately transforms (using Eqs (3), (4), (5) , and (7)) a large number of the brighter pixels into darker ones, enhancing the contrast. The proposed AGC performs superior than others because one pixel does not influence other neighboring pixels' transformation directly. Rather, information such as image mean and standard deviation from the whole image influence the transformation of AGC.
The "cave" and "woman" images represent dark moderate-/high-contrast class (in scale of 255, cave, D = 261.22, μ = 61.99 and woman, D = 210.73, μ = 85.22). This is because the pixels of these images are scattered over the whole histogram, and among those, more than half of the pixels are in the dark region. The main challenge of the "cave" and "woman" images is to increase the brightness without creating any artifact, especially in the light regions of the images. In the "woman" image, 75 % of the pixel intensities are lower than 100 and we need to preserve the effect of the lights. HE and EHS over-enhance the image because intensity values above 100 are dramatically changed, creating local artifacts around the lights. LDR, HMF, and CVC produce almost identical results, Fig. 11 Enhancement results of different methods (top-down → "cat", "bean", "cup", "woman", "cave" and "rose"). a Original. b HE. c EHS. d CVC. e LDR. f HMF. g RSWHE. h AGCWD. i Proposed and the outputs are mostly dark. RSWHE largely deteriorates the original image. Although, AGCWD produces comparatively better result than other existing methods, the outputs lack desired brightness. The proposed method (AGC) increases the brightness of the input images and also keeps good contrast using Eqs. (2), (4) , and (9). In the "cave" image, 85 % intensities are lower than 75, but the maximum intensity is 255. Like the "woman" image, similar effects are also observed for the "cave" image. AGC produces better contrast by effectively classifying and transforming the pixel intensities using Eqs. (2), (4), and (9) .
The "rose" is an image having good contrast and soothing brightness (in scale of 255, D = 265.51, μ = 218.79). We choose this image to experiment on the outcomes of different methods on a good quality image. In this image, the minimum and maximum intensities are 11 and 255, respectively. More than 60 % intensities are exactly 255 (mostly coming from the white background). HE and EHS create annoying artifacts which are strongly visible on the leaves and the petals. HE transforms most of the bright pixels to darker regions (e.g., 254 into 101, 200 into 53). As a result, the petals of the rose become dark. Similarly, EHS and RSWHE transform pixels of intensity 255 to lower ones and create dark shades in the background. CVC, LDR, and HMF make the image darker whereas RSWHE and AGCWD increase the brightness. In all of these cases, the output image loses its original contrast. However, AGC does not affect most of the intensities because of the linear nature of its transformation curve (the transformation curve is shown in Fig. 9 using Eqs. (2), (4) , and (9)). Hence, visual information of the image is preserved and slightly enhanced.
Although we have discussed our four different cases with example images (e.g., Fig. 11 ), several other images from [42] and [13] are also considered to show the robustness of AGC as shown in Fig. 12 . These results also advocate the superiority of AGC. For example, in case of "girl" image, HE makes the thin necklace visible but there exist too many artifacts on the hair. LDR, HMF, and CVC produce good results on the hair but they do not keep the original color of the face, and the brightness is not increased. EHS enhances the image with too many artifacts on the hair. Although AGCWD produces comparatively better result than other existing methods, the output has lack of desired brightness. On the other side, AGC increases the brightness of the input image and also keeps desired color contrast. For "dark-ocean, " the main challenges are to increase the brightness keeping the sunlight ray and river stream arcs clearly visible. Figure 12 ("room") presents a raw image which is almost dark. In this case, too, AGC increases the contrast and brightness better than other techniques. The "white-rose" image in Fig. 12 contains pattern noise [13] . Here, our method yields a better image than the other methods without amplifying the noise much.
Quantitative measurement
Enhancement or improvement of the visual quality of an image is a subjective matter because its judgment varies from person to person. Through quantitative measurements, we can establish numerical justifications. However, Fig. 12 Enhancement results of different methods (top-down → "girl," "dark-ocean," "fountain," "building," "room," and "white-rose"). a Original. b HE. c EHS. d CVC. e LDR. f HMF. g RSWHE. h AGCWD. i Proposed quantitative evaluation of contrast enhancement is not an easy task due to the lack of any universally accepted criterion. Here, we assess the performance of enhancement techniques using three quality metrics, namely rootmean-square (rms) contrast, execution time (ET), and discrete entropy (DE).
Root-mean-square (rms) contrast
A common way to define the contrast of an image is to measure the rms contrast [43, 44] . The rms is defined by Eq. (10). Larger rms represents better image contrast.
Tables 1 and 2 present the rms contrast produced by different methods. In Table 1 , we use the images presented in Fig. 11 . Again, to show the robustness of the proposed method, in Table 2 , we consider a collection of 4000 images (1000 for each group: low-contrast bright (G1), and dark (G2) images and moderate-/high-contrast bright (G3), and dark (G4) images). We select the images from Gonzalez et al. [13] , Extended Yale B [45] , Caltech-UCSD birds 200 [46] , Corel [47] , Caltech 256 [48] , and Outex-TC-00034 [49] datasets. From these two tables, it is clear that the proposed method provides larger rms values as compared to other methods. Though HE produces the highest rms in three groups (shown in Table 2 ), such results are due to the over-enhancement of the images. Except this, AGC demonstrates the best performances than the other state-of-the-art techniques due to its better classification and appropriate transformation function.
Execution time
The execution time is an important metric in image processing to measure the running time of an algorithm. Figure 13 presents the execution time needed to run each algorithm which shows that CVC requires more execution time than all other methods due to considering neighboring pixel information. LDR, EHS, AGCWD, RSWHE, and HMF also take comparatively larger execution time. The execution time of AGC is always the lowest compared to that of other existing methods, even HE This is because its transformation function only considers image current pixel's information, image mean, and standard deviation. Hence, AGC can be easily adopted with real-time applications such as surveillance camera, web cam, and cameras for its low computational cost.
Discrete entropy
Entropy is a measure of the uncertainty of a random variable. The more random the nature of the pixel intensities, the more entropy the image has [50] . Low entropy means low-contrast of the image. Tables 3 and 4 illustrate the DE values achieved by the different methods. Table 3 shows that AGC creates larger entropy in most of the cases and its performance is the best as compared to the other methods. Table 4 presents the DE values calculated for the 4000 images mentioned earlier, where we can also conclude that AGC has performed better than other state-of-the-art methods.
Conclusions
In this paper, we have proposed a simple, efficient, and effective technique for contrast enhancement, called adaptive gamma correction (AGC). This method generates visually pleasing enhancement for different types of images. Unlike most of the methods, AGC dynamically changes the values of the different parameters of the method. Performance comparisons with other state-ofthe-art enhancement algorithms show that AGC achieves the most satisfactory contrast enhancements in different illumination conditions. As AGC takes low time complexity, it can be incorporated in several application areas such as digital photography, video processing, and other applications in consumer electronics. 
