Conditional random fields (CRFs) are commonly employed as a post-processing tool for image segmentation tasks. The unary potentials of the CRF are often learnt independently by a classifier, thereby decoupling the inference in CRF from the training of classifier. Such a scheme works effectively, when pixel-level labelling is available for all the images. However, in absence of pixel-level labels, the classifier is faced with the uphill task of selectively assigning the image-level labels to the pixels of the image. Prior work often relied on localization cues, such as saliency maps, objectness priors, bounding boxes etc., to address this challenging problem. In contrast, we model the labels of the pixels as latent variables of a CRF. The pixels and the image-level labels are the observed variables of the latent CRF. We amortize the cost of inference in the latent CRF over the entire dataset, by training an inference network to approximate the posterior distribution of the latent variables given the observed variables. The inference network can be trained in an end-to-end fashion, and requires no localization cues for training. Moreover, unlike other approaches for weakly-supervised segmentation, the proposed model doesn't require further post-processing. The proposed model achieves performance comparable with other approaches that employ saliency masks for the task of weakly-supervised semantic image segmentation on the challenging VOC 2012 dataset.
Introduction
Conditional random fields (CRF) are discriminative graphical models, commonly employed for modelling data with structured output. Subsequent to their introduction in 2001 [16] , CRFs have been widely used for applications in text processing and computer vision. These include, but are not limited to, image segmentation [7] , named entity recognition [30] and POS tagging [25] .
Prior to 2014, CRFs were ubiquitously employed for addressing the challenging problem of semantic image segmentation [7, 32, 15, 26, 33, 10, 13, 40] , where the goal is to assign a label to each pixel of an image. However, the success of deep learning in computer vision [14, 6] has shifted the focus to fully convolutional neural networks (CNN) for training semantic segmentation models [18] , while CRFs have been sublet the task of post-processing the segmentation masks during inference [2, 3, 21, 20, 41] .
Hence, most successful models for semantic image segmentation employ some variation of CNN for computing the probability distribution over the classes for each pixel. During inference, these distributions are fed as unary potentials to a fully connected CRF with Gaussian edge potentials, and a joint labeling for the pixels of the image is inferred from the CRF. The work by Krähenbühl & Koltun [13] , allows for efficient inference in such models.
Due to the expressive power of CNN, it is theoretically possible to learn segmentation masks without involving a CRF during training. This is especially true, if one has access to a large number of images that have been densely labelled. However, as has been observed by several other researchers [21, 24, 23] , dense labeling of images is an expensive and time-consuming operation. The number of densely labeled images form a minuscule percentage of the total set of available labeled images. Hence, the models that rely solely on densely labeled images, are limited in their scope, due to the availability of the data. These models will be referred to as fully-supervised models in the sequel.
The limitations of fully supervised models has necessitated the development of models that can incorporate weakly labeled images for training. These include models that utilize bounding box prior [17, 4, 21, 39] , few points per class [1] and image-level labels [38, 34, 21, 24, 23, 22, 31, 28, 35] . Of particular interest are models that rely on image-level labels only, since the web provides an almost unlimited source of annotated images.
Unfortunately, the decoupled CNN-CRF combination (or CNN alone) fares poorly, when only image-level la-bels are available, as has been observed by several researchers in the past [24, 22] . To alleviate this hurdle, several researchers have resorted to the use of localization cues, such as saliency and attentions maps [37, 11] or objectness priors [24, 36] , thereby improving performance to an extent. Improvements in CNN architecture for segmentation [3, 41] , has further aided in improved performance.
In this paper, we aim to shift the focus from localization cues and network architecture to conditional random fields for weakly supervised semantic segmentation. In particular, we model the pixel-level labels as the latent features of a conditional random field, while the pixels of the image and the image-level labels form the observed features. The pairwise potentials of the CRF are defined as in [13] . Given the pixels of the image and global label for each image, the aim is to infer the distribution of the latent features for all the images.
One of the major hurdles in employing a CRF with CNN during training, is the cost of exact inference in such a model. In recent years, this issue has been addressed by unrolling few iterations of the mean-field updates of CRF, either implicitly [12, 29] , or explicitly as layers of an RNN [42] . This increases the cost of training by a factor proportional to the number of unrolled iterations.
In this paper, we use variational inference to compute a posterior over the latent features (pixel-level labels), as well. However, rather than optimizing the approximate posterior for each example separately, we amortize the cost of inference over the entire dataset. Specifically, we train a CNN that takes the image as input to model the posterior distribution over the corresponding pixel-level labels. This reduces the cost of training as well as inference, since the inference network is a single CNN module. It is important to point out that the proposed model doesn't learn the unary potentials of the CRF, which is the aim in [12, 29] . Rather, we train the inference network to output pixel-level labels that are globally consistent with the image-level label and locally consistent with each other.
Compared with networks that use only global consistency (image-level classification error) for weaklysupervised segmentation [21, 22, 24] , the proposed model results in a tremendous improvement in performance, while utilizing a similar architecture. Moreover, we were also able to achieve performance comparable with other networks that employ localization cues, such as saliency and attention maps for training, for the task of weakly-supervised semantic segmentation on VOC 2012 dataset.
The proposed model
Let x (i) , 1 ≤ i ≤ n be n images and y (i) , 1 ≤ i ≤ n be the corresponding image-level labels. Each y (i) is a boolean vector whose length equals the number of classes used for training. Moreover, let
n be the corresponding pixel-level labels. Note that we use one-hot encoding for z
th pixel in i th image is assigned to the third class, and the total number of classes is 5. We will use the phrase pixellevel labels and segmentation masks interchangeably in the sequel. Given (x (i) , y (i) ), 1 ≤ i ≤ n, we wish to learn a smooth mapping from x (i) to y (i) , that allows inference of the pixel-level labels z (i) . The conditional distribution of the image-level labels y given the image x can be written in the following form:
The aim is to maximize
Towards that end, we define the conditional distribution of the latent features z given x as a pairwise CRF as below:
where
Here, t j is the feature vector at location j and µ(j, j ) is the compatibility between the labels z j and z j . For this work, we follow the definition of feature vectors and kernel potentials as used in [13] , that is,
where l j are the x, y coordinates, and x j is the RGB intensity at location j. The distribution p(z|x) serves as a prior distribution over the segmentation mask and encourages the segmentation mask to incorporate information about the brightness and location of the corresponding pixels. Note that, p(z|x) has no trainable parameters. This was explicitly done, since learning the parameters of a CRF is computationally expensive. Instead, we parametrize the distribution p(y|z, x) to serve a similar task as the unary potentials of the CRF.
In particular, we assume that the distribution over the image-level labels factorizes, that is,
where K is the number of classes and y k is a binary random variable indicating whether the k th class is present or absent in the image. The probability of y k being 1 is given by:
An EM algorithm to train φ, would proceed by generating samples from p(z|x, y), fix those samples, and then maximize log p(y|z, x) using those samples (since p(z|x) has no trainable parameters). Unfortunately, sampling from p(z|x, y) is computationally intractable. Hence, we resort to a variational approach for optimizing p(y|x).
The lower bound
We introduce a variational distribution q(z|x, y), and obtain a lower bound on the conditional log-likelihood as follows:
= −KL(q(z|y, x)||p(z|x))
where the inequality in the lower bound appears due to Jensen's inequality. The first term in (9) forces the variational distribution q to be 'close' to the prior distribution for the image x, that is, p(z|x). This forces q to generate fine-grained segmentation masks that take into account pixel brightness and location. The second term trains the variational distribution to generate segmentation masks that improve classification performance.
In this work, we assume that the variational distribution q factorizes completely, that is
Moreover,
where g is a fully convolutional neural network and {g jk (x), 1 ≤ j ≤ m, 1 ≤ k ≤ K}, are the outputs of g, when x is fed as input. The architecture of the CNN used is discussed in the experiments section. The CNN g will be referred to as the inference network in the sequel. Note that we don't explicitly model the variational distribution q as a function of y, since y wouldn't be available for the test data. We will denote q(z jk = 1|x, y) as ϕ jk (x).
Training the inference network
In this section, the training of the inference network g with respect to the objective function (9) will be discussed.
In particular, the gradient of the objective function with respect to φ jk (x) will be derived. The gradient with respect to the parameters of CNN g can then be computed via backpropagation.
The KL-divergence term in (9) can be rewritten as:
Differentiating the above with respect to ϕ jk (x), we get
An efficient algorithm for computing the above quantity using permutohedral lattice has been discussed in [13] . Note that, we need to compute the above quantity only once for computing the exact gradient. This is in contrast with standard mean-field approaches that require similar computations to proceed till convergence. Exact computation of the gradient of the second term in (9) with respect to ϕ jk (x) is intractable. One possible solution is to approximate the gradient by generating samples from q(z|x, y). Note that, q(z|x, y) is a fully-factorized distribution and hence, sampling can be done in parallel very efficiently. The gradient of the second term can then be rewritten as:
However, we found that the resultant gradients had high variance. Therefore, we approximated the multinomial distribution q(z j |x, y) by its continuous relaxation q π (z j |x, y). This distribution is known as the concrete distribution or Gumbel-softmax distribution [8, 19] .
A samplez j = (z j1 , . . . ,z jK ) from the continuous relaxation q π (z j |x, y) has the following form:
where τ is the temperature that performs trade off between the variance of the samples and accuracy of the updates. Moreover, γ jk , 1 ≤ k ≤ K are i.i.d samples from the Gumbel distribution (denoted as G in the sequel), and can be sampled as γ jk = − log(− log(U )), U ∼ Uniform[0, 1]. To Figure 1 : Representation of the implemented model. The image x is fed to the inference network to compute the parameters of the variational distribution q. The KL-divergence between q and p(z|x) is minimized and the corresponding derivative backpropagated. Next, samples from the Gumbel-softmax approximation are generated and fed to the classification network. The gradient of the network is computed with respect to the relaxed sample and backpropagated. The inference network of the proposed model. Except for the last layer, each convolutional layer in the inference network is followed by a ReLU layer and a batch normalization layer. The last layer is followed by exponentiation and normalization to get φ.
know more about Gumbel-softmax distribution, the reader is encouraged to refer to [8] .
Using the above approximation, the samplesz from q(z|y, x) can be expressed as a continuous function of the parameters of the network g. Hence, the gradient of the second term in (9) with respect to ϕ jk (x) can be rewritten as:
where Γ = (γ jk ) andz = (z jk ). Moreover,z jk is a function of ϕ jk (x) and γ jk as defined in (14) . Since log p(y|z, x) is a differentiable function ofz, the gradient can be computed using chain rule.
Implementation details
We use minibatch training to learn the parameters of the model, whereby the gradient of the model with respect to the parameters of the inference network g are computed for every minibatch and the corresponding parameters updated. While the gradient of the KL-divergence can be computed exactly from (12) , the gradient of the classification error in (15) requires one to sample Gumbel-distributed random variables. In practice, when the minibatch size is large enough, it is sufficient to sample one Gumbel random variable for each z jk . per training example, and then compute the gradient of the classification error with respect to the parameters, for this vector. This has also been observed for the case of variational autoencoder in [9] .
We don't perform any explicit training of function φ from equation (5) . Instead, we define φ jk as follows:
where l j is the rank of ϕ jk (x), when the list (ϕ j k (x), 1 ≤ j ≤ m) is sorted in descending order, and d is a hyperparameter, that is fixed to .998 . A similar strategy was employed in [11] for training. The weights φ jk (x) are treated as fixed by the model during training. A pictorial representation of the implemented model is shown in Figure 1 . The image x is fed as input to the inference network g(x). The parameters of the distribution q(z|x, y) are computed from the output of the network using equation (11) . The gradient of the KL-divergence between q(z|x, y) and p(z|x) is computed using (12) and backpropagated through the inference network. A sample from the continuous relaxation of q(z|x, y) is obtained using (14) , which is then fed to the classification network along with φ jk (x). The gradient of the network is computed with respect to the relaxed sample and backpropagated.
Evaluation
We evaluate the model on the popular VOC 2012 [5] dataset. The dataset consists of 20 different classes of objects, with high intra-class variation. The task is to segment out an object, if it belongs to one of the 20 classes. Anything other than the 20 objects in the image, is classified as background.
We follow the experimental setup of [24] . In particular, we downloaded approximately 260,000 images of objects belonging to the 20 classes from the Imagenet database [27] . The exact classes of Imagenet used are mentioned in the supplementary section. The downloaded dataset is highly unbalanced, with the 'dog' category having at least 50 times as many images as the category 'potted plant'. We trained the inference network g on this dataset, while ensuring that each class is sampled equal number of times.
Network architecture
We used the Pytorch framework 1 for training our network. We downloaded the pretrained VGG16 network (trained on Imagenet for classification) from torchvision 2 . The fully-connected layers and the last pooling layer were removed from the network and all the other layers of the network were frozen with the pretrained weights. The input images were scaled to 224 × 224 for training. The output segmentation masks are of size 56 × 56. The exact architecture of the inference network g used in our work is shown in Figure 2 . 
Results
In Table 1 , we compare the proposed model with other models that were trained solely using image-level annotations, on the validation set of VOC 2012. Among the compared models, the models that employ saliency masks (SEC [11] and STC [37] ) have drastically improved performance, as compared to other models. More importantly, the proposed model is able to achieve comparable performance without employing saliency masks. The qualitative results are shown in Figure 2 
Discussion
While there have been several papers that posed the problem of semantic segmentation as inference in a graphical model [7, 32, 15, 26, 33, 10, 13, 40] , there have been relatively few papers that have achieved the same for weakly supervised semantic segmentation [35, 34] . To our knowledge, this is the first attempt to cast weakly supervised segmentation as learning in a graphical model and utilize CNNs Table 2 : Examples of predicted segmentation masks. The middle row is the ground truth.
for training the graphical model. Graphical modeling is a natural way of incorporating our prior understanding about the data into the model. The fact, that it is also capable of achieving performance comparable to other architectures that utilize saliency map, suggests that this is the correct direction to proceed.
