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ABSTRACT. We use persistence modules and their corresponding barcodes to quanti-
tatively distinguish between different fiberwise star-shaped domains in the cotangent
bundle of a fixed manifold. The distance between two fiberwise star-shaped domains is
measured by a non-linear version of the classical Banach-Mazur distance, called sym-
plectic Banach-Mazur distance and denoted by dSBM . The relevant persistence modules
come from filtered symplectic homology and are stable with respect to dSBM . Our main
focus is on the space of unit codisc bundles on surfaces of positive genus equipped
with Riemannian metrics. We consider some questions about large scale-geometry of
this space and in particular we give a construction of a quasi-isometric embedding of
(Rn, | · |∞) into this space for all n ∈ N. On the other hand, in the case of domains in
T ∗S2, we can show that the corresponding metric space has infinite diameter. Finally,
we discuss the existence of closed geodesics whose energies can be controlled.
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1. INTRODUCTION
Recently, technique of persistence modules and barcodes has been successfully used
in symplectic and contact topology. For instance, [29], [38], [41], [30], [33] and [16]
used persistence modules constructed from Floer homology to study questions in Hamil-
tonian dynamics, while [5] and [21] applied persistence techniques in the framework of
C0-symplectic topology. On the other hand, [10] used barcodes to deduce displacement
energy bounds for Legendrian submanifolds. In this paper, we will consider persistence
modules coming from filtered symplectic homology in order to study fiberwise star-
shaped domains in the cotangent bundle of a fixed manifold in a quantitative fashion.
1.1. The metrical set-up. The quantitative perspective which we wish to adopt has its
roots in the concept of Banach-Mazur distance, initially appearing in functional analysis
with the aim of comparing convex bodies. Let M be a closed manifold of dimension n.
Its cotangent bundle T ∗M is equipped with a canonical symplectic form ωcan = dλcan,
where λcan is the Liouville form, and a canonical vector field X given by iX (ωcan) = λcan
called Liouville vector field. We call a domain U ⊂ T ∗M admissible if it is a compact,
fiberwise star-shaped domain, centered at the zero section 0M ⊂ U ⊂ T ∗M , whose
boundary ∂ U is smooth and such that X ô ∂ U . Denote
CM = { admissible domains U in T ∗M}.
For two admissible domains U , V ∈ CM , an embeddingφ : U → V satisfyingφ∗λcan−
λcan = d f for some smooth function f : U → R is called a Liouville embedding. Denote
the set of homotopy classes of free loops in M by p˜i1(M). Notice that any U ∈ CM
deformation retracts to the zero section 0M of T
∗M , and the projection pi : T ∗M → M
restricted to U induces a homotopy equivalence pi|U : U → M . Thus, any Liouville
embedding φ : U → V between two admissible domains in T ∗M induces a map φ∗ on
p˜i1(M). Majority of maps which we will consider in this paper will be a special type of
Liouville embeddings which are defined as follows.
Definition 1.1. Given two admissible domains U , V ∈ CM , a Liouville embedding φ :
U → V is p˜i1-trivial if φ∗α= α for any α ∈ p˜i1(M). We adopt the notation U φ,−→ V for a
p˜i1-trivial Liouville embedding φ : U → V .
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One readily checks that the composition of two p˜i1-trivial Liouville embeddings is
again a p˜i1-trivial Liouville embedding. The following definition modifies a key defini-
tion from [14].
Definition 1.2. Let U ⊂ V be two admissible domains in T ∗M and φ : U → V a Liouville
embedding. We call φ strongly unknotted if there exists an isotopy {αt}t∈[0,1] such that
each αt : U → V is a Liouville embedding and α0 = iU , α1 = φ, iU being the inclusion
iU : U → V.
Let us illustrate these concepts on an example coming from Riemannian geometry.
This example is also going to be the main example considered in this paper.
Example 1.3. Let (M , g) be a closed Riemannian manifold with induced norm ‖ · ‖g :
T M → R and denote the unit ball at a point q by B1(g)q = {x ∈ TqM | ‖x‖g ≤ 1}. The
dual norm ‖ · ‖g∗ on T ∗M is given by ‖ξq‖g∗ = max{ξq(x) | x ∈ B1(g)q} and the unit
coball B∗1(g
∗)q = {p ∈ T ∗q M | ‖p‖g∗ ≤ 1} defines a convex set in T ∗q M . Denoting the unit
codisc bundle (union of unit coballs over all points of the manifold) by U∗g M , we have
that U∗g M is an admissible domain in T
∗M . Now, if for every q ∈ M and every x ∈ TqM,
||x ||g1(q) ≤ ||x ||g2(q), we have that U∗g1 M ⊂ U∗g2 M and inclusion i : U∗g1 M → U∗g2 M is a
p˜i1-trivial Liouville embedding. Obviously this embedding is also strongly unknotted.
We will now define the distance which we wish to consider.
Definition 1.4. (Ostrover, Polterovich, Usher [26, 27, 24, 36]) For U , V ∈ CM , we define
symplectic Banach-Mazur distance dSBM(U , V ) by
dSBM(U , V ) = inf
¨
ln C ∈ [0,∞)
 ∃ 1C U φ,−→ V ψ,−→ CU (and hence 1C V ψ(C−1),−−−→ U φ(C),−−→ CV )s.t. ψ ◦φ and φ(C) ◦ψ(C−1) are strongly unknotted
«
.
Here multiplication CU only applies on the covector component, i.e. for any (q, p) ∈ U ,
C(q, p) = (q, C p). Moreover, φ(C) is defined as φ(C)(q, p) = Cφ(q, p/C), for (q, p) ∈
U , where again multiplication acts on the covector component and ψ(C−1) is defined
similarly.
In order to study unit codisc bundles of different Riemannian metrics with respect to
dSBM , we will need an auxiliary distance defined on the space of Riemannian metrics
on M . Denote by
GM = { Riemannian metrics g on M}.
Similarly to dSBM on CM , we have
Definition 1.5. For g1, g2 ∈ GM , we define Riemannian Banach-Mazur distance dRBM(g1, g2)
by
dRBM(g1, g2) = inf

ln C ∈ [0,∞)
∃φ ∈ Diff0 (M) s.t. 1C g1  φ∗g2  C g1

,
where g1  g2 means that for any q ∈ M and any x ∈ TqM , ||x ||g1(q) ≤ ||x ||g2(q). Diff0(M)
stands for the identity component of Diff(M).
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As we saw in Example 1.3 every Riemannian metric g defines a domain U∗g M ∈ CM
and thus GM can be naturally identified with a subset of CM . Now dRBM and dSBM give
us two (pseudo-)metrics on GM which are comparable. More precisely, the following
inequality is proven in Proposition 2.8
(1) 2 · dSBM(U∗g1 M , U∗g2 M)≤ dRBM(g1, g2).
A classical tool used to study admissible domains is symplectic homology, SH∗,α(U),
U ∈ CM , α being a homotopy class of free loops in M . A filtered version of symplectic
homology SHa∗,α(U), a > 0 can be viewed as a persistence module which we denote
by SH∗,α(U), see Subsection 3.1 as well as Subsection 8.1 for general background on
persistence modules. Multiplying the domain by C > 0 results in the proportional
scaling of the filtration, that is SHCa∗,α(CU) = SH
a
∗,α(U) for all a > 0. In accordance with
Definition 1.4 we introduce the logarithmic version of SH∗,α(U),
S t∗,α(U) = SH
et
∗,α(U), t ∈ R,
which satisfies S t+ln C∗,α (CU) = SH
t
∗,α(U). The resulting persistence module is denoted
by S∗,α(U). We are able to estimate dRBM and dSBM from below using the associated
barcodes, namely the following stability property holds.
Theorem 1.6. For U , V ∈ CM , denote the barcodes of S∗,α(U) and S∗,α(V ) by B∗,α(U) and
B∗,α(V ) respectively. Then
dbot t le(B∗,α(U),B∗,α(V ))≤ dSBM(U , V ).
In particular, when U = U∗g1 M and V = U
∗
g2
M, it follows from (1) that
2 · dbot t le(B∗,α(U),B∗,α(V ))≤ dRBM(g1, g2).
Precise definitions and a proof of this theorem are given in Section 3. We want to
emphasize that in [29] an analogous result in Hamiltonian Floer theory was proven
(see also [38]). In the case of symplectically aspherical manifold (M ,ω), [29] shows
that
dbot t le(HF∗,α(φ),HF∗,α(ψ))≤ dHofer(φ,ψ),
for φ,ψ ∈ Ham(M ,ω). Here HF∗,α denotes persistence module coming from filtered
Floer homology and dHofer stands for Hofer’s metric. Nowadays it is well-known that
this inequality can be used to prove continuity of some famous symplectic invariants,
such as spectral invariants or boundary depth, with respect to Hofer’s metric.
Remark 1.7. (Alternative definition) One may give a definition of symplectic Banach-
Mazur distance different from Definition 1.4 as follows.
Definition 1.8. Let U , V ∈ CM and
ρ(U , V ) = inf

ln C ∈ [0,∞)
 ∃ 1C U φ,−→ V ψ,−→ CUs.t. ψ ◦φ is strongly unknotted

.
We define d ′SBM(U , V ) = max{ρ(U , V ),ρ(V, U)}.
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One may prove that d ′SBM defines a pseudo-metric onCM in a similar way to the proof
of Proposition 2.1. However, in order to prove the stability of dbot t le with respect to d
′
SBM ,
i.e. an analogue of Theorem 1.6 , one needs a stronger version of the classical isometry
theorem for barcodes which was communicated to us by M. Usher, [37]. Quantities ρ
and d ′SBM can be considered analogous to δ f and d f defined in [36], as explained in
Subsection 1.2 in [36].
1.2. Large-scale geometry of the space of Riemannian metrics. Recall that a map
Φ : (X1, d1) → (X2, d2) between two (pseudo-)metric spaces is called quasi-isometric
embedding if there exist constants A≥ 1, B ≥ 0 s.t.
1
A
d1(x , y)− B ≤ d2(Φ(x),Φ(y))≤ Ad1(x , y) + B,
for all x , y ∈ X1.
From a general perspective, given a (pseudo-)metric space (X , d), we wish to ask the
following questions with the flavor of large scale geometry.
(A) What is the diameter of (X , d)?
(B) If diam (X , d) = +∞, how many unbounded linearly independent directions
are there in X? More precisely, for which N does there exist a quasi-isometric
embedding of RN into (X , d)?
Our goal is to give partial answer to these questions for the space of admissible do-
mains in T ∗M , i.e. when (X , d) = (CM , dSBM). In the case of Hofer’s metric, (X , d) =
(Ham(M ,ω), dHofer), these questions have been studied and partially answered by using
advanced tools from symplectic topology (see, for instance, [25] and [35]).
Before we state the main results we wish to point out that without imposing addi-
tional assumptions on spaces (CM , dSBM) and (GM , dSBM) it is easy to see that both of
their diameters are infinite. This follows from the fact that dSBM satisfies dSBM(U , CU) =
ln C for any U ∈ CM and C ≥ 1. Indeed, for any C ≥ 1 it readily follows that
dSBM(U , CU)≤ ln C simply by taking φ andψ in the definition of dSBM to be inclusions.
On the other hand, if there exists some C ′ < C such that U/C ′ ,→ CU ,→ C ′U , the second
embedding contradicts the preservation of the volume and hence dSBM(U , CU) = ln C .
Thus, in order to make question (A) meaningful we must introduce certain normaliza-
tions. To this end we define
C¯M = {admissible domains U in T ∗M s.t. Vol(U) = Vn} ,
where Vol(U) =
∫
U
(dλcan)n
n! =
∫
U
(ωcan)n
n! and Vn denotes the volume of the n-dimensional
unit ball. Similarly, we define
G¯M = {Riemannian metrics g on M s.t. Volg(M) = 1 and diam(M , g)≤ 100}.
Note that when U = U∗g M , one has Vol(U) = Vn · Volg(M) and hence we may includeG¯M in C¯M via the map g → U∗g M . Slightly abusing the notation we write G¯M ⊂ C¯M .
Remark 1.9. We wish to explain the restriction that we put on the diameter of (M , g).
Assume that g2  C2 g1, for a constant C ≥ 1. Now, for every smooth curve γ in M
it holds that Lg2(γ) ≤ C · Lg1(γ), Lgi denoting the length with respect to gi, and thus
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diam(M , g2)≤ C ·diam(M , g1). If diam(M , g1) is fixed and diam(M , g2)→ +∞, we see
that C → +∞ and since diam(M , g2) = diam(M ,φ∗g2) for all diffeomorphisms φ, we
have dRBM(g1, g2) → +∞. This means that if there was no restriction on diameter of
M , the space (GM , dRBM) would trivially have infinite diameter even if we fix the volume
of M .
The following theorem is the main result of the paper.
Theorem 1.10. If M = S2, then there exists a quasi-isometric embedding
Φ : ([0,∞), | · |)→ (G¯M , dSBM).
If M = Σ is a closed surface whose genus is at least 1, then for every N ∈ N there exists a
quasi-isometric embedding
Φ : (RN , | · |∞)→ (G¯M , dSBM).
Both statements remain true if we replace dSBM by dRBM .
Since G¯M ⊂ C¯M we immediately obtain the following.
Corollary 1.11. If M = S2, then there exists a quasi-isometric embedding
Φ : ([0,∞), | · |)→ (C¯M , dSBM).
If M = Σ is a closed surface whose genus is at least 1 then for every N ∈ N there exists a
quasi-isometric embedding
Φ : (RN , | · |∞)→ (C¯M , dSBM).
Corollary 1.11 readily implies that if M is any surface it holds diam(C¯M , dSBM) = +∞,
which answers question (A). However, regarding question (B), we observe a sharp con-
trast between cases of a sphere and of higher genus surfaces. Indeed, when M = Σ is a
surface of positive genus, Corollary 1.11 proves the existence of many unbounded direc-
tions inside (C¯M , dSBM), namely there exist N unbounded directions inside (C¯M , dSBM)
for any N ∈ N. On the other hand when M = S2 it provides only one unbounded di-
rection. This contrast ultimately comes from the fact that pi1(S2) = 0 while pi1(Σ) 6= 0.
Nevertheless, we pose the following conjecture.
Conjecture 1.12. For every N ∈ N, there exists a quasi-isometric embedding
Φ : (RN , | · |∞)→ (C¯S2 , dSBM).
We break down the proof of Theorem 1.10 into the following two propositions.
Proposition 1.13. For any " > 0, there exists a map Φ : [0,∞)→ G¯S2 such that for any
x , y ∈ [0,∞),
(2) |x − y| − " ≤ 2dSBM(U∗Φ(x)M , U∗Φ(y)M)≤ dRBM(Φ(x),Φ(y))≤ 2|x − y|+ ".
Proposition 1.14. Let Σ be a closed surface of genus at least 1. Then for any N ∈ N and
any " > 0, there exists a map Φ : RN → G¯Σ such that for all ~x , ~y ∈ RN
1
4
· |~x − ~y|∞ − " ≤ 2dSBM(U∗Φ(~x)M , U∗Φ(~y)M)≤ dRBM(Φ(~x),Φ(~y))≤ 4N · |~x − ~y|∞ + ".
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The lower bounds are the most significant parts of Propositions 1.13 and 1.14. Their
proofs use the technique of barcodes and occupy the entire Section 5. The upper bounds
in both theorems are proven simultaneously in Subsection 6.3.
In order to prove lower bounds we consider geometric models called bulk spheres and
multi-bulk surfaces. A bulk sphere is a surfaces of revolution. Roughly speaking, it is
obtained as a connected sum of two spheres through a very narrow “neck” as shown in
Figure 6. We analyze closed geodesics on a bulked sphere in Section 6. More precisely,
in Subsection 6.1 we analyze the shortest non-constant closed geodesic, coming from
the connecting neck, and its iterates, while in Subsection 6.2 we analyze the rest of the
closed geodesics. By shrinking the neck we produce the desired direction going to infin-
ity in terms of dSBM . On the other hand, a multi-bulk surface is a surface of genus at least
one which has a part that looks like a connected sum of N +1 spheres through N “nar-
row necks”, see Figure 8. By shrinking different necks, we obtain different unbounded
directions. The behaviour of closed geodesics in a multi-bulk surface is also discussed
in Subsections 6.1 and 6.2. Finally, in order to exclude multiple covers of the same loop
from our considerations, we work with symplectic homology in the non-trivial class of
loops α. This explains the significance of the condition on the genus of Σ, since every
loop in S2 is contractible.
Remark 1.15. A theorem similar to Theorem 1.10 was proven by M. Usher in [36] in
the context of star-shaped domains in Cn. Even though the general set-up is similar, the
constructions of the quasi-isometric embeddings as well as the arguments used in the
proofs in these two papers are fundamentally different.
1.3. Applications to the study of closed geodesics. As another application of our
methods, we study existence and robustness (with respect to perturbations of metrics)
of closed geodesics on a Riemannian manifold (M , g). Let α be a homotopy class of
free loops in M and denote by Lα(M) the space of smooth loops γ : S1 = R/Z→ M in
class α. Define the energy of a loop γ by Eg(γ) =
∫ 1
0
‖γ˙(t)‖2g
2 d t. Introduce the filtration onLα(M) by L λ
α
(M) = {γ ∈ Lα(M) | Eg(γ)≤ λ}.
Homologies H∗(L λα (M),Z2) form a persistence module1 with parameter λ ∈ R, which
we denote by H∗,α(M , g) (here the homology of the empty set is taken to be zero).
Comparison maps
ιλ,η : H∗(L λα (M),Z2)→ H∗(L ηα (M),Z2)
for λ≤ η are given by the inclusions {γ | Eg(γ)≤ λ} ⊂ {γ | Eg(γ)≤ η}. Critical points of
Eg are closed geodesics of constant speed and thus the endpoints of bars in the barcode
B(H∗,α(M , g)) are equal to energies of certain closed geodesics. This allows us to use
persistence modules to study closed geodesics, namely we prove the following result.
Theorem 1.16. Let g1, g2 be two Riemannian metrics on a closed manifold M such that
1
C1
g1  g2  C2 g1. If there exists a bar [x , y) ∈ B(H∗,α(M , g1)) such that yx > C1C2 then
1As stated H∗(L λα (M),Z2),λ ∈ R form a persistence module only for a generic metric g. The precise
definition for general g goes through the isomorphism with symplectic homology, see Definition 4.5.
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there exist closed geodesics γ1 and γ2 of (M , g2) in homotopy class α, whose energies satisfy
1
C1
x ≤ Eg2(γ1)≤ C2 x , 1C1 y ≤ Eg2(γ2)≤ C2 y,
and furthermore [Eg2(γ1), Eg2(γ2)) ∈ B(H∗,α(M , g2)).
In the case of an infinite bar [x ,+∞) ∈ B(H∗,α(M , g1)), there exists a closed geodesic
γ1 of g2 such that
1
C1
x ≤ Eg2(γ1)≤ C2 x ,
and we have that [Eg2(γ1),+∞) ∈ B(H∗,α(M , g2)).
In [34], for a fixed Finsler metric F, the quantity l(F) was introduced as the length of
the shortest non-constant and “homologically visible” closed geodesic γ0. Assume that F
comes from a Riemannian metric g and denote by Lg the length with respect to g. Since
γ0 has constant speed we have Eg(γ0) =
Lg (γ0)2
2 =
(l(F))2
2 . In the language of barcodes
(l(F))2
2 is equal to the smallest non-zero endpoint of an infinite bar in B(H∗,α(M , g)),
where smallest means smallest among all such endpoints for all α. Now Theorem 1.16
implies the following.
Corollary 1.17 (Theorem 1.10 in [34] - Riemannian case). Let g1, g2 be two Riemann-
ian metrics on a closed manifold M such that g2  g1. Then l(g2) ≤ l(g1) and in partic-
ular there exists a non-constant “homologically visible” closed geodesic γ of g2 such that
Lg2(γ)≤ l(g1).
Proof. Since M is compact, there exists C1 such that
1
C1
g1  g2  g1. For some α we
have that 
l(g1)2
2
,+∞

∈ B(H∗,α(M , g1)),
and thus Theorem 1.16 implies that there exists a geodesic γ of g2 such that
1p
C1
l(g1)≤ Lg2(γ)≤ l(g1),
which finishes the proof. 
Remark 1.18. Theorem 1.16 may be considered as a quantitative version of Theorem
1.10 in [34] in the Riemannian case. Indeed, it provides estimates for the energies (or
equivalently lengths) of the closed geodesics in terms of constants C1 and C2 which are
used to measure the discrepancy between g1 and g2. Another benefit of our method is
that it allows us to study “homologically invisible” closed geodesics, i.e. finite bars in
B(H∗,α(M , g)).
Remark 1.19. One may define a “non-symmetric” version of dRBM in the following way.
We say that g1, g2 are (C1, C2)-equivalent if there exists a diffeomorphism φ ∈ Diff0(M)
such that C1 g1  φ∗g2  C2 g1. Define equivalence-distance dEQ on GM by
dEQ(g1, g2) = inf

ln
C2
C1
 there exist C2 ≥ C1 > 0 such that(g1, g2) are (C1, C2)-equivalent

.
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One readily checks that dEQ(g1, g2) ≥ 0, dEQ(g1, g2) = dEQ(g2, g1) and dEQ(g1, g2) +
dEQ(g2, g3) ≥ dEQ(g1, g3). On the other hand, if for some φ ∈ Diff0(M) it holds φ∗g2 =
C g1 then dEQ(g1, g2) = 0. It follows from the definitions that
dEQ(g1, g2)≤ 2dRBM(g1, g2).
Finally, we wish to mention that by taking C1 = C2 in Theorem 1.16, we obtain the
following corollary.
Corollary 1.20. Let (M , g1) be a closed Riemannian manifold, α a homotopy class of free
loops of M and suppose that [a2/2, b2/2) ∈ B(H∗,α(M , g1)) for some 0 < a < b. For any
g2 ∈ GM such that 0 ≤ dRBM(g1, g2) < ln(b/a), there exist non-constant closed geodesics
γ1,γ2 of g2 in homotopy class α such that
max
lnEg2(γ1)a2/2
 , lnEg2(γ2)b2/2
≤ dRBM(g1, g2).
In the case of an infinite bar [a2/2,+∞) ∈ B(H∗,α(M , g1)), there exists a “homologically
visible” closed geodesic γ1 of g2 which satisfieslnEg2(γ1)a2/2
≤ dRBM(g1, g2).
Remark 1.21. Corollary 1.20 also has a direct proof using Theorem 1.6, which we
present in Section 7.
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2. BASIC PROPERTIES OF dSBM AND dRBM
2.1. Symplectic Banach-Mazur distance. Symplectic Banach-Mazur distance dSBM is
defined in [28] in the setting of general Liouville manifolds and it is proven to be a
pseudo-metric. Our case of admissible domains in the cotangent bundle is a special case
of this situation. For completeness, we include the proof of the following proposition
Proposition 2.1. dSBM defines a pseudo-metric on CM .
We start the proof with a lemma.
Lemma 2.2. Let 1C U
φ
,−→ V ψ,−→ CU, U , V ∈ CM , C > 1 be p˜i1-trivial Liouville embeddings
such that ψ ◦φ is strongly unknotted. Then for any D > 1 and embeddings
1
C D
U
φ(D−1)
,−−−→ V ψ(D),−−→ C DU ,
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ψ(D) ◦φ(D−1) is strongly unknotted
Proof. For t ∈ [0,1] consider the following maps
(3)
1
C(1+ (D− 1)t)U
φ((1+(D−1)t)−1)
,−−−−−−−−−→ V ψ(1+(D−1)t),−−−−−−−→ C(1+ (D− 1)t)U .
Since D− 1> 0 we have that C(1+ (D− 1)t)≥ C and hence
1
C D
U ⊂ 1
C(1+ (D− 1)t)U , C(1+ (D− 1)t)U ⊂ C DU .
Composing (3) with these inclusions, we get
1
C D
U
ψ(1+(D−1)t)◦φ((1+(D−1)t)−1)
,−−−−−−−−−−−−−−−−−→ C DU ,
Denoting
βt =ψ(1+ (D− 1)t) ◦φ((1+ (D− 1)t)−1), βt : 1C D U ,→ C DU ,
we get β0 = ψ ◦φ| 1C D U , β1 = ψ(D) ◦φ(D−1). Since ψ ◦φ is strongly unknotted, there
exists αt :
1
C U ,→ CU such that α0 = i 1C U , α1 = ψ ◦ φ. Restricting αt to 1C D U and
composing with the inclusion CU
i
,−→ C DU , we get that α′t = i ◦ (αt | 1C D U) satisfies α′0 =
i 1
C D U
, α′1 = β0. Concatenation of α
′ and β gives the desired isotopy. 
Proof. (Proof of Proposition 2.1) It readily follows that dSBM(U , U) = 0 by taking C = 1,
φ =ψ= 1U in the definition of dSBM .
To prove symmetry and triangle inequality we need the following two properties
which can be proven by direct calculations. If U
φ
,−→ V ψ,−→W and C , D > 0 then
(∗) (φ ◦ψ)(C) = φ(C) ◦ψ(C),
(∗∗) (φ(C))(D) = φ(C D).
Now, if U/C
φ
,−→ V ψ,−→ CU , V/C ψ(C−1),−−−→ U φ(C),−−→ CV, are such thatψ◦φ andφ(C)◦ψ(C−1)
are strongly unknotted, (∗) implies that so are
1
C
V
ψ(C−1)
,−−−→ U φ(C),−−→ CV, 1
C
U
φ(C)(C−1)
,−−−−−→ V ψ(C−1)(C),−−−−−→ CU .
This proves that dSBM(U , V ) = dSBM(V, U).
Thus, we are left to prove the triangle inequality. Given U/C
φ
,−→ V ψ,−→ CU and
V/D
θ
,−→W ξ,−→ DV with strongly unknotted compositions, we claim that the composition
of the following maps
1
C D
U
φ(D−1)
,−−−→ 1
D
V
θ
,−→W ξ,−→ DV ψ(D),−−→ C DU
is also strongly unknotted. Indeed, denote by αt :
1
D V ,→ DV the isotopy such that
α0 = i 1D V , α1 = ξ ◦ θ , given by the unknottedness of ξ ◦ θ and by βt : 1C D U ,→ C DU the
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isotopy such that β0 = i 1C D U , β1 =ψ(D) ◦φ(D−1), given by the unknottedness of ψ ◦φ
and Lemma 2.2. Now, the isotopy γt :
1
C D U ,→ C DU given by
γt =
§
β2t for 0≤ t ≤ 1/2
ψ(D) ◦α2t−1 ◦φ(D−1) for 1/2≤ t ≤ 1
satisfies γ0 = i 1C D U , γ1 =ψ(D) ◦ ξ ◦ θ ◦ψ(D−1) which proves the claim.
This way, we proved that the composition of maps
1
C D
U
θ◦φ(D−1)
,−−−−−→W ψ(D)◦ξ,−−−→ C DU
is strongly unknotted. What is left is to prove that the composition of maps
(4)
1
C D
W
(ψ(D)◦ξ)((C D)−1)
,−−−−−−−−−→ U (θ◦φ(D−1))(C D),−−−−−−−−→ C DW
is strongly unknotted. Using (∗) and (∗∗), we reformulate (4) as
1
C D
W
(ξ(D−1))(C−1)
,−−−−−−−→ 1
C
V
ψ(C−1)
,−−−→ U φ(C),−−→ CV (θ (D))(C),−−−−−→ C DW.
Now the same construction of the isotopy as the one we used for γ applies, only starting
from W/D
ξ(D−1)
,−−−→ V θ (D),−−→ DW and W/C ψ(C−1),−−−→ V φ(C),−−→ CW. 
Remark 2.3. Note that dSBM is not a genuine metric. Indeed if U , V ∈ CM are exactly
symplectomorphic via a p˜i1-trivial map, i.e. there exists a diffeomorphism φ : U → V
such that 1-form φ∗λcan −λcan is exact and φ∗ = 1p˜i1(M), we have
U
φ
,−→ V φ−1,−→ U and V φ−1,−→ U φ,−→ V
and thus dSBM(U , V ) = 0. This is, for example, the case when V = φ(U),φ ∈ Hamc(T ∗M).
Remark 2.4. Using (∗) and (∗∗) one easily checks that for all C > 0 and all U , V ∈ CM
it holds dSBM(CU , CV ) = dSBM(U , V ) as well as dSBM(U , CU) = ln C .
2.2. Riemannian Banach-Mazur distance. We begin with the following statement
Proposition 2.5. dRBM defines a pseudo-metric on GM .
Proof. By taking C = 1 and φ = 1M one readily concludes that dRBM(g, g) = 0. On the
other hand, for φ ∈ Diff0 (M) and C ≥ 1, we have that (1/C)g1  φ∗g2  C g1 if and
only if
1
C
g2  (φ−1)∗g1  C g2.
This implies dRBM(g1, g2) = dRBM(g2, g1).
Finally, for φ1,φ2 ∈ Diff0 (M) and C , D ≥ 1, (1/C)g1  φ∗1 g2  C g1 and (1/D)g2 
φ∗2 g3  Dg2 imply
1
C D
g1  1D (φ
∗
1 g2) φ∗1(φ∗2 g3) D(φ∗1 g2) C Dg1.
Setting φ = φ2 ◦φ1 gives dRBM(g1, g3) ≤ ln C + ln D and thus taking infimum over C
and D gives dRBM(g1, g3)≤ dRBM(g1, g2) + dRBM(g2, g3). 
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Remark 2.6. Similarly to dSBM , dRBM is also not a genuine metric. Indeed, if there exists
some φ ∈ Diff0 (M) such that g1 = φ∗g2, taking C = 1 we have
g1  φ∗g2 = g1  g1.
This implies dRBM(g1, g2) = 0.
Remark 2.7. One readily checks that for all C > 0 and all g1, g2 ∈ GM it holds dRBM(C g1, C g2) =
dRBM(g1, g2) as well as dRBM(g1, C g1) = ln C .
As we saw in Example 1.3, GM can be identified with a subset of CM via inclusion
g(∈ GM) 7→ U∗g M(∈ CM). Therefore, it makes sense to compare dSBM with dRBM on GM
and we have
Proposition 2.8. Let M be a closed manifold and g1, g2 ∈ GM . Then
2 · dSBM(U∗g1 M , U∗g2 M)≤ dRBM(g1, g2).
Proof. For any " > 0, there exists some C2 > 1 and φ ∈ Diff0 (M) such that ln(C2) ≤
dRBM(g1, g2) + " and (1/C2)g1  φ∗g2  C2 g1. Since B1(g2) ⊂ B1(g1) if g1  g2 we
have that
(5) U∗1
C2
g1
M ⊂ U∗
φ∗g2 M ⊂ U∗C2 g1 M .
One also readily checks that U∗1
C2
g1
M = 1C U
∗
g1
M and U∗C2 g1 M = CU
∗
g1
M .
On the other hand, φ ∈ Diff0 (M) lifts to a symplectomorphism φ# of T ∗M , given by
φ#(p,ξ) = (φ(p), (φ−1
φ(p))
∗ξ). Since φ is isotopic to 1M , the lift φ# is isotopic to 1T ∗M
and in particular, φ# acts trivially on p˜i1(M). Moreover, one checks that φ# is exact,
i.e. it preserves λcan as well as that φ
#(U∗
φ∗g M) = U
∗
g M . Therefore (5) can be rewritten
as
1
C
U∗g1 M ⊂ (φ−1)#(U∗g2 M) ⊂ CU∗g1 M
which implies
1
C
U∗g1 M
(φ#)| 1
C U
∗
g1
M
,−−−−−−→ U∗g2 M
(φ−1)#|U∗g2 M
,−−−−−−→ CU∗g1 M .
The above maps are p˜i1-trivial Liouville embeddings and their composition is the inclu-
sion, thus strongly unknotted. We are left to check that the composition
1
C
U∗g2 M
(φ−1)#|U∗g2 M (C
−1)
,−−−−−−−−−→ U∗g1 M
(φ#)| 1
C U
∗
g1
M
(C)
,−−−−−−−−→ CU∗g2 M .
is strongly unknotted. This follows from the fact that φ#(C) = φ# for all φ ∈ Diff0(M)
and all C ≥ 1.
Therefore, by the definition of dSBM , we obtain
dSBM(U
∗
g1
M , U∗g2 M)≤ ln C ≤
1
2
dRBM(g1, g2) +
"
2
.
Since the inequality holds for every " > 0, the conclusion follows. 
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3. SYMPLECTIC HOMOLOGY AS A PERSISTENCE MODULE
3.1. Background on symplectic homology. Symplectic homology has been developed
in the 90’s by the work of many people, see [11, 12, 6, 7, 39]. There are many different
versions of the theory, depending on the class of manifolds and admissible Hamiltonians
which are considered. We will use the version developed in [4] and [40] (with different
signs from [4]).
Throughout the paper, all Floer homologies as well as symplectic homology are taken
withZ2-coefficients. As a result all the persistence modules will also be persistence mod-
ules over Z2.
For a fixed homotopy class α of free loops in M , consider the following space
Lα(T ∗M) =
¦
z : S1→ T ∗M | z = (x , y), x : S1→ M s.t. [x] = α and y(t) ∈ T ∗x(t)M
©
.
Recall that (T ∗M ,ωcan = dλcan) is a symplectic manifold and given a Hamiltonian
function H : R/Z × T ∗M → R we may define its Hamiltonian vector field XH by
iXHωcan = −dH. The collection of all Hamiltonian 1-periodic orbits of H in Lα(T ∗M) is
denoted by P (H;α). Recall also that the symplectic action functionalAH is given by
AH(z) =
∫ 1
0
Ht(z(t))d t −
∫
S1
z∗λcan,
for any loop z : S1 = R/Z → T ∗M . For brevity, HF∗(H,α) denotes the Hamiltonian
Floer homology of (T ∗M ,ωcan) in homotopy class α with Hamiltonian function H :
R/Z × T ∗M → R. Given a Hamiltonian function H, Hamiltonian Floer homology is
filtered by symplectic action function AH as above. Therefore, for any action window
[a, b) with a, b ∈ R, denote the truncated Hamiltonian Floer homology in this action
window by HF[a,b)∗ (H,α).
Definition 3.1. For a homotopy class α of free loops in M and a Hamiltonian function
H : R/Z× T ∗M → R, denote the action spectrum of H in class α by
Spec(H;α) = {AH(z) | z ∈ P (H;α)}.
For U ∈ CM , denote by HU the set of all non-negative functions on S1 × T ∗M com-
pactly supported in S1 × Int(U). Given a, b ∈ R (with a, b possibly being infinity), let
HU ,a,b = {H ∈HU | a, b /∈ Spec(H;α)}.
If b = +∞, we denoteHU ,a,+∞ byHU ,a.
Before we give the definition of a filtered symplectic homology, we give some nec-
essary background. Let 0 < a < b and define a partial order on HU ,a,b as follow. For
H1, H2 ∈ HU ,a,b, H1  H2 if and only if H1(t, (q,ξ)) ≥ H2(t, (q,ξ)) for all (t, (q,ξ)) ∈
S1 × U . If H1  H2 there exists a smooth homotopy τ → Hτ from H1 to H2 such that
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∂τHτ ≤ 0. We call such a homotopy monotone. Every monotone homotopy induces a
Z2-linear continuation map
σ12 : HF
[a,b)
∗ (H1,α)→ HF[a,b)∗ (H2,α).
Moreover, the map σ12 does not depend on the choice of the monotone homotopy. In
general, σ12 may not be an isomorphism. However if there exists a monotone homo-
topy τ→ Hτ such that a, b /∈ Spec(Hτ;α) for every τ, then σ12 is an isomorphism, see
Proposition 4.5.1 in [4]. Such a monotone homotopy is called action-regular. For a de-
tailed treatment of maps induced by monotone homotopies, see [4, 40] and references
therein. We will need the following statement (see for example Lemma 2.7 in [40]).
Lemma 3.2. Let 0< a < b and U ∈ CM . For any three functions H1, H2 and H3 inHU ,a,b
with H1  H2  H3, the induced maps on truncated Hamiltonian Floer homologies in
action window [a, b) satisfy σ13 = σ23 ◦σ12.
Note that Lemma 3.2 together with the fact that continuation map is independent of
the choice of the monotone homotopy implies if H1  H2  H3 and H1  H4  H3 inHU ,a,b, the following diagram commutes
(6) HF[a,b)∗ (H2,α)
σ23 // HF[a,b)∗ (H3,α)
HF[a,b)∗ (H1,α) σ14
//
σ12
OO
HF[a,b)∗ (H4,α).
σ43
OO
We will use this in the proof of Theorem 4.4.
Now notice that (HU ,a,b,) is a downward directed partially ordered system, i.e., for
any H2, H3 ∈ HU ,a,b, there exists some H1 ∈ HU ,a,b such that H1  H2 and H1  H3.
Lemma 3.2 implies that truncated Hamiltonian Floer homologies HF[a,b)∗ (H,α), H ∈HU ,a,b together with continuation maps σ12 : HF[a,b)∗ (H1,α)→ HF[a,b)∗ (H1,α) for H1 
H2, define an inverse system of Z2-vector spaces over (HU ,a,b,). Thus we can take the
inverse limit of such an inverse system, which leads to the following definition. For a
general background on inverse system and inverse limit, see subsection 4.6 in [4].
Definition 3.3. For a homotopy class α of free loops in M and U ∈ CM , define the filtered
symplectic homology of U by
SHa∗(U;α) = lim←−
H∈HU ,a
HF[a,∞)∗ (H,α)
for a > 0. Moreover, the symplectic persistence module of U in class α is given by the
collection of data
SH∗,α(U) =
{SHa∗(U;α)}a∈R>0; {ιa,b : SHa∗(U;α)→ SHb∗(U;α)}a≤b}	
with ιa,b being induced from corresponding filtered Hamiltonian Floer homologies.
Remark 3.4. As one sees from Definition 3.3 we only consider positive symplectic homol-
ogy, i.e. filtration levels a > 0. In the case of unit cotangent bundles, we do not lose
any information this way because by Theorem 4.4, SHa∗(U
∗
g M ;α) = 0 when a < 0.
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We are mainly interested in the functorial properties of filtered symplectic homology,
which are expressed by the following proposition.
Proposition 3.5. Let U , V, W ∈ CM .
(1) If U
φ
,−→ V (recall that this means there exists a p˜i1-trivial Liouville embedding from
U to V), then there exists a persistence morphism hφ : SH∗,α(V ) → SH∗,α(U).
Moreover, if U
φ
,−→ V ψ,−→W, the following diagram commutes
SH∗,α(W )
hψ //
hψ◦φ
44
SH∗,α(V )
hφ // SH∗,α(U) .
(2) For positive C and a, there exists a canonical persistence isomorphism rC : SH
a
∗(U;α)
'−→
SHCa∗ (CU;α). Moreover for C ≥ 1, we have a commutative diagram
SHCa∗ (CU;α)
hCai ''
SHa∗(U;α)
ι
SH∗,α
a,Caxx
'
rCoo
SHCa∗ (U;α)
where hCai is the persistence morphism induced by inclusion U
i
,−→ CU and ιSH∗,αa,Ca is
the comparison map of the persistence module SH∗,α(U). Similarly, for C ≤ 1, we
have the commutative diagram
SHCa∗ (CU;α) SH
a
∗(U;α)'
rCoo
SHCa∗ (U;α)
hCai
gg
ι
SH∗,α
Ca,a
88
where hCai is the persistence morphism induced by inclusion CU
i
,−→ U and ιSH∗,α(U)Ca,a
is the comparison map of the persistence module SH∗,α(U).
(3) If φ : U → V is a p˜i1-trivial Liouville embedding, then for any positive C and a, it
holds hCa
φ(C) ◦ rC = rC ◦ haφ. In other words, the following diagram commutes:
SHa∗(V ;α)
ha
φ //
rC '

SHa∗(U;α)
rC'

SHCa∗ (CV ;α) hCa
φ(C)
// SHCa∗ (CU;α)
(4) Let U ⊂ V ∈ CM . Suppose a Liouville embeddingφ : U → V is isotopic to inclusion
iU through Liouville embeddings. Then hφ = hiU .
The proof of Proposition 3.5 can be derived from Definition 3.3 and is left to the
interested readers. Detailed proof is given in [28].
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As explained in the introduction, in order to use standard (additive) parametrization
of persistence modules, we also consider a logarithmic version of SH∗,α(U).
Definition 3.6. For t ∈ R, let S t∗(U;α) = SHet∗ (U;α). Define a logarithmic version of
symplectic persistence module associated to U ∈ CM as
S∗,α(U) =
¦{S t∗,α(U)}t∈R; {ιs,t : Ss∗(U;α)→ S t∗(U;α)}s≤t© .
3.2. Proof of Theorem 1.6.
Proof. The second inequality directly follows from the first one and Proposition 2.8.
Thus we will prove the first inequality. By Definition 1.4, for any " > 0, there exists
C ≥ 1 with ln C ≤ dSBM(U , V ) + " such that
(∗) U/C φ,−→ V ψ,−→ CU and ψ ◦φ is strongly unknotted;
(∗∗) V/C ψ(C−1),−−−→ U φ(C),−−→ CV and φ(C) ◦ψ(C−1) is strongly unknotted.
Then, (1) and (4) in Proposition 3.5 together with (∗) imply for any positive a, ha
φ
◦
ha
ψ
= ha
ψ◦φ = h
a
i where i is the inclusion i : U/C → CU . Moreover, (2) in Proposition
3.5 implies that the following diagram commutes,
(7) SHa∗(CU;α)
ha
ψ //
ha
i′
%%
hai
44
SHa∗(V ;α)
ha
φ // SHa∗(U/C;α)
' rC

SH
a
C∗ (U;α)
ι
SH∗,α(U)
a/C ,a
//
'rC
OO
SHa∗(U;α)
ι
SH∗,α(U)
a,Ca
//
ha
i′′
99
SHCa∗ (U;α)
where hi′ is induced by the inclusion i
′ : U → CU and hi′′ is induced by the inclusion
i′′ : U/C → U . Now set
• Ψ := hψ ◦ rC where Ψa/C = haψ ◦ rC : SH
a
C∗ (U;α)→ SHa∗(V ;α);• Φ := rC ◦ hφ where Φa = rC ◦ haφ : SHa∗(V ;α)→ SHCa(U;α).
For any positive a, (7) implies
Φa ◦Ψa/C = (rC ◦ haφ) ◦ (haψ ◦ rC)
= rC ◦ hai′′ ◦ hai′ ◦ rC
= ιSH∗,α(U)a,Ca ◦ ιSH∗,α(U)a/C ,a = ιSH∗,α(U)a/C ,Ca .
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Similarly to (7) , (1), (2) and (4) in Proposition 3.5 together with (∗∗) give a com-
mutative diagram,
(8) SHa∗(CV ;α)
ha
φ(C) //
ha
j′
%%
haj
44
SHa∗(U;α)
ha
ψ(C−1) // SHa∗(V/C;α)
' rC

SH
a
C∗ (V ;α)
ι
SH∗,α(V )
a/C ,a
//
'rC
OO
SHa∗(V ;α)
ι
SH∗,α(V )
a,Ca
//
ha
j′′
99
SHCa∗ (V ;α)
where h j, h j′ and h j′′ are induced by the inclusions j : V/C → CV , j′ : V → CV and
j′′ : V/C → V respectively. Moreover, applied to Ψ and Φ which we defined above, (3)
in Proposition 3.5 gives
Φa/C = rC ◦ ha/Cφ = haφ(C) ◦ rC and Ψa = hCaψ ◦ rC = rC ◦ haψ(C−1).
Then commutative diagram (8) implies
Ψa ◦Φa/C = (hCa
ψ
◦ rC) ◦ (rC ◦ ha/Cφ )
= rC ◦ haψ(C−1) ◦ haφ(C) ◦ rC
= rC ◦ haj′′ ◦ haj′ ◦ rC
= ιSH∗,α(V )a,Ca ◦ ιSH∗,α(V )a/C ,a = ιSH∗,α(V )a/C ,Ca .
Therefore, passing to the logarithmic version of symplectic persistence modules defined
in Definition 3.6, the existence of the pair (Φ,Ψ) implies that S∗,α(U) and S∗,α(V ) are
(ln C)-interleaved. Hence, by Theorem 8.7
dbot t le(B∗,α(U),B∗,α(V )) = dinter(S∗,α(U),S∗,α(V ))≤ ln C ≤ dSBM(U , V ) + ".
We draw the conclusion by letting "→ 0. 
4. FILTERED HOMOLOGY OF THE FREE LOOP SPACE
In this section we review basic notions about the homology of the free loop space
filtered by energy and show how this filtered homology relates to symplectic homology
of the unit codisc bundle.
4.1. Morse-Bott perspective. Let (M , g) be a closed Riemannian manifold. Recall that
the energy functional Eg : Lα(M) → R is defined as Eg(γ) =
∫ 1
0
||γ˙||2g
2 d t for any γ ∈Lα(M). This functional is never Morse, but rather Morse-Bott in a generic situation.
In this subsection we briefly review some basic notions of Morse-Bott homology in the
context of Eg . Our exposition mostly follows Section 4 in [2], which is based on [1]
and [13]. For other treatments of this topic, see [19, 23].
Let f : W → R be a smooth function on a Hilbert manifold W and assume that Crit( f )
consists of a disjoint union of closed submanifolds of W. Hessian Hess( f )p at a point
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p ∈ Crit( f ) is a bilinear form on TpW , and we have that TpCrit( f ) ⊂ ker(Hess( f )p). Let
N ⊂ Crit( f ) be a connected component and p ∈ N a critical point.
We define nullity of p to be equal to dim(ker(Hess( f )p)) − 1 and index of p to be
the maximal dimension of a subspace of TpW on which Hess( f )p is negative definite.
Both index and nullity are constant along N and hence we may define index and nullity
of N as index and nullity of any point in N . N is said to be a non-degenerate critical
submanifold of f if ker(Hess( f )p) = TpCrit( f ) for all p ∈ N or equivalently if nullity of
N equals dim N − 1.
We consider Eg as a functional on the space W
1,2(S1, M) ⊃Lα(M) which is a Hilbert
manifold. Critical points of Eg are closed geodesics (this includes constant loops too).
By a closed geodesic, we mean a closed curve γ : S1 → M such that ∇γ˙γ˙ = 0. In
particular, ||γ˙||2g = constant. Any non-constant closed geodesic appears in S1-families
corresponding to reparameterizations. More precisely, if γ is a non-constant closed
geodesic of constant speed, so is s · γ, s ∈ S1 given by (s · γ)(t) = γ(t + s). On the other
hand, constant geodesics form a critical submanifold diffeomorphic to M . This critical
submanifolds is always non-degenerate and has index equal to 0 (see Proposition 2.4.6
in [19]). We say that a closed geodesic γ is non-degenerate if S1 ·γ is a non-degenerate
critical submanifold, i.e. nullity of S1 · γ is zero.
Remark 4.1. Index and nullity of a closed geodesic γ (meaning of a critical submanifold
which contains S1 · γ) can be computed in a more direct way by analyzing Poincare
return map and Jacobi vector fields along γ. We will make this precise in Section 6 and
use it to to carry out calculations in the bulk spheres and multi-bulk surfaces.
Definition 4.2 ([3]). We say that Eg is Morse-Bott if all closed geodesics of g are non-
degenerate. Metric g is called bumpy if Eg is Morse-Bott.
For Morse-Bott Eg , i.e. bumpy g, one may define Morse-Bott homology. There are
different approaches to constructing Morse-Bott homology (see [15] and references
therein for finite dimensional cases) and we focus on the one described in [13] which
uses moduli spaces of flow lines with cascades. Let Eg be Morse-Bott and pick an aux-
iliary Morse function h on Crit(Eg), meaning Morse on each connected component of
Crit(Eg). If x ∈ Crit(h), it follows that x ∈ N , where N ⊂ Crit(Eg) is a connected critical
submanifold of Eg and we define total index of x as
indEg ,h(x) = indEg (N) + indh(x),
where indEg (N) denotes the index of N as a critical submanifold and indh(x) denotes
the standard Morse index. Slightly abusing the notation, throughout the paper we will
write just ind when it is clear what is the index in question. Morse-Bott k-th chain group
in homotopy class α is defined as
C MBk,α(Eg , h) = SpanZ2
 {x ∈ Crit(h) | [x] = α, indEg ,h(x) = k}.
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In order to define the differential, we introduce moduli spaces of flow lines with cas-
cades. Fix two regular metrics2, one on W 1,2(S1, M), the other one on Crit(Eg) and
denote by ∇Eg and ∇h the gradient vector fields corresponding to these metrics. For
x , y ∈ Crit(h) let
M cas0 (x , y) = {u : R→W 1,2(S1, M) | u˙ = −∇h(u), u(−∞) = x , u(+∞) = y}.
Not that M cas0 (x , y) can only be non-empty if x and y belong to the same connected
component of Crit(Eg). For k ≥ 1 define M cask (x , y) as the set of pairs (u, t) where
u= (u1, . . . , uk) is a k-tuple of negative gradient flow lines ui : R→W 1,2(S1, M),
u˙i = −∇Eg(ui),
and t= (t1, . . . , tk−1) a (k− 1)-tuple of non-negative numbers t i ≥ 0 such that
(1) u1(−∞) ∈W u(x), uk(+∞) ∈W s(y), where W u(x) and W s(y) denote respec-
tively unstable and stable manifolds of x and y with respect to the flow of −∇h.
(2) For every 1 ≤ i ≤ k − 1 there exists a negative gradient flow line vi : R →
Crit(Eg), v˙i = −∇h(vi) such that
vi(0) = ui(+∞), vi(t i) = ui+1(−∞).
Now, R acts freely on each of ui by translations and thus Rk acts freely onM cask (x , y)
and we denote M¯ cask (x , y) =M cask (x , y)/Rk and M¯ cas(x , y) =
⋃
k≥0 M¯ cask (x , y). Reg-
ularity of the choice of metrics implies that M¯ cas(x , y) is a smooth manifold of dimen-
sion indEg ,h(x)− indEg ,h(y)− 1. When indEg ,h(x) = indEg ,h(y) + 1 this manifold is zero-
dimensional and compact, i.e., it is a finite set of points and denote by n(x , y) the num-
ber of points in M¯ cas(x , y) modulo 2. The Morse-Bott differential ∂ : C MBk,α(Eg , h)→
C MBk−1,α(Eg , h), is given by
∂ x =
∑
y,ind y=k−1
n(x , y)y.
It satisfies ∂ 2 = 0 and the resulting Morse-Bott homology does not depend on the reg-
ular choices of two metrics, h or Eg . In fact, we have that
HMBk,α(Eg , h)∼= Hk(Lα(M);Z2).
For our purposes it is essential to consider Morse-Bott chain complex together with the
filtration by energy, i.e., we define
C MBλk,α(Eg , h) = SpanZ2
 {x ∈ Crit(h) | [x] = α, indEg ,h(x) = k, Eg(x)≤ λ}.
Since Eg decreases along the flow lines of −∇Eg , ∂ restricts to C MBk,α(Eg , h) and we
may define filtered Morse-Bott homology HMBλk,α(Eg , h). In this case it holds
(9) HMBλk,α(Eg , h)
∼= Hk(L λα (M);Z2),
and this isomorphism commutes with the maps induced from inclusions of sublevel sets
{Eg ≤ λ}.
2Regular means such that transversality is achieved in the definition of all the moduli spaces which
appear. Such choice of metrics is generic.
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If g is bumpy, then for all λ ≥ 0 there are finitely many critical submanifolds in the
sublevel {Eg ≤ λ} and hence C MBλk,α(Eg , h) is finitely generated (see Theorem 3.5 in
[23] and references therein). This, together with (9) implies that the collection of data
(10)
H∗,α(M , g) =
{H∗(L λα (M , g);Z2)}λ∈R>0; {ιλ,η : H∗(L λα (M , g);Z2)→ H∗(L ηα (M);Z2)}λ≤η	
forms a persistence module with Z2-coefficients, where ιλ,η are induced by inclusion
L λ
α
(M , g) ,→L η
α
(M , g) when λ ≤ η. Moreover, since the endpoints of bars in the bar-
code B(H∗,α(M , g)) come from generators of C MBλk,α(Eg , h), the barcode B(H∗,α(M , g))
has only finitely many endpoints of bars below every fixed λ ≥ 0. These endpoints are
equal to the energies of certain closed geodesics.
Let us sum up the important features of the above construction. Firstly, every non-
constant, non-degenerate closed geodesic gives rise to a critical submanifold of Eg dif-
feomorphic to S1. There exists a function on S1 which has exactly 2 critical points of
Morse index 0 and 1 (for example the standard height function). By picking the aux-
iliary function h to be equal to such a function on each of the S1-critical submanifolds,
we obtain that to each non-constant, non-degenerate closed geodesic γ correspond two
critical points of h whose total indices are equal to indγ and indγ+1. In other words, γ
produces two generators of the chain complex C MB∗,α(Eg , h), one in degree indγ and
the other one in degree indγ+ 1. On the other hand, critical submanifold of constant
geodesics is diffeomorphic to M and has index equal to 0. Hence it gives rise to critical
points of h whose total indices are equal to their Morse indices with respect to h. In
other words, if we view h as a function on M , each critical points of Morse index k
produces a generator of C MBk,pt(Eg , h). Finally the differential counts certain broken
trajectories in LαM . Each broken trajectory can be viewed as a tuple of maps from a
cylinder to M connecting different closed geodesics.
4.2. The isomorphism with symplectic homology. In this subsection, we will elabo-
rate a result which enables us to transfer computations from symplectic homology to
the homology of the loop space. We will use this result to describe the barcode of the
symplectic persistence module associated to the unit cotangent bundle of metrics com-
ing from our main geometric constructions, see Sections 5 and 6. Let us recall some
notions first.
Given a closed Riemannian manifold (M , g) and a homotopy class α of free loops,
denote the loop space of M in class α by Lα(M). We define the length spectrum of g in
class α, denoted by Λα, to be the set of lengths of all closed geodesics in class α. Λα is
a closed, nowhere dense, subset of R (see Lemma 3.3 in [40]).
Remark 4.3. One may check that all the endpoints of all bars in the barcodeB(SH∗(U∗g M ;α))
belong to Λα. Indeed, it is enough to check that
ιa,b : SH
a
∗(U
∗
g M ;α)→ SHb∗(U∗g M ;α)
is an isomorphism if 0< a ≤ b are such that [a, b]∩Λα = ;. To prove this one considers
a radial Hamiltonian H(ξ) = h(‖ξ‖2g∗) for h : [0,+∞)→ R. If h is a decreasing function
such that h|[0,1−"] = C , and h|[1,+∞) = 0, taking C large enough (namely C > b) and
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" small enough one sees that there are no periodic orbits of H in the action window
[a, b]. This implies that
ιa,b : HF
[a,∞)
∗ (H,α)→ HF[b,∞)∗ (H,α)
is an isomorphism and by taking C → +∞," → 0 we get the desired conclusion. For
more details see [40].
Recall that
L λ
α
(M , g) = {γ ∈ Lα(M) | Eg(γ)≤ λ}.
We have expained in (10), that if g is a bumpy metric then {H∗(L λα (M , g);Z2)}λ∈R>0
form a persistence module H∗,α(M , g) such that B(H∗,α(M , g)) has finitely many end-
points of bars below every fixed λ. Moreover the endpoints of bars in B(H∗,α(M , g)) are
equal to energies of certain closed geodesics. We are now ready to state the result.
Theorem 4.4. Let (M , g) be a closed Riemannian manifold with bumpy metric g and α a
homotopy class of free loops in M. There exists a family of isomorphisms
Φa : SH
a
∗(U
∗
g M ;α)→ H∗(L a2/2α (M);Z2),
for a > 0, which commute with comparison maps. In other words, under suitable param-
eterizations, Φ is a persistence isomorphism.
Theorem 4.4 motivates the following definition.
Definition 4.5. For every Riemannian manifold (M , g), define persistence moduleH∗,α(M , g)
as
Ha∗,α(M , g) = SH
p
2a
∗,α (U
∗
g M),
for a > 0.
Remark 4.6. Note that according to Remark 4.3, endpoints of bars in B(H∗,α(M , g))
are equal to energies of certain closed geodesics for every Riemannian metric g (not
necessarily bumpy).
For every a ∈ R>0\Λα, the isomorphism Φa as in Theorem 4.4 has been constructed
in Theorem 3.1 in [40]. Our goal is to show that this Φ commutes with comparison
maps and then to extend it to a persistence isomorphism for all a ∈ R>0. For reader’s
convenience, let us review the construction of Φa from [40] first.
According to Definition 3.3, in order to study symplectic homology, we need to under-
stand the associated Hamiltonian Floer homologies. Fix a ∈ R>0\Λα and take a radially
symmetric Hamiltonian H ∈ HU∗g M , H(ξ) = h(‖ξ‖2g∗) with h : [0,+∞)→ R such that
h|[0,1−") = C > a, h is decreasing and h|[1,+∞) = 0. Moreover consider a monotone ho-
motopy, shown in Figure 1, from H to a new Hamiltonian H˜a which we obtain by making
the “tail” of H linear with slope −a. More precisely, one sees that there are exactly two
points r1, r2 ∈ [0, 1] for which h′(ri) = −a for i = 1,2. If we label them by r1 ≤ r2 then
h(r1) ≈ C and h(r2) ≈ 0. Up to a small smoothing at ‖ξ‖2g∗ = r2, Hamiltonian H˜a is
equal to H for ‖ξ‖2g∗ ∈ [0, r2] and is linear with slope −a for ‖ξ‖2g∗ ∈ [r2,+∞).
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monotone homotopy
with constant slope −a when r is large
a
r = ||ξ||2g∗ r = ||ξ||2g∗
y y
H H˜a
a
FIGURE 1. Monotone homotopy 1
The monotone homotopy from H to H˜a gives the isomorphism
(11) ca : HF
[a,∞)
∗ (H,α)
'−→ HF[a,∞)∗ (H˜a,α).
because no Hamiltonian 1-periodic orbit with action in the action window [a,∞) ap-
pears during the homotopy.
Moreover, we construct the third Hamiltonian, denoted by Ha, in the similar fashion
to the construction of H˜a. Namely, up to a small smoothing at ‖ξ‖2g∗ = r1, Ha coincides
with H on the set ‖ξ‖2g∗ ∈ [0, r1] and is linear with slope −a for ‖ξ‖2g∗ ∈ [r2,+∞).
Now, there exists another action-regular monotone homotopy from Ha to H˜a, see
Figure 2, which provides another isomorphism
(12) sa : HF
[a,∞)
∗ (Ha,α)
'−→ HF[a,∞)∗ (H˜a,α)
r = ||ξ||2g∗
y
H˜a
a
r = ||ξ||2g∗
y
Ha
a
monotone homotopy
linear with slope −a
FIGURE 2. Monotone homotopy 2
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Following [40], for a radially symmetric Hamiltonian function H = h(r), r = ||ξ||2g∗
with h′′(r)≤ 0, define for any λ ∈ R≥0,
(13) C(H,λ) = λr∗ + h(r∗) where h′(r∗) = −λ,
if such r∗ exists. Observe that C(H,λ) is the y-intercept of the line passing through point
(r∗, h(r∗)) with slope −λ. Since the Hamiltonian function Ha in Figure 2 is concave with
respect to r, value C(Ha,λ) is well-defined for all λ ∈ [0, a]. Now, the advantage of
considering Hamiltonian Ha is that it does not have any Hamiltonian 1-periodic orbit of
action less than a. On the other hand, the maximal action of the Hamiltonian 1-periodic
orbit of Ha is less than C(Ha, a). Therefore, one gets the following isomorphisms
(14) HF(−∞,C(Ha ,a))∗ (Ha,α)
iaHa−→' HF(−∞,∞)∗ (Ha,α)
piaHa−−→' HF[a,∞)∗ (Ha,α)
from the equality on the chain level. For more details regarding all the constructions
see Section 3 in [40].
Finally, Theorem 2.9 in [40] claims that there exists an isomorphism
(15) ψaHa : HF
(−∞,C(Ha ,a))∗ (Ha,α)
'−→ H∗(L a2/2α (M);Z2).
MapψaHa essentially comes from the main result in [31] which compares the symplectic
action functional with a certain energy functional on the loop space. Combining all the
above defined isomorphisms together, one obtains the following isomorphism,
(16) ΦH,a : HF
[a,∞)
∗ (H;α)→ H∗(L a2/2α (M);Z2)
where ΦH,a =ψaHa ◦(iaHa)−1 ◦(piaHa)−1 ◦ s−1a ◦ ca. The desired isomorphism Φa is then given
by Φa = lim←−H∈HU∗g M ΦH,a.
Proof. (Proof of Theorem 4.4) It follows from the definitions that both persistence mod-
ules SH∗,α(U∗g M) and H∗,α(M , g) are such that all the bars in their barcodes have left
endpoints closed and right endpoints open. Moreover, by Remark 4.3, the endpoints of
bars in the barcode of SH∗,α(U∗g M) belong to Λα and since g is bumpy, for every fixed
λ > 0, Λα∩ [0,λ] is finite. Thus, it is enough to prove Theorem 4.4 for a ∈ R>0\Λα and
afterwards extend Φa to a ∈ Λα by continuity.
From the definition of symplectic homology, it readily follows that for any a < b,
there exists a single H ∈HU∗g M ,{a,b} such that ιSHa,b : SHa∗(U∗g M ;α)→ SHb∗(U∗g M ;α) can be
seen as
ιHFa,b : HF
[a,∞)
∗ (H,α)→ HF[b,∞)∗ (H,α).
The example of such H which we consider is a radially symmetric Hamiltonian, shown
in Figure 3, such that max H ≥ b (thus also max H ≥ a), H is equal to max H for
‖ξ‖2g∗ = r ≤ 1− " with some small " > 0 and is decreasing in r. Using this H, we can
carry out monotone homotopies as described above and shown in Figure 1 and Figure
2 for both slopes a and b. This way, we obtain new Hamiltonian functions H˜a, H˜b as
well as Ha, Hb, see Figure 4. We claim that the following diagram commutes.
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r = ||ξ|2g∗11− 
H
b
a
FIGURE 3. A radially symmetric Hamiltonian which computes symplectic homology
H˜a
H˜b
slope is −b
slope is −a
a
b
Ha
Hb
slope is −b
slope is −a
b
a
FIGURE 4. New Hamiltonian functions coming from monotone homotopies
HF[a,∞)∗ (H,α)
ca
vv
c′b

ιHFa,b // HF[b,∞)∗ (H,α)
cb

HF[a,∞)∗ (H˜a,α)
c˜ //
s−1a

HF[a,∞)∗ (H˜b,α)
inc∗ // HF[b,∞)∗ (H˜b,α)
s−1b

HF[a,∞)∗ (Ha,α)
sa
OO
c // HF[a,∞)∗ (Hb,α)
inc∗ //
s′b
OO
HF[b,∞)∗ (Hb,α).
sb
OO
Commutativity comes from the following arguments:
• In the upper-left triangle, c′b is induced from a monotone homotopy from H
to H˜b and c˜ is induced from a monotone homotopy from H˜a to H˜b. Because
H  H˜a  H˜b, c′b = c˜ ◦ ca comes from Lemma 3.2.
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• In the lower-left rectangle, s′b is induced from a monotone homotopy from Hb
to H˜b and c is induced from a monotone homotopy from Ha to Hb. Because
Ha  H˜a  H˜b and Ha  Hb  H˜b, from (6) we get c˜ ◦ sa = s′b ◦ c, which implies
c˜ = s′b ◦ c ◦ s−1a where s−1a is the inverse of sa (sa is an isomorphism by (12)).• The upper-right rectangle trivially commutes because we may take monotone
homotopy inducing c′b to be the same as the monotone homotopy inducing cb
and hence the maps count the same Floer trajectories.
• The lower-right rectangle trivially commutes by the same reason as above, which
implies inc∗ = s−1b ◦ inc∗ ◦ s′b.
Finally, we also claim that the following diagram commutes.
HF[a,∞)∗ (Ha,α)
c //
(piaHa )
−1

HF[a,∞)∗ (Hb,α)
inc∗ // HF[b,∞)∗ (Hb,α)
(pibHb )
−1

HF(−∞,∞)∗ (Ha,α)
c //
piaHa
OO
(iaHa )
−1

HF(−∞,∞)∗ (Hb,α)
1 //
piaHb
OO
HF(−∞,∞)∗ (Hb,α)
pibHb
OO
(ibHb )
−1

HF[(−∞,C(Ha ,a))∗ (Ha,α)
c //
iaHa
OO
ψaHa **
HF[(−∞,C(Hb ,a))∗ (Hb,α)
inc∗ //
iaHb
OO
ψaHb

HF[(−∞,C(Hb ,b))∗ (Hb,α)
ibHb
OO
ψbHb

H∗(L a2/2α (M))
ιH
a2/2,b2/2 // H∗(L b2/2α (M)).
The only non-trivial commutativity is of the lower-left triangle and the lower-right rec-
tangle. The former comes from the second proposition of Theorem 2.9 in [40] while
the latter comes from the third proposition of Theorem 2.9 in [40]. Notice that maps
piaHa , i
a
Ha
and pibHb , i
b
Hb
are all isomorphisms by (14), but iaHb is not an isomorphism. De-
note by ιHa2/2,b2/2 the persistence comparison map from filtration level a
2/2 to filtration
level b2/2 of persistence module H∗,α(M , g). Using the definition of ΦH,a given by (16)
and the two commutative diagrams above we obtain ιHa2/2,b2/2 ◦ΦH,a = ΦH,b ◦ ιHFa,b, which
finished the proof. 
5. PROOFS OF PROPOSITION 1.13 AND PROPOSITION 1.14 (LOWER BOUND)
In this section, we prove lower bounds in Propositions 1.13 and 1.14. To this end,
we will describe two classes of Riemannian metrics which realize quasi-isometric em-
beddings in Propositions 1.13 and 1.14. The first class of metrics will be defined on
S2 and metrics in this class will be called bulk sphere metrics on S2. The other class
will be defined on a closed surface Σ of genus at least 1, and metrics in this class will
be called multi-bulk metrics on Σ. The way we construct these metrics enables us to
precisely analyze closed geodesics and prove that they have various nice properties, see
Propositions 5.4 and 5.7. Then, using Theorem 4.4, we are able to describe parts of the
barcodes of corresponding symplectic persistence modules. Finally, the lower bounds in
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both Proposition 1.13 and Proposition 1.14 comes from the stability property - Theorem
1.6 and a combinatorial result - Lemma 5.1, which we will now prove.
5.1. A combinatorial lemma. The following combinatorial lemma says that a partic-
ular shape of barcodes can help us get a lower bound on the bottleneck distance.
Lemma 5.1. Let B1 and B2 be two barcodes. Let a1 ≥ ... ≥ an be the n smallest left
endpoints of bars in B1 and denote by [a1, Ca1), ..., [an, Can) ∈ B1 the corresponding bars.
Similarly let b1 ≥ ...≥ bn be the n smallest left endpoints of bars in B2 with corresponding
bars [b1, Cb1), ..., [bn, Cbn) ∈ B2. Assume that
min{Ca1 , ..., Can , Cb1 , ..., Cbn}>max{a1, b1}.
Then it holds
1
2
|~a− ~b|∞ ≤ dbot t le(B1,B2),
where ~a = (a1, ..., an) and ~b = (b1, ..., bn). The statement remains true if some of the Cai
or Cb j are equal to +∞.
Proof. Let k be such that |~a−~b|∞ = |ak− bk| and assume without loss of generality that
ak ≤ bk. Further assume that there exists a δ-matching σ : B1 → B2. It is enough to
prove that 2δ ≥ bk − ak = |~a− ~b|∞. We split the proof in three cases.
• Case 1 - One of the bars [ak, Cak), . . . , [an, Can) is erased.
Denote by l the index of the erased bar. Since al ≤ ak and Cal > b1 we have
2δ ≥ Cal − al ≥ Cal − ak > b1 − ak ≥ bk − ak.
• Case 2 - None of the bars [ak, Cak), . . . , [an, Can) are erased, but at least one of them is
matched with a bar different from [bk, Cbk), . . . , [bn, Cbn).
Let l, k ≤ l ≤ n be such that [al , Cal ) is not matched with any of [bk, Cbk), . . . , [bn, Cbn)
and let σ([al , Cal )) = [x , y). By the assumption of the theorem, we have that x ≥ bk
and hence
δ ≥ x − al ≥ bk − al ≥ bk − ak.
• Case 3 - Bars [ak, Cak), . . . , [an, Can) are all matched with bars [bk, Cbk), . . . , [bn, Cbn).
Let l, k ≤ l ≤ n be such that σ([al , Cal )) = [bk, Cbk). We have
δ ≥ bk − al ≥ bk − ak,
and the proof is finished. 
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−L Ll = −a l = al = 0
profile function r
FIGURE 5. Profile function of a bulk sphere S
5.2. Proof of Proposition 1.13. We start with the definition of a bulk sphere.
Definition 5.2. A bulk sphere S ⊂ R3 is a surface of revolution obtained by rotating a
profile function r : [−L, L]→ [0,∞) around axis l as shown in Figure 5. We ask for r
to satisfy the following properties.
• r(l) is a smooth even function on (−L, L) and r(l) = 0 exactly at l = L and − L.
• r(l) has only three critical points at l = −a, 0, a and r attains global maximum
at l = a,−a and local minimum at l = 0.
• r ′′(0)> 0.
Figure 6 shows a general picture of a bulk sphere. A bulk sphere metric g is a metric on
S2 induced from the standard metric on R3.
γ− γ+
γ0
FIGURE 6. A general picture of a bulk sphere
A parallel circle is a geodesic if and only if it passes through a local extremum. In other
words, we have three non-constant geodesic parallel circles of a bulk sphere metric,
which we denote by γ−, γ0 and γ+ as shown in Figure 6.
Lemma 5.3. For m ∈ N, denote by γm0 the m-times iteration of a closed geodesic γ0. For
every m ∈ N, γm0 is non-degenerate and Ind(γm0 ) = 0.
The proof of Lemma 5.3 comes from a direct computation which we carry out in
Subsection 6.1. The following proposition is crucial for our proof of Proposition 1.13
(lower bound).
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Proposition 5.4. Given any 0< "0 < 1, there exists a positive δ0 << 1 such that for every
x ∈ [0,∞), there exists a bulk sphere metric gx ∈ GS2 satisfying the following properties.
(1) Closed geodesic γ0 has energy Egx (γ0) =
δ20
2 e
−2x .
(2) Any closed geodesic γ of (S2, gx) different from γm0 , m ∈ N has energy Egx (γ)> δ
2
0
2 .
(3) There exists a constant Rx ∈
Ç
1
1+"0
,
Ç
1
1−"0

such that Rx · gx ∈ G¯S2 .
Part (2) of Proposition 5.4 is proven in Subsection 6.2. Roughly speaking, it comes
from a fact that every closed geodesic γ different from γm0 has to exit the “narrow neck”
and enter the two “spherical regions”, i.e. regions where l /∈ [−a, a]. By making these
regions sufficiently large we get that the length of γ must be large compared to the
length of γ0. Finally, in order to prove (1) and (3) of Proposition 5.4, we need an
explicit parametrization of S, see subsection 8.2 in the Appendix.
We are now ready to give a proof of the lower bound in Proposition 1.13.
Proof. (proof of Proposition 1.13 (lower bound)) Define Φ˜ : [0,∞)→GS2 as Φ˜(x) = gx
where gx is the metric given by Propostion 5.4.
Recall that
L λpt(S2, gx) = {γ ∈ Lpt(S2) | Egx (γ)≤ λ}.
and also that H∗,pt(S2, gx) denotes the persistence module given by Hλ∗,pt(S2, gx) =
H∗(L λpt(S2, gx);Z2), comparison maps being induced by inclusions of sublevel sets. Our
goal is to describe the barcode B(H∗,pt(S2, gx)). By Proposition 5.4 all closed geodesics
of energy ≤ δ202 are iterations of γ0 and they are all non-degenerate. Thus, we may use
Morse-Bott techniques described in Subsection 4.1, namely the identity (9).
As explained in Subsection 4.1, constant geodesics will produce two generators p0 ∈
C MB0,pt(Eg , h) and p2 ∈ C MB2,pt(Eg , h) corresponding to two critical points of a height
function on S2. On the other hand, by Lemma 5.3, every γm0 satisfies Ind(γ
m
0 ) = 0 and
hence every m-iteration γm0 produces two generators p
0
m ∈ C MB0,pt(Eg , h) and p1m ∈
C MB1,pt(Eg , h). These two generators correspond to the minimum and maximum of a
height function on S1-critical submanifold S1 · γm0 .
Furthermore Egx (p0) = Egx (p2) = 0 while
Egx (p
0
m) = Egx (p
1
m) = mEgx (γ0) = m ·
δ20
2
e−2x .
The boundary operator lowers the energy and thus we have that
∂ p11 = n(p
1
1, p0)p0 + n(p
1
1, p
0
1)p
0
1,
where n(p11, p0) equals the number of flowlines with cascades connecting p
1
1 to p0, and
same for n(p11, p
0
1), see Subsection 4.1. Since p
1
1 and p
0
1 belong to the same S
1-critical
submanifold we have that n(p11, p
0
1) = 2 = 0 mod 2. On the other hand, as a global min-
imum p0 represents the homology class of a point and hence is not zero, i.e. ∂ p
1
1 6= p0
and we conclude that ∂ p11 = 0. Thus, we may schematically present boundary relations
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with the following diagram.
index 1 p11
NOT
xx
NOT

p12 . . .
index 0 p0 p
0
1 p
0
2 . . .
energy λ0 = 0 λ1 =
δ20
2 e
−2x λ2 = δ20e
−2x . . . .
Since γm0 do not produce any critical points of index 2, (2) in Proposition 5.4 guarantees
that [p11] ∈ H1(L λpt(S2, gx);Z2) is non-zero for allλ≤ δ
2
0
2 . In other wordsB(H1,pt(S2, gx))
contains a bar [Egx (γ0), Cx) with Cx ≥ δ
2
0
2 (or [Egx (γ0),∞)). Moreover Egx (γ0) is the
smallest left endpoint in B(H1,pt(S2, gx)).
Recall that B1,pt(U∗gx S
2) denotes the barcodes of symplectic persistence module with
logarithmic parametrization in degree one and homotopy class of a point. Theorem 4.4
implies that
ln
q
2Egx (γ0), ln
p
2Cx

=

lnδ0 − x , lnp2Cx ∈ B1,pt(U∗gx S2).
By (2) in Proposition 5.4 we also have that ln
p
2Cx ≥ lnδ0 − y for any y ≥ 0. Hence,
for any x , y ∈ [0,∞) Lemma 5.1 gives
1
2
|x − y| ≤ dbot t le(B1,pt(U∗gx S2),B1,pt(U∗g y S2)),
which together with Theorem 1.6 implies 12 |x − y| ≤ dSBM(U∗gx S2, U∗g y S2).
Now define the desired embedding Φ : [0,∞)→ G¯S2 by
Φ(x) = Rx · Φ˜(x) = Rx · gx ,
where Rx is the rescaling factor given by (3) in Proposition 5.4. From Remark 2.4 it
follows that
dSBM(U
∗
Φ(x)S
2, U∗
Φ(y)S
2) = dSBM(
p
Rx U
∗
gx
S2,
Æ
R y U
∗
g y
S2)
= dSBM(
q
Rx/R y U
∗
gx
S2, U∗g y S
2)
≥ dSBM(U∗gx S2, U∗g y S2)− dSBM(U∗gx S2,
q
Rx/R y U
∗
gx
S2)
= dSBM(U
∗
gx
S2, U∗g y S
2)− 1
2
| ln Rx − ln R y |
≥ 1
2
|x − y| − 1
2
| ln Rx − ln R y |.
For any " > 0, take "0 =
e2"−1
e2"+1 in Proposition 5.4. Then the range of Rx given by
(3) in Proposition 5.4 implies | ln Rx − ln R y | ∈ [0,"]. Thus, we get the desired lower
bound. 
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5.3. Proof of Proposition 1.14. Let us give the definition of a multi-bulk surface first.
Let Σ be the surface of genus at least 1.
We call a subset of R3 a cylindrical segment if it can be obtained as an open surface of
revolution with a constant profile function r : (L−, L+)→ R on some interval (L−, L=).
For N ≥ 1 an open chain of N − 1 spheres, denoted by O(N), is an open surface of
revolution with a smooth profile function r : (L−, L+)→ R which satisfies the following
properties:
• r(`) has N local minima a1, . . . , aN and N − 1 local maxima b1, . . . , bN−1.• r ′′(ai)> 0 for all i = 1, . . . , N .
Profile function of an open chain of N −1 spheres is illustrated in the Figure 7 below.
x a1 b1 a2 b2 aNbN−1 y `
profile function r
FIGURE 7. Profile function of an open chain of N − 1 spheres
Now, fix an embedding φ : Σ→ R3 such that imφ contains a cylindrical segment
Definition 5.5. A multi-bulk surface S ⊂ R3 is obtained by cutting out the cylindrical
segment from imφ and inserting O(N). A general picture of a multi-bulk surface is
shown in Figure 8. A multi-bulk metric g is a metric on Σ induced by the standard
metric on R3. If we want to emphasize the role of N , we will also use terms an N-bulk
surface or an N-bulk metric.
Denote the short simple closed geodesics coming from the “narrow necks” in O(N) by
γ1, ..,γN from left to right as in Figure 5.5. All of γi belong to the same free homotopy
class, which we denote by α. Denote the long simple closed geodesics from the “spheri-
cal parts” in O(N) by∆12, ...,∆(N−1)N from left to right and the boundary curves of O(N)
by ∆01 and ∆N(N+1) as in Figure 5.5. Moreover, we put the following requirements.
• Lengths of ∆i(i+1) satisfy Lg(∆12) = ... = Lg(∆(N−1)N ).• Energies of γi satisfy Eg(γ1)≤ ...≤ Eg(γN ).
For any N ∈ N, let
T (N) = ~x = (x1, ..., xN ) ∈ [0,∞)N | x1 ≤ x2 ≤ ...≤ xN	 .
Similarly to Lemma 5.3, we have the following result.
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γ1 γ2 γN
open end open end
O(N)
∆01
∆12 ∆23 ∆(N−1)N
∆N(N+1)
FIGURE 8. A general picture of a multi-bulk surface
Lemma 5.6. Each closed geodesic γi is non-degenerate and Ind(γi) = 0 for i ∈ {1, ..., N}.
Lemma 5.6 is proven in Subsection 6.1. Similarly to Proposition 5.4, we have the
following result.
Proposition 5.7. Let Σ be a surface of genus at least 1. For any N ∈ N and 0 < "0 < 1,
there exists a positive δ0 << 1 such that for any ~x = (x1, ..., xN ) ∈ T (N), there exists an
N-bulk metric g~x ∈ GΣ satisfying the following properties.
(1) Each closed geodesic γi has energy Eg~x (γi) =
δ20
2 e
−2x i for i ∈ {1, ..., N}.
(2) Any closed geodesic γ on (Σ, g~x) different from γ1, ...,γN and their iterates has
energy Eg~x (γ)>
δ20
2 .
(3) Every cylinder connecting γi and γ j for i 6= j must pass through a loop with energy
greater than
δ20
2 .
(4) There exists some constant R~x ∈
Ç
1
1+"0
,
Ç
1
1−"0

such that R~x · g~x ∈ G¯Σ.
Properties (1), (2) and (3) in Proposition 5.7 can be confirmed by the same argument
as (1), (2) and (4) in Proposition 5.4. Property (3) in Proposition 5.7 essentially comes
from the fact that curves ∆i(i+1) are very long compared to γ j.
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The quasi-isometric embedding of (RN , | · |∞) into G¯Σ which we construct to prove
Proposition 1.14 will be realized as a composition of two quasi-isometric embeddings
according to the following scheme
(RN , | · |∞) Q−→ (T (2N), | · |∞) Ψ−→ G¯Σ.
To this end, in Subsection 8.3 we prove the following lemma.
Lemma 5.8. Fix N ∈ N. There exists a map Q : (RN , | · |∞)→ (T (2N), | · |∞) such that
for any ~x , ~y ∈ (RN , | · |∞),
1
4
|~x − ~y|∞ ≤ |Q(~x)−Q(~y)|∞ ≤ (2N) · |~x − ~y|∞.
We are now in the position to give a proof of the lower bound in Proposition 1.14.
Proof. (Proof of Proposition 1.14 (lower bound)) Define a map Ψ˜ : T (2N) → GΣ as
Ψ˜(~x) = g~x , where ~x = (x1, ..., x2N ) ∈ T (2N) and g~x is a 2N -bulk metric given by
Proposition 5.7. The short geodesics in the O(2N) part are labelled from the longest to
the shortest by γ1, . . . ,γ2N . Denote the homotopy class of these geodesics by α= [γ1] =
... = [γ2N].
Since α is a non-torsion homotopy class, the iterations γmi for m≥ 2 are not in α. Con-
stant loops are also not in α and thus (3) in Proposition 5.7 implies that the only closed
geodesics in class α with energy less or equal to
δ20
2 are γi, i = 1, . . . , 2N . Lemma 5.6
guarantees that all γi are non-degenerate and thus we may use Morse-Bott techniques
introduced in Subsection 4.1, namely the identity (9).
As in the proof of Proposition 1.13 each γi, i = 1, . . . , 2N produces two generators of
the Morse-Bott chain complex, p0i ∈ C MB0,α(Eg~x , h) and p1i ∈ C MB1,α(Eg~x , h). Moreover
these these are the only generators of C MBλ∗,α(Eg~x , h) for λ≤ δ02 .
In terms of the boundary operator we have that for all i = 1, . . . , 2N it holds ∂ p0i = 0
as well as n(p1i , p
0
i ) = 0 because p
1
i and p
0
i belong to the same S
1-critical submanifold.
We claim that also n(p1i , p
0
j ) = 0 when i 6= j. Indeed, assume that there exists a flow line
with cascades (u1, . . . , uk, t1, . . . , tk−1) connecting p1i and p
0
j . Since γi 6= γ j, we must have
k ≥ 1 and one of the flowlines ul would have to start at a critical submanifold S1 · γi1
and end at a critical submanifold S1 · γi2 with i1 6= i2. However, this would mean that
im ul ⊂ Σ defines a cylinder which connects γi1 and γi2 and which passes only through
loops of energy no greater than λ≤ δ202 . Existence of such a cylinder is ruled out by (3)
in Proposition 5.7 and hence n(p1i , p
0
j ) = 0 for all i, j. This means that for λ≤ δ
2
0
2 , ∂ = 0
on CBMλ∗,α(Eg~x , h).
Using (9) we conclude that the barcode B(H1,α(Σ, g~x)) contains bars [Eg~x (γi), Ci(~x))
for i = 1, . . . , 2N , with Ci(~x) ≥ δ202 (possibly Ci(~x) =∞). Moreover, Eg~x (γi) are the 2N
smallest left endpoints of bars in B(H1,α(Σ, g~x)).
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Recall that B1,α(U∗g~xΣ) denotes the barcodes of symplectic persistence module with
logarithmic parametrization in degree one and homotopy class of α. Theorem 4.4 im-
plies that, for any i ∈ {1, ..., 2N},
ln
q
2Eg~x (γi), ln
Æ
2Ci(~x)

=

lnδ0 − x i, ln
Æ
2Ci(~x)
 ∈ B1,α(Ug∗
~x
Σ).
Similar conclusion holds for any ~y ∈ T (2N). Moreover, lnp2Ci(~x)≥ lnδ0− y j for any
y j ∈ [0,∞). Hence, Lemma 5.1 implies
1
2
|~x − ~y|∞ ≤ dbot t le(B1,α(U∗g~xΣ),B1,α(U∗g~yΣ)).
Theorem 1.6 then yields 12 |~x − ~y|∞ ≤ dSBM(U∗g~xΣ, U∗g~yΣ).
Now Lemma 5.8 provides an embedding Φ˜ := Ψ˜ ◦Q : RN →GΣ, which satisfies
1
8
|~x − ~y|∞ ≤ 12 |Q(~x)−Q(~y)|∞ ≤ dSBM(U
∗˜
Φ(~x)Σ, U
∗˜
Φ(~y)Σ),
for any ~x , ~y ∈ RN .
Finally, Φ : RN → G¯Σ is defined by setting Φ(~x) = RQ(~x) · Φ˜(~x) = RQ(~x) · gQ(~x), where
RQ(~x) is the rescaling factor given by (4) in Proposition 5.7, associated to vector Q(~x) ∈T (2N). The same argument as in the proof of Proposition 1.13 (lower bound) implies
1
8
|~x − ~y|∞ − 12 | ln RQ(~x) − ln RQ(~y)| ≤ dSBM(U
∗
Φ(~x)Σ, U
∗
Φ(~y)Σ).
For any " > 0, take "0 =
e2"−1
e2"+1 in Proposition 5.7. Then (4) in Proposition 5.7 implies
the desired lower bound. 
6. BULK SPHERE AND MULTI-BULK SURFACE
6.1. Analyzing short geodesics. The goal of this subsection is to prove Lemmas 5.3
and 5.6. All considerations in this subsection are local and hence apply equally to both
propositions. Let us focus on γ0 on a bulk sphere S.
Lemma 6.1. The geodesic γ0 on a bulk sphere is hyperbolic.
We start with some necessary background. Let (M , g) be a n-dimensional Riemannian
manifold. Recall that a vector field J along the geodesic path γ : [0,1]→ M is called
Jacobi field if it satisfies the Jacobi equation
(17) ∇γ˙∇γ˙J + R(J , γ˙)γ˙= 0,
where R(·, ·) stands for the curvature tensor associated to g. Jacobi fields are tangent
to the space of geodesic paths with free endpoints. When γ is a closed geodesic, they
can be used to calculate index and nullity of γ. To this end, first notice that Jacobi
field is uniquely determined by two initial conditions J(0) and ∇γ˙J(0). Moreover, we
may choose these two vectors freely, which means that the space of Jacobi fields is
2n-dimensional. The two initial conditions J0(0) = γ˙(0), ∇γ˙J0(0) = 0 and J1(0) = 0,∇γ˙J1(0) = γ˙(0) yield Jacobi fields J0(t) = γ˙(t) and J1(t) = tγ˙(t) which are tangent to
γ.
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Let
E(t) = (Tγ(t))⊥ ⊕ (Tγ(t))⊥ ⊂ Tγ(t)M ⊕ Tγ(t)M
be the (2n−2)-dimensional vector bundle along γ, where (Tγ(t))⊥ denotes the orthog-
onal space to γ˙(t) inside Tγ(t)M . It is easy to check that if J(0) ⊥ γ˙(0) and ∇γ˙(0)J(0) ⊥
γ˙(0) then J(t) ⊥ γ˙(t) and ∇γ˙(t)J(t) ⊥ γ˙(t) for all t ∈ [0,1]. This means that we may
define a family of maps
P(t) : E(0)→ E(t)
by P(t)(v, w) =
 
J(t),∇γ˙J(t)

where J is the Jacobi field with the initial condition 
J(0),∇γ˙J(0)

= (v, w). In particula if γ is a closed loop, i.e. γ(0) = γ(1), we have that
P(1) : E(0)→ E(0)
and this map is called linearized Poincare map.
Definition 6.2. Closed geodesic γ is called hyperbolic if no eigenvalue of the linearized
Poincare map has norm equal to 1.
Taking advantage of the geometry of a bulk sphere, the proof of Lemma 6.1 come
from a direct computation of eigenvalues of the linearized Poincare map.
Proof. (Proof of Lemma 6.1) Suppose that our bulk sphere S comes from rotating a
profile function r around y-axis and denote the radius of the circle γ0(t) by r(0) := r.
Then
γ0(t) = (r cos(2pit), 0, r sin(2pit)), t ∈ [0, 1]
and its velocity is given by
γ˙0(t) = (−2pir sin(2pit), 0, 2pir cos(2pit)).
Gaussian curvature KG along γ0(t) is constant and can be expressed using the formula
for the Gaussian curvature of the surface of revolution. More precisely, we have
KG = − r
′′(0)
r
,
which is negative by the third property, namely r ′′(0) > 0, in the definition of a bulk
sphere (see Definiton 5.2).
In order to calculate the linearized Poincare map, we are only interested in the Jacobi
fields orthogonal to γ˙0(t). Let J = J(t) be such a Jacobi field, J(t) ⊥ γ˙0(t) for all
t ∈ [0, 1]. Since dim S = 2, J(t) and γ˙0(t) span the tangent planes Tγ(t)S. On the other
hand, the curvature tensor satisfies 〈R(J , γ˙0)γ˙0, γ˙0〉= 0 and hence R(J(t), γ˙0(t))γ˙0(t) is
proportional to J(t). We calculate
〈R(J(t), γ˙0(t))γ˙0(t), J(t)〉= |γ˙0(t)|2|J(t)|2 〈R(e2, e1)e1, e2〉 with {e1, e2} orthonormal
= |γ˙0(t)|2|J(t)|2KG
= (2pir)2|J(t)|2 · −r ′′(0)
r
= −4pi2r r ′′(0)|J(t)|2
= −4pi2r r ′′(0) 〈J(t), J(t)〉 .
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Denoting K = −4pi2r r ′′(0), (17) is simplified as
(18) ∇γ˙0∇γ˙0 J + K · J = 0.
Note that K is always negative because r ′′(0)> 0.
Now, since S comes as a surface of revolution with axis of rotation being y-axis, and
since r ′(0) = 0, the tangent space to S at γ0(t) is generated by γ˙0(t) and (0, 1,0). This
means that a Jacobi field orthogonal to γ˙0 has the form J(t) = (0, J2(t), 0). It follows
that
(19) ∇γ˙0 J(t) = (0, J˙2(t), 0),
as well as
(20) ∇γ˙0∇γ˙0 J(t) = (0, J¨2(t), 0),
and (18) becomes a second order equations
(21) J¨2(t) + K · J2(t) = 0.
Two solutions of this equation are vector fields J+(t) = (0, e
p−K t , 0) and J−(t) = (0, e−
p−K t , 0).
Moreover, initial vectors
(J+(0), (∇γ˙0 J+)(0)) = ((0, 1,0), (0,
p−K , 0))
and
(J−(0), (∇γ˙0 J−)(0)) = ((0,1, 0), (0,−
p−K , 0))
are linearly independent and hence generate E(0) = (Tγ0(0))⊥⊕(Tγ0(0))⊥. In order to
compute the eigenvalues of the linearized Poincare map P : E(0)→ E(1) it is enough
to notice that from (19) we have
(J+(1), (∇γ˙0 J+)(1)) = ((0, e
p−K , 0), (0,
p−Kep−K , 0))
as well as
(J−(1), (∇γ˙0 J−)(1)) = ((0, e−
p−K , 0), (0,−p−Ke−p−K , 0)).
Thus ((0,1, 0), (0,
p−K , 0)) and ((0,1, 0), (0,−p−K , 0)) are eigenvectors of P with eigen-
values λ1 = e
p−K and λ2 = e−
p−K . Since K 6= 0, neither one of these has norm one,
which means that γ0 is hyperbolic by definition. 
Recall that a closed geodesics is non-degenerate if its nullity is zero. The following
result enables us to compute nullity of a closed geodesic from Jacobi fields.
Lemma 6.3 (Corollary 2.5.6 in [20]). Nullity of a closed geodesic γ is equal to the dimen-
sion of the space of periodic Jacobi fields minus one. In particular, γ is non-degenerate,
that is nullity of γ is 0, if and only if there are no periodic Jacobi fields along γ which are
orthogonal to γ˙.
Note that “minus one” in Lemma 6.3 comes from the need to exclude the tangent
Jacobi field J0(t) = γ˙(t).
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When a closed geodesic is hyperbolic, its index as well as the indices of all its itera-
tions are particularly easy to compute. Let us recall some related formulas. When γ is
hyperbolic, we have a splitting
E = Es ⊕ Eu
such that P(t)|Es is contracting and P(t)|Eu is expanding as t goes from 0 to 1. Now, for
each t∗ ∈ [0,1], define a number ι(t∗) to be the dimension of the subspace of Jacobi
fields J(t) along γ such that (J(t), (∇γ˙J(t))) ∈ Es(t), for all t ∈ [0,1] and J(t∗) = 0.
The number of points t∗ for which ι(t∗)> 0 is finite and the following holds.
Lemma 6.4 (Proposition 5, page 4 of [18]). If γ is hyperbolic, then
Ind(γ) =
∑
t∗∈[0,1)
ι(t∗).
One may regard this lemma as an analogue of the well-known Morse index theorem
for a geodesic segment. A general result about the index of a closed geodesic (not
necessarily hyperbolic) is worked out in [17]. Finally,
Lemma 6.5 (Corollary 3.2.15 in [20]). For a hyperbolic γ it holds:
Ind(γm) = m · Ind(γ).
We are now ready to give the desired proofs.
Proof. (Proof of Lemmas 5.3 and 5.6) From the computations in the proof of Lemma
6.1, we know that the space of Jacobi fields orthogonal to γ˙0 is generated by the fields
J+(t) = (0, e
p−K t , 0) and J−(t) = (0, e−
p−K t , 0). Since e
p−K t → +∞ and e−p−K t → 0
when t → +∞, no linear combination of J+ and J− can be periodic. Thus, by Lemma
6.3, we know that γm0 are non-degenerate for all m ∈ N.
On the other hand, by (19) we have that for t ∈ [0,1]
(J+(t), (∇γ˙0 J+)(t)) = ((0, e
p−K t , 0), (0,
p−Kep−K t , 0))
as well as
(J−(t), (∇γ˙0 J−)(t)) = ((0, e−
p−K t , 0), (0,−p−Ke−p−K t , 0)).
In other words contracting and expanding spaces in the splitting E(t) = Es(t)⊕ Eu(t)
are generated by (J−(t), (∇γ˙0 J−)(t)) and (J+(t), (∇γ˙0 J+)(t)) respectively. Since for all
t ∈ [0, 1] it holds J−(t) 6= 0, Lemma 6.4 implies that Ind(γ0) = 0. Finally, Ind(γm0 ) =
m · Ind(γ0) = 0 by Lemma 6.5. This completes the proof of Lemma 5.3. Since all the
considerations are local, the proof of Lemma 5.6 follows in the same fashion. 
Remark 6.6. One may also prove that Ind(γm0 ) = 0 by a direct computation using Lemma
6.4, without realying on Lemma 6.5.
6.2. Analyzing long geodesics. In this subsection, we will prove (2) in Proposition 5.4
as well as (2) and (3) in Proposition 5.7. To this end, let us describe closed geodesics
on a bulk sphere and a multi-bulk surface. We start with a bulk sphere.
Assume that our bulk sphere S ⊂ R3 is obtained by rotating a profile function r
around an axis l as described in Subsection 5.2. For a point p ∈ S we denote by l(p) he
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coordinate of p on the l-axis and by r(p) the value of profile funtction at l(p), i.e. r(p)
is the distance from p to the axis l.
Firstly we notice that parallel circles given by l = const, are geodesics if and only if
r ′(l) = 0. This means that γ−, γ0 and γ+ are the only geodesic parallel circles. In order
to describe geodesics which are not parrallel circles we evoke the well-known Clairaut’s
relation.
Theorem 6.7. (Proposition 4.4 in [32]) Suppose that Σ is a surface of revolution. Then
any geodesic on Σ satisfies the equation
(22) r cos(φ) = constant
where r is the distance from the axis of revolution of Σ and φ is the angle between the
geodesic and the parallel circles. Conversely, any constant speed curve satisfying (22) that
is not a parallel circle is a geodesic.
Using notations from Subsection 5.2, we call the part of S where l ∈ (−a, a) the neck
of S and the part where |l| ≥ a the spherical regions of S. The next lemma claims that a
closed geodesic different from γm0 , m ∈ N, can not be entirely contained in the neck.
Lemma 6.8. Assume that γ : R/Z→ S is a closed geodesics different form γm0 , m ∈ N such
that l(γt0) ∈ (−a, a) for some t0 ∈ R/Z. Then γ intersects either γ− or γ+.
Proof. Since γ 6= γm0 , we have that γ is not a parallel circle and thus for some T ∈ R/Z,
γ˙(T ) is transverse to the parallel circle P = {p ∈ S | l(p) = a0} for some 0 ≤ a0 < a.
We may assume that T = 0 as well as that γ˙(0) points away from γ0 and towards
γ+. We can make this assumption because if γ˙(0) points towards γ0 we may look at
γreverse(t) := γ(−t) which defines the same curve as γ only with reversed direction. We
may also assume that the angle φ(γ(0)) between the parallel circle P and γ˙(0) satisfies
φ(γ(0)) ∈ (0, pi2 ), see Figure 9, the case φ(γ(0)) ∈ (pi2 ,pi) is treated in the same manner.
Clairaut’s relation implies that r(γ(t)) cos(φ(γ(t))) = C0 > 0. For a small " > 0 it
holds l(γ(−")) < a0, l(γ(")) > a0 and since γ is closed, we have that for some τ > 0,
l(γ(τ)) < a0. This means that γ eventually exits the region {l > a} and hence it must
intersect P with a negative angle −φ(γ(0)). Formally, there exists τ1 > 0 such that
γ(τ1) ∈ P and φ(γ(τ1)) = −φ(γ(0)) < 0. It follows that there exists 0 < τ0 < τ1 such
that φ(τ0) = 0, and Clairaut’s relation implies
C0 = r(γ(0)) cos(φ(γ(0))) = r(γ(τ0)) cos(φ(γ(τ0))) = r(γ(τ0)).
Thus r(γ(τ0)) < r(γ(0)) and since r increases on the interval [0, a] we have that
l(γ(τ0))> a, which proves the claim. 
Now, if S is a multi-bulk surface defined in Subsection 5.3, we call the part of S
between ∆(i−1)i and ∆i(i+1) the neck of γi. Using the same argument as in the proof of
Lemma 6.8 we may prove the following.
Lemma 6.9. Let γ be a closed geodesic on a multi-bulk surface S which enters the neck of
γi. Then γ intersects either ∆(i−1)i or ∆i(i+1).
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γ0
P
γ+
γ˙(0)
l = 0 l = a0 l = a
φ
FIGURE 9. Geodesic γ intersecting parallel circle P
We are now in a position to give a proof of (2) in Proposition 5.4 as well as (2) and
(3) in Proposition 5.7. However, before we proceed with the arguments, we wish to
explain the general logic which these proofs follow.
In the case of a multi-bulk surface, firstly we fix the genus of the surface and the
number of necks N (in the case of the bulk sphere these are automatically fixed).
Secondly, we fix an embedding φ : Σ → R3, of the surface and a cylindrical seg-
ment inside imφ which we wish to replace by an open chain of N − 1 spheres O(N)
as described in Subsection 5.3. After inserting O(N) we obtain the multi-bulk surface
S ⊂ R3.
Finally the major part of S remains fixed as we vary g~x , for ~x ∈ T (N) (or gx for x ∈
[0,∞) in the bulk sphere case). In fact, for different ~x ∈ T (N), metrics g~x only differ in
very small neighbourhoods of γ1, . . . ,γN (or in a small neighbourhood of γ0 in the bulk
sphere case). Moreover, we have the freedom to define g~x in these neighbourhoods
in such a way that the energies of γ1, . . . ,γN (or the energy of γ0) are equal to any
sufficiently small numbers, see Subsection 8.2.
Now, proving the existence of δ0 as in (2) in Proposition 5.4 and (2), (3) in Proposi-
tion 5.7 actually means providing δ0 which only depends on the fixed part of S. In other
words, δ0 should not depend on the small change that we make in the neighbourhoods
of short geodesics γ1, . . . ,γN (or γ0). Given such δ0, we may define g~x (or gx) in the
neighbourhoods of γi in such a way that (1) in Propositions 5.4 and 5.7 are satisfied,
see Subsection 8.2.
Proof. (Proof of (2) in Proposition 5.4 and (2), (3) in Proposition 5.7)
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We will prove properties (2) and (3) in Proposition 5.7. Property (2) in Proposition
5.4 is proven in the same way as (2) in Proposition 5.7. Let us start by giving a lower
bound as in (3).
Assume that a cylinder u : R×S1→ M connects γi and γ j for i < j, that is u(−∞, t) =
γi(t), u(+∞, t) = γ j(t). Since γi and γ j belong to different connected components of
Σ\ (∆01∪∆i(i+1)), we have that im(u) must intersect either ∆01 or ∆i(i+1). Assume first
that it intersects ∆i(i+1) and let s0 ∈ R be such that curves us0 = u(s0, ·) : S1 → M and
∆i(i+1) intersect. Take p = u(s0, t0) ∈ us0 ∩∆i(i+1) and let B(p;ρ) be a disc of radius ρ
around p, with respect to the distance induced by g~x . If we take ρ to be smaller than
the injectivity radius at p, B(p;ρ) is embedded. Since curve us0 belongs to a non-trivial
homotopy class α, it is not completely contained in B(p;ρ), i.e. there exists t1 such
that u(s0, t1) /∈ B(p;ρ). Hence, two arcs form t0 to t1 on S1 are mapped into two paths
u
 øt0 t1 and u øt1 t0 which connect the center p of the disc B(p;ρ) with the outside of
the disc, see Figure 10 below. This implies that Lg~x (us0)≥ 2ρ.
∆i(i+1)
us0
p = us0(t0)
B(p; ρ)
FIGURE 10. Disc centered at a point p ∈ us0 ∩∆i(i+1).
The exact same reasoning applies if we assume that im(u) intersects ∆01 at some
point p′, in which case we get that Lg~x (us0)≥ 2ρ′, whereρ′ is smaller than the injectivity
radius at p′. Note also that our metric g~x has S1-symmetry near each∆k(k+1), 0≤ k ≤ N
because it was defined as an induced metric on a surface of revolution. This means that
ρ and ρ′ may be chosen to be the same for all p ∈ ∆i(i+1) and all p′ ∈ ∆01. Moreover,
the neighbourhoods of ∆k(k+1) for 1 ≤ k ≤ N − 1 are all isometric and hence ρ and
ρ′ can be chosen independently of i and j. By taking δ¯0 = min{ρ,ρ′}, we have that
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Lg~x (us0)≥ δ¯0. Finally Cauchy-Schwarz inequality yields
Eg~x (us0)≥
Lg~x (us0)
2
2
≥ δ¯
2
0
2
,
which gives a lower bound as in (3).
In order to give a lower bound as in (2), first notice that by Lemma 6.9 every closed
geodesics γ in class α, different than γ1, . . . ,γN , either intersects ∆i(i+1) for some i =
0, . . . , N or it is entirely contained in S \O(N). In the first case we get a lower bound
Eg~x (γ)≥
δ¯20
2
,
with the same δ¯0 as above by applying the exact same argument to γ that we applied
to us0 .
In the second case we have that γ is also a closed geodesic on imφ ⊂ R3, where
φ : Σ → R3 is the embedding we fixed in order to define a multi-bulk surface. This
means that
Eg~x (γ)≥ Emin,
with Emin being the minimal energy of a closed geodesic in class α on imφ. Finally,
taking δ0 <min{δ¯0,p2Emin} finishes the proof. 
6.3. Upper bounds in Proposition 1.13 and Proposition 1.14. In this subsection, we
will explain how to prove the upper bounds in Propositions 1.13 and 1.14.
Recall that metrics gx , x ∈ [0,∞)which we used to prove lower bound in Proposition
1.13 come from bulk spheres which are surfaces of revolution, see Proposition 5.4.
On the other hand, metrics g~x , ~x ∈ T (N) which we used to prove lower bound in
Proposition 1.14, come from multi-bulk surfaces, which contain O(N)-part which is a
surface of revolution, see Proposition 5.7. Moreover, for different ~x ∈ T (N), metric g~x
only differ in the O(N)-part. Thus in order to compare different (multi)-bulk metrics,
we will first explain how to compare metrics which come from surfaces of revolution in
general.
Let I ⊂ R be an interval and r : I → [0,∞) a smooth function. Using r as a profile
function, we define a surface of revolution S(r) ⊂ R3 and, by pulling back the standard
metric from R3, we define a metric g r on I × S1. We claim the following.
Lemma 6.10. Let r1, r2 : I → [0,∞) be two profile functions and fix C > 0. Then
g r1  C g r2 if and only if
(r1(l))
2 ≤ C(r2(l))2, 1+ (r ′1(l))2 ≤ C(1+ (r ′2(l))2)
for all l ∈ I .
Proof. Introduce local coordinates (l,θ ) ∈ I × S1. If r : I → [0,∞) is a smooth profile
function, a simple computation shows that the matrix of g r expressed in coordinates
(∂l ,∂θ ) satisfies
[g r](l,θ ) =

1+ (r ′(l))2 0
0 (r(l))2

.
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By definition g r1  C g r2 is equivalent to ‖ · ‖g r1 ≤ ‖ · ‖C g r2 at all points (l,θ ) ∈ I × S1,
and hence the claim follows. 
From Lemma 6.10 we obtain the following corollary.
Corollary 6.11. Let r1, r2 : I → [0,∞) be two profile functions and denote by3
C = max
l∈I max

r1(l)
r2(l)
,
r2(l)
r1(l)
,
r ′1(l)
r ′2(l)
,
r ′2(l)
r ′1(l)

.
If g r1 , g r2 are the induced Riemannian metrics on I × S1 it holds
1
C2
g r1  g r2  C2 g r1 .
Proof. By Lemma 6.10 g r2  C2 g r1 is equivalent to
(r1(l))
2 ≤ C2(r2(l))2, 1+ (r ′1(l))2 ≤ C2(1+ (r ′2(l))2).
The first inequality follows directly from the definition of C . Since C ≥ 1, the second
inequality follows from
1+ (r ′1(l))
2 ≤ 1+ C2(r ′2(l))2 ≤ C2 + C2(r ′2(l))2.
Inequality 1C2 g
r1  g r2 is proven by the same argument. 
Finally, we have the following proposition.
Proposition 6.12. Bulk sphere metrics gx , x ∈ [0,∞), whose existence is guaranteed by
Proposition 5.4, can be defined in such a way that their profile functions satisfy
max
l∈I max
¨
rx(l)
ry(l)
,
ry(l)
rx(l)
,
r ′x(l)
r ′y(l)
,
r ′y(l)
r ′x(l)
«
= e|x−y|
for all x , y ∈ [0,∞). Similarly, multi-bulk metrics g~x , ~x ∈ T (N) in Proposition 5.7 can
be defined in such a way that the profile functions of the corresponding O(N)-parts satisfy
max
l∈I max
¨
r~x(l)
r~y(l)
,
r~y(l)
r~x(l)
,
r ′
~x(l)
r ′
~y(l)
,
r ′
~y(l)
r ′
~x(l)
«
= e|~x−~y|∞
for all ~x , ~y ∈ T (N).
In order to prove Proposition 6.12 one must specify precisely the profile functions
which are used to define bulk spheres and multi-bulk surfaces. This is done in Subsec-
tion 8.2.
We are now ready to give a proof of the upper bounds.
3Here we use the convenction that 00 = 1.
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Proof. (Upper bounds in Propositions 1.13 and 1.14) We will only prove the upper
bounds in terms of dRBM . The upper bounds in terms of dSBM then follow from Proposi-
tion 2.8.
For any x ∈ [0,∞), denote gx is the bulk sphere metric given by Proposition 5.4.
In order to prove the upper bound in Proposition 1.13, notice that Corollary 6.11 and
Proposition 6.12 imply that, for x , y ∈ [0,∞), it holds
e−2|x−y|gx  g y  e2|x−y|gx .
Taking φ = 1M in the definition of dRBM we get
dRBM(gx , g y)≤ 2|x − y|.
Recall that the embedding Φ : [0,∞)→ G¯S2 is defined by Φ(x) = Rx · gx where Rx is
the rescaling factor from (3) in Proposition 5.4. Now, Remark 2.7 implies
dRBM(Φ(x),Φ(y)) = dRBM(Rx · gx , R y · g y)
= dRBM((Rx/R y) · gx , g y)
≤ dRBM(gx , (Rx/R y) · gx) + dRBM(gx , g y)
≤ | ln Rx − ln R y |+ 2|x − y|.
For any given " > 0, using (3) in Proposition 5.4 with "0 =
e2"−1
e2"+1 yields the desired upper
bound in Proposition 1.13.
To prove the upper bound in Proposition 1.14, recall that g~x is the multi-bulk metric
given by Proposition 5.7. Moreover, metrics g~x for different ~x ∈ T (N) only differ in the
O(N)-part. Hence, Corollary 6.11 and Proposition 6.12 imply
e−2|~x−~y|∞ g~x  g~y  e2|~x−~y|∞ g~x ,
for any ~x , ~y ∈ T (N). Taking φ = 1M in the definition of dRBM gives
(23) dRBM(g~x , g~y)≤ 2|~x − ~y|∞.
Map Φ : RN → G¯M in the proof of Proposition 1.14 is defined by Φ(~x) = RQ(~x) · gQ(~x)
where Q : RN → T (2N) is the quasi-isometric embedding given by Lemma 5.8 and
RQ(~x) is the rescaling factor from (4) in Proposition 5.7. The same argument as above
together with Lemma 5.8 implies, for any ~x , ~y ∈ RN ,
dRBM(Φ(~x),Φ(~y))≤ | ln RQ(~x) − ln RQ(~y)|+ 4N · |~x − ~y|∞.
For any " > 0, using (4) in Proposition 5.7 with "0 =
e2"−1
e2"+1 yields the desired upper
bound in Proposition 1.14. 
7. QUANTITATIVE EXISTENCE OF CLOSED GEODESICS
The goal of this section is to prove Theorem 1.16 and Corollary 1.20. Since Corollary
1.20 immediately follows from Theorem 1.6, we give its proof first.
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Proof. (Proof of Corollary 1.20) We will prove the claim in the case of the finite bar
[a2/2, b2/2), the case of an infinite ray is treated in the same fashion. Using the isomor-
phism of persistence modules provided by Theorem 4.4 (or referring to Definition 4.5)
we conclude that the barcode B∗,α(U∗g1 M) of S∗,α(U
∗
g1
M), contains the bar [ln a, ln b).
Theorem 1.6 and the assumptions give
(24) dbot t le(B∗,α(U∗g1 M),B∗,α(U
∗
g2
M))≤ 1
2
dRBM(g1, g2)<
1
2
(ln b− ln a).
Denoting D = dbot t le(B∗,α(U∗g1 M),B∗,α(U
∗
g2
M)) we have that for every 0 < " < 12(ln b −
ln a) − D there exists a (D + ")-matching between B∗,α(U∗g1 M) and B∗,α(U∗g2 M). Since
D + " < 12(ln b − ln a), the bar [ln a, ln b) ∈ B∗,α(U∗g1 M) is not erased in this matching
but rather has a genuine match [c", d") ∈ B∗,α(U∗g2 M) such that
max {|ln a− c"| , |ln b− d"|} ≤ D + ".
Using the fact that a bar [c", d") as above exists for all 0 < " <
1
2(ln b − ln a)− D, we
conclude that there exists [c0, d0) ∈ B∗,α(U∗g2 M) such that
(25) max {|ln a− c0| , |ln b− d0|} ≤ D.
Indeed, if this was not the case, by shrinking " we would get infinitely many bars
[c", d") ∈ B∗,α(U∗g2 M) which all contain the middle ln a+ln b2 of the interval [ln a, ln b).
However, S
ln a+ln b
2∗,α (U∗g2 M) is finite dimensional.
Finally by Definition 4.5 and Remark 4.6 we know that there exist closed geodesics
γ1,γ2 of g2 such that c0 = ln
Æ
2Eg2(γ1), d0 = ln
Æ
2Eg2(γ2) and the proof follows. 
In the rest of the section, we focus on proving Theorem 1.16.
7.1. Lemmas about persistence modules. In order to prove Theorem 1.16, we will
use a lemma about general persistence modules, see Lemma 7.2 below. We start with
an auxiliary statement first.
Lemma 7.1. Let k[a,b) and k[c,d) be two interval modules over field k. Then a non-zero
persistence morphism
f= { f t}t∈R : k[a,b)→ k[c,d)
exists if and only if c ≤ a ≤ d ≤ b. Similarly for b = d = +∞ a non zero persistence
morphism
f= { f t}t∈R : k[a,+∞)→ k[c,+∞)
exists if and only if c ≤ a.
Proof. Firstly, note that if c ≤ a ≤ d ≤ b there exists a non-zero persistence morphism
f given by f t(1k) = 1k for t ∈ [a, d) and f t = 0 otherwise. This proves one direction
of the equivalence. For the other direction one readily sees that b > c and d > a since
otherwise [a, b) and [c, d) do not intersect. The rest of the proof follows from a case
analysis in terms of the order of endpoints a, b, c, d. We will analyze one case, the other
cases are treated in the same way. Assume for example that c ≤ a ≤ b < d and let " > 0
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be such that b < b + " < d. Now, if f t(1k) 6= 0 for some t ∈ [a, b), on the one hand we
have
f b+"(ιt,b+"(1k)) = f
b+"(0) = 0,
while on the other hand
f b+"(ιt,b+"(1k)) = ιt,b+"( f
t(1k)) = ft(1k) 6= 0
which gives a contradiction. 
Recall that if V is a persistence module, for A> 0, shifted module V[A] is defined by
V[A]t = Vt+A and comparison map ιV[A]s,t = ιVs+A,t+A. Barcode B(V[A]) is a shift of B(V)
by A to the left, i.e. [x , y) ∈ B(V[A]) if and only if [x +A, y +A) ∈ B(V). The following
lemma is the main combinatorial ingredient of the proof of Theorem 1.16.
Lemma 7.2. Let V,W be two persistence modules, A, B ≥ 0 non-negative constants and
f : V→W[A], g :W[A]→ V[A+ B]
persistence morphisms such that the following diagram commutes
V
ιVt,t+A+B //
f !!
V[A+ B].
W[A]
g
99
If there exists a bar [a, b) ∈ B(V) such that b− a > A+ B then there exists a bar [c, d) ∈
B(W) such that
a− B ≤ c ≤ a + A, b− B ≤ d ≤ b + A.
Proof. Fix a decomposition of V given by Theorem 8.1,
V=
⊕
I∈B(V)
kI
and let 1tI ∈ ktI be a unit element for t ∈ I . We have that for s, t ∈ I , s ≤ t it holds
ιVs,t(1
s
I) = 1
t
I . Since [a, b) ∈ B(V), k[a,b) is a summand in this decomposition and by
restricting f to k[a,b) we obtain the following commutative diagram for all t ∈ R :
kt[a,b)
ιt,t+A+B //
f t ##
kt+A+B[a,b) .
W[A]t
g t
::
Condition A+ B < b− a implies that [a, b)∩ [a− A− B, b− A− B) 6= ; and hence
ιt,t+A+B : k
t
[a,b)→ kt+A+B[a,b)
is non-zero and is given by the obvious map equal to 1k when t ∈ [a, b − A− B) and
zero otherwise. Take t such that a < t < b−A−B and let 1t ∈ kt[a,b). From A+B < b−a
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we have that ιt,t+A+B(1t) 6= 0. Fix a decomposition of W[A],
W[A] =
⊕
I∈B(W[A])
kI
and assume that
f t(1t) =
N∑
i=1
λi1
t
Ii
,
where λi ∈ k, λi 6= 0, and 1tIi ∈ ktIi for Ii ∈ B(W[A]). Since g t ◦ f t = ιt,t+A+B and
ιt,t+A+B(1t) 6= 0, we have that g t(∑Ni=1λi1tIi) 6= 0 and hence there exists some i0 ∈{1, ..., N} such that g t(λi01tIi0 ) 6= 0, where 1tIi0 ∈ ktIi0 , see Figure 11 below.
a b
a− A−B b− A−B
x y Ii0 = [x, y)
t
1t
λi01
t
Ii0
gt(λi01
t
Ii0
)
FIGURE 11. Morphisms at a point t.
Let Ii0 = [x , y). We claim that a − A− B ≤ x ≤ a and b − A− B ≤ y ≤ b. Indeed,
denote by
piIi0
:W[A]→ kIi0
the projection with respect to the decomposition of W[A] fixed above. This projection
is a morphism of persistence modules and we have that
piIi0
◦ f : k[a,b)→ kIi0
is a non-zero persistence morphism because (piIi0 ◦ f )t(1t) = λi01tIi0 6= 0. Thus, Lemma
7.1 imples that x ≤ a and y ≤ b.
Similarly if we denote by
pi[a−A−B,b−A−B) : V[A+ B]→ k[a−A−B,b−A−B)
the projection with respect to the fixed decomposition of V, restricting g to kIi0 gives
pi[a−A−B,b−A−B) ◦ g : kIi0 → k[a−A−B,b−A−B).
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This morphism is non-zero because (pi[a−A−B,b−A−B) ◦ g)t(λi01tIi0 ) = 1t ∈ kt[a−A−B,b−A−B)
and hence Lemma 7.1 implies that a− A− B ≤ x and b− A− B ≤ y.
To finish the proof notice that [x , y) ∈ B(W[A]) and hence [x + A, y + A) ∈ B(W).
For this bar it holds a− B ≤ x + A≤ a + A and b− B ≤ y + A≤ b + A and hence taking
[c, d) = [x + A, y + A) finishes the proof. 
7.2. Proof of Theorem 1.16.
Proof. (Proof of Theorem 1.16) We will prove only the case of a finite bar [x , y) ∈
B(H∗,α(M , g1)), the other case is proved in the same manner.
It follows from the definition that U∗C g M =
p
CU∗g M . By the assumption
1
C1
g1  g2 
C2 g1, one has the following inclusions,
U∗1
C1
g1
M ⊂ U∗g2 M ⊂ U∗C2 g1 M ,
which is equivalent to the following inclusions,
1p
C1
U∗g1 M ⊂ U∗g2 M ⊂
p
C2U
∗
g1
M .
Applying contravariant functor SHa∗,α(·) gives the following commutative diagram
SHa∗(
p
C2U
∗
g1
M ;α)
inc∗ //
inc∗ ((
SHa∗(
1p
C1
U∗g1 M ;α)
SHa∗(U
∗
g2
M ;α)
inc∗
66
where inc∗ denote maps induced by the respective inclusions. Applying (2) in Proposi-
tion 3.5 with C =
p
C1C2 ≥ 1 to the horizontal arrow gives us
SHa∗(
p
C2U
∗
g1
M ;α)
ιa,
p
C1C2a //
i∗ ((
SH
p
C1C2a∗ (
p
C2U
∗
g1
M ;α)
SHa∗(U
∗
g2
M ;α)
j∗
55
where ιa,
p
C1C2a
denotes the persistence comparison map of the symplectic persistence
module SH∗,α(
p
C2U
∗
g1
M), i∗ = inc∗ and j∗ = rpC1C2 ◦ inc∗ where rpC1C2 is the isomor-
phism given by (2) in Proposition 3.5. In terms of logarithmic version of symplectic
persistence modules, setting t = ln a,
S t∗(
p
C2U
∗
g1
M ;α)
ιt,t+ln
p
C1+ln
p
C2 //
i∗ ''
S
t+ln
p
C1+ln
p
C2∗ (
p
C2U
∗
g1
M ;α).
S t∗(U
∗
g2
M ;α)
j∗
55
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Since [x , y) ∈ B(H∗,α(M , g1)), Theorem 4.4 implies that [lnp2x , lnp2y) ∈ B∗,α(U∗g1 M),
barcode of persistence module S∗,α(U∗g1 M). Now, Proposition 3.5 implies that [ln
p
2x+
ln
p
C2, ln
p
2y + ln
p
C2) ∈ B∗,α(pC2U∗g1 M). The length of this bar is lnÆ yx and since
ln
Æ y
x > ln
p
C1 + ln
p
C2 by the assumption, we can apply Lemma 7.2 with A= 0 and
B = ln
p
C1 + ln
p
C2.
It follows that there exists a bar (c, d] ∈ B∗,α(U∗g2 M) such that
ln
p
2x − lnpC1 ≤ c ≤ lnp2x + lnpC2,
and
ln
p
2y − lnpC1 ≤ d ≤ lnp2y + lnpC2.
By Theorem 4.4, bar [12 e
2c, 12 e
2d) ∈ B(H∗,α(M , g2)) and its endpoints satisfy
x
C1
≤ 1
2
e2c ≤ C2 x , yC1 ≤
1
2
e2d ≤ C2 y.
Endpoints of bars in B(H∗,α(M , g2)) correspond to the energies of closed geodesics and
thus there exist closed geodesics γ1,γ2 of g2 such that
Eg2(γ1) =
1
2
e2c, Eg2(γ2) =
1
2
e2d .
This finishes the proof. 
8. APPENDIX
8.1. Background on persistencemodules and barcodes. Persistence moduleV (parametrized
by R) over a field k consists of the following data,
(26) V=
{V t}t∈R, {ιs,t : V s→ V t}s≤t∈R	
where each V t is a finite dimensional k-vector space, ιs,t are k-linear maps, ιt,t = 1V t
for all t ∈ R and for all s ≤ t ≤ r we have
ιs,r = ιt,r ◦ ιs,t .
Typical examples of persistence modules are homologies of filtered chain complexes,
V t = H(C t∗), t ∈ R, ιs,t being induced by inclusions C s∗ ,→ C t∗ for s ≤ t. These include
(Morse) homologies of sublevel sets { f ≤ t} of a Morse function f : M → R on a
closed manifold M , as well as, Hamiltonian Floer homologies of the Hamiltonian Floer
chain complex, filtered by symplectic action functional, on a symplectically aspherical
manifold, see [29]. In this paper we consider a persistence module coming from filtered
symplectic homology, see Section 3.
An important abstract example is the interval persistence module kI associated to a
given interval I ⊂ R which is defined by setting ktI = k if t ∈ I and 0 otherwise, with the
comparison map ιs,t = 1k when both s, t ∈ I and ιs,t = 0 otherwise. Interval persistence
modules are the building blocks of all persistence modules, i.e. the following theorem
holds.
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Theorem 8.1. (Stucture theorem [42]) For a persistence moduleV, there exists a collection
of intervals {I j} j∈J with repetitions, unique up to reordering, such that
V=
⊕
j∈J
kI j .
This collection of intervals is called the barcode of V and is denoted by B(V), while the
intervals themselves are called bars. Since V t are finite dimensional for all t ∈ R, each
bar appears finitely many times in B(V). The number of times a bar I appears in B(V) is
called the multiplicity of I .
Remark 8.2. All the persistence modules considered in this paper are defined using
conventions which guarantee that all the intervals in the corresponding barcodes have
left end closed and right end open. In other words, all the bars are either equal to
(−∞,+∞) or of the form [a, b) for a < b ≤ +∞ with finite a. Moreover, we some-
times use the set of parameters t ∈ R+ = (0,+∞) instead of t ∈ R in the definition
of our persistence modules. This difference is non-essential because the two sets of
parameters can be related by an order-preserving bijection, for example ln : R+→ R.
Theorem 8.1 translates an algebraic structure into combinatorial information via cor-
respondence V↔ B(V). Our goal is to use this correspondence to quantitatively com-
pare different persistence modules by comparing their corresponding barcodes. In order
to achieve this, we need to introduce the following two distances: interleaving distance
dinter between persistence modules and bottleneck distance dbot t le between multi-sets
of intervals. Let us first give the definition of a morphism between two persistence
modules.
Definition 8.3. Given two persistence modules V and W, we call a family of maps f =
{ f t} : V → W a persistence morphism if each f t : V t → W t is a k-linear map and f
commutes with comparison maps, i.e., for each s ≤ t,
(27) f t ◦ ιVs,t = ιWs,t ◦ f s.
Moreover, we call V and W filtered isomorphic if there exist persistence morphisms
f : V→W and g :W→ V such that for each t, f t ◦ g t = 1Wt and g t ◦ f t = 1Vt .
We can now give definitions of dinter and dbot t le.
Definition 8.4. We say that two persistence modules V and W are δ-interleaved if there
exist persistence morphisms Φ and Ψ,
V Φ // W[δ] Ψ[δ] // V[2δ] s.t. Ψ[δ] ◦Φ= {ιVt,t+2δ}
and
W Ψ // V[δ] Φ[δ] // W[2δ] s.t. Φ[δ] ◦Ψ = {ιWt,t+2δ}.
Here V[δ] and Φ[δ] are δ-shifts of V and Φ[δ], given by V[δ]t = V t+δ, ιV[δ]s,t = ιVs+δ,t+δ
and (Φ[δ])t = Φt+δ, and the same holds for W[δ], Ψ[δ]. Now one defines,
dinter(V,W) := inf{δ ≥ 0 |V and W are δ-interleaved}.
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On the other hand we define dbot t le in the following way.
Definition 8.5. Let B1 and B2 be two multi-sets of intervals with finite multiplicities.
We call σ : B1 → B2 an "-matching if there exist subsets (B1)shor t ⊂ B1, (B2)shor t ⊂ B2,
consisting of intervals with lengths not greater than 2", such that
σ : B1\(B1)shor t → B2\(B2)shor t is a bijection
and for any two intervals [a, b), [c, d), for which σ([a, b)) = [c, d), it holds |a− c| ≤ "
and |b − d| ≤ ". We say that bars in (B1)shor t and (B2)shor t are erased, while bars in
B1\(B1)shor t and B2\(B2)shor t are matched. The bottleneck distance is now given by
dbot t le(B1,B2) := inf{" ≥ 0 | ∃"-matching between B1 and B2}.
Remark 8.6. In the above definition of dbot t le we assumed that matched intervals [a, b)
and [c, d) have left ends closed and right ends open in accordance to the conventions
we use in the paper. The same definition applies if we make no assumption on the ends
of bars and Theorem 8.7 below remains true.
The following theorem is one of the most important results of about persistence mod-
ules.
Theorem 8.7. (Isometry Theorem [8, 9, 22]) Let V and W be two persistence modules
and denote their corresponding barcodes by B(V) and B(W). Then
dinter(V,W) = dbot t le(B(V),B(W)).
8.2. Precise parameterizations. In this subsection, we will give precise parameteri-
zations of bulk spheres and multi-bulk surfaces announced in Sections 5 and 6. The
metrics which we are going to define will satisfy all the properties that we used in these
sections, namely we will prove (1) in Propositions 5.4 and 5.7 as well as Proposition
6.11.
8.2.1. Parameterizations of bulk spheres. Let S be a union of two spheres with radius
A =
q
1
8pi touching at point. The area of S is equal to 1 and S can be obtained as a
surface of revolution. The graph of the profile function r which defines S is the union
of two semicircles of radius A centered at −A and A, see Figure 12.
−2A 0 2A
two semicircles with radius A
FIGURE 12. Profile function r
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Let n ∈ N and B = 10−nA. We consider n to be a free parameter which will eventually
be chosen large. The profile functions rx , x ∈ [0,∞), which define bulk sphere metrics
gx , will all be even on [−2A, 2A] and they will coincide with r on [−2A,−B]∪[B, 2A]. On
[−B, B], each rx will interpolate between two semicircles and will have a local minimum
at 0. Let
(28) δ0 =
s
pi
8
· 1
2 · 10n + 1 ·
3− 10−2np
2 · 10n − 1.
Since δ0 = O(10
−3n
2 ), by picking large enough n, we can make δ0 arbitrarily small. The
following proposition holds.
Proposition 8.8. Given any sufficiently small " > 0, for all sufficiently large n and A, B,δ0
as above, there exists a family of profile functions rx , x ∈ [0,∞), each of which defines a
bulk sphere metric gx such that
(1) |Volgx (S2)− 1| ≤ " and diam(S2, gx)≤ 100
p
1− ".
(2) rx coinicide outside [−B, B] for all x ∈ [0,∞).
(3) rx(0) =
δ0
2pi e
−x .
(4) For any x , y ∈ [0,∞),
max
l∈[−2A,2A]max
¨
rx(l)
ry(l)
,
ry(l)
rx(l)
,
r ′x(l)
r ′y(l)
,
r ′y(l)
r ′x(l)
«
= e|x−y|.
In (4), as before, we use convention that 00 = 1.
Proof. We ask for rx to be even on [−2A, 2A], and hence only give their definitions on
[0,2A]. Let B′ = 10−2nA, h = 3δ02pi , hx =
δ0
2pi e
−x , and define
rx(l) =
h− hx
(B′)2 l
2 + hx , for l ∈ [0, B′].
It immediatelly follows that rx(0) = hx =
δ0
2pi e
−x and hence (3) is satisfied. On the other
hand, a simple computation shows that for all x , y ∈ [0,∞)
(29) max
l∈[0,B′]max
¨
rx(l)
ry(l)
,
ry(l)
rx(l)
,
r ′x(l)
r ′y(l)
,
r ′y(l)
r ′x(l)
«
= e|x−y|.
Notice also that rx(B′) = h for all x ∈ [0,∞), i.e., the graphs of all rx meet at the point
(B′, h), see Figure 13 (a).
Graphs of profile functions rx will connect the point (B′, h) to the point (B,
p
A2 − (A− B)2)
on a semicircle. To this end, let
sx := r
′
x(B
′) = 2(h− hx)
B′ and K =
A− Bp
2AB − B2 .
For x ∈ [0,∞) we have sx ∈ [2δ0piB′ , 3δ0piB′ ) and we denote smin = s0 = 2δ0piB′ . On the other hand
K is the derivative at B of the function y =
p
A2 − (A− l)2, which defines a semicircle.
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0 B′
(a) Quadratic functions for x > y
h
hy
hx
l
smin
sx
B′ B
K
2B′ l
r′x
(b) Derivative of a profile function
qx
rx
ry
FIGURE 13. Parameterization of rx in the region [0, B]
We now define rx by giving its derivative on [B′, B]. Let
qx =
smin(B − B′) + KB′ − sx B′
B − B′ .
On [B′, 2B′], the derivative r ′x is by definition equal to a linear function whose graph
connects (B′, sx) and (2B′, qx). On [2B′, B], r ′x is equal to another linear function, whose
graph connects (2B′, qx) and (B, K). It is easy to check that r ′0 is linear on [B
′, B], i.e.
(B′, smin), (2B′, q0) and (B, K) are on the same line, as well as that K < qx ≤ q0 for all
x ∈ [0,∞), see Figure 13 (b). Explicitly r ′x is given by
(30) r ′x(l) =
 qx−sx
B′ (l − B′) + sx l ∈ [B′, 2B′]
K−qx
B−2B′ (l − B) + K l ∈ [2B′, B] .
Straightforward calculation shows that
rx(B) = h+
∫ B
B′
r ′x(l) dl =
Æ
A2 − (A− B)2,
and thus by setting rx(l) =
p
A2 − (A− l)2 for l ∈ [B, 2A], we obtain a C1-smooth
function rx : [0,2A] → [0,∞). Another straightforward calculation shows that for
x , y ∈ [0,∞)
(31) max
l∈[B′,2A]max
¨
rx(l)
ry(l)
,
ry(l)
rx(l)
,
r ′x(l)
r ′y(l)
,
r ′y(l)
r ′x(l)
«
≤ e|x−y|.
Moreover, by making a C1-small perturbation near the points B′, 2B′ and B we can make
sure that rx are all smooth while (31) remains valid. Finally, we extend rx to [−2A, 2A]
by setting rx(l) = rx(−l). It is clear from the construction that (2) holds.
Combining (29) and (31) proves property (4). By taking large enough n we can
guarantee that property (1) holds, which finishes the proof. 
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We can now give a proof of (1) and (3) in Proposition 5.4.
Proof. (Proof of (1) and (3) in Proposition 5.4) Denote by gx the metric induced from
profile function rx given by Proposition 8.8. By (2) in Proposition 8.8 we get that
Lgx (γ0) = 2pirx(0) = δ0e
−x . Since γ0 has constant speed
Egx (γ0) =
L2gx (γ0)
2
=
δ20
2
e−2x ,
which proves (1) in Proposition 5.4.
To prove (3) in Proposition 5.4, let Rx =
1p
Volgx S
2
. Now VolRx ·gx S
2 = 1 and from (1)
in Proposition 8.8 it follows that
diam(S2, Rx · gx) = Rx · diam(S2, gx)≤
√√ 1
1− " · (100
p
1− ")≤ 100,
as well as that
R2x(1− ")≤ 1≤ R2x(1+ ").
Thus Rx · gx ∈ G¯S2 , and taking small enough " finishes the proof. 
8.2.2. Parameterizations of multi-bulk surfaces. Recall that a cylindrical segment is a
surface of revolution with constant profile function r : I → [0,∞) on an open interval
I . Let Σ be a surface of genus at least one and fix N ∈ N. Denote by gstd the standard
Riemannian metric on R3 and let 0< τ << 1 be a small number. We fix an embedding
φ : Σ → R3 such that Volφ∗gstd (Σ) = 1, diam(Σ,φ∗gstd) ≤ 99 and imφ contains a
cylindrical segment C given by a profile function rseg : (L−, L+) → R, rseq ≡ τ with
L+ − L− = 2τ.
We construct our N -bulk surface by replacing C with an open chain of N −1 spheres
denoted by O(N). Let AN =
τ
N and take a profile function r : (L−, L+)→ [0,∞) whose
graph consists of N−1 semicircles of radius AN and two connecting ends. More precisely,
on [L−, L− +AN], r is strictly decreasing, and moreover on [L− +
AN
2 , L− +AN] its graph
coincides with a part of semicircle with radius AN centered at L−. Similarly, r is strictly
increasing on [L+−AN , L+] and on [L+−AN , L+− AN2 ] its graph coincides with a semicircle
with radius AN centered at L+, see Figure 14.
Let g r be the metric on Σ obtained from the standard metric on R3 after replacing C
with the O(N) given by the above profile function r. The area of O(N) is of order τ2,
while its diameter is of order τ. Thus, for any given 0< " < 1, by taking τ small enough,
we have that |Volg r (Σ)− 1| ≤ " and diam(Σ, g r) ≤ 100p1− ". Now, let BN = 10−nAN ,
δ0(N) = δ0 · "
p
8pi
N , δ0 being given by (28). Notice also that BN and δ0(N) depend on a
parameter n. By carrying out the same construction as in the bulk sphere case near each
of the touching points L−+AN , L−+3AN , . . . , L+−3AN , L+−AN , we obtain the following
proposition.
Proposition 8.9. Given any sufficiently small " > 0, for all sufficiently large n and
AN , BN ,δ0(N) as above, there exists a family of profile functions r~x , ~x ∈ T (N), each of
which defines an N-bulk metric g~x such that
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τ
L− L− + 3AN L+
N − 1 semicircles of radius AN
τ
L− +AN L+ −ANL− L+
L− + AN2 L+ − AN2
FIGURE 14. Profile function r of the chain of N − 1 spheres
(1) |Volg~x (Σ)− 1| ≤ " and diam(Σ, g~x)≤ 100
p
1− ".
(2) For different ~x ∈ T (N), r~x coinicide outside of BN -neighbourhoods of L−+AN , L−+
3AN , . . . , L+ − 3AN , L+ − AN .
(3) For k = 1, . . . , N, r~x(L− + (2k− 1)AN ) = δ02pi e−xk , where ~x = (x1, . . . , xN ).
(4) For any ~x , ~y ∈ T (N),
max
l∈[L−,L+]
max
¨
r~x(l)
r~y(l)
,
r~y(l)
r~x(l)
,
r ′
~x(l)
r ′
~y(l)
,
r ′
~y(l)
r ′
~x(l)
«
= e|~x−~y|∞ .
In (4), as before, we use convention that 00 = 1.
We can now give a proof of (1) and (4) in Proposition 5.7.
Proof. (Proof of (1) and (4) in Proposition 5.7) Let g~x be the N -bulk metric from Propo-
sition 8.9. By (2) in Proposition 8.8 it follows
Lg~x (γ1) = δ0(N)e
−x1 , . . . , Lg~x (γN ) = δ0(N)e
−xN .
Since all γi have constant speed, we have
Eg~x (γi) =
L2g~x (γi)
2
=
(δ0(N))2
2
e−2x i , for i = 1, . . . , N ,
which proves (1) in Proposition 5.7. The proof of (4) in Proposition 5.7 is exactly the
same as the proof of (3) in Proposition 5.4 above. 
Finally, the proof of Proposition 6.12 follows directly from (4) in Proposition 8.8 and
(4) in Proposition 8.9.
8.3. Reduction of parameterization space. Recall that T (2N) is defined as
T (2N) = ~x = (x1, ..., x2N ) ∈ [0,∞)2N | x1 ≤ x2 ≤ ...≤ x2N	 .
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In this subsection, we will prove Lemma 5.8. It claims that for every N ∈ N there exists
a quasi-isometric embedding Q : (RN , | · |∞) → (T (2N), | · |∞). We construct Q as a
composition of two quasi-isometric embeddings A and L as follows
(RN , | · |∞) L−→ ([0,∞)2N , | · |∞) A−→ (T (2N), | · |∞).
8.3.1. Construction of L. Consider a map L : R→ [0,∞)2, given by
L(x) =
§
(1,−x + 1) when x < 0
(1+ x , 1) when x ≥ 0 .
If we realize [0,∞)2 as the first quadrant of R2, then map L gives an “L-shaped” em-
bedding of R with corner at (1, 1). Now define a multi-dimensional version of L, that
is L : RN → [0,∞)2N by
L(~x) = (L(x1), ..., L(xN )).
We claim the following.
Lemma 8.10. For any N ∈ N and ~x , ~y ∈ RN , it holds
1
2
|~x − ~y|∞ ≤ |L(~x)− L(~y)|∞ ≤ |~x − ~y|∞.
Proof. First consider the case when N = 1. When both x , y are negative or both x , y
are non-negative, it is easy to see |x − y|= |L(x)− L(y)|∞. When x < 0 and y ≥ 0,
|L(x)− L(y)|∞ = |(1,−x + 1)− (1+ y, 1)|∞
= |(−y,−x)|∞ = max{|x |, |y|}
≤ |x |+ y = |x − y|.
On the other hand,
2|L(x)− L(y)|∞ = 2max{|x |, |y|}
≥ |x |+ |y|
= |x |+ y = |x − y|.
The same argument works for x ≥ 0 and y < 0. Therefore, we get a bi-Lipschitz relation
(32) |L(x)− L(y)|∞ ≤ |x − y| ≤ 2|L(x)− L(y)|∞
Then
|L(~x)− L(~y)|∞ = max{|L(x1)− L(y1)|∞, ..., |L(xN )− L(yN )|∞}
≤max{|x1 − y1|, ..., |xN − yN |}= |~x − ~y|∞.
and
2|L(~x)− L(~y)|∞ = max{2|L(x1)− L(y1)|∞, ..., 2|L(xN )− L(yN )|∞}
≥max{|x1 − y1|, ..., |xN − yN |}= |~x − ~y|∞.
Thus we get the conclusion. 
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8.3.2. Construction of A. Consider the following map A : [0,∞)2N →T (2N),
A(~x) = A(x1, ..., x2N ) = (x1, x1 + x2, ..., x1 + ...+ x2N ) .
We have
Lemma 8.11. For every N ∈ N and ~x , ~y ∈ [0,∞)2N , it holds
1
2
|~x − ~y|∞ ≤ |A(~x)− A(~y)|∞ ≤ (2N) · |~x − ~y|∞.
Proof. Conclusion of Lemma 8.11 immediately follows from the following inequalities.
For a1, ..., an ∈ R,
1
2
max{|a1|, ..., |an|} ≤max{|a1|, |a1 + a2|, ..., |a1 + ...+ an|} ≤ n ·max{|a1|, ..., |an|}.
The second inequality comes from the fact that for any k ∈ {1, ..., n},
|a1 + ...+ ak| ≤ |a1|+ ...+ |ak| ≤ k ·max{|a1|, ..., |ak|} ≤ n ·max{|a1|, ..., |an|}.
For the first inequality, consider the two-term case first, that is
(33) max{|a1|, |a1 + a2|} ≥ 12 max{|a1|, |a2|}.
If |a1| ≥ |a2|, the inequality is obvious. If on the other hand, |a1| ≤ |a2|, then
2 max{|a1|, |a1 + a2|}= 2max{|a1|, |a1 − (−a2)|}
≥ 2max{|a1|, ||a1| − |a2||}
= 2max{|a1|, |a2| − |a1|}
≥ |a1|+ |a2| − |a1|
= |a2|= max{|a1|, |a2|}.
This proves (33).
For the general case, assume that max{|a1|, |a2|, ..., |an|}= |ak|. If k = 1, the inequality
if obvious. If k ≥ 2 then (33) implies that
max{|a1 + ...+ ak−1|, |a1 + ...+ ak|} ≥ 12 max{|a1 + ...+ ak−1|, |ak|} ≥
1
2
|ak|,
and the claim follows. 
Proof. (Proof of Lemma 5.8) Set Q = A◦ L and we get the conclusion. 
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