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ABSTRACT 
Nonsymmetric linear systems are by far not as common as symmetr ic  ones but nevertheless 
systems with nonsymmetr ic  matrices appear, e. g., in the numerical  solut ion of  the biharmonic 
equation, the computat ion  of  splines or the solut ion of  some special integral equations. The 
SOR-method applied to linear systems X = BX + C with skew-symmetr ic  matrix B is studied. 
Described is a region in the complex plane which contains the eigenvalues of  the SOR-operator  
Using this informat ion a relaxed SOR-method is proposed;  bounds for the spectral radius of  
the iteration operator are derived. The advantage is that the values of  the corresponding itera- 
tion parameters can be directly calculated from the norm of  the given matrix. 
1. INTRODUCTION 
For the iterative solution of the linear system of 
equations 
AX=X-BX=C,  diag(B) =0 (1) 
the single-step or Gauss-Seidel-method is well 
known. It is very simple from a computational point 
of view since only matrix-vector-multiplications and 
linear combinations of vectors are needed. This is 
also valid for the modi~cation called "Successive 
Over Relaxation", or "SOR-method", where a re- 
laxation parameter is introduced for accelerating the 
convergence. 
Without loss of generality we. can assume that 
diag(A) = I. 
With the usual decomposition A = I - L - U (L strict- 
ly lower, U strictly upper triangular matrix) we get 
for the SOR-method 
X m = xm- l+ CO(LXm-xm-1 + UX m-1 + C), 
(m = 1, 2...),  COE~,. (2) 
With H m = xm_x  m-1 we get (Varga [9], pp. 56) 
X m = X m-1 +H m, H m = gCOH m- l ,  where (3) 
go~ '"= (I - CO L) -1 (( 1 - 6o) I + CO U) (4) 
is the iteration matrix. (3) converges ff the spectral 
radius p (£CO) < 1; the asymptotic rate of convergence 
is given by R(£CO) = -In p(£CO). 
The SOR-method has been extensively studied for 
symmetric positive definite matrices A (see e. g. the 
books of Varga [9] and Young [10]).So for positive 
definite two-cyclic matrices the value COop t which 
maximizes ~(£CO) is given by 
COopt = 2/(1 + x/1 - p (B)2); p (£COopt) = COopt - 1. 
The nonsymmetric case is by far not as common as 
the symmetric one, but nevertheless nonsymmetric 
matrices appear, e. g., in the numerical solution of 
the biharmonic equation (Ehrlich [ 2]), the computa- 
tion of cubic splines (Spaeth [8]), and the solution 
of some hltegral equations of conformal mapping 
(Niethammer [4]). If A = I - B is two-cyclic and B 
skew-symmetric then from the theory of Young it 
follows COop t = 2 / (1 + ~/1 + p (B) 2) 
and P(£COopt) = 1 -COopt (Niethammer [3]); we 
see that COopt < 1, i. e., underrelaxation accelerates 
the convergence. 
If A is not two-cyclic less is known about the 
optimal choice of CO, in the symmetric as well as in 
the skew-symmetric case. Thus the intention of this 
paper is (for skew-symmetric B) 
a) to describe a region )~CO in the complex plane 
which contains all eigenvalues of £CO, 
b) to use this information on the spectrum of £CO 
by introducing a second parameter which offers it- 
self in a natural way,: 
c) to give bounds for the spectral radius of the cor- 
responding iteration operator and 
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d) to describe larger bounds which have the advan- 
tage that they can be calculated irectly from the 
given data. 
with ib = Z*BZ, 7? = Z* (L+LT)z ,  b,rlElR. 
If/3 = 9(B) then from known properties of the field 
of values of a matrix we conclude 
2. REGION FOR THE EIGENVALUES OF £CO - /~< b </~, ~1 ~ ~ ~*2n . (6) 
We now consider the system (1), where A = I - B = 
I - L - U, together with the SOR-operator, given in 
(3). 
We write r in the form 
2(x-n) r=- I  + - : - l+v .  
X+ 1 - ib -  ~/ 
Lemma 1 (Albrecht [1]) 
If r is an eigenvalue of £CO with eigenvector 
Z(Z*Z= 1) then 
X-a+8 
7= 
X+a+8 
(4) 
where X = (2 -  CO)/CO, a = Z*AZ, 8 = Z* (U-L )Z  
Proof: From (3) we get 
(COU + (1 - CO)I)Z = r(I-COL)Z. 
This relation will be used in the following transform- 
ation : 
Z* ((2 -CO) I -COA + CO (U- L))Z 
= 2Z* (COU + (1-CO)I)Z 
= 2rZ*  (I- COL)Z 
= rZ* ( (2 -co) I+coA+ co (U- L))Z 
If we insert the introduced symbols X, a, 8 and solve 
for r then we get (4). 
Notation : By ~(p, q) we denote the circle which 
has center p and which passes through q (p, q E C). 
Theorem 1
Let A = I - B with skew-symmetric B = L - L T and 
let '71 ~< . . .  ~< r~n be the eigenvalues of H_ -L+L T. 
a) Then the SOR-method converges for 
2 
o <co<cog - l+r /n  
b) If r is an eigenvalue of £CO then 
r~XCO = u 6~(-1/ (~/+1-~) , -1) .  
7/1 ~<r/<~r/n 
Proof: From Lemma 1 it follows that 
X- l+ ib - r /  
T- -  
X+l - ib -~ (5) 
Now for constant X and 77, the points 1/v move on 
a line parallel to the imaginary axis; the intersection 
with the real line is (~+ 1-~)/2(X-r?)_- :  1/~. So 
the points v move on a circle through o and 
= 2 (X- 77)/(X + 1-  r/) while r moves on a circle 
through -1 and -1 + ~. The centre of this circle is 
( -1-1 + 4)/2 = -1/(~ + 1-7/). For every possible 
77 given by (6) we have such a circle. 
All these circles pass through -1; their centers are 
between -1 and o for all possible values of 77 if 
X+ 1 -77n> o that is (2-CO)/co + l -~n> o or 
oK  co < COg = 2/(1 +~n)" Further we see that the 
point -1 is reached for h = oo; since b is bounded 
by (6) we see that -1 cannot be an eigenvalue of 
£co. So for o < CO < COg the region XCO lies in the 
interior of the unit circle; this assures convergence 
and completes the proof. 
Remark 1 : If we solve the equations during the 
iteration in the inverse order, the roles of the matric- 
es L and U interchange in the iteration formula (2) 
as well as in the iteration operator .Coo. The cor- 
responding formula for the eigenvalues in Lemma 1 
holds with U-  L instead of L -  U. Thus it follows 
that the backward-SOR-method converges for 
o < co < ¢o b : = 2 . (we always have ~?1 ~< o). 
g 1 -7  1 
Remark 2 : For all wE(0,  COg) the region XCO lies 
in the unit circle. So one can try to find a favorable 
value 60* which minimizes m(co): =max(lz l l  zEXoa); 
see [6]. Still better estimates than those described 
there will be obtained by the following modifica- 
tion of the algorithm. 
3. THE RELAXED SOR-METHOD 
We introduce a second parameter a by iterating ac- 
cording to 
H m = rv£wH m-1 + (1 - a)H m-1 . (7) 
The corresponding iteration operator is 
F.co,a :=  a£co + (1- a)I .  (8) 
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Remark 3 : The general idea of accelerating a one- 
step iteration method in this way is not new; com- 
pare e.g. Sisler [7]; our special interest here is the 
application to the SOR-method. 
(7) is a special case of 
H m = So£coHm-1 + SlHm-1 + . . . .  + Sk Hm-k 
(9) 
with s o + Sl . . . .  + s k = 1. It can be shown that 
when applying a general Euler summation method 
to the Neumann series of .CCO, (97 results from the 
the recursive computation of the partial sums of the 
transformed series (see [5]7. If now the only inform- 
ation about the spectrum of £6o is that it is con- 
tained in a circle, then formula (77 is optimal among 
all methods of type (9). Since theorem 1 gives such 
information the application of the modification (7) 
of the SOR-method is somewhat justified. 
E 
I 
Fig. 1. Region XCO containing the eigenvalues 
r of £co. 
The eigenvalues X of .CCO,a and r of £CO are connect- 
ed by the simple linear transformation ~,=ar+ (1-t~) 
resp. r=(k -a+l ) /a .  Thus ]hi < 1 if ( for ,v>o~r 
- (1 - 1/a 71 < 1/a, that is, if r is a point of the 
interior of the circle ~a : = 6~(1 - 1/a,17. 
In this case £CO,a is convergent. Further ff r is in a 
circle with the same center and smaller adius r/a, 
o < r < 1, then we have [ X [ ~ r, which means that 
P (£CO,a) ~< r. 
Remark 4 : The case of complex a is treated in a 
similar way; but since we consider only matrices 
with real elements, that is, with real or conjugate 
complex eigenvalues, we can restrict ourselves to 
real values of a. 
What follows is a more geometric onsideration : 
According to theorem 1 the eigenvalues of go~ are 
contained in the region Xw; the boundary of Xw 
(see f~,ure 1) is the circle ~1: =~R(1/(~-1+~/1),-17. 
So ff for a certain a the circle d~ 1 is contained in 
d~ a then .Cco,a is convergent. The best one can do 
is to take the center of ~1 equal to the center of 
~a' This gives a condition for a : 
1 -1 (107 
1- -~ = X+ 1_~1 
An estimate for p (gw,a7 is given by the ratio 
M-F-/I~ of the radii of ~1 and ~a (see f'~mre 17. 
This ratio becomes maller ff M moves to the left; 
the best value we can get is for co=cog that is ff 
~n vanishes. So we have to insert co =COg in (10) 
and to solve for a : 
1 - 1/a = -1 / ( (2 -  cogT/cog + 1 - ~17 
With COg = 2/(1 + ~?n) we get 
tin- ¢11 1 + Wn -Q1 1 +2/J with ~ - _ _  
t~= ag = 2 +~n-~l  2+2/z 2 
Further, ME = 1/a  and M-F =-1 - ( -1 / (~ + 1-  ~1177. 
We get MF/ME = p/(1 + PT. 
So we have 
Theorem 2 
Let A = I -B  with the skew-symmetric B, let 
~11 g""  g ~n be the eigenvalues of the symmetric 
matrix L + L T with/~ = (7/n - ~117/2 
I. Thenfora :=a( /~7=l+2/~ co=co(~n)= 2 
2+2#'  1 +¢/n 
we have 
(11) P(£co,a) < 1 + p 
II. If we set/~ = p (L + L T) and use the parameters 
a = a({/), w = co(E), then we have 
# 02)  P(&o,,,,) < I +8 
III. If we set 8 = [IBl[oo and use the parameters 
a:a(87 ,  co :co(~ 7 then we get 
HBHoo 
P (£co,a) < 1 + IIBII~ (137 
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Together we have the bounds 
P ('Cco,~) < l-+--iS- < ~ 1 + llBIIoo" 
We have already proved the assertion I. Further we 
have 
-II B Iloo = -II L + LTII oo ~< -/3 ~< rt 1 ~< ~n ~</3 ~< IIBII~. 
Hence we can insert instead of 771 and ~n the smaller 
resp. the larger values to obtain the corresponding 
values of the parameters. By the same geometric 
consideration the corresponding bounds result. 
Remark 5 : The importance of statement III lies in 
the fact that in every application at least [[BIIo. is 
easy to calculate. So the values of the parameters as 
well as an estimate for the rate of convergence is 
determined. This holds for all skew-symmetric 
matrices B, even in the case when the total step or 
single step method diverge. 
rl 1 r/n g co g 
4. EXAMPLE 
We consider the matrix A = I -  B of order n with 
F ° I 
Since the matrix L+ LT+ hi has the eigenvalues 
o and nh, L + L T has eigenvalues -h  and (n-1)h. 
For h>o we have 7/1 =-h ,  ~Tn= (n-1)h, and for 
h < o we get z/1 = (n-  1)h, r~ n = -h. According to 
theorem 1 the SOR-method converges for 
o <co<cog = 2/(1 + (n-1)h),  (h>o)  and the 
Backward-SOR-method for o < co < cob = 2/(1 + h) 
(Remark 1). g 
We have fur ther / /= n lh[ /2 and 
t3=p(L+ L T) = IIBII~,, ' (n -1) lh l .  
The following table shows the values of the estimates 
for some specified values of n and h. 
b t~ IIBIl=o 
COg 1 +/~ 1 + IIB[Ioo 
h> o -h (n-1)h nh 
2 
2 2 
l+(n -1)h  l+h 
nh (n-1)h 
2+nh 1 + (n-1)h 
h< o (n-1)h -h nlhl 2 
2 l+ lh l  
2 nlhl (n-1)lhl 
l+(n-1)lhl  2+nlhl l+(n-1)lhl 
n=5, h=0.25 -0.25 1 0.63 1 
n=10,h=-25 -2.25 0.25 1.25 1.6 
1.6 0.38 0.5 
0.62 0.56 0.69 
Remark 6 : The table shows that the "interval of 
convergence" can be very different for the SOR and 
the BSOR-method, though - as one can see easily - 
the bounds for the corresponding iteration operators 
become equal. 
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