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Abstrakt
Vzrůstající objem biologických dat vyžaduje hledání nových způsobů uložení těchto dat
v genetických bankách. Cílem této práce je navržení a implementace nového algoritmu
pro kompresi DNA sekvencí, který je založen na porovnání DNA sekvencí s referenčním
modelem a následném uložení rozdílů oproti danému referenčnímu modelu. Práce obsa-
huje základní znalosti z molekulární biologie potřebné k pochopení principu algoritmu.
Dále vysvětluje problematiku zarovnávání a uvádí některé kompresní algoritmy vhodné
pro uložení rozdílů oproti referenčnímu modelu. Práce pokračuje popisem implementace
algoritmu, která je následována odvozením časové složitosti a porovnáním s již existujícími
přístupy. Na závěr je diskutována možnost dalšího pokračování projektu.
Abstract
The increasing volume of biological data requires finding new ways to save these data in
genetic banks. The target of this work is design and implementation of a novel algorithm
for compression of DNA sequences. The algorithm is based on aligning DNA sequences
agains a reference sequence and storing only diferencies between sequence and reference
model. The work contains basic prerequisities from molecular biology which are needed
for understanding of algorithm details. Next aligment algorithms and common compress
schemes suitable for storing of diferencies agains reference sequence are described. The
work continues with a description of implementation, which is follewed by derivation of
time and space complexity and comparison with common compression algorithms. Further
continuation of this thesis is discussed in conclusion.
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Kapitola 1
Úvod
Stále vzrůstající množství dat, které je získáváno od různých druhů organismů, obsahující
i kompletní diploidní lidský genom, vytváří nové výzvy nejen k pochopení genetické struk-
tury, její funkce a evoluce, ale také výzvy v oblasti uložení dat, vyhledávání a bezpečnosti
genetických dat.
Protože se v posledních letech velmi zdokonalili technologie pro sekvenování genetické
informace z organismů, získaná data narůstají exponenciálním tempem. V genetických ban-
kách je nyní uložen genom tisíců virů, bakterií a stovek mnohobuněčných organismů od
rostlin až po lidi. Blížíme se rychle k době, kdy bude ekonomicky dostupné získaní své
vlastní genetické informace. První lidské genomy již byly získány a projekt, který počítá
s tisícem lidských genomů během pár let je na cestě. Se vzrůstající rychlostí vývoje, tedy
můžeme počítat s miliony lidských genomů během desíti až dvaceti let [2].
Kam ale takové obrovské množství dat uložit? Nyní je většina genomů uložená jako
textové soubory v databázi GenBank. Tento přístup je ale krajně nevhodný. Uložení di-
ploidního genomu všech žijících lidí na planetě tímto jednoduchým přístupem by zabralo
přibližně 36 x 1018 bytů, tedy 36M Terabytů. To je množství, které je velmi těžké někam
uložit a už vůbec se nedá mluvit o přenášení takového množství dat přes internet ani s po-
mocí standardních kompresních technologií (např. gzip). Bylo proto nutné vytvořit datové
struktury a algoritmy, které mnohonásobně zmenší objem dat, který je potřeba někam
uložit [2].
Tato práce se snaží nastínit nový pohled na kompresi genetické informace uložené v ge-
netických bankách za pomocí zcela nového principu. Algoritmus zde publikovaný využívá
toho, že genetická informace jedinců jednoho druhu je téměř stejná. Liší se pouze v detai-
lech (mutace nukleotidů), které odlišují jednotlivá individua od sebe. Pokud tedy známe
genetický kód jednoho jedince, můžeme ho považovat za tzv. referenční model a u dalších
jedinců uložíme pouze rozdíly oproti dané referenci.
Práce by se dala rozdělit na dvě hlavní části. První polovina vysvětluje teoretická fakta
potřebná k pochopení algoritmu. Patří sem kapitola o základech molekulární biologie (2),
teorie zarovnávání sekvencí (3) potřebné pro nalezení rozdílů mezi referenční sekvenci a
komprimovaným jedincem a kapitola pojednávající o teorií komprese dat (4), která se pou-
žije pro závěrečné zakódování výsledné ukládané informace. Druhá část práce se už zabývá
samotným algoritmem. Nejprve je proveden návrh celého algoritmu, který je bezprostředně
následován popisem samotné implementace (5). Poslední kapitola (6) je věnována ana-
lýze časové a prostorové složitosti a doprovázena porovnáním s existujícími kompresními
přístupy. V závěru práce (7) jsou prodiskutovány vlastnosti implementace a možnosti da-
lšího pokračování projektu.
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Kapitola 2
Molekulární biologie
Všichni živí tvorové na naší planetě mají jednu společnou vlastnost. Mají schopnost ucho-
vávat, zpracovávat a předávat obrovské množství informací. Je to základní kritérium, které
odlišuje všechno živé od věcí neživých a bez kterého by ani život nemohl vzniknout. Cílem
molekulární biologie je tedy popsat, jak jsou tyto informace uchovávány, jak jsou použí-
vány k přesné kontrole nitro tělního chemického prostředí a jakým způsobem je organismus
schopen tyto informace předat další generaci. [7]
2.1 Jak vznikla a co je molekulární biologie
V polovině 19. století přišel anglický přírodovědec Charles Darwin s tzv. evoluční teorií
[22], kterou prezentoval v knize O vzniku druhů v roce 1859. Teorie vysvětluje život jako
výsledek malých (náhodných) genetických změn a přežití jen těch organismů, jejichž změny
vedly k nejlepšímu přizpůsobení v dané době. Do té doby jediná přijímaná teorie založená
na stvoření světa za 7 dní tedy dostala vážné trhliny a mnoho vědců se evoluční teorií začalo
zabývat.
Darwin nevěděl na jakém biologickém základě jeho teorie funguje, ale z jeho pozorování
věděl, že existuje nějaký mechanismus, díky kterému jeho teorie funguje i v praxi. Tímto
mechanismem se vědci postupně začali zabývat a ve 30. letech 20. století založili nový vědní
obor molekulární biologie. Obor vznikl složením do té doby oddělených oborů biochemie,
genetiky, mikrobiologie a virologie v naději, že lidé pochopí život na jeho nejzákladnější
molekulární úrovni.
Molekulární biologie se snaží vysvětlit život tím, že popisuje makromolekulární struk-
tury uvnitř každé živé buňky, které jsou základem pro život tak jak ho známe a vztahy
mezi nimi. Obor se zaměřuje na dvě základní kategorie makromolekul, Nukleové kyseliny
a Proteiny a hlavní snahou je tedy popsat struktury, funkce a vztahy mezi těmito dvěma
typy makromolekul.
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2.2 Genetický materiál
Genetickým materiálem v živých organismech je makromolekula DNA (deoxyribonukleová
kyselina), která patří do kategorie nukleových kyselin. Právě DNA je ten základní element,
který rozlišuje živé od neživého. Má totiž jedinečnou schopnost uchovávat obrovské množství
informace, které umožňuje organizaci neživých molekul ve funkční živé buňky a organismy,
které jsou schopné regulovat svoje vnitřní chemické procesy, růst a rozmnožování. Informace
uložené v DNA například určují na první pohled patrné vlastnosti, jako je barva vlasů nebo
očí, velikost našeho nosu, ale určují i složité biochemické procesy uvnitř těla. Úsek DNA,
který kóduje určitou vlastnost se nazývá gen. Navenek sice geny vystupují jako základní
jednotky, ze kterých je DNA vystavěna, ale na molekulární úrovni se DNA dělí ještě dál.
Struktura DNA
Informace uložená v každém genu a obecně kdekoli na DNA je uložena ve formě sekvence
nukleotidů. Každý nukleotid obsahuje jednu ze čtyř možných dusíkatých bází:
• A - Adenin
• T - Thymin
• G - Guanin
• C - Cytosin
Z chemického hlediska jsou adenin a guanin deriváty purinu [24], což je heterocyklická slou-
čenina tvořena dvěma kruhy, thymin a cytosin jsou deriváty pyrimidinu [25], který patří
mezi heterocyklické sloučeniny s jedním kruhem. Každá báze je napojena na deoxyribózový
cukr a fosfátovou skupinu. Celá tato trojice částí tvoří jeden nukleotid. Rozdíly mezi du-
síkatými bázemi jsou poměrně zřejmé i na první pohled (viz obr. 2.2), takže není divu, že
buňky mají vyvinuté procesy, které naprosto bez problémů dokážou tyto báze rozpoznávat.
Nukleotidy se navzájem spojují a tvoří tak velmi dlouhé polynukleotidové řetězce. Spo-
jení mezi dvěma nukleotidy je vždy tvořeno pomocí fosfátové vazby, která připojuje fosfáto-
vou skupinu jednoho nukleotidu k deoxyribózovému cukru druhého nukleotidu. Ve výsledků
pak polynukleotidový řetězec vypadá jako dlouhé lano tvořené fosfátovými skupinami a ri-
bózovými cukry, které se pravidelně střídají a ke každé ribóze je připojena dusíkatá báze,
která vyčnívá do prostoru. Důležitá je o orientace, ve které se jednotlivé nukleotidy k sobě
připojují. Deoxyribóza obsahuje pět atomů uhlíku, a každý z nich má svoje číselné označení,
tedy 1’ až 5’. U jednoho nukleotidu je fosfátová skupina připojena přes uhlík 5’ a dusíkatá
báze je připojena k uhlíku 1’. Při spojení dvou nukleotidů se opačný konec fosfátové skupiny
připojí k deoxyribóze druhého nukleotidu na uhlíku 3’. Tímto spojováním pak vzniká velmi
dlouhý řetězec, který má na jednom konci volný uhlík 5’ a na druhém konci volný uhlík
3’. Obecně tak každý polynukleotidový řetězec má konec 5’ a konec 3’. Orientace molekuly
DNA je tedy pro buňky velmi důležitá, stejně jako pro nás důležité, že psaný text čteme
zleva doprava. [20, 7]
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Párování dusíkatých bází
V roce 1953 dva molekulární biologové James Watson a Francis Crick zjistili, že molekula
DNA má tvar dvojšroubovice a poprvé světu ukázali její model. Přišli na to, že makro-
molekula není tvořena pouze jedním řetězcem nukleotidů, ale dvěma, které jsou navzájem
spojené svými dusíkatými bázemi. Zároveň zjistili, že informace uložená na jednom vlákně
je redundantní s informací na vlákně druhém. Pořadí nukleotidů na vláknech není stejné,
ale je komplementární. každé G na jednom vlákně je spojené s C na komplementárním
vlákně, a naopak. Dále na každé A na jednom vlákně je připojeno T na komplementárním
vlákně, a naopak. Spojení mezi dvěma bázemi je tvořeno tzv. vodíkovými můstky. Vodíkový
můstek je velmi slabá vazba (asi 10x slabší než klasická kovalentní vazba) mezi atomem
vodíku a silně elektronegativního prvku jako je kyslík nebo dusík. Spojení mezi A a T je
tvořeno dvěma vodíkovými můstky, G a C jsou spojeni třemi vodíkovými můstky. Tyto
spojení jsou pevně daná a jiné kombinace než tyto dvě nejsou možné hned ze dvou důvodů,
a to počtu vodíkových můstků a prostorového uspořádáni bází.
I když jsou vlákna komplementární, nejsou ve stejné 3’/5’ orientaci. Vlákna jsou k sobě
antiparalelní. Na konci molekuly DNA se tedy setkává 3’ konec jednoho vlákna s 5’ koncem
druhého vlákna a na druhém konci molekuly je to přesně naopak. Je zde zavedena konvence,
která říká, že vlákna se vždy čtou od 5’ konce. Zde je pak krásně vidět, že vlákna obsahují
nukleotidy přesně v opačném pořadí.
Obrázek 2.1: Struktura DNA - na každé straně je vlákno tvořené fosfátovými skupinami a
deoxyribózovými cukry, které se pravidelně střídají a mezi sebou jsou spojené dusíkatými
bázemi
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Obrázek 2.2: Detail spojení dusíkatých bází pomocí vodíkových můstků. Mezi C a G jsou
tři, mezi A a T jsou dva vodíkové můstky
2.3 Centrální dogma molekulární biologie
Sekvence nukleotidů v DNA molekule nesou velké množství informace, ale samotná infor-
mace je buňce k ničemu. Buňka potřebuje něco, co bude řídit a provádět veškeré složité
biochemické procesy uvnitř. K tomu slouží bílkoviny. Pokud navíc nějaká bílkovina složí
jako katalyzátor chemické reakce, nazývá se enzym. Informace v DNA je tedy návod, po-
mocí kterého se vytvářejí enzymy. Jednotlivé koncentrace a zastoupení enzymů v buňkách
se mohou lišit a proto například nervová buňka vypadá a chová se zcela jinak, než buňka
jaterní.
Centrální dogma je tedy proces při kterém se z informace uložené v sekvenci nukleotidů
jednoho genu vytvářejí specifické enzymy podle přesně daných pravidel a tento proces je
pro všechny živé tvory stejný. Proces je rozdělen na dvě základní části, transkripce [26] a
translace.
2.3.1 Transkripce
Během transkripce se z určité části DNA (genu) vyrábí molekula RNA (ribonukleová ky-
selina), která je prostředníkem mezi DNA a proteiny. Molekula RNA je velmi příbuzná
DNA. Liší se od ní pouze v cukru, kde každý nukleotid místo deoxyribózy obsahuje ribózu.
Dusíkaté báze, které může RNA obsahovat jsou také téměř stejné. Guanin, Adenin, Cytosin
zůstávají, jen místo Thyminu RNA obsahuje Uracil (U), který je svým chemickým slože-
ním témě stejný. Asi poslední důležitý rozdíl je, že RNA je vždy tvořena jedním točeným
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vláknem a nespojuje se tedy do dvojšroubovice, která je typická pro DNA.
Molekula RNA je z DNA vytvářená pomocí enzymové mašinérie v jejíž čele stojí enzym
RNA-polymeráza. Nejdříve je vyhledán počátek genu, na který se enzym naváže. Začne
rozplétat dvojšroubovici DNA a na pracovním vláknu začne na nukleotidy připojovat kom-
plementární nukleotidy RNA (například řetězec DNA v podobě A-T-C-G-G se do RNA
přepíše jako U-A-G-C-C). Jakmile se do RNA přepíše celý gen, molekula RNA se odpojí a
pokračuje její další zpracování procesem translace.
Translace
Úkolem translace je podle molekuly RNA jako vzoru vyrobit odpovídající bílkovinu. I když
bílkovina na první pohled pod mikroskopem vypadá jako shluk hmoty, ve skutečnosti je to
řetězec navzájem pospojovaných aminokyselin [19]. Jak tedy souvisí sekvence nukleotidů
v RNA s pořadím aminokyselin v bílkovině? I když jsou v RNA pouze čtyři různé báze,
aminokyselin, které se používají pro syntézu bílkovin je dvacet. Je tedy zřejmé, že pokud
by byl překlad jeden nukleotid na jednu aminokyselinu, mohli by se používat pouze čtyři
aminokyseliny. Pokud použijeme pár nukleotidů, pokryje se šestnáct aminokyselin a čtyři
zbudou. Až trojice nukleotidů je dostačující a poskytuje 64 možných kombinací. V RNA
tedy každý triplet nukleotidů kóduje jednu aminokyselinu. Tento triplet je také nazýván
codon. Protože 64 kombinací je pro změnu moc na 20 aminokyselin, 18 jich je kódováno
více codony (viz [tabulka]), které se liší pouze poslední bází. Každá aminokyselina patří
do jedné ze čtyř skupin: polární, nepolární, pozitivně nabité a negativně nabité. Pokud
se při transkripci vyskytne chyba ve třetí bázi codonu, nemá tato chyba vliv na výběr
aminokyseliny. Pokud se vyskytne v celém codonu jedna chyba, většinou se alespoň vybere
aminokyselina ze stejné skupiny a chyba tedy nemá tak velký vliv na výslednou bílkovinu.
Samotná translace (překlad) probíhá v buňce na organelách zvané ribozomy. Jakmile se
k ribozomu dopraví vzorová RNA, začne se podle ní vytvářet bílkovina. Jako první triplet
je vždy codon AUG, který je zároveň značkou pro aminokyselinu methionin. Proto každá
bílkovina začíná touto aminokyselinou. Ribozom dále postupuje po RNA a podle nalezených
tripletů připojuje odpovídající aminokyseliny. Pro ukončení translace jsou rezervovány tři
kombinace nukleotidů, UAA, UGA a UAG. Jakmile ribozom narazí na některý z těchto
codonů okamžitě výrobu bílkoviny ukončí.
Introny a exony
Do teď byl gen prezentován jako přesný návod, podle kterého se vytváří některá strukturní
nebo regulační bílkovina. A u prokaryotických buněk (bakterií) to tak je. U složitějších
eukaryotických organismů to tak ale z pravidla není. RNA, která se dostává k ribozomu
vypadá často velmi odlišně od sekvence nukleotidů, které na DNA tvoří jeden gen. V euka-
ryotických buňkách, které obsahují jádro, transkripce probíhá uvnitř jádra, kdežto translace
vně jádra na ribozomech. Než se tedy RNA dostane z procesu transkripce k ribozomům je
možné na ní provést množství úprav. Hlavní úprava, která se provádí na právě transkri-
bované RNA je splicing (česky někdy sestřih). Splicing provádí vystřižení intronů. Úseků,
které se nepřekládají do bílkoviny a jsou tedy s RNA odstraněny. Zbylé úseky RNA, které
nesou užitečnou informaci, tzv. exony, mechanismus zase pospojuje zpět do jednoho řetězce
a výsledná RNA může pokračovat ribozomům.
Splicing je celkem složitý proces, protože většina genů má velké množství těchto intronů.
Za extrémní případ lze považovat gen cystické fibrózy u lidí, který má 24 intronů a na DNA
zabírá 1 milión bází. Výsledná RNA má ale pouze tisíc bází.
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Původ a funkce těchto intronů zatím není zcela jasný, ale existuje několik vodítek, které
ukazují na jejich relativní užitečnost. Jedno využití intronů například je, že ve většině
případů nemusí být RNA sestřihávaná jen jedním způsobem. Pokud existuje více variant
splicingu jednoho řetězce RNA, může tím být logicky regulována struktura budoucích bíl-
kovin.
Obrázek 2.3: Splicing z transkribované RNA vystřihává nepotřebné introny a kódující exony
spojuje k sobě. Tím vzniká výsledná RNA použitá pro výrobu bílkoviny.
2.4 Struktura bílkovin
Bílkoviny jsou molekulární stroje zodpovědné za většinu procesů v buňkách. Úlohy, které
bílkoviny provádějí jsou neuvěřitelně odlišné. Strukturální bílkoviny, jako například kolagen,
poskytují tvrdost a podporu v kostech a pojivých tkáních. Enzymy plní funkci biologických
katalyzátorů, jako trávicí enzym pepsin, který pomáhá rozkládat potravu. Bílkoviny jsou
také zodpovědné za dopravu atomů a malých molekul skrz organismus (např. hemoglobin),
za signalizaci a mezibuněčnou komunikaci (např. inzulin) a nesčetně dalších funkcí.
U bílkovin se rozlišuje primární, sekundární, terciální a u některých složitějších bílkovin
ještě kvarterní strukturu bílkovinného řetězce.
Primární struktura je daná pořadím jednotlivých aminokyselin v řetězci bílkoviny. Toto
pořadí je dáno genetickou instrukcí (sekvencí nukleotidů) v RNA (viz sekce 2.3.1). Každá
z dvaceti známých aminokyselin má tzv. páteř, tedy oblast, kterou mají všechny aminoky-
seliny stejnou. Páteř se skládá z centrálního uhlíku, na který je z jedné strany napojena
aminová (−NH2) a z druhé karboxylová (−COOH) funkční skupina. Na centrální uhlík je
pak připojen zbytek aminokyseliny, který je pro každou aminokyselinu jiný. Aby se amino-
kyseliny mohli navzájem spojovat, využívají k tomu právě zmíněné funkční skupiny. Tím
je i přesně dán směr bílkoviny. Každá bílkovina začíná aminovou skupinou a končí karbo-
xylovou.
Po translaci, ale bílkoviny nezůstávají ve tvaru jednoduchého řetězce. Bílkoviny se zpra-
vidla tvarují a přehýbají do složité kulovité (sekundární) struktury. Tvar každé jednoduché
bílkoviny je tedy dán pořadím, ve kterém jsou jednotlivé aminokyseliny spojovány. Přiro-
zená struktura bílkovin jim pak dává jejich specifické vlastnosti, díky nimž mohou zastávat
tolik rozličných rolí. Bylo rozpoznáno mnoho motivů, do kterých se bílkoviny uspořádávají
a mezi ty nejznámější patří alfa-šroubovice (alfa-helix), skládaný list (beta-sheet) a otočka
(beta-hairpin).
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Když se oblasti se sekundární strukturou spojí dohromady, případně se ještě zkombinují
s méně strukturovanými oblastmi, vytvoří terciální strukturu bílkoviny. Terciální struktura
už bílkovině dává opravdový 3D tvar. U některých velmi složitých bílkovin se vyskytuje i
kvarterní struktura. A to tehdy, pokud se více bílkovinných řetězců, každý se dvojí vlastní
terciální strukturou ,
”
spojí“ a zapletou do sebe. Kvarterní strukturu mají některé enzymy,
například lidská DNA-polymeráza.
Obrázek 2.4: Struktura bílkoviny hemoglobinu, která je hlavní složkou červených krvinek.
Jeho hlavní funkcí je transport kyslíku z plic nebo žaber do tkání. Na obrázku jsou dobře
vidět výše popisované alfa-šroubovice. Kromě bílkovinové části obsahuje také tzv. hem
(struktura obsahující atom železa, na který se váže přenášený kyslík).
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2.5 Typy DNA
DNA u eukaryotních organismů je rozdělena do několika částí. Téměř celá DNA (více než
99%) se nachází v buněčném jádře. DNA je v jádře shlukována do částí (chromozomů),
kterých je konkrétně u člověka 23 a tvoří tak jednu sadu chromozomů. V jádře jsou ale tyto
sady obsažené dvě. Jedna je mateřského a jedná otcovského původu. Každý chromozom
tak tvoří pár s chromozomem s druhé sady. Výjimku tvoří pohlavní chromozomy, které jsou
označované X a Y. Ženy mají sestavu XX a muži XY. Organismy, které mají dvě sady
chromozomů se také nazývají diploidní. Počet chromozomů může být u každého druhu jiný
a nijak nekoresponduje se složitostí organismů. Například u psa je chromozomů 39 párů.
Základní stavební jednotkou chromozomu jsou tzv. nukleosomy - což je útvar tvořený 8 his-
tony (druh bílkoviny), které jsou omotány zhruba 146 páry bázi molekuly DNA. Spiralizací
těchto nukleosomů vznikají chromatinová vlákna a další spiralizací těchto vláken vznikají
již celé chromozomy.
Méně než 1% DNA je tzv. mitochondriální DNA nebo zkráceně mtDNA. Mitochondrie
jsou malé buněčné organely vyskytující se v různém množství v každé buňce a slouží jako
výrobny energie pro buňku. Mitochondriální DNA je zpravidla kruhová a svým charakterem
se podobá DNA bakterie. Protože oproti jaderné DNA obsahuje relativně velký počet změň,
využívá se často jako testovací vzorek pro různé kompresní, porovnávací a další algoritmy
pracující nad DNA.
Referenční sekvence
V roce 1981 byla v odborných kruzích poprvé publikovaná kompletní lidská mitochondriální
DNA předvoj projektu čtení lidského genomu. Jedná se o tzv. Cambridžskou referenční
sekvenci (CRS) [17].
Mitochondriální genom byl určen během 70. let na Univerzitě v Cambridži. Jeho délka
byla stanovena na 16568 bázových párů, přičemž bylo detekováno zhruba 37 genů. Když
bylo čtení opakováno jinými výzkumníky, byly zjištěny překvapující nesrovnalosti. Dalšími
pokusy pak bylo potvrzeno, že původní verze obsahovala jedenáct chyb, včetně jednoho
nadbytečného bázového páru na pozici 3107, a dále ojedinělé nepřesnosti jednotlivých bázo-
vých párů. Pravděpodobnou příčinou bylo znečištění cizími vzorky. Revidovaná CRS (rCRS)
mtDNA byla publikována v roce 1999. Pro zabránění zmatku bylo zachováno původní číslo-
vání nukleotidů.
Cambridžská referenční sekvence nemusí být jediný používaný referenční model. Pro-
tože CRS patří Evropanovi haploskupiny H, budou evropské mtDNA referenčnímu modelu
mnohem podobnější než například asijské mtDNA. Proto byl uměle vytvořen jiný referenční
model, tzv. Consensus referenční sekvence. Ten byl vytvořen jako čistý statistický
”
průměr“
mnoha rozdílných sekvencí, tak aby při porovnávání jakékoli lidské mtDNA s tímto modelem
vzniklo co nejméně rozdílů.
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Kapitola 3
Zarovnání sekvencí
Jak již bylo řečeno, celý algoritmus komprese je založený na jednoduchém principu. Uložit
pouze rozdíly mezi naší sekvencí a některou námi vybranou referencí pro daný druh. Jak
ale tyto rozdíly najít? Prostá myšlenka by mohla být taková, že vezmeme dvě sekvence a
porovnáme je jako řetězce. Tento přístup se ale v bioinformatice použít nedá. Při porovná-
vání dvou řetězců totiž narazíme na problém, že řetězce nemusí začínat na stejném místě,
u jednoho může pár znaků chybět, u druhého naopak přebývat a další. Tento problém řeší
algoritmy pro zarovnávání sekvencí. Zarovnání dvou a více sekvencí nukleotidů nebo ami-
nokyselin vyjadřuje míru podobnosti těchto sekvencí s ohledem na evoluční historii těchto
dvou sekvencí. Díky tomu porovnávání velmi pomáhá v porozumění obsahu a funkce těchto
sekvencí. Metody zarovnání jsou tedy jednou ze základních úloh v bioinformatice.
Tato kapitola se bude podrobně zabývat přístupy, jak co nejlépe zarovnat dvě a více
sekvencí, ať už se jedná o hledání příbuznosti mezi druhy, pro nalezení krátké sekvence
v celém genomu, nebo například pro hledání určitého genu v genetické databázi.
3.1 Základy
Dot Plot
Dot Plot [7] je asi nejjednodušší možná metoda pro výpočet podobnosti mezi dvěma sek-
vencemi, která je založená na grafickém znázornění oblastí podobnosti. Základem je graf,
kde na každé ose leží jedna sekvence. Pokud se dva znaky na určité pozici shodují, nakreslí
se na daný průsečík tečka. Pokud jsou si sekvence dostatečně podobné, vykreslí se v grafu
diagonální čáry, které znázorňují hledanou podobnost. Tím jsme ale získali jen orientační
grafickou reprezentaci a o výsledném detailu zarovnání toho moc nevíme. Navíc je metoda
velmi náchylná k šumu a obvykle je problém v grafu vůbec najít požadované zarovnání.
Metoda se dá vylepšit použitím posouvajícího okénka (sliding window). Okénko o veli-
kosti 10x10 nukleotidů v jednom kroku se porovná všech 10 nukleutidů a pokud se shoduje
alespoň 8, vykreslí se na pozici (1,1) v okénku tečka. Okénko postupuje grafem stejně jako
předchozí metoda. Postupně se posunuje po ose X a porovnává všechny sady 10 nukleotidů
s první sadou na ose Y. Jakmile jsou porovnané všechny, posune se o jeden řádek na Y
a pokračuje dál. Výsledky metody samozřejmě hodně závisí na volbě velikosti okénka a
nastaveném prahy shody, ale obecně výhoda spočívá v odstranění šumu. Nevýhodou obou
přístupů je vysoká časová složitost O(n2).
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Jednoduché zarovnání
Zarovnání mezi dvěma sekvencemi je prosté párové zarovnání znaků těchto sekvencí. Cel-
ková podobnost mezi dvěma sekvencemi může být popsána zlomkem. Při porovnání dvou
sekvencí narazíme na tři možné stavy, kdy sekvence na příslušné pozici nesouhlasí.
1. Mutace - záměna jednoho znaku za jiný
2. Vložení - jednoho nebo více znaků do sekvence
3. Smazání - jednoho nebo více znaků ze sekvence
V přírodě se oblasti vložení a smazání znaků vyskytují mnohem méně než záměna znaků.
Při porovnávání se vložené a smazané znaky značí mezerou v jedné či druhé sekvenci.
V nejjednodušším případě, kdy neuvažujeme žádné mezery je porovnání dvou sekvencí
pouze o rozhodnutí, na kterém místě začne kratší ze dvou sekvencí. Uvažujme například sek-
vence AATCTATA a AAGATA. Pokud neuvažujeme mezery, mohou být tyto dvě sekvence
zarovnány pouze třemi způsoby. Aby jsme mohli jednoznačně rozhodnout, které z těchto
tří zarovnání dává nejlepší výsledek, musíme rozhodnout podle jakého vzorce budeme za-
rovnání hodnotit. Skórovací funkce upřednostňuje shodné dvojice znaků (match score) a
penalizuje nalezené neshody (mismatch score). Skórovací funkce tedy vypada následovně:
n∑
i=0
=
{
1 pro s1[i] = s2[i]
0 pro s1[i] 6= s2[i]
(3.1)
Pokud skorovácí funkci použijeme na všechna možná zarovnání, podle tabulky 3.1 vyjde
jako nejlepší zarovnání č. 1, jehož skóre zarovnání je 4.
1 2 3
A A T C T A T A
A A G A T A
1 1 0 0 1 1 4
A A T C T A T A
A A G A T A
1 0 0 0 0 0 1
A A T C T A T A
A A G A T A
0 0 0 1 1 1 3
Tabulka 3.1: Tři možná zarovnání bez povolených mezer
Vložení mezer
Při analýze reálných sekvencí musíme uvažovat vložení a smazání znaků (tzv. indel), které
se při zarovnávání znázorňují mezerami v zarovnaných řetězcích. Možnost vložení mezer
do řetězců značně zvyšuje celkový počet všech možných zarovnání. Například sekvence
z tabulky 3.1, kde byla možná jen tři různá zarovnání, je nyní možno zarovnat 28 způsoby,
pokud povolíme vložení dvou mezer do kratší sekvence (viz tabulka 3.2). Při hodnocení
výsledného zarovnání musíme nyní uvažovat 3 různé stavy. Shodu, neshodu a pokutu za
mezeru (gap penalty). Je pouze na nás, jaké hodnoty bude mít skórovací funkce, ale jak
už jsme si řekli, z evolučního hlediska je pravděpodobnost mutace mnohem vyšší než výskyt
indelu. Z toho plyne i ohodnocení naší skórovací funkce pro zarovnání s mezerami.
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n∑
i=0
=

1 pro s1[i] = s2[i]
0 pro s1[i] 6= s2[i]
−1 pro s1[i] = ’-’ or s2[i] = ’-’
(3.2)
1 2 3
A A T C T A T A
A A G - A T - A
1 1 0 -1 0 0 -1 1 1
A A T C T A T A
A A - G - A T A
1 1 -1 0 -1 1 1 1 3
A A T C T A T A
A A - - G A T A
1 1 -1 -1 0 1 1 1 3
Tabulka 3.2: Tři vybraná zarovnání s mezerami z 28 možných
Při použití pokuty za jednu mezeru se asi dost často stane, že více zarovnání bude
mít nejlepší výsledky. Jak ale rozhodnout, které je to správné? Z pohledu evoluce je třeba
rozlišovat mezi různými typy mezer. když opomeneme, že vložení a smazání znaku je jiný
typ mezery, tak z evolučních statistických výsledků vyplývá, že menší počet shluků mezer
je mnohem častější jev než velký počet samostatných mezer. Pro rozlišení jednoduchých a
složených mezer je třeba zavést dvě různé penalizace za vložení mezery. Počáteční penalizaci
(ρ) — pro mezeru, která je na začátku vznikající sekvence mezer a pokračující penalizaci
(σ) — pro každou další mezeru v sekvenci mezer. Pokud počáteční penalizaci přiřadíme
nižší skóre než pokračující, upřednostníme tak shluky mezer před samostatnými mezerami.
Výpočet takového shluku mezer je pak řízen vzorcem ρ+ σx a skórovací funkce je popsaná
předpisem 3.3. Tabulka 3.3 ukazuje, jak hodně se změní výsledné skóre zarovnání, pokud
rozdělíme penalizace za mezery. Zarovnání č. 3, které obsahuje shluk mezer má výsledné
skóre (1) lepší než zarovnání č. 2 (-1), které obsahuje dvě samostatné mezery. Při tom
v tabulce 3.2 měla zarovnání 2 a 3 stejné skóre (3). Samozřejmě kvalita výsledku velmi
závisí na vybrané skórovací funkci.
n∑
i=0
=

1 pro shodu
0 pro neshodu
−1 pro pokračující mezeru
−2 pro počáteční mezeru
(3.3)
1 2 3
A A T C T A T A
A A G - A T - A
1 1 0 -3 0 0 -3 1 -3
A A T C T A T A
A A - G - A T A
1 1 -3 0 -3 1 1 1 -1
A A T C T A T A
A A - - G A T A
1 1 -3 -1 0 1 1 1 1
Tabulka 3.3: Tři zarovnání totožná s tabulkou 3.2, ale s jinou skórovácí funkcí
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Skórovací matice
Doposud jsme rozlišovali mezi různými typy mezer v zarovnaných sekvencích. Je ale po-
třeba rozlišovat i mezi různými typy záměn (neshod). V předcházejících příkladech se každá
neshoda vždy projevila stejně ve výsledném skóre zarovnání. Pokud si uvědomíme, že za-
rovnávané sekvence podléhají evolučních pravidlům a všimneme si, že některé substituce
jsou častější než jiné. Například u nukleotidových bází záměna A/G (purínů) a záměna C/T
(pyrimidýnů) mezi sebou je statisticky mnohem častější jev než záměna některého purínu
s pyrimidýnem. Dalším příkladem mohou být záměny na úrovni celých kodonů tvořících
aminokyseliny. Každý kodon je tvořený třemi nukleotidy, kde záměna jednoho nukleotidu
za jiný je častější než záměna dvou nebo tří nukleotidů. Podobně je tomu u samotných
aminokyselin. Vzhledem k jejich počtu (20) je celkové množství záměn nezanedbatelné a
při hledání optimálních vztahů je potřeba brát v úvahu několik faktorů najednou. U každé
aminokyseliny se může hodnotit její hydrofobilita, náboj, elektronegativita a velikost (viz
obr. 3.1). Pak například substituce alanin do jiné malé hydrofóbní aminokyseliny, jako je na-
příklad valin, bude mít mnohem menší vliv na funkci výsledného proteinu, než substituce
za velkou nabitou aminokyselinu, jako je například lysin. Při vytváření skórovací funkce
tedy lépe ohodnotíme takové substituce, které méně ovlivní chování výsledného proteinu.
Pokud bychom chtěli vytvořit skórovací funkci, která zohledňuje všechny možnosti, byla by
příliš velká a nepřehledná. Přehlednějším způsob jak skóre definovat je skórovací matice.
Matice pro ohodnocení nukleotidů jsou vcelku jednoduché. Matice identity je totožná
se skórovacími funkcemi, které jsme doposud používali. Matice BLAST se běžně používá
pro zarovnávání nebo vyhledávání sekvencí pomocí algoritmu BLAST a její definice je také
jednoduchá. Shoda nukleotidů je ohodnocena skórem 5, neshoda skórem −4. Další známá a
často používaná je matice s transverzí, která dává přednost substituci purýnů a pyrimidýnů
před substituci purýnu na pyrimidýn a naopak.
matice identity matice BLAST matice s transverzí
A T C G
A 1 0 0 0
T 0 1 0 0
C 0 0 1 0
G 0 0 0 1
A T C G
A 5 -4 -4 -4
T -4 5 -4 -4
C -4 -4 5 -4
G -4 -4 -4 5
A T C G
A 1 -5 -5 -1
T -5 1 -1 -5
C -5 -1 1 -5
G -1 -5 -5 1
Tabulka 3.4: Skórovací matice pro nukleotidy
Pro vytváření skórovací matice pro aminokyseliny existuje hned několik rozdílných
přístupů. Již jsme se popsali přístup založený na fyzikálně-chemické podobnosti (viz obr.
3.1). Dalším možností je porovnávat aminokyseliny na základě trojic nukleotidů (kodonů),
ze kterých se každá aminokyselina překládá. Každý pár je ohodnocen podle počtu a po-
zic nukleotidů, které se musí změnit. Tedy čím méně změn, tím lépe. Problém u přístupů
založených na podobnosti mezi aminokyselinami je, že je velmi obtížné vytvořit takovou
matici, která by zohledňovala všechny podobnosti.
Mnohem běžnější metoda pro vytváření skórovací matice je založená na pozorování sub-
stitucí mezi aminokyselinami, které se běžně v přírodě vyskytují. Pokud je substituce mezi
aminokyselinami velmi běžná, pak je tato substituce ohodnocena příznivě. Pokud se nao-
pak substituce mezi dvojicí aminokyselin v přírodě téměř nevyskytuje, je taková substituce
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Obrázek 3.1: Vennův diagram znázorňující vztahy mezi aminokyselinami.
penalizovaná. Příkladem jsou tzv. PAM (Point accepted Mutation) matice. Každá PAM
matice je určená pro určitý typ zarovnání. Například PAM-1 je vhodná pro velmi blízké
sekvence, kdežto PAM-1000 pro matice velmi vzdálené. Obvyklým kompromisem je pak
matice PAM-250. Jiným příkladem matic založených na pozorování substitucí v přírodě
jsou matice BLOSUM. Stejně jako u PAM je i každá BLOSUM matice vhodná pro určité
zarovnání. Tedy například běžně používaná matice BLOSUM-62 (viz obr. 3.2) je vhodná
pro zarovnání sekvencí s 62% podobností. Číslování je tedy přesně opačné než u PAM matic.
3.2 Dynamické programování
Pokud máme vybranou vhodnou skórovací funkci (matici), můžeme vytvořit algoritmus,
který najde nejlepší možné zarovnání dvou sekvencí. Nejjednodušší metodou by bylo vy-
tvoření všech existujících zarovnání a vybrání zarovnání, které má nejvyšší skóre. Ovšem
počet všech možných kombinací je už při velmi krátkých sekvencích obrovský. Například pro
sekvence délky 100 a 95 algoritmus nalezne přibližně 55 milionů zarovnání, aby jsme zjistili,
15
Obrázek 3.2: Skórovací matice BLOSUM-62 pro zarovnání sekvencí aminokyselin s 62%
podobností.
že je potřeba vložit 5 mezer do kratší sekvence. Pro delší sekvence je tedy tento přístup
nepoužitelný. Řešení spočívá v použití tzv. Dynamického programování, tedy rozdělení pro-
blému na podproblémy a použití částečných výsledků k výpočtu výsledku celkového. Tento
přístup se stal základním kamenem algoritmů v bioinformatice.
Aby jsme porozuměli základům dynamického programování, popíšeme si, jak algorit-
mus rozděluje problém zarovnání na podproblémy. Předpokládejme, že máme dvě sekvence
nukleotidů CACGA a CGA. V prvním kroku algoritmu máme tři možnosti jak zarovnat
dané sekvence.
1. nevložíme mezeru = zarovnáme první dva znaky
2. vložíme mezeru do první sekvence
3. vložíme mezeru do druhé sekvence
Po prvním kroku tedy máme tři rozpracované stavy zarovnání, kde každý stav je ohod-
nocen určitým skóre (viz tabulka 3.5). Výsledné skóre ale závisí na tom, jak dopadne ohod-
nocení zbývajících částí. V dalším kroku bychom tedy každý rozpracovaný stav rozdělili na
tři další možnosti. Po dvou krocích bychom dostali strom možnosti, ve kterém se ale některá
zarovnání opakují. Bylo dokázáno, že všechny možné kombinace zarovnání lze reprezentovat
pomocí 2D matice.
Globální zarovnání
Algoritmy dynamického programování pro zarovnávaní sekvencí lze rozdělit do několika
skupin podle toho, pro jaký účel je daný algoritmus určený. První typem je tzv. globální
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První pozice Skóre zbytek sekvence
C +1 AGCA
C GA
- -1 CAGCA
C GA
C -1 AGCA
- CGA
Tabulka 3.5: Tři možné stavy po prvním kroku dynamického programování při zarovnávání
sekvencí CACGA a CGA. Pro ohodnocení je použita skórovací funkce 3.2
zarovnání, které porovnává dvě sekvence v celé jejich délce a jakýkoli výskyt mezery je
penalizován. Představitelem globálního zarovnání je algoritmus Needleman-Wunsch [11].
Tento algoritmus byl prvním, u kterého byl použit princip dynamického programování. 2D
matice je zde reprezentována tabulkou, kde řádky reprezentují jednu sekvenci a sloupce
reprezentují druhou sekvenci. Každá buňka tabulky představuje částečné skóre zarovnání
v určitém kroku dynamického programování a pravý dolní roh reprezentuje skóre optimál-
ního zarovnání sekvencí. Skóre v každé buňce je vypočítáno jako maximum ze tří možných
možností.
1. převzetí hodnoty zleva s přičtením penalizace za vložení mezery
2. převzetí hodnoty ze shora s přičtením penalizace za vložení mezery
3. převzetí hodnoty z levého horního rohu s přičtením hodnoty za shodu nebo penalizaci
za neshodu
Algoritmus začíná vyplněním prvního řádku a sloupce tabulky postupně se zvedajícím
penalizačním skóre za vložení mezery. Pak se začnou vyplňovat jednotlivé buňky podle výše
popsaného vzorce. Jakmile je vypočteno skóre poslední buňky, tedy pravého dolního rohu,
zpětným průchodem se vygeneruje vypočtené zarovnání. Začneme od pravého dolního rohu
a snažíme se dostat po diagonále k levému hornímu rohu. Opět máme tři možnosti, kam se
vydat. Rozhodneme se podle toho, z jaké buňky jsme danou buňku vyplňovali. Pokud šlo
o buňku vlevo, vložíme mezeru do vertikální sekvence, pokud jdeme nahoru, vložíme mezeru
do horní (horizontální) sekvence. Pokud jdeme po diagonále, dostaneme čisté zarovnání.
Jakmile se dostaneme do levého horního rohu, zarovnání je hotové. V tabulce 3.6 je celý
postup znázorněn.
Semiglobální zarovnání
V některých případech globální zarovnání vhodné není. Například potřebujeme vyhledat
krátkou sekvenci uvnitř velmi dlouhé sekvence, nebo celého genomu. Takové zarovnání
bude obvykle na krajích obsahovat velké množství mezer. Pokud bychom použili globální
zarovnání, mezery na krajích by degradovali výsledné zarovnání tak, že by nedávalo re-
álné výsledky. Řešením je semiglobální zarovnání, které narozdíl od globálního nepenalizuje
mezery na začátku a konci zarovnání sekvencí. Pro nalezení optimálního semiglobálního
zarovnání stačí algoritmus Needleman-Wunsch jen mírně pozměnit. Pro zrušení penalizace
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A C T C G
0 -1 -2 -3 -4 -5
A -1 1 0 -1 -2 -3
C -2 0 2 1 0 -1
A -3 -1 1 2 1 0
G -4 -2 0 1 2 2
T -5 -3 -1 1 1 2
A -6 -4 -2 0 1 1
G -7 -5 -3 -1 0 2
Tabulka 3.6: Tabulka algoritmu Needleman-Wunsch pro zarovnání sekvencí ACTCG
ACAGTAG při použití skórovací funkce 3.2. Šedě jsou vybarveny buňky, které byly vy-
plněny při inicializaci algoritmu. Modře je označena cesta zpětného průchodu tabulkou a
červeně skóre výsledného zarovnání.
↖ ↖ ↑ ↑ ↖ ↖ ↖
A C - - T A G
A C A G T A G
Tabulka 3.7: Výsledné zarovnání vytvořené zpětným průchodem tabulky
za vložení mezery na začátku zarovnání pozměníme inicializaci tabulky dynamického pro-
gramování. Místo postupně vzrůstajícího skóre za vložení mezery naplníme první řádek a
sloupec tabulky nulami. Pro zrušení penalizace za mezeru na konci zarovnání jednoduše ne-
budeme přičítat penalizační skóre za vložení mezery v posledním řádku a sloupci tabulky.
V tabulce 3.8 je uveden příklad takového zarovnání.
Lokální zarovnání
Někdy ani semiglobální zarovnání neposkytuje dostatečnou flexibilitu pro danou úlohu. Na-
příklad pro vyhledávaní sekvencí. Pokud máme dlouho sekvenci a potřebujeme v ní najít
všechny podsekvence, které se přesně shodují s určitou částí druhé sekvence. Pro tento účel
slouží lokální zarovnání, které penalizuje nejen mezery, ale i neshody znaků. Představite-
lem lokálního zarovnání je algoritmus Smith-Waterman [13]. Jedná se opět o modifikaci
původního algoritmu pro globální zarovnání. První změnou je přidání čtvrté možnosti při
určování obsahu buňky. Pokud všechny tři známé možnosti dávají záporný výsledek, nastaví
se skóre dané buňky na nulu. Z této změny plyne, že stejně jako u semiglobálního zarovnání
vyplníme první řádek a sloupec nulami. Dále je nutné použít jinou skórovací funkci, která
penalizuje i neshody (ne pouze mezery). Poslední změna je ve zpětném průchodu tabulkou
po vyplnění všech buněk. Nezačíná se od pravého dolního rohu, ale od všech lokálním maxim
ve stejném diagonálním směru k levému hornímu rohu. Jakmile se lokální průchod dostane
na buňku vyplněnou nulou, zastaví se. Tímto jsou nalezena všechna lokální zarovnání dvou
sekvenci. Celý proces znázorňuje tabulka 3.9.
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A A C A C G T G T C T
0 0 0 0 0 0 0 0 0 0 0 0
A 0 1 1 0 1 0 0 0 0 0 0 0
C 0 0 1 1 0 2 1 0 0 0 1 0
G 0 0 0 1 1 0 3 2 1 0 0 1
T 0 0 0 0 1 1 1 4 4 4 4 4
← ← ← ↖ ↖ ↖ ↖ ← ← ← ←
- - - A C G T - - - -
A A C A C G T G T C T
Tabulka 3.8: Tabulka semiglobálního zarovnání sekvencí ACGT a AACACGTGTCT při
použití skórovací funkce 3.2. Šedě jsou vybarveny buňky, které byly vyplněny při inicializaci
algoritmu. Modře je označena cesta zpětného průchodu tabulkou a červeně skóre výsledného
zarovnání. Pod tabulkou je znázorněno výsledné zarovnání sekvencí
A A C C T A T A G C T
0 0 0 0 0 0 0 0 0 0 0 0
G 0 0 0 0 0 0 0 0 0 1 0 0
C 0 0 0 1 1 0 0 0 0 0 2 1
G 0 0 0 0 0 0 0 0 0 1 0 1
A 0 1 1 0 0 0 1 0 1 0 0 0
T 0 0 0 0 0 1 0 2 1 0 0 1
A 0 1 1 0 0 0 2 0 3 2 1 0
T 0 0 0 0 0 1 1 3 2 2 1 2
A 0 1 1 0 0 0 2 2 4 3 2 1
Tabulka 3.9: Tabulka lokálního zarovnání sekvencí GCGATATA a AACCTATAGCT.
Šedě jsou vybarveny buňky, které byly vyplněny při inicializaci algoritmu. Modře je ozna-
čena cesta zpětného průchodu tabulkou a červeně skóre lokálního zarovnání. Výsledkem je
zarovnaný řetězec TATA.
3.3 Heuristické algoritmy
Nejčastější využití porovnávacích algoritmů není při porovnávání dvou sekvencí, ale při vy-
hledávání v biologických databázích. Tyto databáze jsou přístupné přes internet a obsahují
obrovské množství dat, které se každým dnem zvyšuje. Klasický příklad využití vyhledávání
v databázích je objevení nového genu. Pokud nalezneme oblast v lidském genomu, která je
podle nás neznámý nový gen, necháme vyhledat tuto sekvenci v některé biologické databázi
( např. GebBank NCBI - National Center for Biological Information). Výsledkem vyhle-
dání je seznam sekvencí, které jsou do určité míry (záleží na vyhledávacích parametrech)
podobné naší sekvenci.
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Jelikož počet sekvencí, které musí být prohledávány je obrovský, klasické zarovnávací
algoritmy nestačí. Potřebujeme mnohem rychlejší (efektivnější) přístupy založené na heu-
ristice. Cílem těchto algoritmů je, aby jejich výstup vypadal stejně jako u dynamického
programování, ale bez potřeby prohledávat celý prostor zarovnání.
BLAST
Algoritmus BLAST (Basic local alignment search tool) [1] je jeden z nejvyužívanějších al-
goritmů pro vyhledávání sekvencí založený na heuristice. BLAST má mnoho variant, kde
každá se specializuje na určitý druh biologických dat. BLASTN na vyhledávání nukleotidů,
BLASTP pro proteiny, nebo například BLASTX, který porovnává přeložené nukleotidy
s databází proteinů. Funkce algoritmu se nejlépe ukazuje na variantě BLASTP pro porov-
návání proteinu.
1. Osévání (Seeding) - Nejprve se hledaná sekvence rozdělí do slov pomocí posuvného
okénka o velikosti W. Například sekvence aminokyselin AILVPTV bude při W = 4
obsahovat čtyři slova: AILV, ILVP, LVPT a VPTV. Jednotlivá slova jsou pak hledána
v databázi.
2. Rozšiřování (Extension) - Pokaždé, když je hledané slovo nalezeno v databázi, algo-
ritmus se snaží dané slovo rozšiřovat na obě strany. Zde záleží o jakou verzi algoritmu
se jedná. Původní verze totiž hledala pouze lokální zarovnání bez výskytu mezer.
Nejnovější verze toto omezení nemá. při každém rozšíření se počítá celkové skóre za-
rovnání pomocí některé skórovací matice, např. PAM, BLOSUM pro proteiny nebo
BLAST pro nukleotidy. Jakmile skóre vzroste nad určitou hodnotu S, je nalezený
záznam reportován na výstup algoritmu. Pokud dále skóre klesne pod zadaný práh
X, rozšiřování se ukončí a uloží se lokální maximum při rozšiřování.
3. Ohodnocení (Evaluation) - ze seznamu nalezených segmentů se vyloučí ty, které
mají nízkou statistickou významnost a dále se hledají konzistentní úseky, které na
sebe určitým způsobem navazují. Přístupy k ohodnocení se u konkrétních variant
obvykle dost liší.
FASTA
Algoritmus FASTA [12] je další běžně používaným algoritmem založený na heuristice. Al-
goritmus vezme danou sekvenci a snaží se v databázi sekvenci najít nejpodobnější sekvence
pomocí lokálního zarovnání sekvencí. Stejně jako BLAST existuje FASTA v několika vari-
antách podle typu úlohy (FAST-N, FAST-P, SSEARCH a další). Je rozdělen do čtyř kroků:
1. Nalezení identických segmentů - Za pomocí vyhledávacích (hash) tabulek nalezne
identické segmenty ve vstupní a prohledávané sekvenci. Vstupní sekvence je rozsekána
na slova (o délce 4-6 znaků pro nukleotidy nebo 1-2 pro proteiny) a z těchto slov je
vytvořena vyhledávací tabulka ( viz 3.10). Sestaví se druhá tabulka ze slov prohledá-
vané sekvence. Pro každé slovo z 1. tabulky se hledají offsety v tabulce 2. Pokud se
jeden offset vyskytuje často u sebe, nalezli jsme hledanou sekvenci nebo alespoň její
část ( viz 3.11).
2. Přepočet skóre pomocí matice - U nalezených segmentů se přepočítá jejich skóre
pomocí skórovací matice PAM nebo BLOSUM (u proteinů) a ponechají se jen ty,
které mají nejvyšší skóre.
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3. Spojování segmentů do delších úseků - Jsou vybrány jen ty segmenty, které
po svém spojení dávají nejlepší skóre. To je vypočteno jako suma skóre jednotlivých
segmentů, minus penalizace za mezery. Tím se eliminují krátké sekvence mimo hlavní
zarovnání (šum).
4. Použití SW algoritmu - Vybrané segmenty jsou přepočítány pomocí algoritmu
Smith-Waterman, čímž je vytvořeno výsledné zarovnání.
A C D E F G H I K L M N P Q R S T V W Y
2 13 1 5 7 8 4 3 11 9
6 12 10 14
Tabulka 3.10: Vyhledávací tabulka pro sekvenci aminokyselin FAMLGFIKYLPGCM
T G F I K Y L P G A C T
3 -2 3 3 3 -3 3 -4 -8 2
10 3 3 3
Tabulka 3.11: Tabulka ze slov prohledávané sekvence TGFIKYLPGACT, kde jednotlivá
čísla značí offsety oproti sekvenci FAMLGFIKYLPGCM z tabulky 3.10.
3.4 Formáty biologických dat
Biologické databáze umožňují jednoduché stáhnutí veškerých dat, které obsahují. K tomuto
účelu poskytují několik formátů uložení, kde každý formát je vhodný pro jiný účel.
Pro naší potřebu je nejvhodnější formát FASTA [28]. Formát je nejjednodušší a díky
své jednoduchosti i nejvíce používaný formát pro ukládání a přenos biologických sekvencí.
Je to textový formát pro sekvence nukleotidů nebo aminokyselin, kde každá nukleotidová
báze nebo aminokyselina je reprezentována jedním písmenem. Formát umožňuje uložení
jedné sekvence, ale i více sekvencí v jednom souboru. Pro lepší čitelnost je na jednom
řádku pouze 80 až 120 písmen. První řádek FASTA souboru začíná znakem »”, po kterém
následuje informace a sekvenci, kterou soubor obsahuje. Informace mají většinou pevný
řád, jehož podrobnější popis najdete zde [16].
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Kapitola 4
Komprese genetické sekvence
V úvodu práce bylo řečeno, že základem kompresního algoritmu bude uložení rozdílů oproti
referenční sekvenci. Pokud bychom řetězec uložili v textové podobě, při ASCII kódování
by jeden znak zabíral jeden byte. Takto uložený text můžeme ještě dále komprimovat po-
mocí standardních komprimačních metod, jako je například gzip. Jinou možností je uložit
řetězce v binární podobě a využít jejich základních charakteristik k maximálnímu zme-
nšení potřebného úložného místa. Z výše uvedeného systému plyne, že největší zastoupení
v zakódovaných sekvencích mají celá čísla představující relativní nebo absolutní pozice či
délky mazaných částí. Tyto čísla je potřeba zakódovat do binární podoby. Pokud bychom
použili jednoduchý přístup, který se používá například při kódování čísel v podobě textu,
každé číslo bychom zakódovali jeho binární hodnotou (např. 5 → 101). Narazili bychom
ale na neřešitelný problém. Pokud nechceme použit jednotlivé byty jako oddělení čísel, tak
s použitím tohoto kódování nemůžeme nijak poznat, kde končí jedno číslo a kde začíná
další. Nejsou zde žádné mezery ani čárky, které by jednotlivé čísla oddělili, protože jediné
co binární kód obsahuje je sekvence nul a jedniček. Z toho plyne, že kódování samotné musí
obsahovat informaci, pomocí které lze jednoznačně rozhodnout, kde začíná a končí jedna
položka. Zajímají nás tedy taková binární kódování čísel, která se dají automaticky parso-
vat, a která mají efektivní entropii (viz sekce 4.1), což ve zkratce znamená, že nejčastější
položky jsou kódované nejmenším počtem bitů. V dalších sekcích budou popsány vhodné
kompresní algoritmy, ale před tím je potřeba vysvětlit pár základních pojmů.
4.1 Komprese dat
Komprese dat je speciální postup používaný při ukládání nebo transportu dat. Úkolem
komprese je zmenšit datový tok nebo snížit množství zdrojů potřebných k uložení informace.
Obecně se jedná o snahu zmenšit velikost datových souborů, které je potřeba uložit nebo
přenést přes síť.
Kódováním, které je dané zvoleným kompresním algoritmem se ze souboru odstraňují
redundantní (nadbytečné) informace a tím se zvyšuje entropie dat (viz sekce 4.1). Kompresi
dat lze rozdělit do dvou základních kategorií:
1. Ztrátová komprese — při kompresi jsou některé informace nenávratně ztraceny a
nelze je zpět rekonstruovat. Používá se tam, kde je možné ztrátu některých informací
tolerovat a kde nevýhoda zkreslení je bohatě vyvážena velmi významným zmenšením
souboru. Využívá se například při kompresi zvuku nebo obrazu.
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2. Bezeztrátová komprese — obvykle není tak účinná jako ztrátová komprese dat.
Výhodou je, že zkomprimovaný soubor lze opačným postupem rekonstruovat do pů-
vodní podoby. To je nutná podmínka při přenášení citlivých dat, výsledků měření
a mimo jiné také genetických informací, kde by ztráta jediného nukleotidu mohla
znamenat nenávratné poškození částí nebo celého genomu.
Kompresní poměr
Kompresní poměr je podíl velikosti původních dat ku velikosti dat komprimovaných. Na-
příklad při kompresi 10MB souboru do 2MB je poměr 10/2 = 5 ( tj. 5 : 1). Kompresní
poměr je ovlivněn volbou kompresního algoritmu i typem komprimovaných dat.
Entropie dat
Entropie dat je definována jako skutečné množství informace obsažené v daném úseku dat.
Tzv. Shannonova etropie také tvoří limit při bezeztrátové kompresi dat, protože kompri-
movaná data nelze beze ztráty informace
”
zhustit“ více, než dovoluje jejich entropie. [18]
4.2 Kompresní algoritmy
Optimální kódování celých čísel závisí z kompresního hlediska na schopnosti těchto kódování
distribuovat kratší binární kódy číslům, které se vyskytují častěji. Tyto podmínky splňují
dvě široké třídy kódů.
1. Fixní kódy — každé číslo je vždy kódováno stejně a řadí se mezi ně Golombovy kódy
[29] a Eliasovy kódy [21].
2. Variabilní kódy — každé číslo může nabývat různých hodnot, které závisí na roz-
ložení pravděpodobnosti jednotlivých čísel. Hlavním zástupcem jsou Huffmanovy kódy
[23]
Golombovy kódy
Golombovo kódování je bezeztrátová kompresní metoda využívající rodinu kompresních
kódů, které vynalezl Solomon W. Golomb v 60-tých letech 20. století. Golombovo kódování
má geometrickou distribuci přes celá čísla, což dělá toto kódování zvláště vhodné v situacích,
kde výskyt malých čísel je mnohem častější než výskyt velkých hodnot.
Kódování má jeden celočíselný parametr m a každé celé kladné číslo j může být vy-
tvořeno pomocí tohoto parametru jako podíl a zbytek modulo m takto:
j = bj/mc+ (j mod m) (4.1)
Při binárním kódování j se podíl a zbytek po dělení kódují následujícím způsobem:
1. bj/mc jedničkových bitů, které představují podíl,
2. následuje 0, která odděluje podíl a zbytek,
3. jako poslední je binárně zakódován zbytek po dělení (j mod m).
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Pro kódování zbytku čísel v intervalu 0, . . . ,m − 1 je normálně potřeba B = dlogme
bitů. Pokud m není mocnina dvou, je část čísel kódována pouze B − 1 bity. Konkrétně se
čísla kódují následovně:
• když i < 2B −m, pak i kóduj binárně (B − 1) bity;
• když i ≥ 2B −m, pak i kóduj binárně jako i+ 2B −m s použitím B bitů.
Například při hodnotě m = 5 je j = 2 zakódováno jako ’10’ s použitím 2 (B − 1) bitů
a j = 4 je zakódováno jako ’111’ s použitím 3 (B) bitů. Takže pro zakódování j je potřeba
celkově bj/mc+1+blogmc nebo bj/mc+1+dlogme bitů. Pokud není řečeno jinak, všechny
logaritmy jsou se základem 2.
j m = 2 m = 3 m = 4 m = 5 m = 6
0 00 00 000 000 000
1 01 010 001 001 001
2 100 011 010 010 0100
3 101 100 011 0110 0101
4 1100 1010 1000 0111 0110
5 1101 1011 1001 1000 0111
6 11100 1100 1010 1001 1000
7 11101 11010 1011 1010 1001
8 111100 11011 11000 10110 10100
Tabulka 4.1: Golombovo kódování čísel j ∈ 〈0, 8〉 pro různé hodnoty parametru m
Golomb-Riceovy kódy
Golomb-Riceovy kódy jsou podmnožinou Golombových kódů, kde m = 2k. Jsou tedy zvláště
vhodné pro použití v počítačích protože parametr m je vždy mocnina dvou. To značně zjed-
nodušuje práci se samotným kódem. Pro zakódování j je potřeba spojit bj/2kc jedničkových
bitů, následuje 0 a nakonec se připojí k nejméně významných bitů j. Délka zakódovaného
j je tedy bj/2k + 1 + k c.
j k = 2 j k = 3
0-3 00xx 0-7 0xxx
4-7 10xx 8-15 10xxx
8-11 110xx 16-23 110xxx
33 11111111001 33 11110001
Tabulka 4.2: Golomb-Riceovo kódovnání čísel j ∈ 〈0, 33〉 pro hodnoty k = 2(m = 4) a
k = 3(m = 8)
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Eliasovy kódy
Eliasův gama kód je universální kód pro kladná celá čísla, jehož autorem je Peter Elias.
Nejčastější využití je kódování celých čísel, u kterých není předem zjistitelná jejich horní
hranice. Každé celé kladné číslo j se zakóduje následujícím způsobem:
• zapiš blog jc nul;
• poté doplň binární hodnotu j, která začíná od její nejvíce významné jedničky.
Délka kódování j je 2blog jc + 1. Dekódování je také jednoduché. Čti n nul, dokud
nenarazíš na 1. Pak čti n bitů a tím získáš binární hodnotu j
j kód
1 1
2-3 01x
4-7 001xx
8-15 0001xxx
16-31 00001xxxx
Tabulka 4.3: Eliasovo gamma kódování
Huffmanovo kódování
Je dost pravděpodobné, že kódovaná čísla nemusí mít dobře definovanou distribuci. V tomto
případě jsou místo fixních kódů vhodnější kódy variabilní, které jsou obecnější a dokáží
pracovat s jakoukoli abecedou. Ne pouze s čísli. Typickým zástupcem variabilních kódů je
Huffmanovo kódování [23]. Je to algoritmus pro bezeztrátovou kompresi dat, který kóduje
znaky vstupní abecedy do bitových řetězců různé délky. Variabilní je proto, že délka za-
kódovaného znaku může být pokaždé jiná. Délka zakódovaného bitového řetězce závisí na
pravděpodobnosti výskytu daného znaku. Znaky, které se ve vstupní abecedě vyskytují
nejčastěji, jsou konvertovány do bitových řetězci s nejkratší délkou (dokonce až jeden bit
na znak), znaky, které se vyskytují velmi málo, jsou konvertovány do delších řetězců.
Nejjednodušší komprese touto metodou probíhá ve dvou fázích. V první fázi se projde
celý soubor a pro každý znak abecedy (znak abecedy může být i nějaký vzor, ne jen je-
diný znak) se vytvoří statistika četnosti, neboli rozložení pravděpodobnosti každého znaku.
V druhé fázi se pomocí této statistiky vytvoří binární strom, který je následně použit ke
kompresi dat. Výsledkem je pak zakódovaný binární řetězec, který by měl zabírat mnohem
méně místa než původní soubor.
Pokud máme vytvořenou statistiku pravděpodobností pro každý znak, můžeme vytvořit
binární strom. [6]
1. Znaky seřadíme podle pravděpodobností od nejvyšší po nejnižší tak, že každý znak
představuje list stromu.
2. Najdeme dvojici znaků, jejichž pravděpodobnosti jsou nejnižší a vytvoříme z nich
uzel, jehož hodnota bude součet pravděpodobnosti nalezených znaků.
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3. Dostali jsme tak skupinu znaků s počtem znaků o jedničku menším.
4. Na této skupině se znovu hledá dvojice podle bodu 2.
5. Naznačený postup se provádí tak dlouho, až spojíme poslední dvojici do jednoho uzlu
s pravděpodobností výskytu rovnou jedné.
Následuje fáze kódování:
1. Vycházíme z kořene stromu a každé ze dvou hran, které do uzlu vedou přidělíme
hodnotu 0 nebo 1.
2. Postup opakujeme tak dlouho, až označíme všechny hrany. Záleží na zvolené konvenci,
ale vždy je potřeba dodržovat stejný systém přiřazování 0 a 1.
3. Kód jednotlivých znaků zjistíme tak, že procházíme pro každý znak celou cestu od
kořene po daný list stromu a zaznamenáváme se popis hran, kterými procházíme.
Obrázek 4.1: Ukázka zakódování znaků abecedy pomocí huffmanova kódování na základě
statistiky pravděpodobností výskytu
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Kapitola 5
Návrh a Implementace
Pokud chceme ukládat velké množství genomů jednoho druhu (lidí), uložení ve formě pros-
tého textu by bylo obrovské plýtvání úložným prostorem, protože naprostá většina gene-
tického kódu všech lidí je totožná. Jednoduchým řešením je uložení referenční sekvence, tj.
celého genomu jednoho reálného nebo i fiktivního člověka, a u každé další sekvence uložit
jen rozdíly vůči referenčnímu modelu. První pokus o vytvoření jednoduchého algoritmu,
který uloží nalezené rozdíly může vypadat následovně.
Uvažujme následující případ. Mějme dvě nukleotidové sekvence AACGACTAGTAA-
TTTG a CACGTCTAGTAATGTG. Sekvence jsou identické kromě substitucí na pozicích
1 (A→ C), 5 (A→ T), 14 (T→ G). Každá substituce může být zakódována jako pár (i,X),
kde i je celé kladné číslo kódující pozici a X reprezentuje hodnotu substituce vzhledem k re-
ferenční sekvenci. Pokud je první sekvence brána jako referenční, pak druhá sekvence bude
zakódována jako spojení všech substitučních dvojic ve tvaru ’1C5T14G’. Jednoduché substi-
tuce nejsou jediné možnosti, ve kterých se mohou dvě sekvence odlišovat. Sekvence mohou
obsahovat mutace ve formě smazaných znaků nebo naopak vložených podsekvencí. Pokud
se při hledání rozdílu narazí na smazání, zakóduje se jako dvojice čísel (i, l), kde i značí
pozici, na které bylo smazání nalezeno a l kóduje délku mazané části. Poslední možností
je vložení nových nukleotidů, které se v referenčním modelu na dané pozici nevyskytují.
Každé vložení se zakóduje ve tvaru i,X1...Xl, kde X1...Xl značí sekvenci vložených nukle-
otidů na pozici i vůči referenční sekvenci [2]. Možná vás napadne, že i mutace se mohou
nacházet ve větším množství vedle sebe. Pokud bychom tedy narazili například na mutace
ve tvaru ’999C1000G1001T’, můžeme mutace sjednotit do jednoho rozdílu, tedy ’999CGT’.
Pro přehlednost v následující tabulce uvádím všechny možné případy nalezených rozdílů.
Název Model Popis Příklad
Mutace (i,X1...Xl) X1...Xl je výčet mutací od pozice i 88AGG
Vložení (i,X1...Xl) X1...Xl je výčet vložení od pozice i 102CCTGA
Smazání (i, l) l je počet smazaných bází od pozice i 1302
Pokud bychom za sebou uložili rozdíly uváděné jako příklady v tabulce, dostali bychom
řetězec ve tvaru ’88AGG102CCTGA1302’. Tento řetězec sice odpovídá zadaným pravidlům,
ale neodpovídá principu bezeztrátové komprese. Pokud bychom chtěli takový řetězec roz-
kódovat neměli bychom možnost rozhodnout jestli se u prvního rozdílu jedná o mutaci
nebo vložení, protože jejích kód je stejný. Stejně tak u smazání nevíme, kde končí číslo
pro pozici a začíná číslo označující počet smazaných bází. Musíme tedy do kódování dodat
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určitou redundantní informaci, která rozliší jednotlivé druhy rozdílů. Tuto redundantní in-
formaci jsem nazval separátory. Následující tabulka by již měla obsahovat kódování, které
je plně slučitelné s bezeztrátovou kompresí. Separátory zde jsou pro přehlednost vyznačeny
červenou barvou.
Název Model Popis Příklad
Mutace (i,X1...Xl) X1...Xl je výčet mutací od pozice i 88AGG
Vložení (i, i, X1...Xl) X1...Xl je výčet vložení od pozice i 102iCCTGA
Smazání (i, d, l, d) l je počet smazaných bází od pozice i 130d2d
Nyní pokud pospojujeme příklady s tabulky, dostaneme řetězec ve tvaru
’88AGG102iCCTGA130d2d’, u kterého se dá jednoznačně určit, kde začíná a končí jed-
notlivé rozdíly. Separátory jsem nevybral náhodně. Protože mutace se vyskytují obecně
mnohem častěji než jiné změny, nemají žádný separátor. Vložení a smazání se obecně vy-
skytují přibližně se stejnou pravděpodobností. Oba by tedy měli mít po jednom oddělovači.
Pro smazání ale potřebujeme dva separátory, protože jeden se použije na oddělení pozice a
počtu smazaných bází, kdežto druhý je potřeba pro oddělení počtu smazání a pozice dalšího
rozdílu, který bude za smazáním následovat. Základní myšlenka je tedy jasná, ale důkladná
implementace si vyžaduje vyřešení důležitých technických problémů.
První otázkou může být, zda není lepší místo absolutního adresovaní pozic, použit rela-
tivní adresování, neboli intervaly. Sekvence, která byla původně zakódována jako ’1C5T14G’,
by se při použití intervalů zakódovala ve tvaru ’0C4T9G’. Na první pohled vypadá kódování
téměř stejné. Ale při pozicování velmi dlouhé sekvence by relativní pozicování nukleotidů
představovalo mnohem menší čísla než při absolutním adresování. Výsledný zakódovaný
řetězec by tedy byl podstatně menší než původní řetězec s absolutními pozicemi.
Další technický problém je výběr vhodné referenční sekvence. Jako referenční model
může sloužit vybraný existující genom, jako je například referenční model rCRS. Muže to
být i tzv. Consensus reference. (oba viz sekce 2.5). Při zvážení celosvětového využití tohoto
kompresního modelu přichází v úvahu i myšlenka distribuované sítě referenčních modelů,
kde by pro každou vetší oblast (světadíl, haploskupina, aj.) existoval speciální referenční
model.
Nejdůležitější otázkou je, jak co nejefektivněji uložit vygenerované sekvence rozdílů
oproti referenčnímu modelu. Touto problematikou jsme se už ale zabývali v úvodu kapitoly
o kompresi (viz sekce (4).
Všechny tyto problémy budou podrobně vysvětleny v implementaci algoritmu.
5.1 Návrh aplikace
Aplikace, která výše uvedený princip komprese bude implementovat musí provádět dvě
oddělené úlohy. Za prvé musí umět komprimovat danou sekvenci za pomocí sekvence re-
ferenční, za druhé musí umět dekomprimovat už jednou komprimovanou sekvenci zpět do
původní sekvence s tím, že vytvořena sekvence musí být totožná jako originální. Komprese
sekvence se dá rozdělit na tři oddělené části, které na sebe bezprostředně navazují.
1. Zarovnání sekvencí - Zarovnání komprimované a referenční sekvence.
2. Nalezení rozdílů - Ve výsledném zarovnání se hledají a vybírají rozdíly.
3. Kódovaní rozdílů - Nalezené rozdíly se zakódují vybraným kompresním přístupem.
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Dekomprese je rozdělena na dvě části, které jdou v opačném pořadí než u komprese.
Za prvé se musí rozdíly rozkódovat aby je aplikace uměla přečíst. Poté se vezme referenční
sekvence, která byla použita při kompresi a zkombinuje se se získanými rozdíly. Výsledkem
bude sekvence totožná s originální. Oba procesy jsou znázorněny na obrázku 5.1
Obrázek 5.1: Základní schéma aplikace, která je rozdělená na dvě části, jedna pro kompri-
maci, druha pro dekomprimaci. Šedě jsou označeny soubory na vstupu a výstupu aplikace,
červeně pak použitá referenční sekvence.
Jak je z navrženého schématu vidět, aplikace bude výhradně pracovat s externími sou-
bory, ve kterých je uložena jak naše sekvence, tak sekvence referenční. Sekvence jsou v sou-
borech uloženy ve formátu fasta (viz sekce 3.4), který je nejvhodnější pro tento typ aplikace.
Pro jednoduchost bude celá aplikace spouštěna z příkazové řádky a bude nabízet řadu
parametru, pro určení svého chování.
5.2 Implementační prostředí
Nyní si ukážeme reálnou implementaci zde publikovaných problémů. Při zkoumání, jaký im-
plementační jazyk použiji, mi hodně pomohlo počáteční studování dané problematiky jehož
součástí bylo procházení dostupných genetických databází a hledání vhodných testovacích
dat. Při něm jsem narazil na asi nejpropracovanější knihovnu pro práci s biologickými daty -
BioJava [5]. Tato open-source knihovna představuje framework, který poskytuje například
analytické a statistické postupy, obsahuje množství parserů pro různé formáty dat používa-
ných v bioinformatice a v neposlední řadě umožňuje rozsáhlou manipulaci sekvencí (DNA,
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RNA, aminokyselin )a 3D struktur. Jeho hlavní výhodou je rychlost, se kterou všechny
tyto procesy provádí. Jak už z názvu knihovny plyne, je implementovaná v programovacím
jazyce Java, takže volba implementačního jazyku byla jasná.
Vzhledem k rozsáhlosti projektu jsem pro implementaci algoritmu zvolil vývojové pro-
středí Eclipse, které významně usnadňuje veškerou práci programování v javě. Vývojová
prostředí jsou navržena tak, aby zvýšila produktivitu programátora pomocí provázaných
komponent s podobným uživatelským rozhraním. To znamená, že programátor nemusí toli-
krát přepínat mezi jednotlivými módy jako při použití individuálních vývojových nástrojů
[27]. Kompletní projekt pro toto prostředí je obsažen na CD, které je součástí této práce.
5.3 Implementace komprese
Zarovnání s referenčním modelem
Celý algoritmus začíná zarovnáním sekvence určené ke komprimaci s referenční sekvencí (re-
ferenčním modelem). Pro zarovnávání sekvencí existuje už poměrně velké množství nástrojů
z nichž nejznámější jsou zarovnávací programy založené na heuristice FASTA a BLAST (viz
sekce 3.3), které je možné stáhnout například na webových stránkách organizace zastřešující
biologické databáze NCBI. Oba nástroje jsou implementací daných heuristických algoritmů
v jazyce C. Aplikace umí využít oba tyto nástroje. Jaký nástroj bude použit, závisí na
zvoleném parametru příkazové řádky. Protože náš algoritmus je implementován v javě,
bylo nutné tyto nástroje do programu napojit z vnějšku. Oba programy poskytují možnost
pomocí argumentů příkazové řádky nadefinovat různé parametry. To nám umožňuje tyto
programy přímo spouštět z javovské aplikace pomocí jednoduché dávky. Pro tento účel byl
vytvořen balíček tříd, které tyto programy obalují a zbytek aplikace nemusí vědět, že se
zarovnávání provádí mimo aplikaci. Celé zarovnání je založené na práci se soubory. Oba ná-
stroje tedy vyžadují (kromě dalších parametrů) cesty k souborům obou sekvencí a soubor,
do kterého bude uložen výstup programu ve formě výsledného zarovnání.
Tento soubor aplikace dále zpracovává. Protože výstupní formát programu se obecně
nedá ovlivnit (u BLASTu lze), aplikace pro každý zarovnávací nástroj obsahuje parser,
který ve výstupním souboru vyhledá a zpracuje zarovnání tak, aby s ním aplikace mohla
dále pracovat.
Nyní si popíšeme podrobněji práci s každým ze zarovnávacích nástrojů.
Zarovnání pomocí BLASTu
Jak jsme si již řekli, BLAST není pouze jeden program, ale celá skupina nástrojů, kde každý
se specializuje na specifickou úlohu. Na zarovnání sekvencí nukleotidů je určený program
BLASTN. Program se ale umí ještě dále specializovat. My chceme porovnávat dvě velmi
dlouhé a téměř identické sekvence. Pro tento účel je určená varianta MEGABLAST, která
je součásti programu BLASTN.
Megablast používá tzv. hladový algoritmus [30] pro zarovnání sekvencí nukleotidů. Je
optimalizovaný pro zarovnávání sekvencí, které se liší jen velmi málo a zvláště je vhodný
pro velmi dlouhé sekvence. Při správně nastavených parametrech je až 10x rychlejší než jiné
programy pro zarovnávání sekvencí. Důležité rozdíly oproti klasickému nastavení BLASTu
jsou:
1. Délka slova - Délka slova W bývá 16 a větší, přičemž by měla být vždy dělitelná
čtyřmi.
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2. Penalizace za mezery - Megablast využívá tzv. neaffinní penalizace, kde počáteční
penalizace za mezeru je 0 a penalizace za další rozšíření mezery E je počítána pomocí
vzorce E = r/2 − q, kde r je skóre za shodu a q skóre za neshodu. Neaffiní verze
magablastu má díky tomu mnohem menší nároky na paměť a je znatelně rychlejší než
affiní verze. Toto nastavení způsobuje, že zarovnání upřednostňuje více jednoduchých
mezer před méně dlouhými mezerami, což je sice v rozporu s trendem v zarovnávání,
ale pro náš účel to nemá velký význam. Nás pouze zajímá, aby jsme po kompresi a de-
kompresi získali totožnou sekvenci s originální. Důležitá tedy není přesnost zarovnání,
ale jeho rychlost.
Aplikace spouští program megablast následujícím příkazem. Výstupem programu je vy-
počítané zarovnání. Ukázka příkazu je následována popisem jednotlivých parametrů vysky-
tujících se v příkazu a příkladem výstupního souboru.
blastn -task megablast -outfmt "10 qseq sseq" -out outputfilename
-query queryfilename -subject subjectfilename
• -task - Parametr specifikuje, jaká úloha bude provedena. V našem případě je to výše
popisovaný megablast.
• -outfmt - Specifikace výstupního formátu. Parametr nabízí nastavení od 1 do 10. Pro
následné strojové parsování výstupu je nejvhodnější volba 10, kde výstup obsahuje
pouze čárkami oddělené hodnoty, které uživatel potřebuje. V našem případě je to
hodnota qseq, která představuje zarovnanou část query sekvence a hodnota sseq, která
představuje zarovnanou část subject sekvence. Výsledkem je tedy soubor obsahující
zarovnání oba sekvencí oddělené čárkou.
• -out - soubor, do kterého bude uložen výstup programu definovaný parametrem -
outfmt. Tento soubor bude následovně zpracováván v další fázi komprese.
• -query - soubor ve formátu FASTA, který obsahuje sekvenci určenou ke komprimaci.
• -subject - soubor ve formátu FASTA, který obsahuje referenční sekvenci.
G-TTAGACTGTTAGCGCCG,GCTT-GATTGTTAGCTCCG
Obrázek 5.2: Příklad obsahu výstupního souboru programu megablast při -outfmt "10
qseq sseq"
Zarovnání pomocí FASTy
Stejně jako v případě BLASTu i FASTA je rozdělena na skupinu nástrojů. Celá skupina
nástrojů se dá stáhnout na webových stránkách organizace EBI - European Bioinformatics
Institute http://www.ebi.ac.uk/Tools/fasta/index.html. Program určený pro zarov-
nání sekvencí nukleotidů se nazývá FASTA35. Nutno poznamenat, že FASTA není příliš
vhodná pro zarovnávání dlouhých sekvencí z několika důvodů. 1) je řádově pomalejší než
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konkurenční megablast. O kolik je pomalejší bude uvedeno v dalších kapitolách. 2) je spe-
ciálně určena pro lokální zarovnání, kdežto naše aplikace vyždaduje globální zarovnání.
U krátkých sekvencí, jako je například mitochondriální DNA člověka, není rozdíl patrný.
U větších už rozdíl vidět je. Aplikace tedy podporuje tento zarovnávací nástroj z histo-
rického důvodu (byl to první nástroj, se kterým fungovala správně). Dalším důvodem je
možnost porovnání s megablastem, který vhodný je.
Aplikace spouští program FASTA35 následujícím příkazem. Výstupem programu je vy-
počítané zarovnání s dalšími informacemi. Ukázka příkazu je následována popisem jed-
notlivých parametrů vyskytujících se v příkazu. Příklad výstupního souboru zde pro jeho
rozsáhlost neuvádím. Formát je obecně mnohem složitější, než v případě výstupu z pro-
gramu megablast. Naštěstí knihovna BioJava obsahuje nástroje, které tento formát umí
bez větších problémů zpracovávat, takže hlavním úkolem bylo nalézt vhodné parametry,
které vrátí přesně takový formát, který knihovna umí zpracovat.
fasta35 -d 1 -m 10 -Q -O outputfilename queryfilename subjectfilename
Obrázek 5.3: Formát příkazu pro spuštění programu fasta35 jehož výstupem je zarovnání
sekvencí.
• -d - maximální počet vrácených zarovnání.
• -m - formát výstupního zarovnání. Podobně jako u BLASTu jsou možnosti 0 až 10.
Vybral jsem formát 10, který je vhodný pro pozdější parsování externími programy.
• -Q - tichý mód. Program v tichém módu nevyžaduje žádnou interakci s uživatelem.
Je tedy vhodný pro dávkové zpracování.
• -O - Parametr je následován názvem souboru, do kterého bude uložen výstup program
definovaný parametrem -m. Tento soubor bude následně zpracováván v další fázi
komprese.
• queryfilename - předposlední parametr specifikuje soubor ve formátu FASTA, který
obsahuje sekvenci určenou k zarovnání ( sekvence určená ke kompresi).
• subjectfilename - poslední parametr specifikuje soubor ve formátu FASTA, který
obsahuje sekvenci oproti, které bude zarovnání provedeno ( referenční sekvence).
Nalezení rozdílů
V předešlé sekci jsme pomocí nástrojů pro zarovnávání sekvencí vytvořili zarovnání sek-
vence určené ke kompresi s referenční sekvencí. Výstupy nástrojů pro zarovnání se celkem
významně lišili, ale jedno měli společné. Každý obsahoval dvě sekvence nukleotidů. Nejsou
to ale stejné sekvence jako sekvence, které zarovnávací programy obdrželi na svém vstupu.
Pokud bychom tyto dvě výstupní sekvence zarovnali pod sebe, zřetelně bychom viděli jejich
zarovnání ve formě mezer v jednom nebo druhém řetězci, nebo záměny znaků na určité po-
zici. Přesně tak, jak jsme si popisovali v kapitole o zarovnání sekvencí. Výstupem předešlého
kroku je tedy dvojice řetězců představujících výsledné zarovnání.
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Pro práci se sekvencemi (řetězci ze zarovnání) biojava obsahuje dvojici balíčků. Je-
den je určený pro práci se symboly, druhý pracuje obecně s jakýmkoli druhem sekvenci
(DNA,RNA,aminokyseliny). Sekvence je zde modelována jako seznam Java objektů, které
implementují interface Symbol. Základním objektem pro reprezentaci takového seznamu
symbolů je třída SymbolList. Na první pohled by se mohlo zdát, že když ASCII znak
z řetězce nahradíme objektem, musí zákonitě takový seznam symbolů oproti řetězci zabírat
velké množství paměti. BioJava na toto samozřejmě myslí. Každý SymbolList je přiřazen
určité abecedě (např. DNA), která obsahuje seznam povolených symbolů. U DNA jsou tedy
symboly A,T,C,G. Každý znak řetězce pak není v SymbolListu reprezentován samostat-
ným objektem třídy Symbol, ale pouze referencí na symbol obsažený v abecedě (viz obr.
5.4). Takto je tedy každá ze zarovnaných sekvencí reprezentována jedním SymbolListem se
kterým se dále pracuje.
Obrázek 5.4: SymbolList je uložen jako seznam referencí, které odkazují na symboly defi-
nované v abecedě.
Výsledkem této sekce má být seznam všech rozdílů, které nalezlo zarovnávání. V návrhu
našeho algoritmu jsme si určili, že budeme rozlišovat mezi třemi druhy rozdílů (mutace,
vložení a smazání). Pro uložení každého nalezeného rozdílu jsem vytvořil třídu AlignEvent,
která v sobě drží důležité informace rozdílu. Patří mezi ně informace o pozici, na které byl
nalezen, dále typ rozdílu a nakonec data určená k zakódování. U mutace a vložení je daty
myšlena sada nukleotidů, které se změnili oproti referenčnímu modelu, u smazaní se jedná
pouze o počet smazaných bází.
Pokud máme nosnou jednotku pro rozdíly, stačí v zarovnání vyhledat patřičné změny
a uložit je ve formě seznamu AlignEvent objektů. Pro vytvoření seznamu jsem vytvořil
konečný automat, který paralelně prochází obě sekvence a pro každou pozici vyhodnocuje
výskyty bází. Při vyhodnocení může dojít k jednomu ze čtyř případů. Nechť q (query) je
naše sekvence, r je referenční sekvence a index i je pozice, na které se aktuálně nachází
hlava automatu. Pak:
1. (qi = ri) - normální stav
2. (qi = ′−′) - mezera v sekvenci - smazání
3. (ri = ′−′) - mezera v referenci - vložení
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4. Jinak - báze se neshodují, přičemž ani jedna není mezera - mutace
Pokud by automat pracoval pouze podle tohoto vzorce, vytvořil by seznam rozdílů,
kde by se každý rozdíl vztahoval k jedné pozici. Třída AlignEvent, ale umí pojmout více
rozdílů jednoho druhu, které se vyskytují těsně za sebou, takže automat pří procházení
zároveň rozhoduje zda ponechá otevřený aktuální AlignEvent, nebo vytvoří nový pro jiný
druh rozdílu (viz obr. 5.5).
Obrázek 5.5: Získaní seznamu rozdílů pomocí automatu, který prochází zarovnání a generuje
objekty pro uložení rozdílů. Pokud je více rozdílů stejného typu vedle sebe, snaží se je
automat vkládat do jednoho objektu.
Zakódování rozdílů
Jakmile je vytvořen seznam rozdílů, zbývá poslední fáze komprese - zakódování rozdílů do
textového nebo binárního souboru. Aplikace obsahuje čtyři různé komprimační přístupy,
kde první ukládá seznam ve formě prostého textu a zbylé tři seznam ukládají binárně
s přispěním některého kompresního algoritmu (viz sekce 4). Implementace každého z nich
je samozřejmě specifická, ale zároveň zapouzdřená do jednoho rozhraní tak, že pro zbytek
aplikace vystupuje jako tzv. Coder, který má dvě základní vlastnosti. Umí zakódovat seznam
rozdílů do určitého formátu, a naopak umí z daného formátu rozkódovat seznam rozdílů,
ze kterého se vytvoří původní sekvence. V této sekci budu popisovat jen kódovací část.
Dekódovací část každého kodéru bude popsána v implementaci dekomprese (5.4).
Formát souboru, ať už textového nebo binárního, je u každého kodéru stejný. Začíná
hlavičkou, která obsahuje popis komprimované sekvence, popis reference a označení kodéru.
Tyto informace budou potřeba při rozkódování souboru. Za hlavičkou následuje zakódovaná
informace, které jsou už pro každý kodér jiné. Pro soubory byla vytvořena nová souborová
koncovka .cbr, což je zkratka ze slov compress by reference a jméno souboru je stejné jako
název originální sekvence.
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Volba kodéru je pouze na uživatelovi, který má možnost volby pomocí parametru při
spouštění programu.
StringCoder
Prvním způsobem jak uložit seznam rozdílů je ve formě řetězců (string) do textového sou-
boru. Tento způsob je nejjednodušší ale zároveň nejméně efektivní, jak doložím v kapitole
výsledků. Využívá tzv. separátorů, o kterých jsem již psal při návrhu algoritmu. Zakódování
dat probíhá prostým zřetězením výstupů všech AlignEvent objektů, kde každý typ objektu
má podle návrhu algoritmu nadefinován svůj výstupní formát na základě separátorů. Tedy
například AlignMutationEvent (potomek třídy AlignEvent), který reprezentuje mutaci
’GC’ na pozici 26, nemá definován žádný separátor, takže jeho výstupem bude řetězec ve
tvaru: ’26GC’. Jeho
”
kolega“ AlignDeletitionEvent má definovány hned dva separátory
’d’. Jeden mezi pozicí a daty, druhý na konci řetězce. Pokud tedy instance tohoto objektu
reprezentuje smazání tří bází od pozice 12, výstupem bude řetězec ’12d3d’ (Oba viz obr.
5.6).
Obrázek 5.6: Ukázka výsledného komprimovaného souboru vygenerovaného pomocí coderu
prostého textu. Soubor je rozdělen na hlavičku a data. Pro ilustraci je vyznačeno zakódování
vybraných rozdílů.
EliasCoder
Ostatní kodéry ukládají seznam rozdílů do binárního souboru. EliasCoder je prvním z nich.
Využívá Eliasových kódů, což je fixní kód pro zakódování přirozených čísel (viz sekce 4.2).
Kódování je implementováno ve třídě BitVector, která obsahuje metody pro kódování
přirozených čísel pomocí Eliasova Gamma/Delta kódování a je součástí rozsáhlejší knihovny
pro kódování DISC souborů [3].
Tento kód umí pracovat s přirozenými čísli, ale nedokáže zakódovat data (např. ’GC’)
přenášená AlignEvent objektem. Aby zakódování dat bylo možné, byla vytvořena tzv.
tabulka počtů, která data (řetězce) převádí na čísla. Víme, že kód umí výborně kódovat
nízká přirozená čísla, takže je snahou řetězce reprezentující přenášená data zakódovat do
těchto nízkých čísel. Tabulka se vždy vztahuje k referenčnímu modelu, pomocí kterého se
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komprimuje daná sekvence. Výpočet tabulky se provádí na základě porovnávání testova-
cích sekvencí (čím více, tím lépe) se sekvencí referenční, ke které tabulka patří. Pro každou
sekvenci je vždy vytvořen seznam rozdílů na základě zarovnání a posléze je počítán celkový
počet výskytů každé změny ve všech sekvencích. Výsledkem je tabulka všech nalezených
změn a jejich počtů srovnaná od nejčastější k nejméně časté změně. Například jednobázové
mutace jsou určitě nejčastější a vévodí proto tabulce počtů. Takto vygenerovaná tabulka
je poté uložena do souboru s koncovkou .ctb (Count TaBle). Protože ale chceme nejčastější
změny kódovat nejmenšími čísli, neukládá se pro každou změnu počet výskytů, ale umístění
v tabulce. Tedy k nejčastější změně je přiřazeno číslo 1, k méně časté 2, atd. Každá změna
je v tabulce reprezentována řetězcem, který začíná identifikátorem objektu, za kterým ná-
sledují data přenášená objektem. Tedy například objekt AlignMutationEvent má nade-
finovaný identifikátor ’Mut’, takže pokud tento objekt nese informaci o mutaci guaninu,
v tabulce bude reprezentován jako: ’Mut-g’. Výpočet tabulky je docela náročná operace
a provádí se pouze na vyžádání uživatele, když zjistí, že pro jeho referenci ještě neexistuje
tabulka počtů.
Mut-g|1
Mut-c|2
Mut-t|3
Mut-a|4
Del-1|5
Ins-c|6
Del-2|7
Ins-t|8
Ins-a|9
Mut-cc|10
Obrázek 5.7: Ukázka tabulky počtů pro referenci lidské mitochondriální DNA. Každý řádek
obsahuje jednu změnu, kde změna je vždy reprezentována identifikátorem nosného objektu,
za kterým následují data, která objekt přenáší. Za svislítkem následuje číslo, které danou
změnu reprezentuje v kódování.
jakmile je vytvořena tabulka počtů, zakódování rozdílů již není problém. Při iterativním
procházení seznamu rozdílů se u každého AlignEvent objektu do bitového vektoru zakódují
informace, které v sobě drží pomocí metody BitVector::putDelta( int);. Nejprve se
zakóduje pozice, hned za ní data za pomoci tabulky počtů. Číslo, které data reprezentuje
je nalezeno pomocí zřetězení identifikátoru nosného AlignEvent objektu a dat, které nese.
Výsledný vektor tedy obsahuje sekvenci čísel, kde na lichém místě je vždy zakódována pozice
změny, na sudém číslo z tabulky počtů. Hlavička zůstává stejná jako o String Coderu, pouze
identifikátor coderu je jiný.
RiceCoder
Dalším kodérem pro bitové soubory je RiceCoder založený na Golomb-Riceových kódech,
což je (stejně jako Eliasův kód) fixní kód pro kódování přirozených čísel (více viz sekce
4.2). Kódování je implementováno ve třídě RiceCode [9]. V konstruktoru třídy je třeba
zadat parametr m (kde m ∈< 0, 16 >), který do určité míry mění vlastnosti kódování.
Experimentálně bylo zjištěno, že nejlepších výsledků třída dosahuje při m = 8, tudíž byl
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parametr napevno nastaven na tuto hodnotu.
Systém kódovnání je naprosto stejný jako u Elias Coderu. Pro kódování dat používá
tabulku počtů a pozice se s daty ve výsledném bitovém vektoru střídají.
HuffmanCoder
Posledním kodérem binárních souborů je HuffmanCoder implementující Huffmanův kód,
což je variabilní kód schopný kódovat jakoukoli abecedu (více viz sekce 4.2). Implementace
tohoto kodéru byla nejobtížnější, ale teoreticky by měla dosahovat nejlepších kódovacích vý-
sledků. Coder využívá třídu HuffmanDNA, která je potomkem třídy Huffman. Třída Huffman
je vytvořena pro kódování textů, kde nejprve vytvoří tabulku výskytů jednotlivých znaků
v textu a z ní posléze vygeneruje huffmanův strom pro zakódovaní znaků [4]. Třída Huff-
manDNA je pro jednoduchost modifikována tak, že místo tabulky výskytů znaků používá
tabulku počtů změn, kterou používají i ostatní kodéry binárních souborů.
Protože huffmanovo kódování potřebuje tabulku, podle které vygeneruje strom pro za-
kódování, nemůžeme s ním kódovat pozice změn, které se teoreticky neopakují a jejich
kódování by nebylo efektivní. Pro kódování pozic tedy bylo použito Golomb-Riceovo kó-
dování ve stejné konfiguraci jako v Rice Coderu. Dalším problémem je, že dva různé kódy
(Huffman, Rice) není možné skládat střídavě za sebe. Dekodér by nevěděl kde končí jedno
kódování a kde začíná druhé. Data v souboru jsou proto rozdělena na dvě části, kde seznam
zakódovaných pozic (Rice) předchází seznamu zakódovaných dat (Huffman).
Samotné kódování probíhá ve dvou krocích. V prvním kroku se iterativně prochází se-
znam rozdílů, kde pozice každého rozdílu je přidávaná do RiceCode objektu, kdežto data
rozdílu jsou pomocí tabulky počtů transformována na číslici a připojena do bytového pole,
které je vstupem pro huffmanovo kódování. V druhém kroku je přes tabulku počtů vygene-
rován huffmanův strom, pomocí kterého je posléze zakódováno bytové pole reprezentující
data. Bitový vektor pro číslice je připojen před výstup huffmana a takto vygenerovaná data
jsou uložena do binárního souboru.
5.4 Implementace dekomprese
Proces dekomprese je mnohem jednodušší než proces komprese. A to zejména v důsledku
absence zarovnávání sekvencí. Je rozdělena na dvě části. V první části si aplikace načte
komprimovaný .cbr soubor, z hlavičky zjistí potřebné informace, podle kterých rozkóduje
data a následně sestaví seznam rozdílů, který byl v souboru zakódován. V druhé části
si načte .fasta soubor s referenční sekvencí a aplikuje na ni vygenerovaný seznam změn.
Upravenou sekvenci pak uloží do nového .fasta souboru, který by (pokud vše proběhlo
správně) měl být identický s originálem.
Rozkódování rozdílů
Jakmile aplikace načte .cbr soubor se zakódovanými daty, první věc, kterou musí udělat,
je přečíst informace uložené v hlavičce souboru. Je zde uložen popis komprimované sek-
vence získaný z originálního .fasta souboru, popis referenční sekvence, která byla použita
pro vygenerování rozdílů a nakonec identifikátor kodéru, který kódoval data v souboru.
Podle tohoto identifikátoru aplikace zjistí, kterou kódovací třídu má připojit k dekódovací
proceduře. V sekci 5.3 bylo popsáno, že každý kodér obsahuje kódovací a dekódovací část.
Nyní tedy bude popsána dekódovací část každého kodéru.
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StringCoder
Data uložená pomocí StringCoderu jsou zakódovaná ve formě prostého ASCII textu do
jednoho řetězce bez jakýchkoli oddělovačů. Pro získání seznamu AlignEvent objektů je
tedy potřeba parser, který řetězec rozstříhá na podřetězce, které reprezentují zakódované
objekty. Pro velkou složitost parseru byl vytvořen konečný automat, který postupně pro-
chází zakódovaný řetězec a generuje z něj AlignEvent objekty, kterými posléze plní seznam
rozdílů (viz obr. 5.8). Parsování začíná počátečním stavem S, kde po přečtení číslice 0− 9
pokračuje do stavu pro tvorbu pozic N . Zde se podle obsahu řetězce rozhoduje, jaký typ
AlignEvent objektu vytvoří. V případě smazání (červená) pokračuje do DS , kde vytvoří
AlignDeletitionEvent a ve stavech D a DF jej dokončí. V případě vložení (zelená) přejde
do stavu IS , kde vytvoří AlignInsertionEvent objekt. Stav A (Alphabet) je společný pro
vložení a mutaci (modrá) a má na starosti plnění AlignEvent objektu sekvencí nukleotidů
(N). Jakmile v řetězci narazí znovu na číslo, uloží objekt do seznam a vrací se k vytváření
pozice. Automat úspěšně končí, pokud je v konečném stavu a nachází se na konci řetězce.
Obrázek 5.8: Konečný automat pro rozparsování dat StringCoderu do seznamu
AlignEvent objektů.
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EliasCoder a RiceCoder
Rozkódování binárních dat, která byla zakódována těmito kodéry je prakticky totožné. Pro-
tože oba používají tabulku počtů pro zakódování dat a ty výsledně střídají se zakódovanými
pozicemi, rozdíl je pouze v třídě, kterou používají jako bitový vektor. Pro EliasCoder je
to třída BitVector, pro RiceCoder je to třída RiceCode.
Protože obě třídy, implementující fixní kód, poskytují možnost postupně iterovat ulože-
ným seznamem čísel, stačí se při každém sudém čísle podívat do tabulky počtů a podle da-
ného čísla vytvořit instanci AlignEvent objektu daného typu, ke kterému se připojí pozice
zakódovaná o místo dřív. Takto vygenerovaný seznam rozdílů je posléze dále zpracováván.
HuffmanCoder
Rozkódování binárních dat, které zakódoval HuffmanCoder je pouze mírně složitější než pře-
dešlá kódování. Jak už bylo popsáno v kódovací části huffmanova kodéru, pozice rozdílů zde
jsou zakódována pomocí třídy RiceCode, kdežto data jsou zakódována třídou HuffmanDNA.
Tyto dvě části na sebe bezprostředně navazují a obě jsou na první pohled pouze shluky
bitů, takže by teoreticky nemělo být možné rozpoznat, kde se dělí. Důvod proč byla pro
zakódování pozic vybrána třída RiceCode je, že tato třída obsahuje metodu, která pozná
jak dlouhý je bitový vektor, ve kterém jsou zakódovány pozice. Díky tomu není problém
hledané rozdělení najít. Po rozdělení částí tedy aplikace může bez problému rozkódovat
informaci skrytou v huffmanově kódu opět za přispění tabulky počtů. Nakonec aplikace
ze seznamu pozic a seznamu dat vygeneruje kompletní seznam rozdílů určený pro další
zpracování.
Vytvoření sekvence
V okamžiku, kdy je z .cbr souboru sestaven seznam rozdílů musí aplikace provést poslední
úkol. Zkombinovat seznam AlignEvent objektů s referenční sekvencí získanou .fasta sou-
boru, za vzniku původní sekvence. Pro tento úkol se výborně hodí třída SimpleSymbolList
z knihovny Biojava, která umožňuje měnit obsah sekvence, kterou nese. Každá změna je
reprezentovaná instancí třídy Edit, která je po svém nadefinování aplikována na referenční
sekvenci zapouzdřenou SimpleSymbolListem.
Průběh vytváření originální sekvence je následující. Pro každý typ AlignEvent objektu
ze seznamu rozdílů je vytvořena instance třídy Edit, které je nadefinována pozice, délka a
obsah změny (viz tabulka 5.1) a okamžitě je aplikována na referenční sekvenci. Po aplikování
všech změn je k výsledné sekvenci přidán popis originální sekvence z hlavičky .cbr souboru
a takto obohacená sekvence je uložena do nového .fasta souboru. Tímto proces dekomprese
končí.
Typ Třída Definice
Mutace AlignMutationEvent new Edit( pos, data.length, data)
Vložení AlignInsertionEvent new Edit( pos, 0, data)
Smazání AlignDeletitionEvent new Edit( pos, data, SymbolList.Empty List)
Tabulka 5.1: Tabulka ukazuje definici třídy Edit, pro každý typ AlignEvent objektu
39
5.5 Časová a prostorová složitost
Vzhledem k tomu, že je algoritmus založený na porovnání sekvence určené ke komprimaci
s referenční sekvencí, je přímo závislý na některém zarovnávacím přístupu a podle něj musí
být odvozena časová i prostorová složitost. Jak uvidíme z následujícího výpočtu, nároč-
nost algoritmu bude díky zarovnávání mnohem větší než u konkurenčních algoritmů, které
zarovnávání nepoužívají, protože je obecně známo, že zarovnat dvě sekvence není jedno-
duché. Pro každou úlohu (komprese, dekomprese), kterou aplikace obsahuje, bude složitost
odvozena zvlášť.
Komprese
Při kompresi aplikace provádí tři úlohy, které na sebe bezprostředně navazují. Prvním úko-
lem je zarovnat sekvenci s referencí. Ze sekce 3.2 víme, že nejlepšími algoritmy pro zarov-
nání sekvencí jsou algoritmy Dynamického programování (DP). Jejich náročnost (O(n2)) je
ovšem tak vysoká, že pro dlouhé sekvence jsou nepoužitelné. Asi nejlepší možností je použít
heuristické algoritmy, které se snaží v mnohem kratším čase vytvořit buď stejné nebo jen
o málo horší zarovnání než algoritmy DP. Aplikace využívá dva externí programy, které
implementují heuristické algoritmy. Jeden pro algoritmus BLAST, druhý pro FASTA. Při
běžném porovnání jsou délky obou sekvencí reprezentovány proměnnými n a m. Tento algo-
ritmus ovšem porovnává vždy dvě sekvence, jejichž délka je téměř stejná. Pro reprezentaci
délky sekvencí tedy stačí jedna proměnná n. První z programů blastn implementuje mimo
klasického BLAST algoritmu i speciálně upravený algoritmus megablast, který se zvlášť
hodí pro porovnávání velmi podobných sekvencí. Složitost megablastu je lineární O(n) [15]
ovšem za cenu velké paměťové náročnosti O(c∗n2), kde c je tím větší, čím jsou obě sekvence
delší a více podobné [14]. Odměnou za to je asi desetinásobné zrychlení oproti klasickému
BLAST algoritmu. Druhým programem je fasta35 implementující FASTA algoritmus. Je
přibližně 5-10x náročnější než BLAST (tzn. 50-100 horší než megablast), na druhou stranu
je mnohem méně náročný než algoritmy DP [10]. Aplikace ho využívá pouze pro porovnání
s megablastem.
Druhou úlohou, která už je přímo implementována v aplikaci je nalezení a uložení roz-
dílů v zarovnání. Nalezení probíhá jedním paralelním průchodem oběma sekvencemi, takže
složitost je přímo úměrná délce sekvencí (O(n)). Posledním úkolem je zabalit nalezené
změny některým kompresním algoritmem a uložit je s patřičnou hlavičkou do .cbr souboru.
Aplikace podporuje čtyři kompresní přístupy implementované v kodérech. StringCoder,
EliasCoder a RiceCoder potřebují pouze jeden průchod a jejich časová složitost je tedy
O(r), kde r je počet komprimovaných změn (r je o několik řádů nižší než n). Poslední
HuffmanCoder je o trochu složitější. Nejprve musí nalezené rozdíly uložit do bytového pole
O(r), které za pomoci huffmanova stromu O(r log r) zakóduje do výsledného binárního
souboru. Celková složitost komprese je definována následujícím vzorcem:
O(n ∗ k + n+ (r ∪ r log r))
kde n značí délku obou sekvencí, k je konstanta závislá na zvoleném zarovnávacím
algoritmu a r vyjadřuje počet nalezených a uložených změn mezi zarovnanými sekvencemi.
Prostorová složitost kompresní části aplikace je velmi podobná složitosti časové. U me-
gablastu byla již v předchozích odstavcích uvedena, u FASTy by se měla blížit kvadratické
O(n2). Ve zbylých částech aplikace zaujímají nejvíce paměti zarovnané sekvence. Při hle-
dání rozdílů je tedy prostorová složitost O(2 ∗ n+ r), kde r je prostor, který zabírá seznam
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AlignEvent objektů. U kodérů se vždy jedná o sekvenční přístup zakódování a prostorová
složitost je tedy vždy O(r). Celková prostorová náročnost algoritmu je definována násle-
dovně:
O(c ∗ n2 + 2 ∗ n+ 2 ∗ r)
kde n a r vyjadřují stejné hodnoty, jako u časové složitosti. Konstanta c je závislá na
zarovnávacím algoritmu, přičemž u megablastu bude o hodně vyšší než u FASTA algoritmu.
Dekomprese
Oproti kompresi je dekomprese nenáročná a rychlá operace zejména díky absenci zarovná-
vání. Jako první se při dekompresi musí rozpoznat kodér, kterým byla sekvence kódována.
Tento kodér následně rozkóduje data a vytvoří z nich seznam rozdílů. Časová i prostorová
náročnost rozkódování je u všech čtyř implementovaných kodérů stejná, jako náročnost za-
kódování. Tedy O(r ∪ r log r) pro časovou a O(r) pro prostorovou složitost, kde r je počet
zakódovaných rozdílů.
Druhou částí dekomprese je aplikace změn na referenční sekvenci. Paměťová složitost je
přímo závislá na velikost referenční sekvence, tedy O(n). Časová složitost se odvíjí od počtu
aplikovaných změn O(r), protože se iterativně prochází seznam změn, které se postupně
aplikují na referenci. Kompletní časovou složitost dekomprese je tedy dána vzorcem:
O(r + (r ∪ r log r))
kdežto prostorové složitosti odpovídá vzorec:
O(r + n)
Ze vzorců je tedy jasně vidět, že zarovnání sekvencí je achillovou patou kompresní části,
protože se od ní odvíjí jak časová, tak prostorová složitost. Nejlepších výsledků aplikace do-
sahuje se zarovnávacím algoritmem megablast, i když za cenu velké paměťové náročnosti.
Zbytek kompresní části je z celkového pohledu naprosto nenáročný a zásadně ho neovlivní
ani výběr kodéru. Naproti tomu dekomprese má oproti kompresi minimální časovou i prosto-
rovou složitost a to i díky své relativní jednoduchosti. Z pohledu uživatele je tedy stěžejní
vytvoření komprimovaného souboru, kde větší časová náročnost algoritmu může některé
uživatele odradit. Na druhou stranu by tuto nevýhodu měl přebít fakt bezkonkurenčního
kompresního poměru, který algoritmus poskytuje.
5.6 Spouštění aplikace
Protože aplikace obsahuje množství povinných i volitelných parametrů, je potřeba si je po-
psat. Před popisem parametrů, ale pár slov k aplikaci samotné. Celá aplikace je dostupná ve
formě Spustitelného balíčku JAR pod názvem dna-compress.jar. Balíček obsahuje zkom-
pilované třídy aplikace a všechny potřebné knihovny. Knihovna Biojava, na které je aplikace
postavená, je velmi komplexní a aplikace tedy kvůli ní zabírá na disku více místa (přibližně
4MB) než by se na první pohled mohlo zdát. I když je aplikace vytvořená v programovacím
jazyce Java jehož hlavní výhodou je platformová nezávislost, aplikace bude správně fungo-
vat pouze pod operačním systémem Windows. Je to z důvodu přímé závislosti na externích
zarovnávacích programech, které jsou vytvořené pouze pro tento operační systém.
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Parametry příkazové řádky
Jak již bylo řečeno, aplikace se dělí na dvě základní části, kompresi a dekompresi DNA
sekvencí. Aplikace obsahuje ještě třetí úlohu, a to vytvoření tabulky počtů pro kodéry
binárních souborů. Aplikace tedy obsahuje tři úlohy, kde každá potřebuje speciální sadu
dodatečných parametrů. Následující výčet obsahuje všechny možností parametrů, které
uživatel může zadat do příkazové řádky.
• program compress <query> <reference> [fasta|blast] [1..4]
1. compress - úloha, kterou aplikace vykoná. Zde tedy komprese DNA sekvence.
2. query - název .fasta souboru, ve kterém je uložená sekvence určená ke kompri-
maci.
3. reference - název .fasta souboru, ve kterém je uložená referenční sekvence.
4. [fasta|blast] - nepovinný - výběr zarovnávacího algoritmu (defaultně blast)
5. [1..4] - nepovinný - výběr kodéru (defaultně 1)
– 1 - StringCoder
– 2 - EliasCoder
– 3 - RiceCoder
– 4 - HuffmanCoder
• program decompress <cbr> <reference>
1. decompress - úloha, kterou aplikace vykoná. Zde dekomprese DNA sekvence.
2. cbr - název .cbr souboru, který obsahuje komprimovanou sekvenci.
3. reference - název .fasta souboru, ve kterém je uložená referenční sekvence.
• program buildtable <path> <reference>
1. buildtable - úloha, kterou aplikace vykoná. Zde sestavení tabulky počtů.
2. path - cesta k seznamu sekvencí ve formátu .fasta, které budou použity pro
vygenerování tabulky počtů
3. reference - název .fasta souboru, ve kterém je uložená referenční sekvence.
Soubor musí být součástí složky z parametru path.
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Kapitola 6
Výsledky
Pro správné otestování funkčnosti algoritmu je potřeba větší množství sekvencí stejného
druhu (například člověka). Při hledání testovacích dat bylo zjištěno, že současné genetické
databáze neposkytují vhodná data pro účel této aplikace. Z pravidla obsahují jen kódující
oblasti, v některých případech i celý genom, ale v naprosté většině případů obsahují danou
sekvenci pouze jednou. Je to logické, protože sekvenování DNA je časově náročná operace,
tudíž pokud se podaří například sekvenovat celý genom jednoho druhu, o další se už nikdo
nepokouší. Databáze navíc neslouží jako sklad veškeré DNA na planetě, ale jejich účel je
čistě informační. Jediný druh sekvencí, který se podařilo najít ve větším množství byla
lidská mitochondriální DNA, která je velmi krátká (16 tisíc bází) a používá se například
pro určovaní haploskupin.
Pro demonstraci algoritmu tedy bylo staženo 2656 sekvencí lidské mitochondriální DNA
z genetické databáze GenBank. Jako referenční sekvence byla zvolena revidovaná Cambri-
džská referenční sekvence, která obsahuje 16568 bází (více viz sekce 2.5). Pro větší přesnost
výsledků se testování soustředí výhradně na data. Hlavičky .cbr souborů jsou při výpočtech
kompresních poměrů ignorovány.
Celkový počet nukleotidů v testovaných sekvencích je 44 006 418. Během zarovnávání
bylo nalezeno 98137 změn, z čehož je 88741 mutací, 4987 vložení a 4409 smazání (obr. 6.1).
Z grafu je vidět, že celkový počet vložení a smazání je přibližně 10x menší než počet mu-
tací, což přesně odpovídá běžně uváděným poměrům. Nutno poznamenat, že počty změn
neodpovídají přesně počtu všech nalezených rozdílů, ale celkovému počtu AlignEvent ob-
jektů, které shlukují změny stejného typu k sobě. Dalším důležitým faktem jistě je, že
mitochondrie představují ten nejhorší možný případ pro tento algoritmus. Poměr počtu
změn k celkovému počtu nukleotidů sekvence je vyšší než poměr v jaderné DNA, takže
algoritmus by měl u jaderné DNA dosahovat ještě lepších výsledků.
6.1 Porovnání kompresních přístupů
Hlavním úkolem této práce bylo vyvinout algoritmus pro kompresi DNA sekvencí na základě
porovnání s referenční sekvencí a na získané rozdíly aplikovat nějaký kompresní algorit-
mus. Aplikace pro tento účel podporuje čtyři odlišné přístupy. Zde bude ukázáno, že každý
z přístupů se s kompresí vypořádal po svém, některý s lepšími výsledky, jiný z horšími. Tři
kompresní přístupy (EliasCoder, RiceCoder, HuffmanCoder), které kódují data do binár-
ních souborů využívají pro svou práci tzv. tabulku počtů. Tabulka obsahuje všechny změny
oproti referenční sekvenci, které se vyskytli v testovacích datech, kde u každé změny je
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Obrázek 6.1: Poměry jednotlivých typů nalezených změn v 2656 testovaných sekvencí.
uvedeno kolikrát byla nalezena (6.1).
Nezakódované testovací sekvence zabírají 43 MB (45 506 813 bytů) diskového prostoru.
Nejlepší z kodérů (Huffman) dokázal tato data zakódovat na 209 KB diskového prostoru.
Dokázal tedy data zmenšit 217-krát. Naopak nejhorší kodér prostého textu dokázal data
uložit
”
pouze“ na 380 KB se 120ti násobným zmenšením. Jeho výkon byl tedy přibližně
dvakrát horší. Graf 6.2 ukazuje, jak si stojí všechny čtyři kodéry, které aplikace implemen-
tuje.
V porovnání s běžnými kompresními přístupy jako je gzip, GenCompress nebo BioCompress-
2 je zde uvedený algoritmus bezkonkurenční. Tyto algoritmy nepoužívají referenci a snaží
se porovnávat s dvou-bitovým kódováním. S kódováním, které každou bázi zakóduje na dva
bity (např.: { A=00, T=01, G=10, C=11}). Ty nejlepší jsou schopné dosahovat takového
kompresního poměru, kdy jeden nukleotid se průměrně zakóduje na 1.8 bitu [8]. Kompresní
poměr takového kódování je tedy 4 až 5. Graf (6.2) ale ukazuje, že nejlepší kompresní poměr
algoritmu s referencí se pohybuje kolem hodnoty 200. Tedy o dva řády lepší než konkurenční
algoritmy.
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změna počet změna počet změna počet
Mut-g 33193 Ins-g 30 Del-3 2
Mut-c 20432 Ins-cccc 25 Ins-caccccct 2
Mut-t 18436 Ins-caca 15 Mut-tc 2
Mut-a 16128 Mut-tg 15 Mut-ccc 1
Ins-c 3849 Mut-gt 14 Del-10 1
Del-1 3442 Mut-gc 11 Mut-ga 1
Del-2 756 Ins-cccccc 10 Mut-ggg 1
Ins-cc 353 Mut-tt 10 Ins-aa 1
Ins-t 297 Del-7 8 Ins-acc 1
Mut-cc 228 Ins-ccccc 8 Ins-agaa 1
Del-8 138 Ins-ccccccc 8 Ins-cacaca 1
Ins-a 136 Mut-aa 5 Ins-ccccccccc 1
Ins-ca 61 Mut-at 5 Ins-ccccctcta 1
Del-9 58 Del-4 4 Ins-tctct 1
Mut-gg 44 Mut-ca 3 Ins-tt 1
Mut-ac 43 Ins-cccccccc 3 Ins-ttctttcat 1
Ins-ccc 39 Ins-gc 3 Ins-ttt 1
Mut-cg 31 Mut-ta 3
Tabulka 6.1: Seznam všech změn oproti referenční sekvenci v testovacích datech.
Obrázek 6.2: Porovnání kompresního poměru implementovaných kodérů. Čísla grafu jsou
v kilobytech (KB) a v závorce je uveden kompresní poměr oproti nekomprimovaným datům
(43 MB).
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Kapitola 7
Závěr
Na závěr bych chtěl shrnout obsah práce a možnosti dalšího pokračování projektu. Přístup
k uložení dat zde publikovaný je zcela nový a inovativní [2]. Využívá faktu, že jedinci
stejného druhu vlastní téměř stejný genetický kód. Ukládají se tedy jen rozdíly oproti
referenčnímu modelu. Cílem práce bylo vytvořit algoritmus, který tento přístup využívá a
následně implementovat aplikaci, která tento algoritmus používá.
Algoritmus komprese začíná porovnáním sekvence určené ke komprimaci s sekvencí re-
ferenční. Pro porovnání aplikace využívá dvojici externích zarovnávacích programů založe-
ných na algoritmech FASTA a BLAST [7]. Zarovnané sekvence zpracuje jádro celé aplikace,
které vytvoří seznam všech změn. Ten je následně zakódován jedním ze čtyř kompresních
algoritmů z rodin fixních a variabilních kódů, které aplikace podporuje. Celá aplikace je
rozdělena na dvě části, kde jedna je určená ke komprimaci a druhá k dekomprimaci.
Na závěr práce byla provedena analýza časové a prostorové složitosti algoritmu a fun-
kčnost algoritmu byla ověřena na testovacích sekvencích lidské mitochondriální DNA. Bylo
zjištěno, že díky zarovnávání sekvencí se časová a prostorová složitost algoritmu pohybuje
mezi lineární a kvadratickou v závislosti na parametrech úlohy, ovšem na testovacích datech
bylo ověřeno, že kompresní poměr algoritmu je přibližně o dva řády lepší než u konkurenč-
ních algoritmů. Zajímavé tedy bylo pouze srovnání mezi implementovanými kompresními
přístupy. Podle očekávání dosahoval nejlepších výsledků huffmanův kód a naopak nejhůře
dopadlo kódování v prostém textu.
Výsledkem práce je tedy algoritmus, který má řádově lepší výsledky než dosud publiko-
vané algoritmy. Určitě ale snese ještě mnohá vylepšení, a to zejména v oblasti zarovnávání,
kde je určitě prostor pro lepší zarovnávací přístup. Například by bylo možné velmi dlouhé
sekvence rozdělit na více částí a každou z nich zarovnávat s reference paralelně v samostat-
ném vláknu. Prostor pro vylepšení je určitě i v kompresních kódech, kde by se teoreticky
dalo dostat až ke 300 násobnému zmenšení oproti originálu.
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