Abstract-In this paper, a method to synthesize controllers that achieve globally optimal robust performance within any prespecified tolerance, against structured norm-bounded time-varying and/or nonlinear uncertainty is developed. The performance measure considered is the infinity to infinity induced norm of a system's transfer function. The method developed utilizes linear relaxation techniques to solve the infinite dimensional nonconvex problem via finite dimensional linear programming problems.
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I. INTRODUCTION

S
YSTEM robustness has been studied extensively since the early 1980s. The reason this topic has received so much attention by many researchers stems from the fact that effective control designs must rely either on very accurate models, or on inherent robustness in the feedback system. Accurate models for the system to be controlled are quite rare and frequently obtaining accurate models is difficult, time-consuming, and expensive. Even in the cases when accurate models are available, inevitable variations in the parameters of such models render ineffective any design which lacks robustness. Therefore it is evident that "robustness" should be a central design goal.
Various results analyzing the stability and robustness of performance for several types of uncertainty models have emerged in the literature. These results depend on the way uncertainty in the model is characterized. For model uncertainty characterized by time-invariant norm bounded structured perturbations, the structured singular value (SSV) theory [1] , [2] provides a nonconservative measure for stability. The multivariable robustness margin [3] provides an equivalent measure. While exact calculation of these measures have proved difficult in the general case, much work has been devoted to the computation of effective bounds that are used to provide robustness estimates (see, for example, [4] - [6] ). For time-varying norm bounded structured perturbations, robustness analysis turns out to be surprisingly easier. In the work of [7] - [9] , easily computable exact conditions for robust stability and performance were derived in the case when the induced norm is used to characterize allowable perturbations and exogenous disturbances. Likewise, when the induced-two norm is used instead, [10] , [11] provide computable conditions as well.
The robust synthesis problem, however, is significantly more challenging than the analysis problem. The problem of synthesis of controllers that minimize the SSV function remains largely unsolved. However, controllers can be designed using the iterations method (see, e.g., [2] ) which find locally optimal solutions. When perturbations are characterized by an induced norm bound, a type iteration procedure is also available [9] . However, as in the case of the SSV, this iteration scheme does not guarantee that a global minimum is achieved. The problem appears to be an inherently nonconvex one in either norm, and is difficult to solve in general. There are exceptions in some special cases. For instance, in the full information and state-feedback cases, the synthesis problem for has been solved for any number of uncertainty blocks [12] . In the presence of one uncertainty block that is characterized by an induced norm bound, the robust performance synthesis problem can be solved by using sensitivity analysis of linear programming [13] . Likewise the nominal with robust performance for a single uncertainty case can be solved by sensitivity analysis of quadratic programming problems [14] . Special cases notwithstanding, a general solution to the robust synthesis problem using any norm requires addressing the underlying nonconvex optimization problem directly. This is the approach taken in [15] which provides an algorithm for approximately finding a global solution to the constantly scaled control synthesis problem. Such problem arises, for example, when structured time-varying uncertainty with an induced-norm bound is assumed. In [16] controllers achieving globally optimal performance in the presence of uncertainty described in the setting for process control applications have been synthesized.
In this article, we address the output feedback synthesis problem when the signal norm is the norm and the perturbations are structured time-varying and/or nonlinear systems with an induced -norm bound. A globally optimal solution to the robust synthesis problem is obtained. It is shown that the solution involves only solving certain linear programming problems resulting from relaxations of the original nonconvex problem. The optimal solution can be obtained to any prescribed accuracy by following a proposed branch and bound scheme. This presents the first instance of a global solution to the general robust synthesis problem in the setting.
II. NOTATION
The real number system. The dimensional Euclidean space. The -norm of the vector defined as .
0018-9286/01$10.00 © 2001 IEEE Fig. 1 . In the robust performance synthesis problem a controller K that achieves stability and performance in the presence uncertainty 1 is sought. The uncertainty 1 is restricted to some prespecified set 1. III. PROBLEM STATEMENT Consider the system described in Fig. 1 , where , and are the generalized linear time-invariant (LTI) plant (given), an LTI controller (to be designed), the control input, the exogenous disturbance, the regulated output, and the measured output respectively. In this article we will restrict the study to discrete-time systems. Model uncertainty is reflected by the perturbation block which is restricted to lie in the following set of admissible perturbations:
is causal and The perturbation may therefore be nonlinear or time-varying. The system in Fig. 1 is said to be robustly stable if it is -stable for all admissible perturbations, i.e., for all . The problem we shall address is as follows.
Problem Statement: Find a linear finite-dimensional controller such that: 1) the system achieves robust stability; 2) the system achieves robust performance, i.e., where is the map from to , and the norm used above is the induced operator norm. It can be seen that when is taken to be zero, the robust stability condition becomes a condition on nominal stability, while the robust performance condition becomes equivalent to a norm requirement on the induced norm of the nominal (LTI) system. It can easily be shown that in this case, this induced norm is equal to the norm of the impulse response for the system mapping to . Therefore, when is forced to be zero, the problem stated here reduces to the so-called optimal control problem which has been addressed in the literature. In this sense, we are seeking to solve the "robust " synthesis problem, although the terminology is not accurate since for a given time-varying , the operator is in general time-varying, and its induced norm is not generally equal to the norm of its impulse response. Despite this fact, the term is convenient and will be used.
IV. CONDITIONS FOR ROBUSTNESS
Before addressing the robust synthesis problem stated in the previous section we look at the relevant robust analysis conditions. The robust performance problem can be converted to a robust stability problem, by adding a fictitious perturbation block connecting the output into the input (see [8] ). Thus there is no loss of generality if we address the robust stability problem alone.
The robust stability conditions will be stated with the aid of Fig. 2 , where and any stabilizing controller have been lumped into one system . Let be the impulse response matrix of the map . Since is LTI, causal, and stable, belongs to . Each has a norm which can be computed arbitrarily accurately. In particular, , where are the constant matrices in the statespace description of [that is the transfer function matrix associated with is ]. We can, therefore, compute the following nonnegative matrix:
. . .
. . . In the robust stability analysis problem, a nonconservative condition is sought to assess the stability of the interconnection of lumped plant-controller system M and the uncertainty 1 that can lie in a prespecified set 1.
The following robustness conditions will be the basis for the proposed synthesis method.
Theorem 1 [9] : The system in Fig. 2 achieves robust stability if and only if the following condition holds:
where .
V. FORMULATION AS AN OPTIMIZATION PROBLEM
The dependence of on the controller can be captured through the Youla parameter which provides a parameterization of all possible 's that can be obtained with a stabilizing controller (see [17] ). Hence, the robust synthesis problem can be stated as follows: (1) where is the standard parameterization of the closed-loop system using the Youla parameter (see [18] ). For each fixed , problem (1) is a standard norm-minimization problem.
The formulation of problem (1) does not constrain the size of the which in principle may be arbitrarily large. This does not pose any difficulties if an optimal is known to exist. However, when such an optimal does not exist, as may happen when the -transform of or has zeros on the unit circle, having an unconstrained in the optimization problem poses difficulties. In this case, the infimum in (1) may not be achieved by a single , and can be approached by a sequence whose norms grow without bound. This situation arises even in the nominal optimization problem, and is considered in [19] - [21] as one of main motivations for regularizing the underlying optimization problem through an a priori bound on . We will adopt this approach here by introducing a regularizing bound on of the form:
. We define subject to (2) Clearly, if the optimization problem (1) has a solution , then for any the two problems (1) and (2) are equivalent. At the same time, if the optimization problem (1) has no solution, it can be shown that the constrained problem (2) always has a solution, and the constraint offers a practical way to eliminate suboptimal solutions that result from parameters with unacceptably large gain. Hence, for the remainder of the work we will focus on problem (2) above.
A. Perturbing the Optimization Problem
In this section, we explore the effect of perturbing the problem data associated with the optimization problem (2) . In particular, we are interested in studying how small perturbations in affect the optimal solution of the resulting problem. As we will show below, if the perturbations are introduced in an appropriate way, the resulting optimization problem becomes easier to solve. In our case, the introduced perturbations will allow us to reduce the parameter search space from the first orthant, an unbounded set, to a compact subset. Such a reduction in the search space will make it possible to use powerful relaxation methods that will yield the solution to the problem.
We begin by perturbing problem to obtain (2) the following problem: subject to (3) Note that the problem (3) is the same as problem (2) with and replaced by and respectively where represents the shift operator.
We shall show in Theorem 2 below that the solution to the above perturbed problem can be made arbitrarily close to that of problem (2), provided is sufficiently small. Specifically, we show that given any one can find such that the . Furthermore, the computation of does not require knowing the solution of either optimization problem and can therefore be done a priori. In establishing this theorem, we need to utilize a matrix perturbation result. Essentially, this results states that the change in the spectral radius of a nonnegative matrix upon perturbation can be bounded by the size of the perturbation, the norm of the matrix and its size. is a induced norm then defined by for an invertible matrix is also a induced norm on the set of matrices (see [22] ). Also Thus for all in , is a induced norm with the following properties:
• with ; • ; Consider any in then it follows that:
where the first inequality follows from the fact that the spectral radius of a matrix is less than or equal to any induced norm of the matrix (see [22] ). The second inequality follows because is a induced norm. This proves the lemma.
We now relate the solution of problem (3) to that of the perturbed problem (2) . This completes the proof. In the discussion above we have demonstrated that associated with the robust performance problem (2) we can define a perturbed problem (3) which attains an optimal value within any prespecified tolerance of the original problem's optimal value. Note that the perturbed problem (3) is a special case of the robust performance problem (2) with and in (2) replaced by and respectively. The main advantage of working with the perturbed problem (3) is that one can restrict the search for the optimal to a compact set. With this in mind, in the subsequent discussion we shall focus solely on the optimization problem subject to (5) where will be redefined more generally to denote the compact set , where and are vectors in satisfying .
B. Converging Upper and Lower Bounds
The optimization problem (5) which we seek to solve is an infinite-dimensional problem, having in general an infinite number of variables arising from and . The approach we take in arriving at a solution consists of solving sequences of finite dimensional problems whose optimal solutions yield converging upper and lower bounds for . This is not unlike the approach taken in solving the nominal optimal control problem. Of course the main difference between the two is that here the finite dimensional problems that result are nonconvex owing to the scales, whereas they are convex (and in fact linear) in the case of the nominal optimal control.
To define the subproblems of interest, we start by defining for any subject to (6) subject to for all
subject to (8) We will assume that , and have finite impulse response sequences. Note that the optimization problems arising in the definitions in (7) and (8) can be stated as finite dimensional linear programming problems (see [19] The previous lemma suggests that if an effective solution procedure exists to solve for and then we can obtain converging upper and lower bounds to . The rest of the development will be focused on deriving a method to obtain for any given . The methodology for finding can be identically developed.
VI. PROBLEM SOLUTION
As mentioned earlier, the optimization associated with (7) can be cast into a finite dimensional linear program. More explicitly, we can write subject to (12) This can be seen by standard arguments where positive variables and are used to replace the variable . The constraint results from the condition that whereas the constraint results from the condition . The problem to be solved for obtaining converging upper bounds is given by (10) . Thus, the corresponding finite-dimensional optimization problem has the following structure: subject to (13) Note that the upper and lower bounds on can be obtained from the one norm bound on the parameter.
Next, we consider problem (13) posed on a smaller grid on the feasible region for the variables, i.e., subject to (14) where , . For our purposes the set is a subset of the set . Note that since the variables in the statement of are confined to a smaller region than in , the above problem is being solved for a subproblem on a grid of the variables' feasible region. We will also assume that an upper bound and a lower bound are available for the variable . Note that any upper and lower bounds on yield particular values of and . For notational convenience we use to denote the vector formed by stacking the variables . We define the set to be the set of three-tuple's such that the constraint and all the constraints of (14) except the nonlinear constraint are satisfied. With this notation, we have subject to (15) 
A. A Relaxation Result
In solving the subproblem stated above, a relaxation scheme (see [24] ) will be employed. The following is a key result used for that purpose.
Lemma 3 [24] : If the variables satisfy the conditions and then Here we show that . To do this, we utilize the Karush-Kuhn-Tucker necessary conditions for optimality: Let be a feasible solution to the minimization problem subject to (21) and let . If functions and are differentiable, for are linearly independent, and if is a local solution to (21) , then there exist scalars such that and , (see [25] ). Assuming that and , it is not difficult to verify that the gradients of the active constraints are linearly independent for any . Thus, any local solution must satisfy the optimality conditions. Transforming the problem into the form of (21) allows the optimality condition to be expressed as (22) (23) (24) where are the scalars corresponding to constraints (16)- (19), respectively. Since , (22) implies that . Constraints (17) and (18) are symmetric, so, without loss of generality, we can assume that . Given this assumption, the complementary slackness condition implies that any local solution must satisfy (17) at equality.
To complete the proof, we consider three possible cases.
1) If
, then (22)- (24) imply that , and . Solving (17) (24) and must satisfy (17) and (18) at equality. It is easily verified that the solution to this system of equations is , , , and . The objective function value associated with this point is . Thus, this point maximizes over and .
The proof that is analogous to the preceding proof and is left to the reader.
B. Solving the Relaxed Problem
We now setup the relaxed problems that will utilize the key result in the previous subsection. First define (16) , (17), (18), (19) are satisfied with replaced by respectively (16) , (17), (18), (19) are satisfied with replaced by respectively
Using the above notation, consider the linear programming problem subject to (25) One of the reasons behind the usefulness of this linear optimization problem is that offers lower bound for . Indeed, we have the following. (25) is a relaxation of the above problem, i.e., the constraints in (26) contain all the constraints in (25) .
In addition to providing a lower bound to [problem (14)] as seen above, the solution to the optimization problem in also offers an upper bound to [problem (13)]. We establish the following result, which relates the upper and lower bounds for and sets the stage for the global algorithm in the next subsection.
Theorem 5: Consider defined by problem (14) . Let be the optimal objective of the relaxed problem as defined by (25) . Suppose is the optimal solution of the relaxed problem (25) with The proof of the last assertion follows from the fact that are feasible for (13) . This completes the proof.
C. A Branch and Bound Algorithm
From the development in the previous section, it may be seen that is a lower bound to and is an upper bound to , that is Theorem 5 gives an estimate on how good an approximation is given by and . Note that for any optimization on a smaller grid the optimal value is an upper bound on [because the optimization for is on the entire variable space whereas it is only on a portion of the variable space for ]. Thus, the upper bound obtained on is indeed an upper bound on . This completes the proof. Thus to obtain a value with an tolerance the number of problems to be solved is no larger than the order of (Typical performance is much better). Also for any region , if is greater than any upper bound on any other region then can be removed from the list of regions where an optimal may lie. This can be used as the basis for a branch and bound algorithm whereby branches corresponding to regions in the -parameter space can be pruned as soon as the lower bound obtained from solving the relaxed problem for these regions becomes larger than the best available global upper bound for the problem. If this does not happen, further gridding on that region is performed, and hence new branches are formed. The process continues until all the branches which have not been pruned have lower bounds equal to (or up to a given tolerance of) the best available upper bound, which also will be the global optimal value. Note that when considering a given region for elimination from further consideration having a good upper bound is desirable. Clearly, is one such upper bound. However, a considerably better upper bound is provided by . In fact given any set of regions over which the relaxed problem has been solved then a global upper bound is given by
We now present an algorithm to solve (13) described by (13) . In the algorithm each node corresponds to a subproblem posed on a smaller grid [see Problem (14) ]. Each node has the fields:
, and lowerBound which are indicated by node node and node lowerBound.
Algorithm to Solve (13) • Initialize to any available global upper bound.
• Initialize ActiveNodeList to have a node with its fields set as lowerBound , and . Initialize bestD to .
Step 1
If ActiveNodeList is empty stop.
Step 2
For each active node if node lowerBound remove the node from ActiveNodeList.
Step 3 Step 4
Go to Step 1.
VII. ROBUST CONTROL EXAMPLE
Consider the system in Fig. 3 where and
The objective is to design (if possible) a controller that makes the worst-case norm of the mapping from to less than one. This can posed as a robust stability problem by connecting to through a fictitious perturbation whose norm is allowed to be less than or equal to one, and then designing (if possible) a controller that makes the resulting system with three perturbation blocks robustly stable. The synthesis problem that must be solved to achieve that is: (32) where is the impulse response matrix of the system "seen" by the three uncertainty blocks.
Since both and appear in the objective, one of the components of may be fixed to one, and the search in the parameter space becomes a two dimensional search. In this case we used . The lower and upper bounds for the variables and were taken to be and respectively. It was determined that finite dimensional approximations corresponding to were sufficiently close to the infinite dimensional optimal. Next, we present the results for solving Problem (12) with using our proposed algorithm for finding the global optimal solution.
When using a tolerance of , the globally optimal value of the objective function was found after 71 iterations. Its value was found to be between 2.9370 and , with achieving 2.9370. After only four iterations a scale that achieves an objective value of 2.939 was obtained. After 24 iterations a scale achieving a value of 2.9372 was obtained. Clearly, either of these solutions would be considered close to the global optimal. Additional iterations (up to a total of 71) were needed only to verify that 2.9370 was indeed within away from the true global optimal value. Table I shows the progress of the search for the first 35 iterations. Column 1 shows the iteration number; column 2 and column 3 show and and thus define the region over which the relaxed problem for the give iteration is solved. Column 4 shows , the optimal solution of the relaxed problem, which serves as a lower bound for the optimal solution over the region . Column 5 shows which is equal to the smallest value of obtained over all prior iterations. At each iteration, serves as a global upper bound for the problem. A region is pruned when for that region is larger than (here was used). The iteration stops when the pruned regions cover the entire search space . For this problem, and were used. Fig. 4 shows the regions in the search space that have been pruned after 35 iterations. Note that large regions in the search space have been eliminated in single iterations. Pruned regions are eliminated from further consideration. These are shown in gray in Fig. 4 . Further branching on the white region allows us to prune the entire search space. At that point, the scales corresponding to yield a -optimal global solution.
VIII. CONCLUSION
In this paper, we have proposed a solution to the robust synthesis problem. The solution to this nonconvex infinite dimensional problem is obtained via relaxed problems which are linear programs.
Using the proposed solution, it is now possible to synthesize controllers that achieve global optimal performance against uncertainty which has prespecified structure, is uniformly normbounded and is time-varying and/or nonlinear. The performance measure considered is the infinity to infinity induced norm of a system transfer function.
