Power iteration has been generalized to solve many interesting problems in machine learning and statistics. Despite its striking success, theoretical understanding of when and how such an algorithm enjoys good convergence property is limited. In this work, we introduce a new class of optimization problems called scale invariant problems and prove that they can be efficiently solved by scale invariant power iteration (SCI-PI) with a generalized convergence guarantee of power iteration. By deriving that a stationary point is an eigenvector of the Hessian evaluated at the point, we show that scale invariant problems indeed resemble the leading eigenvector problem near a local optimum. Also, based on a novel reformulation, we geometrically derive SCI-PI which has a general form of power iteration. The convergence analysis shows that SCI-PI attains local linear convergence with a rate being proportional to the top two eigenvalues of the Hessian at the optimum. Moreover, we discuss some extended settings of scale invariant problems and provide similar convergence results for them. In numerical experiments, we introduce applications to independent component analysis, Gaussian mixtures, and non-negative matrix factorization. Experimental results demonstrate that SCI-PI is competitive to state-of-the-art benchmark algorithms and often yield better solutions.
Introduction
We consider a generalization of power iteration for finding the leading eigenvector of a matrix A. In power iteration, the update rule x k+1 ← Ax k / Ax k is repeatedly applied until some stopping criterion is satisfied. Since no hyperparameter is required, this update rule is very practical yet attains global linear convergence with the rate of |λ 2 |/|λ 1 | where |λ i | is the i th largest absolute eigenvalue of A. This convergence result is analogous to that of gradient descent for convex optimization. Therefore, many variants including coordinate-wise [13] , accelerated [23] , stochastic [17] , stochastic variance-reduced (VR) [19, 20] , and stochastic VR heavy ball [10] power iterations have been developed, drawing a parallel literature to gradient descent for convex optimization. Also, a general form of power iteration has been used to solve maximize f (x) subject to x ∈ ∂B d {x ∈ R d : x = 1} (1) in many applications such as sparse principal component analysis (PCA) [8, 16] , L 1 -norm kernel PCA [9] , phase synchronization [15] , and the Burer-Monteiro factorization of semi-definite programs [3] . (All norms are 2-norms unless indicated otherwise.) Nevertheless, theoretical understanding of when such an algorithm enjoys the attractive convergence property of power iteration is limited. While convex f is considered in [8] , only global sublinear convergence is shown, not generalizing the appealing linear convergence property of power iteration.
In this work, we introduce a new class of optimization problems called scale invariant problems and show that they can be efficiently solved by scale invariant power iteration (SCI-PI) with a generalized convergence guarantee of power iteration. Scale invariant problems consider scale invariant functions in (1) . We say that f (x) is scale invariant, which is rigorously defined later, if its geometric surface is invariant under constant multiplication of x. Many important optimization problems in statistics and machine learning can be formulated as scale invariant problems, for for some even functions u : R → R + with u(0) = 0 and v : R \ {0} → R with v(1) = 0.
The following proposition characterizes the exact form of u and v for continuous f .
Proposition 2.2.
If a continuous function f = 0 satisfies (2) with a multiplicative factor u, then we have u(c) = |c| p for some p > 0. Also, if a continuous function f satisfies (3) with an additive factor v, then we have v(c) = log a |c| for some a where 0 < a, a = 1.
Scale Invariant Power Iteration
In this section, we provide a geometric derivation of SCI-PI to find a local optimal solution of (1). The algorithm is developed using the geometric interpretation of the dual formulation (6) as illustrated in Figure 1 . Starting with an iterate x k ∈ ∂B, we obtain a dual iterate w k by projecting x k to the constraint f (w) = 1. Given w k , we identify the hyperplane h k which the current iterate w k lies on and is tangent to f (w) = 1. After identifying the equation of h k , we find the closest point z k to the origin from h k and obtain a new dual iterate w k+1 by projecting z k to the constraint f (w) = 1. Finally, we obtain a new primal iterate x k+1 by mapping w k+1 back to the set ∂B d . Now, we develop an algorithm based on the above idea. For derivation of the algorithm, we assume that an objective function f is continuous and satisfies either (2) with u(c) = |c| p where p > 0 and f (x) > 0 for all x ∈ ∂B or (3) with v(c) = log a |c| where 1 < a. Under these conditions, a scalar mapping from x k to w k can be well defined as w k = x k /f (x k ) 1/p or w k = a 1−f (x k ) x k , respectively. Let w k = c k x k . Since w k is on the constraint f (w) = 1, the tangent vector of the hyperplane h k is ∇f (w k ). Therefore, we can write down the equation of the hyperplane h k as w : ∇f (w k )
T (w − w k ) = 0 . Note that z k is a scalar multiple of ∇f (w k ) where the scalar can be determined from the requirement that z k is on h k . Since w k+1 is the projection of z k , it must be a scalar multiple of the tangent vector y k = ∇f (w k ). Therefore, we can write w k+1 as w k+1 = d k y k . Finally, by projecting w k+1 to ∂B, we obtain
where the last equality follows from Proposition 2.3. Summarizing all the above, we obtain SCI-PI presented in Algorithm 1. 
Next, we provide a convergence analysis of SCI-PI. Global sublinear convergence of SCI-PI for convex f has been addressed in [8] . We additionally show that SCI-PI yields an ascent step even for quasi-convex f . Proposition 3.1. If f is quasi-convex and differentiable, a sequence of iterates {x k } k=0,1,··· generated by SCI-PI satisfies
If f is quasi-convex, {w : f (w) ≤ 1} is convex, therefore, from Figure 1 , we can expect that SCI-PI would yield an ascent step. If f is not quasi-convex, {f (x k )} k=0,1,··· is not necessarily increasing, making it hard to analyze global convergence. Assuming that an initial point x 0 is close to a local maximum x * , we study local convergence of SCI-PI as follows.
Theorem 3.2. Let f be a scale invariant, twice continuously differentiable function on an open set containing ∂B d and let x * be a local maximum satisfying ∇f (x * ) = λ * x * and λ * > λ 2 = max 2≤i≤d |λ i | where (λ i , v i ) is an eigen-pair of ∇ 2 f (x * ) with x * = v 1 . Then, there exists some δ > 0 such that under the initial condition 1 − x T 0 x * < δ, the sequence of iterates {x k } k=0,1,··· generated by SCI-PI satisfies
where
Theorem 3.2 presents a local convergence result of SCI-PI with λ * /λ 2 generalizing the convergence rate of power iteration. Note that Theorem 3.2 requires λ * > λ 2 while it is sufficient to have λ * > λ i for 2 ≤ i ≤ d to ensure local optimality. However, by adding σ x 2 for some σ > 0 to the objective function f , we can always enforce λ * > λ 2 . On the other hand, by adding σ x 2 for some σ < 0, we may improve the convergence rate by increasing the relative gap between λ * and λ 2 .
Extended Settings

Sum of Scale Invariant Functions
Consider a sum of scale invariant functions having the form of
where g i is a multiplicatively scale invariant function with u(c) = |c| pi and h j is an additively scale invariant function with v(c) = log aj |c|. Note that this does not imply that f is scale invariant in general. However, by Proposition 2.3, the gradient of f has the form of
therefore a stationary point x * satisfying ∇f (x * ) = λ * x * is an eigenvector of F (x). We present a local convergence analysis of SCI-PI for a sum of scale invariant functions as follows.
Theorem 4.1. Let f be a sum of scale invariant functions and twice continuously differentiable on an open set containing ∂B d and let x * be a local maximum
. Then, there exists some δ > 0 such that under the initial condition 1 − x
Partially Scale Invariant Problems
Lastly, we consider a class of optimization problems of the form: max f (x, y) subject to x ∈ ∂B d1 where f (x, y) : R d1+d2 → R is a scale invariant function in x for each y ∈ R d2 . This problem has the form of (1) with respect to x once y is fixed. Also, by fixing x, we obtain an unconstrained optimization problem with respect to y. Using SCI-PI and the gradient method, an alternative maximization algorithm is derived as
While the gradient method is used in (8) , any method for unconstrained optimization can replace it.
Theorem 4.3. Suppose that f (x, y) is scale invariant in x for each y ∈ R d2 , µ-strongly concave in y with an L-Lipschitz continuous ∇ y f (x, y) for each x ∈ ∂B d1 , and three-times continuously differentiable on an open set containing
t=0 (ρ + γ t ) ∆ 0 for some sequence γ k such that lim k→∞ γ k = 0 where
As in the result of Theorem 4.2, the rate ρ increases as ν increases and is equal to max {λ 2 /λ * , (L− µ)/(L+µ)} when ν = 0. Also, by dropping y, we can restore the convergence result of Theorem 3.2.
Numerical Experiments
We tested the proposed algorithms on real-world data sets. All experiments were implemented on a standard laptop (2.6 GHz Intel Core i7 processor and 16GM memory) using the Julia programming language. Let us emphasize that scale invariant problems frequently appear in many important applications in statistics and machine learning. We select 3 important applications, KL-NMF, GMM and ICA. A description of the data sets is provided in Supplementary Material. All of them are standard sets used in prior works on these 3 problems.
KL-NMF:
The KL-divergence NMF (KL-NMF) subproblem can be solved via SCI-PI (see Supplementary Material A.1). Our focus is to compare this algorithm with other famous alternating minimization algorithms listed below, updating H and W alternatively. To lighten the notation, let , and (·) 2 denote element-wise product, division and square, respectively. We let z = V (W h) and 1 n denote a vector of ones.
• Projected gradient descent (PGD): It iterates h new ← h − η W T (z − 1 n ) followed by projection onto the simplex, where η ∝ h is an appropriate learning rate [14] .
• Multiplicative update (MU): A famous multiplicative update algorithm is originally suggested by [12] , which iterates h new ← h (W T z) (W T 1 n ) and is learning rate free.
• Our method (SCI-PI): It iterates h new ← h (σ + W T z) 2 and rescales h, where σ is a shift parameter. We simply use σ = 1 for preconditioning.
• Sequential quadratic programming (MIXSQP): Solving each subproblem via a convex solver mixsqp [11] . This algorithm performs sequential non-negative least squares.
To study the convergence rate for KL-NMF subproblems, we use four simulated data sets exhibited in [11] . We study MU, PGD and SCI-PI since they have the same order of computational complexity per iteration, but omit MIXSQP since it is a second-order method which cannot be directly compared. For PGD, the learning rate is optimized by grid search. The stopping criterion is iterations, respectively. The result is shown in Figure 2 1 . It shows that SCI-PI outperforms the other 2 for all simulated data sets. Also, all methods seems to exhibit linear convergence.
Next, we test the 4 algorithms on 4 real-world data sets for 3 different purposes: 287 waving tree (WT) images for image reconstruction, two bag-of-words data sets from the KOS blog and NIPS full papers for topic modeling, and a Wikipedia (WIKI) vote network for graph clustering. We estimate k = 20 factors. At each iteration, all 4 algorithms solve m subproblems simultaneously.
The result is summarized in Figure 3 2 . The convergence plots are based on the average relative errors over 10 repeated runs with random initializations. The result shows that SCI-PI is an overall winner, showing faster convergence rates. The stopping criterion is the same as above. To assess overall performance when initialized differently, we select KOS and WIKI and run MU, PGD, SCI-PI, and MIXSQP 10 times 1 . The 3 algorithms except MIXSQP have (approximately) the same computational cost per iteration, take runtime of 391, 396, 408 seconds for KOS data and 372, 390, 418 seconds for WIKI data, respectively for 200 iterations. MIXSQP has a larger per iteration cost. After 400 seconds, SCI-PI achieves lowest objective values in all cases but one for each data set (38 out of 40 in total). Thus it clearly outperforms other methods and also achieves the lowest variance. Unlike the other 3 algorithms, SCI-PI is not an ascent algorithm but an eigenvalue-based fixed-point algorithm. We observe that sometimes SCI-PI converges to a better solution due to this fact. Admittedly, this can be potentially dangerous but for the KL-NMF problem its performance turns out to be stable. GMM: GMM fits a mixture of Gaussian distributions to the underlying data. Let
where i is the sample index and k the cluster index and let π be the actual mixture proportion vector. GMM fits into our restricted scale invariant setting (Sec. 4.3) with reparametrization, but the gradient update for µ k , Σ k is replaced by the exact coordinate ascent step. The EM and SCI-PI updates for π can be written respectively as
We compare SCI-PI and EM for different real-world data sets. All the algorithms initialize from the same standard Gaussian random variable, repeatedly for 10 times. The result is summarized in the left panel in Figure 4 . The stopping criterion is x k+1 − x k < 10 −8 . In some cases, SCI-PI achieves much larger objective values even if initialized the same. In many cases the 2 algorithms exhibit the same performance. This is because estimation of µ k 's and Σ k 's are usually harder than estimation of π, and EM and SCI-PI have the same updates for µ and Σ. For a few cases EM outperforms SCI-PI. Let us mention that SCI-PI and EM have the same order of computational complexity and require 591 and 590 seconds of total computation time, respectively.
ICA:
We implement SCI-PI on the Kurtosis-based ICA problem [6] and compare it with the benchmark algorithm FastICA [5] , which is the most popular algorithm. Given a pre-processed 3 data matrix W ∈ R n×d , we seek to maximize an approximated negative entropy
subject to x ∈ ∂B d , for maximizing Kurtosis-based non-Gaussianity [7] . This problem fits into the sum of scale invariant setting (Sec. 4.1). SCI-PI iterates
2 )x k , both followed by normalization. We compare SCI-PI and FastICA for different real-world data sets. The majority of data points (81 out of 100 in total) show that SCI-PI tends to find a better solution with a larger objective value, but in a few cases SCI-PI converges to a sub-optimal point. Both algorithms are fixed-point based and thus have no guarantee of global convergence but overall SCI-PI outperforms FastICA. SCI-PI and FastICA have the same order of computational complexity and require 11 and 12 seconds of total computation time, respectively.
Final Remarks
In this paper, we propose a new class of optimization problems called the scale invariant problems, together with a generic solver SCI-PI, which is indeed an eigenvalue-based fixed-point iteration. We showed that SCI-PI directly generalizes power iteration and enjoys similar properties, for instance, that SCI-PI has local linear convergence under mild conditions and its convergence rate is determined by eigenvalues of the Hessian matrix at a solution. Also, we extend scale invariant problems to problems with more general settings. Although scale invariance is a rather restrictive assumption, we show by experiments that SCI-PI can be a competitive option for numerous important problems such as KL-NMF, GMM and ICA. Finding more examples and extending SCI-PI further to a more general setting is a promising direction for future studies.
A Supplementary Material
A.1 Examples
We introduce two immediate applications, L p -norm kernel PCA and the mixture model, which have been intensively studied over the past few decades in the field of statistics and machine learning.
which satisfies property (2) with u(c) = |c| p . The example includes the standard L 2 -norm PCA.
Example A.2 (Estimation of Mixture Proportions). Given a design matrix L ∈ R n×d satisfying L jk ≥ 0, the problem of estimating mixture proportions seeks to find a vector π of mixture proportions on the probability simplex
We reformulate the problem by reparametrizing x j by π 2 k and obtain
which now satisfies property (3) with v(c) = 2 log |c|.
The reformulation idea in Example A.2 implies that any simplex-constrained problem with scale invariant f can be reformulated to a scale invariant problem. Example A.2 has a direct application to general mixture models, including the GMM [1] . The same optimization problem also appears in the Kullback-Leibler (KL) divergence NMF problem. In what follows, we show that the KL divergence NMF subproblem is indeed a scale invariant problem.
Example A.3 (KL-NMF).
The KL-NMF problem [4, 12, 22] is defined as
Many popular algorithms for KL-NMF are based on alternate minimization of W and H. We consider a subproblem given W ≥ 0 and j ∈ {1, · · · , m}:
where we let v i = V ij and h k = H kj , as the objective is decomposed into m separate subproblems. Problem (13) can be reformulated to a scale invariant problem as follows.
Lemma A.4. The KL-NMF subproblem (13) is equivalent to the following scale invariant problem:
with the relationship For KL divergence nonnegative matrix factorization (Section 5), we used 4 public real data sets available online 4 . Waving Trees (WT) has 287 images, each having 160 × 120 pixels. KOS and NIPS are sparse, large matrices implemented for topic modeling. WIKI is a large binary matrix having values 0 or 1 representing the adjacency matrix of a directed graph. For GMM (Section 5), we used 10 public real data sets. We used all small/moderate data sets provided by the mlbench package in R. We select data sets for multi-class classification problems and run EM and SCI-PI for given number of classes without class labels. The sample size varies from 101 to 990, the dimension varies from 2 to 60, and the number of classes varies from 2 to 51. If missing data exists, we simply replace it by 0 since our main focus is to solve the optimization problem better. For ICA, we used 9 public data sets from the UCI Machine Learning repository 5 . The sample size varies from 178 to 58,000 and the dimension varies from 9 to 37.
A.2 Description of Data Sets
A.3 More on Nonnegative Matrix Factorization
We first draw averaged convergence plots for the 4 real world data sets in Figure ? ?. For the WT data set, MIXSQP exhibits a best convergence. Also, the convergence of SCI-PI is much faster than those of MU and PGD. For the other 3 data sets, MIXSQP sometimes converges to suboptimal points. Also, SCI-PI exhibits fastest convergence.
Next, we design a simple simulation study to evaluate the performance of block SCI-PI on KL-NMF problems. To this end, we sample a data matrix V independently from a single "zero-inflated" Poisson distribution (ZIP):
where π 0 is the proportion of zero inflation and l is the mean parameter of the Poisson distribution. Although this data generating distribution does not always reflect empirical distributions of realworld data sets, our focus here is to understand the behavior of SCI-PI compared to the other two methods, MU and PGD. Let n and m be the row and column lengths of V ∈ R n×m + , K be the number of non-negative factors and s be the number of zero entries in V . We set n = 500, m = 300, K = 10, π 0 = 0 and l = 1 as a default and change some parameters to understand how the algorithms work for different settings. Figure 5 summarizes the result. We conclude that SCI-PI tends to perform better in comparison to MU and PGD when V is denser ((1,1) vs. Figure 5 ) and when V is more uniformly distributed ((1,1) vs (1,2) and (1,1) vs (2,1) in Figure 5 ).
A.4 Proofs of Results in Section 2
Proof of Proposition 2.2. We first consider the multiplicative scale invariant case. Let x be a point such that f (x) = 0. Then, we have
for all r, s ∈ R. Letting g(r) = ln(u(e r )), we have g(r + s) = ln(u(e r+s )) = ln(u(e r e s )) = ln(u(e r )u(e s )) = ln(u(e r )) + ln(u(e s )) = g(r) + g(s), implying that g satisfies the Cauchy functional equation. Since f is continuous, so is u and thus g. Therefore, by [18] , we have
for all r ≥ 0. From the definition of g and (16), we have u(e r ) = e g(r) = (e r ) g (1) .
Representing r > 0 as r = e ln(r) and using (17), we obtain u(r) = u e ln(r) = r g(1) = r ln(u(e)) = r p .
If p = ln(u(e)) < 0, then since f (x) = 0, we have
contradicting the fact that f is continuous at 0. If p = 0, we get u(r) = 1, which contradicts u(0) = 0. Therefore, we must have p > 0. From u being an even function, we finally have
Consider now the additive scale invariant case. For any x ∈ dom(f ), we have
for all r, s ∈ R. Letting g(r) = v(e r ), we have g(r + s) = v(e r+s ) = v(e r e s ) = v(e r ) + v(e s ) = g(r) + g(s).
Since g is continuous and satisfies the Cauchy functional equation, we have g(r) = rg (1) for all r ≥ 0. For r > 0, letting r = e ln(r) , we have v(r) = v(e ln(r) ) = g(ln(r)) = g(1)ln(r) = v(e)ln(r) = log a (r)
where a = e 1 v(e) satisfying 0 < a, a = 1. From the fact that v is an even function, we finally have v(r) = log a |r| for r ∈ R \ {0}.
Proof of Proposition 2.3. Without loss of generality, we can represent a scale-invariant function f as
since we can restore a multiplicatively or additively scale-invariant function by setting v(c) = 0 or u(c) = 1, respectively. By differentiating (18) with respect to x, we have
On the other hand, by differentiating (18) with respect to c, we have
By differentiating (19) with respect to x, we obtain
Plugging c = 1 into (19) and (20) completes the proof.
Proof of Proposition 2.4. Consider the Lagrangian function
and a stationary point (λ * , x * ) satisfying
If f is multiplicative scale invariant with the degree of p, by Proposition 2.3, we have
Also, by Proposition 2.3, if f is additive scale invariant f , we have
Therefore, in both cases, a stationary point x * is an eigenvector of ∇ 2 f (x * ). Next, suppose that λ * is greater than the remaining eigenvalues of ∇ 2 f (x * ). Since we have
for any d satisfying d T x * = 0, the second-order sufficient condition is satisfied. Therefore, x * is a local maximum.
Proof of Proposition 2.5. First, we consider the case where an objective function f is multiplicative scale invariant with a multiplicative factor u(c) = |c| p where p > 0. Let w * be an optimal solution to (6) . From f (0) = 0 and f (w * ) = 1, we have w * = 0, leading to
Suppose an optimal solution to (1) is y with
Since f (ŷ) = f (w * ) = 1, we have
From (21) and (22), we have ŷ < w * , contradicting that w * is an optimal solution to (6). On the other hand, let x * be an optimal solution to (1) with f (x * ) > 0. Suppose that an optimal solution to (6) is z with
we have
Since ẑ = x * = 1, we have
From (23) and (24), we have
due to p > 0, contradicting the assumption that x * is an optimal solution to (1). Next, let f be an additively scale invariant function with an additive factor v(c) = log a |c| where a > 1. In the same way as above, let w * be an optimal solution to (6) and suppose that an optimal solution of (1) is y with
From (25) and (26), we have ŷ < w * due to a > 1, contradicting the fact that w * is an optimal solution to (6). On the other hand, let x * be an optimal solution to (1) and suppose that an optimal solution to (6) is z with
From (27) and (28), we have
due to a > 1, contradicting the assumption that x * is an optimal solution to (1).
Proof of Lemma A.4. Since a log-linear function is concave, (13) is a convex problem in h. Consider the Lagrangian of the original problem
where λ ≥ 0. By the first-order KKT conditions, we must have
at an optimal solution (h
We can show that
is equivalent to the original subproblem (13), due to the following. 1. It always satisfies f * SCI ≥ f * KL since (32) has an additional constraint i v i = i,k W ik h k compared to (13) .
2. A solution h * of (13) is a feasible point of (32) 
A.5 Proofs of Quasi-Convexity Results
Proof of Proposition 3.1. If f (x k+1 ) < f (x k ), by the first-order condition of differentiable quasiconvex functions, we should have
However, since f (
is not a scalar multiple of x k , leading to
This contradicts (33). Therefore, we should have f (x k+1 ) ≥ f (x k ).
A.6 Proofs of Theorem 3.2 and Theorem 4.1
On several occasions, we use if x ∈ ∂B d , y ∈ ∂B d , then
Note that if x T y ≥ 0, then
By Cauchy-Schwarz, we also have
Lemma A.5. Let {v 1 , . . . , v d } be an orthogonal basis in R d and {x k } k=0,1,··· be the sequence of iterates generated by SCI-PI. If for every x ∈ ∂B d we have
then there exists some δ > 0 such that under the initial condition 1 − x T 0 x * < δ, we have
Proof. By (34) for every x ∈ ∂B d , we have
Using
we can further represent (35) as
From (34), there exists some
Also, by (36), for anyγ > 0 satisfying
there exists some constant
We next argue that if 1 − x T k x * < δ, then we have
and the update rule of SCI-PI, we obtain
Also, from the update rule of SCI-PI and the fact that {v 1 , . . . ,
} in (38) for iteration k, we have
which from (37) leads to
Next, using mathematical induction, we show that if
for all k ≥ 0. By (44), we have 1 − x T 0 x * < δ, which shows the base case.
Suppose that 1 − x T k x * < δ holds. Then, we have (42). Also, from δ < 1, we have x
This completes the induction proof. Since (45) holds for all k ≥ 0, we can repeatedly apply (42) to obtain
From (46), we obtain (x
we have x k → x * , and thus lim k→∞ γ k = 0 by (38). With (46), this gives the desired result.
Lemma A.6. Let {v 1 , . . . , v d } be an orthogonal basis in R d . If x * = v 1 and a sequence of iterates {x k } k=0,1,··· generated by SCI-PI satisfies
where A > 0 and B, C, D, E, F are non-negative real numbers such that B + C > 0 and
Proof. We first show that if 1 − x T k x * < δ, then we have
for all k ≥ 0 where
T k x * < 1, using the update rule of SCI-PI, (47), 
By (52), we have
Therefore, by plugging (47) and (48) into (53) and using that x T k x * > 0, we have
In the above, we use the fact that √ 1 + x ≤ 1 + √ x for x ≥ 0 to derive the second inequality. Moreover, from
then we have
for all k ≥ 0. By (55), we have 1 − x T 0 x * < δ, which proves the base case. Suppose that we have 1 − x T k x * < δ. Then, we have (50). Also, from δ < 1, we have x
This completes the induction proof. Since (56) holds for all k ≥ 0, by repeatedly applying (50), we obtain
Since
2 is monotone decreasing, and so is 1 − x T k x * by non-negativity. Since γ k is a monotone increasing function of 1 − x T k x * , we have γ k+1 ≤ γ k for all k ≥ 0, resulting in
* , and thus lim k→∞ γ k = 0 due to (51). With (57), this gives the desired result. T v i at x * , we have
From ∇f (x * ) = λ * x * and x * = v 1 , we have
From (58), this results in
From x ∈ ∂B d , x * = v 1 , and the fact that {v 1 , . . . , v d } forms an orthogonal basis in R d , we have
Also, by the Cauchy Schwartz inequality, we have
Therefore, we obtain from (63) that
By (60), (64), and Lemma A.5, we obtain the first part of the desired result. Next, we consider the case where ∇ i f has a continuous Hessian H i . From ∇ i f (x) being twice continuously differentiable in B ∞ , we have
In the above, x * s and x k,s denote the s th coordinates of x * and x k , respectively. For each 1 ≤ i ≤ d, we have
we obtain
From (65), (66) and that x * = v 1 , we have
using (68) and the Cauchy-Schwartz inequality, we obtain
Using (67), (69), and Lemma A.6 with
we obtain the desired result.
By (71), (75), and Lemma A.5, we obtain the first part of the desired result. Next, we assume that ∇ i f has a continuous Hessian H i . By the Taylor theorem, we have
. Using the triangle and Cauchy-Schwartz inequalities and
First, we consider the case when det(M − λI) = 0 has a double root. We obtain the condition for a double root as
Since b > 0 and c > 0, this implies
Therefore, M = aI and ρ = a. From M k = a k I, we have
Next, we consider the case when M has two distinct eigenvalues λ 1 and λ 2 . Since a + d > 0, we have λ 1 + λ 2 > 0. Without loss of generality, assume λ 1 > λ 2 . Then, ρ = λ 1 . Let v 1 and v 2 be corresponding eigenvectors of λ 1 and λ 2 , respectively. Since v 1 and v 2 are linearly independent we can represent each column of M as a linear combination of v 1 and v 2 as
By repeatedly multiplying M , we obtain we have M k − ρ = ρ − ρ = 0, we obtain the desired result.
Proof of Theorem 4.2. From Lemma A.7 with w = x k , z = y k , we have
we obtain we have 
Usinḡ θ y (x k , y k ) = θ y (x k , y k ) +
we can write (105) as
Combining (104) and (106), we obtain Since ν 2 < µ(λ * − λ 2 ), the spectral radius ρ of M satisfies
The rest of the proof is the same as the steps taken in the proof of Theorem 4.2.
