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Hessian-based response surface approximations for
uncertainty quantification in large-scale statistical
inverse problems, with applications to groundwater flow
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Supervisor: Omar Ghattas
Subsurface flow phenomena characterize many important societal issues
in energy and the environment. A key feature of these problems is that subsur-
face properties are uncertain, due to the sparsity of direct observations of the
subsurface. The Bayesian formulation of this inverse problem provides a sys-
tematic framework for inferring uncertainty in the properties given uncertain-
ties in the data, the forward model, and prior knowledge of the properties. We
address the problem: given noisy measurements of the head, the pdf describing
the noise, prior information in the form of a pdf of the hydraulic conductivity,
and a groundwater flow model relating the head to the hydraulic conductivity,
find the posterior probability density function (pdf) of the parameters describ-
ing the hydraulic conductivity field. Unfortunately, conventional sampling of
this pdf to compute statistical moments is intractable for problems governed
by large-scale forward models and high-dimensional parameter spaces.
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We construct a Gaussian process surrogate of the posterior pdf based
on Bayesian interpolation between a set of “training” points. We employ a
greedy algorithm to find the training points by solving a sequence of optimiza-
tion problems where each new training point is placed at the maximizer of the
error in the approximation. Scalable Newton optimization methods solve this
“optimal” training point problem. We tailor the Gaussian process surrogate to
the curvature of the underlying posterior pdf according to the Hessian of the
log posterior at a subset of training points, made computationally tractable by
a low-rank approximation of the data misfit Hessian. A Gaussian mixture ap-
proximation of the posterior is extracted from the Gaussian process surrogate,
and used as a proposal in a Markov chain Monte Carlo method for sampling
both the surrogate as well as the true posterior. The Gaussian process surro-
gate is used as a first stage approximation in a two-stage delayed acceptance
MCMC method.
We provide evidence for the viability of the low-rank approximation
of the Hessian through numerical experiments on a large scale atmospheric
contaminant transport problem and analysis of an infinite dimensional model
problem. We provide similar results for our groundwater problem. We then
present results from the proposed MCMC algorithms.
vii
Table of Contents
Acknowledgments v
Abstract vi
List of Tables xi
List of Figures xii
Chapter 1. Introduction 1
Chapter 2. Uncertainty quantification for nonlinear inverse prob-
lems 9
2.1 General Bayesian Formulation . . . . . . . . . . . . . . . . . . 10
2.2 Approximation of pipost(x) . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Adaptive sampling algorithm . . . . . . . . . . . . . . . 14
2.2.2 Bayesian interpolation . . . . . . . . . . . . . . . . . . . 16
2.2.3 Greedy step initialization . . . . . . . . . . . . . . . . . 20
2.2.4 Gaussian mixture approximation . . . . . . . . . . . . . 22
2.3 Three MCMC algorithms employing Hessian-based response sur-
faces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Chapter 3. Application to groundwater flow 26
3.1 Problem description . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Derivation of reduced Hessian . . . . . . . . . . . . . . . . . . 30
3.2.1 Derivation of the reduced gradient . . . . . . . . . . . . 32
3.2.1.1 Derivation and discretization of the state equation 33
3.2.1.2 Derivation and discretization of the adjoint equa-
tion . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1.3 Derivation of the reduced gradient . . . . . . . 38
3.2.2 Derivation of the reduced Hessian . . . . . . . . . . . . 38
viii
3.2.2.1 Incremental state equation . . . . . . . . . . . . 39
3.2.2.2 Incremental adjoint equation . . . . . . . . . . . 41
3.2.2.3 Derivation of the reduced Hessian . . . . . . . . 43
3.3 Two parameter example . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Approximation of pipost(x) . . . . . . . . . . . . . . . . . 45
Chapter 4. Low-rank approximation of the Hessian 60
4.1 Theory: Approximation of the Hessian matrix . . . . . . . . . 63
4.2 Local approximation of an inverse problem . . . . . . . . . . . 67
4.2.1 Low rank approximation of the posterior covariance . . 68
4.3 Analysis of steady state groundwater flow inverse problem . . . 70
4.3.1 Analysis of a model inverse problem, 1D . . . . . . . . 71
4.3.2 Numerical experiments . . . . . . . . . . . . . . . . . . 82
Chapter 5. A 3D convection-diffusion inverse problem 91
5.1 Problem description . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Analysis of a model 1D convection-diffusion inverse problem . 96
5.3 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . 101
5.3.1 Properties of the spectrum of H˜misfit . . . . . . . . . . . 102
5.3.2 Dependence of spectrum of H˜misfit on physical and ex-
perimental parameters . . . . . . . . . . . . . . . . . . . 104
5.3.3 Dependence of the spectrum of H˜misfit on mesh size and
resulting scalability of the low-rank algorithm . . . . . . 109
5.4 Spectrum of the posterior covariance . . . . . . . . . . . . . . 112
5.5 Interpretation of the posterior variance . . . . . . . . . . . . . 115
5.6 Effect of low-rank approximation of H˜misfit on accuracy of vari-
ance approximation . . . . . . . . . . . . . . . . . . . . . . . . 118
Chapter 6. A 2D groundwater inverse problem 121
6.1 Inverse problem to describe the log transmissivity as character-
ized by 121 parameters . . . . . . . . . . . . . . . . . . . . . . 121
6.1.1 Properties of the posterior pdf . . . . . . . . . . . . . . 122
6.1.2 Metropolis-Hastings sampling of the posterior pdf with
the Gaussian mixture proposal . . . . . . . . . . . . . . 127
ix
6.1.3 Metropolis-Hastings sampling of the GPRS with the Gaus-
sian mixture proposal . . . . . . . . . . . . . . . . . . . 132
6.1.4 Two-stage delayed acceptance algorithm . . . . . . . . . 136
6.1.5 Cost comparison of the three MCMC algorithms . . . . 141
Chapter 7. Conclusions 144
Bibliography 148
Vita 158
x
List of Tables
4.1 Cost of common computations using Γpost once eigenvectors of
H˜misfit, the prior-preconditioned Hessian of the data misfit, have
been computed, where n is the dimension of x, r is the dimen-
sion of the low-rank approximation of H˜misfit, and γ is the cost
of multiplying Γ
1/2
prior by a vector. The last column corresponds
to the case of an i.i.d. prior. . . . . . . . . . . . . . . . . . . . 70
4.2 Observations of the piezometric head plus noise. Noise gener-
ated from an iid normal distribution with mean 0 and standard
deviation 0.4420484, so that the variance α of noise distribu-
tion is set to 1% noise as calculated through the expression
0.01
√∑9
j=1 h(xj)
2/9. . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Influence of number of sensors on the work (in terms of Hessian-
vector products) necessary to compute a low-rank approxima-
tion of H˜misfit for an eigenvalue cutoff of λ > 0.1. Problem has
1,442,897 initial concentration parameters, diffusion coefficient
k = 0.05, βnoise/βprior = 100, and final time T = 8. . . . . . . . 107
6.1 Integrated autocorrelation time computed based on the value of
the sample at the three points listed in the table. Algorithm 1:
sampling the posterior pdf with the Gaussian mixture. Algo-
rithm 2: sampling the Gaussian process response surface with
the Gaussian mixture. Algorithm 3: the two-stage delayed ac-
ceptance algorithm. . . . . . . . . . . . . . . . . . . . . . . . 141
6.2 Cost in PDE solves of the algorithms, based on the maximum
of the integrated autocorrelation times in Table 6.1. Algorithm
1: sampling the posterior pdf with the Gaussian mixture. Algo-
rithm 2: sampling the Gaussian process response surface with
the Gaussian mixture. Algorithm 3: the two-stage delayed ac-
ceptance algorithm. The estimated cost was reduced by the
rate of first-stage rejections (which do not require a PDE solve)
given in Figure 6.18(a). . . . . . . . . . . . . . . . . . . . . . . 142
xi
List of Figures
3.1 Synthetic data for example problem given in Equation 3.4: (a)
head, with four observations (x, yobs) = (0.1, 3.908), (0.2, 5.290),
(0.8, 6.070), (0.9, 6.031). (b) log hydraulic conductivity γ = 5x. 45
3.2 Likelihood for sensor observations at (a) x = 0.1, 0.15, 0.2, 0.25
(b) x = 0.1, 0.2, 0.8, 0.9 (c) x = 0.75, 0.8, 0.85, 0.9. (d) Prior
pdf with covariance parameters β0,prior = 0.1 and β1,prior = 0.005 46
3.3 (a) Posterior pdf. (b) non-negative Gaussian process response
surface after 30 greedy iterations. (c) Gaussian mixture after
30 greedy iterations. . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Colormap on a scale from -1 to 1, with red corresponding to
positive values and blue corresponding to negative values. (a)
Gaussian at the MAP point (after 1 greedy iteration). (b)
GPRS after 1 greedy iteration. (c) Gaussian mixture after 2
greedy iterations. (d) GPRS after 2 greedy iterations. . . . . . 50
3.5 Colormap on a scale from -1 to 1, with red corresponding to
positive values and blue corresponding to negative values. (a)
Gaussian mixture after 3 greedy iterations. (b) GPRS after 3
greedy iterations. (c) Gaussian mixture after 4 greedy itera-
tions. (d) GPRS after 4 greedy iterations. . . . . . . . . . . . 51
3.6 Colormap on a scale from -1 to 1, with red corresponding to
positive values and blue corresponding to negative values. (a)
Gaussian mixture after 5 greedy iterations. (b) GPRS after 5
greedy iterations. (c) Gaussian mixture after 6 greedy itera-
tions. (d) GPRS after 6 greedy iterations. . . . . . . . . . . . 52
3.7 (a) Posterior pdf. (b) Gaussian process response surface after 10
greedy iterations. (c) Gaussian process response surface after 20
greedy iterations. (d) Gaussian process response surface after
30 greedy iterations. . . . . . . . . . . . . . . . . . . . . . . . 53
3.8 (a) GPRS restricted to non-negative values, computed through
10 greedy iterations. (b) Gaussian mixture after 10 greedy iter-
ations. (c) GPRS after 20 greedy iterations, restricted to non-
negative values. (d) Gaussian mixture after 20 greedy iterations 55
xii
3.9 In blue, samples drawn from the Gaussian mixture. In red,
points accepted during Metropolis-Hastings sampling of the pos-
terior pdf with the Gaussian mixture as a proposal after (a) 1
greedy iteration, (b) 2 greedy iterations, (c) 6 greedy iterations,
(d) 15 greedy iterations. . . . . . . . . . . . . . . . . . . . . . 57
3.10 (a) The Gaussian process response surface after 6 greedy it-
erations. (b) Chain from Metropolis-Hastings sampling of the
posterior pdf with the Gaussian mixture proposal after 6 greedy
iterations. (c) Chain from the two-stage delayed acceptance al-
gorithm after 6 greedy iterations. (d) Chain from Metropolis-
Hastings sampling of the GPRS as a surrogate for the posterior
pdf, with the Gaussian mixture proposal, after 6 greedy itera-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.11 (a) The Gaussian process response surface after 30 greedy it-
erations. (b) Chain from Metropolis-Hastings sampling of the
posterior pdf with the Gaussian mixture proposal after 6 greedy
iterations. (c) Chain from the two-stage delayed acceptance al-
gorithm after 30 greedy iterations. (d) Chain from Metropolis-
Hastings sampling of the GPRS as a surrogate for the posterior
pdf, with the Gaussian mixture proposal, after 30 greedy itera-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1 Four eigenfunctions of the Hessian at γ = γ0 for the full ob-
servation operator and the pointwise observation operator with
6 evenly spaced points. See equations 4.13 and 4.14 for the
expressions. Note that the eigenfunctions associated with the
pointwise observation operator are piecewise constant interpola-
tions of the eigenfunctions associated with the full observation
operator. (a) 1st eigenfunctions. (b) 2nd eigenfunctions. (c)
5th eigenfunctions. (d) 6th eigenfunctions. . . . . . . . . . . 74
4.2 Plots of the incremental state solution for the full observation
operator and the 4 point observation operator. (a) m = 1. (b)
m = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 The third eigenfunctions of the Hessian at γ = γ0 for the full
observation operator and the pointwise observation operator.
See equations 4.14 and 4.14 for the expressions. (a) 3 points.
(b) 4 points. (c) 7 points. (d) 9 points. . . . . . . . . . . . . 78
4.4 Spectrum of the Hessian at γ = γ0 for the full observation
operator and the pointwise observation operator. See equations
4.13 and 4.14 for the expressions. (a) 6 points. (b) 500 points. 79
xiii
4.5 Plots show comparisons between the continuous observation op-
erator and the 500 point observation operator. (a) Dependence
of the number of retained eigenvalues r on a given cutoff λ > α.
(b) Estimate of upper bound on the squared Frobenius error
in the low-rank approximation based on the choice of a cut-
off value α. (c) Relationship between the number of retained
eigenvalues r and the upper bound on the error in the low rank
approximation. . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.6 (a) The “ground truth” log transmissivity: synthetic field gen-
erated as a sample of a Gaussian process with mean µ = 3 and
Ma´tern covariance from Eqn 4.15 with parameters θ = 1, ν = 1,
and σ = 1. (b) Piezometric head for the field in (a). The black
circles mark observation points. See Table 4.2 for observation
values for an example with 121 degrees of freedom. . . . . . . 84
4.7 (a) Values of the (non-normalized) posterior pdf at the points
found in the optimization stage of the greedy algorithm for fifty
iterations. Solid squares mark the shape points, at which we
form a low-rank approximation to the Hessian. (b) Positive
eigenvalues of the prior-preconditioned Hessian of the data mis-
fit at the shape points. Note the lowest, “Shape point 0” is the
MAP point, and the highest, “Shape point 27” had an unusually
small value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.8 (a) Spectrum at the MAP point and an additional shape point
from the 441 parameter version of the problem. (b) Comparison
of the spectrum of the prior-preconditioned Hessian of the data
misfit at the MAP point for 121 parameters vs 441 parameters. 87
4.9 First through fourth eigenvectors of the Hessian of the data
misfit at the MAP point, ordered by the magnitude of the as-
sociated eigenvalues of prior-preconditioned Hessian of the data
misfit. Eigenvalues (a) 1,500,422 (b) 42,576.25 (c) 24,075.56 (d)
7,309.192. Streamlines of the flow are marked in white. Black
circles mark observation points. . . . . . . . . . . . . . . . . . 88
4.10 Fifth through eighth eigenvectors of the Hessian of the data
misfit at the MAP point, as ordered by the magnitude of the as-
sociated eigenvalues of prior-preconditioned Hessian of the data
misfit. Eigenvalues (a) 5,164.517 (b) 2,260.133 (c) 623.9096 (d)
328.8667. Streamlines of the flow are marked in white. Black
circles mark observation points. . . . . . . . . . . . . . . . . . 89
4.11 Ninth eigenvector of the Hessian of the data misfit at the MAP
point, as ordered by the magnitude of the associated eigenvalues
of prior-preconditioned Hessian of the data misfit. The associ-
ated eigenvalue 230.6024. Streamlines of the flow are marked in
white. Black circles mark observation points. . . . . . . . . . 90
xiv
5.1 Time evolution of an atmospheric contaminant (deep blue) as it
is transported through a model city composed of 10 buildings.
The arrows represent wind velocity, and their size and color rep-
resent velocity magnitude. The mesh contains 112× 112× 112
hexahedra, each of which is further subdivided into 6 tetrahe-
dral elements. The velocity field was generated by solving the
steady Navier-Stokes equations with a parabolic velocity inflow
(from 0 to a maximum velocity of vmax = 1), no-normal flow
on the sides and top, traction-free outflow, and no-slip on the
buildings and bottom. Additional parameters include density
ρ = 1 and viscosity µ = 1. The maximum velocity within the
domain for the chosen parameters is 2.78. Contaminant bound-
ary conditions are zero concentration on the inflow, ground, and
buildings; and zero flux on the sides, outflow and top. The im-
ages depict snapshots of the contaminant concentration as well
as flow field at the following times: (a) T = 0. (b) T = 4. (c)
T = 8. (d) T = 12. . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Spectrum of H˜misfit for the final time observation case with final
time T = 6, diffusion coefficient k = 0.5, βnoise/βprior = 100, and
a 64× 64× 64 mesh. Largest 3500 (out of 274,625) eigenvalues
of H˜misfit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 (a) Spectrum of H˜misfit for a sparse sensor observation case
with 51 sensors, final time T = 8, diffusion coefficient k = 0.05,
βnoise/βprior = 100, and a 64×64×64 mesh. Largest 1800 (out of
274,625) eigenvalues of H˜misfit.are shown. (b)–(e) Isocontours
of select eigenvectors of H˜misfit. Eigenvectors 51, 119, 185, and
359 are shown in (b), (c), (d), and (e), respectively. Red dots
mark the locations of the sensors. . . . . . . . . . . . . . . . . 105
5.4 Dependence of spectrum of H˜misfit on sensor density and diffu-
sion coefficient for the sparse observations case with final time
T = 8, βnoise/βprior = 100, and 274,625 initial concentration
parameters. (a) Dependence of spectrum on the number of
sensors, for diffusion coefficient k = 0.05. (b) Dependence of
spectrum on the diffusion coefficient, for a problem with 114
sensors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.5 Effects of changing the final time T on the spectrum of H˜misfit
for the two sensor observation scenarios, for a problem with
k = 0.05, βnoise/βprior = 100, and 274,625 parameters. (a)
Sparse sensor observation case (with 27 sensors). (b) Final time
observation case. . . . . . . . . . . . . . . . . . . . . . . . . . 109
xv
5.6 Dependence of the spectrum of H˜misfit on mesh refinement for a
final time observation case with T = 6, βnoise/βprior = 100, and
diffusion coefficient k = 0.05. (a) Eigenvalues of H˜misfit such
that λ > 0.1 for different mesh resolution. (b) Log-linear plot
of eigenvalues of H˜misfit such that λ > 0.1 for different mesh
resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.7 Work required to estimate dominant spectrum of H˜misfit as a
function of mesh size/number of parameters, for a final time ob-
servation case with T = 6, βnoise/βprior = 100, and diffusion co-
efficient k = 0.05. (a) Number of eigenvalues of H˜misfit retained,
such that λ > 0.1. (b) Number of matrix-vector products (and
hence forward/adjoint PDE solves) required to compute eigen-
values of H˜misfit such that λ > 0.1. . . . . . . . . . . . . . . . 112
5.8 (a) Spectrum of the posterior covariance estimate for the final
time observation case with final time T = 6, diffusion coefficient
k = 0.5, βnoise/βprior = 100, and a 64 × 64 × 64 mesh. (a)
3500 (out of 274,625) eigenvalues of the approximation of the
posterior covariance Γpost corresponding to the largest 3500 (out
of 274,625) eigenvalues of H˜misfit. . . . . . . . . . . . . . . . . 116
5.9 The variance in the initial concentration of the contaminant,
for the sparse observation case of 51 sensors measuring to final
time T = 8 with diffusion coefficient k = 0.03 for a 64× 64× 64
mesh. The covariance approximation is based on an eigenvalue
cutoff of λ > 0.1, and required 513 eigenvalues out of 274,625,
computed at a cost of 650 forward/adjoint convection-diffusion
PDE solutions. We chose βprior = h
3/30 and βnoise = 100βprior.
(a) Cross-section of the variance field through the top row of
sensors, with arrows representing the velocity field. (b) Top
view, isocontours of the variance field superposed on streamlines
of the velocity field that are colored by magnitude. . . . . . . 118
xvi
5.10 Dependence of relative error in the approximated variance on
the number of eigenvalues retained in the approximation. Since
the dimension of H˜misfit is 274,625, computing the exact vari-
ance at each grid point, Varexacti , is prohibitive; instead, the
“exact” solution is defined using an aggressive eigenvalue cutoff
of λ > 10−5. The relative error is defined by
∑
i |Varexacti −
Varapproxi |/
∑
i |Varexacti |. (a) Relative error in the variance for
a sparse observation case with 27 sensors, final time T = 16,
βnoise/βprior = 100, and diffusion coefficient k = 0.05. The “ex-
act” variance retains 462 eigenpairs in the approximation of
H˜misfit. (b) Relative error in the variance for a final time ob-
servation case with final time T = 6 and diffusion coefficient
k = 0.05. The “exact” variance retains 3,240 eigenpairs. . . . . 119
5.11 The variance in the initial concentration of the contaminant,
based on three approximations to Γpost from different trunca-
tion cutoff values for a sparse observation case with 27 sensors,
final time T = 16, diffusion coefficient k = 0.05, and 274,625
parameters. (a) Cutoff λ > 5: 66 eigenvalues. (b) Cutoff λ > 1:
125 eigenvalues. (c) Cutoff λ > 0.1: 217 eigenvalues. . . . . . 120
6.1 (a) Traceplot of a chain generated through DRAM. The value of
the 40th degree of freedom (corresponding to the point (3.6, 1.8)
for the last 250,000 samples in a 1,000,000 sample chain start-
ing with the MAP point, given the inverse of the local Hessian
approximation as an estimate of the covariance. (b) Traceplot
of a 250,000 sample chain starting with the MAP point. The
chain was generated through Metropolis-Hastings sampling of
the posterior pdf with the Gaussian mixture proposal generated
by 75 greedy iterations. . . . . . . . . . . . . . . . . . . . . . . 123
6.2 (a) Synthetic log transmissivity field used to generate obser-
vations (see §4.3.2). (b) Solution of the deterministic inverse
problem: the MAP point (log transmissivity field). (c) Mean of
posterior pdf as calculated by Metropolis-Hastings sampling of
the posterior pdf with the Gaussian mixture proposal generated
by 75 greedy iterations. (d) Mean of posterior pdf minus the
MAP point. . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3 (a) Variance of the prior parameter pdf. (b) Approximate vari-
ance based on a local Gaussian approximation at the MAP
point. (c) Variance of posterior pdf as calculated by Metropolis-
Hastings sampling of the posterior pdf with the Gaussian mix-
ture proposal generated by 75 greedy iterations. Observation
points marked by black circles. . . . . . . . . . . . . . . . . . 126
xvii
6.4 Results calculated by Metropolis-Hastings sampling of the pos-
terior pdf with the Gaussian mixture proposal generated by 75
greedy iterations. (a) One standard deviation below the mean.
(b) Mean. (c) One standard deviation above the mean. . . . . 126
6.5 The prior parameter pdf describes the properties of the log
transmissivity field by a Gaussian with a constant mean 3.290624
(the average value of the synthetic log transmissivity field in
§4.3.2) and a prior covariance as described in Chapter 3 with
parameters 0.05 and 0.03. (a) Sample drawn from the prior
parameter pdf. (b) Head based on (a) and forward model. (c)
Sample drawn from the prior parameter pdf. (d) Head based
on (c) and forward model. Black circles mark observation points.128
6.6 A selection of samples of the posterior pdf, generated through
Metropolis-Hastings sampling of the posterior pdf with the Gaus-
sian mixture proposal generated by 75 greedy iterations. . . . 129
6.7 (a) Second shape point. (b) Cross-section of the posterior pdf,
GPRS, and Gaussian mixture after 25 greedy iterations, along
the line passing through the MAP point (the first shape point)
and the second shape point. (c) Third shape point. (d) Cross-
section of the posterior pdf, GPRS, and Gaussian mixture after
25 greedy iterations, along the line passing through the MAP
point (the first shape point) and the third shape point. . . . . 130
6.8 Traceplot based on the value of the sample at (3.6, 1.8) for the
chain from sampling the posterior pdf with the Gaussian mix-
ture proposal after 60 greedy iterations. . . . . . . . . . . . . 131
6.9 (a) Dependence of the acceptance rate on number of greedy it-
erations for Metropolis-Hastings sampling of the posterior pdf
with the Gaussian mixture proposal. (b) Plots of the MPSRF
versus length of chain for Gaussian mixtures built with differ-
ent numbers of greedy iterations. A value close to 1 suggests
convergence. . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.10 Comparison with mean and variance computed after 75 greedy
iterations: (a) Relative L2 error in the mean versus greedy it-
erations: ‖mi −m75‖L2/‖m75‖L2 . (b) Relative L2 error in the
variance versus greedy iterations: ‖vi − v75‖L2/‖v75‖L2 . . . . 133
6.11 Mean calculated through Metropolis-Hastings sampling of the
posterior pdf with the Gaussian mixture proposal generated by
(a) 15 greedy iterations. (b) 25 greedy iterations. (c) 35 greedy
iterations. (d) 50 greedy iterations. (e) 60 greedy iterations.
(f) 75 greedy iterations. . . . . . . . . . . . . . . . . . . . . . 134
xviii
6.12 Variance calculated through Metropolis-Hastings sampling of
the posterior pdf with the Gaussian mixture proposal generated
by (a) 15 greedy iterations (b) 25 greedy iterations (c) 35 greedy
iterations (d) 50 greedy iterations (e) 60 greedy iterations(f) 75
greedy iterations . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.13 Traceplot based on the value of the sample at (3.6, 1.8) for sam-
pling the GPRS with the Gaussian mixture proposal after 60
greedy iterations. . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.14 (a) Dependence of the acceptance rate on number of greedy it-
erations for Metropolis-Hastings sampling of the posterior pdf
with the Gaussian mixture proposal. (b) Plots of the MPSRF
versus length of chain for Gaussian mixtures built with differ-
ent numbers of greedy iterations. A value close to 1 suggests
convergence. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.15 Mean calculated through Metropolis-Hastings sampling of the
Gaussian process response surface with the Gaussian mixture
proposal generated by (a) 15 greedy iterations. (b) 25 greedy
iterations. (c) 35 greedy iterations. (d) 50 greedy iterations. (e)
60 greedy iterations. (f) Relative L2 error in the mean (sampling
the response surface versus sampling the posterior pdf) as a
function of greedy iterations: ‖mgprs−mposterior‖L2/‖mposterior‖L2 .137
6.16 Variance calculated through Metropolis-Hastings sampling of
the Gaussian process response surface with the Gaussian mix-
ture proposal generated by (a) 15 greedy iterations (b) 25 greedy
iterations (c) 35 greedy iterations (d) 50 greedy iterations (e)
60 greedy iterations (f) Relative L2 error in the mean (sam-
pling the response surface versus sampling the posterior pdf) as
a function of greedy iterations: ‖vgprs − vposterior‖L2/‖vposterior‖L2 . 138
6.17 Traceplot based on the value of the sample at (3.6, 1.8) for the
two-stage delayed acceptance algorithm after 60 greedy iterations.139
6.18 (a) Dependence of the acceptance rate on number of greedy
iterations for Metropolis-Hastings sampling of the posterior pdf
with the Gaussian mixture proposal. (b) Plots of the MPSRF
versus length of chain for different numbers of greedy iterations.
A value close to 1 suggests convergence. . . . . . . . . . . . . 140
6.19 (a) Relative L2 error in the mean (the two-stage algorithm
versus sampling the posterior pdf) as a function of greedy it-
erations: ‖mts − mposterior‖L2/‖vposterior‖L2 (b) Relative L2 er-
ror in the variance (the two-stage algorithm versus sampling
the posterior pdf) as a function of greedy iterations: ‖vts −
vposterior‖L2/‖vposterior‖L2 . . . . . . . . . . . . . . . . . . . . . . 140
xix
6.20 (a) Value of (non-normalized) posterior pdf at training points:
Black squares mark shape points (where we include Hessian
information) and white squares mark value points (b) Upfront
cost of building the Hessian-based response surface in terms of
PDE solves. . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
xx
Chapter 1
Introduction
Subsurface flow and transport phenomena characterize many important
societal issues in energy and the environment, such as groundwater contam-
ination, management of nuclear waste repositories, water resources manage-
ment, carbon sequestration, and enhanced oil recovery. A key feature of these
problems is that subsurface properties (such as permeability and porosity) are
uncertain, due to the sparsity of direct observations of the subsurface. Sub-
surface properties can be inferred from observations via solution of an inverse
problem governed by the forward equations of subsurface flow and transport.
There is a long history of the application of classical deterministic inverse
methods to solve such PDE-constrained inverse problems [48]. However, the
classical solution gives no indication of the confidence we have in the solution
of the inverse problem, i.e., it is incapable of quantifying uncertainties in the
subsurface properties inferred from noisy data and an imperfect model.
The Bayesian formulation of the statistical inverse problem, on the
other hand, provides a systematic framework for inferring uncertainty in the
properties given uncertainties in the data, the forward model, and prior knowl-
edge of the properties. In the Bayesian approach (see [38, 52]), the solution of
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the inverse problem is a probability density function (pdf) of parameters char-
acterizing the properties, the so-called posterior pdf. Unfortunately, sampling
this pdf (for example using Markov chain Monte Carlo (MCMC) methods)
to compute statistical moments such as mean, variance, etc., is essentially in-
tractable for statistical inverse problems governed by large-scale forward mod-
els (such as the PDEs of subsurface flow) and high-dimensional parameter
spaces (such as discretizations of permeability fields). Approaches to solving
nonlinear statistical inverse problems must deal with this issue. The goals of
this thesis are to develop methods that address the difficulty of sampling high-
dimensional expensive posterior pdf’s by exploiting problem structure, and
to apply these methods to inference of hydraulic conductivity in groundwater
flow problems.
One approach to overcoming the high cost of sampling the posterior pdf
is to create a low cost surrogate parameter-to-observable map. The parameter-
to-observable map is replaced with a Gaussian process response surface in [39].
Stochastic collocation methods are used to construct a generalized polynomial
chaos approximation of the forward model over the support of the prior in [44].
Polynomial chaos expansions are also used to construct a surrogate model in
[4]. In the proper orthogonal decomposition (POD) method, the forward prob-
lem is projected onto a reduced subspace [56]. For a comparison of stochastic
collocation methods versus POD for the construction of surrogate forward
models, see [37].
A second approach reduces the dimension of the parameter space, and
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thus sampling of the posterior pdf is no longer in a high dimensional space. In
[22], the model parameters are represented with a Karhunen-Loe`ve (K-L) ex-
pansion with the truncation point related to the decay in the spectrum of the
covariance matrix. Truncated K-L expansions based on the prior random pro-
cess have also been used to approximate model parameters (e.g. [45]). Another
method of reduction of the dimension of the parameter space is projection of
the high dimensional parameter space into a reduced subspace (e.g. [40]). In
[41], the first and second approaches are combined: a reduced model for both
the state space and parameter space is developed using a greedy algorithm.
A third approach guides the sampling process in order to improve the
efficiency of MCMC. Two stage MCMC schemes increase the acceptance rate
by using a coarse scale model, where the coarse scale model may be based on
single-phase upscaling [24] or multiscale finite volume methods [25]. Refer-
ences [23, 22] guide MCMC with the Langevin method using gradients from
coarse scale models. A local linear approximation to the forward model is
used in [19] to improve the acceptance probability. Reference [35] applies an
MCMC scheme wherein information from a coarse-scale model influences a
fine-scale chain through swap proposals. Another two stage approach is pro-
posed in [21], and combines a reduced order model with an adaptive delayed-
acceptance algorithm to build a stochastic model of the error in the model to
improve the first-stage performance. Reference [43] introduces the Stochastic
Newton MCMC algorithm, which incorporates Hessian information and has
been successful for large scale problems. However, it is based on a local Gaus-
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sian approximation, which results in low acceptance rates when this is a poor
approximation. Our approach addresses this problem by replacing the Gaus-
sian proposal of the stochastic Newton method with a mixture of Gaussians,
thereby allowing the proposal to better capture multi-modality of the poste-
rior. Like the stochastic Newton method, these Gaussians are tailored to local
inverse Hessian information.
While these methods have been successful in permitting solution of
Bayesian inverse problems in modest dimensions, they do not allow scalability
to high dimensions. This work will contribute to the field by approximating the
posterior pdf directly, and addressing issues of scaling through tailoring state-
of-the-art optimization algorithms. The prohibitive cost of applying standard
sampling methods to such large-scale posterior pdf’s stems from their view
of the map from parameters to observations (which involves solution of the
forward problem) as a black box. That is, current methods for statistical
inverse problems do not exploit advances in large-scale deterministic inverse
problems such as fast computation of derivatives of this map and Hessian-
vector products via adjoint methods. The exception is [23, 22], which uses
coarse-scale gradients in the Langevin method to guide sampling. In this
thesis, we develop methods for approximating posterior pdf’s that employ
Gaussian process models that are informed by Hessian information, computed
efficiently through adjoint methods and low-rank spectral approximations. We
will then apply these methods to the inverse problem of inferring hydraulic
conductivity of the subsurface from measurements of piezometric head and a
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single-phase groundwater flow forward model.
We base the posterior pdf approximation on Bayesian interpolation be-
tween a set of “training” points of the posterior pdf, which provides not only
an approximation but also an estimate of the uncertainty in the approxima-
tion. Ensuring a good approximation to the posterior pdf based on a randomly
chosen set of training points requires a number of evaluations which increases
with the dimension of the space, and becomes intractable in high-dimensional
parameter spaces. Instead we employ a greedy algorithm [17], which trans-
forms the choice of training points into a series of optimization problems where
each new training point is placed at the maximizer of the square of the error in
the approximation. We take advantage of scalable optimization methods such
as Inexact Newton-Conjugate Gradient, in addition to adjoint-based gradients
of both the posterior pdf and the response surface approximation, to solve this
“optimal” training point problem.
For the construction of the response surface approximation through
Bayesian interpolation, we choose a Gaussian process prior. This requires a
choice of a prior mean and covariance (we assume no noise, since the value
of the posterior pdf is evaluated exactly). We choose the prior mean equal
to zero, since a high-dimensional pdf will be near zero in most regions. To
improve the accuracy of the approximation we tailor the response surface to
the curvature of the underlying posterior pdf (through the choice of the prior
covariance) according to the Hessian of the log of the posterior pdf at each
of the training points. This Hessian is related to the Hessian of a discretiza-
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tion of the objective function for the classical deterministic formulation as
a constrained optimization problem, and thus the response surface approxi-
mation incorporates information from the underlying forward model into the
approximation. We build a second response surface from only those points
with Hessian information: combining them into a Gaussian mixture. While
this is a less accurate approximation (as it is not an interpolation), it is easy
to draw samples from this distribution. Specifics of these methods are given
in Chapter 2.
We then draw upon these Hessian-based response surfaces to propose
three MCMC algorithms to calculate desired properties of the posterior pdf
such as the mean and variance. These three algorithms share the upfront
cost of building the response surfaces, but differ in the additional cost to
obtain a sample. One option, the most accurate and most costly, samples
the posterior pdf with the Gaussian mixture as a proposal in the Metropolis-
Hastings method. For a cheaper (but less accurate) option, we sample the
Gaussian process response surface as a surrogate for the posterior pdf, with
the Gaussian mixture as a proposal. The third option is a two-stage delayed
acceptance algorithm: a first-stage accepts or rejects a point based on the
Gaussian process response surface, and accepted points face a second-stage test
based on the exact posterior pdf. This combines accuracy from sampling the
true posterior pdf while reducing the cost relative to the single-stage method.
All three rely on access to information about the Hessian.
However, construction of the Hessian formally requires n forward and
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adjoint solves, where n is the number of parameters. Scalability to high-
dimensional parameter spaces then requires a low-rank approximation of the
Hessian. We note that the Hessian is composed of two terms: the Hessian of
the data misfit and the Hessian of the prior term. For many ill-posed inverse
problems, the Hessian of the data misfit behaves like the discretization of a
compact operator. The range space thus is effectively finite-dimensional, and
the eigenvalues decay, often rapidly, to zero. We can exploit this structure to
construct fast algorithms for approximating the Hessian [26]. Detailed exposi-
tion of the low-rank approximation is in Chapter 4 with analytic and numerical
evidence for a nonlinear inverse problem, while derivation of the Hessian for
this application is in Chapter 3.
Thus the goal, stated at a general level, is to combine the Bayesian
framework for inverse problems [52], Gaussian process response surface approx-
imations [34, 39], adaptive sampling [17, 15], and low-rank Hessian approxi-
mations [26] to provide a solution to the statistical inverse problem governed
by groundwater flow. This is an intrusive approach which takes advantage of
information from the Hessian about the structure of the underlying problem to
construct an approximation to the posterior pdf. The method addresses issues
of scale through exploiting the structure of the Hessian and tailored state-of-
the-art optimization algorithms. Chapter 2 details the Bayesian framework
and the construction of the response surface approximation, while Chapter
3 introduces the application to groundwater flow and provides a two param-
eter example to illustrate the algorithms presented in Chapter 2. Chapter
7
4 describes the low-rank approximation in detail, Chapter 5 demonstrates a
linear convection-diffusion inverse problem, and Chapter 6 demonstrates the
algorithm for a nonlinear groundwater flow problem.
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Chapter 2
Uncertainty quantification for nonlinear
inverse problems
Here we present the Bayesian framework for statistical inverse prob-
lems beginning with the general case of Bayes’ theorem and continuing with
the special case of Gaussian noise and prior uncertainties. Due to the nonlin-
earity of the inverse problem, the resulting posterior pdf will not necessarily
be Gaussian. Our focus here is on inverse problems that are governed by large-
scale forward models, as result from appropriate discretizations of PDEs. Un-
fortunately, for large-scale statistical inverse problems (as exemplified by the
groundwater flow problem we target here), a conventional approach of directly
sampling this posterior pdf is entirely prohibitive.
Hence, in §2.2, we present an algorithm to provide an approximation of
the posterior pdf through a series of optimization problems. Bayesian interpo-
lation based on these observations then provides both an approximation of the
posterior pdf and an estimate of its accuracy. This method is an effective way
of selecting training points to provide an accurate picture of the posterior pdf
in the context of high-dimensional parameter spaces. To construct an interpo-
lation that matches the true posterior pdf well, we shape the approximation
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according to the Hessian of the negative log of the posterior pdf at a subset
of the training points. To provide scalability to high-dimensional parameter
spaces, in §4 we present a fast method for estimating the Hessian based on
a low rank spectral estimate that approximates its structure. §3.2 provides a
derivation of the Hessian for the groundwater flow problem.
In this chapter, we approach the problem of a nonlinear Bayesian sta-
tistical inverse problem in stages. First we approach the statistical inverse
problem through the Bayesian framework to obtain an expression for the pos-
terior pdf. Second, we discuss how to choose training points at which to eval-
uate the posterior pdf according to a series of optimization problems. We then
construct an approximation and an estimate of its accuracy with a Bayesian
interpolation method by taking advantage of information provided by the Hes-
sian through the interpolation prior. This information also allows construction
of a Gaussian mixture proposal density.
2.1 General Bayesian Formulation
Non-uniqueness is a central feature of ill-posed inverse problems: mul-
tiple values of the parameters may be consistent with the observations. The
least-squares minimization approach to ill-posed inverse problems invokes a so-
called regularization term to effectively select among the multiple parameter
values the one that has largest regularity (in an appropriate norm), result-
ing in a single—deterministic—estimate of the unknown parameters (see, e.g.,
[55]). A Bayesian estimate of the unknown, on the other hand, is a proba-
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bility density that suggests the credibility of any given point estimate (see,
e.g., [38, 52]). In the Bayesian approach, we view all parameters as random
variables and write the parameter-to-observable map g : Rn × Rk → Rm as
Y = g(X,E),
where X, Y , and E are random variables. The variable x ∈ Rn is a realization
of the random variable X representing the vector of model parameters to be
recovered, e ∈ Rk is a realization of the random variable E representing the
vector of errors (due to both model errors and observation noise), and y ∈ Rm
is the realization of random variable Y representing the vector of observables,
with yobs the actual observation values. We choose the following probability
density functions (pdf’s): the probability density pinoise : Rk → R, which de-
scribes the modeling error and observation noise; the prior probability density
piprior : Rn → R, which describes additional information about the parame-
ters X; and the likelihood function pi(y|x), which describes the relationship
between the observables y and the unknown model parameters x.
From Bayes’ theorem, the prior probability density, the likelihood func-
tion, and the data can be combined to form the posterior probability density
pipost : Rn → R of the model parameters X:
pipost(x) := pi(x|yobs)
=
piprior(x)pi(yobs|x)
pi(yobs)
∝ piprior(x) pi(yobs|x).
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To generate the likelihood function, we use the pdf pinoise(e). Here we will
assume additive noise, so that the parameter-to-observable map is
Y = f(X) + E,
where f : Rn → Rm and the noise E ∈ Rm reflects both the modeling error of
f and observation noise. Thus E = Y − f(X). We assume that X and E are
statistically independent (see e.g., [38, p.56], for generalizations). Therefore,
pinoise(e) = pinoise(yobs − f(x)),
so that Bayes’ theorem states
pipost(x) ∝ piprior(x) pinoise(yobs − f(x)).
In the case that the prior probability density of X and the probability
density of error E are both Gaussian, further simplifications can be made. The
algorithms presented in this dissertation, however, are not dependent on these
simplifications. The prior and noise pdf’s can be written in the form
piprior(x) ∝ exp
(
−1
2
(x− x¯prior)TΓ−1prior(x− x¯prior)
)
,
pinoise(e) ∝ exp
(
−1
2
(e− e¯)TΓ−1noise(e− e¯)
)
,
where x¯prior ∈ Rn is the mean of the prior pdf, e¯ ∈ Rm is the mean of the noise
pdf, Γprior ∈ Rn×n is the covariance matrix of the prior pdf, and Γnoise ∈ Rm×m
is the covariance matrix of the noise pdf. Restating Bayes’ theorem with these
Gaussian uncertainties, we find that
pipost(x) ∝ exp
(
−1
2
‖x− x¯prior‖2Γ−1prior −
1
2
‖yobs − f(x)− e¯‖2Γ−1noise
)
. (2.1)
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As is clear from this expression, despite the choice of prior and noise prob-
ability densities as Gaussian, the posterior pdf need not be Gaussian due to
the nonlinearity of f(x). Note that the log of this expression is related to
the discretization of the least-squares optimization problem, and therefore the
maximum a posteriori (MAP) point of the pdf is the solution of the classical
deterministic inverse problem.
2.2 Approximation of pipost(x)
While we now have an expression for the posterior pdf, sampling the
posterior conventionally is impractical due to the high dimensional nature of
the parameter space and the computational cost of solving the PDE model. To
address this problem, we construct a response surface approximation pˆipost(x)
to the posterior pdf pipost(x). This response surface approximation is essen-
tially an interpolation between training points at which pipost(x) is evaluated,
developed through the Bayesian framework with an accompanying estimate of
the error in the approximation. Three key points arise: first we advocate trans-
forming the choice of training points for a high-dimensional parameter space
into a series of optimization problems. Second, the response surface approxi-
mation should be shaped by the Hessian ∇2x(− log pipost(x)) of the underlying
statistical inverse problem so that it may respect the local structure of the un-
derlying pdf. This Hessian information may be reused to construct a Gaussian
mixture proposal density and to indicate good search directions for the greedy
algorithm. Third, we propose the construction of a low-rank approximation
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of the Hessian to allow scalability of the response surface approximation in
high-dimensional parameter spaces; this topic is deferred to Chapter 4. A
step-by-step illustration of the algorithm presented in this section for a two
parameter groundwater flow problem is given in §3.3.
2.2.1 Adaptive sampling algorithm
The adaptive algorithm described in this section is general and indepen-
dent of the specific choice of interpolation; the choice of interpolation will be
described later in §2.2.2. As discussed earlier, we wish to construct a response
surface approximation based on interpolating between training points: value
points at which the true value of the posterior pdf is known and shape points
at which we have additional information about the Hessian ∇2x(− log pipost(x))
. However, ensuring the accuracy of this approximation of pipost(x) for a ran-
domly chosen set of training points requires a prohibitive number of points
for high-dimensional parameter spaces. Let the set of training points after j
greedy iterations be M j = {xi}nji=1 = M shapej ∪M valuej . Let the approxima-
tion (based on these training points) be pˆipost(x,M j). The best possible set of
training points is a result of the optimization problem to minimize the global
error
min
Mj
‖pipost(x)− pˆipost(x,M j)‖.
Evaluation of this objective requires an integral over n-dimensional space,
which is intractable for a high dimensional parameter space. Instead, we use
the greedy algorithm as a heuristic for improving our set of training points.
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With a greedy algorithm, the “optimal” training point problem is converted
to a series of optimization problems. Each new shape point is a result of the
problem
max
γ
(pipost(γ)− pˆipost(γ))2,
so that the new shape point is placed where the error in the approximation is
largest. This takes advantage of scalable large-scale optimization methods such
as Inexact Newton-Conjugate Gradients. Additional value points are added
along the path of the optimization algorithm, incorporating readily available
information to improve the accuracy of the approximation.
We now describe the adaptive sampling algorithm in more detail. Let
the set of training points for the kth iteration be M k. Let G(x,M k) be the
mean-squared error function at the kth iteration:
G(x,M k) = (pipost(x)− pˆipost(x,M k))2.
Then, at each iteration, the steps of the adaptive sampling algorithm are:
1. Choose an initial guess for the optimization problem in this greedy step.
2. Solve the optimization problem
xnew = arg max
x
G(x,M k)
to find the point xnew where the error G(x,M k) is maximized.
3. Update the set of value points M valuek+1 to include points along the path
of the optimization where pipost(x) was evaluated during the process and
is thus available without extra cost.
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4. If G(xnew,M k) < ε, where ε is the tolerance, then do not add a shape
point. If pipost(xnew) is approximately zero, then a value point for inter-
polation is enough, and we do not add a shape point. Otherwise, update
the set of shape points of the posterior pdf so that M shapek+1 = {xi}sk+1i=1 ,
to include xnew.
5. Update the approximation pˆipost(x,M k+1)
6. If the approximation is sufficiently accurate, then terminate. The desired
approximation is then the response surface approximation pˆipost(x) based
on the nk+1 training points already chosen. Otherwise, continue.
7. Return to step 1.
“Sufficiently accurate” for terminating the greedy algorithm is difficult
to determine, given that we cannot calculate a global error measure. However,
as a heuristic, we consider the approximation complete after several greedy
iterations in a row return an error less than the tolerance. The number of
greedy iterations may also be constrained by cost.
2.2.2 Bayesian interpolation
We now discuss the construction of the approximation pˆipost(x,M k)
based on the values of the posterior pdf {pipost(xi)}nki=1 at the training points
M k = {xi}nki=1. In addition, we want an estimate of the uncertainty in the
approximation. Again, we turn to the Bayesian framework, this time for a sta-
tistical interpolation approach. However, instead of probability densities over a
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finite number of parameters as discussed in previous sections, we consider den-
sities over functions by using Gaussian processes. By definition, the probability
density of a random function pipost(x) is a Gaussian process if for any set of
points {xi}ni=1 for any n, the marginal density pi(pipost(x1), pipost(x2), . . . , pipost(xn))
is a multivariate Gaussian.
According to the Bayesian framework, the problem statement is: given
evaluations {pipost(xi)}nki=1 of the function pipost(x) and a Gaussian process prior
piinter(x) = GP(µinter(x),Γ(x)) describing prior knowledge about pipost(x), find
the posterior interpolation pdf that approximates pipost(x). Since pipost(x) is
evaluated directly, this is a linear inverse problem. For a linear problem with
Gaussian process uncertainties, Bayes’ theorem results in the Gaussian process
posterior
piGPRS(x) = GP(µGPRS(x),ΓGPRS(x))
described by the expressions [50]
µGPRS(x) = µinter(x) + Γ
T (M k,x)Γ
−1(M k,M k)(pipost(M k)− µinter(M k))
ΓGPRS(xi,xj) = Γ(xi,xj)− ΓT (M k,xi)Γ−1(M k,M k)Γ(M k,xj),
where µinter(M k) is a vector whose ith element is µinter(xi), pipost(M k) is a
vector whose ith element is pipost(xi), Γ(M k, x) is a vector whose ith element
is Γ(xi,x), and Γ(M k,M k) is a matrix whose ijth element is Γ(xi,xj).
For our interpolation problem, we choose the Gaussian process prior
piinter(x) = GP(0,Γk),
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where the (nonstationary) covariance Γk based on the shape points M
shape
k is
Γk(xi,xj) =
sk∑
l=1
P (xl|xi)P (xl|xj) exp
(
−1
2
‖xi − xj‖2Hl
)
where
P (xl|xi) =
exp
(−1
2
‖xi − xl‖2Hl
)∑sk
p=1 exp
(
−1
2
‖xi − xp‖2Hp
)
and
H i ≈ ∇2x(− log pipost(x))
∣∣
x=xi
is a positive definite approximation to the Hessian of the negative log of the
posterior pdf (2.1). For a high-dimensional parameter space, the value of
a probability density pi(x) is nearly zero over most of the domain, particu-
larly if the probability mass is concentrated. Thus the choice of zero prior
mean is appropriate. The fundamentally important step is incorporating the
local structure of the underlying statistical inverse problem in the form of
the Hessian into the problem of interpolating between training points. The
prior covariance function Γk determines the shape of the interpolation between
training points to match the local curvature of the posterior pdf, described by
the approximation of the Hessian of the negative log of the posterior pdf at the
training points xi. This is accomplished through a sum of Gaussians (shaped
by the Hessian at the given training points) weighted by a membership prob-
ability to determine the relative contributions of the modes. Applications to
synthetic problems in [15] suggest several orders of magnitude improvement
in accuracy due to inclusion of the Hessian.
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We restate the expressions for the interpolation posterior mean and
variance with the chosen Gaussian process prior:
µGPRS(x) = Γ
T
k (M k,x)Γ
−1
k (M k,M k)pipost(M k)
ΓGPRS(x,x) = Γk(x,x)− ΓTk (M k,x)Γ−1k (M k,M k)Γk(M k,x).
We define our response surface approximation to the posterior pdf as
the mean
pˆipost(x) = µGPRS(x),
and our expression for the uncertainty in our approximation is the variance
ΓGPRS(x,x). We also define the nonnegative pdf approximation
piGPRS(x) =
{
pˆipost(x) if pˆipost(x) ≥ 0
0 if pˆipost(x) < 0
.
Since the posterior pdf is always nonnegative, this improves the approximation.
Note that, since we specified exact evaluations at each training point xi,
the value of the mean of the posterior interpolation is µGPRS(xi) = pipost(xi),
and the posterior variance is ΓGPRS(xi,xi) = 0. Furthermore, the first shape
point chosen is the MAP point of the posterior pdf, and thus for a linear
statistical inverse problem the response surface approximation at the first step
of this algorithm can exactly recover the posterior pdf (a Gaussian whose
covariance is the inverse of the Hessian and whose mean is the value of the
posterior pdf at the MAP point: see Chapter 5 for a detailed exposition).
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2.2.3 Greedy step initialization
We now return to the adaptive sampling algorithm described in §2.2.1
to discuss how to select an appropriate initial guess for the optimization prob-
lem in each greedy step. The first stage of the greedy algorithm solves the
optimization problem
xnew = arg max
x
pipost(x).
This is none other than the deterministic inverse problem solving for the MAP
point. Standard approaches for choosing initial guesses apply.
However, after finding the MAP point, the optimization problem for
each subsequent greedy step is highly sensitive to the choice of initial guess.
The result of the optimization algorithm will be a point at a local maximum
of the difference between the posterior pdf and our Gaussian process response
surface, but not necessarily at a point with the global maximum error. Due
to the curse of dimensionality, we cannot cover the entire space, nor are ran-
domly selected points likely to be useful. In a high dimensional parameter
space, any pdf will be approximately zero almost everywhere. In these regions
our response surface will naturally be an excellent approximation and an ini-
tial guess may prove useless. If the error between the posterior pdf and our
approximation is too small, the optimization algorithm may not find a good
search direction.
We note from Equation (2.1) that the Hessian is composed of two terms:
the Hessian of the data misfit and the Hessian of the prior term. The Hessian
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can therefore be expressed as
H = Hmisfit + Γ
−1
prior. (2.2)
We begin with a shape point mk, which places us in a region of interest.
Directions around the shape point defined by the prior will already be well
described by the GPRS. Instead, we search in the directions most informed by
the data: the eigenvectors of the Hessian of the data misfit. The next question
we must answer is how far to go in these directions. The GPRS approximates
the Hessian locally, and thus if an initial guess is too close to the shape point
the error in the approximation may be too small. If we travel too far from
the shape point, then the posterior pdf and the GPRS will both converge to
zero. We conclude that the eigenvectors should be scaled according to the
local curvature and therefore we scale the eigenvectors by 1/
√
λ, where λ is
the associated eigenvalue.
Thus a set of potential good initial guesses given a shape point mk is
M0 = {mk ± 1√
λj
vj,mk ± 1
n
∑
j
1√
λj
vj} (2.3)
for a subset of the eigenpairs (λj, vj). For each greedy step, we choose from the
set of potential initial guesses generated from the available shape points using
a criterion based on the relationship between our existing training points as
described by the interpolation algorithm detailed earlier. As additional shape
points are added to the GPRS, we expand this set of potential initial guesses
using local Hessian information there.
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Next we consider how to select one point from this set of potential
initial guesses. We choose among them using an approximation by Christen
and Sanso [18] to the Cohn criterion [20]. The initial guess minit is defined as
minit = max
m0j∈M0
J(m0j) (2.4)
where
J(m0i ) =
1
n0
∑n0
j=1 Γ(m
0
j ,m
0
i )
2 + 1
n0
C1
C2 +
√∑n
j=1 Γ(m
0
i ,mj)
2
(2.5)
with mj in the set of value points V and m
0
j in the set M
0 of potential initial
guesses. C1 and C2 are constants independent of m
0
i and are defined by
C1 =
n0∑
i=1
nvalues∑
j=1
Γ(m0i ,mj)
2 and C2 = max
mi∈V
nvalues∑
j
|Γ(mi,mj)|.
This criteria selects for points with high predictive variance that are less
correlated with points in the current set of value points but more correlated
with other points in the set of potential initial guesses (and thus potentially
provide the most new information for the response surface).
2.2.4 Gaussian mixture approximation
We now introduce a second approximation of pipost(x) based on the
shape points chosen through the greedy algorithm. Let the Gaussian mixture
defined by the set of shape points be
piGM(x) ∝
∑
wj exp
(
−1
2
‖x−mj‖2Hj
)
(2.6)
where
wj = pipost(mj)
√
det(Hj).
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Unlike the GPRS, this is not an interpolation, nor does it include the infor-
mation from the value points. It is thus less accurate. However, it is easy to
draw samples from a Gaussian mixture, while we do not have an easy formula
for drawing samples from the distribution defined by the normalization of the
non-negative GPRS. Thus, we use this Gaussian mixture as the base of all
three proposed Hessian-based MCMC algorithms.
2.3 Three MCMC algorithms employing Hessian-based
response surfaces
We now consider the problem of calculating useful statistics of pipost(x),
such as the mean and variance, through MCMC. We described the construc-
tion of two approximations pˆipost(x) and piGM(x) to the posterior pdf pipost(x)
in §2.2. We employ these approximations in three MCMC algorithms with
different tradeoffs between cost and accuracy. All three share the upfront cost
of building the response surface.
We begin with the most accurate and most costly algorithm, namely
Metropolis-Hastings sampling of pipost(x) with piGM(x) as the proposal (see
Algorithm 1 for step t of our proposed algorithm). This requires evaluation
of the posterior pdf, which costs an additional PDE solve per sample over the
upfront cost of building the Gaussian mixture.
Sampling the full posterior pdf directly is still quite expensive. For our
second option, we substitute the response surface for the posterior pdf. We
suggest Metropolis-Hastings sampling of piGPRS(x), with negative values set
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Algorithm 1 Metropolis-Hastings sampling of pipost(x) with piGM(x) as the
proposal.
1: Given xt
2: Generate α from the uniform distribution
3: Generate sample yt from piGM(y)
4: Let
βt = min
(
pipost(yt)piGM(xt)
pipost(xt)piGM(yt)
, 1
)
5: xt+1 =
{
xt if α < βt
yt if α ≥ βt
to zero, and the Gaussian mixture as a proposal density (see Algorithm 2).
After constructing the response surface, no additional PDE solves are required,
and thus the cost is much lower than the cost of Algorithm 1. This leaves
the question of how closely the descriptive statistics from piGPRS approximate
those from pipost(x), as we cannot calculate a global error. The question will
be investigated numerically in Chapter 6.
Algorithm 2 Metropolis-Hastings sampling of pˆiGPRS(x) = max{pˆipost(x), 0}
with proposal piGM(x).
1: Given xt
2: Generate α from the uniform distribution
3: Generate sample yt from piGM(y)
4:
βt = min
(
pˆiGPRS(yt)piGM(xt)
pˆiGPRS(xt)piGM(yt)
, 1
)
(2.7)
5: xt+1 =
{
xt if α < βt
yt if α ≥ βt
Our third option is a two stage delayed acceptance algorithm (Algo-
rithm 3) to sample pipost(x) which employs both piGM(x) and piGPRS(x). If the
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value of the response surface at a proposed point is negative, then we do not
trust the response surface and hence in the accept/reject test we use the true
posterior. Otherwise, if a point is accepted according to the response surface,
we run a second accept/reject test with the posterior pdf. This is more accu-
rate than sampling the response surface, and could reduce the cost compared
to sampling the posterior pdf directly, since some points are rejected based on
the response surface and thus do not cost an additional PDE solve.
Algorithm 3 Two stage delayed acceptance algorithm
1: Given xt
2: Generate α0 from the uniform distribution
3: Generate sample yt from piGM(y)
4: if piGPRS(yt) < 0 then
5: βt = min
(
pipost(yt)piGM (xt)
pipost(xt)piGM (yt)
, 1
)
6: xt+1 =
{
xt if α0 < βt
yt if α0 ≥ βt
7: else
8: β0t = min
(
piGPRS(yt)piGM (xt)
piGPRS(xt)piGM (yt)
, 1
)
9: if α0 < β
0
t then
10: xt+1 = xt
11: else
12: Generate α1 from the uniform distribution
13: β1t = min
(
pipost(yt)piGPRS(x
t)
pipost(xt)piGPRS(yt)
, 1
)
14: xt+1 =
{
xt if α1 < β
1
t
yt if α1 ≥ β1t
15: end if
16: end if
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Chapter 3
Application to groundwater flow
In this chapter, we introduce the groundwater flow inverse problem (in
§3.1). Then in §3.2 we develop expressions for the state, adjoint, gradient,
incremental state, incremental adjoint, and Hessian. We conclude in §3.3 with
a two parameter example in 1D to illustrate application of the algorithms in
Chapter 2.
We target a large-scale nonlinear statistical inverse problem governed
by single-phase fully saturated flow through an aquifer. The inverse problem
is: given noisy measurements of the head at certain spatio-temporal locations,
the pdf describing the noise, prior information in the form of a pdf of the
hydraulic conductivity, and a groundwater flow model relating the head to the
hydraulic conductivity, find the posterior pdf of the parameters describing the
uncertainty in the hydraulic conductivity field1.
3.1 Problem description
We first briefly describe some basic physical concepts in groundwater
modeling [10]. The piezometric head is a measure of pressure, and is the sum
1The model uses log hydraulic conductivity to enforce positivity.
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of the pressure head and the elevation head. The pressure head is the net work
done by a unit weight of incompressible fluid against the pressure difference
existing along its flow. The elevation head is the potential energy per unit
weight of fluid. The log hydraulic conductivity γ = log(kg/ν) includes the
effects of the permeability k of the rock matrix, the dynamic viscosity ν, and
the gravity g and is thus a property of both the rock and the fluid. For two
dimensional models (when flow is essentially horizontal, and thus the Dupuit
approximation is appropriate), the transmissivity T = K¯b is obtained from K¯,
hydraulic conductivity averaged over height (assuming a homogeneous fluid),
and the vertical thickness b of the aquifer. We refer the reader to [10], page 136,
for typical values of hydraulic conductivity. The storativity S of the aquifer is
the change in the volume of water due to change in the piezometric head. The
storativity is the outcome of elastic properties of the medium and the water.
Usually, it is assumed to be time independent, but it may vary spatially.
For our target application, the forward problem is governed by single-
phase fully saturated flow through an aquifer:
S
∂h
∂t
−∇ · (eγ∇h) = f, Ω× (0, T ), (3.1)
h = h0, Ω× {t = 0},
eγ∇h · n = hN , ΓN × (0, T ),
h = hD, ΓD × (0, T ),
where S is the specific storativity, f describes sources and sinks, γ is the log
hydraulic conductivity, and h is the piezometric head.
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As described in Chapter 2, the Bayesian formulation of a nonlinear
inverse problem with Gaussian noise and prior is related to an appropriately
weighted least squares minimization problem. We choose to define our noise
and prior pdf’s by discretizing the infinite-dimensional functional
1
2
∫ T
0
∫
Ω
(h− hobs − e¯)2bnoise dx dt+ 1
2
∫
Ω
(A(γ − γ¯prior))2dx, (3.2)
in which h(x, t) satisfies the single-phase flow equation 3.1. The operator A is
a second order elliptic differential operator which in weak form is defined as:
for s ∈ L2(Ω) the solution γ = A−1s satisfies∫
Ω
β0,priorγψ + β1,prior∇γ · ∇ψ dx =
∫
Ω
sψ dx for all ψ ∈ H1(Ω)
where β0,prior and β1,prior are positive constants. This is an appropriate choice
to ensure well-posedness of the infinite dimensional Bayesian formulation [51]
for a 2D problem. A more detailed discussion of this choice of prior is available
in [16]. This operator also provides a simple and fast square root operator and
allows a straightforward discretization. Discussion of an appropriate lower
order prior for one-dimensional inversion fields can be found, for example, in
[49].
We define the observation operator as
b(x, t) =
∑
j
δ(x− xj).
Then discretization of expression (3.2) is equivalent to the choice of finite-
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dimensional Gaussian pdf’s for the prior and noise
piprior(γ) = N(γ¯prior,Γprior)
pinoise(e) = N(0,Γnoise)
where the prior and noise covariance matrices are defined as
Γprior = KM
−1K,
Γnoise = βnoiseI.
Here M and K are the mass and stiffness matrices respectively, whose com-
ponents are given by
Kij =
∫
Ω
(β0,priorψiψj + β1,prior∇ψi · ∇ψj) dx
M ij =
∫
Ω
ψiψjdx,
with appropriately chosen finite element basis functions {ψi}ni=1.
Thus, we address the statistical inverse problem for the posterior pdf of
the hydraulic conductivity in finite dimensions, after discretizing the forward
model to create a “parameter-to-observable” map. From Bayes’ theorem, an
additive Gaussian noise pdf and Gaussian prior pdf, results in an expression
for the (non-Gaussian) posterior pdf,
pipost(γ) ∝ exp
(
−1
2
‖hobs − h(γ)‖2Γ−1noise −
1
2
‖γ − γ¯prior‖2Γ−1prior
)
, (3.3)
whose evaluation requires application of the parameter-to-observable map h(γ)
(which implies solution of the forward problem (3.1) for a given γ).
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In later numerical results for our statistical inversion methodology, we
work with the steady-state version of the forward equation. The steady-state
groundwater flow model is implemented in C++ and MPI using the deal II
[9, 8] and PETSc [5, 6, 7] libraries with linear finite elements, while parallel
implementation of the adaptive Hessian-informed Bayesian interpolation algo-
rithm is done in C++ and MPI using PETSc [5, 6, 7], with SLEPc [33] for
the low rank Hessian approximation and the GNU Scientific Library (GSL)
for random number generation needed by the MCMC algorithms.
3.2 Derivation of reduced Hessian
We now develop expressions for the forward, adjoint, incremental for-
ward, incremental adjoint, reduced gradient, and reduced Hessian through the
method of Lagrange multipliers.
The Bayesian formulation of a statistical inverse problem with Gaussian
noise and prior is related to an appropriately-weighted nonlinear least squares
minimization problem. We define the infinite dimensional functional J(h, γ)
as the objective function
J(h, γ) =
1
2
∫ T
0
∫
Ω
(h− hobs − e¯)2bnoise dx dt+R(γ, γ¯prior),
where R(γ, γ¯prior) is determined by prior information.
The associated deterministic PDE constrained optimization problem is
min
γ
J(h, γ),
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in which h(x, t) satisfies the single-phase flow equation 3.1. The placement
of sensors to measure observations hobs of the head, and the noise in their
measurements, is described by bnoise. The error e¯ is the mean of the noise pdf.
βprior and γ¯prior are parameters that determine the strength and shape of the
regularization term.
For both the deterministic and Bayesian framework, we approach the
problem using the Lagrange method for equality constrained optimization
problems. From this we derive optimality conditions, discretized state and
adjoint equations, the KKT system, and finally the reduced Hessian. We in-
troduce adjoint variables q and r corresponding to the PDE constraint and
the initial condition restraint. Then we define the Lagrangian functional as
L(h, q, r, γ) =
1
2
∫ T
0
∫
Ω
(h− hobs − e¯)2bnoise dx dt+R(γ, γ¯prior)
+
∫ T
0
∫
Ω
(
Sq
∂h
∂t
−∇ · (eγ∇h)q − fq
)
dx dt
+
∫
Ω
r(h(x, 0)− h0)dx
Integrating by parts, we obtain the expression
L(h, q, r, γ) =
1
2
∫ T
0
∫
Ω
(h− hobs − e¯)2bnoise dx dt+R(γ, γ¯prior)
+
∫ T
0
∫
Ω
(
Sq
∂h
∂t
+ eγ∇h · ∇q − fq
)
dx dt
−
∫ T
0
∫
Γ
eγ∇h · nqdsdt+
∫
Ω
r(h(x, 0)− h0)dx.
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and the function spaces are defined as
V = {v ∈ H1(Ω) : v|ΓD = 0}
state variable: h ∈ L2(0, T ;V + hˆD) where hˆD is the lift function for hD
adjoint variables: q ∈ L2(0, T ;V ), r ∈ L2(Ω)
control variable: γ ∈ L2(Ω)
forcing function: f ∈ L2(0, T ;L2(Ω))
initial condition: h0 ∈ L2(Ω)
Neumann condition: hN ∈ H−1/2(ΓN)
Dirichlet condition: hD ∈ H1/2(ΓD).
Recall that the Neumann boundary condition is eγ∇h ·n = hN on ΓN . Thus,
L(h, q, r, γ) =
1
2
∫ T
0
∫
Ω
(h− hobs − e¯)2bnoise dx dt+R(γ, γ¯prior)
+
∫ T
0
∫
Ω
(
Sq
∂h
∂t
+ eγ∇h · ∇q − fq
)
dx dt
−
∫ T
0
∫
ΓN
hNqdsdt+
∫
Ω
r(h(x, 0)− h0)dx
3.2.1 Derivation of the reduced gradient
We are interested in evaluating the reduced gradient, dJ/dγ. From the
gradient of the Lagrangian functional we obtain a system of equations based
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on its variations with respect to h, r, and q:
Lq = 0 state equation
Lr = 0 state initial condition
Lh = 0 adjoint equation
The reduced gradient dJ/dγ is obtained by evaluating the expression for δγL,
the variation of the Lagrangian function with respect to γ, with the solutions
h and q from the state and adjoint equations.
3.2.1.1 Derivation and discretization of the state equation
We derive the state equation by taking the variation of the objective
function L with respect to the adjoint variable q as follows:
Lq(qˆ) =
∫ T
0
∫
Ω
(
S
∂h
∂t
qˆ + eγ∇h · ∇qˆ − f qˆ
)
dxdt
−
∫ T
0
∫
ΓN
hN qˆds dt, ∀qˆ ∈ L2(0, T ;V ).
We derive initial conditions for the state equation from variations of L with
respect to r:
Lr(rˆ) =
∫
Ω
rˆ(h(x, 0)− h0(x))dx = 0, ∀ rˆ ∈ L2(Ω).
Thus, the weak form of the state equation is∫ T
0
∫
Ω
(
S
∂h
∂t
qˆ + eγ∇h · ∇qˆ − f qˆ
)
dx dt
−
∫ T
0
∫
ΓN
hN qˆds dt = 0, ∀qˆ ∈ L2(0, T ;V )∫
Ω
rˆ(h(x, 0)− h0(x))dx = 0, ∀ rˆ ∈ L2(Ω)
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The strong form of the state equation is
S
∂h
∂t
−∇ · (eγ∇h) = f, Ω× (0, T )
h(x, 0) = h0(x), Ω× {t = 0}
eγ∇h · n = hN , ΓN × (0, T ),
h(x, t) = hD ΓD × (0, T )
We discretize in space with Galerkin finite elements: h =
∑
j hjψj(x).
Substituting into the weak form, we obtain
Mmass
∂h
∂t
= −Kstiff(γ)h+ F state,
where
(Mmass)ij =
∫
Ω
Sψiψjdx,
(Kstate)ij =
∫
Ω
eγ∇ψi∇ψjdx
(F state)i =
∫
Ω
fψidx+
∫
ΓN
hNψids.
For the steady-state case, ∂h/∂t = 0, and thus this expression becomes
Kstate(γ)h = F state.
In the time-dependent case, we use the second-order scheme Crank-
Nicolson for time discretization:
Mmass
(
ht+1 − ht
δt
)
=
1
2
(−Kstate(γ)ht+1 −Kstate(γ)ht + F t+1state + F tstate).
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Rearranging, we obtain a final equation(
Mmass +
δt
2
Kstate(γ)
)
ht+1 =
(
Mmass − δt
2
Kstate(γ)
)
ht
+
δt
2
(F tstate + F
t+1
state).
3.2.1.2 Derivation and discretization of the adjoint equation
We next derive the adjoint equation from the variation of L with respect
to h, and integrate by parts in time:
Lh(hˆ) =
∫ T
0
∫
Ω
bnoisehˆ(h− hobs − e¯) dx dt
+
∫ T
0
∫
Ω
(−S∂q
∂t
hˆ+ eγ∇hˆ · ∇q)dx dt
+
∫
Ω
(Sq(x, T )hˆ(x, T )− Sq(x, 0)hˆ(x, 0))dx
+
∫
Ω
rhˆ(x, 0)dx = 0, ∀ hˆ ∈ L2(0, T ;V ).
Integrating by parts in space,
Lh(hˆ) =
∫ T
0
∫
Ω
bnoisehˆ(h− hobs − e¯) dx dt
+
∫ T
0
∫
Ω
(−S∂q
∂t
−∇ · (eγ∇q))hˆdx dt
+
∫
Ω
(Sq(x, T )hˆ(x, T )− Sq(x, 0)hˆ(x, 0))dx
+
∫ T
0
∫
Γ
eγ∇q · nhˆds dt
+
∫
Ω
rhˆ(x, 0)dx = 0, ∀ hˆ ∈ L2(0, T ;V ).
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We then separate terms into a series of expressions based on associated test
functions:∫ T
0
∫
Ω
bnoisehˆ(h− hobs − e¯) dx dt+
∫ T
0
∫
Ω
(−S∂q
∂t
−∇ · (eγ∇q))hˆdx dt = 0∫ T
0
∫
ΓN
eγ∇q · nhˆds dt = 0∫
Ω
(Sq(x, T )hˆ(x, T )dx = 0
−
∫
Ω
Sq(x, 0)hˆ(x, 0))dx+
∫
Ω
rhˆ(x, 0)dx = 0, ∀ hˆ ∈ L2(0, T ;V ).
From this we discover that the Lagrange multipliers q and r are related
by the expression r(x) = Sq(x, 0) in the sense of the trace. We also obtain
the final time condition q(x, T ) = 0 and the Neumann boundary condition
eγ∇q · n = 0 on ΓN .
The strong form of the adjoint equation is
S
∂q
∂t
+∇ · (eγ∇q) = (h− hobs − e¯)bnoise, Ω× (0, T )
q(T ) = 0, Ω× {t = T},
eγ∇q · n = 0, ΓN × (0, T )
q = 0 ΓD × (0, T ).
The weak form of the adjoint equation is given by∫ T
0
∫
Ω
bnoisehˆ(h− hobs − e¯) dx dt+
∫ T
0
∫
Ω
(−S∂q
∂t
hˆ+ eγ∇hˆ · ∇q)dx dt
+
∫
Ω
Sq(x, T )hˆ(x, T )dx−
∫ T
0
∫
ΓD
hˆeγ∇q · nds dt = 0, ∀ hˆ ∈ L2(0, T ;V ).
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We use a Galerkin finite element discretization: q =
∑
k hkψk. Substi-
tuting into the weak form, we obtain
Mmass
∂q
∂t
= Kadjoint(γ)q +Bh− F adjoint,
where
(Mmass)ij =
∫
Ω
Sψiψjdx, (F adjoint)i =
∫
Ω
(hobs + e¯)bnoiseψi dx
Bij =
∫
Ω
bnoiseψiψj dx
Kadjoint =
∫
Ω
eγ∇ψi · ∇ψjdx
For steady-state, the expression becomes
Kadjoint(γ)q = −(Bh− F adjoint).
For the time-dependent case, we discretize in time with Crank-Nicolson
as follows:
Mmass
(
qt+1 − qt
δt
)
=
1
2
(
Kadjoint(γ)q
t+1 +Kadjoint(γ)q
t
)
+
1
2
(
Bt+1ht+1 +Btht − F t+1adjoint − F tadjoint
)
Rearranging, we obtain a final expression(
Mmass +
δt
2
Kadjoint(γ)
)
qt = −
(
Mmass − δt
2
Kadjoint(γ)
)
qt+1
− δt
2
(
Btht +Bt+1ht+1 − F tadjoint − F t+1adjoint
)
.
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3.2.1.3 Derivation of the reduced gradient
We now substitute the relationships between Lagrange multipliers q and
r into the Lagrangian functional. The expression for the Lagrangian functional
becomes
L(h, q, γ) =
1
2
∫ T
0
∫
Ω
(h− hobs − e¯)2bnoise dx dt+R(γ, γ¯prior)
+
∫ T
0
∫
Ω
(
Sq
∂h
∂t
+ eγ∇h · ∇q − fq
)
dx dt
+
∫
Ω
Sq(x, 0)(h(x, 0)− h0)dx−
∫ T
0
∫
ΓN
hNq dsdt.
We derive the variation of the Lagrangian function with respect to γ:
Lγ(γˆ) =
∫ T
0
∫
Ω
γˆeγ∇h · ∇q dxdt+Rγ(γ, γˆ).
The discretized reduced gradient for a given h¯ and q¯ satisfying the state and
adjoint equations is therefore
C(γ,h, q) +R(γ, γˆ)
where
C(γ,h, q)i =
∫ T
0
∫
Ω
ψie
γ∇h · ∇q dxdt.
3.2.2 Derivation of the reduced Hessian
The KKT system with the full Hessian isLhh Lhq LhγLqh Lqq Lqγ
Lγh Lγq Lγγ
h˜q˜
γ˜
 = −
LhLq
Lγ
 ,
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3.2.2.1 Incremental state equation
Thus the incremental state equation for h˜ ∈ L2(0, T ;V ) is
Lq(h) + Lqh(h˜) + Lqq(q˜) + Lqγ(γ˜) = 0, ∀hˆ ∈ L2(0, T ;V ),
where h is the solution to the state equation and therefore Lq(h) = 0. The
incremental state equation is built from the following variations:
Lqq(q˜) = 0
Lqh(h˜) =
∫ T
0
∫
Ω
(
Sqˆ
∂h˜
∂t
+ eγ∇h˜ · ∇qˆ
)
dx dt+
∫
Ω
Sqˆ(x, 0)h˜(x, 0) dx
Lqγ(γ˜) =
∫ T
0
∫
Ω
γ˜eγ∇h · ∇qˆ dx dt
The weak form is thus∫ T
0
∫
Ω
(
Sqˆ
∂h˜
∂t
+ eγ∇h˜ · ∇qˆ + γ˜eγ∇h · ∇qˆ
)
dx dt
+
∫
Ω
Sqˆ(x, 0)h˜(x, 0) dx ∀qˆ ∈ L2(0, T ;V ).
Discretizing in space,
Mmass
∂h˜
∂t
+K incremental(γ)h˜+C inc state(h,γ)γ˜ = 0,
where
C inc state(h,γ) =
∫
Ω
ψje
γ∇h · ∇ψidx
K incremental(γ) =
∫
Ω
eγ∇ψi · ∇ψjdx
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The steady-state incremental state equation is
K incremental(γ)h˜ = −C inc state(h,γ)γ˜.
Integrating the weak form by parts, we obtain
0 =
∫ T
0
∫
Ω
(
Sqˆ
∂h˜
∂t
−
(
∇ · eγ∇h˜
)
qˆ − (∇ · γ˜eγ∇h) qˆ
)
dx dt
+
∫
Ω
Sqˆ(x, 0)h˜(x, 0) dx
+
∫ T
0
∫
Γ
eγ∇h˜ · nqˆds dt+
∫ T
0
∫
Γ
γ˜eγ∇h · nqˆds dt
=
∫ T
0
∫
Ω
(
Sqˆ
∂h˜
∂t
−
(
∇ · eγ∇h˜
)
qˆ − (∇ · γ˜eγ∇h) qˆ
)
dx dt
+
∫
Ω
Sqˆ(x, 0)h˜(x, 0) dx
+
∫ T
0
∫
ΓN
eγ∇h˜ · nqˆds dt+
∫ T
0
∫
ΓN
γ˜eγ∇h · nqˆds dt
∀qˆ ∈ L2(0, T ;V ).
The strong form of the incremental state equation is thus
S
∂h˜
∂t
−∇ · (eγ∇h˜) = ∇ · (γ˜eγ∇h) Ω× (0, T )
Sh˜(x, 0) = 0, Ω× {t = 0}
h˜ = 0 ΓD × (0, T )
eγ∇h˜ · n = −γ˜hN ΓN × (0, T )
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3.2.2.2 Incremental adjoint equation
The incremental adjoint equation for q˜ ∈ L2(0, T ;V ) is
Lh(q¯) + Lhq(h˜) + Lhh(q˜) + Lhγ(γ˜) = 0, ∀qˆ ∈ L2(0, T ;V ),
where q is the solution to the adjoint equation and therefore Lh(q) = 0. This
expression is built from the following variations:
Lhh(h˜) =
∫ T
0
∫
Ω
bnoisehˆh˜ dxdt
Lhq(q˜) =
∫ T
0
∫
Ω
(
−S∂q˜
∂t
hˆ+ eγ∇hˆ · ∇q˜
)
dx dt+
∫
Ω
Sq˜(x, T )hˆ(x, T )dx
Lhγ(γ˜) =
∫ T
0
∫
Ω
γ˜eγ∇hˆ · ∇qdx dt
Combining the variations, we obtain the expression∫ T
0
∫
Ω
bnoisehˆh˜ dxdt+
∫ T
0
∫
Ω
(
−S∂q˜
∂t
hˆ+ eγ∇hˆ · ∇q˜
)
dx dt
+
∫
Ω
Sq˜(x, T )hˆ(x, T )dx+
∫ T
0
∫
Ω
γ˜eγ∇hˆ · ∇qdx dt = 0 ∀hˆ ∈ L2(0, T ;V )
Discretizing in space,
−Mmass∂q˜
∂t
+K incrementalq˜ +C inc adjoint(q,γ)γ˜ = −Bh˜,
where
Bij =
∫
Ω
bnoiseψiψjdx,
C inc adjoint(q,γ) =
∫
Ω
ψje
γ∇q · ∇ψidx
K incremental(γ) =
∫
Ω
eγ∇ψi · ∇ψjdx
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Therefore, the discretized steady-state incremental adjoint equation is
K incrementalq˜ = −C inc adjoint(q,γ)γ˜ −Bh˜.
Integrating the weak form by parts,
0 =
∫ T
0
∫
Ω
hˆh˜bnoisedx dt−
∫ T
0
∫
Ω
(
S
∂q˜
∂t
+∇ · eγ∇q˜ +∇ · γ˜eγ∇q
)
hˆdx dt
+
∫
Ω
Sq˜(x, T )hˆ(x, T )dx+
∫ T
0
∫
Γ
eγ∇q˜ · nhˆds dt
+
∫ T
0
∫
Γ
γ˜eγ∇q · nhˆds dt
=
∫ T
0
∫
Ω
hˆh˜bnoisedx dt−
∫ T
0
∫
Ω
(
S
∂q˜
∂t
+∇ · eγ∇q˜ +∇ · γ˜eγ∇q
)
hˆdx dt
+
∫
Ω
Sq˜(x, T )hˆ(x, T )dx+
∫ T
0
∫
ΓN
eγ∇q˜ · nhˆds dt
+
∫ T
0
∫
ΓN
γ˜eγ∇q · nhˆds dt
Thus, the incremental adjoint with boundary conditions is∫ T
0
∫
Ω
hˆh˜bnoisedx dt =
∫ T
0
∫
Ω
(
S
∂q˜
∂t
+∇ · eγ∇q˜ +∇ · γ˜eγ∇q
)
hˆdx dt∫
Ω
Sq˜(x, T )hˆ(x, T )dx = 0∫ T
0
∫
ΓN
eγ∇q˜ · nhˆds dt = −
∫ T
0
∫
ΓN
γ˜eγ∇q · nhˆds dt⇒ eγ∇q˜ · n = 0 on ΓN
and the strong form of the expression is thus
−S∂q˜
∂t
−∇ · (eγ∇q˜) = ∇ · (γ˜eγ∇q)− h˜bnoise Ω× (0, T )
q˜(x, T ) = 0 Ω× {t = T}
q˜ = 0 ΓD × (0, T )
eγ∇q˜ · n = 0 ΓN × (0, T )
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3.2.2.3 Derivation of the reduced Hessian
Then the product of the reduced Hessian H with a vector γ˜ ∈ L2(Ω)
is given by
Lγh(h˜) + Lγq(q˜) + Lγγ(γ˜)
where h˜ and q˜ are the solutions to the incremental state and adjoint equations.
This expression is built from the following variations:
Lγh(h˜) =
∫ T
0
∫
Ω
γˆeγ∇h˜ · ∇qdxdt
Lγq(q˜) =
∫ T
0
∫
Ω
γˆeγ∇h · ∇q˜dxdt
Lγγ(γ˜) =
∫ T
0
∫
Ω
γˆγ˜eγ∇h · ∇qdxdt+Rγγ
Taking into account boundary conditions, the discretized product of the re-
duced Hessian with a vector γ˜ is thus
C0(γ, h˜, q) +C1(γ, q˜,h) + (C2(γ, q,h) +R)γ˜
where
C0(γ, h˜, q)i =
∫ T
0
∫
Ω
ψie
γ∇h˜ · ∇qdxdt,
C1(γ, q˜, h)i =
∫ T
0
∫
Ω
ψie
γ∇h · ∇q˜dxdt,
C2(γ, q, h)i,j =
∫ T
0
∫
Ω
ψiψje
γ∇h · ∇qdxdt.
3.3 Two parameter example
We study a model 1D problem in estimating the hydraulic conductivity
based on observations of the head to provide a more concrete example of the
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algorithms described in Chapter 2. We first describe the relationship between
the hydraulic conductivity and the head with a steady-state single phase flow
model:
− d
dx
(
eγ
dh
dx
)
= 80 in (0, 1)
h(0) = 1
h(1) = 6,
where h is the head and γ is the log hydraulic conductivity.
We discretize the problem with linear finite elements so that the hy-
draulic conductivity has 2 degrees of freedom (so that we can easily visualize
the results of this model problem) while the head has 129 degrees of freedom.
We generate synthetic observations from a problem with an analytical solution
where the head is given by the expression
h(x) =
eg0g0h1 − g0h0 − crhs + e−g0x(crhs(1 + (eg0 − 1)x) + eg0g0(h0 − h1))
g0(−1 + eg0)
(3.4)
=
−17 + 6e5 + e−5x(16− 5e5 + 16(e5 − 1)x)
−1 + e5
≈ 5.92538 + e−5x(−4.92538 + 16x)
with parameters g0 = 5, h0 = 1, h1 = 6, crhs = 80, g1 = 0, and γ = g0x, and
can be seen in Figure 3.1.
We see in Figure 3.2 that the likelihood is nonlinear and depends on
the location of the observation points (as illustrated by Figure 3.2(a)-3.2(c)).
Thus, even though the prior pdf (in Figure 3.2(d)) is Gaussian, the posterior
pdf is non-Gaussian.
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(a) (b)
Figure 3.1: Synthetic data for example problem given in Equation 3.4: (a)
head, with four observations (x, yobs) = (0.1, 3.908), (0.2, 5.290), (0.8, 6.070),
(0.9, 6.031). (b) log hydraulic conductivity γ = 5x.
3.3.1 Approximation of pipost(x)
In this section, we visualize the steps of the algorithm in §2.2 to build
the Hessian-based response surfaces. Since there are only two parameters, a
low-rank approximation to the Hessian is unnecessary. We do, however, need a
positive definite approximation to the Hessian of the data misfit for the purpose
of building the Hessian-based response surfaces. Here we present results using
the Gauss-Newton approximation to the Hessian. In later chapters we simply
restrict our approximation to positive eigenvalues of the prior-preconditioned
Hessian of the data misfit (this is the approach used in Chapter 6).
Our goal is approximation of the (non-Gaussian) posterior pdf in Fig-
ure 3.3(a) (which, by Bayes’ theorem, is equal to Figure 3.2(b) times Figure
3.2(d)). For comparison, in Figure 3.3 we also show the Gaussian process re-
sponse surface (restricted to non-negative values) and the Gaussian mixture
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(a) (b)
(c) (d)
Figure 3.2: Likelihood for sensor observations at (a) x = 0.1, 0.15, 0.2, 0.25 (b)
x = 0.1, 0.2, 0.8, 0.9 (c) x = 0.75, 0.8, 0.85, 0.9. (d) Prior pdf with covariance
parameters β0,prior = 0.1 and β1,prior = 0.005
46
obtained after 30 greedy iterations. In the MCMC algorithms proposed in
§2.3, the Gaussian mixture is employed as a proposal, and the GPRS serves
as a surrogate for the posterior pdf. We see that the GPRS (in Figure 3.3(b))
is a better approximation to the posterior pdf than the Gaussian mixture (in
Figure 3.3(c)), as expected since it is the result of an interpolation between a
set of training points. However, it is easy to draw samples from the Gaussian
mixture so it is a good candidate for a proposal since it still respects the shape
of the posterior pdf.
We present the evolution of the GPRS and Gaussian mixture step by
step in Figures 3.4-3.6. In the first step of the greedy iteration, we find the
MAP point. The Gaussian mixture (shown in Figure 3.4(a)) is simply a Gaus-
sian at the MAP point with a covariance equal to the inverse of the Hessian.
Note that using this approximation would be highly misleading. The GPRS
shown in Figure 3.4(b) is an interpolation including the Hessian at the MAP
point and additional interpolation information at the value points along the
path of the optimization algorithm. The additional information leads to some
negative oscillations in other regions, but the response surface conforms to the
values at these points.
After the second greedy iteration, we add a new shape point. The
Gaussian mixture at this iteration is shown in Figure 3.4(c). Compared to
the exact posterior, the values are too high to the left of the MAP point and
the tail does not extend far enough to the right. This is partially corrected
in the Gaussian process response surface in Figure 3.4(d) by the additional
47
(a) (b)
(c)
Figure 3.3: (a) Posterior pdf. (b) non-negative Gaussian process response sur-
face after 30 greedy iterations. (c) Gaussian mixture after 30 greedy iterations.
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information at the value points.
The third greedy iteration (in Figure 3.5(a)-3.5(b)) finds a small local
error maximum where the exact pdf is near zero but the response surface is
not. It simply adds value points to correct the interpolation, not a shape point.
Since there is no new shape point, the Gaussian mixture in Figure 3.5(a) is
unchanged. The Gaussian process response surface only changes slightly in
Figure 3.5(b). The fourth greedy iteration also only adds value points (no
shape point), but the effect on the response surface in Figure 3.5(d) is more
dramatic. The new value points are to the left of the MAP point, eliminating
the overshoot seen in Figure 3.5(b), but the response surface then bulges to
the right.
Continuing in Figure 3.6 with the fifth greedy iteration, we again only
add value points. Comparing Figure 3.5(d) to Figure 3.6(b), it is apparent that
these remove the positive oscillation to the bottom left of the MAP point. In
greedy iteration 6, we add a new shape point. The Gaussian mixture in Figure
3.6(c) extends further to the right than in the previous iteration, and the bulge
in the response surface has been reduced in Figure 3.6(d).
We now skip ahead to examine the Gaussian process response surface
after 10, 20, and 30 greedy iterations, seen in Figure 3.7. The changes are less
dramatic than the first 6 iterations, but they are still visible. Note that at
10 iterations, the approximation still has too short of a tail to the right and
several large negative oscillations, but is still a far better approximation than
a Gaussian at the MAP point.
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(a) (b)
(c) (d)
Figure 3.4: Colormap on a scale from -1 to 1, with red corresponding to
positive values and blue corresponding to negative values. (a) Gaussian at the
MAP point (after 1 greedy iteration). (b) GPRS after 1 greedy iteration. (c)
Gaussian mixture after 2 greedy iterations. (d) GPRS after 2 greedy iterations.
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(a) (b)
(c) (d)
Figure 3.5: Colormap on a scale from -1 to 1, with red corresponding to positive
values and blue corresponding to negative values. (a) Gaussian mixture after
3 greedy iterations. (b) GPRS after 3 greedy iterations. (c) Gaussian mixture
after 4 greedy iterations. (d) GPRS after 4 greedy iterations.
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(a) (b)
(c) (d)
Figure 3.6: Colormap on a scale from -1 to 1, with red corresponding to positive
values and blue corresponding to negative values. (a) Gaussian mixture after
5 greedy iterations. (b) GPRS after 5 greedy iterations. (c) Gaussian mixture
after 6 greedy iterations. (d) GPRS after 6 greedy iterations.
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(a) (b)
(c) (d)
Figure 3.7: (a) Posterior pdf. (b) Gaussian process response surface after
10 greedy iterations. (c) Gaussian process response surface after 20 greedy
iterations. (d) Gaussian process response surface after 30 greedy iterations.
53
To study the effect of the number of greedy iterations on the GPRS,
we examine the Gaussian mixture and the GPRS restricted to non-negative
values after 10 and 20 greedy iterations in Figure 3.8. If the greedy algorithm
is terminated too early then the GPRS may not be an accurate approximation
for the posterior pdf – the tail is still too short after 10 greedy iterations.
We also see that the Gaussian mixture respects the general structure of the
posterior pdf.
In Figure 3.9 we show the development of the chain generated by Al-
gorithm 1 in §2.3 (Metropolis-Hastings sampling of the posterior pdf with the
Gaussian mixture as a proposal). We show that with additional greedy it-
erations, the Gaussian mixture expands from a Gaussian at the MAP point
(Figure 3.9(a)) to include the tail of the posterior pdf (Figures 3.9(b)-3.9(d)).
To provide a visual comparison of the chains produced by all three
MCMC algorithms (from §2.3), in Figure 3.10 and Figure 3.11 we show the
MCMC chains generated using the proposed algorithms after 6 greedy iter-
ations and 30 greedy iterations respectively. The differences are particularly
visible in Figure 3.10, where the GPRS (Figure 3.10(a)) is still a poor approx-
imation to the posterior pdf. Therefore the differences in the chain shown in
Figure 3.10(c), where the GPRS serves as a surrogate for the posterior pdf, and
the chain in Figure 3.10(c) (the two-stage delayed acceptance algorithm) are
particularly noticeable. However, as we see in Figure 3.11, the visible differ-
ences between the algorithms decrease as additional greedy iterations improve
the response surfaces.
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(a) (b)
(c) (d)
Figure 3.8: (a) GPRS restricted to non-negative values, computed through 10
greedy iterations. (b) Gaussian mixture after 10 greedy iterations. (c) GPRS
after 20 greedy iterations, restricted to non-negative values. (d) Gaussian
mixture after 20 greedy iterations
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In conclusion, the GPRS is a good candidate to act as a surrogate for
the posterior pdf, and the Gaussian mixture is a good candidate for a proposal.
Full numerical results for a 121 parameter problem are in Chapter 6.
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(a) (b)
(c) (d)
Figure 3.9: In blue, samples drawn from the Gaussian mixture. In red, points
accepted during Metropolis-Hastings sampling of the posterior pdf with the
Gaussian mixture as a proposal after (a) 1 greedy iteration, (b) 2 greedy
iterations, (c) 6 greedy iterations, (d) 15 greedy iterations.
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(a) (b)
(c) (d)
Figure 3.10: (a) The Gaussian process response surface after 6 greedy itera-
tions. (b) Chain from Metropolis-Hastings sampling of the posterior pdf with
the Gaussian mixture proposal after 6 greedy iterations. (c) Chain from the
two-stage delayed acceptance algorithm after 6 greedy iterations. (d) Chain
from Metropolis-Hastings sampling of the GPRS as a surrogate for the poste-
rior pdf, with the Gaussian mixture proposal, after 6 greedy iterations.
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(a) (b)
(c) (d)
Figure 3.11: (a) The Gaussian process response surface after 30 greedy it-
erations. (b) Chain from Metropolis-Hastings sampling of the posterior pdf
with the Gaussian mixture proposal after 6 greedy iterations. (c) Chain from
the two-stage delayed acceptance algorithm after 30 greedy iterations. (d)
Chain from Metropolis-Hastings sampling of the GPRS as a surrogate for the
posterior pdf, with the Gaussian mixture proposal, after 30 greedy iterations.
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Chapter 4
Low-rank approximation of the Hessian
We next address the scalability of our response surface approxima-
tion (and our Gaussian mixture approximation) to high-dimensional param-
eter spaces. The expressions for µGPRS(x) and ΓGPRS(x) rely on evaluating
the product of the Hessian at each training point in M k with a vector deter-
mined by the value of x. However, computing a Hessian-vector product is not
cheap. Since the goal is to produce an approximation that can be sampled
many times in order to explore a high-dimensional parameter space, the scala-
bility of the algorithm requires exploiting the structure of the Hessian so that
the Hessian may be replaced by a low-rank approximation. A faithful low-
rank approximation may often be computed at a cost independent of the size
of the parameter space. For large-scale problems, the cost of computing the
low-rank approximation is much less than that of evaluating Hessian-vector
products required to probe the parameter space. Thus, there is a scalable way
to incorporate the structure of the underlying statistical inverse problem into
our response surface approximation of the posterior pdf for high-dimensional
parameter spaces.
60
The Hessian
H = −∇2(log pipost(x)), (4.1)
where pipost(x) is described by (2.1), is fundamental to the construction of our
response surface approximation of the posterior pdf. This ties the response
surface approximation to the underlying statistical inverse problem and to the
classical deterministic least-squares optimization formulation.
Although it is easy to write an expression such as (4.1), explicit con-
struction of the Hessian, which is dense and of order of the number of param-
eters, would require at least as many forward solves as the number of param-
eters. This is prohibitive for high-dimensional parameter spaces, as may arise
when an infinite-dimensional parameter field is discretized, and expensive-to-
solve PDEs. Instead, we take advantage of the structure of the Hessian. Com-
bining (4.1) with (2.1), we note that the Hessian is composed of two terms:
the Hessian of the data misfit Hmisfit ∈ Rn×n, where
Hmisfit
def
= ∇2
(
1
2
‖yobs − f(x)− e¯‖Γ−1noise
)
,
and the Hessian of the term resulting from the Gaussian prior pdf. The Hessian
can therefore be expressed as
H = Hmisfit + Γ
−1
prior. (4.2)
For many ill-posed inverse problems, the spectrum of Hmisfit (the data misfit
portion of the Hessian) decays rapidly, reflecting the fact that the data provide
information on only a low-dimensional subspace of the parameter field. One
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would like to employ a low-rank approximation of this operator (e.g., via a
Lanczos method) to overcome the prohibitive nature of direct computation.
However, the retained modes should be informed by not only the data, but also
the prior information, since modes that can be inferred from the data might be
nullified by the influence of the prior. Therefore, we rearrange the expression
to include the effects of the prior in the data misfit term, thereby filtering the
data through the prior before invoking the low-rank approximation. We argue
in subsequent sections that for many ill-posed inverse problems, an accurate
low-rank spectral approximation of the “prior-preconditioned Hessian of the
data misfit,” Γ
1/2
priorHmisfitΓ
1/2
prior can be computed at a cost that is a small
multiple (independent of the parameter dimension) of the cost of solving the
underlying forward PDEs.
Much of the prior work for low-rank approximations in inverse prob-
lems has occurred in the context of seismic inverse problems, where the for-
ward operators can be expensive, and the heterogeneity of the earth requires
a high-dimensional parametrization. When the forward problem is sufficiently
inexpensive to solve, one can explicitly construct the Hessian matrix (at a cost
of n forward problem solutions, where n is the number of model parameters)
and (for a linear problem) invert it to obtain the posterior covariance matrix.
For example, as early as 1993, [54] were able to explicitly compute the pos-
terior covariance in the Bayesian framework for a global seismic tomography
problem using ray tracing as the forward model for up to 12,496 model parame-
ters. Similarly, when the parametrization is low-dimensional, one can tractably
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construct and invert the Hessian matrix to find the posterior covariance. For
example, [28] and [29] obtain Bayesian solutions to flat-layered earth seismic
inverse problems with up to 300 parameters. Such explicit construction of the
Hessian does not scale as the number of parameters, or the complexity of the
forward problem, increase. On the other hand, a number of references invoke
low-rank approximations to make inversion tractable for large-scale problems.
Examples include [46, 27, 11, 12, 42, 53, 59, 57, 47, 13, 58], in which the low
rank approximations are effected through truncated iterative methods such as
Lanczos and block Lanczos, conjugate gradients, and LSQR. In all of these
cases, however, the Bayesian framework is not employed, and instead the goal
is to determine the so-called resolution matrix A†A [3], which is a determin-
istic attempt to quantify resolving power of the inversion.
4.1 Theory: Approximation of the Hessian matrix
We begin by recognizing that, for many ill-posed inverse problems,
the Hessian of the data misfit, Hmisfit, behaves like the discretization of a
compact operator. The range space thus is effectively finite-dimensional, and
the eigenvalues decay, often rapidly, to zero. We can exploit this structure
to construct fast algorithms for approximating the Hessian. Rearranging the
expression for H in (4.2) to factor out Γ
1/2
prior gives
H = Γ
−1/2
prior
(
Γ
1/2
priorHmisfitΓ
1/2
prior + I
)
Γ
−1/2
prior . (4.3)
Using this Hessian within the Gaussian process approximation requires two
operations: fast multiplication by Γ
−1/2
prior and fast multiplication by the matrix
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Γ
1/2
priorHmisfitΓ
1/2
prior + I. We do not address fast multiplication by Γ
1/2
prior here,
since it depends on the structure of the chosen prior. In any case, it is inde-
pendent of the PDE solve, and is thus relatively cheap. Here we address the
latter operation.
Let λi and vi be the eigenvalues and eigenvectors of the prior-precond-
itioned Hessian of the data misfit H˜misfit ∈ Rn×n, where
H˜misfit
def
= Γ
1/2
priorHmisfitΓ
1/2
prior.
Let Λ ∈ Rn×n be the diagonal matrix of eigenvalues λi of H˜misfit and let
V ∈ Rn×n be the matrix whose columns are the eigenvectors vi of H˜misfit.
Then the following expression can be rewritten with H˜misfit replaced by its
spectral decomposition:
Γ
1/2
priorHmisfitΓ
1/2
prior + I = V ΛV
T + I
When the eigenvalues of H˜misfit decay rapidly, we can extract a low-rank ap-
proximation of H˜misfit by retaining only the r largest eigenvalues and corre-
sponding eigenvectors,
Γ
1/2
priorHmisfitΓ
1/2
prior ≈ V rΛrV Tr .
and therefore
Γ
1/2
priorHmisfitΓ
1/2
prior + I = V rDrV
T
r + I + O
(
n∑
i=r+1
λ2i
)
, (4.4)
where Λr ∈ Rr×r and V r ∈ Rn×r denote the truncated eigenvalue and eigen-
vector matrices. With this low-rank approximation, the final expression for
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approximation of the Hessian is given by
H ≈ Γ−1/2priorV rΛrV Tr Γ−1/2prior + Γ−1prior. (4.5)
For many ill-posed inverse problems, the choice of r is small and in-
dependent of problem size. The r retained eigenvectors can be viewed as the
modes of the parameter field that are recoverable from a combination of data
and prior information. It is often the case for ill-posed inverse problems that
the spectrum of the prior-preconditioned Hessian of the data misfit H˜misfit
collapses on zero. This happens for example when the data misfit Hessian
Hmisfit has rapidly decaying eigenvalues, and/or when the chosen prior is of
smoothing type. In such cases, an accurate approximation of H˜misfit can be
made with small values of r. In fact, often the data and prior are informative
about the low-wavenumber modes of the parameter field; this is because local
features cannot be resolved from the data, and the prior is of smoothing type.
Thus, refinements of the mesh on which the PDE is solved do not affect the
accuracy of the low-rank approximation, and as a result, an appropriate choice
of r is independent of mesh size. Note that expression (4.4) suggests a cutoff
value for retaining eigenpairs in the low-rank approximation of H˜misfit, namely
that λ 1 (in most of our examples, we use λ > 0.1 as a cutoff criterion).
The Frobenius norm of the error in the approximation of H˜misfit is
∥∥∥H˜misfit − V rΛrV Tr ∥∥∥
F
=
√√√√ n∑
j=r+1
λ2j . (4.6)
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If the eigenvalues λj decay rapidly enough for the series
∑∞
j=r+1 λ
2
j to converge,
then provided the structure of the spectrum does not change as the dimension
of the parameter space increases, we obtain an error bound on the low-rank
approximation of H˜misfit that is independent of the dimension of the parameter
space (and therefore mesh size). Finally, to relate the effect of the low-rank
approximation of H˜misfit on the full Hessian H , one would need to know the
spectral structure of the prior covariance Γ−1prior, as is evident from (4.3).
We are now in a position to state the complexity of the low-rank ap-
proximation and the resulting cost of evaluating H . We certainly cannot
explicitly construct H˜misfit and then perform a truncated SVD. Instead, we
chose a matrix-free Lanczos method to find its dominant eigenvalues and cor-
responding eigenvectors. Lanczos requires only a matrix-vector product with
H˜misfit at each iteration, which in turn requires (a) multiplications with Γ
1/2
prior,
and (b) action of Hmisfit on vectors. The latter involves forward and adjoint
PDE solutions, which dominate the cost when the forward model is large-scale.
Lanczos tends to require a number of iterations proportional to the dominant
portion of the spectrum, which is bounded when H˜misfit is compact. Thus,
under the conditions discussed above, the cost (in number of forward/adjoint
PDE model solutions) of the low-rank approximation is small and independent
of the mesh size. Once the r dominant eigenpairs have been found, storing the
low-rank approximation requires (r + 1)n floating point numbers, where n is
the dimension of the parameter space. Once the low-rank approximation has
been constructed, the cost of a Hessian-vector multiplication is 4rn plus the
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cost of two matrix-vector multiplications with Γ
−1/2
prior .
In §5.2 and §5.3 we illustrate the relationship between accuracy and
size of r and provide evidence of mesh independence for a large-scale sta-
tistical inverse problem governed by a three-dimensional convection-diffusion
PDE model. In §4.3.1 and §4.3.2 we provide similar results for a groundwater
example.
4.2 Local approximation of an inverse problem
We address the question of linearizing the inverse problem around a
point because the Gaussian mixture in §2.2.4 is a sum of local linear approxi-
mations around the shape points xk.
If the posterior pdf pipost(x) is approximated by a linearization at a
shape point xk (chosen through the greedy algorithm described in Chapter 2),
then locally
pipost(x) ≈ N(x¯k,Γk),
and this posterior covariance matrix is the inverse of the Hessian at the point
xk,
Γk =
(
Hmisfit + Γ
−1
prior
)−1
. (4.7)
In the linear case (such as in Chapter 5), this approximation is exact since
pipost(x) is also Gaussian, with mean x¯post ∈ Rn given by the maximum a
posteriori (MAP) point, i.e.,
x¯post = arg max
x
pipost(x).
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4.2.1 Low rank approximation of the posterior covariance
We now turn to the problem of approximating the posterior covariance
matrix of the parameters and its square root with determinant, which are
necessary for drawing a sample from the Gaussian mixture used in all the
Hessian-based MCMC algorithms described in §2.3.
As discussed already, explicit construction of the Hessian (let alone
its inverse), is prohibitive for high-dimensional parameter spaces. Moreover,
for large-scale problems we often cannot store the entire posterior covariance
matrix, and instead must resort to extracting partial information (such as its
action on a vector or the variance). Instead, we will take advantage of the low-
rank approximation of H˜misfit described in §4.1. Rearranging the expression
for Γpost in (4.7) to factor out Γ
1/2
prior gives
Γpost = Γ
1/2
prior
(
Γ
1/2
priorHmisfitΓ
1/2
prior + I
)−1
Γ
1/2
prior. (4.8)
As in §4.1, we extract a low-rank approximation of H˜misfit by retaining
only the r largest eigenvalues and corresponding eigenvectors,
Γ
1/2
priorHmisfitΓ
1/2
prior ≈ V rΛrV Tr .
Then we can invert using the Sherman-Morrison-Woodbury formula to obtain(
Γ
1/2
priorHmisfitΓ
1/2
prior + I
)−1
= I − V rDrV Tr + O
(
n∑
i=r+1
λi
λi + 1
)
, (4.9)
where Λr ∈ Rr×r and V r ∈ Rn×r denote the truncated eigenvalue and eigen-
vector matrices, and Dr
def
= diag(λi/(λi + 1)) where Dr ∈ Rr×r. With this
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low-rank approximation, the final expression for approximation of the poste-
rior covariance Γpost is therefore given by
Γpost ≈ Γprior − Γ1/2priorV rDrV Tr Γ1/2prior. (4.10)
The Frobenius norm of the error in the low-rank approximation of (4.9)
is given by
∥∥∥∥(H˜misfit + I)−1 − (I − V rDrV Tr )∥∥∥∥
F
=
√√√√ n∑
j=r+1
(
λj
λj + 1
)2
<
√√√√ n∑
j=r+1
λ2j ,
(4.11)
and is in fact less than the approximation error for H˜misfit, and thus is also
bounded independent of problem dimension. Finally, to relate the effect of
the low-rank approximation of H˜misfit on the posterior covariance Γpost, one
would need to know the spectral structure of the prior covariance Γprior, as is
evident from (4.7).
This also provides us with a simple approximation to H−1/2 and its
determinant, which is useful for computing samples of a local Gaussian ap-
proximation.
H−1/2 ≈ Γ1/2prior(V rP rV Tr + I)
det(H1/2) ≈ det(Γ1/2prior)
r∏
i=1
√
λi + 1
where P is a diagonal matrix with P jj =
1√
λj+1
− 1.
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Costs of construction of the low-rank approximation were presented in
§4.1. Once the low-rank approximation has been constructed, the remaining
costs to probe the posterior parameter density are linear in n. The costs are
summarized in Table 4.1.
Calculation cost for general Γprior cost for Γprior ∝ I
variance: diag(Γpost) (3r + 1)n+ rγ (3r + 1)n
row/column: Γpostej 4rn+ γ 2rn+ r + 1
multiplication: Γpostv 4rn+ 2γ (4r + 1)n
sample: exp(vTΓpostv) (4r + 2)n+ 2γ (4r + 3)n
Table 4.1: Cost of common computations using Γpost once eigenvectors of
H˜misfit, the prior-preconditioned Hessian of the data misfit, have been com-
puted, where n is the dimension of x, r is the dimension of the low-rank
approximation of H˜misfit, and γ is the cost of multiplying Γ
1/2
prior by a vector.
The last column corresponds to the case of an i.i.d. prior.
4.3 Analysis of steady state groundwater flow inverse
problem
We now turn to the nonlinear inverse problem in groundwater flow
introduced in Chapter 3. The section will examine a 1D infinite-dimensional
steady state flow inverse problem to investigate the suitability of a low-rank
approximation to the Hessian, then present numerical results for a 2D example
to support its use for high-dimensional parameter spaces.
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4.3.1 Analysis of a model inverse problem, 1D
The forward problem, expressing the relationship of the head h and the
log hydraulic conductivity γ over the domain (0, L), is
− d
dx
(
eγ
dh
dx
)
= 0, (4.12)
h(0) = h0,
h(L) = hL,
where h0 and hL are Dirichlet boundary conditions. The general form of
the Hessian, adjoint equation, incremental adjoint equation, and incremental
state equation are derived in §3.2 through calculus of variations. The system
of ODEs in this section are simplified forms of those results.
We consider two observation operators - one in which the head is
measured over the entire domain, and one with n point measurements at
xj =
L
n
(j − 1/2) for j = 1, . . . , n. Mathematically we define the observation
operators as
bnoise =
{
1 full observations
L
n
∑n
j=1 δ(x− xj) for j = 1, . . . , n point observations
and the corresponding objective functions are the infinite dimensional func-
tionals
J∞(h, γ) =
1
2
∫ L
0
(h(x)− hobs(x))2dx
and
Jn(h, γ) =
L
2n
n∑
j=1
(h(xj)− hobs(xj))2
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where h(x) satisfies (4.12).
We assume zero noise in the observations, and that we are evaluating
the Hessian at a point such that our observations match the state: h(x) = hobs.
The adjoint equation is therefore
d
dx
(
eγ
dq
dx
)
= 0
q(0) = 0
q(L) = 0
For simplicity, we will focus on the eigenpairs of the Hessian at γ = γ0
constant. The solution to the state and adjoint equations are then
h(x) = h0 +
(
hL − h0
L
)
x,
q(x) = 0.
Incorporating these solutions into the incremental state and adjoint
equations, we obtain
Incremental state Incremental adjoint
−d
2h˜
dx2
=
(
hL − h0
L
)
dγ˜
dx
, eγ0
d2q˜
dx2
= h˜ bnoise,
h˜(0) = 0, q˜(0) = 0,
h˜(L) = 0, q˜(L) = 0.
Finally, the eigenvalue problem for the Hessian, its eigenfunctions γ˜, and its
eigenvalues λ, is
H(γ0, γ˜) = e
γ0
dh
dx
dq˜
dx
=
(
eγ0(hL − h0)
L
)
dq˜
dx
= λγ˜.
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We begin with the case of full observations over the domain: the mth
eigenpair can be shown to be the expressions
γ˜m =
√
2
L
cos
(mpix
L
)
λm =
(hL − h0)2
pi2m2
(4.13)
for m = 1, . . . ,∞. For completeness, the expressions for the incremental state
and adjoint are
h˜m = −
√
2
L
(
hL − h0
mpi
)
sin
(mpix
L
)
,
q˜m =
√
2
L
(
(hL − h0)L2
eγ0m3pi3
)
sin
(mpix
L
)
.
We now turn to the case of n point observations. The eigenfunctions
are piecewise constant interpolations of cosine waves matching the midpoint
between observation points, with jumps in value at the observation points.
There are n eigenpairs (consistent with the Nyquist sampling theorem for
reconstruction of waves based on discrete sample points). For notational con-
venience, we define x0 = 0 and xn+1 = L, the left and right endpoints of the
domain. The mth eigenpair is described by the expressions
γ˜m(x) = β cos
(
mpij
n
)
for xj ≤ x ≤ xj+1 and j = 0, . . . , n+ 1 (4.14)
λm =
(hL − h0)2
4n2 sin(mpi/2n)2
where the normalization constant
βm =
{
2
(
1 + 2n+ sin(m(−1+2n)pi/n)
sin(mpi/n)
)−1/2
if 1 ≤ m < n
1/
√
n if m=n.
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(a) (b)
(c) (d)
Figure 4.1: Four eigenfunctions of the Hessian at γ = γ0 for the full observation
operator and the pointwise observation operator with 6 evenly spaced points.
See equations 4.13 and 4.14 for the expressions. Note that the eigenfunctions
associated with the pointwise observation operator are piecewise constant in-
terpolations of the eigenfunctions associated with the full observation operator.
(a) 1st eigenfunctions. (b) 2nd eigenfunctions. (c) 5th eigenfunctions. (d) 6th
eigenfunctions.
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The eigenvalues are zero for m > n. The eigenfunctions for both cases are
illustrated in Figure 4.1.
We define a piecewise linear function f(xj) such that f(xj) = sin
(mpixj
L
)
for j = 0, . . . , n+ 1. Let
f(x) =

a0x (0, x1)
a1x+ b1 (x1, x2)
...
...
an−1x+ bn−1 (xn−1, xn)
anx− an (xn, 1)
where
aj(x) =
1
xj+1 − xj
(
sin
(mpixj+1
L
)
− sin
(mpixj
L
))
bj(x) =
j∑
k=1
(ak−1xk − akxk)
for j = 0, . . . , n.
Then the expressions for the incremental state and adjoint are piecewise
linear interpolations of sine waves given by
h˜m(x) = − (hL − h0)β
2n sin(mpi/2n)
f(x)
q˜m(x) =
(hL − h0)L2β
8eγ0n3 sin(mpi/2n)3
f(x),
as illustrated in Figure 4.2.
We continue with analysis of the eigenpairs of the Hessian for the two
observation operators. First note that Jn(h, γ) is equivalent to a Riemann
sum approximation of J∞(h, γ) with the midpoint approximation. Thus we
75
(a) (b)
Figure 4.2: Plots of the incremental state solution for the full observation
operator and the 4 point observation operator. (a) m = 1. (b) m = 2.
should expect that as n → ∞, the eigenpairs of the Hessian should also con-
verge. We can see that the eigenfunctions converge in Figure 4.3 (in fact, note
their resemblance to Riemann sums). Larger eigenvalues are associated with
smoother eigenfunctions. As λ decreases, the eigenfunctions are increasingly
oscillatory.
Physically, the eigenvalues depend on the pressure difference across
the domain (hL − h0). The eigenvalues for the full observation case decay
quadratically, inviting a low rank approximation. In addition,
λnm − λfullm =
(hL − h0)2
4n2
(
1
sin(mpi/2n)2
− 4n
2
pi2m2
)
=
(hL − h0)2
12
(
1
n2
+
pi2
20
m2
n4
+O
(
m4
n6
))
,
so we see the eigenvalues based on the n-point observation operator converge
quadratically to the eigenvalues based on the full observation operator. Smaller
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values of m converge faster. This effect is visible in Figure 4.4. Thus, although
we need no more than n eigenpairs for n observations, a low rank approxima-
tion may still be appropriate for large n. For example, in the graph of error
versus number of retained eigenpairs in Figure 4.5(c), the error drops expo-
nentially and indicates a low rank approximation is appropriate well before n
points.
For a given cutoff λ > α, the number of retained eigenvalues r for the
full observation operator is
r =
⌊ |hL − h0|
pi
√
α
⌋
and for n point observations is
r =
{ ⌊
2n
pi
arcsin
(
|hL−h0|
2n
√
α
)⌋
α ≥ (hL−h0)2
4n2
n otherwise
We next analyze the error in the posterior covariance matrix due to the choice
of truncation r. Assuming the eigenvalues of the finite dimensional poste-
rior decay with the infinite dimensional expressions, the squared error in the
Frobenius norm is
∞∑
j=r+1
λ2j =
(hL − h0)4
pi4
∞∑
j=r+1
1
j4
=
(hL − h0)4
6pi4
ψ(3)(r + 1)
for the full observation operator where ψ(3)(x) is the polygamma function of
order 3 (i.e. the 4th derivative of the logarithm of the gamma function). For
the n point observation operator, we derive an upper bound by treating the
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(a) (b)
(c) (d)
Figure 4.3: The third eigenfunctions of the Hessian at γ = γ0 for the full
observation operator and the pointwise observation operator. See equations
4.14 and 4.14 for the expressions. (a) 3 points. (b) 4 points. (c) 7 points. (d)
9 points.
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(a) (b)
Figure 4.4: Spectrum of the Hessian at γ = γ0 for the full observation operator
and the pointwise observation operator. See equations 4.13 and 4.14 for the
expressions. (a) 6 points. (b) 500 points.
sum as a right Riemann sum, so that
n∑
j=r+1
λ2j <
∫ n
r
(hL − h0)4
16n4 sin(pix/2n)4
<
(hL − h0)4
24n3pi
(
2− cos
(pir
n
))
cot
(pir
2n
)
csc
(pir
2n
)2
.
A comparison of the bounds based on the two observation operators is given
in Figure 4.5.
We finish the section with some additional calculations of derivatives
(using trigonometric angle sum formulas) to help the reader verify the preced-
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(a) (b)
(c)
Figure 4.5: Plots show comparisons between the continuous observation oper-
ator and the 500 point observation operator. (a) Dependence of the number of
retained eigenvalues r on a given cutoff λ > α. (b) Estimate of upper bound
on the squared Frobenius error in the low-rank approximation based on the
choice of a cutoff value α. (c) Relationship between the number of retained
eigenvalues r and the upper bound on the error in the low rank approximation.
80
ing expressions.
dγ˜
dx
= β
n∑
j=1
(
cos
(
mpij
n
)
− cos
(
mpi(j − 1)
n
))
δ(x− xj)
= β
n∑
j=1
(
cos
(
mpi(j − 1/2)
n
+
mpi
2n
)
− cos
(
mpi(j − 1/2)
n
− mpi
2n
))
δ(x− xj)
= β
n∑
j=1
(
cos
(
mpi(j − 1/2)
n
)
cos
(mpi
2n
)
− sin
(
mpi(j − 1/2)
n
)
sin
(mpi
2n
)
− cos
(
mpi(j − 1/2)
n
)
cos
(mpi
2n
)
− sin
(
mpi(j − 1/2)
n
)
sin
(mpi
2n
))
δ(x− xj)
= −2β
n∑
j=1
sin
(
mpi(j − 1/2)
n
)
sin
(mpi
2n
)
δ(x− xj).
For xj ≤ x ≤ xj+1 and 1 < j < n,
df
dx
=
n
L
(
sin
(
mpi(j + 1/2)
n
)
− sin
(
mpi(j − 1/2)
n
))
=
h1n
eγ0L
(
sin
(
mpij
n
+
mpi
2n
)
− sin
(
mpij
n
− mpi
2n
))
=
n
L
(
sin
(
mpij
n
)
cos
(mpi
2n
)
+ cos
(
mpij
n
)
sin
(mpi
2n
)
− sin
(
mpij
n
)
cos
(mpi
2n
)
+ cos
(
mpij
n
)
sin
(mpi
2n
))
=
2n
L
cos
(
mpij
n
)
sin
(mpi
2n
)
.
For 0 ≤ x ≤ x1,
df
dx
=
2n
L
(
sin
(mpi
2n
)
− 0
)
=
2n
L
sin
(mpi
2n
)
cos
(
mpij
n
)
for j = 0.
For xn ≤ x ≤ 1
df
dx
=
2n
L
(
0− sin
(
mpi(n− 1
2
)
n
))
=
2n
L
sin
(mpi
2n
)
cos
(
mpij
n
)
for j = n.
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For x = xj and j = 1, . . . , n
d2f
dx2
=
2n
L
sin
(mpi
2n
)(
cos
(
mpij
n
)
− cos
(
mpi(j − 1)
n
))
δ(x− xj)
=
2n
L
sin
(mpi
2n
)(
cos
(
mpi(j − 1/2)
n
+
mpi
2n
)
− cos
(
mpi(j − 1/2)
n
− mpi
2n
))
δ(x− xj)
=
2n
L
sin
(mpi
2n
)(
cos
(
mpi(j − 1/2)
n
)
cos
(mpi
2n
)
− sin
(
mpi(j − 1/2)
n
)
sin
(mpi
2n
)
− cos
(
mpi(j − 1/2)
n
)
cos
(mpi
2n
)
− sin
(
mpi(j − 1/2)
n
)
sin
(mpi
2n
))
δ(x− xj)
= −4n
L
sin
(mpi
2n
)2
sin
(
mpi(j − 1/2)
n
)
δ(x− xj).
4.3.2 Numerical experiments
We introduce a nonlinear statistical inverse problem governed by the
steady state form of the equations in Chapter 3 for a two-dimensional ground-
water example. The forward problem is described by the PDE with boundary
conditions
−∇ · eγ∇h = f (0, 6km)× (0, 6km)
h(x, 0) = 100m −eγ∇h · n(6km, y) = 0
−eγ∇h · n(0, y) = 500m3km−1day−1 −eγ∇h · n(x, 6km) = 0
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where the recharge term is
f(x, y) =

0 0 < y < 4km
0.137× 10−3m/day 4km < y < 5km
0.274× 10−3m/day 5km < y < 6km
.
The boundary conditions, domain, and recharge term are extracted from the
example in [36] and [31].
We generate a synthetic log transmissivity field (see Figure 4.6(a))
through sampling a Gaussian process with mean µ = 3, whose covariance
is defined by the Ma´tern covariance function,
C(r) = σ221−ν
(r
θ
)ν Kν(r/θ)
Γ(ν)
, (4.15)
where Γ is the gamma function and Kν is the modified Bessel function of the
second kind, and θ = 1, ν = 1, and σ = 1. The Ma´tern covariance depends
on r, the distance between points and has a parameter, ν, that determines
smoothness of the field. It is often used to generate synthetic permeability
fields.
In addition, we define a pointwise observation operator (in general,
this must be defined with a mollifier to ensure well-posedness of the adjoint
problem in the limit as the mesh size goes to zero)
b(x) =
9∑
j=1
exp
(
− 1
D − ‖x− xj‖22
)
,
where D is the width of the observation well and with the points xj given by
Table 4.2. The observation points are illustrated in Figure 4.6. For the example
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(a) (b)
Figure 4.6: (a) The “ground truth” log transmissivity: synthetic field gener-
ated as a sample of a Gaussian process with mean µ = 3 and Ma´tern covariance
from Eqn 4.15 with parameters θ = 1, ν = 1, and σ = 1. (b) Piezometric head
for the field in (a). The black circles mark observation points. See Table 4.2
for observation values for an example with 121 degrees of freedom.
on a coarse mesh in our results section, we use the pointwise observation
operator
b(x) =
9∑
j=1
δ(x− xj)
without a mollifier. To lessen the inverse crime, we add 1% noise to the
observed head to generate the synthetic data for the statistical inverse problem.
We continue to the Bayesian formulation of a statistical inverse problem
with Gaussian prior and noise (see §2.1). We define the noise pdf as a Gaussian
such that
pinoise(e) = N(0, αI)
where α is a constant defined in Table 4.2, consistent with our synthetic ob-
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j xj Exact observed head Synthetic noise Total
0 (2.5, 5.5) 49.45082 -0.06493812 49.38588
1 (3.5, 5.5) 52.70623 0.4225783 53.12881
2 (1.5, 4.5) 43.15628 0.9965889 44.15287
3 (2.5, 4.5) 51.70564 0.1224217 51.82806
4 (4.5, 4.5) 60.20506 -0.2248143 59.98025
5 (5.5, 4.5) 62.16391 0.4810087 62.64492
6 (1.5, 2.5) 55.52143 0.8825147 56.40394
7 (2.5, 2.5) 70.20701 -0.3307525 69.87625
8 (4.5, 2.5) 75.29253 0.1424353 75.43496
Table 4.2: Observations of the piezometric head plus noise. Noise generated
from an iid normal distribution with mean 0 and standard deviation 0.4420484,
so that the variance α of noise distribution is set to 1% noise as calculated
through the expression 0.01
√∑9
j=1 h(xj)
2/9.
servations. The prior pdf is a Gaussian
piprior = N(γ¯,Γprior)
where the prior mean is constant such that γ¯ = 3.290624, the average value
of the synthetic control field in Figure 4.6. The prior covariance is defined as
described in Chapter 3, with parameters 0.05 and 0.03.
The data for this figure was developed by running the greedy algorithm
described in §2.2 for 50 iterations. The black squares in Figure 4.7(a) represent
points at which a low-rank approximation was built (plotted according to the
value at that point of the non-normalized posterior pdf). The positive portion
of the spectrum at each point is graphed in Figure 4.7(b) on a log scale. Note
that all display the decay necessary to support a low-rank approximation.
There are two outliers - the smallest corresponds to the MAP point, and the
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largest corresponds to the one shape point in Figure 4.7(a) with an unusually
small value. Another feature, seen even more clearly in Figure 4.8, is that the
first nine eigenvalues (corresponding to the nine observations) are considerably
larger than the rest of the spectrum.
(a) (b)
Figure 4.7: (a) Values of the (non-normalized) posterior pdf at the points found
in the optimization stage of the greedy algorithm for fifty iterations. Solid
squares mark the shape points, at which we form a low-rank approximation
to the Hessian. (b) Positive eigenvalues of the prior-preconditioned Hessian of
the data misfit at the shape points. Note the lowest, “Shape point 0” is the
MAP point, and the highest, “Shape point 27” had an unusually small value.
To investigate the scalability of the low-rank Hessian approximation,
we turn to Figure 4.8. We reproduce the problem described for 121 parameters
with 441 parameters. Figure 4.8(a) demonstrates the viability of the low rank
approximation at two points chosen through the greedy algorithm, showing
the same structure as in Figure 4.7(b). Then, in Figure 4.8(b), we compare
the spectra at the MAP point for the two cases directly. Over a range of 7
orders of magnitude, the two meshes have essentially the same eigenvalues,
and hence the same data content. Both display a jump after 9 eigenvalues,
which is consistent with the analysis of the 1D problem in §4.3.1.
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(a) (b)
Figure 4.8: (a) Spectrum at the MAP point and an additional shape point from
the 441 parameter version of the problem. (b) Comparison of the spectrum of
the prior-preconditioned Hessian of the data misfit at the MAP point for 121
parameters vs 441 parameters.
We present the first nine eigenvectors at the MAP point (from the 441
parameter case, but corresponding to similar eigenvectors in the 121 parameter
case) in Figures 4.9–4.11. Streamlines of the flow are in white, and black circles
are sensor locations. In the figures you can see jumps at the observation
points, where the orientation of the jump is determined by the direction of
the streamlines (which align with the pressure gradient). The eigenvector
associated with the largest eigenvalue is the smoothest, and later eigenvectors
display increasingly oscillatory behavior.
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(a) (b)
(c) (d)
Figure 4.9: First through fourth eigenvectors of the Hessian of the data misfit
at the MAP point, ordered by the magnitude of the associated eigenvalues of
prior-preconditioned Hessian of the data misfit. Eigenvalues (a) 1,500,422 (b)
42,576.25 (c) 24,075.56 (d) 7,309.192. Streamlines of the flow are marked in
white. Black circles mark observation points.
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(a) (b)
(c) (d)
Figure 4.10: Fifth through eighth eigenvectors of the Hessian of the data misfit
at the MAP point, as ordered by the magnitude of the associated eigenvalues
of prior-preconditioned Hessian of the data misfit. Eigenvalues (a) 5,164.517
(b) 2,260.133 (c) 623.9096 (d) 328.8667. Streamlines of the flow are marked
in white. Black circles mark observation points.
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(a)
Figure 4.11: Ninth eigenvector of the Hessian of the data misfit at the MAP
point, as ordered by the magnitude of the associated eigenvalues of prior-
preconditioned Hessian of the data misfit. The associated eigenvalue 230.6024.
Streamlines of the flow are marked in white. Black circles mark observation
points.
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Chapter 5
A 3D convection-diffusion inverse problem
We consider the case of a linear ill-posed inverse problem within the
framework of Bayesian inference as a stepping stone to the nonlinear groundwa-
ter flow inverse problem in Chapter6. This chapter will thoroughly investigate
the low-rank approximation to the Hessian for up to 1.4 million parameters.
For a linear inverse problem, an additive Gaussian noise model and a Gaussian
prior density of the model parameters will result in a Gaussian posterior pdf
for the model parameters. Thus, the statistical solution of the inverse problem,
i.e. the posterior pdf, can be completely described by its mean and covariance
matrix. The mean is given by maximizing the posterior pdf, which leads to a
linear least squares optimization problem whose structure is identical to that
of a properly weighted deterministic inverse problem. Thus, state-of-the-art
numerical algorithms from large-scale deterministic inverse problems can be
exploited to find the mean. On the other hand, the posterior covariance ma-
trix Γpost is given by the inverse of the Hessian matrix of this least squares
function. Due to the high-dimensionality of the parameter space and expense
of solving the underlying forward and adjoint PDEs needed to construct the
Hessian, direct computation of Γpost is usually intractable. Moreover, the ex-
plicit inverse of the Hessian is not required for deterministic inversion, and
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thus one cannot appeal to deterministic techniques for directly computing
Γpost. Instead, we employ the low-rank approximation described in Chapter 4
for the prior-preconditioned Hessian of the data misfit, then invert using the
Sherman-Morrison-Woodbury formula.
We now introduce a large-scale statistical inverse problem governed
by three-dimensional convective-diffusive contaminant transport. The inverse
problem seeks to find the initial concentration field of the contaminant and as-
sociated uncertainty, given noisy measurements of contaminant concentration
at certain spatio-temporal locations or at final time, prior information on the
initial contaminant, and the PDE model of the transport of the contaminant.
In this section we also present analysis of a related one-dimensional convection-
diffusion inverse problem to provide insight into the numerical experiments on
the 3D inverse problem in §5.3.
5.1 Problem description
The forward problem is a discretization of a convection-diffusion PDE
describing the evolution of the contaminant:
ut − k4u+ v · ∇u = 0, Ω× (0, T ),
u = u0, Ω× {t = 0}, (5.1)
k∇u · n = 0, ∂ΩN × (0, T ),
u = 0, ∂ΩD × (0, T ),
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where u is the contaminant concentration, u0 is the initial contaminant concen-
tration field, v is the known wind velocity, k is the known diffusion coefficient,
and T is the final time. Thus, the initial concentration u0 represents the un-
known parameter x and the sensor observations of concentration are the data
yobs. Figure 5.1 describes the domain, boundary conditions, and velocity field
for our example problem.
The code for statistical inversion extends an earlier code for the deter-
ministic inverse problem [2, 1]. The discretization of the forward problem (5.1)
uses a standard finite element approximation stabilized with SUPG (Stream-
line Upwind Petrov-Galerkin) to permit higher Peclet numbers. It uses linear
tetrahedral elements and a uniform grid. Timestepping is implemented with
Crank-Nicolson. Eigenvalues and eigenvectors are computed with Lanczos
with periodic reorthogonalization [32]. PETSc[5, 6, 7] and SLEPc [33] are
used throughout to enable parallelization.
As described in §2.1, the Bayesian formulation of a linear statistical
inverse problem with Gaussian noise and prior is related to an appropriately-
weighted least squares minimization problem. We choose to define our noise
and prior pdf’s by discretizing the infinite-dimensional functional
βnoise
2
∫
Ω
∫ T
0
(u− uobs)2b(x, t) dx dt+ βprior
2
∫
Ω
u20 dx, (5.2)
in which u(x) satisfies the convection-diffusion equation (5.1). We study two
alternatives for the observation operator b(x, t). For the sparse observation
case, measurements are taken at distinct points xj, j = 0, . . . ,m − 1, over a
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(a) (b)
(c) (d)
Figure 5.1: Time evolution of an atmospheric contaminant (deep blue) as it is
transported through a model city composed of 10 buildings. The arrows repre-
sent wind velocity, and their size and color represent velocity magnitude. The
mesh contains 112× 112× 112 hexahedra, each of which is further subdivided
into 6 tetrahedral elements. The velocity field was generated by solving the
steady Navier-Stokes equations with a parabolic velocity inflow (from 0 to a
maximum velocity of vmax = 1), no-normal flow on the sides and top, traction-
free outflow, and no-slip on the buildings and bottom. Additional parameters
include density ρ = 1 and viscosity µ = 1. The maximum velocity within the
domain for the chosen parameters is 2.78. Contaminant boundary conditions
are zero concentration on the inflow, ground, and buildings; and zero flux on
the sides, outflow and top. The images depict snapshots of the contaminant
concentration as well as flow field at the following times: (a) T = 0. (b) T = 4.
(c) T = 8. (d) T = 12.
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time interval 0 ≤ t ≤ T . For the final time observation case, measurements
are taken over the entire domain at final time t = T . The two observation
operators are defined by
b(x, t) =
{ ∑
j δ(x− xj) sparse observations,
δ(t− T ) final time observations.
Discretization of expression (5.2) is equivalent to the choice of Gaussians pdf’s
for the prior and noise,
piprior(u0) = N(u¯0,prior,Γprior),
pinoise(e) = N(e¯,Γnoise),
with prior mean u¯0,prior = 0 and noise mean e¯ = 0, and prior and noise
covariances given by
Γprior =
h3
βprior
I,
Γnoise =
{
(h3/βnoise)I final time observations,
(1/βnoise)I sparse sensor observations,
where βprior and βnoise are weighting factors and h is the mesh size.
Discretization of the infinite-dimensional least squares minimization
problem (5.2) results in the following expression
1
2
(u− uobs)TBTΓ−1noiseB(u− uobs) +
1
2
uT0 Γ
−1
prioru0
where B is a discretization of b(x, t), and the discretized contaminant field u
satisfies Ku = Cu0, which is the discretization of the forward convection-
diffusion problem (5.1). Here, K is the discretized convection-diffusion opera-
tor, and C is the operator that maps initial conditions to space-time. Solving
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this equation for u given u0, we can rewrite the expression in terms of u0.
Then the posterior pdf for the initial concentration field is given by the nega-
tive exponential of this least squares function, which yields the expression
pipost(u0) ∝ exp
(
−1
2
(Au0 −Buobs)TΓ−1noise(Au0 −Buobs)−
1
2
uT0 Γ
−1
prioru0
)
equivalent to (2.1) where A = BK−1C is the parameter-to-observable map.
Since the problem is linear, the expression for the Hessian is
H = ATΓ−1noiseA+ Γ
−1
prior = Hmisfit + Γ
−1
prior.
Forming the action ofA on a given contaminant initial condition-like vector u˜0,
as required by the low-rank approximation algorithm of §4.1, involves lifting
the initial condition to space-time (z ← Cu˜0), solution of the convection-
diffusion problem for this source (w ←K−1z), and extraction of the resulting
contaminant concentrations at sensor locations (q ← Bw). The action of
the adjoint map AT on the resulting weighted concentrations Γ−1priorq, as also
required in the low rank approximation, involve the transpose of the operations
described above and proceed in similar fashion.
5.2 Analysis of a model 1D convection-diffusion inverse
problem
In this section we examine the structure of an analogous 1D infinite-
dimensional convection-diffusion inverse problem to assess the effectiveness of
a low-rank approximation. We describe the transport of a contaminant with
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the following convection-diffusion initial-boundary value problem:
ut − k∂
2u
∂x2
+ v
∂u
∂x
= 0, (0, L)× (0, T ),
u = u0, (0, L)× {t = 0},
k
∂u
∂x
∣∣∣∣
x=0
= k
∂u
∂x
∣∣∣∣
x=L
, (0, T ),
u|x=0 = u|x=L, (0, T ),
where the velocity v is taken as constant and the domain is periodic on the
interval (0, L). We assume the observation operator takes measurements at
final time T of the concentration over the entire domain (0, L). This model
problem is a one-dimensional version of (5.1), but with periodic boundary
conditions replacing the Dirichlet and Neumann conditions. The adjoint PDE
problem is equivalent to the forward problem reversed in time with negative
velocity, and is given by the terminal-boundary value problem
−pt − k ∂
2p
∂x2
− v ∂p
∂x
= 0, (0, L)× (0, T ),
p = u(T ), (0, L)× {t = T},
k
∂p
∂x
∣∣∣∣
x=0
= k
∂p
∂x
∣∣∣∣
x=L
, (0, T ),
p|x=0 = p|x=L , (0, T ).
We wish to investigate the viability of a low-rank approximation of the
data misfit Hessian matrix corresponding to (5.2). For the finite-dimensional
inverse problem, the prior-preconditioned data misfit Hessian matrix H˜misfit =
Γ
1/2
priorA
TΓ−1noiseAΓ
1/2
prior includes the influence of the prior and noise covariance
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matrices. As a surrogate for this, we will analyze, and verify the rapid decay
in, the spectrum of the infinite-dimensional operator
H˜misfit
def
=
βnoise
βprior
ATA
where A : u0(x) 7→ u(x, T ) is the forward operator, AT : u(x, T ) 7→ p(x, 0)
is the adjoint operator, and βnoise/βprior represents the relative strength of
the prior and the noise. Provided that the (finite dimensional) prior and
noise covariance matrices do not corrupt the rapid decay in the spectrum
seen in H˜misfit, the low-rank approximation should still be appropriate. As
mentioned before, a smoothing prior often reinforces this spectral decay. The
expression for the eigenvalues of H˜misfit provides insight into the choice of prior
and noise covariances that makes the low-rank approximation appropriate for
a given statistical inverse problem. The choice of “spectrally neutral” i.i.d.
prior and noise covariance matrices as in the previous subsection implies that
the spectrum of H˜misfit should still decay rapidly.
One can verify readily that the eigenfunctions of H˜misfit are given by
cos
(
2pijx
L
)
and sin
(
2pijx
L
)
for j = 1, 2, . . . , (5.3)
and the eigenvalues are given by
βnoise
βprior
e−8kTpi
2j2/L2 for j = 1, 2, . . . . (5.4)
Note that the eigenvalues decay exponentially, which invites a low-rank ap-
proximation. The prior-preconditioned data misfit Hessian of the 3D inverse
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problem discussed in the next section is expected to exhibit similar structure,
despite the effects of discretization, different boundary conditions, and com-
plex geometry (as will be verified in the §5.3). Assuming the eigenvalues of
H˜misfit decay according to the expression (5.4), for a given cutoff λ > α, the
number of retained eigenvalues is therefore
r = 2
⌊√
L2
8kTpi2
∣∣∣∣log(αβpriorβnoise
)∣∣∣∣
⌋
,
where 0 < α ≤ βnoise/βprior. The subsections of §5.3 investigate thoroughly the
properties of H˜misfit for the 3D numerical example and support the analysis
of the infinite-dimensional H˜misfit in this subsection.
We are also interested in the effect of physical parameters on the spec-
trum of H˜misfit and the corresponding eigenfunctions. As seen in (5.3), the
eigenfunctions of the operator H˜misfit are oscillatory, where large eigenvalues
are associated with smoother eigenfunctions and small eigenvalues are associ-
ated with increasingly oscillatory eigenfunctions. This is due to the effects of
diffusion, which leads to greater loss of information in more oscillatory eigen-
functions (which are components of the initial concentration field), and there-
fore these eigenfunctions are harder to resolve from later-time observations.
This behavior is explored for the 3D problem in §5.3.1.
Increasing the diffusion coefficient k leads to faster decay of the spec-
trum of H˜misfit, as seen in (5.4). Moreover, a larger final time T also increases
the rate of decay, since it allows more time for diffusion to act on components
of the initial concentration. In this 1D example, there is no dependence of the
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spectrum of H˜misfit on the velocity v, since convection of the contaminant in
the adjoint operator cancels (the oppositely-signed) convection in the forward
operator due to periodicity. In the 3D numerical example, effects of convec-
tion may be visible, since with a more complex velocity field and non-periodic
boundary conditions, convection does not cancel out between forward and ad-
joint PDEs. Effects of the physical parameters k and T , as well as additional
experimental parameters, on the 3D numerical spectrum are further explored
in §5.3.2.
We next analyze the effect of the choice of truncation of the spec-
trum in the low-rank approximation on the resulting error in the posterior
covariance matrix. To facilitate the analysis, we assume the eigenvalues of the
finite-dimensional H˜misfit decay according to the infinite-dimensional expres-
sion (5.4). A bound on the squared error in the Frobenius norm (in both the
approximation of H˜misfit and the approximation of H˜misfit + I) in terms of r
is derived by treating (4.6) as a right Riemann sums (the factor of two is from
the repeated eigenvalues). Thus,
2
n∑
j=r+1
λ2j < 2
∞∑
j=r+1
λ2j <
2β2noise
β2prior
∫ ∞
r
e−16kTpi
2x2/L2dx,
<
2β2noise
β2prior
√
L2
32kTpi
erfc
(
r
√
16kTpi2
L2
)
.
Alternatively, a bound in terms of the cutoff α (such that retained eigenvalues
satisfy λ > α) can be derived. Let R =
√
L2
8kTpi2
∣∣∣log (αβpriorβnoise )∣∣∣, so that r = bRc.
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Then
2
n∑
j=r+1
λ2j <
2β2noise
β2prior
∫ ∞
r
e−16kTpi
2x2/L2dx,
< 2
(
λ2R +
β2noise
β2prior
∫ ∞
R
e−16kTpi
2x2/L2dx
)
,
= 2
(
λ2R +
β2noise
β2prior
√
L2
32kTpi
erfc
(
R
√
16kTpi2
L2
))
,
= 2
(
α2 +
β2noise
β2prior
√
L2
32kTpi
erfc
(√
2
∣∣∣∣log(αβpriorβnoise
)∣∣∣∣
))
,
< 2
(
1 +
√
L2
32kTpi
)
α2,
where 0 < α ≤ βnoise/βprior. This expression is independent of the dimension of
the parameter space, and therefore the number of retained eigenvalues in the
low-rank approximation need not increase to maintain accuracy as the number
of parameters increases.
5.3 Numerical experiments
We now study the behavior of the algorithm of §4.1 for the 3D convection-
diffusion inverse problem described in §5.1. We examine the properties of the
spectrum and eigenvectors of H˜misfit, and present experiments that demon-
strate the effect of number of sensors, diffusion coefficient, and final time on
the spectrum of H˜misfit. Finally, we examine the computational work associ-
ated with the low-rank approximation and demonstrate the scalability of the
low-rank algorithm.
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5.3.1 Properties of the spectrum of H˜misfit
In this section, we study the properties of eigenvalues and eigenvectors
of H˜misfit.
Figure 5.2 presents the spectrum for the case of final time observations.
The first 3500 eigenvalues of the spectrum of the H˜misfit are shown in the
figure. As can be seen, the eigenvalues rapidly collapse onto zero, and for
this particular problem, 1500 modes (out of 274,625) are sufficient to capture
the non-trivial structure of H˜misfit. As expressed by (4.5), the eigenpairs of
the prior covariance matrix that are modified by observational data (i.e. the
first 1500 or so) are precisely the dominant eigenpairs of H˜misfit (i.e. the first
1500 or so eigenvalues in Figure 5.2). These are the directions for which the
data (filtered through the prior) provide useful information. The remaining
directions—eigenvectors 1500 through 274,625— for which the data (filtered
through the prior) render no useful information need not be retained.
Next, we discuss the spectra for the case of sparse observations with
51 sensors and 274,625 uncertain parameters. In Figure 5.3 we present the
spectrum and isosurfaces of selected eigenvectors of H˜misfit. Figure 5.3(a) de-
picts the largest 1800 eigenvalues of H˜misfit. Note that, like Figure 5.2, the
eigenvalues decay rapidly and are negligible beyond the 500th (out of 274,625).
However, the eigenvalue curve for this sparse observation case is discontinu-
ous, exhibiting two visible jumps. The first jump occurs after the 51st eigen-
value, which is identical to the number of sensors. Indeed, each of the first 51
eigenvalues is associated with a unique sensor; this is illustrated by the 51st
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Figure 5.2: Spectrum of H˜misfit for the final time observation case with final
time T = 6, diffusion coefficient k = 0.5, βnoise/βprior = 100, and a 64×64×64
mesh. Largest 3500 (out of 274,625) eigenvalues of H˜misfit.
eigenvector shown in Figure 5.3(b), which depicts an isosurface in the shape of
a ball surrounding the associated sensor. After the 51st eigenvalue, the asso-
ciated eigenvectors change in shape by developing a large oscillation upstream
of the sensor. The second jump in the spectrum occurs after the 101st eigen-
value, where the associated eigenvectors add a second oscillation upstream
of the sensor. In §5.2, we noted that for a one-dimensional model problem
with final-time observations, eigenvectors associated with smaller eigenvalues
are increasingly oscillatory, reflecting the inability to reconstruct these modes
due to diffusion-driven loss of information. This is also the case for time-
dependent sparse observations within the complex geometry of the model city.
However, in this case, the oscillations in the eigenvectors are not distributed
evenly throughout the domain. They are focused on sensor locations, begin-
ning with a ball surrounding a single sensor as in Figure 5.3(b), and becoming
increasingly oscillatory and extending further upstream of the sensor, as seen
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in Figure 5.3(c)–5.3(e). Note that the oscillations in the eigenvectors are not
uniform, likely due to the Neumann outflow boundary conditions and influence
of convection on the prior-preconditioned Hessian of the data misfit.1 These
eigenvectors represent regions of influence for the sensors.
5.3.2 Dependence of spectrum of H˜misfit on physical and experi-
mental parameters
While we argued in §4.1 that refining the mesh for a class of ill-posed
inverse problems does not affect the dominant eigenvalues/eigenvectors of the
prior-preconditioned Hessian of the data misfit, other factors do affect the rate
of decay of the spectrum and therefore the number of dominant eigenvalues.
In this subsection, we study numerically the dependence of the spectrum of
H˜misfit = Γ
1/2
priorA
TΓ−1noiseAΓ
1/2
prior on number of sensors, diffusion coefficient, and
final time.
In Figure 5.4(a), we examine the dependence of the spectrum on the
number of sensors for the sparse sensor case. As can be seen in the figure, as
the number of sensors increases, the eigenvalues decay less rapidly due to the
information provided by the additional sensors. Thus, more eigenpairs should
be retained to maintain accuracy of the approximation of H˜misfit. Table 5.1
presents the number of eigenvalues that need to be retained for a given accu-
racy, and the work required to capture them. This table demonstrates that
1Recall that in the analysis of the 1D model problem of §5.2 with periodic boundary
conditions, convection in the forward and adjoint problems cancel each other, leading to the
absence of convection in the data misfit Hessian.
104
0 500 1000 15000
5
10
15
20
25
30
35
40
λ
i
(H˜
m
is
f
it
)
(a)
(b) (c)
(d) (e)
Figure 5.3: (a) Spectrum of H˜misfit for a sparse sensor observation case with 51
sensors, final time T = 8, diffusion coefficient k = 0.05, βnoise/βprior = 100, and
a 64× 64× 64 mesh. Largest 1800 (out of 274,625) eigenvalues of H˜misfit.are
shown. (b)–(e) Isocontours of select eigenvectors of H˜misfit. Eigenvectors 51,
119, 185, and 359 are shown in (b), (c), (d), and (e), respectively. Red dots
mark the locations of the sensors.
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the low-rank approximation presented in §4.1 permits approximation of the
Hessian for very large numbers of parameters at very low cost. For the case of
1,442,897 parameters, fewer than 0.1% of the eigenvalues are above the cutoff
of 0.1, and thus an inexpensive approximation of the posterior parameter co-
variance can be readily made. For 27 sensors, 285 Hessian-vector products are
required to capture the dominant portion of the spectrum, which as mentioned
in §4.1 results in one forward/adjoint PDE solution per Hessian-vector prod-
uct. This is dramatically fewer than the full 1.4 million forward/adjoint PDE
solves needed to form the Hessian matrix, which would require years of super-
computing time. Note that while the number of dominant eigenvalues appears
to increase linearly with the number of sensors, we cannot expect such a re-
lationship in general. Here, the additional sensors are providing independent
information due to the sparse placement of the sensors, while in general redun-
dancy of sensor information may occur, permitting fewer retained eigenvalues
and eigenvectors.
Figure 5.4(b) depicts the effect of changes in the diffusion coefficient on
the spectrum, for a problem with 114 sensors. Increased diffusion results in
less information captured by sensor observations, and so the spectrum decays
more quickly. Thus, a lower rank approximation of H˜misfit can be used.
The final time T also affects the spectrum as shown in Figure 5.5. For
the sparse sensor case shown in Figure 5.5(a), measurements are taken at each
timestep until the final time T , so that an increase in T leads to an increase in
information provided by the sensors, thus requiring a larger number of retained
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Figure 5.4: Dependence of spectrum of H˜misfit on sensor density and diffusion
coefficient for the sparse observations case with final time T = 8, βnoise/βprior =
100, and 274,625 initial concentration parameters. (a) Dependence of spectrum
on the number of sensors, for diffusion coefficient k = 0.05. (b) Dependence
of spectrum on the diffusion coefficient, for a problem with 114 sensors.
Number of sensors Number of eigenvalues Hessian-vector products
27 209 285
51 432 585
114 871 1130
Table 5.1: Influence of number of sensors on the work (in terms of Hessian-
vector products) necessary to compute a low-rank approximation of H˜misfit for
an eigenvalue cutoff of λ > 0.1. Problem has 1,442,897 initial concentration
parameters, diffusion coefficient k = 0.05, βnoise/βprior = 100, and final time
T = 8.
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eigenpairs in the low-rank approximation. However, increasing the final time
leads to diminishing returns, since as the initial contaminant field is trans-
ported out of the domain, fewer and fewer sensors provide information that
can be used to infer the initial condition. Eventually, a longer time window
(0, T ) will yield no new information, and the resulting curves in Figure 5.5(a)
will tend toward each other. The diminishing returns are evident as we move
from T = 2 to 4 to 8 to 16 in this figure.
For the final time observation case presented in Figure 5.5(b), increasing
T has an opposite effect on the spectrum of H˜misfit, for two reasons. First,
the longer we wait to observe, the more information is lost to diffusion, (which
damps modes in relation to their wave number). Second, as T increases, more
of the initial contaminant field is transported out of the range of the sensors,
so that the amount of information provided by the sensors at final time T
diminishes. These effects are evident in Figure 5.5(b). Note that this final
time observation case most closely resembles the analytic results presented for
the continuous 1D model problem in §5.2, although in that case the periodic
boundary conditions prevented information loss due to convection.
Since a change in T affects all of the sensor data in the final time
observation case, while it affects only some of the data in the sparse observation
case, the influence of T on the spectrum is more pronounced in the former case,
as can be seen by comparing Figures 5.5(a) and 5.5(b).
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Figure 5.5: Effects of changing the final time T on the spectrum of H˜misfit
for the two sensor observation scenarios, for a problem with k = 0.05,
βnoise/βprior = 100, and 274,625 parameters. (a) Sparse sensor observation
case (with 27 sensors). (b) Final time observation case.
5.3.3 Dependence of the spectrum of H˜misfit on mesh size and re-
sulting scalability of the low-rank algorithm
This section addresses the two properties required for scalability of the
algorithm for low-rank-based approximation of the Hessian that was presented
in §4.1. First, the number of eigenvalues of H˜misfit that materially influence
the Hessian should be independent of mesh size. Second, the work to com-
pute those eigenpairs, measured in number of forward/adjoint solves of the
3D convection-diffusion PDE problems, should be independent of mesh size.
Figure 5.6(a) presents the dependence of the spectrum of H˜misfit on the mesh
size, which is the same as the size of the parameter space. The figure shows
the eigenvalue behavior for five successively finer mesh sizes, corresponding to
a number of initial condition parameters ranging from 117,649 to 1,442,897.
109
As can be seen in the figure, increasing the size of the parameter space does
not affect the spectrum of H˜misfit substantially, and therefore does not change
appreciably the number of eigenvalues required to approximate Γpost up to a
chosen eigenvalue cutoff. Indeed, a log-linear plot as in Figure 5.6(b) is needed
to see the differences between the five spectra (note that the figure shows only
the largest 0.07% to 0.9% of eigenvalues, depending on mesh size). In this
figure, we see a small change in the spectrum as the mesh is refined for the
smallest eigenvalues displayed in the plot, which as discussed in §5.3.1 are
associated with more oscillatory eigenvectors. Eigenvectors associated with
larger eigenvalues are smoother, and thus their corresponding eigenvalues are
not affected by mesh refinement. On the other hand, the more oscillatory
eigenvectors associated with smaller eigenvalues become better resolved with
mesh refinement. The mesh should be fine enough to capture the eigenpairs
that have an appreciable influence on the Hessian (and therefore should be
retained in the low-rank approximation). The eigenvalue cutoff criterion pro-
vided in §4.1, namely that λ  1, precisely achieves this goal. Figure 5.7(a),
which displays the number of eigenvalues of H˜misfit above a cutoff of λ > 0.1
as a function of number of parameters (and hence mesh size), demonstrates
that the number of eigenvalues required to capture the dominant portion of the
spectrum of H˜misfit is independent of problem size, once the mesh is sufficiently
fine to resolve the important (as identified from the data, filtered through the
prior) eigenvectors.
The other property needed to insure scalability of our algorithm for
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Figure 5.6: Dependence of the spectrum of H˜misfit on mesh refinement for
a final time observation case with T = 6, βnoise/βprior = 100, and diffusion
coefficient k = 0.05. (a) Eigenvalues of H˜misfit such that λ > 0.1 for different
mesh resolution. (b) Log-linear plot of eigenvalues of H˜misfit such that λ > 0.1
for different mesh resolution.
low-rank estimation of the posterior covariance is that the work required to
capture the dominant eigenvalues also does not depend on mesh size. Towards
this end, we choose to extract the dominant eigenvalues of H˜misfit using the
Lanczos algorithm option in SLEPc. The main computational kernel in the
Lanczos algorithm is to form a product of the matrix H˜misfit with a vector. As
discussed in §4.1, H˜misfit is never explicitly formed; instead, each matrix-vector
product is dominated by one forward and one adjoint solve of the convection-
diffusion PDE. The number of matrix-vector products is thus a good measure
of the cost of the low-rank approximation: solution of the forward and adjoint
PDEs overwhelms all other components, including in the eigenvalue computa-
tion. Figure 5.7(b) depicts the number of matrix-vector products (and there-
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fore forward/adjoint PDE solves) to compute the retained eigenvalues shown
in Figure 5.7(a). The parameters again range in number from 117,649 to
1,442,897. As can be seen, the number of required matrix-vector products is
again largely independent of parameter dimension. In summary, Figure 5.7(b)
illustrates that the Hessian can be estimated accurately at a cost (measured
in PDE solves) that is independent of problem size.
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Figure 5.7: Work required to estimate dominant spectrum of H˜misfit as a
function of mesh size/number of parameters, for a final time observation case
with T = 6, βnoise/βprior = 100, and diffusion coefficient k = 0.05. (a) Number
of eigenvalues of H˜misfit retained, such that λ > 0.1. (b) Number of matrix-
vector products (and hence forward/adjoint PDE solves) required to compute
eigenvalues of H˜misfit such that λ > 0.1.
5.4 Spectrum of the posterior covariance
We continue from the expression for the posterior pdf (2.1) for a non-
linear inverse problem in §2.1. Let us now assume that the parameter-to-
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observable map is linear, i.e.
f(X) = AX.
Here, A ∈ Rm×n is the linear operator that maps parameters x to observables
y, via the solution of a large-scale discretized PDE problem. In this case,
pipost(x) is also Gaussian, with mean x¯post ∈ Rn given by the maximum a
posteriori (MAP) point, i.e.,
x¯post = arg max
x
pipost(x).
Finding the MAP point is equivalent to solving a weighted least squares opti-
mization problem, i.e.,
x¯post = arg min
x
(
1
2
‖yobs −Ax− e¯‖2Γ−1noise +
1
2
‖x− x¯prior‖2Γ−1prior
)
, (5.5)
which amounts to solving a regularized deterministic inverse problem, where
Γ−1prior plays the role of the regularization operator, and Γ
−1
noise is a weighting
of the data misfit term. The covariance matrix of the posterior pdf of model
parameters, Γpost ∈ Rn×n, is given simply by the inverse of the Hessian matrix
of the least squares objective function, i.e.,
Γpost =
(
ATΓ−1noiseA+ Γ
−1
prior
)−1
. (5.6)
So, in summary,
pipost(x) = N(x¯post,Γpost).
Here we examine properties of the posterior covariance matrix rather
than focusing on scaling of the low-rank approximation. In addition, by (4.11),
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the analysis of the error bound for low-rank truncation error for a 1D periodic
model problem in §5.2 of an infinite dimensional operator still applies. The
following sections will examine the spectrum of the posterior covariance matrix,
the variance of the posterior pdf, and the effect of the low-rank approximation
on the accuracy of the variance.
In this section, we study the properties of the eigenvalues of the ap-
proximate posterior covariance matrix.
Figure 5.8(a) presents the spectrum for the case of final time obser-
vations. The first 3500 eigenvalues of the posterior covariance matrix (based
on a 3500-eigenpair low-rank approximation of H˜misfit) are displayed in Fig-
ure 5.8(a). The asymptotic horizontal line of the curve reflects prior infor-
mation, which in this case is a scaled standard normal pdf. The information
provided by observational data is responsible for the departure from the hor-
izontal line seen in this figure. As expressed by (4.10), the eigenpairs of the
prior covariance matrix that are modified by observational data (i.e. the first
1500 or so) are precisely the dominant eigenpairs of H˜misfit (i.e. the first 1500
or so eigenvalues in Figure 5.2). The posterior pdf thus inherits its uncer-
tainty from the prior in those directions for which the data (filtered through
the prior) render no useful information (these are eigenvectors 1500 through
274,625). The remaining directions—for which the data (filtered through the
prior) do provide useful information—serve to reduce the uncertainty in the
posterior.
Next, we discuss the spectra for the case of sparse observations with
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51 sensors and 274,625 uncertain parameters. In Figure 5.3 we presented the
spectrum and isosurfaces of selected eigenvectors of H˜misfit. Figure 5.3(a) de-
picts the largest 1800 eigenvalues of H˜misfit, while Figure 5.8(b) shows the
corresponding spectrum of the posterior covariance matrix based on this low-
rank approximation. Similar to the final time observation case, information
from observational data lowers the eigenvalues of the sparse-observation poste-
rior covariance matrix associated with dominant eigenpairs of H˜misfit, thereby
reducing the first 500 or so eigenvalues in Figure 5.8(b). However, the reduc-
tion in uncertainty (i.e. the departure from the horizontal line in the figure)
is largest around the sensors themselves, as illustrated by the eigenvector de-
picted in Figure 5.3(b). These eigenvectors represent regions of influence for
the sensors; these regions affect how the prior covariance matrix is modified in
(4.10) to yield the posterior covariance estimate.
5.5 Interpretation of the posterior variance
The approximation of the posterior covariance is given by (4.10). In
this section, we study the approximated variance. For the present example,
the specific choice of Γprior and Γnoise are given in §5.1 as scaled identities,
leading to
Γpost ≈ h
3
βprior
(I − V rDrV Tr ).
Recall that V r andDr represent the dominant eigenpairs of the prior-precond-
itioned Hessian matrix of the data misfit, H˜misfit.
In Figure 5.9, we plot the approximate posterior variance of the initial
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Figure 5.8: (a) Spectrum of the posterior covariance estimate for the final
time observation case with final time T = 6, diffusion coefficient k = 0.5,
βnoise/βprior = 100, and a 64× 64× 64 mesh. (a) 3500 (out of 274,625) eigen-
values of the approximation of the posterior covariance Γpost corresponding to
the largest 3500 (out of 274,625) eigenvalues of H˜misfit.
(b) Spectrum of the approximated posterior covariance for a sparse sensor
observation case with 51 sensors, final time T = 8, diffusion coefficient
k = 0.05, βnoise/βprior = 100, and a 64× 64× 64 mesh. Corresponding 1800
eigenvalues of Γpost to the largest 1800 (out of 274,625) eigenvalues of H˜misfit
are shown.
concentration field, which is given by the diagonal of Γpost, for the case of 51
sensors distributed uniformly (avoiding the building interiors) throughout the
model city. Figure 5.9(a) presents a cross-section of the variance field, taken
horizontally through the top row of sensors. Recall that the prior estimate of
the variance is h3/βprior, and the posterior estimate modifies this value accord-
ing to the expression (4.10). The bright red area is the region of the domain
where the prior dominates. Information gained from observations does not
reduce the uncertainty in the contaminant concentration in these regions. The
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influence of the observations on the posterior variance is concentrated around
the sensors, as expected. The lowest uncertainty (dark blue) is exactly at the
sensors, with increasing uncertainty moving away from the sensor locations. A
three-dimensional view of the variance is given in Figure 5.9(b), which shows
isocontours of the variance in light blue in the context of the surrounding
buildings, superposed on streamlines of the velocity field. The isocontours
capture the low uncertainty region surrounding each sensor. Note that these
low variance regions vary in shape. In the leeward regions of buildings, where
diffusion dominates, the low variance regions are more isotropic. Where con-
vection dominates, the low variance regions associated with each sensor extend
anisotropically upstream, following the streamlines of the velocity field. Con-
taminant that is initially directly upstream of a sensor is convected along
streamlines and measured by downstream sensors, thereby reducing uncer-
tainty of the reconstructed initial concentration in these upstream regions.
On the other hand, contaminants downstream of a sensor tend to experience
greater diffusion as they are convected a further distance before encounter-
ing a downstream sensor. Thus, the stronger the convection, the longer the
low variance tails. In low-velocity regions where contaminants spread mainly
through diffusion, however, the variance reduces in a more isotropic fashion.
The alignment of the anisotropy of the variance with streamlines is evident in
Figure 5.9.
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(a) (b)
Figure 5.9: The variance in the initial concentration of the contaminant, for the
sparse observation case of 51 sensors measuring to final time T = 8 with diffu-
sion coefficient k = 0.03 for a 64×64×64 mesh. The covariance approximation
is based on an eigenvalue cutoff of λ > 0.1, and required 513 eigenvalues out of
274,625, computed at a cost of 650 forward/adjoint convection-diffusion PDE
solutions. We chose βprior = h
3/30 and βnoise = 100βprior. (a) Cross-section of
the variance field through the top row of sensors, with arrows representing the
velocity field. (b) Top view, isocontours of the variance field superposed on
streamlines of the velocity field that are colored by magnitude.
5.6 Effect of low-rank approximation of H˜misfit on accu-
racy of variance approximation
In this section, we study the effect of truncation of the spectrum, and
resulting low-rank approximation of H˜misfit, on the solution of the statisti-
cal inverse problem, specifically the evaluation of the main diagonal of the
posterior covariance matrix, i.e. the variances of the initial concentration pa-
rameters. Figure 5.10 presents the relative error in the approximated variance
as a function of the number of eigenvectors retained. As can be seen in the
figure, the relative error decreases rapidly with the number of retained eigen-
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vectors of H˜misfit. For both the sparse observation case and the final time
observation case, inclusion of additional eigenpairs in the approximation of
Γpost has diminishing returns with respect to increased accuracy.
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Figure 5.10: Dependence of relative error in the approximated variance on
the number of eigenvalues retained in the approximation. Since the dimen-
sion of H˜misfit is 274,625, computing the exact variance at each grid point,
Varexacti , is prohibitive; instead, the “exact” solution is defined using an ag-
gressive eigenvalue cutoff of λ > 10−5. The relative error is defined by∑
i |Varexacti −Varapproxi |/
∑
i |Varexacti |. (a) Relative error in the variance for a
sparse observation case with 27 sensors, final time T = 16, βnoise/βprior = 100,
and diffusion coefficient k = 0.05. The “exact” variance retains 462 eigenpairs
in the approximation of H˜misfit. (b) Relative error in the variance for a final
time observation case with final time T = 6 and diffusion coefficient k = 0.05.
The “exact” variance retains 3,240 eigenpairs.
These diminishing returns are also illustrated in Figure 5.11, which
displays the effects of truncation on the approximate variance field (on a hor-
izontal plane) for a sparse observation case with 27 sensors. This is the same
model city as the one used to generate Figure 5.10(a). The sequence of three
images in the figure show the improvement in the approximation of the vari-
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ance field as the number of retained eigenvectors is increased corresponding
to a eigenvalue cutoff of 5, 1, and 0.1. The differences are most clearly visi-
ble in the increased length of the low variance tails (yellow/green) upstream
of the sensors. These are the regions for which the observations still provide
some information (when filtered through the prior), before yielding to the red
areas, which are determined only by the prior. The lowest variance areas
(in blue, at the sensor locations) extend further for the smallest cutoff value.
While the 59 additional eigenvectors used in the variance approximation of
Figure 5.11(b) compared to Figure 5.11(a) provide visible improvement, the
additional 92 eigenvectors needed to generate the approximate variance field
in Figure 5.11(c) provide negligible returns in accuracy.
(a) (b) (c)
Figure 5.11: The variance in the initial concentration of the contaminant,
based on three approximations to Γpost from different truncation cutoff values
for a sparse observation case with 27 sensors, final time T = 16, diffusion
coefficient k = 0.05, and 274,625 parameters. (a) Cutoff λ > 5: 66 eigenvalues.
(b) Cutoff λ > 1: 125 eigenvalues. (c) Cutoff λ > 0.1: 217 eigenvalues.
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Chapter 6
A 2D groundwater inverse problem
We now turn to the solution of the statistical inverse problem: we want
to calculate properties of the posterior pdf, such as the mean, variance, and
marginals. We will do this through the MCMC algorithms presented in §2.3.
6.1 Inverse problem to describe the log transmissivity
as characterized by 121 parameters
In this section, we use the algorithms described in Chapter 2 and Chap-
ter 4 to solve the groundwater flow inverse problem initially presented in §4.3.2.
We begin with a presentation of some of the properties of the posterior pdf
in §6.1.1, then turn to MCMC diagnostics and the dependence of the algo-
rithm on the number of greedy iterations in §6.1.2. In §6.1.3 we compare these
results with those from sampling the response surface as a surrogate for the
posterior. §6.1.4 continues with results based on the two-stage delayed accep-
tance algorithm. Finally, §6.1.5 compares the costs and benefits of the three
algorithms.
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6.1.1 Properties of the posterior pdf
We first introduce the solution to the deterministic inverse problem –
the MAP point – in Figure 6.2(b). Despite relying on only 9 noisy observations
of the head (see description of synthetic data in §4.3.2), we have recovered the
channel feature in the center of the domain in Figure 6.2(a). Other features,
such as the channel to the left and the low transmissivity region to the right,
do not appear in this estimate of the log transmissivity.
As discussed before, we are seeking a solution to the statistical inverse
problem, which provides not only an estimate of the log transmissivity, but a
full posterior pdf describing the uncertainty in the parameter field. In this sec-
tion, we will present properties of this solution based on Metropolis-Hastings
sampling of the posterior pdf with the Gaussian mixture proposal generated
by 75 greedy iterations. We attempted to provide a comparison set of results
through the Delayed Rejection Adaptive Metropolis (DRAM) algorithm [30],
however, this method has difficulty with high-dimensional parameter spaces
(as all contemporary MCMC methods do) and failed to converge. In Figure
6.1(a), we present a traceplot from the end of a 1,000,000 sample chain, which
shows that the samples are still highly correlated and the chain is not well-
mixed. Therefore, we will provide various diagnostics indicating the strength
of our own MCMC algorithms. For instance, the traceplot from sampling the
posterior pdf with the Gaussian mixture proposal is shown in Figure 6.1(b),
and displays the characteristic fuzzy appearance of a well-mixed chain.
Thus, in Figure 6.2(c) we present the mean of the posterior pdf cal-
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(a)
(b)
Figure 6.1: (a) Traceplot of a chain generated through DRAM. The value of
the 40th degree of freedom (corresponding to the point (3.6, 1.8) for the last
250,000 samples in a 1,000,000 sample chain starting with the MAP point,
given the inverse of the local Hessian approximation as an estimate of the
covariance. (b) Traceplot of a 250,000 sample chain starting with the MAP
point. The chain was generated through Metropolis-Hastings sampling of the
posterior pdf with the Gaussian mixture proposal generated by 75 greedy
iterations.
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culated through Metropolis-Hastings sampling of the posterior pdf with the
Gaussian mixture proposal generated by 75 greedy iterations. Figure 6.2(c)
shows the differences between the mean and the MAP. Note that the mean
differs from the MAP point (particularly at the left of the domain, but also
in the width of the channel). The posterior pdf is therefore non-Gaussian. In
fact, this mean is a slightly better estimate of the synthetic field: the L2 error
from the mean is 3.2027 and from the MAP is 3.3051.
We next consider the variance of the posterior pdf (Figure 6.3(c)). For
comparison, the variance of the prior pdf can be seen in Figure 6.3(a), and the
variance based on a local Gaussian approximation to the posterior pdf at the
MAP point in Figure 6.3(b). We see that the additional information from the
observations and the forward model results in a much lower and more irregular
variance for the posterior pdf relative to the prior pdf. The variance is highest
near (0, 0), and lowest in the region around and between the 9 observation
points. This figure also emphasizes that a Gaussian approximation at the
MAP point is a poor approximation to the posterior pdf. To further explore
the implications of the variance, Figure 6.1.1 shows the mean plus and minus
one standard deviation.
We turn to Figure 6.5 and Figure 6.6, for additional intuition on the
differences between the prior pdf and the posterior pdf. In Figure 6.5 we see
samples drawn from the prior pdf, and the associated head determined by the
forward model. Our prior information (as described by the prior pdf) suggests
the log transmissivity field contains a random scattering of lumps and dips
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(a) (b)
(c) (d)
Figure 6.2: (a) Synthetic log transmissivity field used to generate observations
(see §4.3.2). (b) Solution of the deterministic inverse problem: the MAP
point (log transmissivity field). (c) Mean of posterior pdf as calculated by
Metropolis-Hastings sampling of the posterior pdf with the Gaussian mixture
proposal generated by 75 greedy iterations. (d) Mean of posterior pdf minus
the MAP point.
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(a) (b) (c)
Figure 6.3: (a) Variance of the prior parameter pdf. (b) Approximate variance
based on a local Gaussian approximation at the MAP point. (c) Variance of
posterior pdf as calculated by Metropolis-Hastings sampling of the posterior
pdf with the Gaussian mixture proposal generated by 75 greedy iterations.
Observation points marked by black circles.
(a) (b) (c)
Figure 6.4: Results calculated by Metropolis-Hastings sampling of the poste-
rior pdf with the Gaussian mixture proposal generated by 75 greedy iterations.
(a) One standard deviation below the mean. (b) Mean. (c) One standard de-
viation above the mean.
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centered around the prior mean value (which is a constant). In contrast, the
samples of the posterior pdf in Figure 6.6, show a distinct structure. The
posterior pdf combines the prior pdf with information from observations and
the forward model. Indeed, many of these samples show a highly permeable
channel down the center (which corresponds to information derived from the
synthetic field observations and the likelihood).
Finally, we present Figure 6.7, which shows two additional shape points
(the MAP point is also a shape point). Their influence can be seen in the
samples in Figure 6.6. It also shows two cross-sections, where we can see
the actual values of the posterior pdf compared to the Gaussian mixture and
Gaussian process response surface.
6.1.2 Metropolis-Hastings sampling of the posterior pdf with the
Gaussian mixture proposal
In this section, we describe in more detail the dependence of the results
in the previous section on the number of greedy iterations used to build the
Gaussian mixture proposal, and also provide some diagnostic measures indi-
cating convergence of the MCMC chain. We begin with the traceplot in Figure
6.8 based on the value of the samples in the chain at (3.6, 1.8). The striped
nature of the plot is due to the multimodal nature of the pdf. The chain looks
well-mixed, and the samples do not look correlated.
In order to investigate convergence of the algorithms, for each algorithm
we produce an initial chain starting at the MAP point of 250,000 samples.
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(a) (b)
(c) (d)
Figure 6.5: The prior parameter pdf describes the properties of the log trans-
missivity field by a Gaussian with a constant mean 3.290624 (the average value
of the synthetic log transmissivity field in §4.3.2) and a prior covariance as de-
scribed in Chapter 3 with parameters 0.05 and 0.03. (a) Sample drawn from
the prior parameter pdf. (b) Head based on (a) and forward model. (c) Sam-
ple drawn from the prior parameter pdf. (d) Head based on (c) and forward
model. Black circles mark observation points.
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(a) (b) (c)
(d) (e) (f)
Figure 6.6: A selection of samples of the posterior pdf, generated through
Metropolis-Hastings sampling of the posterior pdf with the Gaussian mixture
proposal generated by 75 greedy iterations.
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(a) (b)
(c) (d)
Figure 6.7: (a) Second shape point. (b) Cross-section of the posterior pdf,
GPRS, and Gaussian mixture after 25 greedy iterations, along the line passing
through the MAP point (the first shape point) and the second shape point.
(c) Third shape point. (d) Cross-section of the posterior pdf, GPRS, and
Gaussian mixture after 25 greedy iterations, along the line passing through
the MAP point (the first shape point) and the third shape point.
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Figure 6.8: Traceplot based on the value of the sample at (3.6, 1.8) for the
chain from sampling the posterior pdf with the Gaussian mixture proposal
after 60 greedy iterations.
From this chain, we select 10 overdispersed points. We then run 10 chains
beginning with these points of 50,000 samples each. We compute the multi-
variate potential scale reduction factor (MPSRF) [14], which is a measure that
compares the covariance within these chains with the overall covariance. Con-
vergence is indicated when the MPSRF approaches 1. The graph in Figure 6.9
plots the MPSRF, and indicates improved convergence after additional greedy
iterations. The chain from the Gaussian mixture developed through 75 greedy
iterations may be converged well before 500,000 samples, while the chain from
the Gaussian mixture developed through 35 greedy iterations, converges much
slower.
In Figure 6.10 we plot the error in the estimated mean and variance as
a function of greedy iterations, treating the computed mean and variance after
75 greedy iterations as the base case. Both appear to be steadily converging.
We then provide a visual guide to the changes in computed mean and variance
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(a) (b)
Figure 6.9: (a) Dependence of the acceptance rate on number of greedy itera-
tions for Metropolis-Hastings sampling of the posterior pdf with the Gaussian
mixture proposal. (b) Plots of the MPSRF versus length of chain for Gaussian
mixtures built with different numbers of greedy iterations. A value close to 1
suggests convergence.
according to the number of greedy iterations used to build the Gaussian mix-
ture proposal. Most of the changes in the calculated mean (in Figure 6.11) can
be seen at the right of the domain and the top left corner. Figure 6.1.2 shows
that the variance increases throughout the domain, but especially around the
edges.
6.1.3 Metropolis-Hastings sampling of the GPRS with the Gaus-
sian mixture proposal
Next, we consider the results from sampling the GPRS as a surrogate for
the posterior pdf, and once again using the Gaussian mixture as a proposal. We
first present the traceplot in Figure 6.13 matching the traceplot from sampling
the posterior pdf in Figure 6.8. It shows a similar structure, but a much higher
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(a) (b)
Figure 6.10: Comparison with mean and variance computed after 75 greedy
iterations: (a) Relative L2 error in the mean versus greedy iterations: ‖mi −
m75‖L2/‖m75‖L2 . (b) Relative L2 error in the variance versus greedy iterations:
‖vi − v75‖L2/‖v75‖L2
acceptance rate and also a higher variance.
We also plot the MPSRF to investigate convergence rates. Figure 6.1.3
plots the MPSRF and the acceptance rate as a function of greedy iterations.
Comparing it with the plots in Figure 6.9, this algorithm has an extremely high
acceptance rate and converges very quickly. Since the Gaussian mixture was
derived from information extracted from the response surface, it is naturally
a good proposal for sampling it.
We now compare the mean and variance calculated through sampling
the Gaussian process response surface the with the mean and variance from
sampling the posterior pdf (where both use the Gaussian mixture as a pro-
posal). Figure 6.15 shows that the mean from the GPRS is a good approxi-
mation that improves with the number of greedy iterations. This algorithm
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(a) (b) (c)
(d) (e) (f)
Figure 6.11: Mean calculated through Metropolis-Hastings sampling of the
posterior pdf with the Gaussian mixture proposal generated by (a) 15 greedy
iterations. (b) 25 greedy iterations. (c) 35 greedy iterations. (d) 50 greedy
iterations. (e) 60 greedy iterations. (f) 75 greedy iterations.
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(a) (b) (c)
(d) (e) (f)
Figure 6.12: Variance calculated through Metropolis-Hastings sampling of the
posterior pdf with the Gaussian mixture proposal generated by (a) 15 greedy
iterations (b) 25 greedy iterations (c) 35 greedy iterations (d) 50 greedy iter-
ations (e) 60 greedy iterations(f) 75 greedy iterations
Figure 6.13: Traceplot based on the value of the sample at (3.6, 1.8) for sam-
pling the GPRS with the Gaussian mixture proposal after 60 greedy iterations.
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(a) (b)
Figure 6.14: (a) Dependence of the acceptance rate on number of greedy itera-
tions for Metropolis-Hastings sampling of the posterior pdf with the Gaussian
mixture proposal. (b) Plots of the MPSRF versus length of chain for Gaussian
mixtures built with different numbers of greedy iterations. A value close to 1
suggests convergence.
provides a good approximation of the mean obtained by sampling the poste-
rior pdf at a much lower cost (since no additional PDE solves are required
after building the response surface). However, in Figure 6.16 we see that the
variance is a poor approximation and getting worse. It is far too large, as
was suggested by the traceplot in Figure 6.13. The response surface does not
provide a reliable surrogate for the posterior pdf for calculating the variance.
6.1.4 Two-stage delayed acceptance algorithm
We consider results from the two-stage delayed acceptance algorithm.
The traceplot in Figure 6.17 closely resembles that in Figure 6.8. The ac-
ceptance rate (see Figure 6.18(a)) is slightly lower. Unfortunately, as can be
seen in Figure 6.18(a), the first-stage rejection rate (the rate rejected based on
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(a) (b) (c)
(d) (e) (f)
Figure 6.15: Mean calculated through Metropolis-Hastings sampling of the
Gaussian process response surface with the Gaussian mixture proposal gen-
erated by (a) 15 greedy iterations. (b) 25 greedy iterations. (c) 35 greedy
iterations. (d) 50 greedy iterations. (e) 60 greedy iterations. (f) Relative L2
error in the mean (sampling the response surface versus sampling the posterior
pdf) as a function of greedy iterations: ‖mgprs −mposterior‖L2/‖mposterior‖L2 .
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(a) (b) (c)
(d) (e) (f)
Figure 6.16: Variance calculated through Metropolis-Hastings sampling of the
Gaussian process response surface with the Gaussian mixture proposal gener-
ated by (a) 15 greedy iterations (b) 25 greedy iterations (c) 35 greedy iterations
(d) 50 greedy iterations (e) 60 greedy iterations (f) Relative L2 error in the
mean (sampling the response surface versus sampling the posterior pdf) as a
function of greedy iterations: ‖vgprs − vposterior‖L2/‖vposterior‖L2 .
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the response surface without evaluating the posterior pdf) is low. Given that
the acceptance rate when sampling the response surface was very high, this is
to be expected, but it makes this algorithm nearly as costly as sampling the
posterior pdf directly. The rate at which negative values of the GPRS are en-
countered (and thus the posterior pdf must be evaluated since we do not trust
the response surface) is very high at 60 greedy iterations. This may indicate
that more iterations are needed to improve the state of the response surface.
We also see in Figure 6.18(b) that it converges more slowly than sampling the
posterior pdf.
Figure 6.17: Traceplot based on the value of the sample at (3.6, 1.8) for the
two-stage delayed acceptance algorithm after 60 greedy iterations.
However, the mean and variance calculated with the two stage delayed
acceptance algorithm are very close to the results from sampling the posterior
pdf with the Gaussian mixture. The differences are not visible, but we provide
graphs of the relative L2 differences in Figure 6.19. On the other hand, the
rejection rate at the first stage is low, so the algorithms are nearly the same
regardless.
139
(a) (b)
Figure 6.18: (a) Dependence of the acceptance rate on number of greedy itera-
tions for Metropolis-Hastings sampling of the posterior pdf with the Gaussian
mixture proposal. (b) Plots of the MPSRF versus length of chain for different
numbers of greedy iterations. A value close to 1 suggests convergence.
(a) (b)
Figure 6.19: (a) Relative L2 error in the mean (the two-stage algorithm ver-
sus sampling the posterior pdf) as a function of greedy iterations: ‖mts −
mposterior‖L2/‖vposterior‖L2 (b) Relative L2 error in the variance (the two-stage
algorithm versus sampling the posterior pdf) as a function of greedy iterations:
‖vts − vposterior‖L2/‖vposterior‖L2 .
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6.1.5 Cost comparison of the three MCMC algorithms
We now compare the three algorithms first proposed in §2.3. We begin
with the integrated autocorrelation time in Table 6.1, which is the approximate
number of samples in a given algorithm equivalent to obtaining an independent
sample of the pdf being sampled. The best is the algorithm sampling the
GPRS with the Gaussian mixture. However, sampling the posterior pdf with
the Gaussian mixture has an integrated autocorrelation time of around 35,
which is very good. The two-stage algorithm is slower.
Algorithm (0, 0) (3.6, 1.8) (0, 3)
1 (75 greedy iterations) 34 31 32
1 (60 greedy iterations) 35 32 32
2 (60 greedy iterations) 2.6 2.1 2.0
3 (60 greedy iterations) 66 39 41
Table 6.1: Integrated autocorrelation time computed based on the value of
the sample at the three points listed in the table. Algorithm 1: sampling the
posterior pdf with the Gaussian mixture. Algorithm 2: sampling the Gaussian
process response surface with the Gaussian mixture. Algorithm 3: the two-
stage delayed acceptance algorithm.
Based on the results in Table 6.1, we estimate the costs in PDE solves
for the three algorithms, and present them in Table 6.2. They share the
upfront cost of building the Hessian-based response surfaces. The cheapest is
sampling the Gaussian process response surface as a surrogate, since it requires
no additional PDE solves. Recall, however, that it is the least accurate method,
and could not provide a good estimate of the variance. The most expensive
is the two-stage algorithm. The first-stage rejection rate would need to be
considerably higher to offset the need for additional samples.
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Algorithm Upfront cost Cost per independent sample
1 (75 greedy iterations) 13,594 34
1 (60 greedy iterations) 10,306 35
2 (60 greedy iterations) 10,306 0
3 (60 greedy iterations) 10,306 63
Table 6.2: Cost in PDE solves of the algorithms, based on the maximum of
the integrated autocorrelation times in Table 6.1. Algorithm 1: sampling the
posterior pdf with the Gaussian mixture. Algorithm 2: sampling the Gaussian
process response surface with the Gaussian mixture. Algorithm 3: the two-
stage delayed acceptance algorithm. The estimated cost was reduced by the
rate of first-stage rejections (which do not require a PDE solve) given in Figure
6.18(a).
In Figure 6.20(a) we present the values of the training points chosen
through the greedy algorithm. It is consistently finding training points to im-
prove the response surface, even after 75 greedy iterations. Note the Gaussian
mixture after 75 greedy iterations is a mixture of 23 Gaussians. Then in Figure
6.20(b), we present the total cost in PDE solves of building the Hessian-based
response surfaces as a function of greedy iterations. Most of the cost comes
from the optimization process, not the low-rank Hessian approximations. Ev-
ery iteration has a full optimization search, but only a third of them build
a low-rank Hessian approximation. While this is an expensive algorithm, it
produces a good proposal for the posterior pdf (in the form of the Gaussian
mixture) and a cheap surrogate for calculating the mean (through sampling
the Gaussian process response surface with the Gaussian mixture).
142
(a) (b)
Figure 6.20: (a) Value of (non-normalized) posterior pdf at training points:
Black squares mark shape points (where we include Hessian information) and
white squares mark value points (b) Upfront cost of building the Hessian-based
response surface in terms of PDE solves.
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Chapter 7
Conclusions
Subsurface flow phenomena characterize many important societal is-
sues in energy and the environment. A key feature of these problems is that
subsurface properties are uncertain, due to the sparsity of direct observations
of the subsurface. The Bayesian formulation of this inverse problem provides
a systematic framework for inferring uncertainty in the properties given uncer-
tainties in the data, the forward model, and prior knowledge of the properties.
We have addressed the problem: given noisy measurements of the head, the
pdf describing the noise, prior information in the form of a pdf of the hydraulic
conductivity, and a groundwater flow model relating the head to the hydraulic
conductivity, find the posterior probability density function (pdf) of the pa-
rameters describing the hydraulic conductivity field. Conventional sampling of
this pdf to compute statistical moments is intractable for problems governed
by large-scale forward models and high-dimensional parameter spaces.
We constructed a Gaussian process surrogate of the posterior pdf based
on Bayesian interpolation between a set of “training” points. We employed a
greedy algorithm to find the training points by solving a sequence of optimiza-
tion problems where each new training point is placed at the maximizer of the
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error in the approximation. We used scalable Newton optimization methods
to solve this “optimal” training point problem. We tailored the Gaussian pro-
cess surrogate to the curvature of the underlying posterior pdf according to
the Hessian of the log posterior at a subset of training points, made compu-
tationally tractable by a low-rank approximation of the data misfit Hessian.
A Gaussian mixture approximation of the posterior was extracted from the
Gaussian process surrogate, and used as a proposal in a Markov chain Monte
Carlo method for sampling both the surrogate as well as the true posterior.
The Gaussian process surrogate was also used as a first stage approximation
in a two-stage delayed acceptance MCMC method.
We provided derivations of expressions for the state, adjoint, gradi-
ent, incremental state, incremental adjoint, and Hessian for the groundwater
flow problem through calculus of variations with associated discretizations for
Galerkin finite elements. We implemented the results in parallel using appro-
priate scientific libraries.
We verified the suitability and scalability of the low-rank approximation
of the prior-preconditioned Hessian of the data misfit through both analysis
of infinite dimensional model problems and large-scale numerical results for a
convection-diffusion inverse problem and a groundwater flow inverse problem.
Future research could include proofs that the Hessian of the data misfit is
compact in more general cases than the 1D model problem examples. Analysis
of eigenfunctions and eigenvalues may be useful not only for justifying low rank
approximations of the Hessian but also point the way to preconditioners for
145
the Hessian.
We implemented the adaptive greedy algorithm to build the Gaussian
process response surface described in Chapter 2, and developed a method
for generating initial guesses appropriate for high-dimensional spaces. The
optimization method used to solve the greedy problem finds the optimum in
a mesh-independent number of iterations, and its cost per iteration requires a
number of PDE solves that is independent of problem dimension (when the low
rank approximation is employed). The cost of evaluating either the Gaussian
mixture or the Gaussian process response surface are negligible compared to
the cost of solving a PDE for the forward problem for a large-scale problem.
We also developed a Gaussian mixture response surface, which our
numerical evidence suggests is a good proposal density for the posterior pdf
in high-dimensional parameter spaces. In our comparison in Chapter 6, a
state-of-the-art reference method (DRAM) failed to produce a usable chain
after 1,000,000 samples (at a cost of 1 PDE solve each) for a problem with
121 parameters. The Gaussian mixture proposal had an upfront cost of be-
tween 10,000 and 14,000 PDE solves (depending on the choice of cutoff for
the number of greedy iterations) to begin producing a chain with a cost of
only approximately 35 PDE solves per additional independent sample of the
posterior pdf. Further research in choosing the best weights for the mixture
may improve performance even more.
We proposed and implemented three MCMC algorithms using the Hess-
ian-based response surfaces and assessed their convergence, accuracy, and cost
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for a groundwater flow inverse problem. We also provided results and analy-
sis of properties of the posterior pdf for both the convection-diffusion inverse
problem and the groundwater flow inverse problem. In the future, the algo-
rithms described here could be applied to larger, more complex problems such
as coupled flow and transport models, or 3D groundwater flow problems.
The Gaussian process response surface proved a useful surrogate for
the posterior pdf when using Metropolis-Hastings with the Gaussian mixture
proposal to calculate the mean of the posterior pdf at a greatly reduced cost.
However, it is a poor surrogate for other properties of the posterior pdf, such
as the variance. Future research could include investigating alternative inter-
polation prior covariance functions that enforce the curvature of the Hessian
but include additional conditions such as positivity.
While the idea behind the two-stage delayed acceptance algorithm was
promising, in practice it increased costs since it did not reject enough points
in the first stage. However, with further research to improve the quality of
the Gaussian process response surface as a first-stage filter, it could still prove
useful. Since the rejection rate from using the Gaussian mixture proposal to
sample the posterior pdf directly is still above 90%, there is a lot of room for
improvement.
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