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a b s t r a c t
Dynamic Time Warping (DTW), a pattern matching technique traditionally used for
restricted vocabulary speech recognition, is based on a temporal alignment of the input
signal with the template models. The principal drawback of DTW is its high computational
cost as the lengths of the signals increase. This paper shows extended results over our
previously published conference paper, which introduces an optimized version of the DTW
that is based on the Discrete Wavelet Transform (DWT).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Two approaches have been intensively used for speech recognition [1]: pattern matching and knowledge-based,
implemented by means of Dynamic Time Warping (DTW) and Hidden Markov Models (HMM),respectively. In this paper,
we focus on the former approach, that identifies a word or phoneme based on a library of template models [2], for a limited
dictionary of voiced speech segments. A modification of the regular DTW algorithm, where the intention is to decrease its
computational cost by using the Discrete Wavelet Transform (DWT) [3] to reduce the length of the input signal, and also
the length of templates, has been proposed in our previous published conference paper [4]. In this work, we extend our
previous results obtained with the proposed DWT-based DTW by presenting three new sets of tests, in addition to the two
sets previously presented in [4], showing particular results and confirming the efficacy of the proposed approach.
The remainder of this paper is organized as follows. Section 2 presents a basic review on our previously proposed
approach. The additional tests and results are described in Section 3, and, lastly, the conclusions are presented in Section 4.
2. Wavelet-based dynamic time warping
Assuming the discrete-time input speech signal, x[·], with length n, and the templates, yk[·], with lengths mk, the proposed
algorithm, which is detailed in [4], can be summarized in the following steps.
• BEGINNING
• STEP 1: Window the input signal and the templates so that they have a length that is a power of 2. It does not matter if
the lenghts of the signals are equal or not, however, they must be a power of 2.
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Fig. 1. Best Path resulted from the proposed method using j = 1 during the third set of tests.
Fig. 2. Best Path resulted from the proposed method using j = 2 during the third set of tests.
• STEP 2: Obtain the jth level DWT of the input and templates, using the family of wavelet filters f , where j and f will be
specified ahead;
• STEP 3: Consider only the sub-band s of each one of the transformed signals (input and templates), where s will also be
specified ahead. The sub-band s of the input signal is called s-input and sub-band s of each one of the t templates are, in
the same way, called s-template-1, s-template-2, . . . , s-template-t;
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Fig. 3. Best Path resulted from the proposed method using j = 3 during the third set of tests.
Fig. 4. Best Path resulted from the proposed method using j = 4 during the third set of tests.
• STEP 4: Consider the signals s-input and s-template-1, s-template-2, . . . , s-template-t as being, respectively, the new input
and new templates to be used with the DTW;
• STEP 5: Apply the ordinary DTW algorithm in the previous signals, outputting the template that is most similar to the
input signal:
. STEP 5.1: Form the distance matrix, d[·][·], with n rows and mk columns, in which x[·] is written from left to right along
the horizontal axis, and yk[·] is written from bottom to top on the vertical axis. Each element [i, j] of d[·][·], (0 6 i 6 n−1),
(0 6 j 6 m− 1), is determined as d[i][j] = |x[i] − y[j]|;
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Fig. 5. Best Path resulted from the proposed method using j = 5 during the third set of tests.
Fig. 6. Best Path resulted from the proposed method using j = 6 during the third set of tests.
. STEP 5.2: Form the accumulated distance matrix, a[·][·], with n rows and mk columns, in the following way:
REPEAT:
STEP 5.2.1: Fill in the next blank column of a[·][·], from left to right, from bottom to top, so that a[1, y] = a[1, y− 1] +
d[1, y];
STEP 5.2.2: Fill in the next blank row of a[·][·], from left to right, from bottom to top, so that a[x, 1] = a[x−1, 1]+d[x, 1];
S. Barbon Jr. et al. / Journal of Computational and Applied Mathematics 227 (2009) 271–287 275
Fig. 7. Best Path resulted from the proposed method using j = 7 during the third set of tests.
Fig. 8. Best Path resulted from the proposed method using j = 8 during the third set of tests.
STEP 5.2.3: Increment y and x;
UNTIL a[·][·] is complete.
. STEP 5.3: Form the movement matrix, m[·][·], with n rows and mk columns, which has the last item of the first column
equals to 0. The iteration to complete the matrix must consider the bottom to top direction, analyzing which is the
minor value in the matrix a[·][·]. In the case that the minor value is the element below, the first movement must be
filled with value 1. In the case that the lowest element is the one immediately to the left, the first movement receives
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Fig. 9. Best Path resulted from the proposed method using Haar Filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
Fig. 10. Best Path resulted from the proposed method using Daubechies 4 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
the value 3. Finally, in case that the lowest element is the inferior diagonal row to the left, or the values are equal, the
value 2 must be placed;
. STEP 5.4: Form the best path matrix, w[·][·], with n rows and mk columns, so that
wi,j = min{|wi,j − wi−1,j|, |wi,j − wi,j−1|, |wi,j − wi−1,j−1|}, (i > 1), (j > 1).
• STEP 6: Calculate the correlation coefficient, r, (0 6 r 6 1), [5] for each path (p[·], q[·]) obtained from the matrix w[·][·]
and use it to measure how straight the path is. The straighter the path is, the more similar the input and the template
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Fig. 11. Best Path resulted from the proposed method using Daubechies 16 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
Fig. 12. Best Path resulted from the proposed method using Daubechies 50 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
are. A straighter path has r closer to 1.
r =
∣∣∣∣∣∣∣∣∣∣
n∑
i=1
(pi − p¯)(qi − q¯)√
n∑
i=1
(pi − p¯)2.
√
n∑
i=1
(qi − q¯)2
∣∣∣∣∣∣∣∣∣∣
.
• END.
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Fig. 13. Best Path resulted from the proposed method using Daubechies 76 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
Fig. 14. Best Path resulted from the proposed method using Symmlet 8 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
The process above must be repeated in order to compare x[·] to each one of the available templates yi[·]. The recognized
signal corresponds to the one with the shortest path from top right to left bottom of w[·][·].
The DWT-based DTW is much faster than the traditional one because it uses compressed representation of the input
signal and the templates. The basic idea of the proposed algorithm consists of reducing the computational complexity of the
traditional DTW by representing all the signals, input and templates, by a specific sub-band s in such a way that this will not
affect the original DTW precision. In comparison to the original DTW method, which has to fill in a total of 4z
∑n
i=1 li matrices
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Fig. 15. Best Path resulted from the proposed method using Symmlet 16 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
Fig. 16. Best Path resulted from the proposed method using Coiflet 6 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
positions, z being the input signal length, and each li being the ith template length, the proposed DWT-based DTW has to fill
in a total of 422j z
∑n
i=1 li matrices elements, j being the level of decomposition used in the DWT tree, as described above and
in [4].
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Fig. 17. Best Path resulted from the proposed method using Coiflet 30 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
Fig. 18. Best Path resulted from the proposed method using Beylkin 18 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
3. Tests and results
Basically, we carried out five sets of tests. The first and the second sets are described with details in [4]. Particularly, in the
first set, the original DTW algorithm was used to compare one input phoneme with diverse templates and, then, the proposed
DWT-based DTW was tested for several levels of decomposition. The second set of tests analyzed how different wavelet
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Fig. 19. Best Path resulted from the proposed method using Vaidyanathan 24 filter in levels 1, 2, 3, 4, 5, 6, 7, and 8, during the fourth set of tests.
Fig. 20. Best Path resulted from the proposed method using Daubechies’ filters in level 1, during the fifth set of tests.
families, including Haar, Daubechies, Symmlets, Coiflets, Vaidyanathan and Beylkin, influence the phoneme recognition,
using the phonemes “iy” and “aa”, that were the most similar, but still different, phonemes of the available data.
The new sets of tests, particularly the third, the fourth, and the fifth sets, which are presented only in this paper, follow.
All the signals used in the tests are voiced phonemes, i.e. vowels or semi-vowels, extracted from TIMIT corpus. They are
listed on Table 1 and also in [4].
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Fig. 21. Best Path resulted from the proposed method using Daubechies’ filters in level 3, during the fifth set of tests.
Fig. 22. Best Path resulted from the proposed method using Daubechies’ filters in level 6, during the fifth set of tests.
3.1. Third set of tests
The third set of tests is similar to the second one, which is described above and in [4], but the phonemes we have chosen
now are the ones exhibiting higher discrepancy, i.e. /iy/ and /ao/. A considerable difference was found among the wavelets
used, as shown is Figs. 1–3, where Daubechies, Symmlets, Coiflets, and Beylkin exhibit the best results. Particularly, for levels
4 and higher, Daubechies’ wavelets exhibit the best results in terms of phoneme distinction and classification, as shown in
Figs. 4–8.
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Fig. 23. Best Path resulted from the proposed method using Symmlet filters in level 1, during the fifth set of tests.
Fig. 24. Best Path resulted from the proposed method using Symmlet filters in level 3, during the fifth set of tests.
3.2. Fourth set of tests
The fourth set of tests describes the comparisons between two distinct phonemes, using different decomposition levels
and a unique wavelet family. This set of tests was carried out in order to observe the classification in each level of
decomposition, as shown in Figs. 9–19, with the following wavelet bases: Haar, Daubechies 4, Daubechies 16, Daubechies 50,
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Fig. 25. Best Path resulted from the proposed method using Symmlet filters in level 6, during the fifth set of tests.
Fig. 26. Best Path resulted from the proposed method using Coiflets filters in level 1, during the fifth set of tests.
Daubechies 76, Symmlet 8, Symmlet 16, Coiflet 6, Coiflet 30, Beylkin 18, and Vaidyanathan 24. As the decomposition level
increases, the classification worsens, however, Daubechies 50 and Beylkin 18 bases showed the best results for all levels.
The particular correlation coefficients are grouped in Table 2.
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Fig. 27. Best Path resulted from the proposed method using Coiflets filters in level 3, during the fifth set of tests.
Fig. 28. Best Path resulted from the proposed method using Coiflets filters in level 6, during the fifth set of tests.
3.3. Fifth set of tests
This last set of tests shows how the support-sizes of the filters influence the classification results, given a determined
wavelet family. Particularly, Figs. 20–22 refer to Daubechies’ wavelets for levels 1, 3, and 6, respectively. Daubechies 26
in level 1 presented the higher value for the correlation coefficient. Symmlets’ wavelets have shown similar results in
comparison to Daubechies’ wavelets, according to the Figs. 23–25. Coiflets did not show significant superior results in
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Table 1
List of phonemes used to test the proposed approach, that were extracted from the sentence “She has your dark suit . . . year” of the directory
“. . . /test/dr1/faks0” of TIMIT corpus; (I.S.): initial sample of vector ; (F.S.): final sample of vector
Phoneme I.S. F.S. Kind Example
iy 11 240 12 783 Vowel beet
ae 14 078 16 157 Vowel bat
y 17 103 17 587 Semi-vowel yacht
aa 19 692 21 514 Vowel bot
ih 29 179 30 337 Vowel bit
ao 52 378 54 500 Vowel bought
Table 2
List of Wavelets Families (H: Haar, D: Daubechies, S: Symmlet, C: Coiflet; B: Beylkin; V: Vaidyanathan) and correlation coefficients for each level of
decomposition, during the fourth set of tests
Wavelet H D 4 D 16 D 50 D 76 S 4 S 16 C 6 C 30 B 18 V 24
Level 1 0.95840 0.95836 0.96318 0.95931 0.95192 0.95836 0.96083 0.96460 0.95899 0.94674 0.96136
Level 2 0.95638 0.95539 0.95736 0.95604 0.96472 0.95539 0.96019 0.97119 0.95392 0.95913 0.95053
Level 3 0.95741 0.96666 0.95143 0.94327 0.94781 0.96666 0.94264 0.96259 0.96048 0.94268 0.94949
Level 4 0.95791 0.97298 0.95500 0.93091 0.95381 0.97298 0.95533 0.97222 0.94677 0.94859 0.94055
Level 5 0.98186 0.94508 0.93803 0.93411 0.96434 0.94508 0.96179 0.93672 0.91617 0.95342 0.88956
Level 6 0.96779 0.98094 0.95667 0.96446 0.96925 0.98094 0.94062 0.95754 0.88854 0.97710 0.95969
Level 7 0.97297 0.88959 0.86017 0.94595 0.97053 0.88959 0.99590 0.86017 0.95346 0.95910 0.98664
Level 8 0.96716 0.91829 0.83070 0.96716 0.89657 0.91829 0.77394 0.83070 0.89995 0.90830 0.90898
Table 3
List of correlation coefficients obtained in the fifth set of tests, using Daubechies’ wavelets and levels (L) 1, 3 and 6
Support L 1 L 3 L 6
4 0.95836 0.96666 0.95161
6 0.96001 0.97102 0.96550
10 0.96385 0.95740 0.91561
12 0.95613 0.96248 0.95007
14 0.96031 0.96788 0.91563
16 0.96327 0.95285 0.92854
18 0.95436 0.95343 0.92912
20 0.95611 0.96092 0.93493
22 0.96527 0.96768 0.94459
24 0.96626 0.95689 0.88244
26 0.97057 0.95307 0.89429
50 0.96508 0.94583 0.85716
76 0.95192 0.96910 0.91062
Table 4
List of correlation coefficients obtained during the fifth set of tests using Symmlets’ wavelets and levels (L) 1, 3 and 6
Support L 1 L 2 L 3
4 0.95836 0.96666 0.95161
6 0.96003 0.97075 0.96056
8 0.96373 0.95949 0.91394
10 0.96467 0.96105 0.91895
12 0.96432 0.96823 0.87347
14 0.96682 0.96516 0.91787
16 0.96556 0.94371 0.86161
Table 5
List of correlation coefficients obtained during the fifth set of tests, using Coiflets’ wavelets and levels (L) 1, 3 and 6
Support L 1 L 2 L 3
6 0.96460 0.96257 0.96016
12 0.96416 0.96943 0.88261
18 0.96843 0.94336 0.89558
24 0.96439 0.95910 0.86423
30 0.96355 0.97097 0.85853
comparison to the above-mentioned wavelets for this set of tests, according to the Figs. 26–28. Tables 3–5 summarize the
results.
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4. Conclusions
This paper proposes a modified version of the DTW, based on the DWT, that is much faster than its original version. The
direct application of the proposed approach is isolated phoneme speech recognition. According to the previous tests, and
also the results presented in this paper, we conclude that Coiflets and Symmlets show best results in terms of classification
for the distinction of similar signals. On the other hand, when the level of decomposition increases and the phonemes are
relatively distinct, Daubechies’ wavelets have shown the best results, indicating that the smooth maximally-flat frequency
response of this last family of filters is more important than the almost linear phase response of Symmlets and Coiflets. This
confirms the comments previously discussed in [4] and adds new important results. In any case, neither the length of the
input signal nor the length of the templates can be lower than 32 samples. Therefore, the level j used to apply the DWT has
to conform with this requirement. If the lengths are lower than 32, the pattern matching worsens in such a way that signal
classification becomes very difficult or even impossible.
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