Abstract-For a nonlinear oscillatory stochastic system, we study the control problem for the variance of random trajectories around a deterministic cycle. To describe the range of random trajectories, we use the method of stochastic sensitivity functions. We consider the problem of designing a given stochastic sensitivity function, discuss problems of controllability and reachability. Complete stochastic controllability is only possible when the control's dimension coincides with the system's dimension. Otherwise, the design problem becomes ill-posed. To solve it, we propose a regularization method that lets us produce a given stochastic sensitivity function with any given precision. The efficiency of the proposed approach is demonstrated with the example of controlling stochastic oscillations in a brusselator model.
INTRODUCTION. PROBLEM SETTING
Studies of control problems for stochastic systems began in [1] . At present, research results on this topic comprise a rather well developed theory [2] [3] [4] [5] [6] [7] . The main emphasis has been put on the control problem on a finite time interval and on constructing controllers that ensure stochastic stability for the equilibrium.
In many applied engineering problems, autooscillations are the fundamental operational modes. Control problems for deterministic oscillatory systems have been considered in a significant number of works [8] [9] [10] . Lately, control theory for chaotic oscillations has been developed [11] [12] [13] .
This work is devoted to controlling stochastically perturbed autooscillations. One needs to account for the necessarily arising random fluctuations in order to understand the dynamics of complex nonlinear systems [14, 15] .
Development of control methods for established stochastically perturbed modes in dynamical systems presupposes a constructive description of probability distributions for the corresponding stochastic attractors. This distribution is given by the Fokker-Planck-Kolmogorov equation, but it is very hard to find an exact solution for this equation in the control problem we consider for systems of dimension two and beyond.
In the case of small noises, when random states are localized near a deterministic limit cycle, the necessary stationary density can be approximated by a suitable Gaussian distribution whose covariance matrix is given by the stochastic sensitivity function (SSF) [16, 17] . In [18] , the SSF method has been extended to cycles in discrete stochastic systems.
This approach has been used to solve the design problem for controllers that form required probability distributions around stable equilibria in both continuous [19] and discrete [20] nonlinear systems. In [21] , the resulting methods have been applied to chaos suppression problem.
The purpose of this work is to develop design methods for controllers that produce, based on the SSF technique, given probabilistic characteristics of stochastic autooscillations.
Let us briefly explain the general approach to solving the stochastic cycle synthesis problem for multidimensional controllable systems of the forṁ
where x is an n-dimensional state vector; u, an m-dimensional control vector; f (x, u), a sufficiently smooth n-vector function; w(t), the standard n-dimensional Wiener process; σ(x, u), a sufficiently smooth (n × n)-matrix function that characterizes how perturbances depend on both state and control; ε, a scalar parameter for the intensity of perturbances. Suppose that system (1.1) for ε = 0 and u = 0 has a T -periodic solution x = ξ(t) with phase trajectory Γ (a cycle). We do not assume that cycle Γ is stable.
Consider a class of admissible feedbacks U consisting of sufficiently smooth functions u(x) satisfying the following conditions: 2) and in the closed deterministic systemẋ
is exponentially orbitally stable in the neighborhood of cycle Γ. Condition (1.2) means that function x = ξ(t) remains a solution of system (1.1) for all admissible controls.
The cycle stability problem in the deterministic system (1.3) can be solved with multipliers ρ 1 = 1, ρ 2 , . . . , ρ n of the corresponding first approximation system for small deviations
where
A necessary and sufficient condition for exponential orbital stability of cycle Γ for the nonlinear system (1.3) is given by the following conditions [22] : |ρ i | < 1, i = 2, . . . , n. Multipliers of system (1.4) for fixed F and B are functions of K:
. . , n}. We assume that the set K is nonempty.
Random trajectories of the stochastic system (1.1) leave the deterministic cycle Γ and form around it a stochastic attractor with stationary distribution density ρ(x, ε). 
where v(x) is a quasipotential [23] and C is the normalizing factor. To approximate the quasipotential in a small neighborhood of the cycle, the technique of stochastic sensitivity functions has been developed [16] . Let K ∈ K. We describe the probability distribution of random states of system (1.1) around a stable cycle Γ with Poincare sections. Let Π t be a hyperplane orthogonal to the cycle at point ξ(t) (0 ≤ t < T ). For the Poincare section Π t in the neighborhood of point ξ(t), we write a quadratic approximation of the quasipotential: (t)) ). The corresponding Gaussian approximation for the stationary distribution density has the following form:
The symbol "+" denotes the pseudoinverse. Here the stochastic sensitivity matrix function W (t) for cycle Γ due to K ∈ K is the unique solution [16] for the Lyapunov equatioṅ
with the following conditions:
where 
where Δ(x) = x − γ(x) is the stochastic trajectory's deviation from the deterministic cycle,
To estimate the expenses for control u in the stochastic system (1.1), we will use the function J t = E u (x) R u(x) , where the expectation E(·) is computed with respect to distribution (1.5), and R is a symmetric positive definite (m × m) matrix. For this cost function, an explicit representation is possible:
The purpose of this control is to form a given stochastic sensitivity function W for the cycle Γ. The feedback matrix K(t) of controller (1.9) forms in system (1.1) a predefined T -periodic stochastic sensitivity matrix W (t); it must, due to (1.6), satisfy the following linear algebraic matrix equation:
Naturally, a number of problems arise in describing a class of admissible matrices W (t), feasibility conditions for Eq. (1.11), and constructing its solutions and estimating control costs. A detailed study of these problems is given in Section 2 for two-dimensional systems. We will present full controllability conditions under which one can synthesize an arbitrary admissible SSF. In case full controllability is missing the controller design problem becomes ill-posed. We propose a constructive approach to its regularization; it lets us synthesize a given SSF with any given precision.
The efficiency of the proposed approach is demonstrated in Section 3 with the example of solving the controller design problem for a stochastic brusselator model.
CONTROLLING STOCHASTIC CYCLES OF TWO-DIMENSIONAL SYSTEMS
In case n = 2 the projection matrix P (t) can be represented as P (t) = p(t)p (t), where p(t) is a unit vector orthogonal to the tangent vector f (ξ(t)). Due to condition (1.8), matrix W (t) can be written as W (t) = μ(t)P (t), where μ(t) is a T -periodic scalar stochastic sensitivity function [17] .
The stochastic sensitivity function μ(t) of cycle Γ satisfies the following boundary problem:
The coefficient a(t) that depends on K(t) can be written as
The function μ(t) gives a detailed description of how stochastic sensitivity changes along a cycle. A convenient characteristic for the cycle's stochastic sensitivity as a whole is the value
Note that the following explicit representation holds for the multiplier ρ 2 [17] :
Inequality ρ 2 < 1 is a criterion of exponential orbital stability for the deterministic cycle Γ. This criterion immediately implies two statements.
necessary and sufficient condition of stabilizability (K = ∅) is the condition that β(t) ≡ 0.
Thus, to solve a problem of forming a predefined stochastic sensitivity function μ(t) for cycle Γ of system (1.1) with controller (1.9) it suffices to solve the system of equations
with respect to the desired matrix K(t) satisfying inequality (2.5).
Here admissible stochastic sensitivity functions comprise the set
Statement 3.
In order for a closed system (1.1), (1.9) to have a given stochastic sensitivity function μ(t) ∈ M it is necessary and sufficient that the feedback matrix K(t) (1.9) satisfies system (2.6), (2.7) and inequality (2.5).
The proof of this statement immediately follows from relations (2.3), (2.4) and Statement 1. Different cases are possible in solving system (2.6), (2.7).
Complete Stochastic Controllability
Consider Eq. (2.6). The following statement holds.
Statement 4.
In order for Eq. (2.6) to be feasible for every function μ(t) ∈ M, it is necessary and sufficient that
Under condition (2.8), for any giveμ ∈ M system (2.6), (2.7) has an infinite number of solutions, i.e., the controller that forms a given stochastic sensitivity function is not unique. A regularization of this ill-posed problem can be achieved by introducing additional optimization conditions. Let us consider two ways to ensure the uniqueness of this problem's solution.
The first way presupposes an additional formal optimality condition 
Proof of this statement follows from the theory of normal pseudosolutions [24] . Substituting the resulting k(t) into (2.7), we get, for the matrix K(t) of controller (1.9), the following equation:
Equation (2.11) is always feasible. For instance, the matrix K(t) = α(t) β (t)β(t) B (t) always provides a solution for it. If we add the optimality condition
again, we get a unique solution 13) where k(t) satisfies (2.10).
As an alternative way to ensure uniqueness for system (2.6), (2.7), we consider the problem of searching for an optimal control that minimizes the costs (1.10) for synthesizing a given sensitivity function. In the considered case, the cost function satisfies the following representation:
Adding to Eq. (2.6) the criterion J t −→ min, we pass to a minimization problem whose unique solution has the form 15) and the corresponding minimal value of the cost function can be found as
HereK(t) =k(t)p (t).
Thus, given condition (2.8) we can always, with the choice of matrix K(t) for controller (1.9), synthesize in the closed system (1.1), (1.9) any given stochastic sensitivity function μ ∈ M. In this case we call the cycle in system (1.1), (1.9) completely stochastically controllable.
In the case of constant matrices B(t) ≡ B, condition (2.8) is equivalent to the requirement that rank(B) = 2. Thus, for systems with full rank matrices B we have complete stochastic controllability.
In case rank(B) = 1, the vector function β(t) may turn to zero, which does not let us synthesize certain functions from M. This leads to incomplete stochastic controllability, and in what follows we study this case in detail.
Incomplete Stochastic Controllability
Suppose that there exists a nonempty set I on the interval [0, T ] where β(t) turns to zero:
In this case all reachable stochastic sensitivity functions comprise the set A = {μ(t) ∈ M | ∀t ∈ İ μ = a 0 (t)μ + b(t)}.
Statement 6. System (2.6), (2.7) is feasible for every function μ(t) from the reachability set A.

Moreover, the matrix K(t) for the optimal controller that synthesizes μ(t) ∈ A with criterion (2.14) is given by
Proof. Feasibility of system (2.6), (2.7) is shown by a direct substitution of the given K(t), while optimality follows from (2.15).
Consider the situation when the desired sensitivity function is not reachable. In this case it is natural to pose the problem of synthesizing a sensitivity function close to the desired one.
Suppose that the desired stochastic sensitivity function μ(t) is such that on a certain subset I α of the set I the function α(t) does not equal zero. Then Eq. (2.6) is infeasible. This means that not every function μ ∈ M is reachable. Thus, we need to solve an ill-posed problem here: system (2.6), (2.7) is infeasible on the set I α , while in other points of the interval [0, T ] it has an infinite number of solutions.
In this work, we consider the following regularization method for this ill-posed problem.
We consider the proposed method for an often encountered case when matrix B is constant and has rank one: B = b, where b is a constant two-dimensional vector. Then the scalar function β(t) = b p(t) turns to zero at those points of the cycle where the tangent to the cycle is parallel to vector b. There are at least two such points for every cycle. Let β(t 1,2 ) = 0 and suppose that at another point of the interval [0, T ] it holds that β(t) = 0. We denote byμ(t) the desired stochastic sensitivity function. Equation (2.6) for a scalar function k(t) has the form
A formal solution k(t) = α(t)/β(t) of Eq. (2.17) grows without bound near the points t 1 , t 2 for α(t 1,2 ) = 0. To avoid the degeneracy related to this unbounded growth of k(t), we perform the following regularization procedure. Consider small intervals
The value δ plays the role of a regularization parameter. On intervals I 1 , I 2 we let k(t) ≡ 0. Then the dynamics of the real sensitivity function μ(t) on I 1,2 does not depend on the control and is given by properties of system (1.1) for u = 0. The connection of the values μ(t i − δ) and μ(t i + δ) for the function μ(t) at the ends of interval I i can be found by solving the corresponding Cauchy problems. Indeed,
with initial condition
We can find an explicit connection between the values μ(t i − δ) and μ(t i + δ): 20) where
, while functions ϕ(t), ψ(t) are solutions of Cauchy problemṡ
and have an explicit representation
On the next step of the regularization procedure we "paste" the values of function μ(t) on the right end of the interval I i with the valueμ(t i + 2δ) of the given functionμ(t) at point t i + 2δ. To make μ(t) continuous and avoid discontinuities on the right end of the interval I i , we will define function μ(t) on the intervalÎ i = [t i +δ, t i +2δ] as a linear function υ(t) with interpolation conditions
Thus, the reachability set in the class of δ-regularized controls are functions μ(t) constructed as follows:
coincides with the predefined arbitrary function μ(t) ∈ M. The optimal controller coefficient K(t) corresponding to the given functionμ(t) on this segment of the trajectory is given by K(t) = (2.19) ; (c) on intervalsÎ 1 ,Î 2 we define μ(t) = υ(t), where υ(t) is a linear function constructed with the rule (2.23).
The functions μ(t) constructed in this way are continuous, and their derivatives may have discontinuities at points t i + δ and t i + 2δ. The function μ(t) differs from a givenμ(t) only on the set L = I 1 ∪ I 2 ∪Î 1 ∪Î 2 . For small δ, values of μ(t) on L are close to the values of the given functionμ(t).
EXAMPLE
Consider a stochastically disturbed brusselator model with the following control:
where w 1 , w 2 are independent Wiener processes, ε is the intensity of random disturbances, and u is the control. For u = 0 the corresponding deterministic system (ε = 0) for b > b * = 1 + a 2 has a stable limit cycle Γ given by a T -periodic solution (ξ 1 (t), ξ 2 (t)).
In the presence of stochastic disturbances (ε = 0), random trajectories leave the deterministic cycle and form around it a certain stochastic attractor. Consider the problem of constructing a controller
that would form a predefined stochastic sensitivity functionμ(t) ∈ M for the brusselator's cycle. In this example,
Since rank(B) = 1, the cycle in system (3.1), (3.2) will not be completely stochastically controllable. Indeed, function
f 2 1 (t) + f 2 2 (t) turns to zero at points t 1 and t 2 , where f 2 = 0.
In this example, system (2.6), (2.7) that relates parameters k 1 (t), k 2 (t) of the controller (3.2) with a given functionμ(t) has the following form:
It is clear that this system is degenerate at points t 1 and t 2 , where f 2 = 0. Let us now apply the regularization method. We introduce a parameter δ that characterizes the size of intervals I 1 , I 2 , neighborhoods of points t 1 , t 2 . We construct a controller u δ that ensures δ-reachability for every functionμ(t) ∈ M.
Outside the set
2) that forms a given functionμ(t) satisfy the equation following from system (3.3),
Taking as an additional optimality criterion the requirement
we get a unique solution
On the trajectory segment corresponding to time moments t ∈ I i we let k 1 (t) ≡ k 2 (t) ≡ 0. Thus, it only remains to define the values of k 1 (t) and k 2 (t) for t ∈Î i = [t i + δ, t i + 2δ]. Here, as before, values of the controller's coefficients are defined by formulas (3.5), in which
while the linear function υ(t) is found by conditions (2.23) and is explicitly given as follows: We takeμ ≡ 0.1 on the entire interval [0, T ]. We choose this stochastic sensitivity function because we want to get a bundle of random trajectories with small uniform scatter around the deterministic cycle.
The stochastic sensitivity function of the closed system (3.1) for a = 0.4, b = 1.2 with controller (3.2) corresponding to the designated functionμ and parameter δ = 0.1 is plotted on Fig. 3 . Here the stochastic sensitivity function differs from the designatedμ ≡ 0.1 on small intervals where it has hits that do not exceed m = 0.29. It is clear that the resulting control that uses δ-regularization lets us significantly reduce stochastic sensitivity already for δ = 0.1 (for a system without control we had m = 574) and keep it at the designated level for the most part of the interval [0, T ]. Figure 4 shows the results of direct numerical modeling of random trajectories of the resulting controllable system. Reducing the stochastic sensitivity level has let us localize random trajectories near the deterministic cycle.
The level of hits in the stochastic sensitivity function can be further reduced by reducing the regularization parameter δ (see Fig. 5 ).
CONCLUSION
For a nonlinear oscillatory stochastic system, we have studied the control problem over the stochastic sensitivity function that defined the scatter of random trajectories around a deterministic cycle. For the considered problem of synthesizing a given stochastic sensitivity function, we have discussed problems of controllability and reachability. We have shown that in the absence of complete controllability, the synthesis problem becomes ill-posed and have proposed a regularization method that lets us ensure a given SSF with arbitrary precision. Constructive capabilities of the proposed method are demonstrated with the example of solving the controller design problem for a stochastic brusselator model.
