Abstract. Given a finite poset P and two distinct elements x and y, we let pr P (x ≺ y) denote the fraction of linear extensions of P in which x precedes y. The balance constant δ(P) of P is then defined by
1. Introduction 1.1. Definitions. Given a finite poset (partially ordered set) P = (P, ≤), and distinct elements x, y ∈ P, we let pr P (x ≺ y) denote the proportion of linear extensions of P in which x precedes y. In particular, pr P (x ≺ y) + pr P (y ≺ x) = 1, and if x ≤ y in P then pr P (x ≺ y) = 1.
The balance constant δ(P) is then defined by δ(P) = max
x =y∈P min {pr P (x ≺ y), pr P (y ≺ x)} .
(If P consists of one element, we let δ(P) = 0.) Thus δ(P) ∈ [0, 1 2 ] for any finite poset P; in fact δ(P) = 0 exactly when P is a chain.
This conjecture was first proposed in 1968 by Kislitsyn [5] , then again by Fredman in 1976 [3] and Linial [6] . All three were motivated by the information-theoretic context of comparison sorting, but the problem is of course interesting in its own right.
The 1/3-2/3 conjecture has been studied extensively. The best bound which has been shown for all posets is due to Brightwell, Felsner, and Trotter [2] in 1995, who showed that
whenever P is not a chain. This improved a result of Kahn and Saks [4] in 1984 which showed the weaker estimate δ(P) ≥ 3 11 ≈ 0.272727. While still open for general partially ordered sets, the conjecture has been proven for several other families of partially ordered sets, for example posets of width 2 by Linial [6] and posets of height 2 by Trotter, Gehrlein, Fishburn [10] . In 2006, Peczarski described an even stronger conjecture, the so-called "gold partition conjecture", which implies the 1/3-2/3 conjecture; Peczarski proved this conjecture for posets with at most 11 elements [8] , and later for 6-thin posets [9] .
An extensive survey on the problem is given by Brightwell [1] , which describes it as "one of the major open problems in the combinatorial theory of partial orders". Figure 1 ). Then δ(T ) = However, other than this example, little is known about the possible sets of balance constants. For example, it is not known whether there are any other posets which achieve a balance constant of exactly 1/3, other than those in the example above. It is not even known whether balance constants can be arbitrarily close to 1/3. In Brightwell's survey [1, Section 4] , an example of partially ordered set with A with δ(A) = The aim of this paper is to answer both questions with a certain infinite family of partially ordered sets. We will prove the following theorem. 
1.4.
Roadmap. The rest of the paper is divided as follows. In Section 2 we introduce the main players in our proof, and introduce the notation which we will need for the construction. Section 3 then provides explicit formulas for the number of linear extensions of our family of posets, and finally in Section 4 we compile these results together to prove the main theorem.
Setup
Definition 2.1. Throughout the paper let κ = 1 32 93 − √ 6697 .
We first define a "master poset" from which our construction will derive.
Definition 2.2. Let P ∞ denote the partially ordered set whose elements consist of two infinite N-indexed chains
together with the additional covering relations that • a i ≤ b i+1 whenever i ≡ 1, 2, 3, 4 (mod 5), and • b j ≤ a j+2 whenever j ≡ 0, 2, 4 (mod 5).
All our constructions will be obtained by taking the bottom-most elements of either chain. Definition 2.3. For positive integers m and n we let P(m, n) denote the sub-poset P ∞ induced by taking the elements {a 1 , . . . , a m , b 1 , . . . , b n }.
The example P(15, 15) is shown in Figure 3 . Our main result is the following.
To approach this result, we introduce further notation. Definition 2.5. Let E(m, n) denote the number of linear extensions of P(m, n). For convenience we let E(0, n) = E(m, 0) = 1 for positive integers m and n, but we leave E(0, 0) undefined. Then E(m, n) may be computed recursively in the following way. Proposition 2.6. For positive integers m and n, we have
Proof. In a linear extension of P(m, n), either a m or b n must be the maximal element, and so the recursion follows by considering cases on this.
According to Proposition 2.6, the interesting cases are those for which P(m, n) has no maximal element. To this end, we introduce the following terminology.
Definition 2.7. We say the pair (m, n) of positive integers is admissible if P(m, n) has no maximal element.
One can in fact characterize all the admissible pairs exactly. We obtain, essentially by definition, the following characterization. Figure 3 . A picture of P(15, 15).
Lemma 2.8. The pair (m, n) is admissible if and only if it is one of the following forms:
(1) m = 5k + 4 and n ∈ {5k + 3, 5k + 4}.
(2) m = 5k + 3 and n ∈ {5k + 1, 5k + 2, 5k + 3}. (3) m = 5k + 2 and n ∈ {5k + 1, 5k + 2}. (4) m = 5k + 1 and n ∈ {5k, 5k + 1}. (5) m = 5k and n ∈ {5k − 2, 5k − 1, 5k, 5k + 1}.
Remark 2.9. Note that this means that (m, n) is admissible if and only if |m − n| ≤ 5, in which case only the residues m (mod 5), n (mod 5) are relevant. In particular, if (m, n) is admissible then so is (m + 5, n + 5).
Enumeration
We now proceed to give explicitly compute E(m, n) using induction. Several base cases are needed for this proof; we do not address these here, but simply record the results in Appendix A.
In order to make this possible, we make the following observation. Proof. One may verify this manually for m, n ≤ 15. Once this is done the result follows by induction on m + n owing to Proposition 2.6.
This implies that the values of E(m, n) satisfy a linear recurrence. Thus it makes sense to introduce the roots of the corresponding characteristic polynomial. Then, a direct computation using the results of Appendix A allows us to compute explicit closed forms: Proposition 3.3. We have the following twelve closed forms.
Computing the balance constant
Throughout this section, we fix the poset P = E(5k, 5k). With Proposition 3.3, we now turn to estimating the balance constant of P. The point is that Proposition 3.3 essentially lets us compute pr P (a i ≺ b j ) for any i and j already. For example, we already have that
Thus our goal is to show the following.
Proposition 4.1. For any i, j ∈ {1, . . . , 5k} we have
We give the full proof of Proposition 4.1 only in the case where i ≡ 1 (mod 5), since the other cases can be resolved in exactly the same fashion. For notational convenience, we set
We will assume t > 0, since the t = 1 case corresponds to pr P (a 1 ≺ b 1 ) which is in any case equal to pr P (b 5n ≺ a 5n ) by symmetry.
Consider a linear extension ≺ of P then. Since b 5t−1 ≤ a 5t+1 ≤ b 5t+2 , we have three distinct possibilities.
4.1. Case b 5t−1 ≺ a 5t+1 ≺ b 5t . Then if we add the relation b 5t−1 ≤ a 5t+1 ≤ b 5t to P, the resulting poset is isomorphic to the linear sum of P(5t, 5t − 1) and an inverted copy of P(5s + 1, 5s − 1). An example with (k, t) = (3, 1) is shown in Figure 4 . The number of linear extensions in this case is then E(5t, 5t − 1)E (5s + 1, 5s − 1) = E(5t, 5t − 1)E (5s, 5s − 1)
. Then if we add the relation b 5t ≤ a 5t+1 ≤ b 5t+1 to P, the resulting poset is isomorphic to the linear sum of P(5t, 5t) and an inverted copy of P(5s, 5s − 1).
The number of linear extensions in this case is then E(5t, 5t)E(5s, 5s−1), which equals E(5t, 5t)E(5s, 5s − 1)
. Then if we add the relation b 5t ≤ a 5t+1 ≤ b 5t+1 to P, the resulting poset is isomorphic to the linear sum of P(5t, 5t+1) and an inverted copy of P(5s − 1, 5s − 1). Thus the number of linear extensions in this case is equal to E(4t, 5t + 1)E(5s − 1, 5s − 1) It follows that min (pr P (a 5t+1 ≺ b j ), pr P (b j ≺ a 5t+1 )) < 1 3 < κ for j ∈ {5t, 5t + 1}, assuming t > 0. Hence it holds for all j, since for j / ∈ {5t, 5t + 1} the left-hand side vanishes. This completes the proof of Proposition 4.1 when i ≡ 1 (mod 5); the other four cases are analogous.
