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Abstract 
In this paper, the application issues of vision sensing techniques to analysing the body postures of worms are discussed. The worm 
targeted here is the nematode C. elegans (short for Caenorhabditis elegans), which is widely used for pursuing research in developmental 
biology and neurology. The image of C. elegans is firstly segmented based on pixel grey-values, and the extracted worm region is 
skeletonized. The worm body shape is then modelled with a chain of multiple links. As the link connection is in the same structure of a 
robot manipulator, a variety of analysis techniques developed in robotics can be readily employed in the automatic analysis of worm 
images.       
 
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
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Nomenclature 
B  binary image 
I grey image  
S skeleton image 
x, y indexing coordinates 
a link length 
Greek symbols 
λ threshold 
ș link angle 
1. Introduction 
Vision is certainly the most important sense for humans as we get much useful information about the world around us 
through our eyes. This applies also to automatic machines such as robots when they are built to behave intelligently like 
humans. From the images captured by a vision sensor (i.e., camera), an intelligent machine obtains clues to plan its motion 
for various goals; e.g., flexible object handling, autonomous navigation, etc. Although vision sensing has been often 
considered complex and computer-intensive, the costs of system arrangement and data computation become lower than 
before as relevant electronic and computing technologies advance rapidly in recent years.  
The techniques of vision sensing have become sophisticated gradually over 50 years of research and development, and 
their applications are now diversified to various non-traditional areas. Biology is one of them. Like robots become smarter 
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by biological inspiration [1] or robot vision systems are built based on a biological model [2], the vision techniques used in 
robotics can be employed in the research of biology. An example is the automatic visual monitoring of worms, which is 
discussed in this paper. Since worms are often used for the studies in biology, carefully monitoring worm behaviour over 
time is of great importance.  
Caenorhabditis elegans is a worm that has been widely used for pursuing research in developmental biology and 
neurology since Brenner introduced it in 1963 as a model organism for the research [3]. This nematode is about 1 mm long, 
has a transparent body, feeds on bacteria, can be easily cultivated and safely used in the laboratory. Although C. elegans has 
a relatively simple nervous system consisting of 302 well-described neurons, the nervous system mediates diverse patterns 
of behaviour [4]. In addition to its known genetics, C. elegans has a short lifespan of about 2 to 3 weeks, and it is useful in 
the study of aging. Due to these facts, there are a large number of significant biological findings reported using the worm 
including those won Nobel Prizes, such as the discovery on genetic regulation of organ development and programmed cell 
death [5].   
This paper discusses the application of the techniques commonly used in robotics to the automatic analysis of the body 
posture of C. elegans. Vision techniques are first used to segment the worm in an image and represent its body posture. Then, 
the posture is modelled by a chain of links so that the well-established kinematic and dynamic analysis techniques of robot 
manipulators can be used in the study using the worm.   
2. Image-based automatic monitoring of C. elegans: A brief review 
The observation of C. elegans has been usually done manually, and accurate results were hard to obtain. Since the 
phenotypes of many behavioural mutants appear subtle to a human observer, it is actually difficult to assay without time and 
labor-intensive analysis of video recordings [6]. Even grossly abnormal behaviour is often difficult to characterize by 
manual observation. Thus, there has been a strong demand for a technique that automates data acquisition, storage, 
interpretation, and quantitative analysis of the motion and posture of worms.  
A number of automated imaging systems have been developed to analyse the shape and behaviour of C. elegans. Baek et 
al. [7] described three advantages of the automated worm image processing system; (i) the vision-based approach provides a 
quantitative definition of a particular pattern of worm behaviour, (ii) a computerized imaging system can be more reliable at 
detecting abnormal behaviour patterns, (iii) it is possible to comprehensively assay multiple aspects of the worm behaviour 
simultaneously. The automatic imaging system that they developed could measure 94 features associated with an image 
sequence of a single worm. The system was later developed further so as to quantify 144 phenotypic parameters [6]. The 
detection of worms in an image is the first requirement in the automated imaging systems. In [8], an image processing 
algorithm using a bank of Gabor filters is proposed so as to determine the location and shape of quasi-linear animals such as 
leeches and snakes that have bigger but similar shapes to that of C. elegans. The directionality is determined for every 
image pixel, and the animal is traced starting from the point where directionality is the strongest. As C. elegans can be 
cultivated in large numbers (e.g., 10,000 worms per petri dish [3]), distinguishing multiple worms in images is another 
practically important issue. In [9], two worms are identified before and after they touch each other by modelling each worm 
with a number of multiple rectangular blocks in spring-like connections. Whilst most systems and techniques have been 
developed for crawling worms, Restif and Metaxas [10] developed a vision technique for tracking swimming worms. This is 
a challenging vision task because swimming worms can overlap unlike crawling worms.     
3. Methods 
The main focus of this paper is detecting C. elegans in an image and modelling its body posture so that the worm can be 
effectively sorted. The image processing of a worm image consists of three steps, detection, filtering, and modelling, as 
presented in Fig. 1.  
Detecting a worm in an image was done by classifying pixels into two classes; worm and background. If C. elegans 
crawls on a flat and uniform agar substrate, the transparent body of the worm is seen slightly darker than the background. 
Hence, an arbitrary image pixel at the position of ( , )x y in an image was classified simply by comparing its grey-value 
( , )I x y  with a threshold λ  as 
 
( , ) 1B x y =   if  ( , )I x y λ< , ( , ) 0B x y =  otherwise,                                                 (1) 
 
where B is the resulting image after classification. A proper threshold value was determined from the distribution of pixel 
grey-values. In an image taken using a microscope, the centre region can be brighter than the other regions close to the 
image boundary. For example, in the image of Fig. 2(a) [11], the centre region (except the worm) departed from the image 
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boundary by 30 pixel margin has the average grey-value of 78.3 while the boundary region has the value of 67.7. Fig. 2(b) 
shows the distribution of grey-values of the centre image region while Fig. 2(c) shows that of the boundary region. Thus, 
detection thresholds were set differently for the two regions.  
In detection process, some classification errors are inevitable. Thus, the image B may have holes inside the body region 
of the worm and blobs in the background as exampled in Fig. 3(a). The wrongly classified pixels were filtered by two ways. 
First, morphological operations were applied to remove the holes; dilation three times and erosion three times. Then, blobs 
in the image were labelled by different values [12] so as to find their sizes, and small blobs were removed. Fig. 3(b) shows 
the result after filtering the image of Fig. 3(a). 
 Once the image region of a worm is detected, the body shape can be characterized by its length, size, fatness, minimum 
enclosing rectangle, best-fit ellipse, etc. [4]. In our system, a worm image region was morphologically skeletonized so as to 
effectively represent the worm’s body posture. The unnecessary branches of the skeleton, if any, were pruned to produce a 
smooth line. Fig. 3(c) shows the obtained skeleton image.     
 
 
Fig. 1. Flow chart of the vision-based automatic worm analysis.  
 
 
Fig. 2. (a) Image of C. elegans [11]; (b) Grey-level histogram for the image boundary region; (c) Histogram for the centre region. 
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Fig. 3. (a) Detected worm pixels; (b) Filtered image; (c) Skeleton; (d) Dividing the skeleton into segments. 
 
A worm represented by the skeleton is modelled as a chain of multiple links. In the skeleton image, the two end points of 
the skeleton were first detected. For a 3×3 window applied to the binary skeleton image S, each end point satisfies the 
following conditions,     
 
                                             (2) 
 
 
The length of the skeleton L is simply the sum of all pixel values in the binary skeleton image, and the points that divide 
the skeleton into N segments of the equal length can be found simply by counting L/N number of pixels while following the 
skeleton from one end point to the other. We segmented the skeleton into four segments as shown in Fig. 3(d), and each 
segment was approximated by a link as depicted in Fig. 4(a). It presents the posture of a worm modelled as a chain of 
multiple (four in this paper) links. Note that this configuration is quite familiar in robotics because a robot manipulator is 
basically an open chain of multiple links. Then, the analysis of C. elegans in both static posture and dynamic phenotypes 
becomes the analysis problems of a simple planar robot manipulator. For example, the posture of the worm approximated by 
the connected links in Fig. 4(a) can be modelled by link and joint parameters as shown in Fig. 4(b).     
 
 
Fig. 4. (a) Skeleton approximation by connected links; (b) Model parameters. 
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4. Implementation  
The image processing method described so far was applied to an image sequence of a wild-type C. elegans [11]. The 
original image was in the RGB colour format of 24 bit resolution with the size of 240×320 pixels but was converted to the 8 
bit grey image of the same size. Only a single worm appears in the images, and processing to distinguish multiple worms 
was not necessary.  
By running the developed programme for the given image sequence, we could obtain a consequent map of the link 
motion as exampled in Fig. 5, where images are shown in the interval of 5 frames so as to more clearly present the 
differences between them. This figure indicates that the link configuration can be effectively used to sort the posture of the 
worm. For example, it is easy to find that the worm body posture in 416.jpg is similar to that in 421.jpg and little difference 
exists around the worm’s tail. Sorting worms having similar postures or movements based on model parameters is quite 
useful in practice because the worm sorting often needs a trained expert.   
 
 
 
Fig. 5. Image sequence of a worm (top) and modelling by connected links (bottom). A modelling graph sets its origin at the head tip of the worm. The 
values of horizontal and vertical axes represent position in pixel.  
 
5. Conclusions 
The issues of applying vision techniques in the analysis of C. elegans worm have been described. The location and body 
shape of a worm in an image were detected simply by thresholding the grey image of the worm, and the detected body 
shape was represented by its skeleton. The skeleton was then modelled as a chain of links like we usually do for a robot 
manipulator.  
The method described in this paper offers several practical advantages. First, the vision-based observation of C. elegans 
makes it possible to perform the quantitative evaluation of the worm movement automatically. There are efficient image 
processing techniques used in robot vision and software systems readily available (e.g., LabVIEW, MATLAB Image 
Processing Toolbox and Machine Vision Toolbox [13]) when building a vision-based automatic worm monitoring system. 
Second, by modelling the body posture of a worm as connected links, the shape and motion analysis of the worm can be 
done by the well-established techniques in robotics, such as manipulator kinematics and dynamics [14]. Third, the model 
parameters are easy to compute and be used for sorting worms of different postures and motion patterns. This is important 
practically because the worm sorting by a human observer is not easy and often inaccurate.   
922   Yongtae Do /  Procedia Engineering  41 ( 2012 )  917 – 922 
Acknowledgements 
       This work was supported by the National Research Foundation of Korea Grant funded by the Korean Government 
(NRF-2010-013- D00024).  
References 
[1] Bar-Cohen Y, Breazeal C. Biologically inspired intelligent robotics. In: Proc. SPIE Smart Structures Conference, San Diego, CA; 2003, p. 5051-
5052. 
[2] Neubert J, et al. Automatic training of a neural net for active stereo 3d reconstruction. In: Proc. IEEE Int. Conf. Robotics and Automation, Seoul, 
Korea; 2001, p. 2140-2146.  
[3] http://www.wormclassroom.org/short-history-c-elegans-research (accessed 10.05.12). 
[4] Geng W, et al. Automatic tracking, feature extraction and classification of C. elegans phenotypes. IEEE Trans Biomed Eng 2004; 51: 1811-1820.  
[5] http://nobelprize.org/nobel_prizes/medicine/laureates/2002/press.html (accessed 19.04.12). 
[6] Feng Z, et al. An imaging system for standardized quantitative analysis of C. elegans behavior. BMC Bioinf 2004; 5:115 (doi:10.1186/1471-2105-5-
115). 
[7] Baek J, et al. Using machine vision to analyze and classify C. elegans behavioral phenotypes quantitatively. J Neurosci Methods 2002; 118: 9-21.  
[8] Wagenaar DA, Kristan WB. Automated video analysis of animal movements using Gabor orientation filters. Neuroinform 2010; 8: 33–42.  
[9] Huang K-M, Cosman P, Schafer WR, Automated tracking of multiple C. elegans with articulated models. In: Proc. IEEE Int. Symp. Biomedical 
Imaging, Arlington, Virginia; 2007, p. 1240-1243. 
[10] Restif C, Metaxas D. Tracking the swimming motions of C. elegans worms with applications in aging studies. LNCS 2008; 5241(Pt 1):35-42. 
[11] http://130.15.90.245/c__elegans_movies.htm (accessed 20.03.12). 
[12] Haralick RM. Some neighborhood operators. In: Onoe M, Preston Jr K, Rosenfeld A, editors. Real-time parallel computing image analysis, New 
York: Plenum; 1981.  
[13] http://petercorke.com/Machine_Vision_Toolbox.html (accessed 01.05.12). 
[14] Fu KS, Gonzalez RC, Lee CSG. Robotics: Control, sensing, vision, and intelligence, New York: McGraw-Hill Book Co.; 1987. 
 
 
 
