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A third generation (3G) of mobile communication systems, based on Wideband 
CDMA, are intended to offer high-speed packet-based services. Network operators 
wish to maximise the throughput in the downlink of 3G systems, which requires 
efficient allocation of resources. 
This thesis considers the problem of maximising throughput in an interference- 
dominated channel. Cooperative broadcasting is a theoretical technique to mitigate 
this problem. Its implementation in practical systems requires efficient resource al- 
location to maximise the throughput whilst meeting system and user-imposed con- 
straints. 
A resource allocation approach is presented for implementing cooperative broad- 
casting. Users are paired and a technique for allocating resources between the pair is 
developed. Then, a method for pairing the users is considered. Simulation results are 
presented, which show a throughput improvement over existing resource allocation 
approaches. 
The problem of controlling the distribution of randomly arriving data to meet the 
resource allocation specifications is examined. A single-threshold buffer is proposed, 
which requires fewer calculations than an existing double-threshold buffer. Simulation 
results are presented which show a throughput improvement may be realised, greater 
than that which would achievable using other rate control schemes. 
Cooperative broadcasting may lead to transmissions to some users being allocated 
low power. When full channel information is available at the transmitter, a water 
filling solution may be used to maximise capacity. However, when combined with 
buffer management, erasure may result. This erasure may be overcome using an 
erasure protection code. 
Such a code is examined. When combined with Turbo coding, a joint detector may 
be used for providing error and erasure protection. Analysis of this detector shows 
a lower limit on the error rate, dependent on the probability of erasure. Simulation 
results show that using this approach the error rate is significantly improved. This 
code can then be used to increase capacity, whilst achieving low error rates. 
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1.1 General Introduction 
The decade between 1990 and 2000 showed tremendous growth in the personal com- 
munications industry. Prior to this era, the telecommunications industry, in its pro- 
vision for the end-user, had primarily been cable-based. Applications for wireless 
technologies were mainly limited to broadcast transmissions, military and emergency 
services, which were tightly regulated. Applications of wireless technology for general 
public usage were limited to a small scale, i. e. limited power and bandwidth, such as 
cordless telephones, pagers, etc. 
The increasing miniaturisation of integrated circuits, coupled with advances in 
digital communications engineering led to the growth in size of the cellular telephone 
industry throughout the last decade of the 20" century. This growth was coupled 
with an increase in standardisation. The first generation of analogue cellular phones, 
with limited coverage, poor Quality of Service (usually referred to as QoS in the 
communications industry) and a multitude of standards was superseded by a sec- 
ond generation of digital cellular phones, with almost ubiquitous coverage in many 
countries of the western world and a reduced number of standards, increasing the 
inter-compatibility of systems between countries [HT02]. In Europe, and in over 120 
countries globally (with over 200 network operators), GSM1 has been the dominant 
standard [Cas0l]. 
Alongside the growth of GSM, the size of handsets has reduced. Indeed by 2006, 
handsets now form parts of many palm-top computers, as well as very small self- 
standing units. Moreover, the number of services that network operators provide has 
'Named after its originators the Groupe Spectal Mobile of the pan-European standardisation 
organization, Conference Europeanne des Posts et Telecommunications (CEPT) 
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increased. Although the initial usage of GSM was for telephony, the inclusion of SNIS 
(Short Messaging Service) in the implementation of GSM networks and handsets has 
eventually led to a very large take-up of this service. This service has led to new 
business models and practices and has increased a thirst for data services amongst 
the general public. 
At the same time as this growth in mobile telecommunications, a rapid increase 
in the number of people globally using the Internet was occurring. Although ini- 
tial exposure to the network came through academic institutions, forming part of 
the trunking network, an industry of Internet Service Providers (ISPs) soon grew 
up. ISPs initially provided services through what were termed "dial-up services", 
which encode and modulate the data to within the pass-band of audio frequencies, 
such that the modulated data would freely pass through audio-frequency filters on 
the fixed telephone line. Therefore, the bandwidth of such systems was quite lim- 
ited. The development of DSL (Digital Subscriber Line) technologies, such as ADSL 
(Asymmetric DSL) and their growth, has led to so-called "broadband" use, whereby 
the end-user often has high-speed services of up to IOMbps [Sta04]. 
The cellular telecommunications industry has also tried to provide increased 
data services, with a vision of providing multimedia services to their customers for a 
variety of applications. With this in mind, the industry has implemented additional 
technologies on top of the GSM base standard to provide packet-switched services, 
in contrast with the circuit-switched services previously available. These are referred 
to as 2.5 generation (2.5G) systems, such General Packet Radio Service (GPRS) 
[Cas0l]. Network protocols such as Wireless Application Protocol (WAP) in Europe 
and I-mode in Japan, offering web browsing and email services have been built on 
top of these technologies. 
The third generation of cellular services (often referred to as 3G) was launched 
by the International Telecommunications Union as IMT-2000 and initially intended 
to provide a ubiquitous, global standard for cellular telecommunications. However, 
manufacturers and operators opted to provide even higher speed service by combining 
increased bandwidth with more bandwidth-efficient technology. Instead of providing 
the ubiquitous standards originally envisaged, a number of competing standards have 
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been developed, all promising increased data-rate and capacity to provide more mul- 
timedia packet-switched data services [Cas0l]. 
These multimedia services are generally asymmetric in nature and will therefore 
place increased pressure on the downlink of cellular systems. As wireless systems, 
by their nature, have limited capacity (radio bandwidth being a limited resource) 
and to provide backward-compatibility to existing technologies, network operators 
cannot easily migrate to new technologies as soon as they are available. Hence, 
maximising efficient usage of the existing available resources is the only way to increase 
the available capacity. 
In Europe, a key IMT-2000 compatible standard is known as the Universal Mobile 
Telecommunication System (UMTS), based around the radio transmission technology 
of Wideband Code Division Multiple Access (W-CDMA). Implementations of UMTS 
began to be available to the public in 2003 and by the time of writing, take-up of 
UMTS is growing steadily throughout Europe. Meanwhile, research into improving 
the UMTS system is ongoing. This research has been focused both on providing the 
most efficient usage of existing resources and on new enabling technologies to further 
improve capacity and resource utilisation. One such latter improvement for UMTS 
systems has been known as High Speed Downlink Packet Access (HSDPA) [3GPOI]. 
It is expected that first implementations of networks and handsets using early releases 
of the HSDPA standards will be available very soon. 
I-1.1 Mobile Services and Technologies 
The mobile telecommunications industry has divided applications and services into 
four main classes. The classes are usually differentiated by their requirements in 
terms of main QoS parameters, such as bit-rate, error-rate and end-to-end delay. 
Conversational class services. These include typical circuit-switched ser- 
vices such as voice, video telephony and video gaming. The bit-rate require- 
ments for such services can vary greatly from service to service, but within 
each a constant bit-rate is usually required. The characterising feature of these 
services however, is a requirement for low delay, but an error-rate requirement 
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which is much higher than that for other data services. 
Streaming class services. These are an increasingly popular class of service, 
including music and video downloading. They typically require high bit-rate 
and low error-rate. Generally delay in and of itself is not an important QoS pa- 
rameter, but the rate of change of delay, usually referred to as jitter, is expected 
to be very low. 
Interactive class services. These include services such as web browsing. 
They are characterised by high bit-rate and low error-rate requirements. A 
delay requirement is usually imposed, but this is often quite large compared 
with the previously described services. 
Background class services. The best example of such services is email. 
They are characterised by a low error-rate requirement together with a very 
high, or even non-existent delay requirement. 
With the exception of conversational class services, all of these services are known 
as VBR (variable bit-rate) services, which implies that although a minimum service 
bit-rate is required, the throughput may be increased beyond that minimum, should 
additional capacity be available. This work will focus on VBR services. 
The basic UMTS system was designed to provide up to 384 kbps for circuit- 
switched traffic and up to 2 Mbps for packet-switched traffic. A key feature of the 
UMTS system is the user's ability to negotiate the resources allocated in the wireless 
interface, depending on the service required. Therefore, when additional capacity is 
available, the network can alter the user's QoS to provide a better service and when 
capacity becomes limited, the network can negotiate to reduce the user's QoS to 
compensate. UMTS is also able to multiplex services with very different QoS, such 
as voice, streaming video and text in the same transmission. 
The distinguishing feature of the UMTS system is the UMTS Terrestrial Radio 
Access Network (UTRAN) which controls the air interface between the end user and 
the network. The UTRAN comprises two main elements: units termed Node B (also 
known as base stations) and a Radio Network Controller (RNC). The air interface is 
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based on a wideband CDMA approach, with a bandwidth of 5MHz per base station. 
The developers of this standard envisaged that CDMA technology would increase the 
adaptability of the network to multiplexing different QoS requirements and improve 
the spectral utilisation efficiency, as CDMA offers a potential frequency reuse factor 
of one, as opposed to a much lower reuse factor in other systems. The introduction 
of HSDPA was based on furthering these benefits. 
As previously mentioned, wireless spectrum is a limited resource. Mobile system 
network operators are allocated a finite bandwidth by regulatory authorities. More- 
over, the power limitations on transmitters are also tightly controlled. This is not only 
because of equipment limitations, but also in order to limit the interference that may 
be experienced by other users of the radio spectrum, particularly other co-frequency 
base stations. Although many areas of the system may limit its capacity, the tight 
bandwidth and power limitations on the UTRAN make it the key limiting factor in 
determining this capacity. 
1.2 Rationale and Problem Definition 
With the growth of 3G systems and associated multimedia services, network oper- 
ators are changing their business models. A fixed bit-rate service (such as voice or 
fixed rate data) may be charged on the basis of the length of time of usage, which is 
directly related to the resources required to provide this service. However, a variable 
bit-rate service, such as streaming services or email cannot be charged in this way, as 
the resources allocated in the course of the duration of usage may vary significantly. 
Instead, network operators have proposed to link the service charge to the quantity of 
data delivered in the downlink. Therefore, network operators' revenues are especially 
linked to the downlink throughput. 
For the network operators, maximising downlink throughput is an important 
system design objective. Making efficient use of existing and new technologies must 
therefore be part of system design. Moreover, the QoS constraints imposed by the ser- 
vice requirements cannot be overlooked. Then, the problem of maximising through- 
put within the system and service constraints is generally referred to as "resource 
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allocation". 
One of the main constraints in bandwidth-limited and power-limited CDMA 
systems is interference and particularly multiple access interference (MAI), which is 
interference generated by the nature of the code-multiplexing process of CDMA. A 
number of ways of controlling MAI have been considered. These include techniques 
for controlling the resources allocated at the transmitter and techniques for filtering 
the unwanted MAI at the receiver. The control of MAI is an important problem for 
CDMA systems, as MAI is often a limiting factor in the total achievable throughput. 
This work is concerned with the use of resource allocation in a UMTS system to 
reduce MAI and thereby maximise throughput. The introduction of new packet-based 
high-speed technologies, such as HSDPA will put even greater pressure on the down- 
link than previously experienced. Communication theory has provided innovative and 
inventive solutions to theoretical communication problems. The implementation of 
these solutions to practical systems requires further technical problems to be solved. 
One such solution to the problem of MAI originates with Bergmans and Cover 
[BC74]. They suggested a theoretical approach, referred to as "cooperative broad- 
casting" which provides a greater throughput than existing multiple access schemes. 
A cooperative broadcasting system relies on users being able to filter out unwanted 
transmissions. It has been identified that cooperative broadcasting lends itself to 
implementation in CDMA systems, which by their nature are already able to filter 
out unwanted transmissions, using the code orthogonality properties. 
However in practice, code orthogonality over wireless channels is lost due to multi- 
path propagation. However, if full channel information is available at the receiver, 
advanced receiver techniques can restore the orthogonality in the received codes. The 
unwanted transmissions may thereby be filtered. Then, resource allocation techniques 
may be used to optimise the throughput using a cooperative broadcasting approach. 
This requires the development of new techniques to overcome the key problems which 
would prevent cooperative broadcasting from being implemented in future systems. 
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IL. 3 Objectives 
The overall goal of this work is to develop techniques which allow a cooperative 
broadcasting approach to be implemented in a UMTS downlink (i. e. base station 
to mobile station links) using high-speed packet-based technologies, such as HSDPA, 
together with advanced receiver techniques. This is now broken down in a number of 
key sub-objectives. 
Determining the Optimal Allocation of Resources 
In theory, the capacity of a system is a continuous function of the achievable signal- 
to-noise ratio (SNR) at the receiver of each link in the system. In practice, although 
the capacity is related to the SNR at the receiver, only discrete allocations of resources 
are allowable. In a power-limited system, some of these allowable allocations may not 
be feasible within the QoS requirements of the service. Then, particularly when the 
transmitter does not have access to full channel information, determining the optimal 
allocation of resources in the system is a problem. 
A throughput space may be drawn, which comprises all the possible feasible 
allocations of resources for multiple users. The outer edge (mathematically referred 
to as the convex hull) of the throughput space represents the capacity of the system 
and is known as a throughput region. An N-user system will have an N-dimensional 
throughput space, which may be very large. Time-sharing schemes, whereby different 
operating points are allocated in different frames increase the range of points in the 
throughput space. 
Searching the whole throughput space, particularly when time-sharing is used, is 
impractical. Limiting the points in the throughput space makes it easier to search. 
However, limiting the throughput space without reducing the size of the throughput 
region is not a simple problem. 
An objective of this work is to determine how best to limit the points in the 
throughput space in order to find the optimal allocation of resources in a cooperative 
broadcasting system, when full channel information is not available at the transmitter. 
The term optimal is used in this work to indicate a maximisation of throughput, 
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within the specified system constraints and constraints dictated by user requirements. 
Then for a given set of users, an optimal allocation of resources may be found for 
all the users. This optimal operating point will maximise the throughput and allow 
the benefits of cooperative broadcasting, within the system constraints. 
1.3.2 Controlling the Týaffic in order to Implement a Cooperative 
Resource Allocation 
When an optimal operating point on the throughput region has been determined, 
the traffic arriving at the transmitter must be packaged into "parcels" of the correct 
size (referred to as bulks) to be transmitted over the channel. When time-sharing is 
used, this may require that one operating point is used for some fraction of the time 
and another operating point is used for another fraction of the time. 
In a real system, data does not arrive deterministically, but rather according to a 
random process. Then, controlling the traffic such that bulks of the correct size and 
frequency are generated is a problem. This may be solved by a rate control scheme. 
The throughput space and therefore the operating point for each user may vary 
reasonably frequently. Therefore, this rate control scheme should be able to cope with 
changes in the operating point. The range of operating points may be large and the 
rate control scheme must be able to handle all possible operating points. 
In order to implement cooperative broadcasting, the operating point of one user 
may be linked to that of another. The rate control scheme should also be able to link 
the way that traffic is controlled for one user with the way it is controlled for another. 
1.3.3 Implementing Cooperative Broadcasting when Full Channel In- 
formation is Available at the Transmitter and Correcting for 
Erasure 
When cooperative broadcasting is implemented, transmissions to a user with a high 
noise level may be given only a low power allocation. If full channel information is 
available at the transmitter and receiver, more efficient use may be made of this low 
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power allocation. By increasing the number of codes allocated to the transmission, 
the capacity for the user may be increased. An iterative water filling algorithm may 
be used for allocating power between the codes [Cur06]. 
However, the iterative water filling algorithm may allocate zero power to some 
codes. When a stochastic buffer management system is employed, this may result in 
some data not being transmitted and the receiver having gaps in the received data. 
At the receiver, these gaps are considered erasure. 
When erasure occurs, the packet error rate performance is dominated by the 
erasure probability and may fall below the QoS that the user demands. A technique is 
needed to mitigate the effect of erasure, which can be implemented without significant 
protocol complications and overheads. 
1.4 Research Approach 
The theoretical limitations of a wideband CDMA system are first considered. These 
limitations require modelling of the wireless channel and receiver. As more infor- 
mation is available to the receiver and transmitter, more optimal use may be made 
of the channel and capacity can thereby be increased. However in real systems, the 
theoretical limitations are further restricted by other practical considerations. 
It will be shown that in a real, bandwidth-limited system, the throughput region 
has a maximum size, regardless of the total transmission power available. This upper 
limit is due to MAI. A generalised resource allocation approach can be developed, 
which expresses each point in the throughput space as a rate vector. Given the number 
of vectors in the throughput space, the throughput region is difficult to find. The 
implementation of cooperative broadcasting only increases the size of the throughput 
space and region. 
An approach to limit the number of vectors in the throughput space is to reduce 
the number of simultaneous transmissions in each frame to two. This corresponds 
to pairing the users. Each pair of users results in a two-user throughput space. An 
optimal operating point on the two-user throughput space can then be found, by 
taking the convex hull of the throughput space to find the throughput region. The 
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optimal operating point is found subject to the QoS constraints of each user. 
Then, the resource allocation problem may be solved by pairing the users. Dif- 
ferent pairs of users will result in different two-user throughput spaces and therefore 
different total throughputs. A number of methods will be investigated for finding the 
optimal pairings of users which maximise the total throughput. This will lead to an 
particular operating point on the N-user throughput space. 
As data arrives from external networks randomly, fitting the parameters of this 
data to the optimal operating point is a problem. Rate control, which shapes the 
traffic flow to meet particular specifications, is a possible solution. Threshold buffer 
management may be used as a rate control scheme. 
Double threshold buffer management was proposed by Oyefuga in [OyeO4], for 
controlling the operating point of a single user in a CDMA system. Oyefuga con- 
trols the size of generated bulks to be one of two values, by optimally selecting the 
probabilities of activation of two stochastic servers. This optimisation provides good 
rate matching, such that the average departure rate is matched to the arrival rate, 
to prevent buffer instability. However, Oyefuga's analysis assumed that the operat- 
ing point for a user did not vary frequently, whereas in a cooperative broadcasting 
system, the operating point may vary over time, even without admission of users to 
and disconnection of users from the network. 
A review of Oyefuga's technique shows that simplifications may be made to 
the approach by which the stochastic server probabilities are determined. Single 
threshold buffer management will be proposed as a suitable rate-control technique 
for a cooperative broadcasting system and an analysis of the buffer will be performed 
in order to develop a method for optimally calculating the server probabilities to meet 
the operating point required by the resource allocation. 
In the cooperative broadcasting approach proposed in this work, from each pair 
of users, one of the users is allocated a low power. When full channel information 
is available at the transmitter, a water-filling solution may be applied to increase 
the capacity for this user. However, when this user has a time-varying channel, the 
water-filling solution may result in some erasure. This erasure leads to a high PER, 
which may be greater than that required by the user. 
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A proposed solution to this problem is the use of erasure-protection coding, 
particularly graph-based erasure-protection codes. Such an erasure-protection code is 
required, having a reasonable coding rate for a small encoding block size. A proposed 
code, named the ABC code, has advantages in solving this problem. This code has 
a coding rate of 1/2 and an encoding block size of three packets. Imran [ImrO6] 
proposed a joint detector for use when the ABC code is combined with an error- 
control code, such as a Turbo code. This joint detector advantageously may allow for 
further improvement in the received packet error rate over a noisy channel. 
An analysis of the code and detector is presented. This analysis will show that 
when the joint detector is used with ABC and Turbo coding, the code provides low 
PER at low EbINO. Also, a new "floor" for the PER is found, which is based on 
the probability of erasure. Advantageously, this floor is lower than the packet erasure 
rate at the same EbINO when ABC coding is not used. Then, the QoS provided to the 
end user will be significantly improved, whilst still offering the benefits of cooperative 
broadcasting and iterative water filling. 
1.5 Dissertation Outline 
In describing the research undertaken, the analysis performed and results produced 
in each area of this work, this dissertation is divided into six chapters. 
Chapter 2 provides an overall model of the downlink for a UMTS system. An 
introduction to CDMA channels and detectors is presented, which details the problem 
of othogonalising multiple received signals when transmitted over a noisy channel and 
receivers proposed in literature to solve this problem. When a multi-path channel is 
used, this problem is made worse by the further introduction of MAI. Then, detection 
can be improved by full channel information being available at the receiver. 
A further solution is to improve the nature of the transmissions, particularly 
in matching resource allocation to the channel conditions. In section 2.4, a general 
model of resource allocation for a practical system is developed. This is then related 
to the different resource allocation approaches which have been taken in the literature 
for CDMA systems in section 2.5. 
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These approaches have attempted to overcome the problems of MAI, with some 
success. Solutions are discussed where full channel information is and is not available 
at the transmitter. An examination of the theoretical limitations to the capacity of the 
system is also discussed in this section, by reference to the capacity and throughput 
regions. This reveals that irrespective of the information available at the transmitter, 
cooperative broadcasting may improve the overall throughput in the system. 
The overall problem addressed in this work is then the application of cooperative 
broadcasting to HSDPA-type systems. This is detailed in section 2.5. As resource 
allocation also relies on scheduling, rate control is an important aspect of the transmis- 
sion system. A review of the need for rate control and existing techniques is provided 
in section 2.6. Finally in this chapter, section 2.7 discusses coding techniques, as 
these may impact on the options available for resource allocation. A specific code, 
called ABC code is discussed for protecting against erasures, without the need for 
large encoding block sizes and the iterative decoder of Imran [ImrO6] is presented. 
Chapter 3 considers how to determine optimal resource allocation for a coopera- 
tive broadcasting system, particularly when full channel information is not available 
at the transmitter. A strategy for implementing cooperative broadcasting is firstly 
developed. Reasons for pairing the users to reduce the size of the search of the 
throughput space are discussed. Resource allocation for a pair of users with a coop- 
erative broadcasting approach is considered in section 3.1. 
Then, techniques for optimally pairing the users are discussed in section 3.3. 
A suitable technique uses the dynamic programming optimisation method, based 
on Bellman's optimality principle. This technique may be simplified to provide a 
less complex method for pairing the users. This simplification relies on the analysis 
performed in Appendix A. 
Simulation results are provided in section 3.4 which show a significant improve- 
ment in the throughput over existing resource allocation approaches, when coopera- 
tive broadcasting is implemented according to the approach suggested in this chapter. 
Chapter 4 describes a rate control technique for converting the distribution of ar- 
riving data, which has specifications which do not match the optimal operating point, 
to those of this operating point. An approach using stochastic servers is preferred 
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and threshold buffer management is proposed. Then, a review of existing techniques 
for threshold buffer management, particularly the double threshold buffer proposed 
by Oyefuga [OyeO4] is considered in section 4.3. 
A single threshold buffer using two stochastic servers is proposed in section 4.4. 
To ensure that the specifications of the departure process are met, the probabilities 
of activation for the stochastic servers must be controlled. These probabilities are 
related to the probability that the buffer size is at least at the level of the threshold. 
The relationship between the server probabilities and the probability that the 
buffer size is at least at the level of the threshold must therefore be determined. A 
detailed analysis of the buffer is required. This is considered in section 4.5, using a 
Markov chain analysis, which is detailed fully in Appendix B. 
With this relationship, the optimal server probabilities to match the arrival pro- 
cess to the departure process may be determined. This requires solution of an optimi- 
sation problem which is discussed in section 4.6. An important aspect of this buffer 
is the delay which it introduces. Therefore, a delay analysis is also presented. 
As users are paired, the operating point for one user will be linked to that of 
another. Therefore the rate control schemes for these users must also be linked, and 
techniques for achieving this linkage are discussed. Finally, simulation results are 
provided showing that the single threshold buffer scheme matches the arrival process 
to the desired departure process and results in greater throughput than other, more 
simple rate control schemes. 
Chapter 5 is concerned with allocation of power in the cooperative broadcast- 
ing approach to the user with a high noise level. It is proposed that if full channel 
information is available at the transmitter, a water filling solution may be applied. 
However, an iterative water filling algorithm may lead to erasure, leading to a PER 
limited to approximately the erasure probability. In section 5.1 a review of the pos- 
sible approaches to overcoming the problem of erasure is presented and use of an 
erasure-protection code is considered to be advantageous, as it offers the possibility 
of providing low PER at low SNR and therefore increasing the capacity for the high 
noise level user. 
The ABC code is presented as a possible erasure-protection code. This code and 
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a joint detector for its combination with a Turbo code is described in section 2.7-2. 
The detector uses a graph-based iterative message passing approach. An analysis of 
the detector, using the graph-theory principles is considered in section 5.3. 
The performance of the code and detector is analysed in order to establish how 
the detector can allow a new error rate floor, which is less than the erasure probabil- 
ity. Simulation results are presented in section 5.4 which corroborate this analysis. 
Then, further discussion is presented in section 5.5.2, showing how the capacity of 
the channel is increased through the use of the erasure protection code together with 
joint iterative detection. 
In chapter 6 the main results of the work are summarised, the conclusions are 
presented and further work is discussed. This further work may continue the devel- 
opment of topics discussed in this research or expand the topics into new areas. 
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SYSTEM MODEL AND LITERATURE 
REVIEW 
This chapter Mtroduces the UMTS system, based on Wideband CDMA (W-CDMA), 
focusZng on the downlink and the HSDPA extensions, which use adaptive modulation 
and coding. Network operators link throughput to revenue and therefore wish to max- 
imise their throughput on the downlink. The practical realisation of this will be the 
aim of this thesis. However, gmen limited resources, this must be achieved without 
causing user dissatisfaction and so the QoS requMements must also be met for all 
users. 
A model will be described for a CDMA system and a brief review of multi-user 
detectors will be considered. The performance of such receivers is degraded over mulh- 
path channels and based on the system model, a measure of the SNIR at the output 
of the receZver Zs defined. When full channel informahon is not available, a szmplified 
model may be used. 
For a broadcast (i. e. downhnk or one-to-many) channel, the total transmisswn 
power Zs limited. Information theory suggests that the capacity of such a channel zs 
a function of the spreading factor, the SNIR at the recezver and the number of codes. 
When full channel Mformahon ts available at the transmitter, transmission power can 
be allocated to maxtmZse the sum capacity. 
In practice, the achievable throughput Zs less than the sum capacity. A generahsed 
model of resource allocation will be developed. Within the framework of this model, 
four different approaches from the known literature are considered. The first, when 
the base station allocates power to achieve a SNIR target and transmits to all users 
sZmultaneously, results in the total throughput beZng limited to a low value. If full 
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channel Mformation is available at the transmitter, the second approach, which theo- 
rehcally corresponds to an optimal solution may be shown to be water-filling. Then, 
increasZng the number of codes M the system appears to Mcrease throughput. 
A third approach, a time-sharing scheme, has been widely examined, with re- 
sults showZng increased throughput, when full channel information is not available at 
the transmitter. However, it will be shown that such an approach cannot exceed the 
throughput achievable in a TDMA scheme. 
It Zs shown that a capacity greater than that achievable from a TDMA scheme can 
be achieved if Bergmans and Cover's [BC74] cooperative broadcasting technique can 
be adapted. Cooperative broadcasting relies on receivers in the downlink being able to 
differenhate between wanted and unwanted sZgnals. As new receivers are implemented, 
the implementation of cooperative broadcasting may be realisable. 
The implementatton of resource allocation will requtre a model of the perfor- 
mance of coding schemes in achieving throughput and the implementation of effective 
scheduling techniques, using rate control. A remew of applicable coding schemes and 
rate control techniques Zs consZdered. ConclusZons and an overview of the remaining 
work in the thesis is then presented. 
2.1 Background 
Mobile cellular communications systems have evolved on a generational basis, with 
each new generation providing a technological leap, bringing with it a higher QoS 
and new services to the end-user. These systems are generally broken down into the 
following three generations [DGNS981. 
1. Analogue systems, providing only voice communications, e. g. AMPS, TACS 
and NMT. 
2. Digital systems, adding data services (mainly circuit-switched and low bit- 
rate) and supplementary network services, such as intelligent networks. These 
currently make up the vast majority of the systems in the use around the world, 
especially systems such as GSM, PDC and cdmaOne(IS-95). 
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3. Digital systems for the provision of multimedia services. 
The International Telecommunications Union has coordinated the development 
of third generation systems, under their IMT-2000 programme. In Europe and Asia, 
ETSI' and ARIB 2 have cooperatively produced a standard compliant with IMT- 
2000. This standard is usually referred to as UMTS, with the rationale that W- 
CDMA is the appropriate access technology for fulfilling the requirements of the 
third generation. At the time of writing, UMTS is being brought into use throughout 
Europe. Although both time division duplex (TDD) and frequency division duplex 
(FDD) modes are defined in the standard, this research is focused on FDD systems, 
which is the dominant mode in use in Europe. 
UMTS Downlink Air Interface 
A detailed description of the UMTS system can be found in [HT02] and [Cas0l] - Data 
for delivery to each mobile station arrives from external networks. External networks 
may include PSTN, ISDN or Internet networks, with a variety of different services. 
The elements critical to the capacity of UMTS in delivering these services will be 
considered in more depth in this chapter. Oyefuga [OyeO4] provides an overview of 
the basic network elements which comprise a UMTS system and this is illustrated in 
Figure 2.1. These are grouped into three main networks. 
* The Core Network (CN), which routes data from the external networks over 
the operator's network to the wireless end of the system. It has two types of 
gateway: a Gateway Mobile Services Switching Centre (GMSC), which links 
the network to circuit-switched networks; and a Gateway GPRS Support Node 
(GGSN) which does the same for packet-switched networks. It also comprises 
the Home Location Register (HLR), where subscriber information is stored, and 
the Mobile services Switching Centre/Visitor Location Register (MSC/VLR) 
which manages subscribers using circuit-switched services. 
'European Telecommunications Standards Institute 
2Association of Radio Industries and Businesses 
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9 The UMTS Radio Access Network (UTRAN), which manages the air interface. 
This is organised into two units: the Radio Network Controller (RNC) and 
Node B. The RNC manages services over a collection of Node B units. The 
Node B corresponds to a base station and is the transmitter end in the air 
interface. The RNC and Node B units together manage radio access. Within a 
geographical area, the RNC controls the distribution of data between the Node 
B units, dependent on the user's available resources and QoS requirements. 
e The User Equipment (UE), comprising the Mobile Equipment (ME), which is 
the user receiver and associated hardware and software, and the UMTS Sub- 
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Figure 2.1: Basic UMTS Network Elements 
The air interface, the link between the UTRAN and UE is a constraining feature 
of the network and is one of the key limiting factors in determining the network 
capacity. The air interface can be modelled in network terms, by three key main 
layers: Radio Resource Control (RRC), Medium Access Control/Radio Link Control 
(MAC/RLC) and the Physical layer. The links between these layers are illustrated 
in Figure 2.2. 
The RRC layer is concerned with the overall balancing of the wireless resources 
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Figure 2.2: Lower Layers of the UMTS Air Interface Network Model 
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route each user's data. This decision, primarily based on the user's path gain to each 
Node B, may also be based on their QoS requirements. 
The RLC/MAC layer determines the allocation of transmission resources within 
a Node B. This layer is therefore responsible for the multiplexing of transmissions 
from the Node B to multiple users. In general for cellular systems, this procedure is 
known as channel allocation. In UMTS, channels are allocated both on a CDMA (i. e. 
per code) and TDMA (i. e. per slot) basis. A given user is generally allocated multiple 
channels, each for different purposes. Although the end-to-end link is controlled by a 
combination of all the channels, in general, substantial data flow is restricted to one 
channel. 
The Physical layer is where the final allocation of transmission resources is deter- 
mined. This takes account of changes on the channel, real-time allocation problems 
and signal-level issues. Whereas in digital systems, all higher layers are considered 
as digital signals in the discrete time domain, engineers tend to regard this layer in 
terms of both digital and analogue signals in the continuous time domain. In general, 
this thesis will restrict itself to digital signals in the discrete time domain. 
This architecture allows the system to be scaled effectively and to multiplex 
both circuit-switched and packet-switched services, by balancing QoS requirements 
34 
BACKGROUND 2.1 
between users. The multiplexing process determines how the radio resource is used 
and how the signals are passed between the layers of the network model. 
Transport channels are the mechanism by which the UMTS system delivers ser- 
vices from higher layers to the physical layer. At the physical layer, these transport 
channels are combined to form a set of physical channels. This is a multiplexing 
process, which sets the bit-rate and QoS requirements for each physical channel. For 
the purposes of this work, a simplified model of this process will be considered, as 
depicted in Figure 2.3. 
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Figure 2.3: Simplified UMTS Transmission Model 
In general QoS requirements can refer to a multitude of different parameters, but 
the key requirements to be considered for most services are time-averaged bit-rate, 
error rate and average packet delay. Error rate may refer to bit or packet error, but 
since in this work the discussion is limited to packet-based systems, only Packet Error 
Rate (PER) will be considered as a measure of QoS. In systems using error-control 
coding, bit errors may be correlated and so there is no simple relationship between 
PER and bit error rate for real channels. 
An overall model of the downlink for a W-CDMA system on the physical layer 
is illustrated in Figure 2.4. In a UMTS CDMA downlink, prior to modulation, the 
data is spread using two wideband codes with the same chip rate, but for differing 
purposes. Additive White Gaussian Noise (AWGN) is added to the transmission 





















A channelisation code is used to separate connections from each other within 
a transmission. These are based on Orthogonal Variable Spreading Factor (OVSF) 
codes, as illustrated in Figure 2.5 [HT02]. An advantageous property of OVSF codes 
is that codes which are not in the same branch of the code tree are orthogonal, even 
if their lengths are different [AS097]. Simply put, this allows transmissions with 
different bit-rates to multiplexed orthogonally over the same physical channel. In the 
downlink, control and data channels are time multiplexed, not code multiplexed as 
they are in the uplink. 
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Figure 2.5: Illustration of OVSF Code Tree 
The second, overlayed spreading code is a scrambling code and is used to separate 
base stations from each other [HT02]. This is a long 10ms code, drawn from the 
family of Gold codes. It is assumed that different base stations each use a different 
scrambling code. Therefore, no coordination of transmissions between base stations 
of OVSF codes is performed [HT02]. 
2.1.2 High Speed Downlink Packet Access (HSDPA) 
The asymmetric nature of multimedia traffic has been a cause for concern in the 
development of third generation mobile systems. The specifications for the downlink 
in third generation standards only allow QPSK modulation. This gives a maximum 
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individual downlink bit-rate of approximately 2Mbps for stationary and smaller cell 
access and 384kbps for wide-area or vehicular access. HSDPA was developed as a 
downlink access scheme to allow increased data-rate for packet-based services. 
The key to bit-rate improvement in HSDPA is adaptation. Five main types of 
adaptation are proposed in the specifications: MIMO antenna systems, adaptive mod- 
ulation and coding, hybrid ARQ fast cell-site selection and fast scheduling. Each of 
these approaches alone constitutes a large area of research with associated literature. 
This suggests that each individually will give a significant performance improvement. 
It is anticipated that the combination of these techniques will lead to peak data-rates 
of up to IOMbps. 
When resource allocation is being considered, adaptive modulation and coding 
and fast scheduling are of particular significance. The other elements of HSDPA will 
not be considered, although these may increase the total throughput further, and al- 
though they may have an effect on the way the techniques proposed in this work might 
be practically implemented. This work provides a set of general guidelines, based on 
analytical considerations for the development of future cellular systems. In this work, 
the term HSDPA is used as a reference term to mean a UMTS system with adaptive 
modulation and coding. However, as the relevant standards (e. g. [3CP01]) were not 
finalised for most of the period during which this work was undertaken, HSDPA is 
not construed to mean the rigidly defined system proposed in those standards. 
2.2 Introduction to CDMA Channels and Detectors 
In understanding the practical application of resource allocation to CDMA systems, 
it is first important to understand the theoretical limitations provided by information 
and communication theory. Shannon's capacity theorem [Sha48] explains that given 
a channel of bandwidth W (measured in Hz) and a signal received with power P and 
noise power v, the capacity of a discrete memoryless channel, R (measured in bits) 
is given by equation (2.1). Nyquist's law explains that the maximum symbol rate 
(measured in symbols/sec) over a band-limited channel is equal to the bandwidth of 
the channel, i. e. R, ym = W. This work assumes that detection schemes based around 
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Nyquist's law are used. 
R<W 1092 (1 +p 
R< 1092(l +p 
w-v 
Equation (2.1) relates the signal-to-noise ratio (SNR) to the theoretical capacity 
of the channel, as given in bits per symbol. Practical systems, by definition, achieve 
less than the Shannon capacity. By adjusting the modulation and coding, practical 
systems can come close to the Shannon capacity. Hence for a given bandwidth, most 
practical systems aim to maximise the SNR at the receiver. 
A channel model, which relates the transmitted signal to the received signal, is 
therefore important in examining resource allocation. For UMTS systems, with a 
carrier frequency at around 2GHz, ray-based propagation models may be used. The 
simplest approach is to use a single-path propagation model. 
2.2.1 A Single Path Model for a CDMA System 
A single path model relates the average received signal power to the transmitted 
signal power. The simplest model is the free-space propagation model [Wa196, Rap961. 
Assuming the distance between the transmitter and receiver is 6 and the cell radius 
is A, the ratio of the received power to the transmitted power is proportional to 
(J/A)-K. The inverse fourth power law, where n=4 is often assumed. A constant 
of proportionality will be a factor of gains and losses in the transmission system. 
Variations on this model consider other signal attenuations. In urban areas, 
diffraction from high-rise buildings can be modelled as shadowing loss using a log- 
normal distribution. User mobility may cause transmissions sent at different times 
to arrive simultaneously. This form of interference is termed short-term fading and 
is characterised by a low coherence bandwidth. 
A standard model for a CDMA signal may be formulated as follows. Assume 
users i N, having signal amplitudes Aj, data symbols bj[j*j for symbols j 
0) ... 7M-1 and signature 
functions §i(t), with a symbol period T. Given a channel 
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impulse response, hi(t), and noise signal Lý(t) the signal at the receiver, y(t), is given 
as follows, for 0<t< MT. 
N M-1 
y(t) = hi(t) Ai E bjý]sj(t - zT) + jý(t) 
i=l j=o 
This expression may be simplified by assuming that the channel impulse response 
is constant over a symbol period and can therefore be represented as hi[j]. Then, y(t) 
becomes the following. 
N M-1 
yE Ai 1: bi [j] hi [j] §i (t - J*T) + iý(t) (2.2) 
i=l j=o 
For a spreading factor (processing gain) of 8, and a pulse shaping function V)(t) over 
a chip period T, == TIE), the signature function, §i(t) can be expressed as follows, 
I e-I 
VE-) :E cl, io 
(t - 1TC) 
1=0 
(2.3) 
over a period 0<t<T, where cj, j is the spreading code for the *Ih user. The pulse 
shaping function O(t) is normalised to ensure unity energy, i. e. 
TC 
ýb (t) 2 dt 
The received symbols, yi[i] are then given by the correlation between y(t) and 







y(t), O(t - jT - IT, ), (2.4) 
for j -0, **,, M- I and 1 =07 ... 7E) - 1. 
Considering the effect of all the users, and sampling the noise each chip period 
V 
[j] = [j; to give a noise vector, /0 
[j /E)_ I 
[j] ]Tý the received chips for a symbol may 
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be expressed as a vector, y[j], 
N 
Ai bi [j] h'i [j] si + I'/ [j], (2-5) 
wherein y[j] = [yo[j] ... Y(9_1[j]]TI Si [CO'i. CE)-l, i ]T f --- E) 
Define a matrix A[j] = diag(A'j[j],... AýD]) (where A'i[j] = Aih'i[']), a matrix iNii3 
S= [SI7 
... i SN] and a vector b [j] = [b, D] ... 
bN [j]]T 
. 
Then, y[j] may be expressed in 
the simple following form. 
y[j] = SA[j]b[j] + 1-1[j] (2.6) 
The matrix S defines the "code-space". This is a 8-dimensional space, defined by 
the N vectors which exist therein. 
Given that all possible messages are equally likely (which assuming a perfect 
modulation and coding scheme is a valid assumption), the problem that thez th receiver 
must solve is to find the value of bi[j] which maximises a function of y[j] given bi[j], 
i. e. arg maXbi U] f (y [j] I bi [j]). Verdu [Ver98] explained the concept of the "multi-user" 
receiver. The objective of this receiver is to find the data bits of all users, i. e. 
arg max f (y[j] I b[j]). bU] 
A number of multi-user receivers have been proposed in literature. A linear receiver 
may be defined by considering a despreading filter, having impulse response wi E C'9 
(where C is the complex domain) . 
Then, the despread signal is given by the following, 
where (. )H indicates the Hermitian. 
NA zilil = wt (2.7) 
An estimate of bi[j] may be given by the following manipulation, where R(. ) indicates 
the real part of the variable and A'* is the complex conjugate of A'. 71 T 
bi [j] = sign f R(Aj zi [j]) (2.8) 
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In the case of a matched filter receiver, wi = si. When si is mutually orthogonal 
with sj, Vi =ý j, synchronous reception of signals is guaranteed and the SNR is high, 
this receiver has a good performance. Any deviation from these strict assumptions 
results in a significant performance degradation. 
However, a number of more complex linear receiver structures have been devel- 
oped. For instance, the linear decorrelating receiver defines wi = di such that 
HSj 
I ifi=3 
0 ifi: ý-j 
(2.9) 
Defining the covariance matrix as R= SHS implies that R-1 exists. Further 
defining ej as an N-length vector of zeros, except for the *Ih entry which contains a 
1, allows the following result for di. 
di = SR-lej (2.10) 
The linear MMSE receiver aims to minimise the total interference plus noise in 
the demodulated signal. This receiver defines wi = mi such that 
mi = arg miý E 
111 




The noise power can be labelled as v. Defining JAI = diag(IA'j[j]J,..., JAý[ *]I), then NJ 
mi can be given as follows. 
mi =: S(R + v1A1 -2) -'ei (2.12) 
2.3 Multi-Path Channel Receiver Performance Measures 
In typical mobile environments, the transmitted signal is reflected by surrounding 
objects. Therefore, there may be more than one propagation path between the trans- 
mitter and receiver. The signals from different paths have different attenuations and 
time delays and cause interference at the receiver. 
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Such an environment may be characterised by its coherence bandwidth (the 
reciprocal of the maximum channel time delay) - Provided the transmission bandwidth 
is greater than the coherence bandwidth, the signals from different paths can at least 
theoretically be separated at the receiver. It is for this reason that wideband systems 
are used in practice, such as wideband CDMA in UMTS. Receiver performance in 
multi-path environments can be determined by first considering the performance in 
the single-path case. 
For a linear detector, the receiver performance may be measured by the signal to 
noise plus interference ratio (SNIR) at the output of the receiver. Assuming a linear 





A (WiTS, )2 
'b 't (2.14) 
Ej oi 
Aj'2 (WT Sj) 2+ 1', Wj 11 
2 
With reference to equation (2.9), this expression can be simplified as follows. 
Note that: Aj' - (Aihi )2 - Pihi, where Pi is the transmission power allocated to the 
ith user and hi = hi' represents the path gain with respect to power-, and that the 
receiver weight vectors are normalised to have unity energy. 
Ph. 
SNIR(wi) - (2.15) (WT Ej=ý, j Pjhi , Sj)2 
+V 
Although this simplification is made with respect to the linear decorrelating re- 
ceiver, it may be observed that with other types of receiver, this expression will also be 
applicable, but with the appropriate substitution for wj. The term 
(WTSj)2 accounts 3 
for the cross-correlation between codes. In a simple CDMA system with a single 
path channel, the cross-correlation term will result from lack of orthogonality in the 
transmission signal space and a lack of synchronicity. However, a more sophisticated 
understanding is required in a multi-path channel. 
In urban areas with many obstacles, especially buildings, multi-path propagation 
should be assumed, where the same signal is reflected off obstacles and so multiple 
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copies of the same signal are received at the receiver [HT02, Vit95]. These multiple 
copies are received at different times and with different path-gains. 
Therefore for a multi-path channel, the model of equation (2.6) will not be im- 
mediately usable. However, it will be apparent that by taking multiple copies of the 
signature waveform and superimposing these copies, each with a time-shift on top of 
one-another, will result in a modified set of received signature waveforms. Then, the 
above model may be used, replacing S with a multi-path code-space S', which is also 
a 8-dimensional space, but defined by a modified set of vectors. Clearly, the worse 
the channel, the more variation will occur to S' from S. 
Assuming that S comprises a set of N orthogonal vectors, the vectors of S' may 
not be orthogonal. In fact, they are unlikely to be so. 
A commonly used receiver for multi-path propagation environments is the RAKE 
receiver. The principle of the RAKE receiver is that given the signal bandwidth is 
greater than the coherence bandwidth, the paths may be separated. By correcting for 
their different time-shifts and different associated gains (like a garden rake), it may 
be possible to use the path-diversity to improve the SNIR. The ability to make use 
of path diversity is an advantage of CDMA systems over FDMA and TDMA systems 
[GJP+91]. 
A general diagram for a simple RAKE receiver, as considered by Proakis [Pro89], 
in continuous time and with 2 channel symbols is shown in Figure 2.6. Discrete time 
versions of the RAKE can be implemented in accordance with the receiver expressions 
outlined in the previous section. 
It is sometimes assumed that the RAKE receiver is capable of separating 
(and 
thereby reintroducing the orthogonality) for synchronous, orthogonal spreading codes, 
but Mehta, Greenstein, Willis and Kostic in [MGIK031 and Pritchard in [Pri05] ob- 
served that this is not the case, as cross-correlation between the spreading codes 
may lead to a distortion of the code-space which cannot be resolved 
by the RAKE. 
Pritchard went on to identify that different receiver structures have different per- 
formance degradation and that this is linked to their ability to reintroduce the lost 
orthogonality in the received code-space. The analysis of this performance 
degrada- 
tion will be considered outside the scope of this work and the interested reader 
is 
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TaPPed Delay Line 
(t) 
Sampler 
Figure 2.6: Illustration of a RAKE receiver [Pro89] 
advised to examine the two works cited above. 
Berggren, Kim, Jdntti and Zander [BKJZOI]; Mehta, Greenstein, Willis and Kos- 
tic [MGIK03]; Hdmdldinen, Holma, Toskala and Laukkanen [HHTX97] and Hunukum- 
bure, Beach and Allen [HBA02] all identify this cross- corrleation as the dominant form 
of MAI. From their work, the orthogonahty factor model arose. 
The orthogonality factor represents the proportion of transmitted power which is 
demodulated as non-orthogonal and obviously is a function of the both the channel 
and the receiver used. It is hereafter represented by aj. Therefore, ai =0 implies 
complete orthogonality (i. e. complete orthogonalisation of the received signal space 
post the demodulator) and ai =I implies complete interference from the other si- 
multaneously received transmissions. 
In the downlink, two sources of this type of interference may be considered. The 
first source is that arising from transmissions to other users by the same base station 
and is termed intra-cell interference. The second is that coming from other base 
stations. This is termed inter-cell interference. In general, receivers can separate 
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intra-cell and inter-cell interference. Since this work examines resource allocation 
within a single cell, it will simply consider inter-cell interference as another source of 
noise, whilst intra-cell interference may be controlled. 
-th Labelling the SNIR at the output of the i user's receiver as -yi, equation (2.15) 
can then be expressed in the following way. 
ýyi 
P-h- I It (2.16) Ej= 
7ýj ai 
Pj hi + vi 
A number of methods of determining the magnitude of a unique oz through 
analysis have been suggested. Such methods fall outside the scope of this work (the 
interested reader is referred to the derivations of Mehta, Greenstein, Willis and Kostic 
[MGIK03], Awoniyi, Mehta and Greenstein [AMG03] and Pritchard [Pri05]). For the 
purposes of the research it may be assumed that ai may be reduced by appropriate 
choice of receiver. Moreover, through the use of interference cancellation technqiues, 
ai may be even further reduced. 
2.4 A Generalised Analytical Approach to Resource 
Allocation 
Throughout this work, an N-user broadcast /downlink channel will be considered. 
This is a channel with a single transmitter and a set of N receivers. In a power- 
limited system, the total transmission power is constrained according to the following 
equation. 
N 
Pi <- PT 
2.4.1 Information Theoretic Approaches 
The theoretical aim of resource allocation in a communication system is to maximise 
the capacity of the channel. In a broadcast(or multiple-access) channel, Shannon's 
capacity equation may be replaced by an expression that considers the capacity for 
all N users. Cioffi [Cio05] identifies that for a CDMA system, this sum-capacity may 
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be expressed as follows, where bT thereby represents the maximum number of bits 
per transmitted symbol (again, ýj represents the i th user's SNIR). 
BN CT 
= TE) 
1092 (1 + such that, 28 
IN bT = TE) 1092 (1 + (2.18) 
28 
Rupf and Massey [RM94] showed that the sum-capacity can be related to the 
signal space model outlined in section 2.2.1. The power allocated to each user is 
expressed as a matrix P= diag(P1,... ' PN). They also define h= diag(hl,... ' hN). 
Then, the sum-capacity is given as 






Rupf and Massey then defined an optimisation problem, as the determination of P 
such that bT is maximised within the constraint of equation (2.17). They identified 
that when N<8 the optimal choice for spreading codes are orthogonal codes, whilst 
when N> E) the optimal choice should be Welch-b ound- equality sequences. 
Ulukus and Yener [UY04] identified two important system measures from equa- 
tion (2.19), which may be optimised to maximise the sum-capacity. The first is the 
total weighted squared correlation (TWSC), which is based only on the transmitter 
allocations and the channel and where 
NN 
TWSC PihiPjhj STSj = trace [(SPhSH)2] (2.20) i 
In terms of the eigenvalues of SPhSH which may be given as [ul, i ý7k) I 
grank(SPhSH)] I 
rank(SPhSH) 
TWSC 2 07k 
k=l 
(2.21) 
They noted that in fact, sum capacity may be maximised by minimisation of the 
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TWSC, by joint optimisation of both the transmitter and the receiver. 
The second is based on the total mean-squared-error (MSE), which also incorpo- 
rates the performance of the receiver detection filter. Referring to equation (2.11), 
an error signal, c' = W'y[j] - Ab[j] =I 6i7... ) EN] may be defined, where 
W- [W11... I WNI . Then, the MSE is given by the following. 
NN 
Ei 9i MSE E- =N-1: (2.22) A' i . =l 
uj +v 
Again, the sum-capacity may be maximised by minimisation of the MSE. 
Based on this formulation, it is clear that the sum-capacity of the channel is 
not only a function of the SNIR at the receiver of each user, but also the number 
of users and the spreading gain. When a coding method is used in addition to 
spreading, 8 should be modified to factor in the additional coding rate. Therefore, 
any maximisation of throughput must consider all of these variables and not just 
maximise SNIR, without consideration to N and 8. 
A relationship between ý, N and 8 may be derived in certain cases. Viswanath, 
Anantharam and Tse [VAT99] examined the case where users are allocated what they 
term "generalised Welch-bound equality" sequences. They showed that N users, with 
MMSE receivers over a single-path channel and SNIR requirements of ý1, ..., ýN, are 
admissible into a system (i. e. there exists a transmission power less than infinity 
where their required SNIR may be achieved) if 
< E). (2.23) I+ ýj 
They further showed that by taking [cl, ... ) 07ki ... ) 0rank(SPhSH)] for rank(SPhSH) 




ai < E). (2.24) I+ ýj 
i=l ai 
+ I/ 
This expression neatly ties together ý, N and 8 for such a system. Therefore to 
maximise capacity, the communication engineer will need to determine the optimal 
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values of ý, N and E) which maximise bT, subject to satisfying equations (2.17) and 
(2.24). Rather than find ý, the engineer may allocate spreading sequences and power 
such that the sum-capacity of the channel may be found using equation (2.19). 
However, practical systems have not managed to achieve these theoretical limits. 
Moreover, in a multi-path environment, the analysis of equation (2.19) is replaced by 
bT -1 1092 det IE) + 
S'PhS/H 
20 1/ 
and similarly, gj in equation (2.24) correspondingly refers to S'. Whilst it is inherent 
that the transmitter will know S, it is much less likely that the transmitter should 
know S', particularly as this will be difficult to determine, even at the receiver, and 
potentially varying dynamically, such that by the time the receiver passes any in- 
formation to the transmitter, this information is likely to be significantly devalued. 
Nevertheless, sum-capacity maximisation is possible by optimal power allocation. 
Hence in practice, communication engineers have adopted more simplistic mod- 
els than those examined in theory. Whilst the sum-capacity defines a theoretically 
achievable maximum for the throughput, the allocation of power will necessarily re- 
sult in a lower throughput than the theoretical capacity allows, but optimal power 
allocation will still lead towards sum capacity maximisation. Such simplified models 
will necessarily result in throughputs bounded by these theoretical limits. The pur- 
pose of any practical resource allocation technique therefore, is to come as close as 
possible to these bounds. Nonetheless, if full channel information is available at the 
transmitter, these bounds may be achievable. 
2.4.2 Communication Practice Approaches 
An approach to implementing resource allocation in practice may be characterised 
using the following model. For the purposes of this approach, assume that in a single 
time-slot (interchangeably referred to as a frame), each user may be allocated a single 
combination of modulation and coding parameters which define an instantaneous bit- 
rate) Ri*. 
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In real systems, Ri*, for a channel of bandwidth W is less than the theoretical 
capacity defined by equation (2-1). When known modulation and coding schemes are 
used, Rj* can only take say, G specific, discrete values. When each user is allocated 
a discrete Ri*, there exists a rate vector a= [Rl* ... Rý]T. In theory, there are G' IN 
different rate vectors. Label these rate vectors aj, j' = I.... GN and define a rate 
matrix 7Z = [a, ... aj ... 
aGN]. 
Different rate vectors may be allocated in different frames. The average through- 
put to each user is then given by a linear combination of the rate-vectors. In a 
power-limited system, some rate vectors may not be allowable, as the SNIR required 
to meet any minimum requirement to achieve a given PER, cannot be achieved using 
any allowable power level. 
Define an allowability vector, R' = [Ki ... 6GN], where 6j is 1 if aj is allowable 
and 0 otherwise. Furthermore, define a time-share vector ) a) = 
1W1 ... WGN], which 
gives the fraction of time allocated to each rate vector. Clearly, the constraints 
ýGN 0< wj :! ý 1, Vj and j=1 wj <1 must always hold. 
Tournpis [TG03] shows that the throughput vector (i. e. the achieved time- 
averaged bit-rate), r= [Ri, RNI, is given by the following expression, where 
0 is the Hadamard product. 
(2.25) 
Different power constraints and different interference-management techniques will 
lead to different K'. For a given K' and R, different W' will result in different r. 
Rf easible is defined as R with columns j for which rj =0 removed. This set 
of rate vectors may be thought of as defining a "throughput space". This is 
an N dimensional space having points given by this set of vectors. The larger the 
throughput space, the larger the region that must be searched in order to optimise 
the rate allocation. A throughput region is defined as the convex hull of Rfeasible- 
A three-dimensional throughput region may resemble an onion, having many 
layers, each layer corresponding to the throughput region for a given value of PT , 
as illustrated in Figure 2.7. As PT increases, the achievable SNIR is increased and 
2 
additional rate vectors may become feasible. Effectively, this is an increase in 11KII 
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Figure 2.7: Three-dimensional "layered" throughput region 
In practice, each user will have an arrival rate, Aj, i=1,... ,N. To avoid buffer 
overflow, the network must set Ai such that the time-averaged throughput for the 1 th 
user, Ri > Ai V Z. The problem of finding W- which meets this constraint as close 
as possible to equality, whilst ensuring delay requirements are also met, is known as 
rate-matching. 
A significant QoS requirement which the network must ensure is that the arrival 
rate stays above a minimum lower bound, such that Ai > Ai,, i,. The basic problem 
of resource allocation is then to find w- which maximises the total throughput, i. e. 
m- ax IT 
IR (W (D K)l 
co 
(2.26) 
(where I is a length N column vector having all elements as unity), subject to the 




This becomes a difficult problem to solve especially with increasing G and N as 
the search space becomes especially large. Although this problem may be solved by 
generic mathematical optimisation methods, their complexity makes them impracti- 
cal. 
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A significant problem is that increasing the size of the throughput region generally 
increases the size of the search space, which is effectively defined by the feasible rate 
vector set, Rfeasible- Practical solutions have considered how to reduce the number 
of vectors inRfeasible) without reducing the size of the throughput region. Other 
solutions have considered restricting the possible values that Wj may take, from a 
continuous to a discrete range. Examples of these techniques are well known in 
literature and will be seen below. 
Four basic resource allocation approaches will be considered in review. The first 
two have corresponding approaches to define a manageable search space, such that W' 
may be easily determined: 
1. the SNIR target approach; 
2. the water filling approach-, 
3. the time sharing approach; and 
cooperative broadcasting 
Cooperative broadcasting will be shown to theoretically offer the greatest capacity. 
Realisation of this capacity improvement in terms of throughput for packet based 
systems will be discussed in the remainder of the work. 
2.4.3 The SNIR Target Approach 
A simple approach to the resource allocation problem is to allow all transmissions to 
occur simultaneously. Then, sum-capacity may be maximised by minimisation of the 
TWSC according to equation (2.20). In practice, this is achieved through optimal 
power control, by adjustment of P. With reference to equation (2-25), the feasible 
rate vector set (Rfeasible) is reduced to those rate vectors without zero elements and 
wj may either take the value 0 or 1 for each element 
This approach formed the majority of early ideas for resource allocation in CDMA. 
In this approach, the most difficult problem is determining which rate vectors are 
allowable in terms of power and then which of these allowable rate vectors would 
52 
A GENERALISED ANALYTICAL APPROACH TO RESOURCE 
ALLOCATION 2.4 
minimise the MAI (and thereby maximise the throughput) when many users are 
serviced simultaneously. 
Aein [Aei73] suggested that one simple approach to the solution of this problem 
is to maximise the achievable carrier to interference power ratio (usually referred to 
as signal-to-interference ratio) common to all users. In other words, Aein restricted 
the rate vector to be those rate vectors allowable when all users have the same SNIR. 
Such simplifications are therefore known as SNIR balancing problems. Hence, in this 
approach the target SNIR at the receiver is fixed and the power is adjusted to meet 
this target. 
Zander [Zan92] examines this problem in the case of the uplink, but proposed 
a centralised solution. Effectively, in a system with N users, there are N equations 
such as equation (2.16), which are simultaneous. These equations can then be solved 
by expressing them in linear algebra. For the rate vector to be allowable, Zander 
showed that the achievable common SNIR is limited by the maximum eigenvalue of 
the matrix of user path-gains. This result placed an upper limit on the maximum 
achievable common rate vector. 
The achievable SNIR can be investigated for the downlink using a similar ap- 
proach. Based on the work of Bambos, Chen and Pottie [BCPOO], the following may 
be developed. Assuming the condition ýj = fi, equation (2.16) may be re-written to 
give the following. 
Viri J: P FS 
i0i 
jceliri = hi 
(2.27) 
For i= 1) N this can be alternatively written as 
(I -F) -P =u (2.28) 
PP I P, ... N 
]T 
is the vector of transmission powers, where P2 
u VPj ... 
Vf NT (2.29) 
hi I hN 
] 
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ozri if i =ý j 
Bambos, Chen and Pottie further state that if the matrix F is non-negative and 
irreducible, which are reasonable assumptions to make given positive real values for 
a and f, the Perron-Froebenius theorem can be used to determine when a solution 
to these equations can be made. This leads to the following conditions, which are 
equivalent. 
1. A Power vector P>0 exists, such that (I - F) -P>u. 
2. -15rF <1 (where -6'Fis the maximum eigenvalue of F). 
3. (1 - F)- 
I= E" OF 
k 
exists and has no negative components. k= 
Considering the case when -CTF< 1, Bambos, Chen and Pottie [BCPOO] note that 
k lim F= 
k--->oo 
(2-31) 
Then by re-arranging equation (2.28), the solution is given by equation (2.32). This 
solution is Pareto-optimal, in the sense that any other vector P satisfying equation 
(2.28) would only be greater than P* 
P* = (I-F)'u (2.32) 
A consequence of this result is that for any possible rate vector aj, a corresponding 
power vector pj can be found. This approach can be used for any rate vector, not 
just those with no zero elements. When this approach is taken, a simple choice for K' 
can be found by setting rj to 1 if pj meets the power constraint of equation (2.17) 
and 0 otherwise. 
Distributed solutions to this resource allocation problem have also been suggested. 
Given the above condition on -UFto achieve a solution, and that increasing SNIR will 
increase ý5F, this implies that there is an upper limit on the achievable value of SNIR. 
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2.4.3.1 Limits of SNIR Target Approach 
One method for examining the performance of a resource allocation system is to 
plot the total transmission power against the total delivered bit-rate. When all the 
users are allocated the same bit-rate, it is as if they share a common arrival rate 
at the transmitter. This common arrival rate can be increased until data arrives at 
the transmitter more quickly than its rate of transmission across the channel. Then, 
data will build up at the transmitter and cause instability (overflow) of the transmit- 
ter buffers. Hence, the maximum achievable common arrival rate is the maximum 
common arrival rate that does not cause overflow of the transmission buffers. 
A variation on this graph plots the total transmission power against the maximum 
achievable common arrival rate. This is plotted for a simple BPSK system with 10 
users in Figure 2.8. The allocation of bit-rate is adjusted by changing the spreading 
factor of the code. It is assumed that all users have the same received noise power, 























Figure 2.8: Total Transmission Power against Maximum Achievable Arrival Rate 
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would appear therefore, that the throughput for each user is limited to 2.4 x 101 bps 
even when the total transmission power is increased. Multiplying this by N= 10 and 
dividing it by the chip rate gives the throughput per chip equal to 0.625. 
A theoretical measure for comparison with this figure can be defined based on 
equation (2.18). Assuming that all users are allocated the same power and have 
the same path-gain, this measure may be termed the Sum Capacity for Equi-SNR 
Allocation (SCEA). The reference to equi-SNR allocation implies that the SNR at 
the input to each user's receiver should be same. Define -h as the average path gain 
of a user. Then, 




Assuming that h is a function of J/A (the ratio of distance from the base station to 
cell radius) and users are spread evenly across the radius of the cell, the average path 
gain of a user, h, is calculated by finding the reciprocal of the mean value of 11h in 
the simulation, i. e. (where 61 and62 are the minimum and maximum distances from 
the base station respectively), 
1 JJ2/A 16-1 
Assuming orthogonal sequences are used, such that 6=N= 10 (in theory it should 
be possible to use 10 Welch-bound-equality spreading sequences) , when 
PT = 30) 
v=0.1 and h= 20 (corresponding to the average path-gain of the users in the 
simulation)', the SCEA is 4.62 bits per chip. Thus using this approach, only 13.5% 
of the SCEA is achieved. Increasing 8 to 16 (since OVSF codes were used in the 
simulation, this is the actual spreading factor), reduces the SCEA to 2.88 bits per 
chip, but even then only 22% of the SCEA is achieved. Of course, limiting the system 
to a single modulation and coding scheme limits some of this achieved capacity. 
Expanding the search space of the allowable rate vectors to include those which 
have different SNIR for different users (but still have Rj* >0 for all i), means that a 
3 There is no correct figure for but to ensure a sensible comparison, it should be the same as 
the average path gain used in the simulation. 
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different optimal rate vector can be found. This is the "single-frame rate-vector opti- 
misation". To find this optimal rate vector, equation (2.26) reduces to the following 
expression, subject to the constraint that Ei Pi <P T. 
N 
max 
The further constraints that Ri > Aj,, j, and Ri must come from the allowable 
range for all i may be applied to ensure that all users achieve at least their minimum 
arrival rate. This type of problem is referred to as an "allocation" problem [Pie69]. It 
can be solved using a number of optimisation methods including linear programming 
[OyeO4], gradient projection method [ImrO21 and dynamic programming algorithm 
[KGO03]. A solution has also been proposed using the gradient projection method. 
A comparison of the total transmission power against the total instantaneously 
delivered bit rate for a simple UMTS system having 10 users, between equal bit-rate 
allocation and a single-frame rate-vector optimisation, is illustrated in Figure 2.9. 
A throughput improvement of over 10% is shown. However, given the problem of 
MAI, achieving much more than this is not possible using such a small search space. 
Dividing the total throughput by the bandwidth (W = 3.84 x 106) suggests that when 
the total transmission power is 1OW, the throughput is limited to around 0.5 bits per 
clI. L, ip. The SCEA is in this case 
(assuming E) = 16) 2.39 bits per chip. Hence, even at X 
this low power still only around 21% of the SCEA is achieved. 
It is possible to calculate the upper limit on the throughput by examining equation 
2.16 in detail. Considering a power-limited system, equation (2.17) (taken on equality) 
(2.34) 
may be substituted into equation 2.16 to give 
Pi hi (2.35) 
(PT- Pi)aihi + vi 
In the limit, as PT tends towards infinity, PjIPT tends towards 11N. Then, 
assuming all users have the same aj, -ýj tends towards 
lim -Yi =1 (2.36) PT--*oo (N - 1)ai 
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Figure 2.9: Total transmission power against total delivered bit-rate 
2.4 
For the target SNIR approach, this upper limit on SNIR translates into an upper 
limit on throughput. Applying this approach, increasing PT may not always lead to 
any significant increase in the size of the throughput region. Examining equation 
(2.36), for this approach, the throughput limit seems to be dependent on the number 
of users, N, and the orthogonality factor, a. 
This theoretical limit can be overcome by referring to equation (2.15). If the 
system attempts to achieve a fixed SNIR for each user, this cannot easily be attained 
simply by increasing the power allocated to each user, as this will increase the inter- 
ference and so have little effect on the SNIR. Without full-transmitter side channel 
information, one possible solution is then to restrict the number of users which can 
use the system, by controlling which users are admitted: this is termed admission 
control. However, if full-transmitter side channel information is available, power can 
be allocated to minimise (wis T)2 for i 
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2.4.4 Water Filling Approaches 
When full transmitter channel information is available, the SNIR target approach 
is not necessarily the optimal approach. Information theory has established that the 
optimal resource allocation approach when full transmitter channel information is 
available is water-filling. 
The approaches discussed until now have assumed that the channel path-gain 
is constant over the whole symbol period. In practice, fading occurs and therefore, 
the channel response varies, such that the path gain may be represented as hi[O] 
for chips, 0=1, ..., 8. When the system has multiple users, the channel impulse 
response and the interference may also vary for different symbols. Viswanath and 
Tse [VT05] examined this problem from the perspective of sum-capacity. 
First consider the scenario when there is no interference, such that the problem 
may be expressed as maximising the sum-capacity as follows. This is subject to the 
8 
power constraint of equation (2.17), where Pi -gl EO=j Pi[O]. 8 
O= 
max 




This objective function is (unlike the problem examined in section 2.4.3.1) a 
concave function of the powers. Viswanath and Tse used a Lagrangian approach, 
specifying, 
9N 
Pi [0] hi [0] 
N8 
L(lPi[O]li, o): =Elog l+E v -KEEPi[O]. o=1 i=l i=l o=I 
They then apply the Kuhn-Tucker condition for optimality such that 
OL -0 
api [0] <0 
if Pi [0] >0 
if Pi[o] = 
(2.38) 
(2-39) 
By differentiating equation (2.38) with respect to the power allocated to each user, 
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j=I Pj [0] hj [0] 
K. (2.40) 
Then, for a particular chip, 0, irrespective of the power allocations, the value of 
aLlMj [0] increases with increasing hi [0]. Through suitable choice of K (and assuming 
that no two users share exactly the same value of hi[O], which with a continuous 
distribution has a probability of 1), only one of these derivatives can ever be set to 
zero at a given time. 
Hence, they derived the optimal strategy in such a case to be allocation of power 
only to the user with the strongest channel to thereby maximise the sum-capacity. 
This may be expressed as follows, wherein K is set to ensure that the total power 
constraint as given by equation (2.17) is met. 
1 
-- v if hi [0] = maxj hj [0], Pi* 101 
(K 




This water-filling policy is the basis of opportunistic scheduling in a CDMA 
system with no MAI. Opportunistic scheduling is characterised by transmitting to 
the user with the best channel at each time interval. It suggests reducing the number 
of transmissions at any one time to one. There may be further advantages and 
disadvantages to this approach when the effects of MAI are considered, as will be 
critically discussed in the next section. However in terms of implementation, the 
literature in respect of water-filling has reached a somewhat different conclusion to the 
opportunistic scheduling approach and before considering time-sharing approaches, a 
consideration of the introduction of MAI on the above result is important. 
In an earlier work, Viswanath and Tse [VTOI] had also considered the impli- 
cation of MAI on the sum-capacity maximisation problem in the uplink. Start- 
ing with equation (2.19), they suggested that the sum-capacity maximisation prob- 
lem can be expressed as follows, wherein P[O] diag(P, [0],..., PN[O]) and h [0] 
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diag(h, hN [0]) - 
max 
1 1092 det Ie + 
SP[O]h[O] SH 
(2.42) 
Pi[O]: i=l,..., N; 0=1,..., e 28 1/ 
They then considered this maximisation problem subject to the constraint that 
Ie 
P[0] = P' 
0=1 
where P is a known power constraint. The conclusion reached was that the optimal 
power allocation policy is water-filling for each user, but dictated by the maximum 
achievable SNIR due the MMSE receiver. Hence, the power allocations become, 
Pi* 101 =(i-i 
)+, 
K ý*hj[0] 
where ý* is the limiting SNIR achievable using an MMSE receiver with a large pro- 
cessing gain and large number of users and K is chosen to ensure that E[Pi*[0]] = P. 
Essentially, ý* replaces in the previously discussed water-filling approach. 
by considering the value of ý* in an MMSE receiver. They re-expressed the problem 





hi Pi (h) 
si (h) s (h) f (h) dh, (2.44) 2 
IE) + 
where h is the channel state vector, normalised to unity power and f (h) is the proba- 
Kaya and Ulukus [KU04] then expanded on this solution in respect of the uplink, 
(2.43) 
bility density function of h. Then, the constraint in the uplink on the average power 
is 
I 
Pi(h)f (h)dh - 77j. (2.45) 
Clearly, this cannot easily be solved as the allocation of power to each user 
affects the interference received by the other users. In the case where the signature 
sequences are orthogonal, the problem simplifies itself to the simple case, discussed 
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by Viswanath and Tse above. (The case where the signature sequences are identical 
was discussed by Knopp and Humblet [KH95]. ) 
However, Kaya and Ulukus considered the general case where arbitrary signature 
sequences are selected. In this case, a direct simultaneous solution of the equations 
is not possible, due to the non-linearity of the equations. Instead, they proposed an 
iterative solution to the problem, wherein the solution given to equation (2.43) could 





T hj [0] si Ai ' si 
) 
(2.46) 
In this case Ki is a Lagrange multiplier corresponding to the single user problem, as 
explained by Viswanath and Tse in [VTOI] and Ai is defined as 
ST Ai = AE) + ý7 hk Pk(h)Sk k 
k=, 4i 
(2.47) 
This algorithm will converge on the global optimum solution of equation (2.37), 
since the objective function is a strictly concave function with respect to the power 
allocations. Nonetheless, these approaches are not directly applicable to the down- 
link, as the constraint of average power per user is supplemented by the total power 
constraint of equation (2.17). 
2.4.4.1 Downlink Water-filling Optimisation 
A water-filling approach for the downlink may be formulated in the following way. 
The transmitter runs through an iterative algorithm to calculate the transmission 
power for each user. For a given processing gain, 8, and total transmission power 
limitation, PT, define a threshold P,. 
1. Set the allocated power for each user Pi,,,,, = PTIN, for i=I.... I N. 
2. For i= 17 ... ) 
N, set Pi = Pi,,,,,, and calculate Ai according to equation (2.47). 
3. Calculate the weighting function for the MMSE receiver, wi, and the consequent 
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SNIR at the i" receiver using equation (2.15). 
4. Sort the users in decreasing order of SNIR, such that SNIR(wj) ranges from 
a maximum for j=I to a minimum for 3' = N. 
5. Calculate the Lagrange multiplier: 
PT + 
h sj' Aj sj j=i 3i 
6. Calculate new power values for the j" user, for j=1,... ,N according to the 
following expression: 
Pi, new = max 0, K-I hjsý'A 3 71- 
7. If Pj,,,,,,, <0 then set Pi, new = 0, remove the jth user, make N=N-I and go 
to step 2. 
If lPi, new-Pil >P for 1) ... IN go to step 2. max(Pa, Pi, new) 0' 
9. Else, set Pi = Pj, n,,,, and the algorithm terminates. 
This algorithm results in the optimal power allocation given full channel informa- 
tion when using Welch-bound-equality spreading sequences. It effectively allocates 
power and simultaneously reduces the number of users until the sum-capacity is max- 
imised. Running this algorithm, assuming a single spreading code is allocated per 
user leads to the opportunistic scheduling approach, i. e. allocating power only to 
those users with the highest path gain and excluding those users with low path gains. 
However, this approach yields a surprising result for the single user case. Rather 
than interpret N as the number of users in the above algorithm, instead interpret N 
as the number of codes allocated to a single user. All these codes obviously have the 
same path gain, such that H reduces to hIN. For a fixed spreading factor and total 
transmission power, the above algorithm finds the transmission power to be allocated 
to each code to maximise the sum capacity. 
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Figure 2.10 plots the sum-capacity and the SNIR per code at the receiver against 
the number of codes allocated to a user for different total transmission power con- 
straints and for 8= 32. Randomly-generated spreading sequences are used. The 
total transmission power is constrained such that the SNR at the input to the user's 
receiver is Odb, 10dB, 20dB and 30dB. It can be seen that for a given power con- 
straint, increasing the number of codes increases the sum-capacity. At the same time, 
the SNIR for each code reduces. 
This is a feature of equation (2-18), which given the above interpretation of the 
system can be reinterpreted in the following way. For a given 8, by changing N from 
N, to N2, ýj is multiplied by a factor of NIIN2. Therefore, the ratio of the sum 






N2 1092 (1 + (ýAIN2)) 
Nl 1092 (1 +V 
Therefore when N2> N1, due to the logarithmic function, ý'-2 > 1. Hence, increasing bT, 1 
the number of codes increases the sum capacity for a given user. 
This appears to be the opposite result of that suggested at the end of section 2.4.3, 
which, under the same conditions, would appear to advocate reducing the number of 
codes. 
Then, these two contradictory conclusions may be reconciled by the following 
policy. When full channel information is available, the number of codes should be 
increased and when full channel information is unavailable the number of codes should 
be reduced. This policy does not contradict the policy of reducing the number of 
users simultaneously transmitting. The iterative water-filling solution, if considered 
for multiple users, will, as expected, reduce the number of users to increase the sum 
capacity. 
Figures 2.11 and 2.12 show the sum-capacity and SNIR at the receiver against 
the number of codes for 8= 64 and E) = 128 respectively. It can be seen that, 
as anticipated by equation (2.18), increasing the spreading factor reduces the sum- 
capacity. Hence, the optimal policy for a single user is increasing the number of codes, 
whilst reducing the spreading factor. 
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Figure 2.11: Downlink Water-Filling Performance Against N for 8- 64 
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400 
However, whilst iterative water filling may improve the sum capacity when full 
channel information is available at the transmitter, it may pose problems in terms of 
managing the flow of data. The power allocated to the ZIh code, Pi, may be reduced 
to zero (as per step 7 of the algorithm). Therefore, some of the data may be lost. 
The full implication of this will be considered in Chapter 5. 
In any case, the requirement that the transmitter have full channel information 
is prohibitive, particularly when a multi-path channel is present, as conveying this 
information to the transmitter will be difficult. Nevertheless, the use of sub-space 
MMSE receivers, with the ability to reject interference due to the cross- correlation 
of codes may in future allow the receiver to obtain at least a good estimate of the 
channel information. In such a case, iterative water-filling would provide an optimal 
solution to the power allocation problem. 
2.4.5 Time Sharing Approaches 
In both the SNIR target approach and the water filling approach, reducing the 
number of users (as opposed to codes) may be necessary to ensure that the demand 
meets the available capacity. Rather than remove users from the system, the number 
of simultaneous transmissions in each frame may be reduced by time-sharing users' 
transmissions. Effectively, the base station transmits to N,,, users, where N,, < N. 
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Referring to equation (2.25), this corresponds to reducing the feasible rate-vector 
set to those vectors where only a certain number of users have non-zero allocations. 
Moreover, elements of 0', rather than equal to 0 or 1, may now be in the continuous 
range, 0< wi < 1. 
It should be noted that in such cases, the throughput region is increased (either 
by advantageously allowing an increased SNIR to be achieved in the SNIR target 
approach, or by allowing an increased number of codes per user in the water-filling 
approach). A graphical method for visualising this will be considered shortly. How- 
ever, increasing the throughput region implies that the search space is also increased. 
A simplification of this time-sharing approach is to consider the system as being 
a TDMA system, with some CDMA features: known as a hybrid TDMA/CDMA 
approach. This approach has been considered extensively in the existing literature. 
Mailaender et al [MHVOO] considered how to mitigate the effect of inter-cell 
interference by scheduling between cells. They suggested reducing the number of 
users to be serviced over the whole network, either by scheduling the transmissions 
cell-by-cell, or by using soft hand-off, whereby overlapping cells are able to schedule 
the transmission of data such that they reinforce individual links, rather than act 
as interference to each other. Rulnick and Bambos [RB99] and Ramakrishna and 
Holtzman [RH98] suggested similar approaches. 
Honig and Madhow [HM93] recognised the effect of MAI in cellular CDMA- 
based systems within each cell. To mitigate this problem, they suggested that within 
cells, TDMA is instead used as an access mechanism. It is unsurprising that such 
an extreme idea was not adopted, yet later research provided similar conclusions 
regarding the problem of MAI. 
These later approaches include the work of Bedekar et al [BBR+99], Bender et 
al [BBG+001 and Berggren, Kim, Jdntti and Zander [BKJZOI]. These independently 
considered the use of scheduling methods for mitigating the problem of inter-cell and 
intra-cell MAI in the downlink. These approaches considered scheduling within or 
between cells, for simultaneous service of different classes of traffic. All concluded 
that the throughput is maximised using one-by-one (i. e. opportunistic) scheduling. 
However, a common factor in all these approaches was that the system did not have 
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fixed frame lengths. This implies that the capacity per frame is variable. Hence, such 
a conclusion may not be applicable to a system with fixed frame lengths, such as 
UMTS. 
Jdntti and Kim [JK01] considered the problem of minimising the time span for 
delivery of data in a CDMA system with fixed frame lengths. They showed that 
this could be achieved by considering the system on a frame-by-frame basis. In each 
frame, the optimal rate vector is the one, selected fromlZf easible which maximises the 
throughput. Obviously, this rate-vector will have less than N elements with non-zero 
values, but it is not necessarily the case that it will have only one non-zero element 
either. Rather, they showed that in a fixed frame system, and without further input 
to the system, the number of simultaneous transmissions should vary from frame to 
frame to match the system requirements and capacity. This is an important result 
which will be returned to in due course. 
Oyefuga [OyeO4] suggested that this approach could be simplified by reducing the 
number of simultaneous transmissions from N to a fixed N,,, < N. This is particularly 
applicable to a system with stochastic arrivals. A rate control system was proposed 
for statistically scheduling the arriving data to meet this requirement. 
2.4.5.1 Fast Scheduling in HSDPA 
Time-sharing approaches rely on practical scheduling techniques. The implementa- 
tion of time-sharing approaches in HSDPA is aided by the adoption of fast scheduling 
as a key part of the HSDPA architecture. Existing approaches have considered the 
implementation of one-by-one scheduling for HSDPA. 
Kolding, Frederiksen and Mogensen [KFM021 compare a set of the fundamen- 
tal packet scheduling methodologies for one-by-one scheduling, as shown in Table 
2.1. Similar comparisons are made by Ofuji et al [OMAS02], Kim, Kwon and Kim 
[KKK03], Shao et al [SSG+03] and Abedi and Vadgama [AV02]. All recognise that 
given users with different noise levels, to maximise throughput, the user with the 
lowest noise level should receive the largest proportion of resources. 
These approaches often consider the fairness of the scheduling approach. Fairness 
68 
A GENERALISED ANALYTICAL APPROACH TO RESOURCE 
ALLOCATION 2.4 
Method Scheduling Serve order Allocation Method 
name Rate 
Fair Slow Round robin Equal data to all users 
throughput 
Fair resource Slow Round robin Equal resources 
(power/codes/ 
time) for all users 
C/I Slow User with Equal resources 
maximum (power/codes/ 
slow-averaged SIR time) for all users 
Proportional Fast User with Equal data to all users 
fair throughput maximum 
instantaneous 
SNIR 
Proportional Fast User with Equal resources 
fair resource maximum (power/codes/ 
instantaneous time) for all users 
SNIR 
Maximum C/I Fast User with Equal resources 
maximum (power/codes/ 
instantaneous time) for all users 
SNIR 
Table 2.1: Comparison of Fundamental Packet Scheduling Methodologies 
is usually measured as a function of the minimum achievable bit-rate for all the users. 
Under this definition of fairness, allocating the largest proportion of the resources 
to the user with the lowest noise level is unfair. Hence, schemes which offer more 
equal allocation of resources are also considered. However in this work, a minimum 
bit-rate requirement and a simple fairness condition is assumed: no approach where 
the minimum bit-rate requirement is met for each user will be considered unfair. 
2.4.6 Comparison of Systems using Capacity Regions 
One method of comparing the performance of a CDMA system in comparison with 
other systems, is using an information theoretic approach. The capacdy regzon for a 
given multiple access scheme to a set of receivers, T, and with a fixed PT is defined 
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as the set of feasible capacities for all possible allocations of resources within that 
scheme. In an N-user system, the capacity region is N-dimensional. 
In a TDMA scheme, the two resources that can be allocated to each user are 
power and a time-fraction. From the Shannon capacity, as given in equation (2.1), 
Goldsmith [Gol97] showed that the capacity region for a TDMA scheme is given as 
follows, where the variable qj indicates the time fraction allocated to the Zthuser. 
77iW 1092 [1 + ýi(PT)l (2.48) 
In a CDMA system using OVSF codes, the resources which may be allocated are 
power and fraction of the bandwidth (by changing the spreading factor). The fraction 
of the bandwidth is changed by changing the symbol rate, R, y,, i. Goldsmith showed 
that the capacity region can be defined as follows. The first condition is the standard 
power condition, whilst the second condition is a requirement for orthogonal codes. 






When time-sharing is used, the resources that can be allocated are power, fraction 
of the bandwidth and time-fraction. The changing time-fraction can be represented 
by the set of receivers, T, which will differ from frame to frame and can hence be 
labeled Tk (again, the time-fraction allocated to the ith user is qj). 
U (R, = 77i Ry, i 






iG7k iElk vi 
To visualise these results, the capacity region for two users can be plotted by 
plotting R2 against R, for varying ý7j or Pi. This is a two-dimensional cross-section 
of the N-user capacity region in the plane of the two users of interest. 
70 
, 
A GENERALISED ANALYTICAL APPROACH TO RESOURCE 
ALLOCATION 2.4 
2.4.7 Cooperative Broadcasting 
Bergmans and Cover [BC74] suggested that the optimal scheme for a broadcast 
channel would be to allocate the whole bandwidth a share of the power to every 
user. However, each receiver must filter unwanted transmissions which are directed 
to users with a higher noise level. All unwanted transmissions to users with a lower 
noise level are treated as interference. They termed this theoretical idea cooperative 
broadcasting. 
A cooperative broadcasting scheme corresponds to a non-orthogonal CDMA 
scheme. Effectively in the relationship between SNIR and power (i. e. equation (2.16)), 
ai is reduced for certain users. In the two-user case this can be visualised using the 
following example. The noise level can be effectively expressed as 11ilhi. If for users I 
and 2, vilh, < 1. /2/h2 to achieve cooperative broadcasting, simply ensure that Oz, -ý 0. 
Goldsmith [Gol97] discussed how cooperative broadcasting has been implemented 
using multi-resolution coding, which is a technique for coding multiple users using 
QAM modulation. This relied on one of the users being allocated a much lower bit- 
rate than the other. However, Goldsmith suggested that cooperative broadcasting 
may be applicable to CDMA systems. It is ideal for application to HSDPA, where high 
bit-rates may be achieved using multi-level modulation and interference cancellation 
based on advanced receivers and multiple antenna techniques can be employed. 
The capacity region for a cooperative broadcasting approach is then given by 
qi R, ym, 
1092 [1 + ýi (pi) Pi = PTVk (2.51) 
iElk 
The capacity regions for a normal CDMA system and for a cooperative broadcasting 
system are compared in Figure 2.4.7. The capacity region for a TDMA scheme also 
plotted. This is simply a straight line, as the bit-rate is proportional to 77j. The 
relationship between ýj and Pi in these cases is given by equation (2.16). 
The capacity region for CDMA with orthogonal codes is convex and Goldsmith 
shows that this will be true as long as R, y. >0 
[Gol97]. In this case, the capacity 
region of a TDMA scheme will always dominate that of a CDMA scheme (note that 
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the end points for the two approaches must be the same). However, in the cooperative 
broadcasting scheme (where a has been reduced for the user with lower noise level), 
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Figure 2.13: Capacity Regions comparing normal CDMA with Cooperative Broad- 
casting 
2.4.8 HSDPA Throughput Region 
It is useful to compare the theoretical capacity improvement for cooperative broad- 
casting with the possible throughput improvement which may be achieved by a prac- 
tical system. Cover [Cov98] shows that the capacity region of a degraded downlink 
channel is defined by the convex hull of the set of achievable bit-rates within the QoS 
limits. This corresponds to the convex hull Of Rfeasible, as defined in section 2.4. This 
convex hull is hereafter referred to as a throughput region, to distinguish it from the 
information theoretic capacity. 
In this work, a very simplified version of adaptive modulation and coding will 
be used) without loss of generality. In HSDPA, a fixed spreading factor is used and 
therefore the symbol rate is a fixed value, R,.,,. The bit-rate in HSDPA may be ad- 
justed by changing three different resources: the symbol rate R, y,, i, the constellation 
size, Mi and the coding rate c. The possible values for instantaneous bit-rate may 
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then be given by the following expression. 
R* -c-R, ym, i. (2.52) i :::: -- 
1092(Mi) 
Only a limited range of values for Mi and c are available. In this work, c will 
remain constant at 1/2. The values for Mi and R, y,, i to be used in this work, together 
with the associated values for the SNIR target, fi are listed in Table 2.2. 
Assume that to meet the QoS demanded by the user, a target EblNo, Fj - OdB 
must be met. Then, the required value of SNIR (i. e. fi) for each of the schemes can 
be approximated by scaling the EbINO (Fi) by R, ym, i/W and an asymptotic power 
efficiency [JU98]. The values used for Fj do not exactly match this scaling, but are 
slightly reduced on account of the fact that such an approach is in fact an upper 
bound for fi. 
Table 2.2: Modulation and Spreading Combinations 
Combination Number Mi R, ym, i 
tin dB 
1 4 W/16 -12 
2 16 W/16 -6 
3 4 W/2 -3 
4 4 w 0 
5 16 W 6 
6 64 W 12 
The throughput spaces for both TDMA, with variable 77, and712, and for CDMA, 
where ql == 772 = 1, are shown in Figure 2.14. It can be seen that, as predicted 
by information theory, the CDMA throughput space is almost completely enclosed 
within the TDMA space. In developing a time-sharing approach, it is therefore only 
possible to achieve the throughput region of a TDMA system, but not to exceed it. 
Two example two-user CDMA throughput spaces and throughput regions are 
illustrated in Figure 2.15. In both examples, user 1 has a lower noise level than 
user 2. Figure 2.15(a) corresponds to the full-interference CDMA approach, where 
al a2 :::: 0.5. The convex hull, defining the throughput region is also plotted. It 
can be seen that the convex hull is the same as the TDMA throughput region. 
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Figure 2.14: HSDPA Throughput Spaces 
The second example, plotted in Figure 2.15(b), shows the throughput region for 
the case where a, = 0.05 andOZ 2=0.5, corresponding to cooperative broadcasting. 
It is clear in this case, the throughput region is concave and larger than in Figure 
2.15 
In practice, the clearest problem to be solved in implementing cooperative broad- 
casting is caused by the increased size of the throughput space. 
2.5 Adapation of Cooperative Broadcasting 
A strategy for implementing cooperative broadcasting is illustrated in Figure 2.16, 
where data input to the system is shown on the left-hand side and data output 
from the system is shown on the right-hand side. Control of the system is shown 
from above. This strategy, although aimed at solving the problems inherent at the 
physical layer, is a cross-layer approach. 
Data arrives in an arrival buffer and is outputted into a transmission buffer, 
where transmissions are scheduled and power and bit-rate are allocated. The process 
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ADAPATION OF COOPERATIVE BROADCASTING 
is controlled by a Cooperative Broadcasting Unit (CBU). 
Cooperative 
Broadcasting Unit 
Rate Control Scheme 
Arrival Transmission 
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Figure 2.16: Cooperative Broadcasting Strategy 
The steps required to implement this strategy can now be formulated. 
2.5 
When orthogonal codes are used over a multi-path channel, the solution of 
the resource allocation problem may be found by implementation of coopera- 
tive broadcasting together with a time-sharing SNIR-targeted power allocation 
approach. This will form the basis for Chapter IA method for implementing 
cooperative broadcasting is required. Given a set of users, the CBU finds the 
optimal resource allocation, by optimising the time-sharing vector and finding 
an operating point on the throughput region. The CBU then acts at the Radio 
Link Control (RLC) layer (see section 2.1.1). 
2. For each user, data arrives according to some stochastic process. A rate control 
scheme can be used to map the arrival process into a process which can be used 
with cooperative broadcasting. The CBU defines the appropriate mapping and 
the data from the rate control scheme is passed into the transmission buffer. 
The transmission buffer then appropriately schedules transmissions. The CBU 
is then taking the RLC layer decisions and implements them at the MAC layer. 
This is considered in chapter 4. 
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When full channel information is available at the transmitter, an SNIR tar- 
get approach is sub-optimal and the CBU should instead use a water-filling 
approach. Then, the policy of increasing the number of codes to each user 
should be applied. However, when used together with the buffer management 
system proposed in Chapter 4, this may result in loss of data due to zero power 
allocations in the iterative algorithm, which are effectively erasures in the chan- 
nel. This will degrade the QoS achieved. Then, a coding scheme may then be 
proposed to improve the QoS. Moreover, if a coding scheme can provide a low 
PER at low SNR, it may also increase the capacity for the user. The CBU 
then corrects for these MAC/RLC layer problems at the physical layer. Such 
an approach is examined in Chapter 5. 
In practice, MAC/RLC and RRC layer approaches are used to establish the re- 
quired scheduling for effective resource allocation. One of the most prevalent problems 
at this layer for the purposes of resource allocation is rate control and rate matching. 
Hence a literature review of this topic is presented. 
In order to implement a coding scheme to provide a low PER at low SNR when 
different resource allocation strategies are implemented for cooperative broadcasting, 
a review of relevant coding techniques is desirable. This is also presented in the 
remainder of this chapter. 
2.6 Rate Control and Rate Matching Techniques 
When resource allocation, as described by equation (2.25), is implemented, the time- 
sharing vector, W', must be translated into a scheduled system. For deterministic 
arrivals, this can be achieved simply using the scheduling techniques described in 
section 2.4.5.1. In practice, data arrives at a base station randomly. The most that 
can be said for this arrival is that it may be described by a stochastic process. The 
base station could try to plan ahead and schedule transmissions based on matching 
the available capacity to the offered load. In order to achieve this, the base station 
must still meet users' QoS requirements, especially in terms of average packet delay. 
This is a difficult problem to solve. 
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It is assumed that on arrival to the base station, packets are at the MAC/RLC 
layer, such that they comprise both data and control information, but are not yet 
at the physical layer where coding, spreading and modulation will be applied. In 
general, it may be assumed that the data arriving at the base station is collected in 
a buffer, which is termed the arrWal buffer. 
In order to come close to an optimal scheduling of transmissions, a rate control 
scheme may be used. Rate control is a technique for converting or shaping an arrival 
process to a predetermined departure process that better serves the requirements of 
the next stage of the system. Such approaches are discussed extensively in ATM 
networks as they are critical to supporting a multi-rate services with different QoS 
requirements. 
In UMTS, rate control is in fact rate matching (i. e. matching the transmission 
bit-rate to the arrival rate). Since only a discrete set of bit-rates are allowed and time 
frames are of a fixed length, the achievable throughput in a single frame is limited. 
Data is scheduled by the higher layers. However, if the data scheduled for delivery 
in a frame is not exactly equal to the allocated bit-rate, the allocated bit-rate can be 
changed. 
There are two types of rate matching scheme in UMTS. Static rate matching, at 
the MAC/RLC layer, tries to manage the resources such that if the allocated bit-rate 
is less than the scheduled transmission bit-rate, the allocated bit-rate is increased. 
Large changes in resource allocation cannot be achieved quickly and so this process is 
run with a low frequency. Within the cycles of this process, if the scheduled data-rate 
does not match the allocated bit-rate, rate puncturing or symbol repetition ("bit- 
stuffing") are used, after error-control coding, to adjust the coding rate to match the 
scheduled and allocated bit-rates [HT02]. 
Dynamic rate matching is used with high frequency (once per frame). Notwith- 
standing what has already been explained, in fact, at the physical layer, the 
base 
station will ensure that the allocated bit-rate is always greater than or equal to the 
scheduled bit-rate. On the uplink, symbol repetition is used to ensure that the two 
are matched and the time frame is not wasted. On the downlink, discontinuous trans- 
mission (DTX) is used. This implies that symbols are never repeated, 
but rather once 
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all the data is transmitted, the power is set to zero, even if this happens in the middle 
of the frame. 
Other rate matching and control schemes have been proposed in literature. An 
interesting approach, although outside the scope of this research, are techniques which 
change the source coding to match the allocated bit-rate, such as Bianchi and Camp- 
bell [BCOO]. This is especially applicable to video transmission, for instance with 
MPEG-4, as investigated by Das and Khan [DK03]. 
In a simple UMTS system, a simple transmission scheduling scheme may be 
required, as the number of channelisation codes is limited. This was investigated 
by Minn and Siu [MSOO], who consider the code blocking probability, which is the 
probability that a channelisation code will be not be available. Further to this, Minn, 
Kam and Siu [MKSOI] develop a statistical scheduling technique to minimise the 
blocking probability, by examining the number of packets in the buffer. 
Oyefuga [OyeO4] considered the idea of a batch processing scheme for rate control 
and matching. He cites the work of Maalouf [Maa98], which develops a periodic batch 
processing strategy. Packets arrive according to a random process, but are released 
as a batch with a fixed frequency. This released batch is termed a bulk and the bulk 
may be of any size. However, since Oyefuga examined a basic UMTS downlink, which 
allows only discrete bit-rates, he wished to have bulks of only discrete sizes, which 
are matched to the discrete bit-rates, governed by available spreading factors of the 
OVSF codes. 
Oyefuga proposed a rate control scheme in the arrival buffer, which from a random 
arrival process generates bulks of specific sizes, which exactly match those required 
for a UMTS system. He used a buffer with two thresholds and generated bulks of 
sizes equal to either the lower or upper threshold. These bulks were not generated 
deterministically, but rather stochastically. This is illustrated in Figure 2.17, which 
shows data input to the buffer on the left-hand side and the servers at the buffer 
output on the right-hand side. By controlling the probability of generating these 
bulks, Oyefuga was able to match the transmission rate to the arrival rate exactly. A 









Figure 2.17: Oyefuga's Rate Control Scheme 
2.7 Coding Techniques 
2.7 
The resource allocation objectives examined so far assume that optimal modulation 
and coding is used. In practical systems, the modulation and coding parameters 
determine how close the system is able to come close to the Shannon capacity. 
Soft decision decoding uses actual received signal information as an input to the 
decoder. In order to minimise the BER, the decoder can use either the maximum 
likelihood (ML) or the maximum a posteriori (MAP) criterion. In a binary system, 
these are based on the likelihood ratio. In general, given a received sequence vector 
y (representing points in the discrete time domain), soft decision receivers determine 
the log-likelihood ratio (LLR) for each message bit, u 
hereafter labelled L(u). 
L (u) - log 
P (u (P 
(u 
+11y) (2.53) 
Convolution codes and Turbo codes, based on parallel concatenated convolutional 
codes [BGT96], which may collectively understood as "graph-based codes, " provide 
low PER at low SNR using soft decision decoding techniques. The packet error rate 
(PER) performance for a 1/2-Rate Turbo code over an AWGN channel with a decoder 
based on the BCJR algorithm is shown in Figure 2.18. A packet length of 250 bits 
This log-likelihood ratio is 
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is assumed. This is compared with the PER performance of an uncoded system over 
the same channel. For a PER of 10', an improvement of 6.5dB in terms of EbINO is 
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Figure 2.18: 1/2-Rate Turbo Code PER Performance (Packet size 250 bits) 
However, such codes do not perform well over erasure channels, where some of 
the information available at the transmitter is not at all available at the receiver. 
Codes for such channels are referred to as erasure-protection codes. 
2.7.1 Fountain Codes 
Buffer overflow or power control inaccuracy can cause the loss of whole packets. This 
may be termed packet erasure. Bit-erasure channels have long been considered in 
information theory. For packet-erasure channels, the PER is the most important 
performance measurement. Channels which have both noise and packet erasure may 
be referred to as noisy erasure channels. 
Automatic repeat request (ARQ) can be used for erasure-protection. ARQ adds 
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overhead and delay and requires a feedback channel, which may not always be avail- 
able. However despite its faults, in practice, ARQ is used over wireless networks, 
particularly for services without tight delay requirements. An improvement to ARQ 
schemes, initially suggested by Chase [Cha85], is hybrid ARQ which is a hybrid of 
ARQ with error-control codes. This approach assumes that excess noise and bursty 
interference are the most prevalent forms of erasure. Since such interference bursts 
are uncorrelated and since ARQ will transmit multiple copies of each packet, Hybrid 
ARQ can be used to improve detection, using soft-decision detectors. This approach 
is often referred to as incremental redundancy, as with successive retransmissions, the 
effective coding rate is being reduced to correspond with that required for the instan- 
taneous channel conditions. Initial hybrid ARQ approaches concentrated on convo- 
lutional coded systems, as these were the most prevalent examples of soft-decision 
detection. 
A significant development in Hybrid ARQ approaches was introduced by Naray- 
anan and Stiiber [NS97], who implemented a hybrid ARQ scheme with a Turbo 
decoder using MAP decoding. When a re-transmission is received, the Euclidean 
distances of the received bits are added to the a posteriori probabilities generated 
by the Turbo decoder from the first transmission. This improves the estimate of the 
log-likelihood ratio and thereby improves the overall error rate. Subsequent retrans- 
missions are similarly added until the transmission is determined to have met the 
QoS requirements. Effectively, a 1/2-rate turbo code can be converted into a code of 
rate 1/4,1/6,1/8, etc., depending on the number of retransmissions required. 
This technique has been adopted in the HSDPA standards. Research to-date has 
shown high link efficiency [DKSS02, KFM02]. New protocols which optimise the joint 
efficiency of power control and hybrid ARQ techniques are a further research topic, 
outside the scope of this work. 
However, the requirement for a feedback channel is prohibitive for certain require- 
ments and protocol implementations. This is particularly a problem in delay-sensitive 
services, where communication with minimal feedback is preferred. Moreover, when 
erasure occurs over the channel, the increased coding rate is not particularly effective 
in improving the PER performance against EbINO, as erasure may be uncorrelated 
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to the EbINO of the signal at the receiver. 
2.7 
A problem then, is how to achieve very low error rates on noisy erasure channels 
with minimal use of a feedback channel and without very high power requirements. 
Concatenated coding schemes are a possible solution to this problem. Bit error may 
be controlled using an inner code (which may itself be a concatenated code) and 
erasure is controlled with an outer code. 
Reed-Solomon codes have been used as outer codes in systems based on this 
approach. These codes are block codes which use high-order symbol alphabets to give 
protection against erasure. They have also been successfully applied in storage devices 
such as compact discs. Furthermore, as an outer code together with convolutional 
coding and the Viterbi decoder, they revolutionised deep-space communications on 
the Voyager probe of 1977. 
Reed-Solomon codes dominated research in this area until the development of 
graph-based erasure-protection codes, such as Tornado codes [BLM02] and LT codes 
[Lub02]. Collectively, these new-generation graph codes are referred to as Fountain 
codes. The principle of Fountain codes, as invented by Luby [BLM02], is that given 
a source with X packets, it is possible to create an encoder with a very low rate, but 
from which only X+x packets need to be received correctly to guarantee complete 
decoding, where XI(X + x) is close to unity. 
This is analogous to a water fountain, from which drops can be collected. To 
fill a glass with water, only a given number of unique drops need be collected and 
the collector does not differentiate between drops. Similarly in a Fountain-encoded 
communications link, to encode the data without packet loss, a receiver need only 
collect a specific quantity of unique Fountain encoded packets and does not need to 
differentiate between packets. Fountain codes were developed for the transmission of 
large quantities of data over erasure channels such as computer networks and have 
much faster encoding and decoding times than Reed-Solomon codes. 
The encoding algorithm for LT codes is based on that used in LDPC codes, but 
rather than encoding bits, whole packets are encoded. Similarly to LDPC codes (and 
in fact, all block codes), a key operation is XOR (equivalently modulo-2 addition), 
but it is applied bit-wise between packets. In LDPC codes an important parameter is 
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the degree of an encoded bit. This is the number of source bits which are combined 
using XOR to give an encoded bit. In LT codes, the degree of an encoded packet is 
used in the same way. 
An important parameter in decoding Fountain codes is the degree distribution, 
o(d), which given a random bit is the probability of the degree of this bit being d. 
Similarly, for LT codes, the degree distribution of the encoded packets is important. 
Luby developed the robust Soliton distribution, which works well with large numbers 
of source packets [Lub02]. By adjusting the parameters of the Soliton distribution, 
the system designer can change the performance of the code. 
Given source data consisting of packets v, , ... i 
VK, each encoded packet, t, is 
given by MacKay as follows [Mac03] (chapter 50): 
1. Randomly choose the degree, d, of the packet from degree distribtion o(d) 
2. Choose, uniformly at random, d, distinct source packets, from vl,. --i VK, and 
set t,, equal to the bit-wise XOR of these packets. 
The decoding algorithm is based on the sum-product algorithm, using the factor 
graph of the random code defined in the encoding process. However, rather than 
computing the a posteriori probability mass function, the decoder computes only a 
membership indicator function. Once the membership indicator function has been 
confirmed, it means that sufficient information has been received to completely decode 
the message. Considering each received packet t,, to be a check node on the 
factor 
graph, the decoding algorithm to determine vi, ... VK works as 
follows [Mac03]: 
I. Find a check node, t,, that is connected to only one source packetVk 
(If there 
is no such check node, the decoding algorithm fails and halts). Then: 
SetVk tn) 
(b) Set each check node t,,, that is connected by an edge to Vk, to 
be equal 
tO tn' (D Vk, where e represents bit-wise XOR, 
(c) Remove all the edges connected to source packetVk- 
Repeat (1) until all 
f Vkj are determined. 
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Fountain codes are often referred to as "rate-less codes. " This is a property of the 
code when operated in a system with a feedback channel, and as a term is sometimes 
misunderstood. In practice, what this terms implies is that the coding rate need not 
be determined before the encoding process. Rather, the packets are encoded at a 
very low coding rate and are transmitted over the channel. When the receiver has 
successfully detected sufficient packets to decode the complete message, it sends an 
acknowledgment to the transmitter, which stops transmitting. This means that the 
actual coding rate may change as the channel conditions change - hence the term 
ccrate-less. " 
Without a feedback channel, a Fountain code can still be used as an error- 
control code, with a fixed rate. The simplest implementation of this would involve 
adding a cyclic redundancy check (CRC) error detecting code to each packet, Fountain 
encoding the data and transmitting over the channel. 
In such an approach however, for good performance at low SNR, Fountain coding 
requires large encoding block sizes [Mac03]. An erasure-protection code for providing 
low PER at low SNR with small encoding block sizes may be similar to a Fountain 
code. 
2.7.2 ABC Code 
The ABC code is a packet erasure-protection code, similar in principle to Fountain 
codes, but with a small encoding block size. This code is part of a joint work with 
Imran [ImrO6]. The joint work and the work of Imran is presented in this chapter. The 
ABC code has a simple encoding process, which can be illustrated by way of a source 
data set and an encoded data set. The source data set for the ABC code comprises 
a set of three packets, v =: ýA, B, C1. (A, B and C may themselves be considered 
vectors comprising the bits of each respective packet). The encoded packet data 
set may then be simply expressed as t= ýAý B7 Cý A+ Bý A+C, B+ C1, where 
+ represents bitwise addition over GF(2), identical to bitwise XOR. This encoding 
process can be illustrated by a factor graph, as shown in Figure 2.19. 




Figure 2.19: ABC Code Factor Graph 
2.7 
which will, by definition, be a subset of t. When they have been further transmitted 
over a wireless channel, the bits within these packets may also be received with error. 
Without considering error (i. e. only erasure), there are in effect 2' = 64 different 
possibilities for r, which can be labeled as rj, j: 0... 64. The size of rj, corresponding 
to the number of packets received out of the 6 encoded packets, may be represented 
as I rj 1. Moreover, to improve the quality of the code by introducing a further random 
nature, each of the packets is interleaved. This interleaving is different for each of the 
packets, such that no two packets are interleaved in the same way. 
Reception of a given set of packets, rj, may result in more than one piece of 
information about a packet. For instance, the reception of packets A and A+B 
provides two pieces of information about packet A. The introduction of correlation 
between the bits of the packets can be used to improve the error performance. If these 
packets are received error free, then the information about packet A can easily be used 
with packet A+B, to obtain information about packet B. However, if either or both 
packets are received with bit errors, the second piece of information about packet A 
is effectively locked in the second packet. It can only be accessed if information about 
packet B is available. If an error-free source for packet B is available, iterative soft 
detection of packet A is feasible. 
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If the only source for packet B available has errors, iterative soft detection might 
still be possible. The information about packets A and A+B can be used to assist 
the decoding of packet B and simultaneously the information about packets B and 
A+B can be used to assist the decoding of packet A. Other combinations of packets 
(i. e. other possibilities for rj) also lend themselves to this kind of detection. Then, 
an iterative soft detection scheme may be developed to decode v at the receiver. This 
detection scheme will be usable on its own, but its power will substantially increase 
by combination with an error-control code. For the purposes of this work, the ABC 
code will be concatenated with a Turbo code in order to consider a suitable iterative 
soft detector. 
2.7.2.1 Iterative Multiple Packet Detection 
Hence, given information about three packets for which the combination of any two 
results in the third, or for four packets, in which the combination of any three results 
in the fourth, an iterative detector may be used to jointly decode these packets. 
The operation of such an iterative detector was identified by Imran and a further 
explanation of this approach may be found in [ImrO6]. To illustrate this operation, 
consider an example for the three packets A, B and A+B, and let these respective 
subscripts be used to identify the data sequences and the LLRs for these three packets. 
The k th bit in packet A may be labelledUk, A. This detector is constructed using three 
Turbo decoders, each having two inputs: the received data and an a priori LLR for 
each bit, say Lap (Uk, A) for packet A. Initially, these a priori LLRs are set to zero. 
The Turbo decoder is run for a fixed number of iterations to generate the a 
poster%oTZ LLR, L(Uk, A), for each bit in the packet. The extrinsic LLR, L, 
(UkA) ý-- 
L (Uk, A) - Lap 
(Uk, 
A) can be processed and passed as a priori information to the other 
Turbo decoders. In a similar way, L, 
(Uk, 
B) and Le 
(Uk, 
A+B) can also be found. 
In the decoding of LDPC codes [Lub02], given that there are multiple bits con- 
nected to the same check node, the extrinsic LLRs from some of these bits are used to 
generate an a priori LLR for another bit. Similarly, in the multiple packet decoder, 
it is possible, using the extrinsic LLRs for some packets, to obtain an a priori LLR 
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for another packet. Applying this principle to the example above gives us a transfor- 
mation from the extrinsic LLRs for packets A and B to an a prZori LLR for packet 
A+B. 
Lap(Uk, A+B)- ln - 
CL, 
(Uk, A) + eLe(uk, B) 
(2.54) 
(1+e 
Le(Uk, A)+L, (Uk, B) 
) 
Similarly, this can be applied to generate a prtorý LLRs for packets A and B. 
Having generated these a pMrZ LLRs, they are then passed as inputs to the respective 
Turbo decoders. These Turbo decoders are operated iteratively, improving the PER 
with each iteration. A three-packet detector is illustrated in Figure 2.20. 
This approach can be generalised and applied to the four-packet cases, where 
the combination of three packets results in the fourth. Hagenauer, Offer and Papke 
[HOP96] show that in general, given that a check node has a set of connections, F, 
the a plrWrZ LLR to be passed out to connection i, iCF is given by the following 
expression. The notation F\i represents the set F excluding i. 
L,, (Uk, i) -: -- -2 arctanh 
fl t anh (L, (Uk, j)) (2-55) 
(jeF\i 
This equation can then be used as an LLR transformation for the four-packet 
detectors. For the case where F has three members, this equation reduces to equation 
(2.54). 
A stopping condition is helpful to avoid unnecessary Turbo iterations. Given that 
CRC bits are transmitted with each packet, these can be used to check the detection 
success and stop decoding. In the operation of the multiple packet detectors, the a 
postertolrt LLR can be modified to incorporate the additional information provided 
by the CRC as follows. 
L (Uk) 
102 - sgn(L (Uk)) if successful CRC (2.56) 
L (Uk) otherwise 
The practical use of the ABC code to solve the problems addressed in this work, 
and the arrangement of these multiple-packet detectors as part of an overall detector 
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Figure 2.20: Illustration of a 3-packet Detector 
2.7 
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for the ABC code is presented in Chapter 5 of this thesis. 
2.8 Conclusions and Overview of the Work 
Engineering has developed systems to realise the bounds that information theory 
has determined. One problem in the implementation of practical systems, based 
on information theory is the generalised resource allocation problem. This problem 
corresponds to the sum-capacity maximisation problem discussed in literature. In 
this case the capacity region, defined by the allocation of power, spreading factor and 
number of users and the throughput region, defined by the bounds of feasible rate 
vector set are very important. 
Information theory further concludes that implementation of cooperative broad- 
casting will increase the size of the throughput region. When cooperative broadcasting 
is applied to a mobile system, the problem to be solved is to determine the optimal 




COOPERATIVE BROADCASTING FOR 
HSDPA 
This thesis aims to maximise the achievable throughput in the downlink of a CDMA 
system to meet the theoretical sum capacity. It has been shown that cooperative broad- 
casting has the potential to Mcrease throughput. This work anttczpates how cooperative 
broadcasting mZght be Mplemented in an HSDPA-type system, where a target SNIR zs 
to be achieved. This chapter examines the practical resource allocation problems which 
need to be solved in order to implement cooperative broadcasting. Interference can- 
cellation may allow cooperative broadcasting to be implemented, but Zn practice, only 
results in increasing the size of the feasible rate set, Rf easible 
(see equation (2.25)). 
Many of these newly feasible vectors are not particularly helpful M the overall 
goal of maxZmtsZng throughput, particularly because it Zs known that the performance 
of Mterference cancellation degrades with increasZng numbers of users. To reduce the 
search space, it is proposed to transmit to two users in each frame. For each pazr of 
users, the user with the lower noMe level Mplements interference cancellahon. There 
then emsts a corresponding concave capacity and throughput region. 
One aspect of the problem Zs then to find the time-sharing vector (ýD) which max- 
imises the throughput for a single pairing, such that the average throughput for both 
users satisfies each user's respective arrZval rate constraint. This zs a sub-problem of 
the generalised resource allocation problem and a solution Z8 presented. 
A second aspect of the problem Zs the optimal selection of pairs. This problem is a 
further subset of the generalMed resource allocation problem. The problem is 
defined 
and is shown to be similar to the optimal selection of groups for transmissZon in a 
time-sharZng system. A simple solution to this problem Zs presented. 
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Simulation results are presented which show that the mammum achievable com- 
mon arrival rate may be increased by up to 65% with respect to one-by-one scheduling. 
3.1 Search Space Analysis 
The basic problem to be solved if cooperative broadcasting is to be implemented is 
given by equation (2.26), which states that 
max JT wK 
ýz 
17z P (D «- 
Of particular interest is 7? -feasible7 which is the rate vector set, R, with columns 
where rj =0 are removed. The throughput region is given by the convex hull of 
Rfeasible- If the throughput is maximised, the optimal weighting vector, L'J, must be 
such that the vector r-R (w' (D K') lies on the throughput region. 
-c_ 
For an N-climensional throughput region, where there are G possible rate alloca- 
tions, there are G' possible rate vectors. Then, solving equation (2.26) is not simple. 
Rewrite this equation as below, where Rij is the ith element of rate vector aj. 
GN N 






If either or both of G and N are large, the search space can become very large and 
too big to search quickly. A method must be found to reduce 11W, 11 2 without reducing 
the size of the throughput region. As has been discussed in section 2.4.5, time-sharing 
reduces the size of the search space such that there are only N,,, <N non-zero 
elements in any rate vector in the feasible set. It would be useful to similarly reduce 
the search space for cooperative broadcasting. There are some significant technical 
reasons to do so. 
As has been noted in section 2.4.7, as the number of simultaneous transmissions 
increases, the performance of interference cancellation techniques over a multi-path 
channel worsens, particularly when the spreading factor being used is low. This 
is because it is more difficult in this case for the receiver to estimate the channel. 
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However, it is clear simply from the concave nature of the throughput region that the 
greater the number of users, the greater the potential improvement that cooperative 
broadcasting may provide. 
At one extreme, one user will not gain any performance improvement from cooper- 
ative broadcasting. At the other extreme, transmitting to all N users simultaneously 
will also gain no performance improvement, as interference cancellation will not be 
able to cope. Therefore an approach is required to reduce the number of simulta- 
neous transmissions in each frame, but still ensure that cooperative broadcasting is 
achieved. Transmitting to two users in each frame is a compromise, which ensures 
that receiver is able to ensure the SNIR at its output is reasonable, but the increase 
in throughput that cooperative broadcasting should allow is available. 
Then, only those rate vectors which transmit to two users need be considered. 
This is a significant reduction in the search space. The resource allocation problem 
now reduces to two aspects: find the optimal value of W- for each pairing on the two- 
user throughput region and find the optimal set of pairs. This chapter considers an 
innovative solution to each of these sub-problems. 
3.2 Weight Vector Optimisation 
A necessary simplification in pairing the users is to consider the system over a fixed 
number of frames, say K. In each frame, the transmitter transmits to only a single 
pairing. For such a pairing, the resource allocation problem in equation (3.1) may 
now be expressed for the case where N is set to 2. The time-sharing vector includes 
a factor of 11K. For the sake of simplicity for this section, assume that the system 
has only two users (i. e. N= 2) and therefore it can be assumed that K=1. This 
assumption will be revisited in the next section. 
Based on these assumptions, equation (3.1) may be simplified to give an expres- 
sion for the optimisation objective. This assumes that each user can be allocated one 
of G possible bit-rates and there are therefore G' possible rate vectors. Assuming 1-. j 
can be found for each rate vector, the problem is then reduced to finding wj which 
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optimises the following objective function. 
3.2 
2G2 
max Ri = max 1: (Kj wj (Rij + R2, j)) (3.2) 0 wj Vi jI 
Assume that all users have an equal minimum arrival rate and the instantaneous 
arrival rate is adapted to meet the available capacity. Then, this objective is subject 
to the constraint that 
Ri > ýi, min Z --::: 11 2. (3-3) 
An example throughput space and region are illustrated in Figure 3.1. The points 
on the throughput space correspond to allowable rate vectors, i. e. members of the set 
Rfeasible- Practically speaking, these correspond to the allocation of a constellation 
depth and symbol rate alongside sufficient power to ensure that the target SNIR is 
achieved within the power constraint. An arbitrary power constraint has been chosen 
for this example. 
The throughput region is the convex hullOf Rf easibl, and is shown in a bold line on 
the throughput space. On the throughput space are also drawn lines corresponding 
to Al, 
min= 4.8 x 10' bps andA2, min =1-6 x 10' bps. The resource allocation problem 
reduces to effectively finding an optimal operating point on the throughput region, 
[R1, R21 
. This operating point will 
be a linear combination of allowable rate vectors. 
To satisfy the constraints, the operating point must be selected such that R, > 
Al, 
min 
and R2 ->A2, mini i. e, within the upper right quadrant of the two dotted lines. 
The operating point is therefore simply selected by determining the optimal 
time sharing vector, L'k)*. As long as the point [Al, min /\2, min] lies within the through- 
put region, the optimal value of w- must ensure that the operating point lies on the 
throughput region itself. 
In this example, the noise level for user I is less than that for user 2, and therefore 
user I can potentially achieve a greater throughput than user 2. This is observable 
in the example throughput space. Berggren, Kim, Jdntti and Zander [BKJZOI] note 
that given such a two-user throughput maximisation problem, the solution is to give 
minimum resources to the user with the higher noise level and the remainder of the 
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Figure 3.1: An Example of Resource Allocation in a Two-user Throughput Space 
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available resources to the user with lower noise level. 
Hence, the point on the throughput region which maximises R, + R2 is given by 
[Ri A2, min] . This point is marked on Figure 3.1 with an X. 
This point can be simply achieved by selecting only two rate vectors on the 
throughput region, fI == [RI, I 
R2,1] and ý2 = [R2,1 R2,21, where RI, 2 ý-ý /ý1, min, R2,1 ý-ý 
A2, 
min and R2,2 :! ý A2, min- These points are marked on the example throughput region 
and correspond to i, = [7-68 x 105,1.96 x 105 ] bps and f2 = [1.192 x 106 , 2.4 x 10'] 
bps. 
Then Iw can be simplified such that ý, is selected for a scalar time-fraction w 
and ý2 is selected for time-fraction I-w. In other words, either one rate vector is 
selected or the other. This is effectively a rate-matching solution for user 2, which 
corresponds to the following equation. 
A2, 
min= wR2,1+ (I - w)R2,2 (3.4) 
It may be seen that, as the throughput region is concave, there will only ever 
be two unique rate vectors to achieve any identified point on the throughput region. 
When these two rate vectors have been identified, R2,1 and R2,2 are substituted for 
3.2 
in equation (3.4), which is rearranged to give w. 
w= 
/\2, min-R2,2 (3-5) 
Then: 
R2,1-R2,2 
R, = wR,,, + (1 - w)R,, 2, and 
R2 7--- A2, min- 
In the given example, substituting for 
R2,1 and R2,2 from the identified il and 
ý2, gives w= (1.6 x 101 - 2.4 x 
104)/(1 
. 96 x 
105 
- 2.4 x 
104) = 0.791. Hence, ii is 
operated at for 79.1% of the time, and 
ý2 is operated at for 20.9% of the time. In so 
doing, the optimal time-averaged bit-rate for user 1, R, = 8.3 x 10' bps and for user 
96 
OPTIMISED PAIR SELECTION 3.3 
2) R2 ý Amin, 2 1.6 x 105 bps. Then, the maximum total throughput, such that the 
constraints are met is R, + R2 9-9 X 10' bps. 
If values of f1 and ý2 can be found such that wR,,, + (1 - w)Rj, 2 
ý-ý Al, 
min and 
0<w<1, then the pairing of user I and user 2 may be made, such that the resource 
allocation problem can be solved. However, if values for fI and ý2 cannot be found to 
give aw in a suitable range, then making such a pairing will not result in a solution 
for the resource allocation problem that meets the necessary constraints. 
Although a given pairing will result in a single optimal operating point, different 
pairings will result in different throughput regions and therefore different optimal op- 
erating points. Therefore different pairings will result in different total throughputs. 
The resource allocation problem then becomes finding the set of optimal pairings, 
which maximise the total throughput and also meet the minimum arrival rate con- 
straint for each user. 
3.3 Optimised Pair Selection 
When the system consists of more than one possible pairing, K must be greater than 




[wR2,1 + (1- w)R2,21 (3-6) 
K 
w= 
K- A2, min-R2,2 (3.7) 
R2,1-R2,2 
Clearly, suitable selection of K is vital in ensuring that any QoS delay constraints 
are adequately met. To ensure that all pairings are given equal treatment, select 
K= [N12]. For example, if there are 10 users, then select K=5 and if there are 11 
users, select K= 
There are a number of possibilities in pairing the users: 
1. random pairing-, 
2. pairing according to an heuristic; and 
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3. a mathematical optimisation. 
By pairing according to an heuristic, pairing according to an algorithm is in- 
ferred. The resultant pairing from such an algorithm may be optimal, in the sense 
that it results in maximal throughput within the specified constraints, or the algo- 
rithm may be sub-optimal. Importantly however, in either case, the algorithm does 
not take account of the optimality condition. Pairing according to a mathematical 
optimisation implies use of an algorithm which does take account of this optimality 
condition. It is safe to assume that random pairing would be the worst approach (in 
the sense of optimality used above), "heuristic" pairing would be somewhat better 
and mathematical optimisation would be the best approach. 
A possible heuristic approach for pairing the users may be described as follows. 
This is the heuristic approach that will be used in this work. Firstly, pair the user 
with the highest path gain with the user with the lowest path gain. Then, the user 
with the second highest path gain is paired with the user with the second lowest path 
gain. This is repeated for each user until all the users are paired. This algorithm 
is considered worth consideration as, intuitively, it would be expected increasing the 
bit-rate allocation for the user with the lowest path gain will adversely affect the 
bit-rate achievable to the user paired with them. However, by pairing this user with 
the user with highest path gain, the effect is minimised. 
3.3.1 Optimisation using Bellman's Optimality Principle 
Mathematically optimised pairing would require a mathematical solution to equation 
(3.1). Given the large search space Of Rfeasiblei it is a difficult problem to approach. 
A useful starting point is to restate equation (3.1) as follows. In this equation, 
rk ::: ý [R 1k , 
R2k 
I*.., RNJ is the rate vector allocated in the k 




max 1: rjwj 
1: Rij max - 




rk CRf easible K k=l 
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It is useful mathematical abstraction to observe that this problem effectively 
comprises KxN stages of problem. For each frame, k, there are N stages of problem, 
one for each user. The problem for the individual user in an individual frame is to 
find the optimal value that R,, should take. This is referred to as the basis problem, 
and this basis problem is repeated KxN times. In other words, to solve the the 
problem in equation (3.8), KxN stages of this basis problem must be solved. 
An alternative perspective is to consider the basis problem to be finding rk E 
Rf easible for N users. Then, this basis problem need only be solved K times. Taking 
this basis problem reduces the size of the search space, as the power constraint may be 
immediately taken into account, such that those values for rkwhich are not allowable 
because of the large power required can be discounted from the search space. 
Each time the basis problem is solved, an optimal decision must be taken. To 
be optimal, this decision must consider all the other stages of the problem, as it will 
have an effect on all stages of the problem. Hence there is a very large search space, 
having up to G"' points. However, having defined the problem in terms of stages 
of a basis problem, a mathematical principle may be used to simplify the problem 
and reduce the size of the search space. 
Bellman's principle of optimality states that irrespective of the initial state of 
the system and initial decision, the remaining decisions must constitute an optimal 
policy with regards the state resulting from this decision [Be157]. This principle is 
the basis for the dynamic programming optimisation approach. 
Given a problem which has X stages, Bellman's principle of optimality allows the 
problem to be expressed recursively in terms of the basis problem. Define the basis 
problem as S. 
N 
max E Ri, rk Gl'-ýf easible i=l 
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Then, the overall problem can be defined as F 
KN 
max 1: E 
Rik 
rk ClZf easible k=l i=l 
This problem can be expressed in k stages, where each stage follows on from the 
previous stage. A recurrence relation defines the problem recursively, starting from 
the last stwT-e. 
Define a recurrence relation Fk. Moreover, define a vector qk [qlk '*' 
qNk] 
denoting the quantity of data in each users buffer at the start of the k" frame. 
Then, the recurrence relation may be described together with an associated con- 
straint: N 
Tk (qk) max 
R'lk +. Fk+l (qk+l) 1 (3.12) 
rk GlZf easible 
qk+l = qk -f 
(rk) (3.13) 
where f (. ) is a known linear function. 
Then the solution of F is equivalent to the solution of 
FK(qK). Expanding the 
recurrence relation shows that the first problem that can be solved on its own is 
. 
FO(qO). However, since qK = qK-1 -f 
(rK-1) and rK-1 is unknown, the recurrence 
relation cannot be easily solved. A dynamic programming algorithm may be used to 
solve the problem. 
Dynamic programming is a mathematical optimisation technique for the solu- 
tion of recurrence relations. In dynamic programming, a tree is built up of all the 
feasible combinations for qj, q2) ..., qK, 
by trying all the possible alternatives for 
ri, r2 , ... , rK. 
Such a tree is illustrated in Figure 3.2. 
Once the tree is built up, the value of qK+l where 1'qK+l is minimised is selected 
(where 1 is the column vector of length N having all elements equal to one), 
from 
the right-hand side of the tree. This "minimum" buffer state corresponds to 
the 
maximum total throughput. Then, the dynamic programming algorithm 
back-tracks 
through the tree from this value, selecting along the way the value of rkwhere 1'qk 
is minimised in each frame. 
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Figure 3.2: A Dynamic Programming Týree Example 
3.3 
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This approach is an effective optimisation and may be used to pair the users. An 
additional constraint is required to enable this. The constraint is that in building up 
the tree, the possible values of rk are restricted to those having only two non-zero 
elements (i. e. involving only two users). In any branch of the tree, the possible values 
of rk are further restricted to only those possibilities which have non-zero elements 
in different positions from any used in a previous branch. In other words, those 
users allocated bit-rate in a previous branch may not be allocated bit-rate in any 
sub-branch of that branch at the tree. 
This method may be further simplified, as for a given pairing there are only 
two feasible rate vectors. These are the rate vectors given by the weight vector 
optimisation in section 3.2 with an optimal corresponding time-sharing vector, w. 
Effectively, this can be considered as a single rate vector, Wf1+(I-W)i2. Then, there 
are 
N 
first branches of the tree (corresponding to number of possible pairings). 
2) 
N-2 
Each sub-branch of the first branches itself has "second-level" branches. 
2 
N-4 
Each sub-branch of the second branches has "third-level" branches and 
2 
so on. There will therefore be N levels of branches and a total of 




the outcome of which need to be determined to build up the tree. 
This is still quite a cumbersome method, with a large search space, especially 
when N is large. A simplification of this method may also be considered. This 
simplification is based on the following proposition and leads to a simple solution 
with a manageable search space. 
Proposition 1. A close to optZmal soluhon of equahon (3.8) can be found by solving 
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the following optZmZsatZon problem sequentially for k=II... IK. 
N 
max 1: Ri, kV k rkG77-'feasible 
where for a given value of k, Ri, k> 0 for no more than two values of i, iN 
and if Ri, k > 0) =0 for all 1>k. 
In other words, firstly find the single pairing that maximZses the total throughput. 
Then, excluding this pairing, find the next pairing that maxtmZses the total throughput. 
Continue, until all the users are paired. 
Rroof. The proof is given in Appendix A. El 
This approach would be optimal, but for the fact that some pairings are not 
feasible because of the constraint that Ri > Ai,, i,. To ensure that this constraint is 
met for all users, a slight modification is made to the proposed algorithm. In each 
stage, the pairing is made which maximises the throughput and not only meets the 
constraint for the two users to be paired, but ensures that this constraint can be met 
for all the possible pairings which remain. 
3.3.2 Odd numbers of users 
Odd numbers of users cannot all be uniquely paired, in the way that can be achieved 
for an even numbers of users. Although the question of examining odd numbers of 
users has not been investigated in detail, two possible simple approaches are proposed. 
1. Pair the odd user with two different users. Adjust its bit rate accordingly. The 
problem with this approach is that this user will have a frequency of transmission 
which is twice that of the other users. Then, and particularly if this user has 
a low path gain, the optimal solution will be to give it a much higher bit-rate 
than Ai,, i,,. Hence, this user will have a much higher average throughput than 
the other users. 
Do not pair the odd user. Instead all transmissions to this user go on their 
own. The problem with this approach is that the single user will not benefit 
103 
SIMULATION RESULTS 3.4 
from cooperative broadcasting and so the average throughput over all the users 
will be less than the optimal. 
3.4 Simulation Results 
A simulation is used to compare the different resource allocation approaches and 
determine the maximum achievable throughput. A flow chart of the simulation is 
given in Figure 3.3. The path gains were found by assuming that the users were 
uniformly distributed over the cell area and using the inverse fourth power law. It 
should be noted that Ai, min is assumed to be the same for all users (i. e. all users are 
using the same service)- 
In all the results presented in this section, the simulation was run for 1000 itera- 
tions and a noise plus inter-cell interference power of OAW was assumed. Moreover, 
the set of achievable rate vectors and corresponding target SNIR values was taken 
from table 2.2. 
A number of different resource allocation approaches are taken. A number of 
standard approaches are simulated for comparison with the cooperative broadcasting 
technique. 
The SNIR target approach (as discussed in section 2.4.3). In this approach the 
transmissions to all users are scheduled simultaneously. 
2. Time-sharing by reducing N,,, to exactly two. This approach is a simple time- 
sharing CDMA approach which reduces the number of simultaneous transmis- 
sions in each frame to two. 
3. One-by-one scheduling. This is an even simpler time-sharing approach where 
each user is allocated a single frame and therefore experiences no MAI. 
Cooperahve broadcasting, as discussed in this chapter. 
To compare the different approaches, the simulation was run for different power 
constraints. A useful way of presenting these results is to plot the total transmission 
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Assign a random Path gain to each user 
Set Xixýn for each user to initial value 
Use algorithm to determine resource allocation 
Ri and 
total throughput 
- maximum? - 
Yes 
Maximum achievable throughput found 
Determine the average throughput over all the 
iterations 
No 
Increase ki, min 
for each user 
Figure 3.3: Simulation Flow Chart 
power required against the total throughput. In the graphs presented, the total 
transmission power is normalised against the noise power. 
This may alternatively be plotted as the throughput per chip (i. e. total through- 
put divided by chip rate) against the ratio of average received power to noise (Average 
received power to noise ratio, ARPNR). The average received power is given by the 
transmission power multiplied by the average path gain. Then, the SCEA (as defined 
by equation (2.33)) may be plotted alongside against the ARPNR. 
The first simulation result is plotted in Figure 3.4 and shows a comparison between 
the different established resource allocation techniques for a system with 10 users. 
The performance of the SNIR target approach is worst, limiting at around 3.2 x 101 
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Figure 3.4: Comparison of Established Technqiues 
bps total throughput, even as the power is increased towards infinity. This is due 
to the MAI which results from having so many simultaneous transmissions, without 
full channel information at either the transmitter or the receiver (as explained in 
section 2.4.3.1). Therefore, as the power is increased, the "skin of the onion" on the 
10-dimensional throughput region is hit. 
The time-sharing two user approach shows an improvement of almost 250% in 
terms of throughput. A similar performance gain is shown by the one-by-one schedul- 
ing approach. Both approaches improve over the power control approach simply by 
reducing the quantity of MAI that each user receives. As the total power is in- 
creased, the total throughput for one-by-one scheduling is shown to be greater. This 
is to be expected, as one-by-one scheduling eliminates the problem of MAI completely. 
Therefore, increasing power will necessarily increase the SNIR and thereby increase 
the maximum throughput. The upper limit on the total throughput will therefore 
eventually, given sufficient power, hit Wx 1/2 x6=1.152 x 107 bps, or implicitly 
106 
SIMULATION RESULTS 3.4 

















-, -, -#e- 1ý, 
ýý- 
22 24 26 28 30 32 34 36 38 40 
ARPNR 
Figure 3.5: Comparison of Bits per Chip against ARPNR 
These results can also be plotted as bits per transmitted chip against ARPNR. 
Such a plot is shown in Figure 3.5, alongside the SCEA against ARPNR for compar- 
ison. It can be seen that with increased transmission power, the SCEA increases, as 
would be expected. The SNIR target approach limits at the lowest throughput, with 
the other two approaches limiting at higher throughputs, but still somewhat short 
of the SCEA. The SCEA does not correspond to an upper bound on capacity, as by 
varying the SNIR allocated to each user, the capacity may be increased beyond the 
SCEA. 
A comparison of the different pairing techniques for cooperative broadcasting is 
shown in Figure 3.6. Even randomised allocation shows approximately 40% improve- 
ment in the total achieved throughput over one-by-one scheduling. The "heuristic" 
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Figure 3.6: Comparison of Pairing Approaches for Cooperative Broadcasting 
3.4 
gain; the user with the second highest path gain is paired with the user with the 
second lowest path gain and so on. This results in a further 25% above the 40% 
improvement already achieved. Optimised pairing only adds an additional 2%. In 
practice, it does not matter whether the dynamic programming technique is used or 
the simplified optimal pairing approach is used, as the results are indistinguishable. 
Again, these results are plotted as bits per transmitted chip against ARPNR in 
Figure 3.7. At low transmitted powers, the randomised pairing approach achieves a 
small proportion of the SCEA. However, as the transmitted power is increased, even 
the randomised pairing approach achieves above the SCEA. The ordered pairing and 
optimised pairing approaches achieve a throughput above the SCEA at all transmitted 
powers. This shows the ability of cooperative broadcasting to improve the throughput 
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Figure 3.7: Comparison of Bits per Chip Against ARPNR 
3.4.1 Variation in the Number of Users 
3.4 
The simulation results were used to examine how the variation in the number of users 
affects the total throughput achieved. It should be noted that if the number of users 
is increased (or equivalently, if each user is allocated multiple codes, as in the water 
filling solution discussed in section 2.4.4), the SCEA would increase substantially 
(due to the properties of the logarithmic function). However, this will not be the case 
for the practical approaches discussed in this chapter, as full channel information 
is not available at the transmitter or receiver. Therefore, increasing the number of 
simultaneously transmitting codes increases the MAI and decreases the throughput. 
When the SNIR target approach is used, it is clear that varying the number of 
users significantly alters the achieved throughput. A first result is plotted in Figure 
3.8 showing the performance of the SNIR target approach as the number of users 
is varied between 8,10 and 12. As the number of users is increased, the maximum 
achievable throughput is reduced. This is to be expected, as suggested in section 
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2.4.3.1, as increasing the number of users increases the effective MAI and therefore the 
achievable SNIR. Hence, the achievable throughput is accordingly reduced. Increasing 
the number of users from 8 to 12 reduces the total throughput by 33%. 
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Figure 3.8: Effect of variation in the Number of Users when using the SNIR Target 
Approach 
Similar results are seen in Figure 3.9, when the two-user time sharing approach 
is used and in Figure 3.10, when the one-by-one scheduling approach is used. In both 
cases, when the number of users is increased from 8 to 12, the total throughput is 
similarly reduced by 33%. 
However, in the case of cooperative broadcasting, as plotted in Figure 3.11, 
increasing the number of users from 8 to 12 only reduces the total throughput by 
15%. This reduction is much less than that noted in the other cases. Whereas 
in the previous approaches, time sharing has been used as a means to reduce the 
quantity of MAI, in cooperative broadcasting, filtering is introduced to reduce the 
quantity of MAI. Time-sharing is only introduced in order to facilitate this filtering, 
when using an interference cancellation technique. Therefore, whilst increasing the 
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as in established resource allocation techniques for reducing the MAI. However, the 
throughput is still reduced by increasing the number of users) in contrast with the 
theory that suggests that increasing the number of users increases the sum-capacity. 
This will be revisited in Chapter 5 with the introduction of a water-filling solution. 
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Broadcasting with Optimised Pairing 
3.5 Conclusions 
The theoretical benefits of cooperative broadcasting are well-known. The improve- 
ment in interference cancellation techniques may allow its realisation in future sys- 
tems. A method to implement cooperative broadcasting and thereby significantly 
increase the potential throughput in the system is presented, which is offered for 
consideration in the further development of systems such as HSDPA. 
This approach is based on pairing users. The optimal operating point on the 
two-user throughput region is found. A mathematically optimal approach is pre- 
sented. Simulation results show that pairing users accordingly in a purposeful way 
results in up to 65% improvement over one-by-one scheduling. A heuristic approach 
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does not show much throughput degradation from this optimal achievable through- 
put. Furthermore, simulation results suggest that increasing the number of users on 
the system does not degrade the total throughput as significantly as established re- 
source allocation techniques, although it does not increase the throughput (despite 
information theory suggesting an increase in sum-capacity). 
In a system with deterministic arrivals, such an approach is highly beneficial, 
but given that in practical system, data arrives according to some stochastic process, 
although optimal pairings can be made, over a period of K frames, the data arrived 
will not be packaged in to sizes of R,,, for time-fraction w and Ri, 2 for time-fraction 
(I - w), but rather in randomly spaced and sized packets. Then, some form of 
rate control may be employed to shape the traffic to match the requirements of the 
cooperative broadcasting method. This approach is considered in the next chapter. 
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SINGLE THRESHOLD RATE 
CONTROL 
Although real systems can only allocate resources (particularly bit-rate) at discrete 
values, data arrmes at the base station randomly. This random arrZval can be modeled 
according a stochastic process. When a resource allocation scheme is used, such as 
the cooperative broadcasting scheme detailed in chapter 3, the transmitter controls the 
transmitted bit-rate in order to maximzse the throughput. 
In the cooperative broadcasting arrangement described, rate control Zs particularly 
important. The base stahon is intended to transmd to each user once over a perZod 
of K frames. When the base stahon transmZts to the ith USer, the allocated Wt-rate 
should be Rij for tZme-frachon w and Ri, 2 for time-frachon (I - w). Therefore with 
stochashc arrWals, a means of rate control Zs needed to generate bulks of either of 
these two sizes, in the correct tzme-fractions. 
Oyefuga jOyeO4] proposed threshold buffer management to convert an arrWal 
process Mto a stmZlar departure process, using a two-threshold buffer. The server 
probabilities are calculated exactly to meet the required specifications. This requzres 
a mathematical analysZs of the buffer, which is computationally ZntensZve. Whereas 
in Oyefuga's system, changes to the departure process were rare, Zn the cooperative 
broadcasting system, changes to the departure process may occur whenever a user's 
path gain changes, which is likely to be more frequent. 
ExamZning the mathematical analy&s of the two-threshold buffer suggests that a 
sMplificahon may be made to the computations requtred, by usZng a sZngle threshold. 
The single threshold buffer Zs analysed, in the same way as the two-threshold buffer was 
analysed to determine server probabilities such that the departure process parameters 




As has been recognised, real systems can only allocate bit-rate at discrete values. 
The generalised problem of resource allocation in real systems was stated in equation 
(2.25). 
RP 
This equation was, in the case of the cooperative broadcasting scheme proposed in 
chapter 3, reduced to the following equations. Here, each pair of the N users is 
transmitted to once every K == [N12] frames. 
R, -1 [wR,,, + w)R,, 21 ->Al, min K 
R2 -I [wR2,1+ w)R2,21 -A2, min K 
Therefore, to achieve 1ý- for the ith user exactly over a time period, requires 
transmitting to this user once every K= FN12] frames. When a transmission occurs 
its instantaneous bit-rate should be Rij for time-fraction wi and Ri, 2 for time-fraction 
(1 - wi). Alternatively, wi-fraction of the times when a transmission occurs, the 
instantaneous bit-rate should be Rij and the remainder of the time, Ri, 2. When the 
arrival process is stochastic, it is not obvious (and therefore a problem) to convert 
this arrival process into a departure process with the above specifications, as it is 
not necessarily the case that there will be sufficient data in the buffer to allow each 
transmission to be made with its allocated bit-rate. 
Rate control schemes have been briefly discussed in section 2.6. For the present 
problem, an arrival buffer rate control scheme is required. It is not generally possible 
to convert a stochastic process into a deterministic one. However, the rate control 
scheme should convert the stochastic arrival process of an unwanted distribution into 
a stochastic departure process of a wanted distribution. 
Moreover, whenever a user's path gain changes, the cooperative broadcasting 
pairing and operating point may change. Therefore, any rate control technique should 
operate as quickly and efficiently as possible, to cope with frequent changes. 
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4.2 Stochastic Servers 
4.3 
The use of stochastic servers was proposed as an element in a rate control scheme, 
as used by Ioannou [Ioa92], The and Keilson [IK95], Lui and Golubchik [LG99] and 
Oyefuga [OyeO4]. A stochastic server is one which has a fixed rate and is activated 
with a given probability. 
Clearly, to meet the parameters of the cooperative broadcasting departure pro- 
cess, two stochastic servers are required: the first of rate Rij and the second of rate 
R,, 2. However, users which are paired must have linked servers. For example, if users 
I and 2 are paired, when user 1's first server operates, user 2's first server must also 
operate. This is mandated by the fact that there is only one value of w per pair. 
Then, the question arises as how to set the probabilities of operation of these 
linked stochastic servers. One possibility is simply to set the first server to operate 
with probability w1K and if this server does not operate, the other server will operate. 
However, since the arrival process is unpredictable, it may commonly be the case that 
when the server operates, there is insufficient data in the buffer to meet the server 
rate. Then rate matching may be employed, specifically in this case, "bit-stuffing", 
which implies adding additional bits. This crude form of rate control will result in a 
large amount of wasted resources. 
However, Oyefuga [OyeO4] proposed a solution to the problem of wasted resources, 
by using thresholds in the buffer and controlling the buffer using these thresholds. 
Oyefuga used this method to match the arrival rate of individual users in a CDMA 
system. Particularly, two thresholds were used - one for each server. Although the use 
of thresholds provided great benefits in the rate matching process, it complicated the 
determination of the server probabilities. The use of thresholds would also be ideal 
in the rate control scheme needed for cooperative broadcasting, but a simplification 
of the computational method is required. 
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4.3 Review of Threshold Buffer Analysis 
The double threshold buffer presented by Oyefuga in [OyeO4] is illustrated in Figure 
4.1. The rate-matching problem that this buffer solved was related to implementing 
a time-sharing CDMA approach to reduce the number of simultaneous transmissions 
from N to N,,,. The desired departure process was intended to reduce the frequency 
of transmission to each user to a fixed value 77 and to ensure that the size of departures 
(referred to as bulk size) fell within a set of specific values. These specific values were 
either R, for time-fraction 7r, and R2 for time-fraction72, such that 71 + -72 1- 
For this CDMA system, as OVSF codes were used, it was necessarily the case that 
R2= 2R1. 
2T 
Figure 4.1: A Double Threshold Buffer 
ýc ý+ 
The values of R, and R2were deliberately chosen to match the average departure 
rate exactly to the arrival rate, such that: 
77 [-7T-, R, +72R2] - /ý (4.1) 
To achieve this rate matching, the buffer was divided into three sections, delimited 
by the zero-stop and the two thresholds. In section 0, from states 0 to 
T, - 1, no 
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occur with probability pl. In section 2, from states T2 to oc, departures of size R2 
can occur with probability P2. Then, in order to ensure exact rate matching, T, was 
set equal to R, (i. e. T) and T2 set equal to R2 (i. e. 2T). 
The probability that the buffer state, q, is in section 0 may be labelled ýbo, 
section 1 ýbj , and section 2 02. These are called the buffer section occupancy 
probabilities. Then, to achieve the departure process outlined above, the following 
equations must be solved. 
7TI77 olpi (4.2) 
7r2? 7 ::::::::: V)2P2 (4.3) 
It is clear from the buffer and server arrangement that changing p, and P2 change 
01 and02. However, by mathematical analysis of the buffer, it is possible to predict 
the relationship between p, and P2, and 01 and02 and use this analysis to determine 
the values of p, and P2 which will ensure that the above equations are met. 
Oyefuga analysed the buffer by means of a number of related Markov chains. A 
simple Markov chain model can be used to find 01 andV)2. This model has three 
states corresponding to the three sections of the buffer, as shown in Figure 4.2. The 
state occupancy probabilities of the three states in this chain correspond to the buffer 
section occupancy probabilities. The buffer section occupancy probabilities for the 
simple Markov chain can be calculated from the buffer state occupancy proba- 
bilities, i. e. P(q = Q). 
To obtain the buffer state occupancy probabilities, the buffer can be modeled as 
an infinite Markov chain, as shown in Figure 4.3, which can be labeled chain A (a,, 
denotes the probability that x data units arrive into the buffer). It is important to 
note that although over the whole of chain A, the departure process depends on the 
buffer state, just within each individual section, the departure process is the same 
irrespective of the buffer state. 
Oyefuga [OyeO4] identified that the use of analytical techniques require that the 
following condition be met. 
"The transition probabilities must be spatially and temporary ho- 
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On 1 019 
E21,0 f)2,1 
()0,0 Lpo LP 1 01,1 LP2 2)2 
Figure 4.2: Simple Markov Chain Model of the Two-Threshold Buffer 
mogeneous. Spatial homogeneity implies that the transition between two 
states is dependent only on their numerical difference, the arrival process 
and departure process. Temporal homogeneity implies that these transi- 
tion probabilities are independent of time. " 
4.3 
In practice, this requires that the departure process be independent of the buffer 
state, which clearly is outside the scope of a threshold buffer. This can readily be 
seen from Figure 4.3. For a threshold buffer, the approach to meet this requirement 
is to define a daughter chain for each section. A daughter chain is an infinite Markov 
chain with the same arrival and departure process as the respective section, such 
that in a daughter chain, the departure process is independent of buffer state. The 
daughter chains for the double threshold buffer are illustrated in Figure 4.4. The 
first daughter chain (i) has the departure process of section 0 (i. e. no departure); 
the second daughter chain (ii) has the departure process of section 1; and the third 
daughter chain (iii) has the departure process of section 2. 
The and Keilson JK95] developed the ergodic Greens function method for the 
analysis of threshold buffers in the continuous time domain (specifically those with 
hysteresis). This method was adapted by Oyefuga to analyse the two-threshold buffer 
in the discrete time domain, in order to determine the buffer state occupancy proba- 
bilities. The method takes the following steps. 
1. Find the ergodic Greens function for each of the daughter Markov chains. 
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Figure 4.3: An Infinite Markov Chain Model for the Two-Threshold Buffer (Chain 
A) 
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Figure 4.4: Daughter Chains for the Two-Threshold Buffer 
4.3 
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2. Express the steady state transition equations (Kolmogorov equations) for chain 
A in terms of its state occupancy probabilities and the arrival and departure 
processes. 
3. Find the transition differences between chain A and each of the daughter 
Markov chains in terms of the unknown state occupancy probabilities in chain 
A. These are termed the compensahng funchons. 
4. The convolution of the compensating functions with the ergodic Greens func- 
tion gives an equation for the state occupancy probabilities for each state in 
chain A. The equation for each state occupancy probability is a function of all 
the other state occupancy probabilities. 
5. Hence, solve these equations simultaneously to find the state occupancy prob- 
abilities for chain A. 
This method works well for finite buffers, where there are a finite number of simul- 
taneous equations. However, for infinite length buffers, such as the double threshold 
buffer, there are infinite simultaneous equations, which are impossible to solve. 
Oyefuga overcame this problem in the following way. He observed that for section 
0 and section 1, there is a term in each of the simultaneous equations, which is a 
function of the state occupancy probabilities for states in other sections. This term 
corresponds to the probability inflow to states in that section from states in other 
sections. 
The probability inflow to a section is a concept considered in other applications. 
Lui and Golubchik [LG99] use probability inflow in their stochastic complementation 
analysis. Stochastic complementation analyses a given section of a Markov chain, by 
diverting those transitions from states within that section which go to states outside 
of that section (i. e. probability outflow), but without changing the state occupancy 
probabilities in the section. These transitions are diverted such that, instead of going 
to states outside of the section, they go to states within the section. 
The probability inflows to section X can be found by BX in the following expres- 
sion, where Px, x, is the matrix of probabilities for transitions from states in section X 
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to states in some other section, X1, e is a column vector (appropriately dimensioned) 
where all the elements are one, and diag. represents the diagonal matrix formed from 
the elements of a vector. 
Bx = diag (Px, x, e) Z (4.4) 
The matrix Z is given by the following expression. In this expression, Px,, x, is 
the matrix of probabilities of transitions outside section X) Px,, x is the matrix of 
transitions from outside section X to within section X, I is the appropriate identity 
matrix and Px*, x, is Px, x, with each row normalised to sum to 1. 
z=p* 
X/ V- -1 PXIIX x, PXIIXII (4.5) 
Then, in order to calculate BO it is necessary to calculate Pop, Po,, o and Po,, o, and 
to calculate B, it is necessary to calculate Ply, Pl,,, and Ppy. In other words, in 
order to calculate stochastic complementation of section 0, it is necessary to evaluate 
the transition probabilities in both section 0 and section I and in in order to calculate 
stochastic complementation of section 1, it is also necessary to evaluate the transition 
probabilities in both section 0 and section 1. There is a large degree of overlap in the 
required calculations. 
Having calculated the stochastic complement ations for section 0 and section 1, 
this leaves two sets of simultaneous equations, each set having T equations. Each 
set of simultaneous equations can be solved to find the state occupancy probabilities 
in that section. However, the state occupancy probabilities for section 2 cannot be 
found so easily, given that this section is modeled by an infinite buffer and there are 
therefore still effectively infinite simultaneous equations. 
One option for solving this, assuming that the state occupancy probabilities tend 
towards zero for high states, is to truncate the number of states to a manageable 
finite number and solve these simultaneous equations. Oyefuga rejected this option 
as being computationally complex. 
Instead, Oyefuga went back to the basis that this section may be modeled as an 
infinite Markov chain and applied the theory of probability generating functions (pgf). 
Ioannou [Ioa92] demonstrated that the pgf for the state occupancy probabilities for 
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such a model can be expressed in terms of the pgf of the arrival process and pgf of 
the departure process. This expression is found to have R2 unknown values for the 
buffer state occupancy probabilities (corresponding to the bulk size for this section). 
These R2unknown values would ordinarily be very difficult to find. However, loannou 
noted that the expression is expressed as a ratio. In order for the buffer occupancy 
probabilities to be real and positive, it is therefore necessary for the denominator of 
this expression to have R2 zeros inside the unit circle. 
Then, the problem of finding the buffer state occupancy probabilities amounts to 
the same problem as finding the zeros in the denominator of this expression. Where 
R2 is very small (such as less than 5), this can be achieved straightforwardly, using 
the Newton-Raphson method. However, when R2 grows large, this becomes a very 
difficult problem to solve. Hence, this solution is also computationally complex, 
although it does provide results in agreement with simulations. 
It should be recognised that although the above approach produces useful results, 
it also wastes many calculations. A key weakness is identified. The stochastic com- 
plementation technique is used to calculate the probability inflows from section 2 to 
both section 0 and section 1. These probability inflows are used to help calculate the 
state occupancy probabilities for section 0 and section 1. However, they are not used 
to help calculate the state occupancy probabilities for section 2. Instead, because the 
expression for a state occupancy probability in section 2 of the buffer is a function of 
the state occupancy probability of all the other states, loannou's method is preferred, 
requiring additional calculations. 
To implement threshold buffer management for cooperative broadcasting, a sim- 
plification to the above system is proposed, which will significantly reduce the number 
of calculations required, to speed up the process of calculating pi and P2 and make it 
more suitable for dealing with frequent changes in the operating point. Rather than 
two thresholds, if a single threshold buffer is used, the buffer can now be divided 
into only two sections. When stochastic complementation is used, by basic stochastic 
theory, the probability inflows from section 0 to section I are identical to the proba- 
bility inflows from section I to section 0, i. e. BO = B1. Then, determination of BO 
according to equation (4.4) is enough to give the probability inflow for both sections. 
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Moreover, it is not necessary to adopt loannou's approach for the infinite section 
of this buffer. It may be shown that by substituting for the probability inflows as cal- 
culated by stochastic complement ation, the simultaneous equations are all separated 
and can be individually solved, further reducing the computational complexity. 
4.4 Single Threshold Buffer Model 
The single threshold buffer proposed is illustrated in Figure 4.5, with a threshold 
value, T. The state of the buffer is given by qk, which can be measured in arbitrary 
data units. The arrival process to this buffer may be described by a probability density 
function a,,, where x is the number of data units arriving. This arrival process has a 
mean Aj. The arrival process is clearly independent of the buffer state. 
T 
R 
Figure 4.5: Proposed Single Threshold Buffer 
The buffer has two stochastic servers: an Rjj server; and an 
Ri, 
2 server. These 
servers are never available simultaneously, but may both be simultaneously unavail- 
able, in which case the bulk size is zero. 
In each time frame k, data arrives at the beginning of the frame, the buffer state 
is measured in the middle of the frame and transmission from the buffer occurs at 
the end of the frame, at rate (i. e. generated bulk size) rk. When qk 1S in section 0, 
both servers are always off and 'rk --::: 
0- 
When the buffer state is in section 1, up to one of the two servers may be active. 
Specifically, if qk > T, rk can have one of three possible values: 0, R, and R2, with a 
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respective probability of usage, 1- P1 - P2) pi and P2. The probability distribution 




(qk, rk) : ---- ý P2 
qk <T and 7'k ý 
qk >T and rk = Rij 
qk >T and rk == Ri, 2 
I- Pl - P2 qk >T and rk - 
0 (qk< T and rk 7ý 0) or (qk> T and n =ý f R,,,, Ri, 21) 
Define the buffer state occupancy probabilities, in this case being the probability 
that qk< T as ýbo, and the probability that qk> T as V)j. 
T may be in principle set at any value, but to ensure that every transmitted 
frame is fully utilised, set T =-Rn, 2- If T is set any lower than this value, it is possible 
that the 1ý*, 2 server will be activated without having sufficient data in the buffer and 
some of the transmitted frame will be empty, wasting resources. If T is larger than 
this value, the transmitted frame will always be fully utilised, but the average packet 
delay will be increased unnecessarily. This will make the buffer harder to control. 
As with the double threshold buffer, by adjusting pi and P2, the specifications 
of the output process may be controlled. For cooperative broadcasting, as discussed 
above, the buffer should generate a bulk with probability 11K - 1/ FN12] and that 
the size of this bulk must be Rij with probability wi andlý', 2with probability (1 - wi). 
Then, the expected transmission rate, E[rk] should be 
E[rk] =I (wiRi, l + (I - wi)Ri, 2) K 
This must be matched to the arrival rate, A, i. e. 
E[rk] 
written as follows, where 01 is the probability that qk ý: T. 
E[rk] = Olp, Ri, l + 
OlP2Ri, 2 =A 
(4-6) 
A. E [rk] may also be 
(4.7) 
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Comparing this expression with equation (4-6), a simple way to ensure that the 
departure process is matched is to equate the terms, such that, 
Wi 




This corresponds to the rate-matching aspect of the approach taken by Oyefuga, 
but having only two sections in the buffer, rather than three. Solution of these 
equations requires an analysis of the relationship between 01, and p, and P2. This 
analysis will be substantially similar to Oyefuga's, but will benefit by having a single 
threshold, which will permit a reduction in the burden of calculations to achieve this 
result. 
4.5 Detailed Analysis 
The simple Markov chain approach of Oyefuga [OyeO4] can be used, but the single 
threshold buffer is modeled as a two state Markov chain, illustrated in Figure 4.6, 
where ý3(,, j) represents the steady state occupancy probability for state n in section i of 
the buffer. State 0 represents 0<q<T and state I represents q>T. The transition 
probability between state i and state j is given by Qjj, i=f Oý 11 7j=f0,11. 
00,1 
00,0 (Wo LP i) Dill 
01,0 
Figure 4.6: A SimPle Markov Chain Model of the Single Threshold Buffer 
T 
The buffer occupancy probabilities can be expressed as a vector, [V)o V), 
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O Ql, l 
From the theory of Markov chains [IK95], the steady state occupancy probability 
vector must satisfy the following expression and can therefore be calculated iteratively 
from any non-zero starting point for ýb [OyeO4]. Therefore, in order to find ýb, it is 
necessary to find Q. 
(4.10) 
Q is a function of the buffer state occupancy probabilities. Define the occu- 
pancy probability of state n in section i of the buffer as O(n, i). A detailed analysis 
of the determination of ý(,, j) in terms of a,,, p, and P2, using a combination of the 
ergodic Greens function method and stochastic complementation technique is given 
in Appendix B. 
4.5.1 Buffer Section Occupancy Probabilities 
Q is related to the state occupancy probabilities, 0(,, i) for sections i= ý0,11 in the 
following way. 
T-1 T-1-n 
Q0,0 1: ý3(n, O) E a,, 
n=O X=o 
T-1 00 
Qoj E ý3(n, O) E ax (4.12) 
n=O 
(x=T-n 




I: ý(nj) I: ax + P2 1: 0(n, l) 
I: 
a,, (4.13) 
n=T X=o n=T X=o 
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T+Rl-l 00 T+R2-1 
Pl 1: 3(n, l) 






+(I -PI- P2) 
E ý(nj) 1: ax 
n=T 
(x=O ) 
T+R2-1 CX) 00 








In order to solve the system control equations (equations (4.8) and (4.9)) the 
buffer occupancy probabilities, V)O and 01 can now be found as a function of Q. 
Restating equation (4.10), 
an iterative solution to find can be given as follows, where k represents the iteration 
index. This iterative formula can be started with any positive, non-zero vector for 
and will quickly converge to give 
(k+1) 
= ç(k) (4.15) 
Therefore, starting from given values for pi and P2, V)l can now be calculated. 
Therefore, the key remaining problem is to determine the values of pi and P2, which 
match the system control equations. This can be performed as a mathematical opti- 
misation. 
4.5.2 Comparison with D ouble- Threshold Approach 
The single-threshold buffer may be compared with the double-threshold buffer in 
a number of ways. This work identifies that by using the single-threshold buffer, 
the state occupancy probabilities may be determined without the need to determine 
separate stochastic inflows for each section of the buffer. Instead for the single- 
threshold buffer, the stochastic inflow for section 0 is identical to the outflow from 
section 1. 
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occupancy probabilities for section I avoids modelling the final section of the buffer as 
having infinite length. Instead, analysis of this section of the buffer may be simplified 
by assuming that its length is finite. 
These two features together significantly reduce the time taken to compute the 
buffer state occupancy probabilities, and hence the optimal server operating proba- 
bilities. The magnitude of this computation time improvement is now investigated. 
The computation time for determination of the optimal server operating probabilities 
for both the single- and double-threshold buffers is plotted against the arrival rate 
(A). 
The average execution time in determining the optimal server operating proba- 
bilities for Rij - 4, Ri, 2- 8 and for R,,, - 8, Ri, 2 -16 are plotted against arrival rate 
(A) in Figure 4.7(a) and Figure 4.7(b) respectively. In both cases, q-0.1 and the 
arrival rate is varied between Iý-, j x 77 and R-i, 2x ý7. These results were determined on 
a Pentium' III PC operating at 1GHz and with IGB of memory using MATLAB 2. It 
may be seen in both cases that for the single threshold buffer, increasing the arrival 
rate decreases the average execution time, whereas for the double threshold buffer, 
increasing the arrival rate increases the average execution time, although only slightly. 
A possible reason for this is that when the arrival rate approaches Ri, 2, the single- 
threshold buffer provides an advantage in that the Ri, 2 server is intended to be active 
much more often than the Ril server. In both cases, for the Ri, 2 server to be activated 
the buffer state must increase above thelk, 2 threshold. 
In the double-threshold buffer, since the Rij server may be activated if the buffer 
state is below this threshold, the equilibrium point for the buffer state is likely to be 
below the upper threshold. Hence, when the arrival rate gets closer to Ri, 2, it becomes 
more difficult to stabilise the buffer. However for the single-threshold buffer, since 
neither server is activated until the buffer state is greater than R,, 2, the equilibrium 
point is likely to be higher. Hence, it becomes easier to stabilise the buffer, as the 
arrival rate increases. The execution time required to determine the optimal server 
'Pentium is a trademark of Intel Corporation 
2MATLAB is a trademark of The MathWorks, Inc. 
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(a) Rij = 4, Ri, 2 =T=8,, q = 0.1 (b) Rij = 4, Ri, 2 =T= 16,77 = 0.1 
Figure 4.7: Comparison of Execution Time between Single and Threshold Buffer 
Server Probability calculations 
probabilities is consequently less as the arrival rate increases towards Ri, 2- 
4.6 Finding the Optimal Server Probability 
The relationship between pl, P2 and ýbj can now be used to find solutions to equations 
(4.8) and (4.9). 
Oyefuga [OyeO4] suggests the use of a Markov decision process, which is based 
around stochastic dynamic programming, to solve such equations. He suggests that 
steepest descent optimisation is inapplicable in solving these equations, because they 
are not analytically differentiable with respect to pi and P2 . 
Oyefuga does not consider 
the option of substituting numerical differentiation. 
A possible steepest descent optimisation approach is the goal attainment method, 
as suggested by Gembicki [GH75], which was originally proposed for use in electrical 
A. C. power distribution to determine a steady-state operating point of the system, 
given that the instantaneous electrical power demand must be met at minimum cost. 
It can also be used in other applications which require optimisation with respect to 
a design parameter. 
Assume a vector which is to be optimised, which in this case is the vector 
'= p 
[P1 P2]. There are a set of F objective functions, which are all functions of this vector. 
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The result of objective functions are themselves vectors I 
1ý [1ý 
[f, (PI 
... fF(pJ]. Then, the result of the objective function is intended to meet a set 
goal vector W. 
The objective of goal attainment method is to find the vector 'for which N,, p 
lý* V 
In practice, since it may be impossible to reach the goal exactly, a certain tolerance 
may be allowed. This is quantified by a tolerance vector which is the same length 
as N. The inventive feature of this optimisation is in defining a dummy variable, 
u, which is the variable to be optimised. Then, a simple optimisation objective is 
expressed as follows. 
min v 
V, )5 
This objective is subject to the constraints defined by 
(xv < N* Vx=I... F (4.17) x 
When fl, fF are non linear functions of )6 this is an multi-variable optimi- A 
sation problem with a linear objective, but non-linear constraints. Such problems 
lend themselves to non-linear programming algorithms. A particularly well-known 
and implemented algorithm is sequential quadratic programming (SQP). This is a 
standard mathematical technique, details of which may be found in [Pie69]. 
Then, by substituting N, = V)lpl, 1ý2 = OIP2i N*l = wilK and N2* = (I - wj)1K, 2 
this optimisation problem is the same as the problem of meeting equations (4-8) and 
(4.9). Solution of the optimisation problem will provide as close as possible to the 
desired values for p, and P2 - 
4.7 Delay Analysis 
One potential drawback of using the buffer proposed in this work is that by having 
only one threshold, and setting that threshold to a high value, it would be expected 
that the average delay on the data will be increased. Although the delay can of 
course be measured by simulation, the delay can itself be determined analytically 
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using Little's formula. Little's formula states that the mean delay, d, is equal to the 
mean size of the queue, 4k, divided by the average arrival rate into the queue, A. 
qk 
A (4.18) 
The mean size of the queue is approximately the same as the expectation of 
the buffer state, which can be found using the buffer state occupancy probabilities, 
calculated in section 4.5. 
T-1 00 
ýbo E ný(n, O) + ýbj E nO(n, l) (4.19) 
(n=O (n=T 
As noted by loannou [Ioa92], calculating the delay must take account of the 
assumptions made that packets arrive at the beginning of every frame. Clearly in 
reality, packet arrivals can occur at any point in the frame. Therefore, the mean 
queue size is increased by half a frame per packet. This can be accounted for by 
adding the arrival rate multiplied by a half to the mean queue size. 
Ai 
4k = 4+ 
2 
(4.20) 




nO(n, O)) +'Ol 




4.8 Linked Single Threshold Buffer 
Until this point, this chapter has concentrated on controlling the departure rate 
for a single user and matching that departure rate to the arrival rate, subject to 
the departure process characteristics defined by equations (4.8) and (4.9). However 
in reality, the desired departure process from the arrival buffers of a cooperative 
broadcasting system is concerned not just with a single user, but rather with a pair 
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of users. Therefore, there must be some form of linkage between the arrival buffers 
of individual users, when these users are paired. 
The simplest form of linkage in their buffers is to link their thresholds and servers. 
This could be done in a number of ways. The simplest, and proposed approach is that 
the threshold is assumed to have been reached for both buffers) when the threshold 
has been reached for one of the buffers. Then, there is in effect only one threshold 
and its stochastic servers control the other set of stochastic servers. When one user's 
server of rate R,,, is activated, so will be the corresponding server on the paired user; 
and when its server of rate Ri, 2 is activated, so will be the corresponding server on 
the paired user. The activation of the other user's servers is irrespective of that user's 
buffer state. In other words, one of the two paired users will be rate-matched exactly 
and will have generate bulks of the exact specified size, and the other user will not 
be rate matched and may not always generate bulks of the exact size. When a bulk 
of less than the exactly desired size is generated, symbol repetition may be used to 
provide the additional rate matching. 
A subsequent problem is therefore which user's buffer should effectively control 
both buffers? If the user with the higher noise level is rate matched exactly (i. e. its 
buffer controls the other buffer), it is more likely that the user with the lower noise 
level will have under-filled bulks. Since, from the throughput region (see Figure 3.1), 
the bulk-size for the user with the lower noise level will be much larger than that for 
the user with higher noise level, the proportion of lost throughput will be greater. 
If the user with the lower noise level is rate matched exactly, it is not as unlikely 
that the user with higher noise level will have under-filled packets, as its threshold 
is, in absolute terms, much closer to the arrival rate. This is due to the multi-level 
modulation scheme being used, which increases the bulk size in a non-linear way. 
Then, it is proposed to use the threshold for the user with the lower noise level to 
control the buffer of the user with the higher noise level. 
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4.9 Simulation Results 
The single threshold buffer is designed to match the unwanted arrival process into 
the desired departure process for cooperative broadcasting. The first function of a 
simulation should be to determine whether this is achieved for a single user. 
Then, a simulation of a single threshold buffer was designed. This simulation 
modeled the buffer exactly as depicted in Figure 4.5. A Poisson arrival process was 
assumed with mean Ai. The simulation was connected to the means described above 
for determining the optimal values of p, and P2 to achieve the desired parameters for 
a given value of K. 
Then, the simulation was used to measure the actual value of V), when these 
values for p, and P2 are used. The simulation was run for values of Ai from Rij xK 
to Ri, 2 x K, such that wi would vary between 0 and 1. The simulation was then 
operated over a long time period (1000 frames) to determine the statistics of the 
departure process from the buffer. 
The results of this simulation can be shown by plotting 01p, against 002 for a 
specific value of K. A straight line would be expected, intersecting the value 11K on 
both axes. Results are plotted for the case where K= 10 and in Figure 4.8(a) where 
Ik-,, = 47 Ik, 2= 8 and in Figure 4.8(b) where Rij = 8, Ri, 2 =16. It is clear that these 
results do not deviate far from the expected straight lines, showing the ability of the 
analysis to determine accurate values to control the buffer. 
4.9.1 Delay Results 
The delay obtained by analysis can be compared with that obtained by simulation. 
This is plotted in Figure 4.9 for the case where Rij = 4, Ri, 2= T=8 and pi = P2 = 
1/3 against arrival rate in the range 0< Ai < 4. It is noticed that as long as Ai is 
small, the agreement between the analytical and the simulation results is quite good. 
For values of A approaching R,,,, the condition Ai < E[rb] is no longer met and so 
the Green's function method is no longer applicable. In practice this should pose no 
problems, as long as K is chosen such that the equations (4.8) and (4.9) can be met. 
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analysis and simulation for the case that Rij = 4, Ri, 2= T=8 and P1 = P2 = 0.5. 
Alongside is plotted the performance of the double threshold buffer for the case that 
R,, 1=T, = 4, Ri, 2 = T2 =8 and p, = 02 = 0.5. It is observed that at low arrival 
rates the delay in the double threshold buffer is, as expected, less than that of the 
single threshold buffer. However, as the arrival rate is increased, the double threshold 
buffer becomes instable much earlier than the single threshold buffer. With more 
control on the parameters p, and 02 it would be expected that this instability would 
not be observed and in general the delay would be less than that observed for the 
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Figure 4.10: Comparison of Delay in the Single Threshold Buffer and the Double 
Threshold Buffer for the case where p, =: P2 = 0.5 
The average packet delay is plotted against arrival rate for Rij = 8, 
Ri, 
2= T= 
16,0 < Ai < 1.6 in Figure 4.11(a) and for Rij = 16) 
Ri, 
2= T = 32, 0< Ai < 3.2 in 
[0.33 0.33]. Figure 4.11(b) where in both cases p= 
When the optimal value of p- is chosen, the expected average packet delay can 
again be calculated. This is plotted against the arrival rate, alongside the actual result 
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Figure 4.11: Comparison of Delay Computing by Analysis and that Measured by 
Simulation 
obtained from simulation in Figure 4.12. The agreement between the analytical result 
and the simulation is again close. 
As Ai increases up to Ri, 2 x K, the delay decreases. Initially, it is not clear why 
increasing Ai would decrease delay. However, this decrease in delay is a result of 
the threshold. Since the threshold is set equal to Ri, 2, increasing Ai means that the 
buffer state increases more quickly and Ai xK gets closer to the threshold. Since 
the buffer state reaches the threshold more quickly, the servers are activated more 
quickly. Therefore, the mean delay actually reduces. 
4.9.2 Variation in K, Rjj and Ri, 2 
As the number of users varies, the probability of transmission will be adjusted. 
Similar results to those obtained for the case when K= 10 (i. e. 20 users) are 
obtained for the case Where K=5 (i. e. 10 users). These are shown in Figure 4.13. 
Close agreement between the simulation results and the desired departure process is 
again shown. 
Similarly, the delay in each of these cases was also measured by simulation. These 
are shown in Figure 4.14. Reasonably close agreement with the results expected 
through the analysis is again shown. It is observed that variation in K does not 
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Figure 4.13: Comparison of the Actual Departure Process Distribution and the De- 
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Figure 4.14: Average Packet Delay Against Arrival Rate when departure process is 
controlled to set K=5 
substantially affect the accuracy of the analytical results. 
Results were also obtained for scenarios somewhat dissimilar from those discussed 
by Oyefuga and more akin to those required in the cooperative broadcasting approach. 
One such question is that Ri, 2 is not usually going to be equal to Rij x 2. Therefore, a 
further simulation investigated the case when Rij =4 and Ri, 2 = 16. The distribution 
of the departure process is plotted in Figure 4.15 for 0.4 < Ai < 1.6. Once again, the 
simulated distribtion is shown to be very close to that desired. 
Also, the delay was plotted in the case for both K= 10 and K=5. These delay 
results are shown in Figure 4.16. 
4.9.3 Overall Performance 
To investigate the benefit of the linked single threshold arrival buffer technique 
proposed in this chapter, a simulation, similar to that used in Chapter 3 was designed. 
Instead of deterministic arrivals, the simulation used stochastic arrivals according to 
a Poisson arrival process. 
The arriving data was fed into the single threshold buffer. Given that the arrival 
rate of this data was known, then for K= [N12], optimal values for pi and P2 were 
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Figure 4.16: Average Packet Delay Against Arrival Rate when departure process is 
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proposed in section 3.3 was used to determine which buffers were paired and their 
thresholds and servers linked, such that the user with the lower noise level controlled 
the departure process of the user with the higher noise level. Therefore, all bulks 
were generated in pairs. 
The generated pairs of bulks were passed into a transmission buffer, where they 
awaited scheduling. A FIFO (first- in- first-out) stack was used to control the output 
from the transmission buffers. Then, the first pair to be generated would be the first 
pair to be transmitted, etc. 
This approach is compared against a simple rate control alternative, a polling 
buffer. The polling buffer polls through each pair in turn and (provided that the 
buffers of both pairs are not empty) generates a bulk for each pair using a stochastic 
server. The servers are arranged such that the first server of rate Rij is operated 
for time fraction wi and the second server of rate Ri, 2 is operated for time fraction 
(I - wi). Again, the stochastic servers for the two buffers are linked such that for any 
pair of users, e. g. user I and user 2, in a given frame the only possible outputs are 
Rij and R2,1 or R1,2 and R2,2- 
The total throughput was measured in each case for increasing total transmission 
power and plotted in Figure 4.17 for the case where there are 10 users, i. e. K=5. 
The performance of the system using the single threshold buffer is observed to be 
up to 33% greater than that using the polling buffer. It is further seen that as 
the transmission power is increased, the total achievable throughput heads towards 
an upper limit. This upper limit is related to the maximum volume of the 10-user 
throughput region, which will be limited in size due to the noise and interference 
levels, which cannot be overcome. 
The curve for the polling buffer appears to hit an early upper limit in terms 
of bit rate, but with increased power starts to head towards a similar performance 
as observed for the single threshold. This early upper limit is due to the poor rate 
control of the buffer. Therefore, as power is increased, the arrival rate will also be 
increased. Although the polling buffer is attempting to match this arrival rate, it is 
failing to meet the requirements and so a throughput limit is hit. However, as the 
transmission power is further increased, the operating point on the the throughput 
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Figure 4.17: Total transmission Power against Time-averaged throughput for both 
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Figure 4.18: Average Packet Delay against Time-Averaged Throughput for 10 users 
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region tends towards a single point, which gives maximum throughput. In most cases 
when power is large enough, there is only one point on throughput region which 
maximises the total throughput and wi tends towards 1. As this occurs, the polling 
buffer arrangement has much less work to do in order to match the arrival rate and 
its performance improves. 
The average packet delay is also plotted against the achieved time-averaged 
throughput in Figure 4.18. The average packet delay is plotted in the single-threshold 
buffer case for: the arrival buffer; the transmission buffer; and the overall delay. The 
overall delay is also plotted for the polling buffer arrangement. It can be seen that as 
the throughput increases, the overall delay in both cases is roughly constant at around 
600 frames. Although this seems like a large amount, in a packet-based system this is 
not exceptional and particularly if a 2ms frame duration is assumed, this corresponds 
to an average 12 second delay. The single-threshold buffer results in a slightly lower 
overall delay than the polling buffer, but this difference is not substantial. 
In the single-threshold buffer case, the delay introduced by the arrival buffer is the 
largest contribution to this delay. The contribution of the transmission buffer to delay 
is comparatively small. This is expected, as the arrival buffer deliberately controls 
and thereby delays the data, whereas the transmission buffer simply acting as a FIFO 
queue only introduces delay to solve the contention issue between simultaneously 
generated bulks. 
The same results are plotted for the case of 6 users (K = 3) in Figure 4.19 and for 
the case of 20 users (K = 10) in Figure 4.20. It is observed that the total throughput 
for 6 users is slightly greater than that for 10 users and that for 20 users is slightly less 
than that for 10 users. Moreover, the total delay, in both the single-threshold buffer 
and polling cases, is slightly greater for 20 users. This is expected, as the increase 
in delay arises from the fact that with the increase in users K increases. Therefore, 
the frequency of packets is reduced and so data spends longer in the arrival buffer, 
thereby increasing the average packet delay. 
These results are equivalently plotted as bits per transmitted chip against ARPNR 
in figure 4.21 for 6,10 and 20 users respectively. The SCEA for each of these number 




of users increases the SCEA. It can be seen that for 6 and 10 users, the achieved 
throughput is still greater than the SCEA. However when the system has 20 users, 
the SCEA is again greater than the achieved throughput. This is due to the lack of 
full channel information at the transmitter and receiver, thereby limiting the ability to 
control MAI. If full channel information is available at the transmitter and receiver, 
the water filling solution provides the optimal solution to the resource allocation 
problem. This will be considered in the next chapter. 
4.10 Conclusions 
The implementation of cooperative broadcasting can be optimised by operation at a 
specific point on the throughput region. When data arrives according to a stochas- 
tic process, to achieve this specific point requires rate control. This rate control 
mechanism controls the distribution of the departure process. A suitable rate control 
scheme is a controlled arrival buffer. This rate control can also achieve rate matching, 
to ensure that the expected departure rate from the buffer is matched to the arrival 
rate. 
Threshold buffer management, as suggested by Oyefuga [OyeO4], provides a good 
method of rate control/matching using a double threshold buffer, by theoretically 
analysing the buffer in order to calculate server probabilities which meet the required 
departure process. However, this analysis requires a large number of calculations. 
Use of a single threshold buffer, based on a similar analytical method, can reduce 
the number of calculations and thereby improve the ability of the buffer management 
technique to react to changes in the required operating point. An analysis has shown 
where calculations used in the double threshold buffer analysis become redundant. 
Simulation results show that the desired departure process is met with high 
accuracy and within a reasonable delay, if slightly larger than other resource allocation 
approaches. Up to a 33% improvement in throughput is also observed over comparable 
rate control schemes which might be used for cooperative broadcasting. However, it is 
clear that further throughput improvement relies on having full channel information 
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IMPLEMENTING WATER FILLING 
USING AN ERASURE PROTECTION 
CODE 
When full channel information is not available at the transmitter, increasZng the 
number of stmultaneously transmitted codes increases the total MAI. However, if full 
channel Mformahon is available at the receiver, simultaneously transmitted codes may 
be orthogonahsed and detected without the introduction of significant MAI. 
When cooperative broadcashng Zs Mplemented (as discussed in Chapter 3), in a 
gZven frame the power may be divided between a first user with a lower noise level 
and a second user with a higher noise level. If full channel Mformatton is available at 
the receiver, the total throughput for the cooperative broadcasting case may be further 
increased. 
If the transmitter also has access to full channel Mformahon, it can allocate re- 
sources in line with the receiver detection ability. For the same transmitted power, a 
user with a lower noZse level can achieve a greater capacity than one with a higher 
noise level. In the cooperative broadcasting solution (which maximises total through- 
put), the user with a lower noise level Zs allocated transmission power to achieve a high 
SNR at the receZver. Then, the capacity of this user can be increased by increasing 
the constellation size of the transmission to this user. 
However, the user with a lower notse level Zs often allocated transmission power 
to achieve a low SNR at the receiver. When allocating a single transmissZon code to 
the user, Zt may not be possZble to rnaxZmZse the throughput by zncreaszng constellation 
sZze. Then, since the transmztter has full channel information, the sum-capacity may 
be mammtsed by applyZng a water fiffing solution to this lower noise level user. 
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The water fiffing solution suggests mcreasing the number of codes thereby de- 
creastng the SNIR at the receiver for each code. The iterative water-filling solution 
(described in section 2.4-4.1) may be used to achieve this result. However, as the 
path-gain and code allocation varies, the iterative water filling solution may result in 
zero power allocations for some codes. 
When the downlink water-filling algorithm Zs coupled with the buffer management 
system of the premous chapter, the allocation of zero power may result in some data 
not beZng transmitted. At the receiver, these are seen as missMg blocks of data and 
therefore may be considered erasure over the channel. Although the sum capacity is 
not sZonificantly reduced, this degrades the PER and results in a floor in the PER 
performance Of the system, which is likely to be higher than that reqwred by the user. 
A soluhon to this problem is to use an erasure protection code, which allows 
operation at low SNIR whilst still providing acceptable PER performance. The ABC 
code, discussed by Imran [ImrO6], is proposed as a suitable code for solvZng the present 
problem. This code may be combined with an error-control code, such as a Turbo 
code. Imran's multiple packet detector may form the basis for a complete decoder 
I for the ABC code. When erasures and error occur over the end-to-end channel, the 
performance of this code is examined. 
A mathemahcal analysM of the detector ts presented. The decoder Zs analysed 
by breaking down the decoder in constituent elements and developng a mathemahcal 
relationship which relates the PER performance Of the overall decoder to that of the 
constituent elements. This is of significant benefit M analysZng the detector. 
This analysts suggests that, when the EbINO is above a minimum threshold, the 
PER performance Zs prZmarily related to the probability of erasure and not the EblNo - 
Hence, increasing the EblNo will have no further improvement on PER. Therefore, 
when this erasure protection code is used in an iterative water-fiffing solution, the 
throughput may be maximtsed by ZncreasZng the number of codes and allocahng to 
each code the power requZred such that the minimum SNR needed at the receZver to 
achieve an acceptable PER is attained. 
For a user with a low nmse level, the ABC code allows a very low mmimum SNR 






In Chapter 3, a cooperative broadcasting approach is presented for the case where 
full channel information is not available at the transmitter. In this approach, the 
base station transmits to two users per frame. In each frame, the transmission power 
is divided between the user having a lower noise level and the user having a higher 
noise level. Power is then allocated to achieve the minimum required bit-rate for the 
user with the higher noise level and maximising the achieved bit-rate for the other 
user. 
For the user with the lower noise level, as the transmission power is increased, 
the achieved bit-rate may be increased by increasing the constellation size of the 
transmission. For the user with the higher noise level, where only a small power may 
be allocated, it is advantageous to maximise the capacity for this power allocation. As 
explained in Chapter 2, when full channel information is available at the transmitter, 
the optimal resource allocation is to increase the number of allocated codes and apply 
a water-filling algorithm. This can be applied to the user with higher noise level to 
increase the capacity for this user. 
Hence, a small number of codes (preferably one, to avoid using up the limited 
number of codes which might be available) are allocated to the user with lower noise 
level. The remaining available codes are allocated to the user with the higher noise 
level. 
A explanation of the improvement this approach can achieve starts with the 
formula for sum-capacity given by equation (2.18). Assuming that the user is allocated 
a total power P divided equally between N codes, and has a path gain h and noise 
level v, the maximum sum capacity (in bits per chip) for a QAM system becomes 





where X is the gap measure. Equivalently, the sum capacity per symbol is 





This can be rearranged to give the overall signal to noise ratio at the receiver as 
a function of the sum-capacity per symbol. 
Ph abT SNR =v=N 
(4 N (5-3) 




N- 1) ) (5.4) 
which for large values of SNR approximates to 
6TSYM 
SNR = 2X ZN (5.5) 
If a single code is allocated, i. e. N=1, 
bTý, 
V,,, SNR= 2x2 (5.6) 
Hence, in order to increase the sum-capacity by one bit per chip, the SNR needed 
at the receiver must be doubled. This implies that the transmission power must also 
be doubled. Conversely, when the transmission power is doubled, the sum-capacity 
may be increased by one bit per chip. This is the case for the user with a low noise 
level, who may be allocated power to achieve a high SNR. 
However, for a user allocated N codes, then an analysis of equation (5.1) suggests 
that even if Ph1v is small, increasing N will increase bT. The problem is that the 
SNR at the receiver for each of these codes will be approximately PhINv which may 
be very small. To achieve an acceptable PER when such the SNR at the receiver is 
so low may be possible by use of powerful error-control coding. 
In fact, since the codes may be different (and there may be different, although 
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similar path gains and noise powers for each code) the optimal power allocation 
for each of these codes is achieved, not by splitting the transmission power equally 
between the different codes, but by using the iterative water-filling algorithm, as 
described in section 2.4.4.1. 
However, a further problem may be considered when in the water filling solution, 
a code path gain is low or its cross- correlation with other codes high. Using the 
downlink iterative water-filling algorithm, the transmitter is more likely to allocate 
zero power to this code. Hence, the data which was allocated for transmission in this 
code will not be transmitted. 
This problem becomes more acute when the buffer management scheme of Chap- 
ter 4 is used. This scheme assumes that the throughput in a given frame can be 
predicted. If this data is not transmitted, the throughput is reduced to below that 
expected by the buffer management scheme and the rate control of the buffer man- 
agement scheme will be sub-optimal. 
In this case, at the receiver data which is not transmitted is considered to have 
been randomly erased. The probability of erasure may be given as Peras. The sum 
capacity is not significantly affected by this erasure, but there is a corresponding 
increase in PER due to the erasure. This increase in PER may result in the QoS at 
the receiver being below that required by the user. This problem might be resolved 
by either: adapting the buffer management system to cope with dynamic throughput 
changes; or encoding the data to cope with erasures. 
5.1.1 Adaptation of Buffer Management 
The aim of the buffer management system is to convert an arrival process which 
is unsuitable for the transmission scheme to a stochastic process more suitable for 
the transmission scheme. This requires knowledge of the arrival process. Adapting 
the buffer management system in an optimal way to cope with dynamic throughput 
changes is not a straightforward task, as it is difficult to model the stochastic arrival 
process in such a case. Nonetheless, a number of protocol-based solutions have been 
proposed in literature. 
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A classical solution to the problem of erasure is ARQ. An advantage of ARQ 
is that tight control may be gained on the end-to-end PER. There are number of 
disadvantages to ARQ such as that a feedback channel is required, overheads are 
increased, there may be an increase in end-to-end average packet delay and sophis- 
ticated protocols are necessary. These all lead to a reduction in the capacity of the 
channel and hence the throughput. 
Hybrid ARQ (as outlined in section 2.7.1) is potentially a very beneficial method 
when some information about the data is received, but insufficient to meet the user's 
QoS requirements. Many forms of hybrid ARQ have been proposed, and such a 
technique forms part of the HSDPA standards [3GPOI]. This is implemented using 
an "odd and even frame" approach. Frames in the downlink are alternately marked 
"odd" and "even. " In the uplink, the frames are also labelled "odd" and "even" 
alternately, but in reverse to the downlink, such that an "odd" frame in the downlink 
is "even" for the uplink. Then, if error occurs in an "odd" frame, the mobile user 
stores this packet, informs the base station in the next chronological frame (an "even" 
frame) and in the subsequent frame (i. e. the next "odd" frame), the base station 
retransmits the packet which had been received in error. 
Standard Hybrid ARQ technqiues are generally reliant on error-control coding 
together with soft-decision detection to provide improved throughput in comparison 
with standard ARQ techniques. These schemes change the effective error-control 
coding rate in a number of possible ways. The ARQ scheme can send a straight- 
forward retransmission of the problematic packet [NS97]. Then, each retransmission 
effectively halves the coding rate. 
Alternatively, the retransmission may take the form of additional coding bits, 
which did not form part of the original transmission. One such approach is known 
as Rate Compatible Punctured Turbo (RCPT) Codes [RMOO], whereby in the initial 
transmission, a punctured turbo-code is used. If a retransmission is required, instead 
of transmitting the same bits, only the punctured bits are sent. In this way, the 
coding rate can be instantaneously changed with greater resolution. Such systems 
are simple to implement, as they are based on the use of a single turbo decoder, 
without significant alterations. 
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However when erasure occurs over the channel, on receiving the "retransmission") 
these approaches show no gain over a non-hybrid ARQ approach, as packet loss 
through erasure does not help the error-control code detector. Therefore, the PER 
performance of the system is limited to quite a high level, irrespective of any increase 
in the EbINO. This level is clearly somewhat dependent on the probability of erasure. 
Moreover, due to the increased overheads of hybrid ARQ the throughput is still 
reduced. 
Hence, particularly when no feedback channel is available, or its capacity is 
limited, the use of ARQ-type approaches for solution of the erasure problem is quite 
limited. 
5.1.2 Erasure- Protection Approaches 
The alternative to protocol-based approaches is the use of more sophisticated coding. 
This will necessarily increase the complexity of the detector. Existing error-control 
codes have some capacity to deal with erasures (interleaving of the data across codes 
may improve this performance). However, the use of an erasure-protection code 
may be able to further overcome these problems. Moreover, an erasure-protection 
code can be serially concatenated with an error-control code, to provide the bene- 
fits of both erasure and error protection. The additional redundancy added by the 
erasure-protection code may be used to further improve the PER and therefore the 
throughput. 
A channel coding suitable for this purpose must ensure that it will provide a 
low PER at low SNR, such that the channel code may be used when the iterative 
water-filling algorithm allocates low power to many codes. Alternatively, it may be 
considered that the channel code of a fixed coding rate must be capable of providing 
low PER at low EbINO. Although the coding rate can theoretically be set at any level, 
for practical purposes, the coding rate should not become too small. The reason for 
this is that when the coding rate is reduced, the same throughput can be maintained 
either: by increasing the constellation size of the modulation and practically speaking, 
increasing the constellation size is difficult (as discussed in Chapter 2); or (using water 
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filling) by increasing the number of codes, which may be significantly limited. 
Fountain coding is a possible erasure protection code. When packets are erased, 
the receiver simply discards the packet and instead uses an additional packet to 
recover the whole set of source packets. Fountain coding tends towards a very high 
coding rate when the encoding block sizes are large, together with excellent EblNo 
performance. Moreover, it is ideally suited to random erasures, as in many Fountain 
codes, the PER performance is unaffected irrespective of which packets are erased. 
However, such a scheme would be difficult to implement practically. The mobile 
station would have to receive all the transmitted packets and store them in a buffer 
before attempting decoding. The complexity of a suitable detector which used the 
combined Fountain code with an error-control code would increase substantially with 
the encoding block size. Therefore when the encoding block size is large, this is 
not an implementable solution to the problem. Moreover, the necessary coding rate 
becomes very small when a Fountain code is used with a small encoding block size 
and therefore introduces significant throughput reduction into the system. 
A suitable erasure-protection code for providing low PER at low SNR may be 
similar to a Fountain code. However, this code needs to be usable for a small encoding 
block size and at the same time have a high coding rate. The design of graph codes 
is therefore revisited in the development of such a code. When a suitable erasure 
protection code is implemented with hybrid ARQ in a channel with both erasure and 
error, the error rate performance will be reduced below the floor at which a standard 
hybrid ARQ approach would be limited for the same EbINO. Then, a suitable erasure 
protection code will be proposed and an appropriate detector must be identified 
which will be able to mitigate the effects of erasure and error, reducing the PER and 
thereby maximising the throughput in a water-filled downlink, without introducing 
the complexity that the implementation of such a scheme using Fountain codes would 
require. 
The ABC code, discussed in section 2.7.2, fulfils these requirements. Then, the 
multiple packet detector proposed by Imran [ImrO6] may be used as part of a full 
detector for ane ABC-encoded signal. This is a graph-based iterative message-passing 
detector. 
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5.2 A Graph-based Iterative Message-Passing Detector 
As explained in section 2.7.2.1, given information about a number of ABC-encoded 
packets, this information can be used to jointly decode this combination of packets. 
It can be recognised that certain combinations of packets lend themselves to decoding 
using the multiple packet detector previously discussed. As Imran [ImrO6] notes, in 
order for iterative detection to be feasible, the set of packets must be such that taking 
the XOR combination of all but one of the packets gives the other packet. It can then 
be identified from the packet set r that there are 7 such combinations. 
Then, using the multiple packet detectors, a full ABC detector can be shown, 
which is operated once for every batch of packets corresponding to a single rj. The 
complete detector may itself be visualised by drawing a factor graph. This is shown in 
Figure 5.1. The data received for packet A is denoted by a vector yA whose elements 
are the received bits corresponding to packet A. Similarly, for packet B, the received 
bits are yB and likewise for each of the other packets. 
This detector comprises six turbo decoders and seven check nodes. Each set of 
received data is processed by its own turbo decoder. In practical implementations 
of this detector only one turbo decoder is actually required, although this will slow 
down the detector operation. 
The three central check-nodes correspond to those used in the encoding process to 
generate the three additional encoded packets, i. e. y A+ yB =yA+B, yA+yC =y 
A+C 
and yB + yC = yB+C. The other check nodes correspond to other combinations of 
packets. These will be discussed in due course. 
This decoder graph contains many cycles. Firstly, each Turbo decoder itself 
contains cycles [KFL01] and there are also cycles between Turbo decoders, as each 
check node is connected to more than one variable. Cycles make operation of such a 
decoder difficult. 
The cycles can be observed by taking any vertex of the factor graph which con- 
nects a function to a variable. It may be seen that the graph cannot be split into a 
left-half sub-graph and a right-half subgraph, to turn it into a tree, as there are other 
vertices which would connect one side of graph to the other. 
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Figure 5.1: Factor Graph for ABC/Turbo Decoder 
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Alternatively, the cycles may be illustrated with an example. Consider the check 
node which connects the packets A, B and A+B. Taking the XOR of any two of 
these packets yields the third, such that information about any two can be used in the 
detection of the third packet. Using this information will generate further information 
about the other two packets, which can be used in their detection. As this process 
can have no end, it is termed a cycle. 
For a graph with cycles, a method is needed to operate the sum-product algorithm, 
such that an estimate for the a-posteriori probability of each bit can be iteratively 
found. The Turbo decoder copes with cycles by being run iteratively, such that 
with additional iterations the estimate of the a-posteriori probability of each bit is 
improved [MMC98]. 
Similarly, the cycles which exist between Turbo decoders can be used to develop 
"multiple packet iterative detectors". The sum-product algorithm may be operated 
over each of these multiple packet iterative detectors without using the rest of the 
factor graph. Moreover, each of these detectors can themselves be operated iteratively, 
by running the sum-product algorithm over the graph repeatedly to further improve 
the a-postelrtorZ probability estimate for each bit, by using the information from other 
packets. Seven such cycles can be identified, one for each of the identified check nodes. 
Then, these cycles corresponding to each of the check nodes are listed in Table 5.1. 
Detector Number I Packets 
I A B A+B 
2 A C A+C 
3 B C B+C 
4 A+B A+C B+C 
5 B C A+B A+C 
6 A C A+B B+C 
7 A B B+C A+C 
Table 5.1: Iterative Multiple Packet Detectors 
Detectors 1,2 and 3 are the central check nodes which appear in Figure 5.1 
and each use three packets. Detectors 5,6 and 7 operate on the same principle, 
but use the fact that other combinations can be found using four packets, such as 
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YB+YC+Y A+B . yA+C, etc. Detector 4, which corresponds to yA+B +Y A+C . yB+C. 
is a special case. Although it effectively operates on the same principle as the first 
three detectors, no information about the source packets can be obtained from this 
detector. Instead, it can only obtain information about the packets A+ B7 A+C 
and B+C. 
These multiple packet detectors are all based around the use of parallel Turbo 
decoders and so are simple to implement. In order to implement the overall detector, 
each of the multiple packet detectors listed in Table 5.1 can be run sequentially, 
generating a posterzorz information, which is passed to the subsequent multiple packet 
detectors. When the end of this sequence is reached, it is repeated. When there is 
erasure, some packets may not be received and those multiple packet detectors that 
cannot be used are skipped. 
The complexity of this detector should be contrasted with that of the detector 
required for standard hybrid ARQ approaches, as it comprises only a single Turbo 
detector [NS971. By increasing the complexity of the code and hence that of the 
detector, this approach aims to improve the PER performance of such a code, when 
operated over a channel with erasure and noise. 
5.3 Packet Error Rate Performance 
When the ABC code is used in a downlink using iterative water-filling resource allo- 
cation, together with the Graph-based Iterative Message-Passing Detector proposed 
above, an important measure of performance will be the PER against EbINO. This 
section examines the PER performance with respect to EbINO of the ABC code and 
compares its performance with that of a repetition code, when both codes are used 
together with a 1/2-rate turbo code. A repetition code simply repeats each packet 
once and is therefore analogous with a standard ARQ approach. The coding rate of 
both concatenated codes is therefore 1/4. 
First consider each of these approaches when no erasure occurs. At low EblNo, 
large numbers of errors occur. Neither a decoder for the repetition code nor for the 
ABC code would be able to mitigate for the large numbers of errors in such a case 
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and the PER will be high. As the EblNo increases, the performance of both the 
repetition code and the ABC code improves and the PER reduces. Consequently, 
there is a coding gain introduced by each of these codes. Establishing this coding 
gain analytically is not a simple task and will not be attempted in this work. However, 
it is reasonable to assume that the coding gain will be poor in comparison with that 
of a 1/4-rate Turbo code. 
When erasure occurs, the PER at low EbINO is not substantially affected, as the 
effect on the PER due to large numbers of errors dominates over the effect due to 
erasures. However, as the EbINO increases, the number of errors reduces and the PER 
is dominated by the effect of erasures. This leads to a PER floor, which is a function 
of the probability of erasure. This PER floor will be different for the repetition code 
and the ABC code. 
This PER floor may be determined by experimental means. However, it may 
also be determined by an analysis of the detectors. This analysis is not focused on 
establishing the performance of the detectors when errors occur. Due to the cycles 
in the ABC code detector and the single cycles of the turbo decoder in the repetition 
code detector, it is very difficult to predict the performance of these detectors in 
correcting bit error. Instead, this analysis is focused on establishing the performance 
of the detectors when erasure occurs. Instead of examining how the individual Turbo 
decoders perform when erasure occurs, it is more sensible to examine how the multiple 
packet detectors perform in this case. 
It has already been identified that for each encoded set of 6 packets, t, depending 
on the number of erasures there are 64 different possibilities for the received set of 
packets, rj, j=1, . .., 64. Then, it may 
be suggested that the PER may be given 
as a factor of the probability that rj will occur, which may be denoted P(rj) and 
the probability of error given that this rj occurs, P(elrj). Then, the PER can be 
expressed as follows. 
64 
P(e) E P(rj)P(elrj) 
j=l 
(5.7) 
Therefore, in order to determine the dominant component of P(e), it is necessary 
to establish the 64 different curves for P(elrj) and given the very likely assumption 
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that these 64 different events will have different probabilities of occurring, it is nec- 
essary to determine the 64 values for P(rj). Then, the dominant component may be 
found by determining 
argmaxP(rj)P(elrj). 
i 
However, this approach may be simplified by using the following hypothesis. 
Each different rj will result in different multiple packet detectors being used and it 
is only the combination of multiple packet detectors which determines the PER. For 
example, consider the case where rj =fA, B, A+B, A+C, B+ C1. Then, referring 
to table 5.2, detectors 1,4 and 7 can be used and (provided the EbINO is sufficiently 
high), packets A, B and C can be decoded with a low PER, even though packet C 
was erased. Contrast this with the case where rj =fA, C, A+B, A+C, B+ C1. 
Then, detectors 2,4 and 6 can be used. Although these are different combinations 
of detectors, they both use one of detectors I to 3, detector 4 and one of detectors 
5 to 7. Detectors 1 to 3 all operate similarly and so it can be assumed that their 
performances are the same, similarly detectors 5 to 7 all operate similarly and it can 
be assumed that their performances are the same. 
Therefore, it could be assumed that P(elrj) will be the same in both these cases. 
Rather than examining the 64 different cases for each possibility of rj, it is only 
necessary to analyse the different combinations of multiple packet detectors which 
may occur. On top of this, it is also necessary to consider where the so-called "hard 
packet decoder" may be also used. In summary, this means that rather than assuming 
that there are 64 different curves to be established, in fact, this number may be far 
less. 
In fact, fifteen different detector configurations are identified. Define a set d as 
a detector configuration and label these 15 possibilities as say dj, 1: 1... 15. Then, 
similarly to equation (5.7), the probability of a packet error given that a detector con- 
figuration is used is P(eldi). Each of these possibilities has an associated probability 
of occurrence, P(dj). Then the overall PER will be given by 
15 
P(e) - P(e, di), (5.8) 
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where P(e, di) = P(eld, )P(dl). 
5.3 
As the EbINO changes, so will P(e, dj) for each value of 1. For a given EbINO, 
one value of P(e, di) will be greater than all the others. Define 1* = arg max P(e, di), 
such that 
P(e) P(eld*)P(d*). (5-9) 
Therefore, in order to analyse the performance, it is necessary to determine 
15 different curves for P(eldi) against EblNo. However) it would be beneficial to 
determine equations for P(eldi) for all J. However, given that the multiple packet 
detectors pass a-posteriori information between each other and that within a multiple 
packet detector, individual packet detectors pass a-posterWrZ information between 
each other, the system is difficult to model. 
A very simple model would find P(eldi) by assuming that individual packet Turbo 
decoders are independent to one another. This is not at all a reasonable assumption, 
as the information exchanged between the individual detectors significantly improves 
the performance of each detectors. Therefore, when one of the Turbo decoders is able 
to successfully decode a packet, the probability that the other detectors will decode 
a packet is substantially increased. 
A slightly better model might be to find P(eldi) by assuming that the performance 
of each multiple packet detector is independent to the other multiple packet detectors. 
This assumption, although not as unreasonable as assuming that the individual Turbo 
decoder are independent, is nonetheless not entirely obvious, as the multiple packet 
detectors may also exchange LLR information. However, as this exchange is far less 
frequent, this assumption will be maintained in determining the 15 equations for 
P(eldi). 
It is assumed that P(eldi) will be a function of the performance of each of the 
multiple packet detectors. These detectors can be classified as either three-packet 
detectors or four-packet detectors. The three-packet detector can decode up to 2 
packets and the four-packet detector can decode up to 3 packets. Therefore, in exam- 
ining the combination of these detectors in order to determine expressions P(eldl), it 
is first necessary to examine the performance of these detectors. 
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5.3.1 Performance of the Iterative Packet Detectors 
It should be noted that the three-packet detector can, in principle, decode 0,1 or 
2 packets and the four-packet detector can in principle decode 0,1,2 or 3 packets. 
However, as has been discussed earlier, it is difficult to analytically determine the 
probability that q packets (q = 0,1,2,3) are detected. 
Define the event that the three-packet detector is able to successfully decode 
q packets as D3, q, q: 0,1,2 and the event that the four-packet detector is able to 
successfully decode q packets as D4, q, q: Oý 11 21 3. Although these events are the one 
that should be considered, it is easier to plot the probability that these events do not 
occur, i. e. P(D3, q) 
andP(f)4, q) . Hence, to calculate 
P(D3, 
q), use the relationship 
P(D3, 
q) ::::::::: -P(D3, q) + 
(P(D3,,; )) 
and similarly to calculate P(D4, q), use the relationship 
P(D4, 





These probabilities were determined using a simple simulation of the system 
using a channel with AWGN noise and are plotted against EblNo for the three-packet 
detector in figure 5.2(a) and for the four-packet detector in figure 5.2(b). In these 
figures, PA, q) is labelled P(not D3, q) and 
P(-D4, 
q) is labelled P(not D4, q)- 
Examining P(1)3,1) shows that the three-packet detector hardly ever successfully 
decodes only one packet. Then, to simplify the analysis, it may be assumed that 
using the three-packet detector only results in one of two events, either D3,0 (no 
packets decoded) or D3,2 (two packets decoded). Then, the probability of this detector 
resulting in error is given as follows. 
P(e3) r,., 
P(D3, O) r%. ý P(1)3,2) (5.10) 
Similarly, examining P(D4,1) and P(D4,2) shows that the four-packet detector 
hardly ever decodes only one, or only two packets. From now on, assume that 
four- 
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Figure 5.2: PER Performance against EblNo for the multiple packet iterative soft 
detectors 
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packet detector can only result in D4,0 (no packets decoded) or D4,3 (three packets 
decoded) and the probability of the detector in error is given by the following expres- 
sion. 
P(e-4) r, P(D4, O) r' P(D4,3) (5.11) 
Finally, it may be assumed that a single Turbo decoder has a PER of P(et). A 
graph of P(et) against EblNo is presented in Figure 2.18. Assuming that each of the 
multiple-packet detectors is independent from the others, expressions for P(eldi) can 
be found for each of the 15 identified detector combinations. 
5.3.2 Cases Involving the Iterative Packet Detectors 
This section considers each of 15 identified detector combinations and determines 
expressions P(eldl) in terms Of P(63)i P(64) and P(et). This section is organised by 
identifying each case, 1, examining where the sources of packet error may occur in 
this case and identifying an expression for P(eldl). 
The case I=I corresponds to all 7 detectors listed in Table 5.2 being used. In 
other words this corresponds to rj -fA, B, C, A+B, A+C, B+ Cl. Here, error can 
result from two possibilities: 
1. Detector 1,2,3,5,6 and 7 all produce packets in error, or 
2. only one out of detector 1,2 and 3 is successful and detectors 4,5,6 and 7 all 
produce packets in error. 
Note that if detector 4 alone is successful, still none of the source packets will be 
decoded. Then, the expression for the probability of packet error given this detector 
combination is 
P(eldi) P(e-3 )3 P(e-4 )3 + (I - P(e3))P(e3 
)3 P(e4 )3. 
The cases I=2 and I=3 correspond to multiple packet detector combinations 
where two 3-packet detectors and one 4-packet detector are used. Case I-2 occurs 
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when one of the 3-packet detectors is detector 4. This corresponds to the following 
possibilities for rj. 
A B A+B A+C B+C 
A C A+B A+C B+C 
B C A+B A+C B+C 
The case I=3 occurs when none of the 3-packet detectors is detector 4. This 
corresponds to the following possibilities for rj. 
A B C A+B A+C 
A B C A+B B+C 
A B C A+C B+C 
Then, for these two cases, the expressions for P(eldl) are similar. 
P(eld2) P(e3 )2 P(e-4) +4 (1 - P(C-3))P(e3)P(6-4) (5-13) 3 
P(eld3) P(e3 )2 P(e-4) +2 (1 - P(e3))P(e-3)P(64) (5.14) 3 
The case I=4 occurs when the only multiple packet detector available is one of 
detectors 1,2 or 3, but another packet is received which can only be used in hard 
decoding. This corresponds to the following possibilities for rj. 
A B C A+B 
A B C A+C 
A B C B+C 
A B A+B A+C 
A B A+B B+C 
A C A+B A+C 
A C A+C B+C 
B C A+B B+C 
B C A+C B+C 
As an example consider rj =- f A, B, A+B, A+ C1. Detector I can be used 
with packets A, B and A+B. However, packet A+C can only be used in the hard 
decoder. 
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P(eld4 ) ý::: ý 
I 
P(6t)(I - P(e-3)) +2 P(e-3)(1 - P(et)) + P(e-3)P(et) (5.15) 33 
Case 1=5 is similar to the previous case. This occurs when only one of detectors 
1) 2 or 3 is available, but no other packets are available. This corresponds to the 




At least at low EbINO, this case is similar to case I-4, as P(eld5) cannot go 
below 1/3. 
P(ejd5 (I - P(O-3)) (5.16) 3 
The case I=6 is another variant on I=4 when only detector 4 is available, but 
with one other packet, which can be used in hard decoding. For example, packets 
A+ B7 A+C and B+C can be used in detector 4, but none of packets A, B or C 
can be determined unless the first packet, e. g. packet A is successfully decoded. This 
corresponds to the following possibilities for rj. 
A A+B A+C B+C 
B A+B A+C B+C 
C A+B A+C B+C 
This relies on the performance of the individual Turbo decoder and therefore the 
expression is as follows. 
P(eld6) --":: P(e-t) +2 P(e3) 
(I - P(6t)) (5.17) 3 
The case 1=7 is when only one 4-packet detector is available. This corresponds 
to the following possibilities for rj. 
In this case, the PER is simply the same as the 4-packet detector. 
P(eld7) - P(e-4) (5.18) 
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A B A+C B+C 
A C A+B B+C 
B C A+B A+C 
5.3.3 Cases Involving only the Hard Decoder 
Cases 1= 8) 91 10,11 occur when three packets are received) but a three-packet 
detector cannot be used. Since the hard decoder requires at least one error-free packet 
from the set f A, B, C1 to work, these packets are more important to be received than 
the other three packets. Case I=8 only occurs when r, =fA, B, C1. 
P(eld8) = P(et) (5.19) 
Case I=9 occurs when two from the set f A, B, Cl are received and the other 
packet comes from the set fA+B, A+C, B+ C1, but is not the packet which would 
allow use of a three-packet detector. This corresponds to the following possibilities 
for rj. 
A B A+C 
A B B+C 
A C A+B 
A C B+C 
B C A+B 
B C A+C 
Then, the PER given this case is given as follows. 
7 
p(et)3 + p(et)2(l _ p(e p(et))2 P(eldg) 3 ýt)) 
+p (et) (1 (5.20) 
Cases 1= 10) 11 occur when one received packet comes from the set f A, B, Cl 
and the other two received packets come from the set fA+B, A+C, B+ Cl. When 
I == 10, the first packet is contained in both of the other two received packets. 
This 
corresponds to the following possibilities for rj. 
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A A+B A+C 
B A+B B+C 
C A+C B+C 
Therefore, the expression for PER given this case is given below. 
P(eldio) = P(et) + 
2p(et)2(l 
_ p(et)) + 
2p(et)(I 
_ p(et))2 (5.21) 33 
When 1= 11, the first packet is only contained in one of the other two packets. 
This corresponds to the following possibilities for rj. 
A A+B B+C 
A A+C B+C 
B A+B A+C 
B A+C B+C 
C A+B A+C 
C A+B B+C 
This results in a slightly higher PER than that which could be achieved by case 
I= 10. 
= P(e P(eldil) +2p (et) 2 (1 _p (et)) +p (et) (I _p (pt)) 
2 (5.22) 
3 
Cases I= 12) 13 occur when two packets are received. Case I= 12 occurs when 
both received packets come from the set f A, B, C1. This corresponds to the following 




Case 1= 13 occurs when one of the received packets comes from the set ýA, B, Cl 
and the other from the set fA+B, A+C, B+ Cl and contains the first packet. This 
corresponds to the following possibilities for rj. 
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The PER given each of these two cases are similar, and may be given as follows. 
'(I 
_ p(et))2 +4 P(e P(eldl2) 33 _t) 
(I _p (et)) +p (et) 2 (5.23) 
2 P(eldl3) (I _ p(et))2 +P (et) (1 -P (et)) +P (et) (5-24) 33 
Case 1= 14 occurs when effectively only one packet can be hard decoded. This 
occurs either when one packet is received, coming from the set f A, B, C1 or when two 
packets are received, the first coming from the set f A, B, C1 and the second from the 
set ýA +B7A+ CI B+ C1 , 
(similarly to I= 13) but the second packet does not contain 








Here, the PER given this case is given as follows. 
P(eldl4) 
2 (1 - P(et)) + P(et) 3 
(5.25) 
The last case, I= 15 is when no packets can be decoded. This corresponds to the 
following possibilities for rj, and also the case where no packets are received at all. 
In this case, as no packets can be decoded, the PER is trivial. 
P(eld, 5) =1 (5.26) 
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5.3.4 The Random Erasure Channel 
It may be assumed that erasure in the transmitter due to the iterative water filling 
algorithm occurs randomly. This may be termed a "random erasure channel". When 
a random erasure channel is used, the event that a given number of packets is erased 
is a random event. Let the event that n packets are received be z,. Assuming that 
packet erasures are independent of one another, the probability of z,, occurring, when 
the probability of packet erasure is p,,,,,, is given as follows. 
( 
Peras )n (Peras )6-n (5.27) 
The probability that each of the detector configurations are used, P(dj), is a 
function of both P(z, ) and of the configuration of the ABC code. Expressions for 
15 P(dj) - I. P(dj) when 1 15 are identified below. Note that E1=1 
P(di) = : P(Z6) (5.28) 
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15 
P(dl4) z-- 
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5.4 ABC Code Simulation Results 
Using the equations given section 5.3 and the values obtained by simulation for 
PI (e3 )P e4) and P 
(et) in section 5.3.1, the 15 curves for P (e I di)) 1: 1) 15 are 
plotted in Figure 5.3. 
Then, a simulation was used to compare each of the curves determined by analysis 
with the actual values when a real such decoder combination was in operation. The 
same three- and four-packet decoders as used in the simulations to obtain Figure 5.2 
were used. Fourteen of the fifteen curves are plotted in Figures 5.4,5.5 and 5.6. The 
fifteenth curve, corresponding to P(ejd15) is equal to I for all values of EbINO in both 
cases and therefore is not plotted. 
There is generally a close agreement between the analytical results and the results 
obtained by simulation. This suggests that the assumption made in the analysis, that 
in order to determine the overall PER curve, the curves for only the three- and four- 
packet decoders are required, appears to remain valid. 
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Figure 5.3: Probability of packet error given detector configuration from analysis 
5.5 System Simulation Results 
It may be assumed that when the downlink iterative water-filling algorithm, the 
resultant erasure occurs randomly with a Bernoulli distribution for each bit, at a 
given probability, p,,,, - 
The contribution to the overall PER due to each detector configuration in a 
random erasure channel can be observed by plotting P(e, dj) for all 1. These curves, 
as obtained by simulation, are then plotted on the same axis for the case where 
Peras = 10-2 in Figure 5.7. The curve for P(e) obtained by simulation is also plotted 
in Figure 5.7. 
It can be observed that the conjecture of equation (5.9), that 1* dominates the 
PER at a given EbINO appears to be somewhat substantiated. The PER can be 
divided into three regions. When the EbINO is below about 2.4dB, 1* = 1. Between 
2.4dB and 6dB, the PER is dominated by 1=4 and 1=6 and when the PER is 
greater than 6dB, 1* = 15. 
The second region is of most interest. Here, the PER is dominated 
by two of 
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Figure 5.4: Comparison of P(eldl) against EblNo for 16 obtained 
by 
analysis and simulation 
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Figure 5.5: Comparison of P(eldi) against EblNo for 1=7,8,..., 12 obtained by 
analysis and simulation 
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Figure 5.7: Probability of error and a detector event occuring 
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Figure 5.8: Overall PER Curve for AWGN Packet Erasure Channel 
5.5 
the cases where four packets are received, but where only one of the three-packet 
detectors is available, which can decode at most 2 source packets. Decoding of the 
third source packet is reliant on the hard decision detector. This effectively introduces 
a floor into the PER. This floor is dependent on the probability that a specific erasure 
event occurs. This probability is directly related top,,,,,. 
This should be compared with case 1=7, which corresponds to the availability 
of a four-packet detector. Improvements to the ABC code might consider methods to 
ensure that a four packet detector is used more frequently. One possible option is to 
include a further packet in the encoded packet set, A+B+C. This would increase 
the number of detectors and further improve the PER in this region. 
The overall PER is plotted in Figure 5.8, together with two comparison PER 
curves, obtained from simulation results, when peras = 10'. The first comparison 
curve shows the performance of a 1/2-Rate Turbo code with block size of 250 bits, 
without an outer code. Even with the performance of Turbo codes, in an erasure 
channel, the PER cannot go below Peras- 
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The second curve is for a system which, as an outer code, transmits each packet 
twice. At the detector, this additional information is used to improve the LLR esti- 
mate, as suggested by [NS97]. This gives good performance at EblNo < 6dB, but is 
limited by the case where both packets are erased and so has a floor at (P, -ras 
)2 = 10-4. 
Even at PER=10-', ABC code with iterative packet detection shows over 2.5dB im- 
provement over this approach. 
The PER for the ABC code is plotted for different probabilities of erasure in 
Figure 5.9. It can be seen that when the erasure probability is small and when and 
the EblNo is greater than say 2.5dB, the PER is much smaller than the erasure 
probability, possibility as small as p2. However, as Peras increases the PER at this eras 
EblNo is much closer to p,, a, and by the time that Peras = 0.1, the PER is almost 
equal to Peras. This variation is illustrated by plotting the PER against the probability 
of erasure for EbINO = 3dB. This is shown in Figure 5.10. This would suggest that a 
possible model of the relationship between the PER floor and Peras would be of the 
form PER = C(p,,,,, ), where C and IC are constants which may be determined. 
From this figure, it may be determined that for the ABC code at C=7 and IC = 2. 
In contrast without the erasure protection code, the PER at EbINO =3dB is roughly 
equal to Peras (i. e. C =I and IC = 1). Hence, as long as Peras < 1/7, the performance 
of the ABC code at 3dB will always be better than that of the error-control code 
alone. 
5.5.1 Effect of Adjusting Packet Length 
Simulations were performed to evaluate the effect of adjusting the packet length on 
the performance of the ABC code. The simulations were used to obtain PER results 
against EbINO for packet lengths of 200,250 and 300 bits respectively. 
These results 
are plotted in Figure 5.11. 
As can be seen, the packet length does not make a significant 
difference to the 
PER. It appears that, particularly at low values of 
EblNo, increasing the packet 
length increases the packet error rate by a small fraction. 
However, in contrast with 
block codes, where packet length can have a substantial effect on 
PER, it is noticeable 
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Figure 5.11: Effect of Packet Length on PER 
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that packet length does not have such an effect on the ABC code with the decoder 
described in this work. 
5.5.2 System Improvements 
When the ABC code is implemented in a cooperative broadcasting approach, for a 
user with a higher noise level, capacity benefits may be realised. Firstly, consider the 
situation without erasure. With a 1/2-rate Turbo code alone, to achieve an PER of 
10-' requires an EblNo of 3.5dB (from Figure 2.18), or equivalently an SNR of 0-5dB- 
For the ABC code with Peras = 0, the same PER may be achieved with an EblNo 
of 2.2dB, or equivalently an SNR of -3.8dB (as the ABC code together with a 1/2-rate 
Turbo code is a 1/4-rate code). 
Re-examining equation (5.1), 
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means that to achieve the required PER, in the Turbo coded case) it is necessary 
that ýýhy > 0.5dB = 1.22. Hence for this case N< P" - However, for the ABC vN 1.22v 
code, it is necessary that ýLh- > -3.8dB = 0.42 so N< 
Ph. As has been shown for PN -7-0.42v 
water-filling power allocation, sum-capacity is maximised by maximising the number 
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Figure 5.12: User's Capacity Against Ph1v 
make N 2.7 times greater than for the Turbo code case. In this case, the capacity 
can be increased. A plot of the capacity against Ph1v (in dB) is given in Figure 5.12. 
It can be seen that the user's capacity with the ABC code is greater than that with 
the Turbo code. This is by virtue of the fact that the ABC code can be operated at 
lower SNR. Hence, more codes can be allocated for the ABC code than for the Turbo 
code, thereby improving the sum capacity. 
When erasures are considered, the gap between the Turbo code and the ABC code 
increases further. Hence in this case, there is an even bigger gain in sum capacity. The 
magnitude of the capacity gain depends both on the acceptable PER 
for the user and 
on the floor of the ABC code. It has been shown in this chapter that the 
floor for the 
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ABC code is dependent on the erasure probability. Hence to maximise the capacity for 
very high quality communications, it is necessary to control the probability of erasure. 
In this case, the use of adaptive buffer management techniques, or alternatively an 
improved erasure protection code or detector must be considered. 
5.6 Conclusions 
Cooperative broadcasting can be implemented to maximise throughput. However, a 
user with a high noise level may be allocated a low transmission power. When full 
channel information is available at the transmitter, the sum capacity for this user can 
be increased by increasing the number of codes allocated to the user's transmission. 
Then, an iterative water filling algorithm may be used to allocate power between 
these codes. 
However, the algorithm may allocate zero power to some codes. When combined 
with a statistical buffer management system, this may result in some data not being 
transmitted. This results in erasure at the receiver and PER degradation. Moreover, 
the low power allocations mean that error is introduced by the channel resulting in a 
further PER increase. 
An erasure protection code may be used to improve the PER. The ABC code is 
a suitable code for this purpose and may be combined with an error-protection code, 
such as a Turbo code to further improve the PER due to errors due to channel noise. 
The joint decoder proposed by Imran [ImrO6] is suitable for jointly decoding these 
codes. 
An analysis of the joint decoder was presented. The analysis showed that Im- 
ran's detector can be modelled as a combination of smaller, constituent detectors. 
Hence, the overall performance of the detector can be evaluated by considering the 
performance of the constituent detectors. In particular, the use of combinations of 
multiple-packet detectors allows the detector to provide low PER at low 
SNR (as 
shown in equation (5.12)). A floor in the PER was then ascertained, which 
is much 





The ABC code was then shown to improve the capacity for the user with lower 
noise level. This code can then achieve low PER, with high sum capacity over the 




CONCLUSIONS AND FURTHER 
WORK 
6.1 Introduction 
In this chapter, the main points raised in this work will be highlighted followed by 
a discussion of the future work. This work is directed towards the application of 
resource allocation to a future system, which may be based on 3C technology using 
Wideband CDMA. A particular focus of the work has been packet-based services 
in the downlink of a system similar to that proposed for HSDPA. Such systems are 
expected to be a key area of growth in the future. 
However, a requirement for network operators of future systems will be to max- 
imise the total throughput, within the limitations imposed by real systems for pro- 
viding the quality of service required by the end-user. The primary approach taken 
in this thesis is that by optimally using resource allocation, the QoS provided to each 
user can be optimised, such that their minimum guarantees are met, and any addi- 
tional resources can be used to improve QoS beyond this minimum, in an optimal 
way. 
In Chapter 2 an outline of a UMTS downlink was presented. Receivers have been 
proposed to use full channel information to optimise detection in CDMA, where noise 
limits the capacity. In addition, for a multi-path channel (common in urban environ- 
ments), further loss of orthogonality may occur between code-divided transmissions 
from the same source. This leads to multiple access interference at the receiver. 
This problem may be dealt with at the receiver with some success, using full 
channel information. Moreover, it may be tackled at the transmitter, using resource 
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allocation. A combination of these approaches was considered in this work. A gen- 
eralised model of resource allocation in a CDMA system was presented and the as- 
sociated concepts of the throughput space and throughput region were developed. 
Rom this generalised model, the resource allocation approaches dealt with in liter- 
ature were considered: including those where full channel information is and is not 
available at the receiver. 
When full channel information is not available at the transmitter, it was shown 
that the SNIR target approach may efficiently be used to allocated resources at the 
transmitter. This approach suggests minimising the number of channelisation codes 
allocated and therefore maximising the power allocated per code. However, when 
full channel information is available at the transmitter) a water filling solution is the 
optimal resource allocation technique. The water filling solution suggests that to 
maximise capacity for a given power, the number of channelisation codes should be 
increased, decreasing the power allocated per code. Water filling solutions have been 
proposed for many-to-one (i. e. uplink) channels. In the downlink, where total power 
must be constrained, an iterative water filling solution was shown to be effective. This 
algorithm may then be used where the transmitter has full channel information. 
Cooperative broadcasting, whereby users within a given SNR filter transmissions 
to users with a lower SNR than their own, was proposed by Bergmans and Cover 
[BC74] to further improve capacity over a multiple access channel. It was proposed 
that cooperative broadcasting may be implemented for a CDMA system and thereby 
improve the throughput region for HSDPA. 
Chapter 3 proposed a resource allocation approach for implementing cooperative 
broadcasting on a CDMA downlink. One problem is that the performance of 
inter- 
ference cancellation techniques degrades as the number of users 
increases. Therefore, 
it was proposed to transmit to users in pairs. 
Only one pair is transmitted to in 
any given frame. Then, the problem of optimal resource allocation 
to each pair was 
discussed, by examining the two-user throughput region- 
An optimal point on the 
throughput region was identified, which took account of 
the minimum throughput 
requirements for both users, but maximised 
the total throughput. 
Then, a method for optimally pairing the users such 




maximised was investigated. A mathematical optimisation was presented and Bell- 
man's principle of optimality was used in developing a solution. This led to a dynamic 
programming approach which was simplified such that the pairing of users may be 
considered on a frame-by-frame basis. Simulation results suggested that this pairing 
approach provided maximum throughput, but that a simpler heuristic approach in 
pairing the users did not reduce the throughput significantly. 
When data does not arrive at the transmitter in a deterministic way, but instead 
randomly, a significant problem is ensuring that the data is available to meet the 
resource allocation required to implement cooperative broadcasting. A rate control 
solution using stochastic servers was examined in chapter 4. The solution presented 
was based on a double-threshold buffer which was considered by Oyefuga [OyeO4], 
whereby the probabilities of operating the stochastic servers were calculated so as 
to match the departure process to the desired parameters. A significant problem in 
implementing the double-threshold buffer was that a large number of calculations are 
required to determine the server probabilities. 
Examining the analysis of the double-threshold buffer showed that some of the 
calculations used in the double-threshold buffer were inefficient. A simplification was 
proposed in the form of a single-threshold buffer. A model of the single threshold 
buffer was presented and a detailed analysis of the buffer was undertaken, in order 
to determine buffer occupancy probabilities for given server probabilities. A mathe- 
matical approach was then used to find the server probabilities which ensure that the 
desired departure process is achieved. 
The resource allocation technique for cooperative broadcasting requires that the 
departure process for two users be linked. A method for linking the single threshold 
buffers was also presented, such that the rate control for the user with the higher 
SNR controlled the departure process of the other user in the pair. This ensured that 
the throughput improvement of cooperative broadcasting through resource allocation 
was achieved. 
Simulation results showed the accuracy of the analysis in predicting the optimal 
server probabilities. Results were plotted showing that the overall throughput was 
increased by using a single-threshold buffer rate control technique over the use of 
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simpler methods of rate control. These results also showed that use of rate control 
did not increase the delay on the system over other forms of rate control. 
Chapter 5 considered the use of water filling to increase the throughput of users 
with higher noise levels, when full channel information is available at the transmitter. 
In this case, the number of codes for this user may be increased, and the power 
allocated per code may be found using an iterative algorithm. However, the iterative 
water filling algorithm may lead to some codes being allocated zero power. When 
this is therefore used with stochastic buffer management, some data may be lost at 
the transmitter. At the receiver, this is considered erasure. 
This erasure may significantly increase the PER to above that required by the 
user. Regardless of the EbINO, the PER was limited to a floor, roughly equal to the 
erasure probability. A number of known solutions to this problem were considered. 
Erasure protection coding was identified as the most advantageous, due to the pos- 
sibility of operating the system at a low SNR with low PER, thereby facilitating an 
increase in capacity. Existing erasure protection codes were considered unsuitable for 
the requirements of the cooperative broadcasting system, as the code must have a 
high coding rate, with a short encoding block length. 
ABC code was therefore proposed for implementation in a cooperative broad- 
casting system, as it has a coding rate of 1/2 for a block size of three packets. ABC 
code may be combined with a Turbo code. Then in an end-to-end link, protection 
is afforded against error due to noise in the channel and erasure due to errors in the 
interference cancellation. 
An iterative detector for jointly decoding the Jarbo code and ABC code, bro- 
ken down into a number of constituent multiple-packet detectors, was proposed by 
Imran [ImrO6]. An analysis of the interaction of these multiple-packet detectors was 
presented in this thesis. This analysis showed that the erasure of certain identified 
packets had a greater effect on the overall PER than erasures of other packets. 
In 
particular, the detector can provide low PER at low SNR through the use of 
inter- 
action of these multiple-packet detectors. Therefore, a new 
floor for the PER was 
identified. This floor was reduced far below the probability of packet erasure and was 
shown to be achievable at low EblNo - 
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Simulation results showed that the PER is significantly reduced using the ABC 
code, when erasure occurs. Moreover, it was further shown that the operation of 
the ABC code to achieve low PER at low SNR further improves the capacity of the 
channel for the user having a high noise level. 
6.2 List of Contributions 
The main contributions in this thesis are outlined below. 
Resource Allocation Technique for Cooperative Broadcasting. The 
problem of finding a suitable operating point on an N-user throughput region 
was considered when cooperative broadcasting is implemented. This problem 
also considered the practical limitations in the system, such as the power con- 
straint and the performance of interference cancellation. A solution was pro- 
posed whereby users are paired. Within each pair, an optimal operating point 
on the throughput region was identified, which was obtained by time-sharing 
two points in the throughput space. The problem of pairing the users was also 
solved, using a dynamic programming solution to determine the pairings which 
optimised the total throughput. 
Linked S ingle- Threshold Buffer for Rate Control in a Cooperative 
Broadcasting System. The problem of controlling the arrival process such 
that a desired departure could be achieved was considered. A single-threshold 
buffer was proposed. A technique for finding the optimal activation probabil- 
ities for the stochastic servers was developed. This analysis was simplified 
by 
identifying that in a single threshold buffer the number of calculations needed 
to 
obtain probability inflows using stochastic complementation may 
be reduced. 
A technique for linking two single-threshold buffers such that the 
departure 
process of the two users is linked was also presented. 
An Erasure-protection code approach for improving capacity. 
The 
problem of improving capacity 
for a user with a high noise level, and therefore 
allocated a low power in a cooperative 
broadcasting approach, was investigated. 
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When full-channel information is available at the transmitter, a water filling 
solution was proposed for maximising throughput, by increasing the number 
of codes allocated to the user. However, this approach may lead to erasure. 
The solution proposed was use of an erasure protection code. The ABC code 
was introduced, which when concatenated with a Turbo code can be decoded 
by aa joint detector. The detector was analysed, by considering the possible 
detector combinations when different packets are erased. It was shown that the 
PER against EbINO performance was different for different erasure possibilities 
and hence a new floor in the PER performance was identified, which may be 
established at low SNR. This floor was lower than the packet erasure probability 
and therefore was shown to improve the QoS to the end user in the downlink, 
when erasure occurs. The use of this code for increasing capacity by providing 
low PER at low SNR operation, was then shown. 
6.3 Further Work 
The work presented in this thesis falls into three main categories: resource allocation 
for cooperative broadcasting; rate control using stochastic servers; and use of joint 
erasure and error-protection codes. Further work may be undertaken in each of these 
areas. The development of more sophisticated channel models should of course be 
considered an area of further work in resource allocation problems for wireless systems. 
Further work may also consider extending the techniques described in this thesis to 
other systems, with slightly different constraints. 
6.3.1 Resource Allocation for Different Interference Cancellation 
Techniques 
This work is based on the premise that increasing numbers of users 
degrades the per- 
formance of interference cancellation. However, alternative 
interference cancellation 
techniques may have different performance. Therefore, 
based on the performance of 
each user's receiver and the user's relative location with respect 
to other users, it may 
191 
FURTHER WORK 6.3 
be possible to increase the number of users who are transmitted to in a given frame 
to greater than two. 
This will present two main problems. Firstly, if Nk, (Nk> 2) users are grouped 
per frame, there will be a Nk-dimensional throughput region. A suitable operating 
point needs to be found on this throughput region. This is not as difficult a problem as 
it first appears, as a similar solution to that proposed in this thesis would appear to be 
optimal, that is giving all users except the one with highest SNR throughput matched 
to their minimum arrival rate and then giving all additionally available resources to 
this one user. 
However, a greater problem is how to optimally group the users. A number of 
points need to be considered. Firstly, increasing the number of users in a group will 
affect the performance of the interference cancellation. Then, the feasible rate vector 
set will be difficult to establish. Once the feasible rate vector set is found, this set 
will be large and so the search space to find the optimal time-sharing vector will not 
be a simple task. Dynamic programming might be used in a similar way as proposed 
in this work, but other techniques could also be considered. 
6.3.2 Alternative Buffer Linkage Techniques 
In order to implement cooperative broadcasting using a rate control scheme) it has 
been identified in this work that the rate control schemes must be linked, such that 
the departure processes of the two buffers are "cooperative. " The method proposed 
in this thesis is likely to be sub-optimal, as although the user with the higher SNR is 
rate-matched, the other user is not exactly rate matched and so buffer instability is 
possible in this buffer. 
A possible alternative linkage would consider determining stochastic server ac- 
tivation probabilities, which matched both arrival rates simultaneously. 
This would 
require modeling the departure process of both buffers as a 
function of the arrival 
process of one of the buffers. Then, the buffer state occupancy probabilities 
in both 
buffers may be determined. Clearly, this may also be a sub-optimal scheme, 
but the 
possibility of instability may be accordingly reduced. 
192 
FURTHER WORK 
6.3.3 Alternative Forms of Rate Control 
6.3 
A single-threshold buffer is proposed in this work as a means of controlling the 
departure process to meet the desired parameters of the resource allocation. Other 
possibilities for rate control might include a simplified analysis of the double-threshold 
buffer, which may then make the this buffer more suitable for application in coop- 
erative broadcasting. Other rate control techniques may consider a threshold based 
scheme with a deterministic server, which is operated dependent on thresholds be- 
ing reached. Then, the level of the thresholds would control the parameters of the 
throughput. 
An alternative form of rate control may be to implement a rate puncturing tech- 
nique, combined with a suitable error-control or erasure-protection code. Clearly, a 
high code rate would be required, so as not to limit the size of the throughput region. 
This technique may be simpler to implement than a threshold buffer and may reduce 
the delay introduced by the system significantly. 
6.3.4 More Sophisticated Erasure- Protection Techniques 
The ABC code and joint detection arrangement used in solving the problems intro- 
duced by applying water filling to the system may be further improved. In particular, 
it is shown that the joint detector used can achieve low PER at low SNR through 
the iterative combination of multiple packet detectors. However, by extending this 
approach, further codes and/or further detectors may be considered, without the need 
for extensive simulations to estimate their performance. 
Extensions of the ABC code may include an ABCD code, which has an encoding 
block size of four packets. Such a code might be defined in a multitude of ways, with 
different resulting decoders and erasure-protection Performances. Extending this code 
further might lead to codes similar to Fountain codes. 
The detector required in such a code may be quite complex and 
its analysis may 
be very difficult, but a possible approach may be to break the 
detector down into 
smaller units, as has been done for the ABC code, and 
find union bounds on the PER 
for each smaller unit. Then, the combination of the union 
bounds for each unit may 
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be used to determine the overall PER. The contribution of erasing different packets 
in the block might then be considered. Extending this approach to Fountain codes 
may consider the contribution of different degree distribution and Fountain encoding 
processes, which may be used to improve the coding rate when a small encoding block 
size is used. 
A possible further question is then the combination of erasure-protection codes 
with different error correcting codes. One possibility is the use of LDPC codes. LDPC 
codes themselves have some erasure-protection and therefore the erasure of parts of 
packets might also be considered as a packet puncturing technique, with improved 
performance over the existing approach. A joint ABC code and LDPC code might 
be further optimised by the inventive design of the LDPC code. Then, the correla- 
tion between different parts of packets might also be investigated in determining the 
optimal performance. 
The design of a single joint erasure and error protection code is also to be con- 
sidered. Such a code may have a complex detector, whose analysis may not be as 
simple as that of the ABC and Turbo code detector. The design of such a scheme 
would potentially allow the PER to be controlled by the selective erasure of individual 
bits of the data. Moreover, the code rate of such a code may be greater than the 
concatenated code approaches considered in this work. 
6.3.5 Implementing Water Filling Using Margin Adaptive Approaches 
The approach described in this thesis for implementing water-filling to the higher 
noise level user is known as a "rate-adaptive approach, " as the power allocated for the 
user is fixed, and the rate is adapted to maximise the capacity within this power. 
An 
alternative approach is termed "margin-adaptive. " In this approach, a 
fixed bit-rate 
is allocated and the allocated power is then minimised to achieve this 
bit-rate. The 
difference between the power allocated and the power constraint is referred 
to as the 
margin. 
The Levin-Campello algorithm [Cam97] is well-known 
in multi-carrier systems 
(such as OFDM and ADSL) as a discrete rate, continuous power 
optimisation accord- 
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ing to a margin-adaptive approach. An adaptation of the Levin-Campello algorithm 
may be considered for the cooperative broadcasting scheme for a W-CDMA down- 
link proposed in this work. This adaptation would advantageously allow minimum 
bit-rate to be allocated to the user with high noise level at minimum power, thereby 
allowing the user with low noise level to be allocated increased power and hence, 
increased bit-rate. This may lead to a further throughput improvement than that 
recorded in this work. 
6.3.6 Resource Allocation over Multiple Networks 
The system discussed in this work is downlink with a single air interface. The pos- 
sibility of multiple air interfaces has already be realised, with the development of 
heterogeneous network systems, for instance using wireless LAN and cellular tech- 
nologies in tandem, as illustrated in Figure 6.1. The throughput space for such a 
system is much greater than for a single system and the time-sharing vector must 
also consider the possible distribution of resources between the two different net- 
works. Cooperative broadcasting may be implemented on one or more networks and 
the pairing between networks may be different. 
W Wireless i reless 
AN L LAN 
Wireless Cellular 
Service Network 




Figure 6.1: Illustration of Heterogeneous Networked 
System 
In this context, the use of erasure-protection coding, particularly 
Fountain Coding, 
as a form of rate matching may be worth further consideration. 
Then, data may be 
recombined at the receiver, even in a case where problems in 
one part of network have 
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reduced the user's throughput, increased delay, led to increased error or erasure over 
the channel, or buffer overflow. In this way, the diversity introduced by the second 
network may be used to improve the overall QoS. 
6.3.7 Caching Problems 
A further possible application of the techniques described in this thesis is in the area 
of data caching. When data is to be transmitted to a mobile user, the transmitter for 
this data may be changing. This is a significant problem for conversational class or 
streaming class services, where delay is tightly constrained. Then, to prevent excessive 
delay, data must be sent to the transmitter in advance of the required transmission 
time, where it is cached. 
The problems of caching are similar to those considered in this work. Firstly, the 
resource allocation in terms of bit-rate to different caches, will depend on predicting 
the user's throughput requirements and capacity in the future. Then, the allocation 
of resources can be dynamically changed as the prediction is updated. Rate control 
schemes will be critical in ensuring that the distribution of data is matched to the 
possible future throughput requirements of the user. Erasure-protection schemes may 
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reduced the user's throughput, increased delay, led to increased error or erasure over 
the channel, or buffer overflow. In this way, the diversity introduced by the second 
network may be used to improve the overall QoS. 
6.3.7 Caching Problems 
A further possible application of the techniques described in this thesis is in the area 
of data caching. When data is to be transmitted to a mobile user, the transmitter for 
this data may be changing. This is a significant problem for conversational class or 
streaming class services, where delay is tightly constrained. Then, to prevent excessive 
delay, data must be sent to the transmitter in advance of the required transmission 
time, where it is cached. 
The problems of caching are similar to those considered in this work. Firstly, the 
resource allocation in terms of bit-rate to different caches, will depend on predicting 
the user's throughput requirements and capacity in the future. Then, the allocation 
of resources can be dynamically changed as the prediction is updated. Rate control 
schemes will be critical in ensuring that the distribution of data is matched to the 
possible future throughput requirements of the user. Erasure-protection schemes may 
also be considered in order to assist in possible loss of data during handover between 
transmitters. 
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PROOF OF THE FRAME-SPLITTING 
APPROACH 
This Appendix proves proposition 1, which proposes that the optimisation problem 
defined by equation (3.8) can be solved sequentially, without resorting to dynamic 
programming. Equation 3.8 is restated to aid the reader. 
GN NIK 
max E njwj Rij max 
E 1T rk 
j=1 
(ke, 
asib le k=l 
To simplify the approach, substitute this objective function with an alternative 
objective function. One possibility for this objective function is that defined by Jdntti 
and Kim [JKOI] to minimise the sum of the weighted buffer state over K frames. 
Define such an objective function as below, where qi, is the state of the i" user's 
buffer at the end of frame k. Then the starting condition for the buffer is qjO. An 




rk C7Zf easible k=l i=l 
(A. 1) 
Bellman's optimality principle (as explained in section 3.3.1) may be used. The 
principle, as used in the method of dynamic programming, can be more elegantly 
presented by means of a recurrence relation. 
A forward recurrence relation presents the objective function at an arbitrary stage 
in the problem, in terms of all the succeeding stages [Win94]. This will be a function 
of the aggregate state of all the buffers at the end of the previous frame. Define the 
aggregate state of all the buffers at the end of the k" frame (i. e. EN , qi, 
) to be j= 
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'Ih qremain, k and the Z user's volume of transmitted data per frame to be 1ý', k. Then, 
the recurrence relation Fkfqremain, k-1jmay be defined as follows. 
NN 
. Fkf 
qremain, k-I Lpin w(k) qik + '77k+l qremain, k-1 Ri, k (A. 2) rk (E7ý-f easible 
This is a recursive problem, which (similarly to equation (3-12)) appears to be 
difficult to solve without an exhaustive search of all possible values for rk for all k, 
which would be computationally complex. However, a simplification may be used to 
group some of the terms from different stages of the problem together and thereby 
simplify the search. Start by expressing ENI q4 in terms Of qremain, k-, and Ri i= k- 
N 
)7kfqremain, k-11 min w(k) qremain, k-1 Ri, k 
rkElý-'feasible 






The recurrence relation can be expanded for values from k to K and each part 
of the expansion may be expressed in terms of qremain, k-, and Ri, k. 
N 
min w(k) q, ernain, k-1 Ri kýqlemain, k-lý rk ElZf easible i=l 
k 
N 
+ min w(k + 1) qremain, k 
Ri, k+l 
rk+l GlZf easible 
N 
+ min w(K) qremain, K-1- 
Rj, K ... (A. 4) 
rK GlZf easible 
For a given frame, 1>k, we can write qremain, l in terms of qremain, k-, and all the 
values for allocated bit-rate between k and 1. Define x as a 
dummy variable and the 
relationship between q, emain, j and qre-main, k-1 can 
be defined as follows. 
1N 
qrernain, l = qremain, k-1 - 




This relationship can be substituted in the previous expression for the recurrence 
relation, equation (A. 4), to express for k<I<K in terms of qremain, k-l- 
Making this substitution, the recurrence relation is now a function of only qremain, k-1 
and R,,,, for k<x 
N 
-Fk 
f qemain, k- I min w (k) qremain, k-1 Ri, k 
rk E72-f easible 
kNN 
+ min w(k + 1) qremain, k-1 E 
1: Ri, 
x 
Ri, k+l + 
rk+ 1 ER f easible 
x=k i=l 
K-1 NN 
+ min w (K) qremain, k-l- 




rK E7ý-f easible x=k i=l 
Grouping together all the Ri,,, terms in each minimisation, simplifies the expres- 
sion as follows. 
N 




+ min w(k + 1) qremain, k-1 - 
1: 1: Rj, ý, + rk+l E)Zf easible x=k i=l 
KN 
+ min w(K) qremain, k-1 I ... 
rK GRf easible 
E Ri, (A. 7) 
x=k i=l 
It is apparent that qremain, k-l must be known (especially as it is the aggregate 
buffer state at the starting point of the decision process). Therefore, these terms may 
be taken out of all the minimisations and grouped. 
K 
T kfqlemain, k-11 : --": qremain, k-I 
EW(X)- 
x=k 
N k+l N 
min w (k) 
Ri, k + Mill w(k + 1) 
1: 1: Ri, x 
rk 0ý-f easible rk+1 
G77-f easible x=k i=l 
KN 
+ min w(K) - 
1: E R,, x 
(A. 8) 
rK E7Zf easible x=k i=l 
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Examining the above expression, for a given frame, y, although the choice of 
will affect R,,,, for z>y, it will not affect Ri, z for z<y. Therefore, we can again 
group all the terms Ri,,, to the Xth minimisation. 
K 








W(X) + min - 
1: Ri, k+l 
E 
Uý(X) 
rk ElZf easible rk+l ERf easible Z=l x=k Z=l x=k+l 
N 




rK ElZf easible 
This grouping means that the minimisations no longer have any effect on each 
other. This allows the separation of all the minimisations, such that the recurrence 
relation can be separated out into a sum of minimisations, as follows. 
KNK 
ýFk 
lqemain, k-1 1= qremain, k-1 
Z 
W(X) - pin - 




rk f easible 
x=k 
NKN 
min -ERi, k+I 
Z 
W(X) min - Rj, KW(K) rk+ 1 Cl? f easible rK Glý-f easible %=l x=k+l 
(A. 10) 
This sum of minimisations can be more elegantly be presented in the following 
form. 
KKNK 
-Fkf qemain, k-1 
I 
min qremain, k-1 
E 
W(X) -E 
rl GRf easible 
ERik E 
W(X) 
x=k 1=k X=l 
This is a major simplification of the recurrence relation, as all the minimisations 
from k to K may be separated, whereas before all these minimisations were inter- 
linked. Some statements may be made about this simplification. Assuming that the 








W(X) is equivalent to max IT? n, k (A. 12) rk , IZf easible 
x=k 
rk GIZf easible 
Therefore, Fk can be written as follows. 
KKN 
'17ýqremain, k-lj :, ":::: qremain, k-1 
E 
W(X) k max (A. 13) 
E 
ri GRf easible x=k Z=k 
From equation (A. 2), it can be seen that equation (A. 1) is equivalent to 
N 
Tj qi, o 
Using the identity in equation (A-13) above, it follows that 
NNKKN 
jl, Z qi, o =Z qi, o 
Zw (x) -Z : Lnax Z 
Ri, k- (A. 14) 
i=I i=l x=l k=I 
rk G'T*" f easible i=l 
The first term in equation (A. 14) is constant. Therefore, it is equivalent to say 








k for k=1,21 7K 
(A. 15) 
rk E72-f easible i=l 
Finally, when w(k) is given the following values, it can be seen that the problem 
in equation (A. 1) is the same as that defined in equation (3.8). Therefore, the solution 
given by equation (A. 15) can be applied equally to equation (3.8). 
0 
w(k) any constant, 
N 
if k<K and Eqj, >0 
i=l N 





Moreover, the restrictions that for a given value of k, Ri, k> 0 for no more than 
two values of i (i - 1, ..., N) and that the where 
Ri, k> 0, then Ik-, j -0 for all 1>k 
may be additionally applied to the problem. These restrictions only serve to enforce 
further constraints on the optimisation. 
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DETAILED DETERMINATION OF 
BUFFER STATE OCCUPANCY 
PROBABILITIES 
In order to calculate ýbj in terms of pi and P2 , the single threshold buffer was modeled 
by a simple Markov chain having two states, representing the event of the buffer state 
being in section 0 or section 1. In order to determine ýbj, the transition probabilities 
must be calculated. These are a function of the buffer state occupancy probabilities. 
The probability of being in buffer state n, in section 3' of the buffer is denoted Onj. 
To find these probabilities the buffer may be modeled by an infinite birth-death 
Markov chain, with states having integer values from 0 to oc, referred to as chain A, 
illustrated in Figure B. 1. To analyse this chain, The and Keilson's JK95] principle of 
Ergodic Green's function technique can be used, as adapted by Oyefuga [OyeO4]. 
Figure B. 1: Infinite Markov Chain Model of the Single Threshold Buffer (Chain A) 
The ergodic Green's function method can be applied to the single threshold buffer 
using the five steps detailed in section 4.3. 
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B. 1 Step I- Ergodic Greens Functions 
From chain A, two daughter Markov chains are identified, which are illustrated in 
Figure B. 2. These are infinite Markov chains having states oo <n< oo. The first 
(chain B) has the same arrival and departure process as section 0 of the buffer. The 
second (chain C) has the same arrival and departure process as section 1 of the buffer. 
The Greens function for the n1h state of the buffer in the j'Ih section is 9(n, j)(k). 
The Greens function for chain B can be given by the following expression, where a., 
is the probability of x data units arriving, g(,, O)(0) =I when n=0 and g(,, o)(0) =0 
otherwise. 00 
9(n, O)(k + 1)= 9(n, O) (0) +E 9(n-x, O)(k) ax (B. 1) 
X=O 
This can be converted into an ergodic Greens function using the following identity. 
m 
gn = Egn(k) (B. 2) 
k=O M-400 
Then, a recursive expression for g(,, O) in terms of ax is found as follows. 
m 
g(n, 0) g(n, 0) 
(0) +Z g(n, O)(k + 1) (B. 3) 
k=O M-+OO 
m 00 
= g(n, 0) 
(0) +Z1: g(n-x, 0) (k) ax (B. 4) 
k=O 
-x=O - m--->oo 
00 
g(n, O)(0)+Eg(n-x, 0)aý, 
(B. 5) 
x=O 
Similarly, the ergodic Greens function for chain C can be given as follows. 
m 00 
g(n, 1) 




+ZZ g(n-x, 1)(k)aX+R2,02 (B. 6) 
k=O 
-X=-R2 - rn--+oo 
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STEP 2- KOLMOCOROV EQUATIONS FOR CHAIN A B-3 
00 00 
g(n, 1) :: '-- g(n, I)(0) +Z g(n-x, 1)ax+Ri, 01 + 
1: 
g(n-x, 1)ax+R2,02 (B. 7) 
x=-Ri x=-R2 
From equations (B. 5) and (B. 7), observe that the ergodic Greens function for 
each of the daughter chains can be found iteratively using these recursive functions. 
B. 2 Step 2- Kolmogorov Equations for Chain A 
By examining chain A, the Kolmogorov equations for this chain, being the steady 
state transition equations, can be expressed as below. For ranges of n where 0", o is 
not defined by these equations assume that 0,, 0 =0 and similarly for ranges of n 
where 0,,,, is not defined by these equations assume that 0,,,, = 0. 
n=0 O(n, O) = O(n, o) ao (B - 8) 
n n-T 
0<n<T 
/3(n, O) =E 0(n-x, ())a,, +E /3(n-x, l), ola., +Rl 
X=O x=-Ri 
n-T 
+E 0(n-x, 1)102ax+R2 (B-9) 
x=-R2 
n n-T 
n>T O(n, 1) = 
I: 0(n-x, o)ax +E 
0(n-x, 
l), ol ax+Rl + 
x=n-T+l x=-Ri 
n-T n-T 
E 0(n-x, I)P2ax+R2 + 
E, 3(n-x, l) 
(1 
-, 01 -, 02) ax (B. 10) 
x=-R2 X=O 
B. 3 Step 3- Compensating Functions 
In order to use chain B and chain C to find the state occupancy probabilities, it is 
necessary to find the difference between each of these chains and the actual Markov 
chain model of the buffer, given by chain A. These functions are called compensating 
functions and are given by c(,, i) for state n in section i. 
The transition equations for chain B and chain C may be given by equations 
(B. 11) and (B. 12) respectively. 
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1) ax (I - p, - P2) +E 13(n-x,, )ax+RlPl 
X=o x=-R, 
00 
+E 0(n-x,, )ax+R2 P2 (B - 12) 
x=-R2 
The compensating function for chain B, C(n, O) , represents the transitions in respect 
of section 0 that exist in chain A but do not exist in chain B. Thereforel C(n, O) is given 
by subtracting equation (B. 11) from equations (B. 8) and (B-9). Note that these 
expressions have then been simplified such that those terms where ýn, o =0 in chain 
A have been removed. 
-oc <n<0 c(,,, O) =0 (B. 13) 
n-T n-T 
<n<T c(,, O) =E 
0(n-x,, )ax+RlPl + 
1: 0(n-x,, )ax+R2P2 (B. 14) 
x=-Ri x=-R2 
n 
n>T C(n, O) =- Y--., 0(n-xo) ax (B. 15) 
x=n-T+l 
The compensating function for chain C, c(,,,, ) can be given by subtracting equation 




<n<T C(n, l) 
E ý(n-x, j)ax+RjPl 
x=-Ri 
n 
n>T C(n, l) 




1: ý(n-x, j)ax+R2P2 
x=-R2 
(B. 18) 
Oyefuga [OyeO4] highlights that the sum of c,, O and c,,, is zero for all n. This 
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implies that the net effect of the compensating functions, if added to chain B and 
chain C, is to cancel each other out in respect of the overall distribution. 
A second point is that may be additionally identified for the single threshold 
buffer described in this work is that since chain A is only broken down into two 
chains, the compensating functions for chain B and chain C are equal in magnitude 
and opposite in sign. In fact, it will be seen that this is in fact a realisation of the 
stochastic principle in respect of birth-death Markov chains. As explained in section 
4.3, when the Markov chain may be divided into two sections, the probability inflow 
into each section is equal to the probability outflow from the other. 
BA Step 4- State Occupancy Probability Equations 
The and Keilson [IK951 state that the pgf for state occupancy probabilities in chain A 
can be found for those states where chain A and its daughter have the same arrival and 
departure processes. From the continuous time domain, they show that this pgf can 
be found by multiplying the Laplace transform of the daughter chain's compensating 
function with the Laplace transform of its ergodic Greens Function. Given that chain 
B and chain C are modeled in the discrete time domain, Oyefuga [OyeO4] showed 
that the pgf for these chains can be found by the multiplication of the z-transforms 
of the compensating function with the z-transform of the ergodic Greens 
function. 
Given the complexity of the expressions, it is easier to work in the time domain, 
rather than the z-domain. Then as Oyefuga states, the state occupancy probabilities 
can be found by the convolution of the compensating functions with the ergodic 
Greens functions in the state space (i. e. n) domain. 
ý(nj) - C(n, j) & 9(n, j) 
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Performing this operation, the state occupancy probabilities are found as follows. 




-.,,, )a,, +R, Pl 
+E 0(m-x,, )ax+R2P2 9(n-m, O) 
m=O -x=-R, x=-R2 
00 m 
0(m-.,, o)a,, 9(n-m, O) 0<n<T (B. 20) 
m=T x=m-T+l 
T-1 m-T m-T 
E- E o(m,, j)aý, +RjPl - 
1: o(m,, j)a., +R2P2 9(n-m, l) 
m=O x=-Ri x=-R2 
00 m 
+ 1: y 1) n>T (B. 21) , 
0(m-x, o)ax 9(n-m, 
m=T -x=m-T+l 
I 
B. 5 Step 5- Solution of Simultaneous Equations 
Equations (B. 20) and (B. 21) suggest that there are infinite simultaneous equations 
to solve to obtain the values of ý(, j). One approach to find solutions is to truncate 
the range of n to a finite limit. This approach is acceptable when the buffer is stable, 
as in this case, a finite range for n can be assumed. However, when the buffer is 
unstable, this may lead to inaccurate results. Stability of the buffer may be assumed 
when E[rk] > Aj, which is required by equation (4.6). 
Ideally, the solution for 0(,, 0) would be independent of 0(,,, ) and vice versa. Here, 
Lui and Golubehik's [LG99] stochastic complementation technique can be applied to 
make the expression for the sections of the buffer independent to one another and 
make solution of these simultaneous equations simpler. 
B. 6 Stochastic Complementation Solution 
The first two terms of equation (B. 20) can be termed the mean probability inflow 
to each state in section 0 of the buffer. This is denoted BO,, and can be given by the 
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E 0(m,, j)ax+RjPl +E o(m-x,, )ax+R2P2 (B. 22) 
x=-Ri x=-R2 
By alternatively calculating BO,,, the simultaneous equations for each section 
(equations (B. 20) and (B. 21)) become independent to one another and can easily be 
solved. The stochastic complementation technique can do exactly this. 
Lui and Golubehik [LG991 show that the probability inflows to section X, Bx, 
can be given by equation (4.4), restated below 
Bx = diag (Px, x, e) Z, 
where, 
p*, X/ [I -Px,, x, I-, Px,, x - x 
For section 0 of the single threshold buffer, the probability inflows are given by 
BO, which is aTxT matrix. Each row of BO represents the inflows to each state in 
section 0 from each other state in section 0. Oyefuga [OyeO4] suggests that taking the 
average value of the n Ih column of BO, which is denoted Bo,,, is a good approximation 
to Bo,,. This is expressed as below, where bjn is the element in the 3th row and n Ih 







Using this approximation, ý3(n, O), as given in equation (B. 20) can be written as 
follows. 
T-1 00 m 
O(n, O) - 
1: hO, 
ng(n-m, O) - 
1: 1: 0(m-,:, O)a,, 9(n-m, O) 
0<n<T (B. 24) 
M=o m=T -x=m-T+l 
Example values for the average probability inflow obtained by stochastic comple- 
mentation and also simulation are shown in Figure B. 6 where p, = P2 = 0.33. 
As can 
be seen, in each case the inflows have two peaks, one in the first 
half of the buffer 
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and the other in the second half of the buffer. These correspond to the inflows from 











2466 10 12 14 16 
n 
(b) Rij = 8, 
Ri, 2 = 16, A=0.8 
Figure B. 3: Example Average Probability Inflows to section 0 of the buffer 
B. 7 Determining the State Occupancy Probabilities 
The state occupancy probabilities can now be calculated. The Green's function for 
section 0 can be calculated iteratively, using the following expression, where k is the 




9 (n, 0) 
(0) +Z9 
(k) 
, ) (n, 0) (n- 
x=O 
(B. 2 5) 
An examination of this Greens function will quickly identify that g(,, O) =0 when 
n<0. This implies that the state occupancy probability can be further simplified as 






0<n<T (B. 26) 
M=o 
Example Greens functions for section 0 of the buffer are shown in Figure B. 7 for 
the case where A= Rij x 0.1 and pi = P2 = 0.33. As expected, g(,, O) =0 when 
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n<0. However, g(0, O) is in both cases a spike andg(n, O) when n>0 is almost always 
a constant value. This is representative of the continuous flow from section 0 of the 
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(b) Rij = 8, Ri, 2 = 16, A=0.8 
Figure BA: Example Greens functions for section 0 of the buffer 
For section 1, by examining equation (B. 21), it can be seen that this can also be 
simplified to give a simpler expression for 




-Bo, ng(n-m, l) 
+EE 0(m-.,, O)a,, 9(n-m, l) 
M=o m=T 
[x=m-T+l 
T-1 T-1 Oo 
1: - 
Bo,, g(n-m, l) +E 
O(x, 
O) E amg(n-m, l) n>T (B. 27) 
M=o X=o m=T-x 
The Green's function for section I can also be calculated iteratively, using the fol- 
lowing expression, where k is the iterative index and g(,, j)(0) == I for n -= 0 and 
9(n, 1) (0) == 0 otherwise. 
00 Dc 
(k+1) (k) 







ax(1 -, oi - P2) (n-x, 1) 
x=O 
(B. 28) 
Example Greens functions for section 1 of the buffer are shown in Figure B-7 for 
the case where pi == P2 =: 0.33. For the section I Greens 
functions, when n>0, 
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g(,,, ) , 0. When n == 0, g(,,, ) is again a spike. When n< 01 9(n, l) oscillates with 
the variation in n. These oscillations dampen as n gets more negative. These are 
representative of the "negative flow" from section I of the buffer towards section 0 
















(a) Rij = 4, 
Ri, 2 = 81 A=0.4 (b) Rij = 8, 
Ri, 2 = 16, A=0.8 
Figure B. 5: Example Greens functions for section I of the buffer when pi = p2 = 0.33 
Assuming that E[rk] > A, it can be assumed that ý,, j >0 for only a finite range 
of n and can be calculated by solution of equation (B. 27). In such a case, gnj >0 for 
only a finite range of n. When this condition is not met, gnj >0 for all n<0 and 
a solution of equation (B. 27) is not possible. This corresponds to the case where the 
buffer is unstable and continues to grow indefinitely. Such cases must be avoided. 
The use of the stochastic complementation principle ensures that the equations 
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for ý3, j are no longer simultaneous and can be solved independently, as 
long as 0,, 0 
for 0<n<T are known. Using these state occupancy probabilities, it is possible to 
calculate the section transition probabilities for the simple model of the buffer. 
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