Our purpose is to characterize the multiparameter Gaussian processes, that is Gaussian sheets, that are equivalent in law to the Brownian sheet and to the fractional Brownian sheet. We survey multiparameter analogues of the Hitsuda, Girsanov and Shepp representations. As an application, we study a special type of stochastic equation with linear noise.
INTRODUCTION
The question of the equivalence in law of Gaussian processes has been widely studied in the sixties-seventies. (5, 6, 9, 14) Recently, the problem has been reopened by several authors, due to the intensive study of the fractional Brownian and of stochastic calculus with respect to this process. Precisely, the Wiener integral representation of the fractional Brownian motion with respect to the Brownian motion and the explicit form of its kernel, allows us to find concrete expressions of Gaussian processes that are equivalent in law to the fractional Brownian motion. We refer to Refs. 1, 2, 15 for recent works on the Gaussian equivalence. We investigate in this paper the equivalence in law of multiparameter Gaussian processes (Note that lately the stochastic integration and stochastic equations with fractional Brownian sheet have been considered in e.g. Refs. 4 and 16) . More precisely, we will characterize all processes that are equivalent in law with a Brownian sheet and to a fractional Brownian sheet. We study both Hitsuda-type (or nonanticipative) representation and Shepptype representation. At least former seems to be closely related to the stochastic calculus and Itô's formula (see Ref. 5, Section 6.4.) . Since the stochastic calculus in the multiparameter case is more complicated than in the one-parameter case, we ask ourselves if the representation theorems using stochastic integrals can yet be obtained. The answer is positive and it is due to the fact that actually the main tool used is the GohbergKrein factorization theorem. (8) Our study surveys different types of representations, canonical or non-canonical, for the equivalent Gaussian sheets. In the "fractional" case, we show a Hitsuda characterization theorem for Gaussian sheets equivalent to the fractional Brownian sheet only in the case when all parameters are bigger than 1/2. The reason of the lack of a such characterization in the other cases consists in the structure of the linear Gaussian space generated by the fractional Brownian sheet, see Refs. 11 and 12 for the one-parameter case.
We organized our paper as follows. Section 2 contains the notation and preliminaries on Hilbert-Schmidt operators. In Section 3 we give a general (and rather abstract) result on the Gaussian equivalence. In Section 4 we characterize the Gaussian processes that are equivalent in law to the Brownian sheet and in Section 5 we consider the same topics for the fractional Brownian sheet. Section 6 is an application of our results to a special kind of stochastic equation with (fractional) Brownian sheet as noise term.
PRELIMINARIES AND NOTATION
Let t = (t 1 
A kernel b : [0, 1] 2d → R is of Volterra type if b(t, s) = 0 implies s t. Here t, s ∈ R d . The set of square integrable Volterra kernels is denoted by
. The tensor product K ⊗ H of operators K and H is defined as (K ⊗ H)f (t, s) = (Kg s )(t), where g s = t → Hf (t, ·)(s). Multiple tensor products are defined through iteration.
Let k be a kernel in L 2 ([0, 1] 2d ). The corresponding capital roman letter (K in this case) denotes the Hilbert-Schmidt operator on
The trace of the operator K with kernel k is simply
if it exists, and in this case we say that K is of trace class. If K and H are two Hilbert-Schmidt operators on L 2 ([0, 1] d ) with kernels k and h then in is easy the see that the composition HK is again a Hilbert-Schmidt operator. Indeed, the kernel associated to HK is the convolution
The adjoint K * of a Hilbert-Schmidt operator K is again a HilbertSchmidt operator, and its kernel k * is simply k * (t, s) = k(s, t).
Let I 0 denote the identity operator (this notation is in accordance to the fractional integral operators to be defined later in Section 5) and let σ (K) = {λ 1 , λ 2 , . . . } denote the (countable) set of the eigenvalues of K, or
) called the resolvent of k, such that the corresponding operators satisfy
or, equivalently,
Note that we have (K 1 ) 1 = K. The operator K 1 is also called the resolvent of K.
Remark 2.1. In the literature sometimes the operator −K 1 (and correspondingly −k 1 ) is called the resolvent. Some authors even define the resolvent to be I 0 − K 1 (which is no longer Hilbert-Schmidt).
The resolvent kernel k 1 may be represented as the Neumann series
that is
Also, if k has the Mercer expansion along its eigenvalues and eigenfunctions
λ j e j (t)e j (s) then the resolvent kernel k 1 may be represented as
The Carleman-Fredholm determinant of K is
It exists for any Hilbert-Schmidt operator since
A Hilbert-Schmidt operator K is of Volterra type if its kernel k is a Volterra kernel. So, in this case we have
The resolvent K 1 of a Volterra operator K always exists since in this case the spectral radius sup{|λ| : λ ∈ σ (K)} is zero. The resolvent is also of Volterra type.
GENERAL RESULTS ON EQUIVALENCE
Let X = (X t ) t∈[0,1] d be a centered multiparameter Gaussian process on the probability space ( , F, P) with covariance
We assume that X is mean square continuous and denote by H(X) the reproducing kernel Hilbert space (RKHS, for short) of the process X. That is, for every f ∈ H(X) we have 
We will use the following notation
and let M(t) be the orthogonal complement of F (t) in H(X). Clearly,
We have the following lemma.
Indeed, for all u ∈ [0, t] we have
LetP be another probability measure on ( , F) such that (X,P) is a centered Gaussian sheet with covariance RP. Using the same type of arguments as in Ref. 8 or Ref. 9 , we can prove the following canonical nonanticipative representation. Theorem 3.2. Every mean square continuous Gaussian sheet (X,P) which is equivalent in law to a given Gaussian sheet (X, P) admits a nonanticipative representation with respect to (X, P) . That is, there exists a centered Gaussian sheet (Y, P) with covariance RP such that Y t ∈ L(X, t)
In the next section, we show that in the case when the sheet X above is equivalent in law to a Brownian sheet, Theorem 3.2 takes a less abstract form.
GAUSSIAN PROCESSES EQUIVALENT IN LAW
TO A BROWNIAN SHEET
Hitsuda Representation
Brownian sheet on the probability space ( , F, P). That means, W is a centered multiparameter Gaussian process with the covariance
To prove the stochastic integral representation of processes, we will follow the lines of Ref. 8, Section 9.
Proof. Equation (4.1) implies that
Let us choose
where for every i = 
Since the family
The representation theorem for the Gaussian processes equivalent in law to the Brownian sheet is given below.
Proposition 4.2. A centered Gaussian sheetW = (W t ) t∈[0,1] d is equivalent in law to a Brownian sheet W if and only if it admits the representationW
Proof. By Theorem 3.2, we have that for every t
. It follows from Kallianpur, (8) pp. 225-233 that W t can be written as
where I 0 (identity) and B are operators on
Moreover, B is a Volterra operator. Therefore, we can write
where b is the Volterra kernel corresponding to the Volterra operator B.
(In fact, to be more precise it holds that
. Relation (4.3) and the fact that
implies that b is a Volterra kernel.) The conclusion follows by Lemma 4.1.
The non-centered case is now obvious. Indeed, we know that admissible drifts are of the form
. Also, by using the resolvents we may invert the relation (4.2). So, we have the following result: 
The Volterra kernel b and the function a are unique and the representation (4.4) is canonical in the sense that the sheetsW and W generate the same filtration. Moreover, the Brownian sheet W in (4.4) is constructed from the fractional oneW by
where
The Hitsuda representation (4.4) is connected to the Girsanov representation of the density between PW and P W in the following way: 
In terms ofW the Radon-Nikodym derivative takes the form
Proof. The formula (4.6) is an immediate consequence of the multiparameter Girsanov formula (3, 4) and the isometry
The formula (4.7) follows from (4.6) by symmetry.
Shepp Representation
The Shepp representation of Gaussian measures equivalent in law with the Wiener measure can be extended to the multiparameter case. 
and
The kernel k is unique and symmetric and is given by
for almost every s and t. The function m is also unique and it is given by
for almost all t. The Radon-Nikodym derivative dPW dP W is given by
Proof. The proof given in Ref.
14 can be applied exactly. 
Example 4.7. Let H ∈ (0, 1) and 
According to Corollary 1, we have that W + B H,K is equivalent in law to a Brownian sheet if and only if We end this section by comparing the Hitsuda and Shepp representations. The situation is similar to the one-parameter case studied by Cheridito. (2) Indeed, by comparing (4.7) and (4.10), we obtain the following. 
and for the kernels b and k we have the relation
By symmetry, we have for the resolvent kernels b 1 and k 1 that 
GAUSSIAN PROCESSES EQUIVALENT IN LAW TO FRACTIONAL BROWNIAN SHEET

Wiener Integrals and Hitsuda Representation
The fractional Brownian sheet
We want to derive a representation of the fractional Brownian sheet with respect to the ordinary one. To this end we recall some preliminaries of fractional calculus. For details we refer to Ref. 13 .
Let f be a function over the interval [0, 1] and α > 0. Then
are the Riemann-Liouville fractional derivatives of order α; I 0 ± and D 0 ± are identity operators.
If one ignores the troubles concerning divergent integrals and formally changes the order of differentiation and integration one obtains
We shall take the above as the definition for fractional integral of negative order.
Remark. The operators I α
± are not Hilbert-Schmidt, that is, they do not admit kernels; hence the use of calligraphic letters. By Ref. 13, Theorem 2.5, the composition formula
is valid in any of the following cases.
Let us now briefly consider Wiener integrals with respect to fractional Brownian sheet. Details for the one-parameter case may be found in Pipiras and Taqqu. (11, 12) Let us introduce operators
So, if we set
we see by using the Fubini theorem that
Consequently, we have the representation
Also, the operator K H is injective and has simple functions in its image. Thus we have a reverse representation
Actually, the inverse operator K
−1
H is given as
Also, note that by Proposition 3. 
The Wiener integral of f ∈ with respect to fractional Brownian sheet is 
Moreover, as a vector space
Proof. The forms (5.6) and (5.7) follow immediately from the relation (5.2). The equality (5.8) follows from the isomorphism in Ref. 13 , p. 187.
Recall that is isometric to H(Z).
It is desirable that it is also isometric to the linear space L(Z, t), i.e. one wants, as in the case of the Brownian sheet, to identify any F ∈ L(Z, t) with a single function f ∈ so that
Obviously, this is possible if and only if is complete. Otherwise is isometric to a proper subspace of L(Z, t). Indeed, if
In particular, is complete and hence isometric to L(Z, t). On the other hand, if H i > 1/2 for some i then Lemma 5.2 implies that is not complete and hence isometric to a proper subspace of L(Z, t).
Let us summarize the discussion above as a lemma:
2 for some i = 1, 2, . . . , d then the equality (5.9) holds only for g ∈ K( ) and
As the fractional Brownian sheet Z is mean square continuous we know now by the generalisation of the Kallianpur-Oodaira representation that any Gaussian sheetZ that is equivalent in law to it can be represented canonically in terms of Z in the sense that
In the case of ordinary Brownian sheet W the elements in the linear space L(W, t) were Wiener integrals of the form
In the case of fractional Brownian sheet this is not generally true, as Lemma 5.2 suggests. Therefore, in general we do not have the Hitsuda representation for the fractional Brownian sheet as we have for the ordinary Brownian sheet. Indeed, the situation is similar to the one-parameter case studied in Ref. 15 .
Let us introduce operators acting on Volterra kernels: (i) A Gaussian sheetZ given by the equatioñ
is equivalent in law to Z if and only if
Moreover, the fractional Brownian sheet Z is constructed from Z by We have the following Kallianpur-Oodaira representations.
Proposition 5.7.
A Gaussian sheetZ is equivalent in law to a fractional Brownian sheet Z if and only if it can be represented as
where W is a Brownian sheet constructed from Z by (
). Moreover, the fractional Brownian sheet Z is constructed fromZ by
whereW is constructed fromZ bỹ where W is a Brownian sheet constructed from Z by (5.3),
The proofs of Theorem 5.5 and Propositions 5.7 and 5.8 are easy search-and-replace modifications of the corresponding one-parameter case studied in Ref. 15 . It would be too boring to reproduce them here.
The obvious difference between the representations (4.4) and (5.12) (or (5.13)) is that in the latter one needs to construct a Brownian sheet from Z in order to representZ. Nevertheless, (5.12) and (5.13) are Kallianpur-Oodaira representations ofZ with respect to Z, since obviouslỹ Z t ∈ L(Z, t). In the case max i d H i 1/2 (and in this case only) we can use Lemma 5.4 to obtain a representation without the auxiliary Brownian sheet. This is the essence of Theorem 5.5.
Remark 5.9. Note that since each one of the variables W t ,W t , Z t , andZ t can be constructed from any of the corresponding sheets by using only the information upto multi-time t the corresponding filtrations coincide:
Double Wiener Integrals and Girsanov Representation
Suppose that a Gaussian sheetZ is equivalent in law to a fractional Brownian sheet Z. IfZ is given by (5.12) where K 2 = K ⊗ K and the right hand side of (5.14) is a double Wiener integral in the sense of Itô. In the multiparameter case the analogous definition is obvious.
The double Wiener integral of f ∈ 2 with respect to fractional Brownian sheet is
The situation is now similar to the single Wiener integral case: If max i d H i 1/2 then 2 is complete and otherwise it is not. Indeed, in this case 
Shepp Representation
The Shepp representation of a Gaussian sheetZ that is equivalent in law to the fractional Brownian sheet Z is easily obtained from the Shepp representation for the Brownian sheet and the connection (5.2). 
The kernel k and the function m are unique. Indeed, they may be obtained, almost everywhere, from the covariance and mean functions by applying the inverses of the tensorized operators above.
The Radon-Nikodym derivative dPZ/dP Z is just (4.10), whereW is constructed fromZ byW 
APPLICATION TO STOCHASTIC EQUATIONS
We apply the Hitsuda representation to discuss the existence and uniqueness of the solution of a stochastic equation of functional type where the noise term is a (non)fractional Brownian sheet. A rather similar equation (but of a non-functional type) has been studied in Ref. 4 .
In this section we consider the canonical space = C([0, 1] d ) of continuous sheets (the Brownian and the fractional Brownian sheets admit sample-continuous versions).
Let α = (α(t, x) : t ∈ [0, 1] d , x ∈ ) be a causal or nonanticipative functional. Let ξ be a Gaussian sheet satisfying dξ t (ω) = α t, ξ(ω) dt + dW t (ω), P W − a.s., (6.1) where W is a Brownian sheet. Assume also that the induced Gaussian measure P ξ satisfies P ξ ω ∈ : 
