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Abstract 
We describe a novel approach to update geological models using bottom-hole pressure data from injection and 
observation wells during CO2 sequestration. Our proposed history matching workflow, in conjunction with 
compositional simulations of supercritical CO2 injection into a saline formation, involves: (a) inversion of zeroth 
order frequency of the injection-well pressure to modify the spatial permeability field around the injection well, (b) 
transient pressure arrival time inversion of observation well pressures to modify the inter-well spatial permeability 
field, and (c) gradient-based minimization of pressure mismatch at all wells using a global permeability multiplier. 
The proposed approach has been demonstrated on 3-D synthetic models generated using well-log data from the 
Weaber-Horn well in the Illinois basin. In this case supercritical CO2 is injected for 11 months into a centrally 
located well, with pressure response monitored during injection and 1 month of shut-in at three observation wells. 
Injection is assumed to take place in a high-permeability layer close to the bottom of the model, with pressure 
responses monitored at all three observation wells only in the injection layer. Forecasts of pressure response at 
injection/observation wells over a three-year injection period produced with the inverted model also agree well with 
those from the reference model. Inversion of the 3-D model is more challenging and suffers from non-uniqueness, 
unless the condition of proximity to the prior model is imposed. In all cases, improved forecast of the CO2 plume 
evolution was observed after the pressure history matching. We also show how the integration of time-lapse seismic 
data into the inversion process results in further improvement in gas saturation forecast. A systematic and efficient 
approach to integration of pressure data from CO2 injection operations is presented, offering improved CO2 plume 
prediction - especially when time-lapse seismic data is not available. 
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1.     Introduction 
     Geological storage of CO2 (carbon sequestration) has been carried out in several locations around the world [1] 
as a method to avoid atmospheric emission of CO2. The International Government Panel on Climate Change [2] 
recommended “modeling the injection of CO2 into storage reservoir and future behavior, monitoring the storage 
system and using the monitoring results to validate and update the model”. Carbon sequestration in brine aquifers 
faces many different challenges in both engineering and economical aspects. There is considerable uncertainty 
associated with the injection of CO2 in deep aquifers. Engineering problems such as the leakage of CO2 can 
compromise the integrity of fresh waters, ecosystems and the health of populations exposed to high concentration of 
CO2 [3]. There are also economic liabilities associated with legal disputes and fines imposed by regulatory agencies. 
These challenges have spurred considerable research and development efforts in CO2 capture and storage 
technologies along with monitoring, verification and accounting of CO2 sequestration. 
Various methods have been reported in the literature for monitoring CO2 sequestration. Benson [1] has given a 
summary of these methods. The author has also pointed out the advantages and limitations of each method.  
Inversion of the seismic responses have been used for quantitative interpretation of the movement of the CO2 plume 
in the subsurface, specifically in saline aquifers [4,5,6]. All the researchers have showed potential benefits of 
integrating seismic data in forecasting the performance of CO2 sequestration.  
In addition to the seismic methods pressure transient analysis using bottom-hole pressure data from injection and 
observation wells is the most widely used monitoring method.  Utilizing pressure data either by conducting pressure 
transient test or using well bottom-hole pressure data is an inexpensive way to monitor CO2 sequestration. Bottom 
hole pressure data along with rate data is normally acquired as a routine procedure during CO2 injection.  Spatial 
data like porosity and permeability influences pressure behavior in the reservoir. So pressure transients as well as 
injection / observation well pressure data can be used to infer porosity and permeability. Pressure data can also be 
used to validate and calibrate geological and simulation models used for planning and forecasting of CO2
sequestration projects. Many researchers and companies have used pressure transient data and bottom hole pressure 
data for validating and calibrating single or multiple simulation models. 
In this chapter use of well bottom-hole pressure data for calibration of high resolution compositional simulation 
model during CO2 sequestration is illustrated. Pressure data from injection well as well as observation wells is 
utilized for model calibration. A novel approach is presented to integrate the available pressure data into the 
simulation model, thus improving forecasting capability of the simulation model. The first step consists of bottom-
hole pressure inversion of zeroth-order (mean) frequency of the pressure of the injection well. This approach is 
based on a low-frequency asymptotic solution to the equation governing transient head variations [7].  This is 
followed by transient pressure arrival time inversion of bottom-hole pressure at the observation wells [8,9]. This 
inversion is based on sensitivities derived using the high frequency asymptotic solution (sharp pressure front) for the 
transient flow. It can be noted that both the methods are complimentary to each other. As a last step, a gradient 
based optimization technique is used to modify global multiplier of permeability (X direction). This optimization 
uses Levenberg-Marquardt algorithm. 
The organization of this chapter is as follows. First, a novel approach is proposed for integrating bottom-hole 
pressure data of injection and observation wells in the simulation model. This is followed by the motivation for the 
proposed approach. Then the proposed approach is discussed in the detail. This is followed by demonstrating the 
utility of the proposed approach on 3-D example application. The bottom-hole pressure data used for history 
matching is generated using a reference 3-D model. These reference models are based on well log data. The utility 
of seismic data inversion in improving forecasting capability of the model is also illustrated. 
2. Proposed Approach  
    Goal of this study is to contribute to the development of bottom-hole pressure history matching workflow for CO2
sequestration. Brief outline of the study is as follows:
1. A 3-D simulation model is setup with known properties using hard well data, for example, well logs. This 
model acts as a true\reference model. 
2. Synthetic pressure data is generated at the injection well and observation wells following CO2 injection for 
11 months followed by shutoff for 1 month. This pressure data generated using reference model is used for 
history matching. 
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3. Model inversion is carried out using a 3-D prior model, generated using limited information available from 
the logs from single well. The history matching BHP data is generated from the reference 3-D model 
generated using same logs from the single well. A novel approach is proposed which consists of bottom-
hole pressure inversion of injection well. This step is followed by the peak pressure arrival time inversion 
of bottom-hole pressure at the observation wells. As a last step, a gradient optimization technique is used to 
modify global multiplier of permeability (X direction) and/or global anisotropy multiplier (PermX / 
PermY).  
The proposed workflow for integration of bottom-hole pressure data during CO2 sequestration is outlined in the 
Fig. 1.
Fig. 1 – Workflow for integration of bottom-hole pressure data during CO2 sequestration 
3. Elements of the Proposed Approach 
3.1. Bottom-hole Pressure Inversion of CO2 Injector 
 The low frequency asymptotic expansion for transient pressure variations, presented by Vasco et al., [10] is used for 
the bottom-hole pressure (BHP) inversion of an injection well. This approach is based on a low-frequency 
asymptotic solution to the equation governing transient variation (Eq. 1). This approach is selected for BHP 
inversion because it is computationally efficient as the inverse modelling only requires the solution of two problems 
which are equivalent to the steady state equation [11]. 
The transient pressure response in a heterogeneous medium as a function of space (x) and time (t) is described by 
the diffusivity equation, given as follows, 
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where ( )xφ is porosity, ( )xk is permeability, µ is total fluid viscosity and ct is total compressibility. 
 The Fourier transform of Eq. 1 in the frequency domain is given as follows 
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Where Pˆ  is the Fourier transform of the pressure variation (Arsac, 1966) as a function of space (x) and time (t) 
is given as follows, 
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where ı(x) is the phase of the propagating pressure front. The expansion of ( )ω,ˆ xP  (Eq. 4) is dominated by the 
first few terms of the summation, when Ȧ is small. 
As the interest is in low-frequency asymptotic solution of the Eq. 1, for zeroth frequency (i.e. mean of the 
pressure series) the Eq. 4 is reduced to, 
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Vasco et al., (2004) derived the pressure sensitivity, i.e. the partial derivative of the pressure at the observation 
point x due to a perturbation of the permeability at y , which is given by the integrand 
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Where 
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)(ωψ  in the equation above accounts for windowing  of the observations (taking observations discontinuously).  
The term ),( xyPo  represents zeroth-order representation of the pressure P, at point x due to the source (or sink) 
at y. Practically it is difficult to evaluate ),( xyPo as the source (or sink) has to be placed at every gridblock location 
whose sensitivity has to be evaluated. It is easy to reciprocate this by keeping the source at original x location and 
evaluate ),( yxPo . While ),( yxP so  represents the zeroth-order representation of the pressure P, at point y due to a 
source at xs. This term is evaluated for all the sources and sinks simultaneously by running the simulation model at 
the operating conditions. For details refer to the Vasco et al., [10,11].  
For the case of only injection well, xs and y coincide and only the laplacian ),( yxP so  needs to be evaluated 
required just one steady state solution. As presented above, the pressure inversion for the zeroth-order frequency and 
several other frequencies is possible. In this work however, only the zeroth-frequency (mean) component is inverted 
which results in simplification of the Eq. 6. For instance for 0=ω , 1)( =ωψ , the sensitivity term [7] reduces to,  
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The inversion of the zeroth-frequency component follows an approach with the augmented objective function as 
described in the Eq. 9 [12], 
RLRRSPo δβδβδδ 21 ++−    …………………………………….…..………………………………......   (9) 
where in the Eq. 10, S represents the sensitivity matrix, įR, correspond to the change in the reservoir property 
(permeability), and oPδ , the misfit in the zeroth-frequency component of the Fourier transformed pressure. In 
addition L is a second spatial difference operator that is a measure of roughness and is analogous to imposing a prior 
variogram or covariance constraint. The first term in Eq. 9 ensures that the difference between the observed and 
calculated mean bottom-hole pressure response is minimized. The second term, called a “norm constraint”, 
penalizes deviations of updated model from the initial model. This helps in preserving geologic realism because 
starting or prior model already incorporates available geologic and static information related to the reservoir. 
Finally, the third term, a roughness penalty, simply recognizes the fact that production data are an integrated 
response and are thus, best suited to resolve large-scale structures rather than small-scale property variations. ȕ1 and 
ȕ2 are weights on the norm term (second term) and roughness term (third term) respectively. The influence of these 
parameters can be controlled by using them. This augmented function is minimized using a conjugate gradient 
minimization algorithm. 
The proposed approach is computationally efficient as solution of the Eq. 8 requires (Nwell + 1) steady state 
simulations, where Nwell is no. of wells. So the time required for inverse modeling scales with number of wells not 
number of gridcells. This is particularly helpful in BHP inversion for CO2 sequestration models where the 
simulation models are large with low number of active wells. The BHP inversion sensitivity is derived using steady 
state solution described in the Eq. 8.  
3.2. Pressure Peak Arrival Time Inversion of Observation Wells 
     In this section pressure peak arrival time inversion based on a high frequency asymptotic solution for the 
transient flow is discussed. A high frequency asymptotic solution of the diffusivity equation leads to the Eikonal 
equation which governs the propagation of the pressure front [8]. The pressure front is defined as the propogation of 
the peak response corresponding to an impulse source or sink [13]. 
A high frequency asymptotic solution for a transient pressure response (Eq. 1) assumes the following form [14, 
11,15] 
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where ı(x) is the phase of the propagating pressure front. The motivation for using expansion of ( )ω,ˆ xP  (Eq. 
10) in terms of inverse powers of Ȧ is that initial terms of the series represent rapidly varying (high frequency i.e. 
sharp pressure front) components and successive terms are associated with the lower frequency behavior [16]. The 
asymptotic solution, the Eq. 11, is the summation of an infinite number of terms with coefficients An(x). Only the 
first few terms which correspond to high frequency (large Ȧ) in the series are considered. They describe the physical 
propagation of a ‘sharp pressure front’ [11,15]. Considering the first term only, then 
( ) ( ) ( )xx x 0,ˆ AeP i σωω −−=  ....………………….……….…...……………………………………………..……. (11) 
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After inserting the Eq. 11 into the Eq. 2 and collecting terms with the highest order of ωi− , the equation for the 
front propagation in an isotropic permeable media is given as follows, 
( ) ( ) ( )xxx ασσ
1
=∇⋅∇  …...………………………………………………….................................................…. (12) 
Where Į(x) is the diffusivity given by 
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x =  …………………………………..…………………..……………………...……………..…. (13) 
Eq. 12 is the Eikonal equation widely used to explain a variety of propagation behavior [16,17]. In addition the 
Eq. 12 has the similar form of the streamline time of flight equation which describes the propagation of a neutral 
tracer [15]. Using analogy of the time of flight formulation, diffusive time of flight (Ĳ) for propagation of a pressure 
front is defined as follows [15], 
( ) ( )³= ψ α
ζ
τ
x
x
d
 ...………………………………………………………………………………………………. (14) 
Diffusive time of flight is defined along the trajectory of a ‘pressure front’ ȥ, and these trajectories are not 
necessarily the streamlines [7]. But Kim et al., (2009) showed that by exploiting the analogy between tracer and 
pressure trajectories, one can approximate the pressure front trajectory with streamlines especially when the pressure 
propagation is  transient such as in case of CO2 sequestration in large aquifers.  
The relationship between Ĳ(x) and the physical time (t) when the pressure response (drawdown or build up) 
reaches a maximum at position x, is given by [18], 
( )
6
2
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xτ
=t  ...………………….……………………………………...........................................................…. (15) 
The Eq. 16 refers to the arrival time of the peak pressure response corresponding to an impulse source and sink. 
In practice, there is a step change in rate at the injector. Noting that the derivative of the step function is an impulse 
function, the arrival time of the pressure front at a location can be interpreted as the time when time derivative of the 
pressure reaches maximum (or minimum) at that point. 
For data inversion, one needs to quantify parameter sensitivity, i.e. the relationship between changes in model 
parameters (permeability, porosity) and variations in the predicted pressure peak arrival time Ĳ. From the Eq. 13 and 
the Eq. 14, sensitivity coefficient of diffusive time of flight Ĳ with respect to permeability k can be obtained 
analytically as follows [18], 
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Integration in the Eq. 16 is evaluated along the streamlines [19] which can be efficiently computed using fluxes 
derived from a full physics compositional finite volume simulation [20]. In this work, fluxes derived from the 
compositional simulation of CO2 sequestration are used to trace streamlines from each grid-cell to the injector. For 
inversion only the streamlines passing nearby the observation wells are considered as they are representing pressure 
trajectories passing through them. The details of compositional streamline tracing are given in the [20]. 
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3.3. Gradient Based Optimization 
      In the last step of the proposed approach, a gradient based optimization technique using sensitivities derived 
using numerical perturbation via finite difference are used to modify global parameters for example permeability 
and Ky/Kx multiplier. The Levenberg–Marquardt algorithm is used for calibrating global multiplier on the 
permeability field to improve the match for bottom-hole pressure data for observation wells. 
3.4. Compositional Flow Simulation of CO2 Sequestration 
      There are a variety of physical and chemical mechanisms interacting together when modeling the CO2
sequestration process. The CO2 is normally injected under supercritical conditions but depending on the pressure, 
temperature and salinity of brine, it can exist either as a gas or liquid phase. The injected CO2 can also initiate a 
variety of chemical reactions resulting from the acidification of the aquifer brine and eventually precipitate in a solid 
form of carbonate mineral. Eventually over a long period of time, mineral precipitation can induce changes in the 
formation modifying transport properties like porosity and permeability [21]. Although CO2 mineralization is the 
most effective method of CO2 sequestration, it occurs over very long time scales. Other mechanisms by which CO2
is sequestered in the reservoir are structural trapping, residual trapping and dissolution in reservoir brine. Structural 
trapping of CO2 is dependent on the quality and integrity of the structural seal. This is one of the major uncertainties 
of CCS projects.  Residual trapping is related to immobile phase trapping of CO2 as CO2 rises up because of 
buoyancy and travels through the water phase. This residual trapping is dependent on rock-fluid properties such as 
permeability, relative permeabilities and also the phase behavior of the reservoir fluids and the injected CO2. 
Dissolution of CO2 in reservoir brine is typically small (about 3–7% by mass) and depends on salinity of the 
reservoir brine and reservoir pressure and temperature [22]. 
4. 3D Application 
   In this section, the proposed approach is illustrated by using a 3-D example. In 3-D case the inversion results at 
each step are compared to the reference model. 3D model is also conditioned to the well log data. For briefness the 
results for a 2-D model are not shown in the paper. Readers can refer to the author’s dissertation [23] for more 
details related to 2-D examples. 
4.1 3-D Field Example 
The proposed workflow (Fig. 1) is now demonstrated on a 3-D simulation model. The historical pressure data for 
inversion has been generated using a 3-D synthetic model. This synthetic model was generated using sequential 
Gaussian simulation of the porosity well log data from an actual CO2 injection well. This CO2 injection well 
(Weaber horn) is located in the Illinois basin and is drilled through Mt. Simon sandstone formation which is 
considered to be a good candidate for CO2 sequestration [24]. Mt. Simon formation is overlain by three thick shale 
formations which will act as good seals during CO2 sequestration. Permeability field was generated using a 
permeability-porosity correlation derived from the core data of Weaber horn well. This synthetic model is referred 
as the ‘reference model’ in this study.  
The principal features of the reference model are as follows, 
1. Model dimension is 40000 feet x 40000 feet x 1319 feet. 
2. Number of gridcells in X direction = 40, Number of gridcells in Y direction = 40, Number of layers = 55.  
3. Grid cell dimension in X direction = Grid cell dimension in Y direction = 1000 ft. 
4. The 3-D model consists of pore-volume multipliers at the boundary to simulate a large reservoir. 
5. Permeability in X direction = Permeability in Y direction = 10 times the permeability in Z direction. 
6. Top of the reservoir is @ 7011 feet and bottom of the reservoir is 8330 feet. 
7. Equilibrated pressure is 1972 psi @ 7011 feet (top of reservoir). 
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4.1.1 Bottom-hole Pressure Inversion 
The improved pressure match for injector I1 is shown in the Fig. 6. A considerable improvement in the pressure 
match is observed. 
Fig. 6 – Bottom-hole pressure match for well I1 after BHP inversion.
A bottom-hole pressure match after BHP inversion for the observation wells is shown in the Fig. 7. Significant 
improvement is seen for the observation wells O1 and O2 in spite of having measurements only in the 49th layer. 
The bottom-hole pressure match for well O3 has slightly worsened after BHP inversion, possibly due to the fact that 
it is farthest from the injection well I1. 
Fig. 7 – Bottom-hole pressure match for observation wells O1, O2 and O3 after BHP inversion. 
The permeability field after BHP inversion is compared to the reference and starting (initial) permeability field 
for the layers 49th, 47th and 45th in the Fig. 8. Layers 44 to 49 were more sensitive to BHP sensitivities than other 
ϲϱϬϬ
ϲϱϱϬ
ϲϲϬϬ
ϲϲϱϬ
ϲϳϬϬ
ϲϳϱϬ
ϲϴϬϬ
ϲϴϱϬ
ϲϵϬϬ
ϲϵϱϬ
ϳϬϬϬ
Ϭ ϭϬϬ ϮϬϬ ϯϬϬ ϰϬϬ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
ĂǇƐ
/ϭ
,W/ŶǀĞƌƐŝŽŶ
ZĞĨĞƌĞŶĐĞDŽĚĞů
ĨƚĞƌWŽƌĞǀŽůƵŵĞDƵůƚŝƉůŝĞƌ
ϲϱϵϬ
ϲϲϬϬ
ϲϲϭϬ
ϲϲϮϬ
ϲϲϯϬ
ϲϲϰϬ
ϲϲϱϬ
ϲϲϲϬ
ϲϲϳϬ
ϲϲϴϬ
Ϭ ϭϬϬ ϮϬϬ ϯϬϬ ϰϬϬ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
ĂǇƐ
Kϭ
,W/ŶǀĞƌƐŝŽŶ
ZĞĨĞƌĞŶĐĞDŽĚĞů
ĨƚĞƌWŽƌĞǀŽůƵŵĞDƵůƚŝƉůŝĞƌ
ϲϱϵϱ
ϲϲϬϬ
ϲϲϬϱ
ϲϲϭϬ
ϲϲϭϱ
ϲϲϮϬ
ϲϲϮϱ
ϲϲϯϬ
ϲϲϯϱ
Ϭ ϭϬϬ ϮϬϬ ϯϬϬ ϰϬϬ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
ĂǇƐ
KϮ
,W/ŶǀĞƌƐŝŽŶ
ZĞĨĞƌĞŶĐĞDŽĚĞů
ĨƚĞƌWŽƌĞǀŽůƵŵĞDƵůƚŝƉůŝĞƌ
ϲϲϬϬ
ϲϲϬϱ
ϲϲϭϬ
ϲϲϭϱ
ϲϲϮϬ
ϲϲϮϱ
ϲϲϯϬ
Ϭ ϭϬϬ ϮϬϬ ϯϬϬ ϰϬϬ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
ĂǇƐ
Kϯ
,W/ŶǀĞƌƐŝŽŶ
ZĞĨĞƌĞŶĐĞDŽĚĞů
ĨƚĞƌWŽƌĞǀŽůƵŵĞDƵůƚŝƉůŝĞƌ
Starting Model
Starting Model
Starting ModelStarting Model 
 Satyajit Taware et al. /  Energy Procedia  63 ( 2014 )  4485 – 4507 4495
layer
impro
Fig
Fo
perm
by su
Th
But t
s as the injec
vements are o
. 8 – Permeability
r further und
eability chang
btracting starti
Fig. 9 –Perm
e changes ma
he results are 
^ƚĂ
tion is taking
bserved in the
 field (md) after B
erstanding, th
es required for
ng (initial) per
eability changes r
de after BHP 
not quite simil
ƌƚŝŶŐ
 place in the 
 BHP inverted
HP inversion for 
e changes in
 layers 49th, 4
meability field
equired (md) are c
inversion are 
ar for 47th and
49th layer an
 permeability f
layers 49, 47 and 4
 permeability
7th and 45th in 
 from referenc
ompared with cha
quite similar w
 45th layers po
d the CO2 plu
ield compared
5 compared to re
 made after 
the Fig. 9. Pe
e permeability
nges made after B
hen compared
ssibly due to 
me is rising 
 to the starting
ference and startin
BHP inversio
rmeability cha
 field.
HP inversion for 
 to the chang
the fact that p
due to buoya
 (initial) perm
g (initial) permea
n are compa
nges required 
layers 49, 47 and 
es required fo
ressure measu
ncy. Some 
eability.
bility field. 
red to the 
are derived 
45.
r 49th layer. 
rements are 
4496   Satyajit Taware et al. /  Energy Procedia  63 ( 2014 )  4485 – 4507 
only taken for layer 49th and there is not enough pressure data to resolve the layers 47th and 45th.  With the limited 
pressure data, it is not expected to reproduce the permeability field in the 3-D. 
4.1.2 Pressure Peak Arrival-time Inversion
After BHP inversion, pressure peak arrival time inversion for observations wells O1, O2 and O3 is carried out using 
compositional streamline tracing [20]. The peak arrival time improvement after pressure arrival–time inversion is 
shown in the Fig. 10. The peak arrival time after pressure peak arrival time inversion (X axis) is compared to 
reference model peak arrival time (Y axis). It can be observed that only observation well O3 has shown 
improvement regards to peak arrival time after BHP inversion. 
Fig. 10 – Peak arrival time comparison between pressure peak arrival time inversion and BHP inversion.
A little improvement is observed in pressure match for injector I1 after arrival time inversion is shown in the Fig. 
11.  
Fig. 11 – Bottom-hole pressure match for well I1 after pressure peak arrival time inversion (blue) compared to bottom-hole pressure after BHP 
inversion (green).  
The bottom-hole pressures for observation wells O1, O2 and O3 after pressure peak arrival time inversion are 
shown in the Fig. 12. No improvement in bottom-hole pressure match is observed for well O1 and O2. However, 
improvement is observed in bottom-hole pressure match for well O3 which is congruent to improvement in peak 
arrival time match fro well O3, illustrated in the Fig. 10. 
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Fig. 12 – Bottom-hole pressure match for observation wells O1, O2 and O3 after pressure peak arrival time inversion (blue) compared to bottom-
hole pressure after BHP inversion (green). 
The permeability changes made after BHP inversion and after pressure peak arrival time inversion are illustrated 
for layers 49th, 47th and 45th in the Fig. 13. It can be observed that a lower permeability area around well O3 is 
generated during pressure peak arrival time inversion resulting in improvement in peak arrival time match for well 
O3 (after BHP inversion). Improvement is seen in the area between well O3 and I1 over the permeability field 
derived after BHP inversion. This new improvement after pressure peak arrival time inversion corresponds to low 
permeability region around well O3 in the reference model. This permeability improvement around well O3 is 
consistent with the arrival time improvement for well O3 in the Fig. 11. 
The lowering of permeability is only present in the 49th layer. There are no changes to permeability for 47th and 
45th layers, after BHP inversion. This is due to the fact that pressure measurements are only taken for 49th layer and 
therefore peak arrival time inversion is only done using pressure trajectories (represented by streamlines) passing 
through observation wells in the 49th layer. There is not enough pressure data to resolve remaining layers. More 
pressure measurements will help in resolving remaining layers.   
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Fig. 18 – Comparison of forecast of bottom-hole pressure for injection well I1 for history matched, reference and starting model. Zoomed view is 
shown on right. History matching is performed for 1 year followed by 2 years of forecasting. 
Similarly the results for observation wells O1, O2 and O3 are illustrated in the Fig. 19. Barring well O3, a good 
agreement is observed for reference and history matched model in the forecast period after the proposed approach. 
Fig. 19 – Comparison of forecast of bottom-hole pressure for observation wells O1, O2 and O3 for history matched, reference and starting model. 
History matching is performed for 1 year followed by 2 years of forecasting. 
For better understanding of the improvement in bottom-hole pressure results, a cross-plot of gas saturation 
difference between 3rd year (end of forecasting)  and 1st year (end of history matching) for the reference and final 
model (after proposed approach) along with reference and starting model is illustrated in the Fig. 20. It can be 
observed that the coefficient of correlation has improved significantly from 0.715 to 0.78 after the proposed 
approach. This shows the value addition in CO2 gas saturation estimation during forecasting in the simulation model 
using proposed approach for the bottom-hole pressure integration. 
ϲϱϱϬ
ϲϲϬϬ
ϲϲϱϬ
ϲϳϬϬ
ϲϳϱϬ
ϲϴϬϬ
ϲϴϱϬ
ϲϵϬϬ
ϲϵϱϬ
Ϭ Ϭ͘ϱ ϭ ϭ͘ϱ Ϯ Ϯ͘ϱ ϯ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
zĞĂƌƐ
/ϭ
ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌdŚƌĞĞƐƚĞƉƉƉƌŽĂĐŚ
,ŝƐƚŽƌǇ
DĂƚĐŚŝŶŐ
&ŽƌĞĐĂƐƚ
ϲϲϬϬ
ϲϲϮϬ
ϲϲϰϬ
ϲϲϲϬ
ϲϲϴϬ
ϲϳϬϬ
ϲϳϮϬ
ϲϳϰϬ
ϲϳϲϬ
Ϭ Ϭ͘ϱ ϭ ϭ͘ϱ Ϯ Ϯ͘ϱ ϯ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
zĞĂƌƐ
/ϭ
ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌdŚƌĞĞƐƚĞƉƉƉƌŽĂĐŚ
ϲϱϴϬ
ϲϲϬϬ
ϲϲϮϬ
ϲϲϰϬ
ϲϲϲϬ
ϲϲϴϬ
ϲϳϬϬ
ϲϳϮϬ
ϲϳϰϬ
Ϭ Ϭ͘ϱ ϭ ϭ͘ϱ Ϯ Ϯ͘ϱ ϯ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
zĞĂƌƐ
Kϭ
ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌdŚƌĞĞƐƚĞƉƉƉƌŽĂĐŚ
,ŝƐƚŽƌǇ
DĂƚĐŚŝŶŐ &ŽƌĞĐĂƐƚ
ϲϱϵϬ
ϲϲϬϬ
ϲϲϭϬ
ϲϲϮϬ
ϲϲϯϬ
ϲϲϰϬ
ϲϲϱϬ
ϲϲϲϬ
ϲϲϳϬ
ϲϲϴϬ
ϲϲϵϬ
Ϭ Ϭ͘ϱ ϭ ϭ͘ϱ Ϯ Ϯ͘ϱ ϯ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
zĞĂƌ
KϮ
ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌdŚƌĞĞƐƚĞƉƉƉƌŽĂĐŚ
,ŝƐƚŽƌǇ
DĂƚĐŚŝŶŐ
&ŽƌĞĐĂƐƚ
ϲϱϵϬ
ϲϲϬϬ
ϲϲϭϬ
ϲϲϮϬ
ϲϲϯϬ
ϲϲϰϬ
ϲϲϱϬ
ϲϲϲϬ
ϲϲϳϬ
ϲϲϴϬ
Ϭ Ϭ͘ϱ ϭ ϭ͘ϱ Ϯ Ϯ͘ϱ ϯ
Wƌ
ĞƐ
ƐƵ
ƌĞ
Ɖ
Ɛŝ
zĞĂƌƐ
Kϯ
ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌdŚƌĞĞƐƚĞƉƉƉƌŽĂĐŚ
,ŝƐƚŽƌǇ
DĂƚĐŚŝŶŐ &ŽƌĞĐĂƐƚ
 ĨĞƌĞŶĐĞDŽĚĞů
ƚĂƌƚŝŶŐ ŽĚĞů
ĨƚĞƌWƌŽƉŽƐ Ě ƉƌŽĂĐŚ
 ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌW ŽƉŽƐĞĚ ƉƌŽĂĐŚ
 ZĞĨĞƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌWƌŽƉŽƐĞĚƉƉƌŽĂĐŚ
 Z Ĩ ƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌWƌŽƉŽƐĞĚƉƉƌŽĂĐŚ
 Z Ĩ ƌĞŶĐĞDŽĚĞů
^ƚĂƌƚŝŶŐDŽĚĞů
ĨƚĞƌWƌŽƉŽƐĞĚƉƉƌŽĂĐŚ
4502   Satyajit Taware et al. /  Energy Procedia  63 ( 2014 )  4485 – 4507 
Fig. 2
4.1.5
From
gas s
lapse
to de
it) to
mod
desc
seism
easil
mon
satur
Here
non-
to en
prop
arou
0 – Crossplot com
 Time-lapse S
 the discussio
aturation, extr
 seismic can h
termine the se
 changes in 
eling algorithm
ription of per
ic response. T
In this de
y for seismic 
th. The object
ation at the en
 difference in 
unique problem
sure spatial co
The perm
osed approach
nd the injector
parison of gas sa
eismic History
n in the previo
a dynamic inf
elp will be illu
nsitivity of dif
reservoir prop
 to calibrate
meability hete
he details of t
monstration, t
impedance. It 
ive in the time
d of 4th and 12
gas saturation
 than integra
ntinuity and g
eability field a
 in the Fig. 2
.
turation difference
(bottom)
 Matching
us section, it 
ormation like 
strated in this
ference of tim
erties such a
 the simulatio
rogeneity and
he process alo
ime-lapse gas 
is assumed th
-lapse inversio
th month and s
 is used becau
ting single gas
eologic realism
fter seismic in
1, for the lay
 at the end of 3rd 
, reference and sta
was noted that
time lapse seis
 section. In thi
e-lapse seismic
s permeability
n model to ti
 spatial gas s
ng with the sen
saturation wi
at gas saturat
n is to minim
imulated diffe
se it captures 
 saturation sur
 [12]. 
version is com
ers 49th, 47th a
year and 1st year 
rting models (top)
 for better reso
mic is needed
s work, the co
 attributes (Im
 [20]. The se
me-lapse seism
aturation distr
sitivity deriva
ll be used, alt
ion informatio
ize the differe
rence of gas sa
the evolution o
veys [20]. The
pared to the r
nd 45th.  Mo
for the reference a
.
lution of perm
. A demonstra
mpositional st
pendence or g
nsitivities are
ic data. The
ibution that i
tion are discus
hough this inv
n is available 
nce between o
turation at the
f the gas satu
refore, regular
eference and p
st of the perm
  
nd final (after pro
eability and p
tive example o
reamlines are 
as saturation d
 then used in
 outcome is a
s consistent w
sed [20]. 
ersion can be
at the end of 
bserved diffe
 end of 4th and
ration. This is
ization terms 
ermeability fi
eability chang
posed) models 
rediction of 
f how time-
utilized [20] 
erived from 
 an inverse 
n improved 
ith the 4-D 
 carried out 
4th and 12th
rence of gas 
 12th month. 
 much more 
are included 
eld after the 
e is in area 
 Satyajit Taware et al. /  Energy Procedia  63 ( 2014 )  4485 – 4507 4503
Fig. 2
Fo
chang
are in
aroun
F
A
differ
inver
illustr
1 – Permeability 
r better unde
es required in
 the area surr
d the injector 
ig. 22 – Permeabi
 similar forec
ence between 
ted model alo
ated in the Fi
K(md
K(md
field (md) after se
rstanding, cha
 the permeabi
ounding the i
well. 
lity K (md) chang
ast is run on 
3rd year (end o
ng with refe
g. 23. It can be
)
)
ismic inversion fo
nges made in 
lity after propo
njector well a
es made after seism
permeab
the final seism
f forecasting)
rence and bo
 observed tha
r layers 49, 47 and
approach.
the permeabil
sed approach 
s the informat
ic inversion for l
ility field after pro
ic inverted m
 and 1st year (e
ttom-hole pre
t the coefficien
 45 is compared t
ity after the s
in the Fig. 22
ion provided 
ayers 49, 47 and 4
posed approach.
odel for two
nd of history 
ssure inverted
t of correlatio
o reference and pe
eismic invers
. It can be obs
by the gas sat
5 is compared to 
 years. A cro
matching) for 
 model (afte
n has improve
rmeability field a
ion  are comp
erved that all 
uration is in l
the changes requi
ss-plot of ga
the reference 
r proposed ap
d significantly
fter proposed 
ared to the 
the changes 
imited area 
red in the 
s saturation 
and seismic 
proach) is 
 from 0.78 
4504   Satyajit Taware et al. /  Energy Procedia  63 ( 2014 )  4485 – 4507 
to 0
forec
Fi
A
impr
illust
for th
.85 after the 
asting in the s
g. 23 – Crossplot 
lthough the ob
oving bottom-
rated in the Fi
e region wher
proposed app
imulation mod
comparison of gas
mo
jective of the 
hole pressure 
g. 24. There is
e changes wer
roach. This sh
el after time-l
 saturation differe
dels (bottom), refe
seismic invers
match in injec
 no change in 
e made. 
ows the valu
apse seismic d
nce at the end of 3
rence and after pr
ion here is cal
tor I1 and obse
the pressure m
e addition in
ata integration
rd year and 1st ye
oposed approach m
ibrate spatial g
rvation well O
atch for obser
 CO2 gas sat
.
ar for the referen
odels (top).
as saturation t
1 as compare
vation wells O
uration estima
ce and after seism
he inversion h
d to proposed 
2 and O3 as th
tion during 
ic inversion 
as helped in 
approach as 
ey are away 
 Satyajit Taware et al. /  Energy Procedia  63 ( 2014 )  4485 – 4507 4505
Fig. 24 – Comparison of bottom-hole pressure for all wells after seismic inversion to the reference, starting and after proposed approach models. 
5. Summary and Conclusions 
A novel proposed approach to update geological models using bottom-hole pressure data injection and observation 
wells during CO2 sequestration has been proposed. In the proposed approach, the first step consists of bottom-hole 
pressure inversion of zeroth-order frequency (mean) of the bottom-hole pressure at the injection well. This is 
followed by peak pressure arrival time inversion at the observation wells. As a last step, a gradient minimization 
technique is used to modify global multiplier of permeability (X direction). 
The proposed approach was also applied to a 3-D model with injection in a high permeability layer with 
encouraging results. The final bottom-hole pressure results showed satisfactory match with the reference model. 
However, the 3-D problem is highly non-unique and there can be multiple permeability fields matching the data. 
Also, because of the diffusive nature of the pressure, the problem of bottom-hole pressure inversion is more suited to 
infer large scale continuity than small scale variations. In the proposed approach, the condition of ‘proximity’ to the 
prior (starting) model is imposed. The forecast results for the injection and observation wells were satisfactory and 
improved correlation coefficient was obtained for the gas saturation difference between end of forecast and end of 
history matching for the final model compared to the starting model. For better resolution of permeability, extra 
dynamic information is needed. This extra information can be in form of time lapse seismic or more bottom-hole 
pressure data at different well locations. A simple illustration of integrating seismic data (gas saturation surveys) to 
improve gas saturation forecast is also discussed.   
The proposed work only deals with the data integration of bottom-hole pressure data during CO2
sequestration. Besides permeability, other uncertainties in bottom-hole pressure integration such as anisotropy and 
relative permeability need to be explored. The value addition of extra information in resolving permeability field can 
be studied. The extra information can be time lapse seismic or more bottom-hole pressure data at different locations. 
Also, the pressure calibrated model can be used for the optimization of CO2 sequestration [26] which deals with 
maximization of hydro-dynamically trapped CO2. In addition, the optimization of location and number of injection 
wells to maximize CO2 trapping and minimize costs can also be explored. 
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Nomenclature 
Ak                  Real functions that relate to the amplitude of the wave 
C                    Phase compressibility, Lt2/m, 1/psi 
ct                    Total compressibility, Lt2/m, 1/psi    
K                   Absolute Permeability, L2, mD 
L                    Second order spatial difference operator 
m                   Reservoir model parameter 
M                   Stacked Sensitivity Matrix 
P                    Pressure, m/Lt2, psi 
tmax                 peak arrival time of pressure, t, day(s) 
Į                    diffusivity coefficient, L2/t, md-psi/cp 
Ĳ                     diffusive time of flight / time of flight, t, day(s) 
ȗ                     distance along the pressure front trajectory, L, feet 
ȥ                    the pressure front trajectory  
φ
                  Porosity, dimensionless, fraction
ı                    phase of the propagating pressure front, radians
Pˆ
                  Fourier transform of pressure 
ρ
                  Density, m/L3, lbm/ft3 [kg/m3] 
λ                   Mobility, tL3/m, mD/cp 
μ
  
                viscosity, m/Lt, cp [Pa.s] 
Ȧ                   Frequency, 1/t, Hertz. 
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