Abstract
Explicit substitutions
The A-calculus is a higher-order theory given by a set of terms and a set of conversion rules between terms. It was developed by A. Church in the 1930's to provide a general theory of functions and a foundation for calculability.
As usual in first and higher-order theories, terms in A-calculus are considered modulo renaming of bound variables. This is expressed by the a-conversion rule: Xz.M = a Ay.(M{z +-y)) where y is a fresh variable. The general form M { z +-N ) does not belong to the syntax of well formed A-terms. Formally M { z t N} is not a A-term, but a notation to represent "the A-term in which all the free occurrences of the variable z in the term M have been replaced by N (with renaming of bound variables when necessary)". This form is called substitution and it is very important in A-calculus, for example, to express the principal conversion rule of the system, the ,&conversion:
When the &conversion is oriented from left to right and used as a rewriting rule, we have a symbolic way to compute the application of a function (Xz.M) to an argument N. This rewriting rule is the basis for functional programming.
If we consider the relation over A-terms induced by the termination in well typed A-terms, i.e, if M is a well P* P' P* P' typed A-term, then any reduction of M is finite.
As we have noticed, in this calculus the substitution is an external operation that is treated as an atomic step by the conversion rules (cy and p). Therefore, in A-calculus, it is not possible to delay the application of a substitution to a term or to consider terms with partially applied substitutions. This feature is useful to represent incomplete proofs in type based proof systems (c.f
Explicit substitutions calculi are formal systems which internalise the substitution mechanism. The A,-calculus, introduced by [ 11, is the classical calculus of explicit substitutions. It uses the de Bruijn's index notation of variables and implements the ,&reduction by means of a first-order term rewriting system with two sorts: terms and substitutions.
De Bruijn's index notation of variables (c.f. [7] ) is an elegant way to deal with name management and a-conversion. The principal idea is to replace variable's names by natural numbers (the de Bruijn's indices), where the index n is bound by the n-th A-constructors surrounding it.
A,-terms are defined by the following grammar (c.f. [ 11): 
Moreover, there is a system of rules (usually called cr) that allows to calculate applications of substitutions to terms. Some g-rules are:
The rule (Application) is the distribution of substitutions to applications, the rule (Lambda) is the introduction of substitutions inside abstractions and the rule (Clos) allows the composition of substitutions.
The system A, lacks some properties of A-calculus and, moreover, it raises new theoretical problems. First, the typed version of A, is not terminating (c.f. 1191) and second, A, introduces the problem of confluence on open terms.
In as a notation of 1 (S o I). This operator is used to introduce a substitution inside an abstraction in order to avoid the harmful critical pair which leads to the non-confluence in A, . Even, this calculus is not terminating in typed terms.
On the other hand, [ 151 proposes the A, system. This calculus has a simple presentation (a small number of rules) and, nicely, it preserves the strong normalisation, i.e. every term strongly /3-normalisable (particularly, every typed Aterm) is strongly A,-normalisable. In order to avoid non terminating chains of reductions, this system lack for rules of composition of substitutions. Thus, A, is not a confluent system, even if it is confluent on ground terms.
Apparently, there is a choice: confluence (and only weakly normalisation in typed terms) or strong normalisation in typed terms (and only ground confluence).
The confluence is interesting (and perhaps necessary) to achieve the higher-order unification via explicit substitutions (c.f. [8] ) or to deal with existential variables in type based proof system (c.f.
[18], [21] ). On the other hand, the strong normalisation property is interesting to implement type systems.
In the following we explain some problems related to termination and confluence in explicit substitutions calculi. Specially, we are interested in the critical pair that leads to the local confluence of A,-like systems by introducing the composition operator. Then we come up with a new calculus of explicit substitutions that implements a strategy of reduction in A,-calculus and we state that it is confluent and strongly normalising in well typed A-terms.
Complete proofs are developed in the full version of this paper (c.f. [20] ).
Confluence and termination in A,
In order to carry-out the local confluence in any system whit rules (Beta), (Application) and (Lambda), (for example A, , A*, A, and A, (c.f. [22] )) it is necessary to solve the critical pair:
In [16] , the Substitutions Lemma proves that this critical pair is solved in the A,-rewriting system when M is a ground term. But to achieve local confluence on open terms, A, and introduce an operator to compose substitutions allowing to close this critical pair on the term M[N [S] . SI. This operator being apparently responsible for non termination, we have taken another approach: we cut one of the branches of the above critical pair, i.e. we forbid one of the two reductions.
To implement this idea, we have two natural strategies:
1. To cut the right branch, i.e. the reduction of the P-redex before the distribution of the substitution, and 2. To cut the left branch, i.e. the distribution of the substitution before the reduction of the P-redex.
To cut the right branch we must avoid the distribution of a substitutions inside a 0-redex. Thus, it is necessary to change the (Application) rule by a rule like (c.f. [ 121):
Indeed, with this rule the distribution of substitutions to applications is only possible if the head term is a variable.
Thus, in the above critical pair, the substitution S is not propagated into ( ( A M ) N ) because the header of the term is not a variable. Therefore, only one reduction rule applies and there is no critical pair.
However, this rule is not a first-order rule because the header of the term can be at an arbitrary depth. If we want to code it directly in a explicit substitutions calculus we must 
where L is a list of terms which are the arguments of the head variable 3. We propose the system A< in which the rule (Application-List) is coded in the usual notation for application. We achieve that by introducing marks in applications. These marks allow the distribution of substitutions to applications only when they have a head variable. 
The system A,
The main idea of the system A( is to cut the right branch of the above critical pair by coding the (Application-List) rule in the usual notation for application.
The system Xc is similar to A, in the sense that substitutions are not composed and it preserves strong normalisation too; but in contrast to A, , A< is fully confluent (not only on ground terms). It is defined by the following grammar and the rewriting system of Fig. 1 :
Since the system A( lacks rules for composition of substitutions, the dotted notation of list can be replaced by a notation for singleton lists using an operator /, where M / denotes the substitution M.id. This operator was introduced originally in [9] and used by [22] in the system A, .
We have added two marked application's operators (or simply marks): 0 and 0. These operators are necessary to introduce substitutions inside applications only if the application has a head variable. Notice that the original (Application) rule becomes (Mark) in our system.
If we have the term ( M N)[S]
, we can see the use of marks as a hand-shaking process between S and the head term of M , A .-mark is just a request to the head term of M , in order to know if S can be distributed to the application. The request if started using the (Mark) rule, which is propagated recursively into the left part of the application using the (Mark') rule. If the head term is a variable, the answer is send by means of a @-mark, which is propagated out of term erasing the .-marks using the (Mark@) rule. The hand-shaking is completed when substitutions go through the @marks erasing them, by means of the (UnMark) rule. If a .-mark is not propagated into an application, for example because there is a A, then it is erased by the (Beta') rule. In A(. substitution redex disappears using the same rules as in A,. For example, we have the following re-
duction: (24 MI MZ)[S] -(24 M I M z ) [ S ] -(BO M i O M z ) [ S ] -( n [ S ] M I [ S ] M z [ S ] ) . Moreover, ( ( A M ) M I M z ) [ S ]

A ((AM) M I 0 M z ) [ S ] ;
but to distribute the substitution S , we must first reduce the (Beta)-redex in order to have a term with a head variable and so a @-mark.
x;
Relation with classical A-calculus
We say that a A<-term is pure if it does not contain neither marks nor substitutions. Therefore the set of pure XC-terms is the set of A-terms represented in the de Bruijn's index notation.
The set of ground A(-normal terms is described by the following grammar: 
Proposition 2 (Completeness) ~f M is a pure term, G is a p-normal form and M -M , then M % and %
is a A, -normal form too.
x; P' P'
A * This semantic of P-reduction is called "big step", in contrast with "one step" semantic which corresponds to the simulation of only one step of ,%reduction. It is easy to see that "one step" semantic is not strictly implemented in XC.
For example the reduction (A((A1)2))1 -(Al,)l is not
in the XC-system, and we cannot perform the substitution until the redex (Xi)2 has not been reduced. Thus, one step reduction is not preserved unless we consider ((A1)2)[lJ] as equivalent (modulo application of substitutions) to ( A 1 ) l .
Anyway, in both systems the following normal reduction is possible: (A( ( A 1 ) 2 ) ) 1 -(M)1 --1. p-redex p-redex b * -*
Abstract development
We search abstract sufficient conditions to prove confluence and preservation of strong normalisation properties.
Definition 1 (Commutation) Let R and S be two relations defined on the set X . We say that R commutes over S if and only if for any x , y, z in X such that x -y and y -z , there exists w in X such that x -w and w -z , i.e. the following diagram holds:
.4
Y
W
In the following we assume that R and S are relations defined on the set X .
Lemma 1 Let R and S be two relations such that R commutes over S. I f there are x , y , z in X such that Proot Let x be such that x -y1 and x -y2. We assume that there are U I ,u2 such that x -ul -y1 and x -u2 -yz. Since S is strongly confluent (hypothesis l), there is v such that u1 -v and u2 -U. By hypothesis 3, R is strongly closed on S , then using Lemma 1 there are w1 and w2 such that y1 -wl, v -w1, U -w2 and y2 -w2. Finally, by hypothesis 2, R is confluent, then there is z such that w1 -z and w2 -z . Graphically:
The following lemma provides a sufficient condition to prove preservation of strong normalisation.
Lemma 3 Let R and S be two relations such that: I . R is terminating and 2. R commutes over S. For any x in X, i f x is strongly S-normalisable then x is strongly ( R U S ) -normalisable.
Prooj Let x be in X such that x is strongly S-normalisable. We define the set of S-successors of x as S," = {y E X / z -y} and the order relation (+) over S, " as: for all y, z in S,", y + z if and only if y -z. Since z is strongly S-normalisable, the order + is a well founded relation. Thus, we prove by noetherian induction over + that for any y in S,", y is strongly ( R U S)-normalisable.
S* S+
0 At the base case, y is a S-normal form. Assume that
there is a reduction y -. . ., then if there are no S-steps in the reduction, it has the form y -. . . and this reduction is terminating by hypothesis 1. Otherwise. there is at most one S-step and we can write thereduction as y --z -. . .. In this case we use the commutation hypothesis and Lemma 1 to show that there exists a reduction y --zand this is contradictory because y is a S-normal form. Therefore this last case does not apply. Xc, namely C. Now we prove that:
1. BI is strongly confluent.
2. C is confluent.
3. C is strongly closed on Bi. 
Preservation of strong normalisation Proposition 4 (Preservation of Strong Normalisation) Zf
M is a strongly P-normalisable term, then M is a strongly A( -normalisable term.
The proof proceeds by defining the two systems M and A; . M is the set of rules (Mark), (ReMark), (Mark') and (Mark@). A; is the system A, in addition with the rules (Beta.), (UnMark) and:
We take X as the set of ground AC-terms, S as A; and R as M and we prove:
1. M is terminating.
.
M commutes over A; . 
Conclusions
Calculi of explicit substitutions are very suitable to deal with problems of variable renaming and the introduction of meta-variables. However, they introduce new theoretical questions, for example confluence on open terms. We propose the A<-system which solves positively the conjecture of the existence of an explicit substitutions calculus confluent on open terms and that preserves strong normalisation.
In order to have a confluent system it is necessary to solve the critical pair generated by the rules (Beta), (Lambda) and (Application): ? Thus, we have two choices: either to close the diagram (for example by introducing the composition of substitutions), or to cut one of the branches of this critical pair. Systems like A, and A, implement the first possibility. To implement the latter possibility, we have two natural strategies:
1. cut the right branch, i.e. the reduction of the /I-redex before the distribution of the substitution, and 2. cut the left branch, i.e. the distribution of the substitution before the reduction of the P-redex.
The A(-system can be seen as the coding of the strategy (1) by a first-order rewriting system. In order to achieve this, we have modified the rule (Application) to introduce marks in the terms. These marks push substitutions in application terms only if they have a head variable. Thus, for example, we forbid the distribution of a substitutions inside a P-redex. Therefore, we do not have this critical pair and then it is not necessary to introduce the composition operator between substitutions.
Due to this choice, we cannot simulate anymore one step of /I-reduction. However, we can prove that our system implements the "big step" semantic of P-reductions, i.e. normal forms of ground A-terms are the same in both, Acalculus and A(-system. An interesting problem is the implementation of the second strategy, while preserving confluence and strong normalisation in typed terms:
Problem 1 Does there exist a confluent explicit substitutions calculus that preserves strong normalisation and that reduces substitution redexes before the reduction of a p-
redex?
Our main motivation in this work is to deal with higherorder unification and meta-variables in proof checkers based on type theory. But, it is the A[-system a suitable calculus to meet this goal? The fact that one-step P-reduction is not simulated in Ag, seems to be a minor drawback of the system. In general, implementations of type systems check the equivalence of terms in normal forms, and, as we have proved, A< is a confluent and strongly normalising type system.
In contrast, simultaneous substitutions that are introduced by the composition operator, happen to be also useful for other purposes, for example the modelling of closures of an abstract machine (c.f. [lo] ) and the pruning of search space in unifications algorithms (c.f. [SI). In the unification algorithm, for example, the equation 
