• Prediction performance for winter wheat grain yield and end-use quality traits.
where is the standardized phenotypic value of the ith individual so that the intercept term is 124 omitted for all traits; encodes the genotype of the ith individual at marker locus .
125
In , the allelic states of individuals are coded as 0 and 2 for diploid genotypic values of AA 126 and aa, respectively; is the marker's effect at the jth locus; and the error term ~ .
127
The genomic estimated breeding value of an individual, GEBV, is thus defined as the predicted for unknown parameters in a Bayesian framework, are broadly adopted in GS algorithms for 133 estimating marker effects. In this study, GS algorithms of choice were Bayesian LASSO (BL)
134 (Park and Casella, 2008) , Random Forest (RF) (Breiman 2001) , Reproducing Kernel Hilbert
135
Space (RKHS) (Gianola et al., 2006) , and Ridge Regression Best Linear Unbiased Prediction
136
(RRBLUP) (Hoerl and Kennard, 1970) .
137

BL (Bayesian LASSO)
138
BL utilizes a conditional mixture of Gaussian distributions that describes the prior distribution of 139 the marker effect. Consequently, the assumption of equal variance across all markers is relaxed.
140
The marker-specific priors are modeled by the following hierarchical distributions.
141
(2)
142
In (2), a large value will lead to a sharp prior distribution for centered at 0 through 143 a reduced variance, therefore, more shrinkage towards zero. The effect due to the choice of in Campos et al. (2009a) and Lehermeier et al. (2013) . These authors studied the influence of the choice of hyperparameters in the Gamma distribution for and concluded that, even the influence of is unknown, the model goodness-of-fit and the 147 estimates of genetic values were quite robust with respect to the choice of . R package BGLR
148
(de los Campos and Pérez, 2013) was used for BL model fitting with 100,000 iterations in total, 149 30,000 iterations for burn-in, and 50 for thinning. The convergence of the Markov chains was 150 confirmed by visualizing the sampling paths.
151
RF (Random Forest)
152
An RF predictor is an ensemble of individual classification or regression tree predictions 153 (Breiman 2001) . Each individual tree was grown on bootstrap samples of observations using a 154 random subset of predictors to define the best split at each node. The RF prediction for an 155 observation is computed by averaging the predictions over trees for which the given observation
156
was not used to build the tree (Heslot et al., 2012) . This algorithm was implemented in R 157 package "RandomForest" (Liaw and Wiener, 2002 where is design matrix of SNP marker data.
187
This assures a unique inverse and stabilizes the solution when is ill-conditioned due 188 to multi-collinearity (Hoerl and Kennard, 1970) . The bias of the estimated regression coefficients 189 increases but the variance decreases monotonically with , and mean squared error (MSE) can
190
be improved compared to the least squares estimation (Hoerl and Kennard, 1970 optimal value of that minimizes MSE was selected by 5-fold CV using the training samples.
This algorithm was implemented in R package glmnet (Friedman et al., 2009 ).
The prediction performance of GS algorithms was evaluated by using 5-fold CV. Each we introduced a procedure that evaluates line selection by relative superiority of selection, as a 207 measurement of response to selection (Michel et al., 2018 is defined as below (Michel et al. (2018) ):
where is the average phenotypes of the entire population; is the estimated average 212 phenotypes of the selected population. And by Michel et al. (2018) ,
where is the heritability of the trait; is the average phenotypes of the selected population.
215
The heritability was set to 1 when evaluating GS; the estimated heritability from a linear 216 mixed model (detailed below) was used when phenotypic selection (PS) was considered. from the entire DH population, denoted by ( =10%, 30%, and 50%). another half with the lowest values.
240
For the trait of interest, three phenotypes per DH line could be used to construct the DTP:
241 observed phenotype, GEBV, and a hybrid method of using both phenotypes and GEBVs; these 242 were termed "DTP_Ptails", "DTP_Gtails" and "DTP_Htails", respectively. "DTP_Ptails" selects 243 lines with the highest and lowest values respectively based on the observed phenotypes 244 to form DTP; "DTP_Gtails" uses GEBVs, instead of observed phenotypes; and, "DTP_Htails"
245
uses the majority votes from the "DTP_Ptails" and "DTP_Gtails". In this study, four different 246 scenarios of ( 20%, 40%, 60%, and 80% of the entire population) were explored for 
algorithm were used to obtain average GEBVs for each trait. Finally, the DTP were used to train 249 the model for updated GEBVs, and then these updated GEBVs were used for selection. The 
Results
255
Summary of Phenotypic Data and Heritability
256
The empirical correlation of phenotypes between years of all traits can be found in Table 1 . Table 2 for all traits. Grain Yield showed the largest variation among 261 years, while SDS Sedimentation Volume was relatively stable over years.
262 Table 2 shows the estimated trait heritability obtained from the linear mixed model with 263 three years' phenotype information. SDS Sedimentation Volume was highly heritable (0.74),
264
while Grain Yield and Wheat Protein were moderately heritable (0.52 and 0.54, respectively).
265
Performance Assessment of GS Algorithms
266
To validate GS prediction the average PCOR and MSE, as well as their SD, were generated from 
288
On average, Wheat Protein GS prediction was at 0.47, with the lowest GS found in 2016 289 using RKHS (PCOR=0.39). GS algorithm performance was consistent between MSE and PCOR, 290 whereas BL and RRBLUP showed slightly lower average MSE at 0.77, and it was slightly higher 291 for RF and RKHS (MSE=0.79, Fig. S5 ).
292
In summary, average prediction accuracies across four GS algorithms and three years was 293 highest for SDS Sedimentation Volume (0.54) and lowest for Kernel Weight (0.47).
294
Cross-year Predictions
295
To examine applicability of GS in a more realistic setting, GS performance was trained in one 296 growing season, and then examined in another season; this can also be interpreted as GS 297 predictability across environments. Also, rainfall is an unpredictable weather factor in arid areas 298 like the southern Great Plains of the US. Since field management of the research station site 299 remained consistent among years, and there was no new genetic diversity introduced, the main 300 driving factor for the line performance, we reckoned, was variability in total precipitation among 301 growing seasons.
302
For clarification, we split the results into two groups, forward prediction and backward 303 prediction. Forward prediction was used to describe the scenarios where the previous year was 304 used as training populations (TP) to predict future years. For example, the prediction of year 305 2015 field evaluation, GS was applied using 2014 as training; this scenario was denoted as "2014 with practical application, backward predictions were examined to consider GS applicability of 308 cross-environmental variability. Figure 2 and Supplementary Fig. S6 showed PCOR and MSE, 309 respectively, for cross-year predictions.
310
In forward predictions ( 2014 2015, 2015 2016, 2014 2016) 
Computational Efficiency
333
The differences in computing time among these four GS algorithms in our study were number of scenarios where GS might not be desirable was also documented ( GS_ATP in 360 Figure 3A ). Additionally, no noticeable difference was detected between GS and PS in some 361 scenarios ( Figure 6 ).
362
Grain Yield
.g e selection, when selection was conducted non-drought growing conditions and when a large 365 training population is available ( 80%, Normal ! Drought Year, Figure 3B , 3D, and 3F);
366
and as the target growing condition for validation population began to deviate from that of the 367 training population, relative response to selection was reduced; this is common for all selection 368 scenarios for Grain Yield (Figure 3 ). Under the same scenario (Normal ! Drought Year), the 369 benefit of adopting GS can also be seen in cases where greater selection intensity was applied 370 ( Figure 3B) ; a 47% and 46% relative superiority of response to selection resulted when applying 371 GS directly (GS_DTP_Gtails) and in combination with phenotypic selection (GS_DTP_Htails),
372
respectively, compared to the 20% response to selection of 50% ( Figure 3F ).
373
Considering the growing condition used for training for GS, reduced performance of GS 374 was observed for predicting Grain Yield with information trained in the drought-stressed 375 environment (Drought ! Normal Year, Figure 3A , 3C, and 3E). Using models trained under this 376 condition, GS performance in terms of selection response was hampered; only 25% of 377 could be obtained as the best scenario with a greater selection intensity ( 10%) and a large 378 training population ( 80%), as exhibited in Figure 3A . When selection intensity was 379 lessened ( 30%), a larger training population was required to obtain 13 16% of relative 380 superiority of selection response with only GS data used (GS_DTP_Gtails in Figure 3C ); further 381 lessening the selection intensity would further diminish the advantage for using GS, and 382 difference in the selection response between phenotypic selection and GS was reduced to as little 383 as 1 3% ( Figure 3E ). Amongst all scenarios in Drought ! Normal Year, it is worth noting that, 384 when selection intensity was high ( 10%), the benefit of using GS was not suggested in the 385 case of GS_ATP, the use of the entire training population without optimizing the genetic 386 architecture underlying for the variation of Grain Yield.
387
SDS Sedimentation Volume
388
Unlike Grain Yield, the change of over growing seasons for SDS Sedimentation Volume 389 was relatively stable in comparison; when selection was done in a normal growing season, the 390 average response to selection across growing seasons that experienced drought was 10%, 5%,
391
and 2% respectively for , 30%, and 50% (Normal ! Drought year, Figure 4B , 4D, and 392 4F). When selection intensity was high ( 10%), a sizable superiority can also be observed in
the overall differences in between GS and PS, demonstrating an average of for the final testing year using GS compared to PS alone ( Figure 4B ). Also, predicting with a larger training population showed a benefit for GS ( = 8 16% at the initial selection year from 396 80%, Figure 4B , 4D, and 4F). When selection was performed in a drought-stressed 397 environment (Drought ! Normal year, Figure 4A , 4C, and 4E), overall response to selection 398 was insignificant in the cases of low selection intensities ( 30% and 50%, Figure 4C and 4E).
399
Also, under the same Drought ! Normal year scenario, sizeable training information was 400 required for GS to be effective for higher selection intensity ( 10%, Figure 4A ).
401
Kernel Weight
402
Shown in Figure 5 , evaluation of GS scenarios on Kernel Weight was similar to SDS
403
Sedimentation Volume, with lower selection intensities of 30% and 50%, changes in
404
were insignificant for Drought ! Normal Year ( Figure 5C and 5E). Applying a greater 405 selection intensity ( 10%), the change in over growing seasons for GS became more 406 evident, when selection was done in normal conditions (Normal ! Drought Year, Figure 5B ).
407
Overall, the relative responses to selection averaged 7%, 5%, and 4% for , 30%, and 408 50%, respectively for Normal ! Drought Year scenarios ( Figure 5B , 5D, and 5F). Also, our 409 results showed that an average could be expected from GS for Kernel Weight, when a 410 large training population is available ( 80%, Figure 5 ).
411
Wheat Protein
412
Results of relative superiority of selection for Wheat Protein were showed in Figure 6 . Overall,
413
GS performance as response to selection for Wheat Protein was insignificant; no marked 414 difference was observed between two selection scenarios and among three selection intensities.
415
Averaged at 2% overall, response to selection was the lowest amongst the four traits examined.
416
Even at the initial selection year, the resulting response to selection was as little as 4% with the 417 greatest selection intensity ( Figure 6A and 6B). shortcomings of marker assisted selection (MAS) (Howard et al., 2014) , shifting the paradigm of 422 how breeding decisions are made (Meuwissen et al., 2001) . Supported by numerous studies (e.g. 423 Desta et al., 2014; Beyene et al., 2015; Rutkoski et al., 2015; Battenfield et al., 2016; He et al., 424 2016; Song et al., 2017; Michel et al., 2018) , GS has a promising future in plant breeding (Jonas 425 and de Koning, 2013) .
426
A number of interrelated factors affect GS prediction performance. These include the size 427 of the training population (Rincent et al., 2012; Akdemir et al., 2015) , relatedness between 428 training and validation populations (Rincent et al., 2012; Akdemir et al., 2015; Isidro et al., 2015; 429 Michel et al., 2017a; Neyhart et al., 2017) , marker density (Daetwyler et al., 2010) , heritability performance of BL and RF was due to their ability to capture the non-uniform distribution of marker effect across the genome (Daetwyler et al., 2010) , while avoiding overfitting. This advantage was also evident in cross-year predictions (Figure 2) . Using a large European winter 453 wheat population of 2,325 commercial lines in He et al. (2016) , the polygenic nature of Grain
454
Yield is more likely to be captured by the sample size; as a result, these associated issues of 455 RRBLUP appeared to be alleviated in He et al. (2016) .
456
As for end-use quality traits like milling and baking quality, indirect phenotyping on 457 correlated traits like protein content has been used as selection criterion (Michel et al., 2018) .
458
Most of these traits are considered to be governed by a mixture of major genetic loci and many 459 other small-effect loci (Giroux and Morris, 1998; Olmos et al., 2003; Lillemo et al., 2006; 460 Heffner et al., 2011; El-Feki et al., 2013; Battenfield et al., 2016; Würschum et al., 2016; Michel 461 et al., 2017b) . For example, pre-selection of the known Glu-1 and Glu-3 glutenin loci in early 462 generations as a marker-assisted approach has shown some merit (Kuchel et al., 2007;  463 Krystkowiak et al., 2016) , but the number of successful cases is few (Michel et al., 2018) , mainly 464 due to the incapacity to include the genetic variance contributed by a large number of small-465 effect loci (Reif et al., 2011; Tsilo et al., 2011 Tsilo et al., , 2013 Cabrera et al., 2015) , as well as to the acknowledged. However, BL is much more computationally intensive than its more efficient 472 competitors RF and RKHS that showed similar performance in this study.
473
Thanks to the advancement of genotyping capacity, evidence of biometric epistasis is 474 growing (Costa et al., 2004; Mao et al., 2011; Hu et al., 2011; Muñoz et al., 2014) ; the role of 475 physiological epistasis also is increasingly important (Boyle, Li and Pritchard, 2017) . As in GS, 476 the capacity to model the non-linear effects of all predictors would be beneficial (Howard et al., would require strong directional selection to elevate allele frequency of stress tolerance genes 488 (Böndel et al., 2018) . However, breeding for individuals with drought tolerance might have 489 depleted overall genetic diversity in regional breeding programs, and disrupted the genotype-490 phenotype (G-P) association for polygenic variation as a consequence (Assis et al., 2016; Jones 491 et al., 2014; Pavlicev et al., 2010) . Further, under directional selection, epigenetic gene action 492 would be translated primarily into additive genetic variance of a small number of large fitness 493 related QTLs (Crow 2010; Monnahan and Kelly, 2015) , making RKHS a less preferential choice 494 for GS for Grain Yield in a rapidly changing environment.
495
Application of GS in Variety Development Program
496
Using a HRW wheat VDP as an example, breeding programs start out from the first generation 497 of hybridization, and progenies then advance through three stages of inbreeding and population 498 development, line development, and line testing, in which the genetic diversity within a VDP 499 goes from highly heterogeneous, heterozygous populations in early generations to highly 500 homozygous, homogeneous lines. Techniques like double haploid (DH) has been considered for 501 rapidly developing inbred lines (Forster et al., 2007) . Newly derived inbred lines are usually 502 evaluated for 3 to 6 growing seasons before final selection to accomplish a specific goal or goals 503 of the VDP.
504
Averaged across all three years of cross validation, GS predictability for Grain Yield was 2). Using a similar comparison, Battenfield et al. (2016) showed that cross-validation accuracy 509 was overestimated by as much as 44% (1000-kernel weight) than forward prediction. Unlike families, whereas in our bi-parental DH population, the observed over-inflation would be more likely due to the inability to account for G×E, or genotype-by-environment interaction.
513
Accurate and stable selection of superior breeding lines over experimental trials is 514 obviously important and desirable for VDP, but often difficult to achieve due to the presence of 515 environmental variability. To ensure long-term response to selection, our results show that there 516 are, however, cases where PS would be still preferential or cases that retraining with updated 517 phenotypes should be performed. In principle, the superiority of GS was most notable when the 518 selection intensity was high, and when large training information was available (Figure 3 5) . In 519 our case study when predicting line performance under sub-optimal conditions ( drought 520 conditions in this study) by information trained in normal growing conditions, additional 521 phenotyping under the target, sub-optimal environment would be required to achieve a desirable 522 selection response; this was most obvious for Grain Yield when selection intensity was high
523
( Figure 3A) . It is interesting to note that, as suggested by our results, training conducted in sub-524 optimal conditions could still provide GS predictability, while maintaining a desirable response 525 to selection for both Grain Yield and SDS Sedimentation Volume (Figure 3 4) . In another 526 words, when making selection decisions for trials under unexpected environmental stress, like 527 the frequent drought in the southern Great Plains of USA, using GS trained in optimal growing 528 conditions could very likely result in unreliable outcomes. A similar deficiency of GS was also 529 advised in Michel et al. (2018) .
530
Further, effectiveness of GS has been examined with respect to the composition of 531 training information (Rincent et al., 2012; Akdemir et al., 2015; Isidro et al., 2015; Michel et al., 532 2017a; Neyhart et al., 2017) . A straightforward approach to optimize TP for prediction was to 533 maximize phenotypic variation, as Isidro et al. (2015) , Michel et al. (2017a) , and Neyhart et al.
534
(2017) all suggested an upward performance improvement in GS by the TP formed with two-535 tailed phenotypic data ( highest and lowest phenotypes). In addition to this two-tailed TP 536 design (GS_DTP_Ptails in Figure 3 6 ), our study also investigated various approaches of 537 constructing DTP, such as two-tailed GEBVs (GS_DTP_Gtails in Figure 3 6 ) and the DTP 538 formed by the majority votes of both GEBVs and raw phenotypes (GS_DTP_Htails in Figure 3 Figure 3B ) with an intermediate size of training population should be 542 considered for high selection intensity; and when training was performed in a stressed growing 543 condition, at a high selection intensity, optimized DTP with the majority votes could result in 544 long-term advantage (GS_DTP_Htails, 40 and 60% in Figure 3A ). The later scenario was as 545 well beneficial for oligo-genic traits like SDS Sedimentation Volume ( Figure 4A ) and Kernel
546
Weight ( Figure 5A ). Also with a heritability estimate of 0.74 (Table 2) Average Pearson's correlation coefficient of cross-year prediction for Grain Yield, SDS Sedimentation Volume, Kernel Weight, and Wheat Protein. The error bar stands for one standard deviation. The year before and after dash stands for training and validation year respectively. Figure 3 Relative superiority of selection for trait Grain Yield. PS, phenotypic selection; GS_ATP, genomic selection by all training population; GS_DTP_Ptails, genomic selection by designed training population with phenotypic tails; GS_DTP_Gtails, genomic selection by designed training population with genomic tails; GS_DTP_Ptails, genomic selection by designed training population with hybrid tails.
Figure 4
Relative superiority of selection for trait SDS Sedimentation Volume. PS, phenotypic selection; GS_ATP, genomic selection by all training population; GS_DTP_Ptails, genomic selection by designed training population with phenotypic tails; GS_DTP_Gtails, genomic selection by designed training population with genomic tails; GS_DTP_Ptails, genomic selection by designed training population with hybrid tails.
Figure 5
Relative superiority of selection for trait Kernel Weight. PS, phenotypic selection; GS_ATP, genomic selection by all training population; GS_DTP_Ptails, genomic selection by designed training population with phenotypic tails; GS_DTP_Gtails, genomic selection by designed training population with genomic tails; GS_DTP_Ptails, genomic selection by designed training population with hybrid tails.
Figure 6
Relative superiority of selection for trait Wheat Protein. PS, phenotypic selection; GS_ATP, genomic selection by all training population; GS_DTP_Ptails, genomic selection by designed training population with phenotypic tails; GS_DTP_Gtails, genomic selection by designed training population with genomic tails; GS_DTP_Ptails, genomic selection by designed training population with hybrid tails. 
