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Abstract
Many flows relevant for climate research, weather forecasting, heating, venti-
lation, air-conditioning (HVAC), and fire safety are characterized by relatively
small velocities compared to the speed of sound. The efficient computation of
such low Mach number flows requires computational methods that avoid the
Courant-Friedrich-Lewy time step restriction, based on the speed of sound. An
essential issue in the context meterological flow modelling, as investigated at
the Potsdam Institute for Climate Impact Research, is the construction of ef-
ficient numerical schemes for such flows that are in conservation form with
respect to all physically conserved quantities, i.e., mass, momentum, and ener-
gy.
Extending initial developments by Klein et. al [9, 13, 15, 19, 20], a new
scheme for such flows is currently under development which accounts for flows
in three space dimensions, is fully conservative, with second order accuracy
and covers the entire regime 0≤M ≤ 1.
To transfer this scheme to practical applications, the author has created the
programm codeMOLOCH. This technical report collects the background theo-
ry of the scheme and describes the current state of its implementation. The code
is based on a finite-volume method using a cartesian grid. Currently, the sche-
me is limited to Zero-Mach number.
The first four chapters describe the mathematical background of the scheme.
After a short presentation of the underlying set of equations, the result of a
one-scale asymptotic analysis is discussed to elucidate the main problems in
the context of constructing numerical simulation schemes, and to motivate the
construction of the method.
Chapter 5 describes the details of the numerical technique and provides addi-
tional information regarding the discretization and the implementation of boun-
dary conditions.
Chapter 6 describes the implementation of gravitational forces, necessary
to run the falling droplet test case, which will be described in Chapter 7. An
empirical convergence study confirms the predicted second order accuracy of
the implemented scheme.
Current work in progress aims at extending the scheme presented here to
the meteorologically important class anelastic, instead of incompressible, flow
models. The computational code structure as presented here will transfer to
these applications without change.
iv
vVorwort
Zielsetzung für die Entwicklung des Programmcodes MOLOCH ist die Be-
rechnung von dreidimensionalen Strömungen im gesamten Bereich der Mach-
Zahl 0 ≤ M ≤ 1 unter exakter Einhaltung der physikalischen Erhaltungsei-
genschaften. Derartige Problemstellungen treten in zahlreichen Anwendungs-
gebieten auf, bei denen die auftretenden Strömungsgeschwindigkeiten starke
Veränderungen aufweisen. Beispiele hierfür sind Simulationen von bodenna-
hen Strömungen, bspw. zur Vorhersage des Ausbreitungsverhaltens von Schad-
stoffwolken, die Vorhersage der Rauch- und Wärmeausbreitung bei Bränden in
Gebäuden oder die Simulation von Verbrennungsprozessen in Gasturbinen.
Diese Referenz beschreibt die Implementierung einer Verfahrenserweite-
rung für inkompressible Strömungen (M = 0) in einem Godunov-Typ-Verfah-
ren. Grundlage ist der durch Herrn Prof. R. Klein 1995 veröffentlichte Verfah-
rensansatz [13], der in Zusammenarbeit mit Herrn Dr. N. Botta, Herrn Dr. K.J.
Geratz und Herrn T. Schneider weiterentwickelt wurde.
Mit dem Ziel die Erkenntnisse dieser Arbeiten für das Regime M = 0 in
einer Programmversion zusammenzufassen und nutzbar zu machen, erfolgte
die Entwicklung des Programms MOLOCH durch den Autor dieses Berichtes.
In Zusammenarbeit mit Herrn Prof. Klein und vielen anderen konnten hier-
bei weitere Verfahrensverbesserungen erzielt werden. Herrn Dr. Schneider und
Herrn Dr. Oevermann sei an dieser Stelle für die Unterstützung bei der Im-
plementierung eines algebraischen Mehrgitterverfahrens gedankt. Im Zuge der
Implementierung konnte auch die neue Idee der tri-/bilinearen Interpolation in
den Projektionsmethoden umgesetzt werden, die das Verfahren weiter stabili-
sierte. Für fachlichen Rat zur Konfigurierung des Mehrgitterlösers standen dan-
kenswerterweise Herr Prof. Dr. R. Krause und Herr Prof. Dr. O. Knio zur Verfü-
gung. Unterstützung bei der Fehlersuche, inbesondere im Zusammenhang mit
den Randbedingungen der Projektionsschritte, leistete Herr Dr. H. Schmidt.
Abschließend sei an dieser Stelle den Autoren der Open Software Bewegung
gedankt. Insbesondere der GNU-C Compiler, der DDD-Debugger, das Doku-
mentationsprogramm Doxygen, der Editor Emacs, das Textsatzsystems LATEX
sowie das Grafikprogramm xfig haben großen Anteil am Entstehen dieser Ar-
beit. Das verwendete Debian GNU/Linux System hat mich hierbei nie im Stich
gelassen.
Berlin, März 2007
Matthias Münch
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1 Einleitung
Explizite Godunov-Typ-Verfahren (GDT-Verfahren), wie bspw. das HLLE-Ver-
fahren, erlauben eine relativ genaue approximative Wiedergabe von Druckstö-
ßen und Diskontinuitäten in kompressiblen Strömungen. Die Stabilität dieser
expliziten Lösungsverfahren verlangt jedoch eine Begrenzung der Zeitschritt-
weite des numerischen Verfahrens (CFL-Bedingung)1.
Die Kompressibilität einer Strömung wird durch die Mach-Zahl M defi-
niert, die sich über das Verhältnis von Strömungs- zu Schallgeschwindigkeit
berechnen läßt. Während in kompressiblen Strömungen (M = 1) Strömungs-
und Schallgeschwindigkeiten von der gleichen Größenordnung O(1) sind, än-
dert sich dieses Verhältnis für Strömungen M < 1 in Richtung O(M−1). Im
Grenzfall M = 0 strebt dieses Verhältnis dann gegen Unendlich und der zuläs-
sige Zeitschritt wird unendlich klein. Die Anwendung eines expliziten GDT-
Verfahrens im Strömungsbereich 0 ≤ M  1 wird daher aufgrund der einzu-
haltenden Zeitschrittweitenbedingung zu einer extrem hohen Anzahl von Re-
chenschritten führen. Dies führt nicht nur zu erheblich höheren Rechenzeiten,
sondern auch zu einem größeren Einfluss numerischer Effekte auf die berech-
nete Lösung (numerische Dissipation).
Um die Limitierung durch die CFL-Bedingung für den Strömungsbereich
M 1 zu umgehen, wurden semi-implizite Verfahren entwickelt, die die schnel-
len akustischen Signalgeschwindigkeiten implizit diskretisieren, die langsame-
ren konvektiven Strömungsterme jedoch weiterhin explizit behandeln, so dass
die Zeitschrittweite nur durch die Strömungsgeschwindigkeit bestimmt wird.
Für die Berechnung derartiger inkompressibler Strömungen sind zahlreiche
Verfahrensansätze publiziert worden (vergl. SIMPLE-Verfahren von Patankar
[18], PISO-Verfahren [11], Projektionsverfahren von Bell et al. [2] und Alm-
gren et al. [1] ).
Alle diese Verfahren sind jedoch entweder auf bestimmte Anwendungsbe-
reiche bzw. Strömungsregime beschränkt, nicht in Erhaltungsform oder erfül-
len eine andere der unten aufgeführten Anforderungen nicht. Ein allgemeinerer
Ansatz findet sich in Klein [13]. Dieser Ansatz zielt auf eine Verfahrenskon-
struktion die kontinuierlich im gesamten Bereich von 0 ≤ M ≤ 1 anwendbar
1Die Courant-Friedrich-Levy-Bedingung (CFL-Bedingung) verlangt eine Zeitschrittbegrenzung,
so dass advektierte Größen innerhalb eines Zeitschrittes keine Zelle vollständig durchströmen.
1
2 1.1. GLIEDERUNG
ist, im Bereich M = 1 in ein GDT-Verfahren übergeht und die nachfolgenden
Anforderungen erfüllt:
1. Anwendbar in 1, 2 und 3 Raumdimensionen.
2. Einhaltung der Erhaltungseigenschaften für Masse, Impuls und Energie.
3. Global und lokal zweiter Ordnung genau in Raum und Zeit.
4. Verwendung der bewährten expliziten, hochauflösenden „shock-captu-
ring-Verfahren“ (Godunov-Typ-Verfahren) im kompressiblen Strömungs-
bereich M = 1.
5. Verwendung effizienter impliziter Verfahren im Bereich 0≤M < 1.
6. Darstellung großer Dichteamplituden im inkompressiblen Bereich.
7. Akurate Beschreibung langwelliger Akustik aufgrund von Druckampli-
tuden der Größenordnung δp/p∞ = O(M) bzw. von schwachen nichtli-
nearen Akustikwellen bei kleinen Machzahlen.
Nachdem in [13] mit Hilfe einer systematischen asymptotischen Analyse des
Gleichungssystems die prinzipielle Machbarkeit für eindimensionale Probleme
gezeigt wurde, konnte Geratz [9] diesen Ansatz für Mach-Zahlen 0 ≤M 1
auf zwei Raumdimensionen erweitern. Durch Schneider wurde das Verfahren
dann für M = 0 auf drei Raumdimensionen fortentwickelt [15, 19, 20]. Die
dreidimensionale Berechnung für M 1 ist hingegen noch Gegenstand aktu-
eller Forschung Klein [14].
Mit dem Ziel, den für den Bereich verschwindender Mach-Zahl M = 0 be-
reits vorhandenen Verfahrensansatz in die praktische Anwendung zu bringen,
wurde vom Autor dieses Berichtes der ProgrammcodeMOLOCH geschrieben.
Aufbauend auf den oben zitierten Veröffentlichungen von Klein, Geratz und
Schneider wurde einerseits das Verfahren weiterentwickelt, andererseits muß-
ten Fragestellungen, wie bspw. die Berücksichtigung einer blockweisen Ge-
bietszerlegung, die Implementierung effizienter linearer Gleichungslöser, die
Erweiterung der Randbedingungen, sowie zahlreiche Modifikationen im De-
tail der verwendeten Projektionsmethoden gelöst werden.
1.1 Gliederung
Auf der Basis der zititerten Arbeitsergebnisse beschreibt diese Dokumentation
die Verfahrenskonstruktion unter Berücksichtigung neuerer Erkenntnisse und
Lösungsansätze und derren Umsetzung in dem Programmcode MOLOCH.
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Da die Verfahrenskonstruktion einerseits recht anspruchsvoll ist, anderer-
seits aus didaktischen Gründen nicht strikt von der numerischen Umsetzung
getrennt werden sollte, sind alle Details zur Implementierung mit einem kur-
siven Schrifttyp abgesetzt. Für das prinzipielle Verständnis des Verfahrensauf-
baus können diese Passagen übersprungen werden. Ist der Aufbau von Projek-
tionsverfahren bekannt, liefern diese Detailpassagen vertiefende Informationen
zur Implementierung des Verfahrens.
Nach Vorstellung des Gleichungssystems für eine reibungsfreie Strömung
mit Gravitation im nächsten Kapitel, wird dieses im dritten Kapitel mit Hilfe
der Dimensionsanalyse entdimensioniert. Durch die Einführung dimensions-
loser Kennzahlen entsteht ein entdimensioniertes Gleichungssystem, aus dem
im vierten Kapitel durch Asymptotische Analyse die Problembeschreibenden
Gleichungen führender Ordnung herausgearbeitet, sowie einige Nebenbedin-
gungen ermittelt werden.
Im fünften Kapitel wird dann die Verfahrenskonstruktion anhand der Euler-
gleichungen beschrieben, sowie die Randbehandlung diskutiert. Die Beschrän-
kung auf die Eulergleichungen ist der Didaktik geschuldet und keinesfalls als
Einschränkung des vorgestellten Verfahrens zu verstehen.
Im sechsten Kapitel erfolgt die Erweiterung des Verfahrens um die Berück-
sichtigung der Gravitation. Mit dieser Erweiterung lassen sich bereits die Fä-
higkeiten des Verfahrensansatzes darstellen. Dies ist Thema des letzten Kapi-
tels in dem numerische Eigenschaften und Rechenergebnisse des beschriebe-
nen Verfahrens vorgestellt werden. Die Resultate wurden mit dem vom Autor
erstellten Programmcode MOLOCH erzeugt.
2 Mathematisches Modell
Die Beschreibung der Strömung erfolgt mit Hilfe der physikalischen Größen
in Abhängigkeit von Ort und Zeit auf Grundlage des Euler’schen Ansatzes. Er
beruht auf der makroskopischen Betrachtungsweise der Strömungsgrößen, die
zu einer bestimmten Zeit an einem bestimmten Ort vorherrschen. Der Zusam-
menhang zu den molekularen Eigenschaften bzw. dem Verhalten der Moleküle
des Fluids entsteht über die Kontinuumsannahme. Diese geht davon aus, dass
das Fluid durch das gemittelte Molekülverhalten eines Volumenbereiches in
Form von makroskopischen Fluideigenschaften (wie z.B. Temperatur, Druck,
Dichte, usw. ) beschrieben werden kann.
Verhält sich das Fluid in guter Näherung wie ein Kontinuum, können die
Wechselwirkung zwischen den benachbarten Volumenbereichen (die Flußvek-
toren zwischen den Volumina) mathematisch als Funktionen der lokalen Ei-
genschaften und ihrer ersten Ableitungen beschrieben werden. Da jeder dieser
ortsfesten Mittelwerte somit die Fluideigenschaften seiner näheren Umgebung
angibt, läßt sich das Strömungsgebiet in ortsfeste kleine Volumenelemente auf-
teilen, in denen die Fluideigenschaften durch diese Mittelwerte repräsentiert
werden. Die Wechselwirkung zwischen den benachbarten Volumenelementen
ergibt sich unmittelbar aus dem Erhaltungsprinzip der klassischen Physik.
Die Abbildung 2.1 zeigt ein durchströmtes Kontroll-
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Abbildung 2.1:
Kontrollvolumen
volumen V mit der Oberfläche A = ∂V , dem Oberflä-
chenelement dA und dem zugehörigen Normalenvek-
tor ~n. Das Erhaltungsprinzip besagt, dass die zeitliche
Änderung der Erhaltungsgrößen ~U im Volumen V plus
der Fluß ~F(~U) normal über die Oberfläche A gleich der
Wirkung äußerer Einflüsse ~ΩVol auf V ist
d
dt
∫
V
~U dV +
∮
A
~F(~U) ·~ndA=
∫
V
~ΩVol dV. (2.1)
Die Erhaltungseigenschaft dieser integralen Erhaltungsgleichungen gilt so-
wohl global im ganzen Strömungsgebiet, als auch auch lokal in jedem einzel-
nen Kontrollvolumen.
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2.1 Gleichungssystem
Die Darstellung des Projektionsverfahrens erfolgt aus Gründen der Übersicht-
lichkeit an den Eulergleichungen, die den einfachsten Fall einer reibungsfreien,
nicht-reaktiven Strömung darstellen. Um jedoch an einem praktischen Rechen-
beispiel die Fähigkeiten des Verfahrens demonstrieren zu können, werden die
Eulergleichungen um die Berücksichtigung der Gravitationsbeschleunigung g
erweitert. Diese Beschränkung ist keinesfalls als Einschränkung des vorgestell-
ten Verfahrensansatzes auf derartige Strömungen zu verstehen, sondern dient
allein der Übersichtlichkeit der Darstellung.
Als Erhaltungsgrößen werden die Dichte ρ, die Impulsdichte ρ~v sowie die
Energiedichte ρe eingeführt, so dass sich mit ~U = [ρ,ρ~v,ρe]T aus (2.1) die
integralen Erhaltungsgleichungen für Masse, Impuls und Energie ergeben:
Massenbilanz
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
Impulsbilanz
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p~ndA=
∫
V
ρ~gdV
Energiebilanz
d
dt
∫
V
ρedV +
∮
A
[ρe+ p]~v ·~ndA=
∫
V
ρ~g ·~vdV
(2.2)
Den Zusammenhang zwischen dem Druck p und der Energiedichte ρe stellt
die Druckzustandsgleichung her
p= (γ−1)
(
ρe− 1
2
ρ~v ·~v
)
, (2.3)
die auf der Annahme idealen Gasverhaltens und konstanter spezifischer Wär-
mekapazitäten, respektive eines konstanten Isentropenexponenten γ basiert.
3 Dimensionsanalyse
Das in Kapitel 2 aufgestellte Gleichungssystem ist dimensionsbehaftet. Das
heißt, dass jeder Größe definierte Maßeinheiten zugeordnet sind (z.B. der Mas-
se das kg)1. Unter mathematischen, numerischen bzw. experimentellen Ge-
sichtspunkten ist es jedoch häufig vorteilhafter dimensionslose und normierte
Größen zu verwenden.
Dieses Kapitel gibt zunächst einen kurzen Überblick über die Vorteile sowie
eine Einführung in die Dimensionsanalyse. Anschließend werden die in dieser
Dokumentation benötigten dimensionslosen Kennzahlen beschrieben, um dann
das in Kapitel 2 aufgestellte Gleichungssystem zu entdimensionieren.
3.1 Motivation
Die Dimensionsanalyse bietet unter numerischen Gesichtspunkten eine Reihe
von Vorteilen:
1. Die Anzahl der Einflussparameter eines Systems lässt sich verringern.
Somit sinkt der Aufwand bei Parameterstudien.
2. Durch die Definition dimensionsloser Kennzahlen lässt sich das betrach-
tete System charakterisieren und mit anderen vergleichen. Dies erlaubt
eine Skalierung der Größen, so dass z.B. experimentelle Untersuchun-
gen am Modell stellvertretend für nicht oder schwer handhabbare reale
Konfiguration durchgeführt werden können.
3. Es lassen sich systemeigene „Maßstäbe“ einführen, die eine anschauli-
chere Interpretationsmöglichkeit des Systemverhaltens liefern. Mit Hil-
fe des beschreibenden Gleichungssystems können die dimensionslosen
Kennzahlen Aussagen über das Lösungsverhalten der Gleichung bzw.
die Wichtung einzelner Terme liefern.
1Die Zuordnung ist gesetzlich geregelt, um die Austauschbarkeit von Daten undMessergebnissen
zu gewährleisten. Zuständig ist das „Internationale Büro für Maße und Gewichte (BIPM)“ ,
welches u.a. das Internationale Einheitensystem (SI) festlegt hat.
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4. Die Normierung verringert das Auftreten numerischer Fehler. Digitale
Rechenanlagen speichern Gleitkommazahlen im IEEE-Format als Man-
tisse und Exponent. Der Darstellungsfehler steigt deshalb mit dem Zah-
lenwert an. Daher können Rechenoperationen mit Zahlen stark unter-
schiedlicher Größenordnung aufgrund der beschränkten Mantissenlänge
zu großen Abbruchfehlern führen.
5. Eine dimensionslose Lösung enthält alle dimensionsbehafteten Lösun-
gen, deren Parameter zu gleichen dimensionslosen Kennzahlen führen.
Aus einer dimensionslosen Lösung lässt sich somit eine Schar von gleich-
wertigen dimensionsbehafteten Lösungen bilden, die sich nur durch ihre
Skalierung unterscheiden.
Die Dimensionsanalyse entstammt dem Problem in experimentellen Arbeiten
die Anzahl der Variablen auf die für die Problembeschreibung charakteristi-
schen Größen zu reduzieren [3, 4]. Dieses Hilfsmittel eignet sich aus den oben
genannten Gründen auch für numerische Berechnungen.
Die Transformation in ein dimensionsloses Gleichungssystem berücksich-
tigt keine neuen physikalischen Sachverhalte. Durch die Auswahl geeignet ge-
wählter Referenzgrößen können jedoch die für das betrachtete Problem interes-
sierenden Systemeigenschaften sichtbar gemacht werden. Referenzgrößen sind
dimensionsbehaftete Größen, die in einem geeignet räumlich und zeitlich ab-
grenzten Lösungsraum des Gleichungssystems dessen Lösungsverhalten we-
sentlich bestimmen. Ihre Wahl bestimmt somit einerseits das Untersuchungs-
ziel, andererseits normieren sie die dimensionsbehafteten Größen und sorgen
somit für eine Begrenzung des verwendeten Zahlenbereichs. Ferner lassen sich
durch Produkte von dimensionsbehafteten Referenzgrößen φre f dimensionslo-
se Kennzahlen Π bilden
Π=
∏
i
φαii,re f mit [Π] = 1. (3.1)
Werden bei der Dimensionsanalyse n dimensionsbehaftete Referenzgrößen φre f
mit m Basiseinheiten verwendet, resultieren hieraus nach dem 1914 von Ed-
gar Buckingham [3] aufgestellten Π-Theorem minimal n−m dimensionslosen
Kennzahlen Π. Damit reduziert sich die Zahl der Einflussgrößen des dimensi-
onslosen Gleichungssystems von n auf n−m, da nur noch diese dimensionslo-
sen Kennzahlen variiert werden müssen. Probleme die durch dasselbe Glei-
chungssystem mit ähnlichen dimensionslosen Kennzahlen beschrieben wer-
den, sind somit ähnlich. Aus diesem Grund sind dimensionslose Kennzahlen
ein wichtiges Hilfsmittel für die Untersuchung des Systemverhaltens.
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3.2 Dimensionslose Kennzahlen
Seit Einführung des Buckingham Theorems sind zahlreiche dimensionslose
Kennzahlen definiert worden (siehe z.B. S. Bc 1 ff in [26] ). Dimensionslo-
se Kennzahlen sind Konstanten, die eine Eigenschaft im betrachteten Gebiet
beschreiben. Die Einbeziehung variabler stoffabhängiger Größen, wie z.B. der
dynamischen Viskosität µ, geschieht über hierfür zu wählende Referenzgrößen.
Diese repräsentieren den im betrachteten Gebiet zu erwartenden Wert. Für die
Beschreibung der betrachteten reibungsfreien, nicht-reaktiven, auftriebsbehaf-
teten Strömung sind folgende dimensionslosen Kennzahlen wesentlich:
Mach-Zahl:
M =
vre f
cre f
=
√
v2re f
ρre f
pre f
=̂
Strömungsgeschwindigkeit
Schallgeschwindigkeit
Kennzeichnet den Einfluss der Kompressibilität. Charakteristische
Grenzwerte sind M = 0 für eine inkompressible Strömung, sowie
M = 1 für eine voll-kompressible Strömung.
Froude-Zahl:
Fr =
vre f√
gre f lre f
=̂
Strömungsgeschwindigkeit
barotrope Schwerewellengeschw.
Charakterisiert das Auftriebsverhalten, welches sich aus dem Verhält-
nis der auf eine Fluidoberfläche wirkenden Trägheitskräfte zur Schwer-
kraft ergibt. Die Längenangabe lre f ist dabei die charakteristische Län-
ge (z.B. eines bewegten Fremdkörpers im Fluid).
Strouhal-Zahl:
Sr =
lre f
vre f tre f
=̂
Advektionszeit
Referenzzeit
Skalenverhältnis zwischen der aus der Referenzlängen und -geschwin-
digkeit abgeleiteten Referenzzeit und der gewählten Referenzzeit.
3.3 Wahl geeigneter Referenzgrößen
Abstrakt betrachtet ist die numerische Modellierung von Strömungen die Be-
rechnung einer zeitlichen und räumlichen Informationsausbreitung. Hierbei
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werden Informationen mit der Strömungsgeschwindigkeit ~v bzw. der Schall-
geschwindigkeit c transportiert. Dieser Transport wird durch das Gleichungs-
system (2.2) beschrieben und es stellt sich die Frage, wodurch dieses Glei-
chungssystem für sehr kleine Mach-Zahlen beeinflußt wird.
In den Erhaltungsgleichungen und der Zustandsgleichung des Drucks wer-
den physikalische Größen mit den folgenden Basiseinheiten des SI-Einheiten-
systems verwendet:
SI
-E
in
he
it
M
as
se
nb
ila
nz
Im
pu
ls
bi
la
nz
E
ne
rg
ie
bi
la
nz
D
ru
ck
zu
st
an
ds
-
gl
ei
ch
un
g.
Länge m X X X X
Zeit s X X X X
Masse kg X X X X
Abbildung 3.1: Verwendet SI-Einheiten
Aus der Dimensionsanalyse (Π-Theorem) ist bekannt, dass mit m = 3 Ba-
siseinheiten auch mindestens 3 unabhängige Referenzgrößen bestimmt werden
müssen, die alle auftretenden Basiseinheiten abdecken. Mit dem Ziel der Dar-
stellung des Einflusses der Mach-Zahl werden die Dichte, die konvektive Strö-
mungsgeschwindigkeit, der Druck und die Länge als Basis-Referenzgrößen
festgelegt. Hinzu kommen die Referenzgrößen zur Normierung der stoffspe-
zifischen Größen und Transportkoeffizienten, so dass die folgenden 5 unab-
hängigen Referenzgrößen verwendet werden
ρre f , vre f , pre f , lre f , gre f (3.2)
Aus ihnen lassen sich weitere abgeleitete Referenzgrößen herleiten, die die
Bildung der dimensionslosen Kennzahlen vereinfachen.
Schallgeschwindigkeit cre f =
√
pre f
ρre f
Energie ere f =
pre f
ρre f
Zeit tre f =
lre f
vre f
Jede im dimensionsbehafteten Gleichungssystem auftretende dimensionsbe-
haftete Größe φ? (von nun an mit einem ? gekennzeichnet) wird mit der Um-
wandlungsvorschrift
φ? = φ ·φre f (3.3)
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in eine dimensionslose Größe φ umgewandelt. Dies gilt auch für die „versteck-
ten“ Dimensionen bspw. in den Differentialoperatoren
∇? = ∇ · l−1re f .
Zum besseren Verständnis sind exemplarisch einige dimensionslose Größen
angegeben.
ρ=
ρ?
ρre f
, ~x=
~x?
lre f
= (x, y, z)T , e=
e?
pre f
ρre f
Durch Einsetzen von problemtypischen Zahlenwerten in die unabhängigen
Referenzgrößen (3.2) wird das Gleichungssystem dann normiert. Die ausführ-
liche Beschreibung der Entdimensionierung des Gleichungssystems findet sich
im Anhang 8.1.
3.4 Entdimensioniertes Gleichungssystem
Nach der Entdimensionierung lauten die Erhaltungsgleichungen:
Massenbilanz
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
Impulsbilanz
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p
M2
~ndA=
1
Fr2
∫
V
ρ~gdV
Energiebilanz
d
dt
∫
V
ρedV +
∮
A
[ρe+ p]~v ·~ndA= M
2
Fr2
∫
V
ρ~g ·~vdV
(3.4)
sowie die Druckzustandgleichung
p= (γ−1)
(
ρe−M2 1
2
ρ~v ·~v
)
, (3.5)
respektive die Definition der dimensionslosen Energiedichte
ρe=
p
(γ−1) +M
2 ρ~v ·~v
2
. (3.6)
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Wie vom Π-Theorem postuliert, läßt sich die Zahl der Einflußgrößen von
den zur Normierung erforderlichen 5 unabhängigen Referenzgrößen (3.2) auf
die 2 dimensionslosen Kennzahlen M und Fr reduzieren. Die Strouhal-Zahl Sr
ist identisch 1 und kann hier nicht variiert werden. Der Isentropenexponent γ
wird über das betrachtete Fluid festgelegt. Durch die Dimensionsanalyse kann
nun der Einfluß der physikalischen Prozesse über die Größenordnung der je-
weiligen dimensionslosen Kennzahlen abgeschätzt werden. Beispielsweise ist
im dimensionsbehafteten Gleichungssystem (2.2) nicht ersichtlich, dass sich
der Einfluß der Gravitation in der Energie- und Impulsbilanz unterschiedlich
auswirkt, respektive in der Energiebilanz auch noch von der Mach-Zahl ab-
hängig ist.
Die Entdimensionierung wurde mit dem Ziel durchgeführt, den Einfluß des
Verhältnisses der Strömungsgeschwindigkeit~v zur Schallgeschwindigkeit c auf
das Lösungsverhalten des Gleichungssystems zu untersuchen. Hierzu wurden
die Referenzgrößen derart gewählt, dass die Mach-Zahl M als eine der dimen-
sionslosen Kennzahlen entstand. In quadratischer Form tritt sie in der dimen-
sionslosen Energiebilanz im Zähler, in der dimensionslosen Impulsbilanz und
der Druckzustandsgleichung dagegen im Nenner auf. Außer in der Massenbi-
lanz treten in den beiden anderen Bilanzgleichungen neben der Mach-Zahl M
auch noch die Froude-Zahl Fr auf.
Physikalisch kennzeichnet dieMach-Zahl die Kompressibilität der Strömung.
Eine Strömung mit kleiner Mach-Zahl wird daher als schwach-kompressibel,
eine mit verschwindender Mach-Zahl als inkompressibel bezeichnet.
Treten imWesentlichen Strömungsgeschwindigkeiten in der Größenordnung
der Schallgeschwindigkeit auf, ergibt sich die Mach-Zahl zu M ≈ 1 und die
Struktur des dimensionslosen Gleichungssystems ändert sich gegenüber dem
dimensionsbehafteten nicht. Sind die Strömungsgeschwindigkeiten der betrach-
teten Strömungen dagegen klein im Vergleich zur Schallgeschwindigkeit bzw.
tendieren gegen Null, wird auch die Mach-Zahl klein bzw. tendiert gegen Null.
Während dies in der Energiebilanz zu einem verschwindenden Einfluß der Gra-
vitationskraft führt, tendiert in der Impulsbilanz der Druckterm gegen Unend-
lich und der kinetische Energieanteil der Druckzustandsgleichung verschwin-
det. Für den Grenzfall M 7→ 0 werden diese Gleichungen singulär. Dies hat
Auswirkungen auf die mathematische Struktur und das Lösungsverhalten die-
ses Gleichungssystems.
Als sehr nützliches Hilfsmittel zur Untersuchung derartiger Grenzfälle hat
sich die asymptotische Analyse erwiesen. Mit ihrer Hilfe soll der Grenzfall
verschwindender Mach-Zahl genauer betrachtet werden.
4 Asymptotische Analyse
Ausgangspunkt der asymptotischen Analyse sind die mit Hilfe der Dimen-
sionsanalyse ermittelten dimensionslosen Eulergleichungen in der Form
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p
M2
~ndA =~0
d
dt
∫
V
ρedV +
∮
A
[ρe+ p]~v ·~ndA = 0
(4.1)
mit ρe=
p
γ−1 +
M2
2
ρ~v ·~v.
Der Einfluss einer kleiner werdenden Mach-Zahl zeigt sich in der dimen-
sionslosen Form deutlich. Für M = 0 wird der letzte Term in der Impulsbilanz
singulär und der kinetische Energieanteil der Energiedichte verschwindet.
Mit Hilfe einer systematischen asymptotischen Analyse kann das Verhal-
ten des Gleichungssystems in solchen Grenzfällen analysiert werden, um dar-
aus Ansätze für einen effizienteren Umgang mit dem allgemeingültigen Glei-
chungssystem zu erhalten. Es zeigt sich, dass sich für dieses Gleichungssy-
stems der Strömungsbereich 0≤M ≤ 1 anhand der Referenz-Mach-ZahlM in
drei charakteristische Teilbereiche unterteilen lässt (siehe auch 5.3):
1. den inkompressiblen1 Strömungsbereich M = 0
2. den schwachkompressiblen Strömungsbereich 0<M 1
3. den kompressiblen Strömungsbereich M = 1
Fortan wird nur der inkompressible StrömungsbereichM = 0 betrachtet.
1Inkompressible Strömungen sind bspw. nicht-reaktive Strömungen, deren Dichte entlang von
Teilchenbahnen konstant sind. Strömungen konstanter Dichte sind in dieser Definition als
Grenzfall enthalten.
12
4 Asymptotische Analyse 13
4.1 Asymptotische Analyse für M = 0
Für die asymptotische Analyse im Limes M = 0 wird nur die Referenz-Mach-
Zahl M variiert2. Somit reicht die Betrachtung einer Orts- und Zeitskala zur
Beschreibung der räumlichen und zeitlichen Entwicklung aus. Die zu untersu-
chende Referenz-Mach-ZahlM wird als Parameter in einer Reihenentwicklung
φ = φ(0)+Mφ(1)+M2φ(2)+O(M3) (4.2)
für jede auftretende Größe φ(~x, t) (hier ρ, ρe, ~v und p) verwendet. Die derart
approximierten Größen werden in das dimensionslose Gleichungssystem (4.1)
eingesetzt, und die entstehenden Terme nach Potenzen der Mach-ZahlM0,M1,
usw. sortiert3.
Mit der Annahme, dass für jede einzelne Ordnung vonM die Ausgangsglei-
chung vollständig erfüllt sein muss, lässt sich für jede Ordnung von M eine
eigene Gleichung aufstellen4. Hieraus ergibt sich im Limes M = 0 ein Glei-
chungssatz für die führende Ordnung M0. Dieser besitzt gegenüber den Aus-
gangsgleichungen eine veränderte Impuls- und Energiebilanz∫
V
(ρ~v)(0) dV +
∮
A
(ρ~v)(0) ◦~v(0) ·~ndA+
∮
A
p(2)~ndA=~0 (4.3)
∫
V
(ρe)(0) dV +
∮
A
[(ρe)(0)+ p(0)]~v(0) ·~ndA= 0, (4.4)
eine veränderte Energiedichte
(ρe)(0) =
p(0)
(γ−1) , (4.5)
sowie für M−1 und M−2 zwei Bedingungen für die Drücke p(0) und p(1)∮
A
p(0)~ndA= 0 und
∮
A
p(1)~ndA= 0. (4.6)
2Weitere dimensionslose Kennzahlen (wie Reynolds-Zahl Re oder Froude-Zahl Fr usw.) werden
als konstant ungleich Null angenommen.
3Hierzu wird der Begriff der Ordnung verwendet. Dieser benennt den Zahlenbereich, indem sich
die betrachteten Größen bewegen. Bspw. repräsentiert O(M2) die zweite Ordnung. Die Ord-
nung mit dem größten Zahlenwert, die also das Ergebnis dominiert, wird auch als führende
Ordnung bezeichnet. Im betrachteten Fall ist dies O(M0).
4Die nach Ordnung sortierten Gleichungen werden ausführlicher im Anhang 8.2 gezeigt.
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Die Massenbilanz ändert sich in führender Ordnung nicht. In der Impulsbi-
lanz (4.3) tritt an Stelle des Druckes p im asymptotischen System der Druck
p(2), in der Energiebilanz (4.4) der Druck p(0) auf. Ebenfalls aus der Impulsbi-
lanz resultiert die Bedingung, dass die Drücke p(0) und p(1) homogen im Raum
sein müssen (vergl. (4.6)). Sie sind somit nur noch von der Zeit abhängig.
Druckzerlegung
Im LimesM = 0 wirken zwei verschiedene, voneinander unabhängige Drücke.
Dies ist der thermodynamische Druck p(0), der lediglich eine Funktion der
Zeit ist und der hydrodynamische Druck p(2), der örtlich und zeitlich variabel
ist. Der Druck p(1) tritt im Limes M = 0 in der führenden Ordnung nicht auf.
Ihm kommt erst bei der Betrachtung schwachkompressibler Strömungen eine
Bedeutung zu (siehe auch S. 15)5.
Die asymptotische Analyse motiviert eine Druckzerlegung, um die unter-
schiedlichen Wirkungen des Druckes im dimensionslosen Gleichungssystem
zu berücksichtigen. In [13] wird deshalb für den Druck p im dimensionslosen
Gleichungssystem (4.1) folgende Druckzerlegung eingeführt
p= p0+M2p2. (4.7)
Das Gleichungssystems fürM = 0
Durch Einsetzen von (4.7) in die dimensionslosen Eulergleichungen (4.1) und
GrenzübergangM = 0 verändern sich die Impuls- und Energiebilanz, während
die Massenbilanz unverändert bleibt
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA +
∮
A
p2~ndA =~0
d
dt
∫
V
ρedV +
∮
A
[ρe+ p0]~v ·~ndA = 0.
(4.8)
Die Definition der Energiedichte bzw. die Druckzustandsgleichung lautet
ρe=
p0
γ−1 bzw. p0 = (γ−1) ρe. (4.9)
5Durch eine Mehrskalenanalyse für kleine Mach-Zahlen mit zwei Ortsskalen, zur seperaten Auf-
lösung der Strömungs- und Schallgeschwindigkeit, kann ihm die Bedeutung eines akustischen
Druckes zugewiesen, der den Einfluss akustischer Wellen berücksichtigt (siehe [13, 15]).
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Hinzugekommen ist die Bedingung für den Druck p0 aus (4.6)∮
A
p0 ~ndA= 0. (4.10)
Divergenzbedingung für das Geschwindigkeitsfeld
Wird in der Energiebilanz von (4.8) die Energiedichte durch (4.9) ersetzt, ent-
steht eine Gleichung für den Druck p0
d
dt
∫
V
p0
γ−1 dV +
∮
A
γ p0
γ−1 ~v ·~ndA= 0.
In dieser tritt der Druck p2 nicht auf. Dies gilt auch für die Definition der
Energiedichte, weswegen der Einfluss des Druckes p2 auf die Impulsbilanz in
(4.8) beschränkt ist.
Aufgrund von (4.10) ist der Druck p0 räumlich konstant. Für konstante Isen-
tropenexponenten γ liefert obige Gleichung eine Divergenzbedingung für das
Geschwindigkeitsfeld, die durch den Druck führender Ordnung p0 bestimmt
wird. Die rechte Seite beschreibt die zeitliche Entwicklung des Druckes p0∮
A
~v ·~ndA=− |V |
γ p0
dp0
dt
mit γ= const. (4.11)
Aufgabe des Druckes p2
Die aus der asymptotischen Analyse resultierende Divergenzbedingung für das
Geschwindigkeitsfeld (4.11) wird offenbar in der Impulsgleichung nicht be-
rücksichtigt. Diese ist vielmehr von der Energiegleichung entkoppelt. Dem
bisher nicht weiter bestimmten Druck p2 kommt daher die Aufgabe zu, die
Einhaltung dieser Divergenzbedingung (4.11) in der Impulsbilanz von (4.8) zu
garantieren, auf die der Druck p0 im Regime M = 0 keinen Einfluss mehr hat.
4.2 Konsequenz der asymptotischen Analyse
Die asymptotische Analyse zeigt, dass sich der Druck p im Bereich M 1 in
drei Bestandteile mit verschiedener physikalischer Bedeutung aufspalten lässt,
die auf unterschiedlichen Raumskalen wirken.
p(~x,~ξ, t) = p(0)(~x,~ξ, t)+Mp(1)(~x,~ξ, t)+M2p(2)(~x,~ξ, t). (4.12)
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ξ
0.1
1.0
x
Abbildung 4.1:
M-Skalierung
Hierbei übernimmt die Ordnung der Referenz-
Mach-Zahl M die Funktion des Maßstabsfaktors.
Bspw. gilt für die nebenstehende Abbildung ξ = Mx
mitM = 0.1, weshalb ξ die größere Skala ist. Die Abb.
4.2 stellt den Druckzerlegungsansatz (4.12) graphisch
dar:
p(2)
lre f
M2
lre f
p(0)
p(1)
x
lre f
M
Abbildung 4.2: Druckskalen im Bereich M 1
Die Referenzlänge des Strömungsgebietes x= lre f ist die kleinste Skala, auf
der Entropiefluktuationen und Wirbelstrukturen aufgelöst werden. Die größe-
re akustische Skala ξ = Mx berücksichtigt hingegen die akustischen Druck-
schwankungen ([9], S.14). Den Drücken kommt folgende Bedeutung zu:
p(0): Thermodynamischer Hintergrundsdruck p0
Der Druck führender Ordnung berücksichtigt, dass in Systemen mit cha-
rakteristischen Abmessungen im Bereich der Referenzlänge lre f langwel-
lige Akustiken stets zu derart schnellen Druckänderungen führen, dass
diese quasihomogen im gesamten System wirken. Somit ist p(0) auf der
Skala lre f nur noch eine zeitabhängige Größe und p0 = f (t).
Auf der superakustischen Skala lre f /M2 hat p(0) hingegen Variationen
der GrößenordnungO(1) und ist dort eine zeit- und ortsabhängige Größe.
p(1): Akustischer Druck p1
Der akustische Druck berücksichtigt Akustiken, die bereits auf der aku-
stischen Skala lre f /M Variationen der GrößenordnungO(1) besitzen. Die
im betrachten System mit der Referenzlänge lre f resultierenden lokalen
Druckänderungen sind dann im Regime M  1 in der Größenordnung
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O(M) und lassen sich nicht mehr dem global wirkenden thermodynami-
schen Hintergrundsdruck p(0) zuordnen. Daher gilt p1 = f (~x, t).
p(2): Hydrodynamischer Druck p2
Der hydrodynamische Druck berücksichtigt die lokalen Änderungen in
den kleinskaligen Strömungsstrukturen der Referenzlänge lre f , auch hy-
drodynamische Skala genannt. Die Variationen von p(2) sind auf dieser
Skala in der Größenordnung O(1). Diesem Druck kommt die Aufgabe
zu, für die Einhaltung der Divergenzbedingung des Geschwindigkeits-
feldes zu sorgen. Es gilt ebenfalls p2 = f (~x, t).
Begründung des Druckzerlegungsansatzes
Wie in Abbildung 4.1 dargestellt, lässt das inkompressible Strömungsregime
M = 0 keine hochfrequenten Akustiken im Zeitskalenbereich O(lre f /cre f ) zu.
Deshalb treten Druckveränderungen im Bereich O(M) nicht auf, weshalb der
akustische Druck p(1) entfällt. Es reicht die Betrachtung einer Orts- und Zeit-
skala und der Druckzerlegungsansatz lautet:
p(~x, t) = p0(t)+M2p2(~x, t)
Im Regime M = 1 entfällt hingegen die Notwendigkeit die Auswirkungen
des Druckes auf unterschiedlichen Skalen zu betrachten. Alle Drücke sind nun
Variationen der Größenordnung O(1) auf der Referenzlänge lre f und können
allein durch den Druck p dargestellt werden.
Abschließend sei noch darauf hingewiesen, dass die für das Geschwindig-
keitsfeld bei der Berechnung von inkompressiblen Strömungen variabler Dich-
te einzuhaltende Divergenzbedingung aus der Energiebilanz resultiert. Die in
der Literatur häufig angeführte Divergenzbedingung aus der Massenbilanz tritt
hier noch gar nicht auf. Sie entsteht erst für inkompressible Strömungen kon-
stanter Dichte. Gerade die Dichteunterschiede sind jedoch für die auftriebs-
behafteten Strömungen ursächlich. Die Anwendung eines für inkompressible
Strömungen konstanter Dichte konstruierten Verfahrens auf Strömungen va-
riabler Dichte ist daher stets mit weitergehenden Annahmen verbunden. Die
Zulässigkeit dieser Annahmen ist für den konkreten Anwendungsfall zu über-
prüfen.
5 Verfahrenskonstruktion
Die asymptotische Analyse zeigt, dass sich der inkompressible Fall mit dem
asymptotisch ermittelten Gleichungssystem beschreiben lässt. Hierbei wird be-
rücksichtigt, dass sich mit der Änderung der Referenz-Mach-Zahl des Glei-
chungssystems (4.1) auch der mathematische Charakter und somit das Ausbrei-
tungsverhalten lokaler Störungen ändert. Während das Gleichungssystem für
M= 1 einen hyperbolischen Charakter besitzt, muss fürM= 0 die hyperbolisch-
elliptische Charaktereigenschaft berücksichtigt werden .
Unter Berücksichtigung dieser Charaktereigenschaften beschreiben Klein et
al. [13, 15, 14, 20] einen Ansatz für ein „All-Mach-Verfahren“ 0≤M ≤ 1 auf
Basis der für M = 1 etablierten Godunov-Typ-Verfahren (GDT). Die in die-
ser Arbeit beschriebene Verfahrenskonstruktion beschränkt sich jedoch auf das
Regime M = 0. Die Erweiterung auf das Regime M 1 ist noch Gegenstand
laufender Untersuchungen.
Ausgehend von einem Standard GDT-Verfahren wird das GDT-Verfahren
derart erweitert, dass es im Fall M = 0 eine erste approximierte Lösung liefert
(Prädiktorschritt). Diese Lösung wird dann durch implizite Korrekturen der
Geschwindigkeitsfelder so korrigiert, dass die Lösung die durch die asympto-
tische Analyse ermittelten Bedingungen erfüllt (Korrektorschritt). Diese Kor-
rektur wird als Projektion bezeichnet, da ein zuvor im Prädiktor falsch berech-
neter Geschwindigkeitsvektor mit Hilfe einer Projektion auf den richtigen Ge-
schwindigkeitsvektor korrigiert wird. Für M = 1 entfallen die für M = 0 not-
wendigen Erweiterungen und aus dem erweiterten GDT-Verfahren wird wieder
ein herkömmliches GDT-Verfahren.
In diesem Kapitel wird die Verfahrenskonstruktion vorgestellt, die im Kon-
text der Finite-Volumen-Methode auf einem kartesischen Gitter mit in jeder
Raumrichtung konstanter Gitterweite erfolgt. Abhängige Zustandsgrößen sind
die konservativen Variablen Dichte ρ, Impulsdichte ρ~v und Energiedichte ρe,
die zellzentriert gespeichert werden. Aus Gründen der Anschaulichkeit werden
zweidimensionale Beispiele für die Diskretisierungen verwendet.
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5.1 Projektionsverfahren für M = 0
Die grundlegende Idee der Verfahrenskonstruktion ist, dass der explizite Prä-
diktorschritt LEuler,Pra¨ im Regime M = 1 das Gleichungssystem
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p~ndA =~0
d
dt
∫
V
ρedV +
∮
A
[ρe+ p]~v ·~ndA = 0
(5.1)
mit ρe=
p
γ−1 +
1
2
ρ~v ·~v
löst, wohingegen er im Regime M = 0 ein möglichst gute Approximation des
asymptotisch entwickelten Gleichungssystems (4.8)
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA +
∮
A
p2~ndA =~0
d
dt
∫
V
ρedV +
∮
A
[ρe+ p0]~v ·~ndA = 0
(5.2)
mit ρe=
p0
γ−1
liefert. Die im RegimeM= 0 auftretenden Approximationsfehler werden durch
einen zusätzlichen Korrektorschritt LEuler,Korr behoben, so dass die asympto-
tisch ermittelte Divergenzbedingung (4.11) sowie die angestrebte Verfahrens-
genauigkeit erreicht wird. Für das RegimeM = 0 folgt daher
L∆tEuler = L
∆t
Euler,Pra¨+L
∆t
Euler,Korr. (5.3)
Der explizite Prädiktor muss zur Lösung von (5.1) aus Stabilitätsgründen die
CFL-Bedingung
|u|(1+M−1)∆t
∆x
≤ 1
einhalten. Dies führt im Regime M = 0 zu sehr kleinen Zeitschrittweiten und
somit zu einem ineffizienten Verfahren.
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Der Grund für diese Ineffizienz liegt in der Berücksichtigung der Schallge-
schwindigkeit, bzw. der daraus resultierenden langwelligen Akustik. Im Re-
gime M = 0 wird der lokale Einfluss der langwelligen Akustik jedoch nicht
aufgelöst, sondern global durch den thermodynamischen Hintergrundsdruck
p0 berücksichtigt (vergl. Abb. 4.2). Wird stattdessen eine künstliche Schall-
geschwindigkeit c∗ verwendet, die in der Größenordnung der Strömungsge-
schwindigkeit liegt, wird die Zeitschrittweite im RegimeM= 0 nur noch durch
die Strömungsgeschwindigkeit limitiert. Die Ursache für die Ineffizienz ist be-
seitigt, jedoch muss die künstliche Schallgeschwindigkeit c∗ für das Regime
M = 1 wieder in die richtige Definition der Schallgeschwindigkeit übergehen.
5.1.1 Prädiktorschritt
Das nachfolgende Hilfssystem erfüllt in Abhängigkeit der Referenz-Mach-Zahl
M alle diese Anforderungen der betrachteten Regime und bildet die Basis für
das erweiterte GDT-Verfahren.
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p~ndA =~0
d
dt
∫
V
ρedV +
∮
A
[ρe+pi]~v ·~ndA = 0
(5.4)
mit ρe=
p
γ−1 +
M2
2
ρ~v ·~v
und pi= (1−M2)(p0+M2p2)+M2p
System I : FürM= 1 repräsentiert das Hilfs-Gleichungssystem (5.4) mit pi= p
das für dieses Regime zu lösende Gleichungssystem (5.1), nachfol-
gend System I genannt.
System I∗: Für M = 0 ergibt sich aus dem Hilfssystem (5.4) mit pi = p0 das
System I∗. Der Druckterm in der Impulsbilanz von (5.4) verschwin-
det, weil sich aufgrund des Druckzerlegungsansatzes (4.7) und der
Druckbedingung (4.10) für M = 0 der Druck p auf den Druck füh-
render Ordnung p0 reduziert. Diese gilt in analoger Weise für den
Druck in der Definition der Energiedichte
ρe=
p0
γ−1 , (5.5)
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so dass auch die für das Regime M = 0 veränderte Definition der
Energiedichte (4.9) mit diesem Ansatz berücksichtigt wird.
Die weitere Verfahrenskonstruktion erfolgt imKontext eines Finite-Volumen-
Verfahrens, wobei der Zustandsvektor ~U die Erhaltungsgrößen ρ,ρ~v,ρe enthält
d
dt
∫
V
~U dV =−
∮
A
~F ·~ndA. (5.6)
Für die Konstruktion des zu erweiternden GDT-Verfahrens lässt sich mit Hil-
fe des Operator-Splitting nach Strang [22] das Gleichungssystem (5.4) in eine
Folge von eindimensionalen Operatoren zerlegen1
~Ut +~F??x + ~G
??
y + ~H
??
z = 0.
~F??x , ~G
??
y und ~H
??
z sind die Flüsse des Gleichungssystems (5.4) über die jewei-
ligen Zellflächen A des betrachteten Kontrollvolumens V in den verschiede-
nen Koordinatenrichtungen. Der Index ?? kennzeichnet, dass weder das für die
Flussberechnung verwendete Geschwindigkeitsfeld auf der Zellfläche, noch
das mit diesen Flüssen berechnete zellzentrierte Geschwindigkeitsfeld die Di-
vergenzbedingung (4.11) erfüllt. Aus der Kopplung der einzelnen physikali-
schen Operatoren, ausgehend vom Zeitpunkt tn, ergibt sich die Zwischenlö-
sung zum Zeitniveau tn+1,??
~Un+1,?? =
[
L
∆t
2
x L
∆t
2
y L
∆t
2
z L
∆t
2
z L
∆t
2
y L
∆t
2
x
]
︸ ︷︷ ︸
L∆tEuler,Pra¨
~Un (5.7)
Lx : ~Ut +~F??x = 0 Ly : ~Ut + ~G??y = 0 Lz : ~Ut + ~H??z = 0.
Der hochgestellte Index am Strang-Operator gibt den Zeitschritt für den Ope-
rator an. Da sich die Flussoperatoren nur in der Raumrichtung unterscheiden,
wird für die weitere Diskussion nur noch die x-Richtung betrachtet.Dann redu-
ziert sich (5.6) auf die eindimensionale Form
∂~U
∂t
+
∂~F
∂x
= 0. (5.8)
Unter der vereinfachenden Annahme von stückweisen linearen Zuständen in
jedem Gitterintervall folgt
∂~U
∂t
+
∂~F
∂~U
∂~U
∂x
=
∂~U
∂t
+~~A(~U)
∂~U
∂x
= 0. (5.9)
1Nach Strang [22] ist die aus den Teillösungen zusammengesetzte Lösung in Raum und Zeit
zweiter Ordnung genau, wenn dies auch für jede der verwendeten Teillösungen gilt.
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Die Matrix ~~A(~U) wird Jacobi-Matrix genannt und besitzt die für das Lösungs-
verfahren relevanten Eigenwerte u± c und u.
Erweitertes Godunov-Typ-Verfahren
Grundlage für das erweiterte GDT-Verfahren ist ein eindimensionales HLLE-
Lösungsverfahren nach Harten, Lax, van Leer und Einfeldt [8, 10]. Für die
Konstruktion der Zellflächenzustände wird ein in Raum und Zeit approximie-
rendes MUSCL-Verfahren in steigungslimitierten charakteristischen Variablen
verwendet. Nachfolgend wird auf die für die Erweiterungen notwendigen De-
tails des Verfahrens eingegangen2.
Die notwendigen Erweiterungen eines Standard-GDT-Verfahrens ergeben
sich anhand des Vergleichs zwischen dem System I und I∗, sowie der aus der
Asymptotik gewonnenen Erkenntnisse:
• In der Impulsbilanz (5.4) tritt die Mach-Zahl nicht auf. Bis auf die verän-
derte Energiebilanz ähnelt das System I∗ dem für M = 1. Das System I∗
hat ferner die gleichen konvektiven Flüsse, wie das fürM = 0 zu lösende
Gleichungssystem (4.8), weil aufgrund der Druckbedingung (4.10) der
in der Impulsbilanz auftretende Druckterm verschwindet.
• Die Schallgeschwindigkeit des Systems I∗ darf aufgrund der CFL-Be-
dingung nur in der Größenordnung der Strömungsgeschwindigkeit lie-
gen. Sonst wird die Zeitschrittweite des expliziten GDT-Verfahrens für
M = 0 durch die Schallgeschwindigkeit c dominiert und das Verfahren
mit einer gegen Null gehenden Zeitschrittweite ineffizient. Dies kann
mit der von Klein [14] aufgrund einer charakteristische Analyse für das
System I∗ vorgeschlagenen erweiterten Definition der Schallgeschwin-
digkeit
c∗2 = γ
p
ρ︸︷︷︸
c2
+(γ−1)pi− p
ρ
(5.10)
mit pi= (1−M2)(p0+M2p2)+M2p
verhindert werden. Diese hat den Vorteil, das fürM = 1 die Erweiterung
wieder entfällt und die Berechnung der Eigenwerte der Jacobi-Matrix
u± c∗ und u für beide Regime formal gleich bleibt. Auch der hyperboli-
sche Charakter bleibt erhalten3.
2Eine umfassendere Beschreibung von GDT-Verfahren findet sich z.B. in LeVeque [16].
3Der Index ∗ kennzeichnet die derart erweiterte Definition der Schallgeschwindigkeit. Sie ist
nicht identisch mit dem Index ?, der sich auf die Einhaltung der Divergenzbedingung bezieht.
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• Durch die formal unveränderten Eigenwerte bleiben auch die Berech-
nungsvorschriften der Eigenvektoren unverändert, so dass damit operie-
rende Lösungsverfahren weiter benutzt werden können, wenn die Defi-
nition des Schallgeschwindigkeit (5.10) berücksichtigt wird.
Die Erweiterung eines Standard-GDT-Verfahren erfordert somit:
1. die Einführung der Referenz-Mach-Zahl M, die sich aus den im Strö-
mungsfeld auftretenden Geschwindigkeiten bestimmt (Details siehe 5.3),
2. die Einführung eines räumlich homogenen Druckes p0, der das Oberflä-
chenintegrals (4.10) einhält,
3. die erweiterte Definition der Schallgeschwindigkeit (5.10),
4. eine veränderte Berechnungsvorschrift für den Druck
p= (γ−1)
(
ρe−M2 ρ~v
2
2
)
(5.11)
5. und die Erweiterung der Berechnung des Energiedichteflusses, sowie der
gemittelten Schallgeschwindigkeit im Flusslöser.
Die Tatsache, dass das erweiterte GDT-Verfahren zwar einen vollständigen
Zeitschritt ausführt, die Lösung aufgrund der nicht eingehaltenen Divergenzbe-
dingung (4.11) jedoch nur vorläufig ist, wird durch den hochgestellten Index ??
gekennzeichnet. Es ergibt sich damit folgender prinzipieller Verfahrensablauf:
1. Berechnung der Zustände an den Zellflächen
Aus den zellzentrierten Erhaltungsgrößen zum derzeitigen Zeitniveau tn
wird mit Hilfe des MUSCL-Verfahrens der Zustand dieser Größen an
den Zellflächen zum Zeitniveau tn+1/2,?? bestimmt4.
2. Berechnung der Flüsse über die Zellflächen
Mit Hilfe der zuvor ermittelten linken und rechten Zustände an jeder
Zellfläche, ergibt sich an jeder Zellfläche die Aufgabe ein Riemann-
Problem zu lösen, um den Fluss der Erhaltungsgrößen über die Zellflä-
che zu bestimmen. Dies geschieht im Verfahren durch die Verwendung
eines approximierten Riemannlösers (HLLE-Verfahren).
4Bereits die derart ermittelten Zellflächengeschwindigkeiten erfüllen nicht mehr die Divergenz-
bedingung (4.11).
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3. Berechnung der zellzentrierten Erhaltungsgrößen ~Un+1,??
Mit den zuvor berechneten Flüssen zum Halbzeitniveau tn+1/2,?? lassen
sich die neuen zellzentrierten Erhaltungsgrößen ~Un+1,?? am Ende des
Prädiktorschrittes berechnen
~Un+1,??i = ~U
n
i −
∆t
∆x
(
~F n+1/2,??i+1/2 −~F
n+1/2,??
i−1/2
)
. (5.12)
Hierbei repräsentiert ~Uni die Approximation der räumlichen Mittelwerte der
Erhaltungsgrößen ~U in der Zelle i zur Zeit tn
~Uni =
1
∆x
xi+1/2∫
xi−1/2
~U(tn,x)dx+O(∆x2) (5.13)
und
~F n+1/2i±1/2 =
1
∆t
tn+1∫
tn
~F(t,xi±1/2)dt+O(∆t2) (5.14)
die Approximation des Flusses auf dem Zellrand. Die Zeitschrittweite ∆t ergibt
sich aus
∆t =CFL
∆xMIN
uMAX
=
MIN(∆x,∆y)
MAX(|u|, |v|)+ c∗ (5.15)
Anmerkung zur Implementierung:
Im Programmcode MOLOCH verwendet der im Prädiktor eingesetzte approximierte
Riemannlöser von Harten, Lax, van Leer und Einfeldt [8, 10] (HLLE-Verfahren) für die
MUSCL-Rekonstruktion charakteristische Variablen. Somit lassen sich Änderungen im
Zustand (z.B. die Einwirkung eines Druckstoßes) anhand des Signalverlaufes auf der
dazugehörenden Charakteristik beschreiben. Da sich durch die erweiterte Definition
der Schallgeschwindigkeit (5.10) im System I∗ die formale Berechnungsvorschrift für
Eigenwerte und -vektoren nicht ändert, bietet sich dieser Ansatz für die Berücksichtung
der erweiterten Schallgeschwindigkeit c∗ an.
Aus dem gleichen Grund muss an dieser Stelle nicht weiter auf das HLLE-Verfahren
eingegangen werden, da lediglich die Berechnungsvorschrift der Schallgeschwindig-
keit im Verfahren geändert wird. Die Definition des Zellflächenflusses ergibt sich un-
mittelbar aus dem Hilfssystem (5.4). Ausführlichere Beschreibungen zu Godunov-Typ-
Verfahren sind unter anderem in LeVeque [16] zu finden.
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5.1.2 Korrektorschritt
Mit der Aufteilung (5.3) folgt dem Prädiktor- nun der Korrektoroperator
L∆tEuler = L
∆t
Euler,Pra¨+L
∆t
Euler,Korr,
der die im Prädiktor fehlerhaft approximierten Flüsse über die Zellflächen kor-
rigiert. Ein Vergleich des mit dem Hilfssystem I∗ (5.4) berechneten und dem
für das Regime M = 0 geforderten Fluss aus (4.8)
~F(4.8)−~F(5.4) =
 ρ~vρ~v◦~v+ ~~E p2
[ρe+ p0]~v
−
 ρ~vρ~v◦~v+ ~~E p
[ρe+pi]~v
=
 0~~E (p2− p)
[p0−pi]~v
 (5.16)
zeigt, dass mit pi= p0 nur ein notwendiger Korrekturfluss für die Impulsdichte
verbleibt, wenn p0−pi= 0 erfüllt ist. Hieraus folgen zwei Erkenntnisse:
1. Die Bedingung p0−pi= 0 ist zumindest zu Beginn eines Zeitschrittes bei
tn erfüllt. Somit sind die im Prädiktor auf den Zellflächen berechneten
Werte für ρn+1/2,?? und (ρe)n+1/2,?? eine Approximation erster Ordnung
der Größen aus (4.8) (vergl. Klein [14])5:
(ρ,ρe, p)n+1/2,?i±1/2 = (ρ,ρe, p)
n+1/2,??
i±1/2 . (5.17)
2. Der im Prädiktor ausgelassene p2-Term erfordert zwei Korrekturen. Mit
Hilfe eines ersten Projektionsschrittes sind die Fehler zu korrigieren, die
durch die Verwendung des vorläufigen, nicht die Divergenzbedingung
erfüllenden Geschwindigkeitsfeldes ~v?? bei der Berechnung der Flüsse
über die Zellflächen entstehen. Aufgrund von (5.16) und der Einhaltung
der Bedingung p0−pi= 0 gilt dann nach der 1. Projektion
(ρ,ρe)n+1 = (ρ,ρe)n+1,? . (5.18)
Im zweiten Projektionsschritt muss der Fluss aufgrund des ausgelasse-
nen Druckterms der Impulsbilanz berücksichtigt und die Einhaltung der
Divergenzbedingung für das zellzentrierte Geschwindigkeitsfeld sicher-
gestellt werden. Der Korrekturschritt hat demzufolge für die Einhaltung
der Divergenzbedingung (4.11) auf zwei verschiedenen, entkoppelten,
d.h. versetzt angeordneten Geschwindigkeitsfeldern zu sorgen.
5Der Index ? kennzeichnet den Zustand, bei dem das Geschwindigkeitsfeld auf den Zellflächen
bereits die Divergenzbedingung einhält, das im Zellzentrum jedoch noch nicht.
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1. Projektion
Aus dem Korrekturfluss (5.16) lässt sich die Korrekturvorschrift für das Ge-
schwindigkeitsfeld auf den Zellflächen zum Halbzeitniveau tn+1/2,?? ableiten.
Weil der Korrekturfluss gerade der zeitlichen Änderung der Impulsdichte zwi-
schen dem Zustand tn+1/2,? und tn+1/2,?? entsprechen muss, lautet die diskrete
Korrekturvorschrift
(ρ~v) n+1/2,?− (ρ~v) n+1/2,?? = −∆t
2
∇p2n+1/2
~vn+1/2,? = ~vn+1/2,??− ∆t
2ρn+1/2,??
∇p2n+1/2,
mit der Annahme (ρ~v) n+1/2,? = (ρ?? ~v ?)n+1/2.
(5.19)
Anstelle mit ~v?? hätte der konvektive Fluss im Prädiktor mit ~v? berechnet
werden müssen. Wird nun der Korrekturansatz (5.19) in die Definition des kor-
rekten konvektiven Flusses
~F n+1/2,?i±1/2 (~n) =
 (ρ~v)? ·~n(ρ~v)? (~v? ·~n)
[(ρe)?+ p0]~v? ·~n
n+1/2
i±1/2
(5.20)
eingesetzt, dessen Zellflächen-Geschwindigkeiten die Divergenzbedingung ein-
halten, ergibt sich mit (5.17) die Summe aus dem bereits bekannten Prädiktor-
und dem gesuchten Korrekturfluss
~F n+1/2,?i±1/2 (~n) =
 (ρ~v)?? ·~n(ρ~v)?? (~v?? ·~n)
[(ρe)??+ p0]~v?? ·~n
n+1/2
i±1/2︸ ︷︷ ︸
~F n+1/2,??HLLE,konv.,i±1/2
(5.21)
−∆t
2
 ∇p2 ·~n~v?? ( ∇p2 ·~n)+ ∇p2(~v?? ·~n)− ∆t2ρ?? ∇p2( ∇p2 ·~n)
(ρe)??+p0
ρ?? ∇p2 ·~n

n+1/2
i±1/2︸ ︷︷ ︸
~F n+1/2,??Korr,i±1/2
.
Für die angestrebte Verfahrensordnung wäre die Berücksichtigung des dyadi-
schen Produkts der beiden Druckgradienten im Impulsfluss nicht notwendig.
Für die in Kapitel 6.1.2 diskutierte Berücksichtigung der Gravitation kommt
diesem Term jedoch eine besondere Bedeutung zu.
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Für den zweidimensionalen Fall lautet die diskrete Berechnungsvorschrift des Kor-
rekturflusses ~F n+1/2,??Korr an der Zellwand Ai−1/2, j
~F n+1/2,??Korr, i−1/2, j =−
∆t
2
266664
θx“
2u??i−1/2, j− ∆t2ρ?? θx
”
θx“
v??i−1/2, j+u
??
i−1/2, j θy− ∆t2ρ?? θy
”
θx
h??i−1/2, j θx
377775
n+1/2
(5.22)
mit h n+1/2,??i+1/2, j =
 
(ρe)??i−1/2, j+ p0
ρ??i−1/2, j
! n+1/2
,θx =
1
∆x
`
p2i, j− p2i−1, j
´
und θy =
1
4∆y
`
(p2i+ p2i−1) j+1− (p2i+ p2i−1) j−1
´
Mit (5.21) kann der Fehler durch die im Prädiktor benutzten nicht-divergenz-
freien Zellflächen-Geschwindigkeiten korrigiert werden6
~Un+1,?i = ~U
n+1,??
i +
∆t
∆x
(
~F n+1/2,??Korr, i+1/2−~F
n+1/2,??
Korr, i−1/2
)
. (5.23)
Der Index ? kennzeichnet den Umstand, dass zwar Dichte ρ und Energie-
dichte ρe nun richtig berechnet sind (vergl. (5.18)), das jedoch das zellzentrier-
te Geschwindigkeitsfeld~vn+1,? die Divergenzbedingung noch nicht einhält.
Die für die Berechnung des Korrekturflusses ~F n+1/2,??Korr notwendigen Größen
auf den Zellflächen werden wie folgt ermittelt:
• Ermittlung von h n+1/2,??i−1/2, j
Die Enthalpie auf der Zellfläche wird nach ([19], S. 43) durch Mittelung der an
die Zellfläche angrenzenden zellzentrierten Werte berechnet
h n+1/2,??i−1/2, j =
1
2
 
(ρe) ??i, j + p0
ρ ??i, j
+
(ρe) ??i−1, j+ p0
ρ ??i−1, j
! n+1/2
, (5.24)
wobei sich der thermodynamische Hintergrundsdruck p0(t) zum Zeitniveau tn+1/2
durch die Auswertung der Funktion p0(t) zum Zeitniveau tn+1/2 oder eine zeit-
liche Mittelung ergibt
p0n+1/2 =
1
2
“
p0n+ p0n+1
”
. (5.25)
6Dieser von Schneider ([19], S. 42f) angegebene Korrekturansatz reduziert den erforderlichen
Speicherplatz erheblich, da die vom erweiterten GDT-Verfahren berechneten Flüsse nicht ab-
gespeichert werden müssen, sondern der Einfluss der Korrekturflüsse direkt auf die Lösung
vom GDT-Verfahren aufaddiert werden kann.
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Mit einer zeitlichen Mittelung werden die Dichte ρ und Energiedichte ρe zum
Halbzeitniveau tn+1/2 bestimmt.
φn+1/2,?? =
φn+1,??+φn
2
mit φ= {ρe,ρ}. (5.26)
Hierzu müssen zwar die zellzentrierten Werte zum Zeitniveau tn abgespeichert
werden, dies ist jedoch erheblich günstiger, als die Speicherung der Zellflächen-
werte im Prädiktorschritt.
• Ermittlung von~v n+1/2,??i−1/2, j
Ebenfalls um die Abspeicherung der Zellflächengeschwindigkeiten zum Zwi-
schenzeitniveau tn+1/2,?? im Prädiktorschritt zu vermeiden, werden aus den zell-
zentrierten Geschwindigkeiten
~v n+1,??i, j =
(ρ~v)n+1,??i, j
ρn+1,??i, j
mit Hilfe eines steigungslimitierten Extrapolationsverfahrens die links- und rechts-
seitigen Normalen-Geschwindigkeiten auf den Zellflächen berechnet. Für die
Zellfläche Ai−1/2, j lauten diese
ul = u
n+1,??
i−1, j +
1
2 lim
`
ui, j−ui−1, j, ui−1, j−ui−2, j
´n+1,??
ur = u
n+1,??
i, j − 12 lim
`
ui+1, j−ui, j, ui, j−ui−1, j
´n+1,??
,
(5.27)
wobei lim(·, ·) eine beliebige Limiter-Funktion ist (vergl. 8.3.1). Aus den links-
und rechtsseitigen Geschwindigkeiten wird nun die den Signaltransport beschrei-
bende „Upwind“-Geschwindigkeit ermittelt
un+1,??i−1/2, j =
8<:
ul , ul +ur > 0 ∧ ul ≥ 0 ,
0, ul +ur = 0 ∨ ul < 0∧ur > 0 ,
ur, ul +ur < 0 ∧ ur ≤ 0 .
(5.28)
Die tangential zur Fläche Ai−1/2, j liegenden Komponenten des Geschwindig-
keitsvektors werden dann mit einer „Upwind“-Steigungsextraplation
vl = v
n+1,??
i, j −
1
2
lim
`
vi+1, j− vi, j, vi, j− vi−1, j
´n+1,??
vr = v
n+1,??
i−1, j +
1
2
lim
`
vi, j− vi−1, j, vi−1, j− vi−2, j
´n+1,??
vn+1,??i−1/2, j =
(
vl , u
n+1,??
i−1/2, j < 0
vr, u
n+1,??
i−1/2, j ≥ 0
(5.29)
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bestimmt und als Näherungen erster Ordnung in der Zeit für die im Korrektur-
schritt erforderlichen Geschwindigkeit
~v n+1/2,??i−1/2, j =~v
n+1,??
i−1/2, j (5.30)
verwendet. Diese Approximation genügt, damit die Lösung ~Un+1,? zweiter Ord-
nung in Raum und Zeit bleibt.
• Ermittlung von p2
Der zellzentrierte Druck p2 muss in einer Weise berechnet werden, dass
nach dem Korrekturschritt das Geschwindigkeitsfeld ~v? auf der Zell-
wand die Divergenzbedingung (4.11) erfüllt. Diese Divergenzbedingung
stammt aus der Energiegleichung. Aufgrund der Energieerhaltung gilt
für jedes Volumenelement V des Rechengitters
(ρe)n+1,?V − (ρe)nV =−
∆t
|V |
∮
A
([ρe+pi]~v)n+1/2,? ·~ndA (5.31)
mit pi= p0 für M = 0. Unter Berücksichtigung,
1. dass die unbekannte Geschwindigkeit ~v? durch die Korrekturvor-
schrift (5.19) ersetzt werden kann
~vn+1/2,? =~vn+1/2,??− ∆t
2ρn+1/2,??
∇p2n+1/2,
2. dass der thermodynamische Druck p0 wegen (4.10) nur eine Funk-
tion der Zeit ist und sich daher p0n+1 aus den Randbedingungen
und dem Umsatz im Strömungsgebiet berechnen lässt. Weswegen
mit der Definition der Energiedichte (5.5) für γ= const. gilt
(ρe)n+1V = (ρe)
n+1,?
V =
p n+10
(γ−1) ,
3. der Energiebilanz des Prädiktorschrittes
(ρe)n+1,??V = (ρe)
n
V −
∆t
|V |
∮
A
([ρe+ p0]~v)n+1/2,?? ·~ndA (5.32)
4. sowie aufgrund der für M = 0 geltenden Definition der Energie-
dichte (5.5)
[ρe+ p0]?? = [ρe+ p0]? = [
γ p0
γ−1 ] (5.33)
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ergibt sich über
pn+10
γ−1 − (ρe)
n+1,?? =
∆t
|V |
∮
A
(
∆t [ρe+ p0]??
2ρ??
∇p2
)n+1/2
·~ndA
und der schon zuvor erwähnten Definition für hn+1/2,?? auf den Zellflä-
chen eine Berechnungsvorschrift für den zellzentrierten Druck p2
(∆t)2
2|V |
∮
A
(h?? ∇p2)n+1/2 ·~ndA= p
n+1
0
γ−1 − (ρe)
n+1,??. (5.34)
Da die Energiedichte nicht nach jedem Zeitschritt neu initialisiert wird, können
sich über mehrere Zeitschritte numerische Rechenfehler in der Energiedichte ρe
und damit in der rechten Seite von (5.34) akkumulieren. Dies wird mit folgender
Erweiterung verhindert
pn+10
γ−1 − (ρe)
n+1,?? =
“
(ρe)n+1,?− (ρe)n
”
−
“
(ρe)n+1,??− (ρe)n
”
=
pn+10 − pn0
γ−1 −
“
(ρe)n+1,??− (ρe)n
”
.
x
−41
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Abbildung 5.1:
5-Punktestern
Diskret repräsentiert (5.34) eine Poissongleichung
mit variablen Koeffizienten, die im 2d-Fall einen 5
Punktestern und im 3d-Fall einen 7 Punktestern dar-
stellt. Die Enthalpie auf den Zellflächen wird durch
die bereits beschriebene Mittelung (5.24) berechnet
(∆t)2
2
24hn+1/2,??i+1/2, j
(∆x)2
p2i+1, j+
hn+1/2,??i, j+1/2
(∆y)2
p2i, j+1
+
hn+1/2,??i−1/2, j
(∆x)2
p2i−1, j+
hn+1/2,??i, j−1/2
(∆y)2
p2i, j−1
−
0@hn+1/2,??i+1/2, j
(∆x)2
+
hn+1/2,??i−1/2, j
(∆x)2
+
hn+1/2,??i, j+1/2
(∆y)2
+
hn+1/2,??i, j−1/2
(∆y)2
1A p2i, j
35
=
pn+10 − pn0
γ−1 −
“
(ρe)n+1,??− (ρe)n
”
.
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2. Projektion
Damit auch das zellzentrierte Geschwindigkeitsfeld die Divergenzbedingung
einhält, muss die Impulsdichte mit dem Fluss aus dem bislang vernachlässigten
Druckterm p2 korrigiert werden7. Dann ergibt sich die vollständige Impulsbi-
lanz (4.8)
Prädiktor
+ 1. Projektion
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA = 0
2. Projektion
d
dt
∫
V
ρ~vdV +
∮
A
p2~ndA =~0
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA +
∮
A
p2~ndA =~0.
Daraus folgt die Korrekturvorschrift für die Impulsdichte
(ρ~v)n+1V = (ρ~v)
n+1,?
V −∆t
∮
A
p2 ,n+1/2~ndA, (5.35)
für die der Druck p2 auf den Zellflächen von V benötigt wird.
Die Berechnung dieses Druckes erfolgt,
V
V
j
i−1 i
i−1/2
j−1
j−1/2
Abbildung 5.2: Duales Gitter
indem die Energiebilanz der Kontrollvolu-
men auf zwei versetzten Gittern betrachtet
wird (Geratz [9]). Dies ist einmal das be-
reits bekannte zellzentrierte Gitter V . Hin-
zu kommt ein um die jeweils halbe Gitter-
weite in jede Raumrichtung versetztes Gitter
V , welches in der Abbildung 5.2 gestrichelt
dargestellt ist. Geometrisch entsprechen die
Knoten des versetzten Gitters V gerade den Zellmittelpunkten des Gitters V .
Aus dem Finite-Volumen Ansatz folgt, dass die zeitliche Änderung der Ener-
giedichte gerade der Differenz der Energieflüsse auf den Zellwänden entspre-
chen muss
(ρe)n+1
V
− (ρe)nV =−
∆t
|V |
∮
A
(ρ~vh)n+1/2 ·~ndA. (5.36)
Die zeitliche Änderung der Energiedichte muss gleichfalls der Definition der
Energiedichte (5.5) genügen, wobei γ = const. als einschränkende Annahme
7Wird der bereits berechnete zellzentrierter Druck p2 auf die Zellflächen extrapoliert, um so
die zweite Projektion einzusparen, kann dies zu hochfrequenten Oszillationen aufgrund der
Entkopplung von Druck und Geschwindigkeit führen.
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und die räumliche Homogenität von p0 zu beachten sind
(ρe)n+1
V
− (ρe)nV =
pn+10 − pn0
γ−1 . (5.37)
Analog zur 1. Projektion läßt sich das gesuchte Produkt aus Enthalpie und
Impulsdichte aus der Differenz
(ρ~vh)n+1/2
V
= (ρ~vh)n+1/2,?
V
− ∆t
2
(h ∇p2)n+1/2 (5.38)
berechnen. Gleichsetzen von (5.36) und (5.37) liefert mit (5.38)
(∆t)2
|V |
∮
A
(h? ∇p2)n+1/2 ·~ndA = 2∆t|V |
∮
A
(ρ~vh)n+1/2,?
V
·~ndA
+ 2
pn+10 − pn0
γ−1 . (5.39)
Mit der zeitlichen Mittelung
(ρ~vh)n+1/2,? =
1
2
(
(ρ~vh)n+(ρ~vh)n+1,?
)
(5.40)
folgt die Berechnungsvorschrift für den nun knotenzentrierten Druck zu
(∆t)2
|V |
∮
A
(h? ∇p2)n+1/2 ·~ndA = ∆t|V |
∮
A
(ρ~vh)n+1,?
V
·~ndA
+
∆t
|V |
∮
A
(ρ~vh)nV ·~ndA
+ 2
pn+10 − pn0
γ−1 . (5.41)
Aufgrund des für M = 0 räumlich konstanten Enthalpie-Dichte Produkts
ρh= ρe+ p0 =
γ
γ−1 p0
vereinfacht sich (5.41), da das Geschwindigkeitsfeld zum Zeitniveau tn die Di-
vergenzbedingung (4.11) erfüllt, so dass sich der zweite Term auf der rechten
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Seite zu −∆t/(γ− 1)( dp0dt )n umschreiben läßt. Hierbei wird der Gradient des
thermodynamischen Druckes zum Zeitniveau tn von Außen aufgeprägt
(∆t)2
|V |
∮
A
(h? ∇p2)n+1/2 ·~ndA = ∆t|V |
∮
A
(ρ~vh)n+1,?
V
·~ndA
+ 2
pn+10 − pn0
γ−1 −
∆t
γ−1
(
dp0
dt
)n
.(5.42)
Diskret repräsentiert (5.42) wiederum eine Poissongleichung, mit der sich
der gesuchte Druck p2 auf den Zellflächen vonV berechnen läßt, um das Ober-
flächenintegral der Korrekturvorschrift (5.35) auszuwerten.
Abweichend von den bisherigen Arbeiten [9, 13,
2
2
1
1 1
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y
j
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1
2
2
Abbildung 5.3:
9-Punktestern auf V
15, 20] wird für die Diskretisierung von (5.42) ein
bi- bzw. trilinearer Interpolationsansatz zur Berech-
nung von ∇p2 verwendet, der auch zu einem 9-
Punkte Stern (2d) bzw. 27 Punkte Stern (3d) führt.
Mit diesem Ansatz wird die Bildung von entkoppel-
ten Teilgittern vermieden, so dass auch kurzwellige
Druckoszillationen stets auf das Geschwindigkeits-
feld wirken. Er erlaubt ferner die Formulierung ei-
nes stabilen exakten Projektionsverfahrens und bietet weitere Entwicklungs-
möglichkeiten, die von Vater in [25] diskutiert werden. Die einzelnen Terme
von (5.42) werden nun getrennt diskretisiert:
Diskretisierung von
1
|V |
∮
A
(h? ∇p2)n+1/2 ·~ndA
Während die zu jeder Zellteilfläche A gehörende Ent-
i
i−1/2
j
j−1/2
j+1/2
i+1/2
Abbildung 5.4:
Teilvolumen V um Punkt
i−1/2, j−1/2
halpie h? durch den nächstgelegenen Zellmittelwert ap-
proximiert wird, erfolgt die Diskretisierung des zellflächen-
zentrierten Gradienten ∇p2 mit Hilfe eines bilinearen
(2d) bzw. trilinearen (3d) Interpolationsansatzes, in dem
der Druck p2 knotenzentriert angenommen wird
p2m,n = p2i−1/2, j−1/2+∆x p2x+∆y p2y+∆x∆y p2xy
mit ∆x= xm− xi−1/2 und ∆y= yn− y j−1/2.
Die örtliche Ableitung liefert die gesuchte Approximation des Gradienten
∇p2 =
„
p2x+∆y p2xy
p2y+∆x p2xy
«
. (5.43)
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Für die Integration über die x−Fläche des in Abb. 5.4 dargestellten Teilvolumens des
dualen Gitters V um den Knoten i−1/2, j−1/2 folgt dann
1
∆x∆y
∆y
2Z
0
“
h?i, j (p2x+∆y p2xy)
”n+1/2
dy=
h?i, j
∆x∆y
"
∆y
2
p2x+
1
2
„
∆y
2
«2
p2xy
#
mit
p2x =
p2 i+1/2, j−1/2−p2 i−1/2, j−1/2
∆x
p2xy =
(p2 i−1/2, j+1/2−p2 i−1/2, j+1/2)−(p2 i+1/2, j−1/2−p2 i−1/2, j−1/2)
∆x∆y .
Werden alle Oberflächen A des dualen Volumens V um den Knoten i−1/2, j−1/2 der-
art approximiert, ergibt sich für die x−Richtung die diskrete Formulierung
1
8(∆x)2
2666666664
“
h?i, j p2i+1/2− (h?i +h?i−1) j p2i−1/2+h?i−1, j p2i−3/2
”
j+1/2
+3
0B@ (h?j +h?j−1)i p2i+1/2− (h?i, j+h?i−1, j+h?i, j−1+h?i−1, j−1) p2i−1/2
+ (h?j +h
?
j−1)i−1 p2i−3/2
1CA
j−1/2
+
“
h?i, j−1 p2i+1/2− (h?i +h?i−1) j−1 p2i−1/2+h?i−1, j−1 p2i−3/2
”
j−3/2
3777777775
.
Die Diskretisierung der y−Richtung erfolgt in analoger Weise.
Diskretisierung von
1
|V |
∮
A
(ρ~vh)n+1,?
V
·~ndA
Die Berechnung des Oberflächenintegrals er-
V
V
j
i−1 i
i−1/2
j−1
j−1/2
Abbildung 5.5: Duales Gitter
folgt derzeit noch mit Hilfe eines einfachen Mit-
telungsansatzes. Hierbei werden aus den zellzen-
trierten Werten (ρ~vh)n+1,? durch arithmetische
Mittelung, bspw.
(ρ~vh)n+1,?i, j−1/2 =
`
(ρ~vh)i, j+(ρ~vh)i, j−1
´n+1,?
2
,
die Werte auf den Zellflächenmittelpunkten von
A bestimmt. Dann ergibt sich unter Berücksichti-
gung des Normalenvektors
1
|V |
I
A
(ρ~vh)n+1,?
V
·~ndA ≈
((ρ~vh)i− (ρ~vh)i−1)n+1,?j−1/2
∆x
+
((ρ~vh) j−1− (ρ~vh) j)n+1,?i−1/2
∆y
.
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Im Gegensatz zum bi-/trilinearen Ansatz des Terms auf der linken Seite berücksich-
tigt diese Art der Diskretisierung der rechten Seite keine stückweise lineare Verteilung
des Geschwindigkeitsfeldes. Aus diesem Grund führt der Ansatz nur zu einer approxi-
mativen 2. Projektion.
Wird hingegen die stückweise lineare Verteilung des Geschwindigkeitsfeldes bei der
Berechnung des Oberflächenintegrals berücksichtigt, führt dies zu einer exakten Formu-
lierung der 2. Projektion (vergl. [25]). Im Gegensatz zur approximativen kann mit der
exakten Projektion die Einhaltung der Divergenzbedingung bis auf Maschinengenau-
igkeit garantiert werden8. Die hierfür notwendigen Ergänzungen sind für die nächste
Programmversion von MOLOCH vorgesehen.
5.2 Lösungsverfahren
In jedem Zeitschritt wird in beiden Projektionen die Lösung eines linearen
Gleichungssystems erforderlich, welches stets das gesamte Strömungsgebiet
umfaßt. Um die Effizienz des vorgestellten Verfahrensansatzes zu steigern, ist
daher der Einsatz moderner Lösungsverfahren notwendig. Wie Schneider in
([19], S.82f) zeigt, sind durch den Einsatz eines Mehrgitterverfahrens gegen-
über einem einfachen iterativen Lösungsverfahren deutliche Effizienzsteige-
rung möglich.
Die Verwendung algebraischer Mehrgitterverfahren umgeht zudem die Dis-
kretisierungsbeschränkungen der geometrischen Mehrgitterverfahren. Jedoch
existiert nach Auffassung von Prof. Rolf Krause (Uni Bonn) für algebraische
Mehrgitterverfahren für die hier zu lösenden Problemstellungen mit großen
Unterschieden in den Koeffizienten, d.h. insbesondere hohe lokale Dichtedif-
ferenzen, noch keine abschliessende Theorie. Somit kann eine Lösung jedes
beliebigen Problems mit einem algebraischen Mehrgitterverfahren nicht ga-
rantiert werden. Bei der Anwendung des vorgestellten Verfahrens für Problem-
stellungen mit Dichteverhältnissen von bis zu 1:1000 konnte der Autor jedoch
gute Ergebnisse erzielen. Dies bestärkt die Vermutung, dass die Ursache für
die bislang fehlende Theorie die Komplexität der Thematik ist.
Für die Realisierung des algebraischen Mehrgitterverfahrens wird im Programm
MOLOCH das Softwarepaketes HYPRE [5] verwendet. Das Paket wurde für die effi-
ziente Lösung großer Gleichungssysteme entwickelt, ist frei verfügbar und stellt zahl-
reiche verschiedene lineare Gleichungslöser über unterschiedliche Schnittstellen zur
Verfügung. Für die hier zu lösenden singulären linearen Gleichungssysteme, mit auf-
grund von Dichteschwankungen lokal stark variierenden Koeffizienten, hat sich das
algebraische Mehrgitterverfahren (BoomerAMG) mit vorkonditioniertem Gleichungs-
löser (BiCGStab) als brauchbar herausgestellt.
8Süli[23] zeigt für den 2d-Fall, dass Laplace-Diskretisierungen dieses Typs für beliebige Verhält-
nisse ∆x/∆y robust, konvergent und zweiter Ordnung genau sind. (aus [14])
36 5.3. BESTIMMUNG DER REFERENZ-MACH-ZAHL M
5.3 Bestimmung der Referenz-Mach-Zahl M
Die Bestimmung der Referenz-Mach-Zahl M ist problemabhängig. Letztlich
muss ein Referenzwert für die Strömungsgeschwindigkeit gefunden werden,
der den Strömungszustand im gesamten Strömungsgebiet unter Berücksichti-
gung der zu untersuchenden Problematik ausreichend charakterisiert.
Mit dieser Information gibt die folgende Übersicht eine Zuordnung der be-
rechneten Referenz-Mach-Zahl zu dem im Verfahren zu benutzenden Regime:
0 ≤M < 0.1 inkompressibles Regime M = 0
0.1 ≤M < 0.3 schwachkompressibles Regime M 1
0.3 ≤M kompressibles Regime M = 1
Das vorliegende Verfahren ist noch auf das inkompressible Regime M = 0
beschränkt und demnach im Bereich der Referenz-Mach-Zahl 0 ≤ M < 0.1
anwendbar.
5.4 Randbedingungen
Für die Abgrenzung und Unterteilung des Rechengebietes sind für das zuvor
beschriebene Strömungsverfahren folgende Randbedingungen implementiert
worden :
• Block-Rand
• Periodischer Rand
• Null-Gradient-Rand
• Feste Wand
Die Namensgebung orientiert sich an den strömungstechnischen Eigenschaften
der Randbedingungen. Letztlich werden im Verfahren stets Flüsse über Zell-
grenzen berechnet, so dass die vorgestellten Randbedingungen auf die Flußbe-
rechnung über die Rand-Zellfläche Einfluß nehmen, um einen definierten Fluß
der Erhaltungsgrößen auf diesen Rand-Zellflächen zu erzwingen.
Für die Realisierung der Randbedingungen im Programm MOLOCH wer-
den, je nach Bedarf, zwei unterschiedliche Strategien verwendet:
a.) Randbehandlung im Lösungsalgorithmus
b.) Hilfszellenkonzept
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Details zur Strategien der Randbehandlung
a.) Randbehandlung im Lösungsalgorithmus
Die Randbehandlung erfolgt direkt im Lösungsalgorithmus. Dies hat in der Regel den
Vorteil, dass die Programmierung dieser Randbedingungen weniger abstrakt erfolgen
muss, als beim Hilfszellenkonzept. Nachteilig ist, dass sich der Algorithmus über Fall-
abfragen in verschiedene Programmäste zergliedert. Dies kann eine effiziente Abarbei-
tung des Algorithmuses in der CPU behindern, weil den Speicherladeroutinen in der
CPU im Voraus nicht bekannt ist, welche Daten in den schnellen CPU nahen Cache
geladen werden müssen. Die Berechnung in der CPU stoppt, bis die fehlenden Daten
über mehrere CPU-Taktzyklen aus dem wesentlich langsameren Speicherbereichen der
Rechnerarchitektur nachgeladen worden sind.
b.) Hilfszellenkonzept
BeimHilfszellenkonzept wird über zusätzlichen y
x
Abbildung 5.6:
Rechengitter mit Hilfszellen
(grau) und 5-Punktestern
Speicher sichergestellt, dass bei der Berechnung
des Algorithmuses keine Verzweigungen aufgrund
von Randbedingungen mehr notwendig sind. Der
zusätzliche Speicher wird dazu benutzt die erfor-
derlichen Daten im Vorfeld – im Sinne einer Ar-
beitsvorbereitung – zur Verfügung zu stellen.
Im ProgrammMOLOCHwerden für das Hilfs-
zellenkonzept zwei zusätzliche Gitterzellen not-
wendig, die um das eigentliche Strömungsgebiet
herum angelegt werden. Weil das Verfahren auf
einem kartesischen Gitter basiert, läßt sich das
Rechengebiet stets in Form eines Quaders respektives Blockes darstellen. Für den dar-
gestellten dreidimensionalen Block läßt sich jede Hilfzellen einer der 6 Flächen-, 8
Ecken- und 12 Kanten-Hilfszellenbereiche zuordnen. Je nach Lösungsalgorithmus und
Raumdimension werden alle oder nur einzelne dieser Hilfszellenbereiche benötigt.
Flächen-Hilfszellen
z
x
y
Ecken-Hilfszellen
Kanten-Hilfszellen
Abbildung 5.7: Notation der Hilfszellen (schattiert)
Die Setzung der Hilfszellen erfolgt vor dem Start des Algorithmuses und bestimmt
sich aus der jeweiligen Randbedingung und dem verwendeten Lösungsalgorithmus. Bei
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der Berechnung des Algorithmuses ergeben die Daten in den Hilfzellen dann die ge-
wünschte Randbedingungseigenschaft. Die Programmierung der Hilfszellensetzungen
kann kompliziert werden, weil im Vorfeld alle eventuelle auftretenden Möglichkeiten
abzudecken sind.
Zuordnung der Randbedingungskonzepte
• Prädiktor
Der Gasdynamiklöser im Prädiktor verwendet ausschliesslich die Flä-
chenhilfszellen des Hilfszellenkonzepts zur Realisierung der Randbe-
handlung. Um mit dem verwendeten Prädiktorschritt die zweite Verfah-
rensordnung im Raum zu erreichen, werden zwei Hilfszellen an jedem
Rand benötigt.
• Korrektor
Die beiden Projektionen im Korrektor verwenden eine Mischung aus
beiden Konzepten. Grundsätzlich erfolgt die Randbehandlung innerhalb
der Algorithmen, wobei jedoch für die Berücksichtigung der Block-Rand-
bedingung auf das Hilfszellenkonzept zurückgegriffen wird.
Für die Lösung der linearen Gleichungssysteme in den Projektionen wer-
den ausser den Block- und periodischen Rändern alle Ränder als feste
Wände behandelt. Dies hat den Vorteil, das beim Aufbau der Matrizen
der Aufwand für die Randbehandlung begrenzt werden kann. Dann kann
an der Wand der Gradient von p2 normal zur Wand stets zu Null ange-
nommen werden und der Matrixeintrag für diesen Gradienten entfällt.
Für Randflächen, bei denen diese Annahme unzutreffend ist, erfolgt die
Korrektur bei der Bildung der rechten Seite.
5.4.1 Block-Rand
Durch Gebietszerlegung wird das Rechengebiet in Teilgebiete (Blöcke) unter-
teilt, so dass bspw. die Geometrie des Strömungsgebietes besser dargestellt
werden kann. Die Kopplung dieser Blöcke geschieht über die Block-Randbe-
dingung, die für die Algorithmen transparent sein muss. Das heisst, dass das
Rechenergebnis unabhängig von der Zerlegung des Rechengebietes sein muss9.
Die Einführung der Gebietszerlegung hat auf die Projektionsverfahren einen
großen Einfluß. Während sich im Prädiktorschritt aufgrund des hyperbolischen
Gleichungssystems I∗ Informationen in einem Zeitschritt nur bis zur nächsten
Zelle ausbreiten können, beeinflussen im Korrekturschritt aufgrund des ellipti-
schen Charakters alle Zellen gemeinsam und gleichzeitig die Informationsaus-
breitung. Das bedeutet, dass die Teillösungen der linearen Gleichungssysteme
9Die Berechnung der Zeitschrittweite erfolgt im Programmcode MOLOCH unter Berücksichti-
gung aller Blöcke. Ferner ist garantiert, dass für alle Blöcke mit der gleichen Zeitschrittweite
gerechnet wird.
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der einzelnen Blöcke miteinander gekoppelt sind. Zur Lösung dieser Proble-
matik stehen prinzipiell zwei Lösungsstrategien zur Verfügung.
1. Globaler Ansatz
Es wird ein globales, alle Blöcke umfassendes lineares Gleichungssy-
stem aufgesetzt. Die durch die Gebietszerlegung entstandenen Randbe-
dingungen sind im Aufbau des Gleichungssystems enthalten, so dass nur
noch die Gebietsränder als Randbedingungen auftreten. Damit werden
die mathematischen Probleme der Gebietszerlegung bei der Lösung el-
liptischer Systeme auf Kosten des erforderlichen Speicherplatzes bei der
Erzeugung der globalen Matrizen umgangen.
2. Lokaler Blockansatz
Für jeden Block wird ein lineares Teil-Gleichungssystem aufgestellt und
über zusätzliche Kopplungsbedingungen iterativ eine Lösung berechnet.
Dieser Ansatz läßt sich gut parallelisieren, erfordert jedoch profunde
Kenntnisse über die Lösung elliptischer Gleichungssystem auf verteil-
ten Prozessoren. Da bereits für das algebraische Mehrgitterverfahren im
Kontext der hier betrachteten Problemstellung die Konvergenz des Ver-
fahrens nicht garantiert werden kann, wird auf diesen anspruchsvolleren
Lösungsansatz verzichtet.
Im Programmcode MOLOCH wird der globale Ansatz mit Hilfe des Soft-
warepaketes Hypre [5] realisiert. Durch den globalen Lösungsansatz liegt der
Blockrand immer innerhalb des Strömungsgebietes und bezieht seine Randin-
formationen auch aus diesem. Hierfür ist das Hilfszellenkonzept gut geeignet.
Block-Rand im Prädiktor
Für die Berechnung des Flusses über die Zellflächen werden nur die Flächen-Hilfszellen
benötigt. Ihre Belegung ergibt sich eindeutig durch die geometrische Überlappung mit
dem Strömungsgebiet des benachbarten Blockes.
Block-Rand im Korrektor
Im Korrektorschritt benötigt die 1. Projektion aufgrund des verwendeten 5 bzw. 7-
Punktesterns ebenfalls nur die Flächen-Hilfszellen. Hingegen erfordert der 9 bzw. 27
Punktestern der 2. Projektion auch die Kanten- und Ecken-Hilfszellen. Ihre Setzung ist
unproblematisch, da diese Hilfszellen stets die benachbarten Strömungsgebiete über-
lappen. Eine besondere Behandlung erfordern jedoch die Knoten benachbarter Block-
ränder. Diese liegen geometrisch übereinander und müssen identische p2-Werte besit-
zen. Dies wird garantiert, indem die Knoten des jeweils rechten, oberen oder hinteren
Blockrandes nicht in das Gleichungssystem aufgenommen werden. Stattdessen werden
die berechneten p2-Werte in die ausgelassenen doppelten Knoten kopiert.
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5.4.2 Periodischer Rand
Mit Hilfe periodischer Randbedingungen kann das Strömungsgebiet unendlich
fortgesetzt dargestellt werden. Dies erfordert jedoch immer zwei sich gegen-
überliegende Randflächen periodischen Typs, die ihre Daten gegenseitig aus-
tauschen. Grenzen periodische Randflächen über eine Kante oder Ecke anein-
ander, müssen die an die jeweiligen Kanten- bzw. Ecken angrenzenden Be-
reiche mit den diagonal gegenüberliegenden korrespondieren. Mit Ausnahme
dieser stets auf die gegenüberliegende Seite verschobenen Datenquelle entspre-
chen die periodischen Ränder dem Vorgehen bei Block-Rändern.
Periodischer Rand im Prädiktor
Die Behandlung periodischer Ränder erfolgt analog zur Vorgehensweise beim Block-
rand. Jedoch liegt die Datenquelle auf der gegenüberliegenden Seite.
Periodischer Rand im Korrektor
Die Behandlung periodischer Ränder erfolgt analog zur Vorgehensweise beim Block-
rand. Jedoch liegt die Datenquelle auf der gegenüberliegenden Seite.
5.4.3 Null-Gradient Rand
Die Null-Gradienten-Randbedingung ist eine Spezialrandbedingung für den
Prädiktor. Sie wird als Ersatz für die feste Wand-Randbedingung verwendet,
damit im Prädiktor keine Druckwellen auftreten können (siehe auch 5.4.4).
Hierzu soll der Gradient der Erhaltungsgrößen über einen Null-Gradienten-
Rand stets Null sein.
Null-Gradient Rand im Prädiktor
Der Gradient der Erhaltungsgrößen über die Berandung ist Null, wenn in die Flächen-
Hilfszellen die Werte der Erhaltungsgrößen ~U = [ρ,ρ~v,ρe]T aus den gegenüberliegen-
den Zellen des Strömungsgebietes kopiert werden.
i i+1i−2 i−1
Abbildung 5.9:
Flächen-Hilfszellensetzung am Null-
Gradienten Rand
~Ui−1 = ~Ui
~Ui−2 = ~Ui+1
Null-Gradient Rand im Korrektor
– entfällt –
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5.4.4 Feste Wand
Die feste Wand wird hier nur im Zusammenhang mit der in diesem Kapitel
vorgestellten Verfahrenskonstruktion für die Strömungsberechnung betrachtet.
Mit dem Begriff feste Wand wird die Vorstellung verbunden, dass es keinen
advektiven Transport von Masse, Impuls oder Energie über diesen Rand gibt.
In der Regel kann bei den angestrebten praktischen Problemen durch die ge-
wählte Diskretisierung des Strömungsgebietes die Grenzschicht an der Wand
nicht aufgelöst werden. Da auch kein Submodell für die Wandbehandlung be-
rücksichtigt wird, ist es in diesem Fall sinnvoll eine „reibungsfreie Wand“ an-
zunehmen. Dies bedeutet, das im Kontext des vorgestellten Verfahrens die Ge-
schwindigkeiten tangential auf der Wand, wie die auf den Zellflächen im Strö-
mungsgebiet berechnet werden10.
Feste Wand im Prädiktor
Im Regime M = 1:
Damit kein advektiver Fluss über die feste Wand fliesst, muss die Normal-
Geschwindigkeit auf der Wandoberfläche Null sein. Dies wird im Verfahren
durch geeignete Setzung der Flächen-Hilfszellen erreicht.
In dem im Prädiktor eingesetzten HLLE-Verfahren erfolgt
i i+1i−2 i−1
Abbildung 5.10:
Flächen-Hilfszellen-
setzung für die feste
Wand-Randbedingung
die Berechnung der Wandnormalengeschwindigkeit durch Re-
konstruktion aus benachbarten Zellmittelwerten. Damit der
im HLLE-Verfahren eingesetzte Algorithmus auf der festen
Wand die Wandnormalengeschwindigkeit zu Null berechnet,
werden die Flächen-Hilfszellen mit den Erhaltungsgrößen der
gegenüberliegenden Strömungszellen belegt. Hierbei müssen
für „reibungsfreie Wände“ die Vorzeichen der Geschwindig-
keit normal zur Wandfläche gewechselt werden. Für „reibungs-
behaftete Wände“ zusätzlich auch die der Tangentialgeschwin-
digkeiten.
reibungsfrei reibungsbehaftet
(ρ,ρv,ρw,ρe)i−1 = (ρ,ρv,ρw,ρe)i
(ρu)i−1 = −(ρu)i
(ρ,ρe)i−1 = (ρ,ρv,ρw,ρe)i
(ρu,ρv,ρw)i−1 = −(ρu,ρv,ρw)i
Die Setzung der Hilfzelle i−2 erfolgt analog aus i+1.
Im Regime M = 0:
Im Regime M = 0 wird im Prädiktor jede feste Wand als Null-Gradient Rand
uminterpretiert. Dies hat den Vorteil, das im Prädiktor durch normal auf Wand-
10Wird durch die gewählte Diskretisierung auch die Wandgrenzschicht aufgelöst, muss aufgrund
der nun „reibungsbehafteten Wand“ auch die tangential Geschwindigkeit auf der Wand Null
sein. Die Entscheidung obliegt dem Anwender.
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flächen auftreffende Strömungen keine Druckwellen auftreten können11. Der
durch diese Uminterpretation auftretende Fehler ist mit einem falsch berechne-
ten Fluss des Prädiktors vergleichbar. Diese falsch berechneten Flüsse werden
durch die 1. Projektion wieder korrigiert, so dass dieses Prinzip auch für die
festen Wände genutzt werden kann12.
Feste Wand im Korrektor, 1. Projektion
Aus Gründen der Programmierung werden wesentliche Teile der Randbehand-
lung in den Aufbau der rechten Seite verschoben. So kann beim Matrixaufbau
weiterhin angenommen werden, dass der Prädiktor keinen advektiven Trans-
port über Wandflächen zugelassen hat. Hierzu wird das Oberflächen-Integral
der Energieerhaltung für jedes Volumenelement V des Rechengitters (5.31)
(ρe)n+1,?V − (ρe)nV =−
∆t
|V |
∮
A
([ρe+pi]~v?)n+1/2 ·~ndA
an einer festen Wand in einen Flächenanteil „A|: feste Wand“ und einen Flä-
chenanteil „AA: Strömungsgebiet“ aufgeteilt. Unter Anwendung des Korrek-
turansatzes (5.19) und der Definition der Energiedichte (5.5) folgt dann aus
(5.31) für M = 0:
pn+10
γ−1 − (ρe)
n
V = −
∆t
|V |
∫
A|
([ρe+ p0]~v)n+1/2,? ·~ndA (5.44)
− ∆t|V |
∫
AA
(
[ρe+ p0]
(
~v− ∆t
2ρn+1/2
∇p2
))n+1/2,??
·~ndA.
Durch Einsetzen der analog unterteilten Energiebilanz für den Prädiktorschritt
11Vergl. mit Abschnitt 4.2, im Regime M = 0 ist der Druck p0 räumlich konstant. Aufgrund von
(4.5) gilt dies daher auch für die führende Ordnung der Energiedichte ρe.
12Mit Hilfe der Korrektur durch die exakte 1. Projektion wird die Einhaltung der Massen-, Impuls-
und Energiebilanz bis auf Maschinengenauigkeit garantiert.
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(vergl. (5.32)) folgt dann unter Berücksichtigung der gleichen Annahmen
(∆t)2
2 |V |
∫
AA
(h?? ∇p2)n+1/2 ·~ndA = p
n+1
0 − pn0
γ−1 (5.45)
−
(
(ρe)n+1,??− (ρe)n
)
+




:= 0∆t
|V |
∫
A|
([ρe+ p0]~v)n+1/2,? ·~ndA
− ∆t|V |
∫
A|
([ρe+ p0]~v)n+1/2,?? ·~ndA.
Der dritte Term der rechten Seite verschwindet, weil es über die feste Wand per
Definition in dem vorgestellten Verfahren keinen advektiven Energiefluss ge-
ben kann. Der vierte Term enthält den fehlerhaften Energiefluss des Prädiktors.
Mit dem durch das modifizierte Gleichungssystem (5.45) bestimmten p2-Feld
erfolgt dann die Korrektur des Prädiktorflusses in (5.21).
Um die Erhaltungseigenschaften für alle Erhaltungsgrößen ~U bis auf Ma-
schinengenauigkeit einzuhalten, werden alle Prädiktorflüsse über feste Wände
abgespeichert. Die approximative Flusskorrektur (5.21) läßt sich dann für die
festen Wandflächen durch die exakte Flusskorrektur
~F n+1/2,?i±1/2 (~n) =
 (ρ~v)?? ·~n(ρ~v)?? (~v?? ·~n)
[(ρe)??+ p0]~v?? ·~n
n+1/2
i±1/2︸ ︷︷ ︸
~F n+1/2,??HLLE,konv.,i±1/2
−
 FHLLE, ρp0 ·~n−FHLLE, ρ~v
FHLLE, ρe
n+1/2
i±1/2︸ ︷︷ ︸
~F n+1/2,??Korr,i±1/2
(5.46)
ersetzen.
Feste Wand im Korrektor, 2. Projektion
Durch die 1. Projektion ist die Wandbedingung für die Zellflächengeschwin-
digkeiten bereits erfüllt. Die 2. Projektion (5.42)
(∆t)2
|V |
∮
A
(h? ∇p2)n+1/2 ·~ndA = ∆t|V |
∮
A
(ρ~vh)n+1,?
V
·~ndA
+
pn+10 − pn0
γ−1
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hat die Aufgabe die Divergenzbedingung für
i
i−1/2
j
j−1
j−1/2
A
Abbildung 5.11:
Duales Kontrollvolumen an
fester Wand
die zellzentrierten Geschwindigkeiten einzuhal-
ten. Beim Matrixaufbau reduziert sich an den
festen Wandflächen der Stern, weil ein Teil des
dualen Volumens V hinter der Wand ausser-
halb des Strömungsgebietes liegt. Das Ober-
flächenintegral der rechten Seite wird nun nur
noch über das im Strömungsgebiet liegende dua-
le Volumen ausgewertet. Ein Teil der Oberflä-
che dieses reduzierten dualen Kontrollvolumens
liegt damit auf der festen Wandfläche. Da über
diese Wandfläche kein Strömungsaustausch möglich ist, liefern diese Wandab-
schnitte keinen Beitrag zum Oberflächenintergral. Die hier auszuwertenden
Normalengeschwindigkeiten auf der Wandfläche sind Null.
Im Fall der „reibungsfreien Wand“ ist die Tangential-Geschwindigkeit auf
dieser Wandfläche durch die Randbedingung allerdings nicht definiert. Es wird
daher die Annahme getroffen, dass sich die Tangential-Geschwindigkeit vom
nächstgelegenen Zellzentrum in Richtung der Wandfläche nicht verändert.
6 Erweiterung des
Projektionsverfahrens
Die Kapitel 4 und 5 erläutern die Asymptotik und Verfahrenskonstruktion des
Projektionsverfahrens für reibungsfreie nicht-reaktive Strömungen (Eulerglei-
chungen). Dieses Kapitel stellt die Berücksichtigung der Gravitation im vorge-
stellten Verfahrensansatz vor.
6.1 Gravitation
Die Berücksichtigung der Gravitation führt zu weiteren Termen auf der rechten
Seite der Impuls- und Energiegleichung (siehe auch (3.4))
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p
M2
~ndA =
1
Fr2
∫
V
ρ~gdV
d
dt
∫
V
ρedV +
∮
A
[ρe+ p]~v ·~ndA = M
2
Fr2
∫
V
ρ~g ·~vdV.
(6.1)
Die dimensionslose Gravitationskonstante g wird im Gravitationsvektor ~g =
[0,g,0]T berücksichtigt. Sie ist der y-Koordinatenachse zugeordnet, um auch
2d Rechnungen unter Gravitationseinfluss durchführen zu können. Die dimen-
sionslose Froud-Zahl Fr wurde bereits im Abschnitt 3.2 erläutert.
Analog zur Herleitung der asymptotischen Gleichungssätze für die Euler-
gleichungen in Kapitel 4, lassen sich auch die Gravitationsterme nach der Ord-
nung der Mach-Zahl sortieren. Hierbei wird angenommen, dass alle weiteren
Referenz-Kennzahlen, hier die Froude-Zahl Fr, konstant ungleich Null sind.
Nähere Details zur Asymptotik finden sich im Anhang in Abschnitt 8.2.
6.1.1 Ergebnis der Asymptotischen Analyse
Der Gravitationsterm in der Impulsbilanz skaliert mitM(0), so dass er im Glei-
chungssatz der führenden Ordnung vertreten ist. Die Berücksichtigung der
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Gravitation erweitert die rechte Seite der Impulsgleichung um den Term
1
Fr2
∫
V
ρ~gdV. (6.2)
Der Gravitationsterm in der Energiebilanz enthält das Verhältnis der dimen-
sionslosen Kennzahlen M
2
Fr2 . Für Fr = O(1) skaliert er mit M
2, so dass er nicht
in der führenden Ordnung vertreten ist und in der Energiebilanz unberücksich-
tigt bleibt. Ändert sich die Größenordnung der Froude-Zahl, so dass M
2
Fr2 > 0.1
wird, gilt dies nicht mehr. Die Beschränkung der Froude-Zahl hat somit prak-
tische Konsequenzen. Unter Verwendung der Definitionen aus Abschnitt 3.2,
ergibt sich bspw. für eine Referenzdichte von ρre f = 1kg/m3, gre f = 10m/s2
und einem Referenzdruck von pre f = 1013mbar
M2
Fr2
=
ρre f gre f lre f
pre f
=
lre f
10130 m
. (6.3)
Damit in diesem Fall weiterhin M
2
Fr2 > 0.1 gilt, darf die Referenzlänge lre f
die Größenordnung von 1000 m nicht überschreiten.
6.1.2 Modifikation der Verfahrenskonstruktion (M = 0)
Die Berücksichtigung der Gravitation erfolgt im Prädiktor. Der Gravitations-
operator LFr wird hierfür jeweils zu Beginn und am Ende der Kopplungskette
(5.7) angeordnet1
~Un+1,?? =
[
L
∆t
2
Fr L
∆t
2
x L
∆t
2
y L
∆t
2
z L
∆t
2
z L
∆t
2
y L
∆t
2
x L
∆t
2
Fr
]
︸ ︷︷ ︸
L∆tPra¨
~Un (6.4)
mit L∆tFr : ρ~v +=
1
Fr2
ρ~g ∆t.
Dieser Ansatz erfordert, dass vom Euler-Operator (Lx usw.) jede Wand-
Randbedingung als Null-Gradient Randbedingung interpretiert werden muss.
Dies entspricht der bei den Randbedingungen vorgestellten Verfahrensweise
für feste Wände (vergl. 5.4.4), die u.a. auch durch die Implementierung der
Gravitation motiviert wurde. Zusätzliche Erweiterungen im Korrekturschritt
sind nicht notwendig.
1Da der numerische Aufwand für diese doppelte Operation gering ist, kann dieser Ansatz später
im Zuge des All-Mach-Verfahrens auch für das RegimeM = 1 übernommen werden.
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Die Begründung für diese Art der Implementierung der Gravitation liegt in
zahlreichen Detailpunkten, die nun diskutiert werden.
Uminterpretation der festen Wand
Bei Beibehaltung der festen Wand Randbedingung anstelle der Null-Gradienten Rand-
bedingung würde es im Regime M = 0 an festen y−Wänden zu Dichteänderungen kom-
men. Da ein advektiver Strömungstransport durch eine Wand nicht möglich ist, muss die
Normalengeschwindigkeit auf der y−Wand Null sein. Durch den Gravitationsoperator
entsteht jedoch hier eine Normalengeschwindigkeit ungleich Null. Um dies auszuglei-
chen würde der HLLE-Löser eine Druckwelle von der y−Wand in Richtung des Strö-
mungsgebietes erzeugen. Weil im Regime M = 0 keine Druckwellen aufgelöst werden
können, manifestiert sich diese Störung schliesslich in einer Dichteänderung. Konnte
die Dichte bislang durch die 1. Projektion exakt mitkorrigiert werden, geht dies dann
aufgrund des veränderten Verhältnisses zwischen Dichte- und Energiefluss nicht mehr.
Eine sehr nützliche Eigenschaft des Verfahrens ginge verloren.
Kopplungsanordnung
Ein naheliegender Kopplungsansatz wäre die Implementierung des Gravitationsopera-
tors in der Mitte des Prädiktors in der Form
~Un+1,?? =
»
L
∆t
2
x L
∆t
2
y L
∆t
2
z L∆tFr L
∆t
2
z L
∆t
2
y L
∆t
2
x
–
| {z }
L∆tEuler,Pra¨
~Un.
Dieser Ansatz führt aufgrund der eingesetzten Mittelungsprozeduren im ersten Iterati-
onsschritt zu einem Mittelungsfehler. Dies soll an einem Gedankenexperiment diskutiert
werden.
Ein vollständig in Ruhe befindliches Strömungsgebiet~v? =~0 mit konstanten Zustän-
den ~U ist allseitig von festen Wänden umgeben. Durch den Gravitationsoperator steigt
im Prädiktor die Geschwindigkeit in y−Richtung um g∆t. Dann berechnet sich der Im-
pulsfluss in diese Richtung aus der Mittelung der beiden Euler-Operatoren Ly
FHlle,ρv =
1
2
n
(0+ p0)+(ρ(g∆t)2+ p0)
o
=
ρ(g∆t)2
2
+ p0.
Der erste Euler-Operator hat den Gravitationseinfluss nicht mitbekommen, so dass hier
der konvektive Anteil zu Null wird. Durch die Mittelung kommt es zu einem Fehler. Der
Kopplungsansatz (6.4) vermeidet dies und führt zu der korrekten Mittelung
FHlle,ρv =
1
2
n
(ρ(g∆t)2+ p0)+(ρ(g∆t)2+ p0)
o
=
ρ(g∆t)2
4
+ p0.
Approximationsfehler
Im Korrekturansatz (5.21) wurde das dyadische Produkt der beiden Druckgradienten im
Impulsfluss berücksichtig, obwohl die angestrebte zweite Verfahrensordnung auch ohne
diesen Term erreicht werden würde. Auch hier liefert die Einbindung der Gravitation
die Motivation (vergl. 7.4).
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Mit dem gleichen Gedankenexperiment, eines von festen Wänden umgebenden Strö-
mungsgebietes in Ruhe, ergibt sich die vom Prädiktor berechnete y−Geschwindigkeit
zu v?? = g∆t. Damit das Strömungsfeld in Ruhe bleibt (v? = 0) , muss mit Hilfe der
Projektionen ein Druckfeld p2 erzeugt werden, welches die durch den Prädiktor ap-
proximierte Geschwindigkeit gerade wieder zu Null korrigiert. Dies ist gleichbedeutend
mit
v?? =
∆t
2ρ??
∇yp2.
Die y−Komponente des Gesamtflusses in y−Richtung aus (5.21) muss sich dann zu Null
ergeben:
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Diese Forderung F ?ρv = 0 kann offensichtlich nur dann erfüllt werden, wenn auch das
dyadische Produkt der Druckgradienten bei der Flusskorrektur nach (5.21) berücksich-
tigt wird.
Gravitation im Korrektor
Eine weitere Variante wäre die Berücksichtigung der Gravitation im Korrektorschritt
des Verfahrens. In der 1. Projektion müßte die Korrekturvorschrift (5.19) um den Gra-
vitationsterm erweitert, vor der zweiten Projektion der Gravitationsterm auf die zellzen-
trierten Impulsdichte aufaddiert werden. Dieser Lösungsansatz kann bei starken Dich-
tegradienten zu Problemen führen, wenn der advektive Transport durch die Gravitation
in der 1. Projektion mit einer Zentralen- anstelle einer Upwind-Differenz behandelt
wird. Bei der Berechnung der flächenzentrierten Korrekturflüsse in der ersten Projekti-
on werden jedoch arithmetische Mittelwerte gebildet. Dies kann bei starken Dichtegra-
dienten zwischen zwei benachbarten Zellen zu einem Transport in die falsche Richtung
und somit zu unphysikalischen negativen Dichten führen.
Zeitschrittweite
Der Einfluss der Gravitation muss auch in der Berechnung der Zeitschrittweite ∆t für
den Prädiktor berücksichtigt werden, da sie sich unmittelbar im Prädiktor als advektive
Geschwindigkeit auswirkt. Für den angestrebten Anwendungsbereich wird ein Sicher-
heitsbeiwert analog zur CFL-Zahl von 0.5 gewählt:
∆t = MIN(∆tGrav,∆tEuler) (6.5)
mit ∆tGrav = 0.5
∆xMIN
|uMAX |+ c+Fr−2|g|∆tEuler
.
7 Verfahrenstest
Um die Güte des im Programm MOLOCH implementierten Verfahrens zu
dokumentieren, werden in diesem Kapitel die Ergebnisse ausgewählter 2 und
3d-Testrechnungen und Konvergenzstudien vorgestellt.
Anhand eines advektierten 2d-Wirbelfeldes wird die Konvergenz der Ver-
fahrenskonstruktion gezeigt. Die Untersuchung demonstriert den Einfluß der
Steigungslimitierung auf die Verfahrensordnung und die guten Erhaltungsei-
genschaften der Verfahrens für Dichte und Energiedichte. In einem weiteren
Test wird durch Initialisierung mit Dichteamplituden von bis zu 1:1000 die
Robustheit des Verfahrens gezeigt.
Weitere Testfälle betreffen die Güte der Einbindung der Gravitation. Zur
Überprüfung der Erhaltungseigenschaften wird eine geschlossene Box mit sta-
bil geschichteter Dichteverteilung untersucht. Eine weitere Konvergenzstudie
untersucht die Advektion eines Wirbel unter Gravitationseinfluß. Die Fähigkei-
ten der implementierten Wand-Randbedingungen demonstriert ein 3d-Testfall,
indem ein Tropfen mit einem Dichteverhältnis von 1:1000 direkt auf die untere
Behälterwand fällt ohne Dichte- oder Druckstörungen zu produzieren.
Insgesamt zeigen die vorgestellten Testergebnisse zufriedenstellende Resul-
tate und unterstützen die Weiterentwicklung der begonnenen Verfahrensent-
wicklung.
7.1 Konvergenzberechnung
Für die Berechnung der Konvergenz werden vom Programm die integralen
Zellmittelwerte auf den 3 Gitterweiten l, f und e zur Zeit t berechnet. Mit
der Berechnungsvorschrift für den lokalen Fehler der Größe φ zwischen der
berechneten Lösung auf den Gittern l und e bzw. f und e
ele = |φni, j−φ(x,y, tn)|
berechnen sich die L2- und L∞-Norm
L2 =
1
n
√∑
i, j
e2i, j , L∞ =MAX(ei, j).
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Mit den für die Gitter f und e berechneten Werten, berechnet sich dann die
Ordnung des Verfahrens p zu
p=
log( elee f e )
log(2)
.
Die angestrebte zweite Verfahrensordnung gilt mit p > 1 als erreicht. Für
ihren Nachweis ist zu beachten, dass für zeitabhängige Probleme mit zuneh-
mender Anzahl von Iterationsschritten mit einer Verschlechterung der Verfah-
rensordnung zu rechnen ist. Ursache sind im Verfahren eingesetzte diskonti-
nuierliche Lösungsalgorithmen, wie bspw. Limiter. Die maximal erreichbare
Verfahrensordnung läßt sich daher nur im ersten Iterationsschritt zeigen.
7.2 Wirbelfeld mit konstanter Dichte
Minion [17] beschreibt ein reibungsfreies Testproblem auf dem Einheitsqua-
drat mit periodischen Rändern, mit dem die Konvergenzeigenschaften inkom-
pressibler Projektionsverfahren überprüft werden können. Hierbei wird ein kon-
stantes Dichtefeld durch Wirbel transportiert (vergl. [19], S.142 ff ). Die An-
fangsdaten für den Testfall mit konstanter Dichte ergeben sich aus der exakten
Lösung zum Zeitpunkt t = 0:
ρ(x,y, t) = 1
u(x,y, t) = 1−2 cos(2pi(x− t)) sin(2pi(y− t))
v(x,y, t) = 1+2 cos(2pi(x− t)) sin(2pi(y− t))
p(x,y, t) = 1
Für die Berechnung der maximalen Verfahrensordnung erfolgt die Integrati-
on auf dem Einheitsquadrat im Zeitintervall [0,1.45e−3] mit einer CFL-Zahl
von 0.8. Der Zeitschritt entspricht gerade dem auf dem feinsten Gitter. Die
Gitterweiten betragen l = 32× 32, f = 64× 64 und für die exakte Lösung
e = 128×128. Die Approximation der integralen Zellmittelwerte der exakten
Lösung erfolgt über eine arithmetische Mittelung.
L2 L∞
Fehler ele Fehler e f e p Fehler ele Fehler e f e p
ρ 1.49e−16 1.39e−16 − 4.44e−16 5.55e−16 −
ρu 2.91e−03 5.85e−04 2.31 6.08e−03 1.24e−03 2.28
ρv 2.91e−03 5.85e−03 2.31 6.07e−03 1.24e−03 2.28
ρe 9.51e−17 5.09e−17 − 4.44e−16 4.44e−16 −
Abbildung 7.1:
L2-, L∞-Norm und Ordnung mit Limiter Schulze-Rinne für t = 1.45e−3.
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Um den Einfluß des Limiters auf die Verfahrensordnung des zeitabhängigen
Problems zu dokumentieren, wird jeweils eine Rechnung ohne und mit einer
Steigungslimitierung durch den Schulze-Rinne Limiter im Prädiktor- und Kor-
rektorschritt durchgeführt. Die Integration auf dem Einheitsquadrat erfolgt nun
im Zeitintervall [0,1] mit einer CFL-Zahl von 0.8.
L2 L∞
Fehler ele Fehler e f e p Fehler ele Fehler e f e p
ρ 5.95e−16 8.06e−16 − 1.99e−15 3.10e−15 −
ρu 3.95e−02 9.03e−03 2.13 6.90e−02 1.51e−03 2.19
ρv 3.95e−02 9.03e−03 2.13 6.92e−02 1.51e−03 2.19
ρe 1.36e−15 1.84e−15 − 4.44e−15 8.88e−15 −
Abbildung 7.2: L2-, L∞-Norm und Ordnung ohne Limiters für t = 1.
L2 L∞
Fehler ele Fehler e f e p Fehler ele Fehler e f e p
ρ 4.28e−16 5.86e−16 − 5.49e−16 7.33e−16 −
ρu 5.59e−02 1.84e−02 1.60 8.37e−02 2.83e−02 1.56
ρv 5.59e−02 1.84e−02 1.60 8.37e−02 2.83e−02 1.56
ρe 1.06e−15 1.43e−15 − 1.42e−15 1.86e−15 −
Abbildung 7.3:
L2-, L∞-Norm und Ordnung mit Limiter Schulze-Rinne für t = 1.
Das im Programmcode MOLOCH implementierte Verfahren erreicht in allen
Fällen die angestrebte zweite Verfahrensordnung, die jedoch durch den Einsatz
einer Steigungslimitierung für das zeitabhängige Problem deutlich reduziert
wird. Die Erhaltung von konstanter Dichte und konstantem Druck erfolgt fast
auf Maschinengenauigkeit genau.
7.3 Wirbelfeld mit variabler Dichte
Da das vorgestellte Verfahren insbesondere für Probleme mit variabler Dichte
konstruiert ist, wird der vorhergehende Testfall nun mit variabler Dichte aufge-
setzt. Aufgrund der variablen Dichte kommt es zu einer lokalen Änderung der
Wirbelstärke ~ω durch den baroklinen Effekt
∂~ω
∂t
+ (~v · ∇)~ω︸ ︷︷ ︸
Advektion
= (~ω · ∇)~v︸ ︷︷ ︸
Deformation
− ~ω( ∇ ·~v)︸ ︷︷ ︸
Kompression
+ ∇p2× ∇1ρ︸ ︷︷ ︸
barokliner Effekt
.
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Aus diesemGrund wird die „exakte“ Lösung durch eine berechnete Lösung mit
der Gitterweite e= 128×128 approximiert, die Gitterweiten l = 32×32, f =
64× 64 bleiben unverändert. Die Anfangsdaten für den Testfall mit variabler
Dichte lauten nun:
ρ(x,y) = 1+1000 cos2(2pix)cos2(2piy)
u(x,y) = 1−2 cos(2pix)sin(2piy)
v(x,y) = 1+2 cos(2pix)sin(2piy)
p(x,y) = 1.
Abbildung 7.4: Initialdaten für Dichte und Geschwindigkeit
Die maximal erreichbare Verfahrensordnung wird durch die Integration auf
dem Einheitsquadrat mit der auf dem feinsten Gitter vorgegeben Zeitschritt-
weite gerechnet, so dass das Zeitintervall [0,3.7e− 4] beträgt. Die Integrati-
on erfolgt mit einer CFL-Zahl von 0.8, jeweils mit Einsatz der Steigungsli-
mitierung durch den Schulze-Rinne Limiter im Prädiktor und Korrektor zur
Ermittlung der Zellflächenwerte durch den Schulze-Rinne Limiter. Die Appro-
ximation der integralen Zellmittelwerte der exakten Lösung erfolgt über die
arithmetische Mittelung.
L2 L∞
Fehler ele Fehler e f e p Fehler ele Fehler e f e p
ρ 2−04e−00 4.17e−01 2.30 5.86e−00 1.20e−00 2.29
ρu 3.90e−00 7.94e−01 2.30 1.43e+01 2.90e−00 2.30
ρv 3.90e−00 7.94e−01 2.30 1.43e+01 2.90e−00 2.30
ρe 4.05e−16 5.00e−16 − 2.22e−15 3.55e−15 −
Abbildung 7.5:
L2-, L∞-Norm und Ordnung mit Schulze-Rinne Limiter bei t = 3.7e−4
7 Verfahrenstest 53
Die Konvergenzstudie zeigt, dass das Verfahren auch für Strömungen mit
großen Dichteunterschieden geeignet ist und die geforderte zweite Verfahrens-
ordnung erreicht. Durch den baroklinen Effekt wird das Wirbelfeld die Dichte-
unterschiede mit zunehmender Zeit vermischen. Da die Dichte im Nenner des
Koeffizienten der für die Projektion aufzustellenden Matrizen auftritt, kommt
es bei diesem Testbeispiel zu Änderungen der Koeffizienten über drei Grö-
ßenordnungen. Dies verschlechtert die Kondition der Matrizen und stellt hohe
Ansprüche an die Qualität des eingesetzten Gleichungslösers.
7.4 Gravitationsfeld mit ruhendem Medium
Um das im Abschnitt 6.1 beschriebene Verfahren zur Implementierung der
Gravitation zu verifizieren, wird in einem Quader ein ruhendes Medium (~v= 0)
mit einer stabilen Dichteschichtung in y-Richtung initialisiert
ρ(y) = 1.2055− (y− y0) 1.2055−0.2∆h . (7.1)
Die Schichtung entspricht für das Medium Luft einem Temperaturbereich
von 20 °C bis 1493 °C, wie er bzw. in Brandfällen auftreten kann. Aufgrund
der Dichteschichtung ergibt sich die hydrostatische Druckverteilung zu
p= p0−
y∫
0
ρ(y)gdz. (7.2)
Mit dem Druckzerlegungsansatzes (4.7) p= p0−M2p2 folgt, dass
M2p2 =
y∫
0
ρ(y)gdz (7.3)
gerade die hydrostatische Druckverteilung ergeben muss. Ferner muss das ru-
hende Medium in Ruhe bleiben (~v= 0).
In x- und z-Richtung besitzt der Quader die Kantenlänge 0.5, in y-Richtung
die Kantenlänge 1. Das Strömungsgebiet ist allseitig durch Wand-Randbedin-
gungen begrenzt und wird mit einer äquidistanten Gitterweite von ∆h= 0.025
diskretisiert. Die Rechnung erfolgt mit einer CFL-ZahlCFL= 0.5, einer Frou-
de-Zahl Fr = 1 und ~g = [0,−9.81,0]T unter Einsatz des Schulze-Rinne Limi-
ters im Zeitintervall [0,0.5].
Die beiden folgende Abbildungen zeigen eine Auswertung des Integrations-
gebietes nach 104 Iterationen zum Zeitpunkt t = 0.5 am Ort x= 0.25, z= 0.25
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über die Höhe y. Die numerisch berechnete hydrostatische Druckverteilung
entspricht, von geringfügigen Abweichungen am oberen Rand abgesehen, dem
analytisch berechneten Werten M2p2 gemäß (7.3).
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Abbildung 7.6:
Hydrostatischer Druck M2p2 am Ort x= 0.25, z= 0.25 über der Höhe y
Die Maximalwerte der u und w-Komponenten der Strömungsgeschwindig-
keit~v= [u,v,w]T bleiben mit 10−13 im gesamten Strömungsgebiet in der Nähe
der Maschinengenauigkeit. Bei der parallel zum Gravitationsvektor wirkenden
Geschwindigkeitskomponente v treten jedoch im ersten Zeitschritt am oberen
Rand des Quaders Maximalwerte von 10−6 auf. Diese reduzieren sich bis zum
104 Zeitschritt auf 10−8.
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Abbildung 7.7: v-Geschwindigkeit am Ort x= 0.25, z= 0.25 über der Höhe y
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Die Geschwindigkeitsabweichungen am oberen Rand entstehen durch die
Randbehandlung im Prädiktor. Der Gravitationsoperator prägt dem Rechen-
gebiet eine Strömungsgeschwindigkeit auf. Der HLLE-Löser würde nun an
den Wänden eine Druckwelle produzieren, um die Einhaltung der Wandrand-
bedingung (keine Advektion über Wände) sicherzustellen. Diese Druckwelle
kann durch die 1. Projektion jedoch nicht mehr behoben werden. Aus diesem
Grund werden alle Wandrandbedingungen im Prädiktor als Neumann-Ränder
uminterpretiert. In der Folge kommt es zu einem Fluss über die Wand, der je-
doch durch die 1. Projektion wieder korrigiert wird. Bei diesem Fluss fliesst
am oberen Rand Dichte aus den Ghostzellen in das Strömungsgebiet. Ent-
spricht diese Dichte nicht der vorgegebenen Dichteschichtung, kommt es zu
Abweichungen der Dichteapproximation. Diese sind sowohl für die Fehler in
der v-Komponete, als auch für die Abweichungen von M2p2 am oberen Rand
verantwortlich.
Das Ergebnis kann verbessert werden, wenn anstelle der NEUMANN Rand-
bedingung eine Gradienten-Extrapolation der Dichte in die Ghostzellen statt-
findet. Dieser Ansatz kann jedoch bei extremen Gradienten zu unphysikali-
schen Größen in der zweiten Ghostzelle führen, respektive die Strömungsei-
genschaften in der Nähe von Wänden stark beeinflussen. Da der auftretende
Fehler lokal auf die obere Wandrandschicht begrenzt und die Fehlergröße jen-
seits der Verfahrensordnung liegt wird hierauf jedoch zunächst verzichtet. Eine
grundsätzliche Verbesserung scheint durch eine Änderung der Verfahrenskon-
struktion möglich, die jedoch derzeit noch in der Diskussion ist.
7.5 Im Gravitationsfeld advektierter Wirbel
Mit Hilfe eines 2d-Advektions-Testfalls (vergl. Deiterding [6, 7]), für den die
exakte Lösung bekannt ist, wird die Implementierung des Gravitationsquell-
terms im Verfahren geprüft. Hierzu wird eine für t = 0 glatte Dichteverteilung
durch Strömung und Gravitation advektiert, deren exakte Lösung sich nach
ρ = ρr
(
r(x− t,y−1.25 t+0.5gt2))
u = 1
v = 1.25−gt
p = 1
berechnet. Das Rechengebiet [0,2]x[0,2] wird mit einer äquidistanten Gitter-
weite ∆h = 0.025 und periodischen Rändern diskretisiert. Die Anfangswerte
zum Zeitpunkt t = 0 berücksichtigen eine radialsymmetrische Dichteverteilung
um den Punkt C(0.75,0.75) mit dem Radius r =
√
(x−0.75)2+(y−0.75)2:
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ρ = ρr(r(x,y))
u = 1
v = 1.25
p = 1
ρr =
{
1+0.05
[
sin rRpi+
pi
2 +1
]
0≤ r < R
1 R≤ r
R = 0.5.
Weiterhin gilt Fr = 1, g = −1 und eine CFL-Zahl von 0.58. Im Gegensatz
zur Verfahrensweise in [6, 7] wird die Zeitschrittweite nicht festgesetzt, son-
dern mit der vorgegeben CFL-Zahl in jedem Zeitschritt neu berechnet. Zur
Zeit t = 0.5 liegt der Mittelpunkt der DichteverteilungC auf der Diagonale bei
x = 1.25 und y = 1.25. Der Vergleich der Dichteverteilung entlang der Dia-
gonalen von 0,0 nach 2,2 zeigt, dass der implementierte Verfahrensansatz das
Dichtemaximum während der Advektion nicht erhalten kann, die Dichtevertei-
lung aber korrekt wiedergibt.
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Abbildung 7.8: Dichteverteilung in der Diagonalen zur Zeit t = 0.5
7.6 Gravitation mit Scherströmung
Für eine Konvergenzstudie eines nicht-trivialen Testfalls über einen größeren
Zeitintervall ist eine Initialisierung mit einem möglichst glatten Dichte- und
Geschwindigkeitsverlauf erforderlich, da in diesem Fall die Limiter durch Mit-
telungsfunktionen ersetzt werden können.
Eine in x-Richtung periodische, aber instabile Dichteverteilung wird durch
eine Scherströmung in x-Richtung, sowie durch die Wirkung der Gravitations-
kraft advektiert. Der beschriebene Testfall entstammt Kadioglu et al. [12] und
7 Verfahrenstest 57
wurde durch ein glatteres u-Geschwindigkeitsprofil den Anforderungen ange-
paßt. Die Initialdaten zum Zeitpunkt t = 0 lauten:
ρ =−c (y−0.5)3+0.5
+
10∑
n=−10
{
c1 e
“
−( x−0.5−n0.25 )2−( y−0.750.25 )2
”
− c2 e
“
−( x−0.5−n0.25 )2−( y−0.250.25 )2
”}
u = 0.5tanh(6.0(y−0.5))
v = 0
p = 1
mit c= 0.0156, c1 = 0.00156 und c2 = 0.00156.
Abbildung 7.9: Periodische Dichteverteilung zur Zeit t = 0
Das Gebiet [0,1] x [0,1] mit periodischen Randbedingungen wird für die Kon-
vergenzstudie mit den äquidistanten Gitterweiten ∆hl = 1/64, ∆h f = 1/256
und ∆he = 1/512 diskretisiert. Hierbei wird die exakte Lösung des Problems
durch die numerische Berechnung mit der Gitterweite ∆he approximiert. Die
Berechnung erfolgt mit Fr = 1, g = −9.81 und einer CFL-Zahl von 0.8 bis
zum Zeitniveau t = 2.5.
L2 L∞
Fehler ele Fehler e f e p Fehler ele Fehler e f e p
ρ 7.03e−05 5.85e−06 1.79 6.46e−04 7.24e−05 1.58
ρu 1.67e−02 1.50e−03 1.73 1.34e−01 1.84e−02 1.43
ρv 2.06e−02 1.75e−03 1.77 1.64e−01 2.32e−02 1.41
ρe 5.07e−15 1.14e−14 − 2.13e−14 6.03e−14 −
Abbildung 7.10: L2-, L∞-Norm und Ordnung ohne Limiter bei t = 2.5
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Die Konvergenzstudie zeigt, dass das implementierte Verfahren ohne Limiter
die angestrebte zweite Verfahrensordnung fast erreicht. Mit Limitern würde
das Verfahren aufgrund der dann auftretenden lokalen Fallunterscheidungen in
den Limitern auf die erste Ordnung zurückfallen. Die Erhaltung des konstanten
Druckes erfolgt fast auf Maschinengenauigkeit genau. Dichte undWirbelstärke
zum Zeitpunkt t = 2.5 zeigen die folgenden Abbildungen:
Abbildung 7.11: Dichte (links) und Wirbelstärke (rechts) zur Zeit t = 2.5
7.7 Fallender „Tropfen“
Bereits in [19] wurde mit Hilfe eines fallenden „Tropfens“ die Robustheit und
Güte der Verfahrenskonstruktion gezeigt. Hierzu wird in einem rechteckigen
Integrationsgebiet ein geschlossener Behälter dargestellt, der am unteren Ende
mit einem Medium hoher Dichte gefüllt ist. Im Verlauf der Simulation fällt
unter dem Einfluß der Schwerkraft ein Tropfen hoher Dichte durch einMedium
geringer Dichte in das am Behälterboden befindliche Medium hoher Dichte.
Hierbei wird in [19] ein Dichteverhältnis von 1:1000 verwendet.
Die Wiedergabe der scharfen Trennfläche zwischen den zwei Medien unter-
schiedlicher Dichte erfolgt allein durch die Lösung der Erhaltungsgleichungen
in demVerfahren. Der in [19] aufgesetzte Testfall wird durch die Verfahrensim-
plementierung in MOLOCH ebenfalls zuverlässig berechnet und soll hier nicht
weiter behandelt werden. Stattdessen wird ein modifizierter Testfall vorgestellt,
bei dem auch die untere Behälterhälfte mit dem Fluid geringer Dichte gefüllt
ist. Der „Tropfen“fällt somit direkt auf die untere Behälterwand. Durch die-
se Änderung kann die Qualität der Randbedingungsimplementierung getestet
werden, die sich durch die Uminterpretation fester Wände in Null-Gradienten
Ränder und der anschliessenden Korrektur im Korrektorschritt ergeben.
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Die Anfangsdaten zum Zeitpunkt t = 0 lauten:
ρ(~x) =
{
100 r =
√
(x−0.5)2+(y−1.75)2 < 0.2
0.1 r =
√
(x−0.5)2+(y−1.75)2 > 0.1
~v(~x) =~0
p(~x) = 1.
t = 0 t = 0.58
t = 0.60 t = 0.62
Abbildung 7.12:
Dichtekontour des fallenden „Tropfens“ zu verschiedenen Zeiten
Die numerische Überwachung der Massen- und Energieerhaltung während
der Rechnung zeigt keinerlei Austausch von Masse oder Energie über die Be-
hälterwände. Ferner treten keine Druckstörungen im Rechengebiet auf, so dass
die Forderung p0 = const. eingehalten wird. Das Testbeispiel zeigt die prinzi-
pielle Funktionstauglichkeit des neuen Randansatzes.
Nachfolgend die Schnittdarstellung der Kontourlinien bei z= 0.5.
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t = 0 t = 0.58
t = 0.60 t = 0.62
Abbildung 7.13:
Dichtekontour des fallenden „Tropfens“ zu verschiedenen Zeiten, Schnitt der
z-Achse bei 0.5, Kontourlinien bei 10,20,30,40,50,60,70,80,90,100.
8 Anhang
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8.1 Details zur Dimensionsanalyse
8.1.1 Dimensionslose Massenbilanz
Nach Anwendung der Umwandlungsvorschrift (3.3) ergibt sich für die Mas-
senbilanz aus Gleichung (2.2-1)
ρre f l3re f
tre f
d
dt
∫
V
ρdV + ρre f vre f l2re f
∮
A
ρ~v ·~ndA = 0.
Durch Division von ρre f vre f l2re f folgt
Sr
d
dt
∫
V
ρdV +
∮
A
ρ~v ·~ndA = 0. (8.1)
Für die auftretende Strouhal-Zahl gilt Sr = 1, weil die abgeleitete Referenz-
zeit tre f gerade entsprechend der Advektionszeit definiert wurde. Somit ändert
sich die Gleichung der Massenbilanz bei der Entdimensionierung nicht.
8.1.2 Dimensionslose Impulsbilanz
Die Umwandlung der Impulsbilanz nach Gleichung (2.2-2) ergibt
ρre f vre f l3re f
tre f
d
dt
∫
V
ρ~vdV + l2re f
∮
A
(
ρre f v2re f ρ~v◦~v
) ·~ndA+ l2re f ∮
A
pre f p~ndA=
gre f ρre f l3re f
∫
V
ρ~g dV
Um die Gravitationskonstante in der Froude-Zahl zu berücksichtigen, wird nur
die Richtung von ~g im Integral berücksichtigt. Der Betrag ist in der Froude-
Zahl enthalten. Es folgt mit gre f = 9.81 ms2 und~g= [0,1,0]
T .
Sr
d
dt
∫
V
ρ~vdV +
∮
A
(ρ~v◦~v) ·~ndA+
∮
A
p
M2
~ndA=
1
Fr2
∫
V
ρ~gdV (8.2)
Das inverse Quadrat der Mach-Zahl resultiert aus
1
M2
=
c2re f
v2re f
=
pre f
ρre f v2re f
.
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8.1.3 Dimensionslose Energiebilanz
Aus der Umwandlung der Energiebilanz (2.2-3) folgt
pre f l3re f
tre f
d
dt
∫
V
ρedV + pre f vre f l2re f
∮
A
[ρe+ p]~v ·~ndA
= gre fρre f vre f l3re f
∫
V
ρ~g ·~vdV
Die Division mit pre f vre f l2re f ergibt unter Berücksichtigung der schon in der
Impulsbilanz erläuterten Vorgehensweisen für die Froude-Zahl
Sr
d
dt
∫
V
ρedV +
∮
A
[ρe+ p]~v ·~ndA= M
2
Fr2
∫
V
ρ~g ·~vdV (8.3)
8.1.4 Dimensionslose Druckzustandsgleichung
Aus der Umwandlung der Druck-Zustandsgleichung (2.3) folgt
pre f p = (γ−1)
(
pre f ρe−ρre f v2re f
ρ~v ·~v
2
)
Der Isentropenexponent ist bereits dimensionslos. Unter Berücksichtigung von
1
M2
=
c2re f
v2re f
=
pre f
ρre f v2re f
,
folgt
p = (γ−1)
(
ρe− 1
M2
ρ~v ·~v
2
)
, (8.4)
bzw. für die Definition der Energiedichte
ρe=
p
(γ−1) +M
2 ρ~v ·~v
2
. (8.5)
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8.2 Details zur Asymptotik
8.2.1 Herleitung der asymptotischen Gleichungssätze
Der verwendete asymptotische Ansatz zur Untersuchung des Gleichungssy-
stems für verschwindende Mach-Zahlen, beruht auf einer Reihenentwicklung
in der globalen Mach-Zahl M bis zur zweiten Ordnung, für die im zu untersu-
chenden Gleichungssystem enthaltenen Zustandsgrößen
Φ = Φ (0)+MΦ (1)+M2Φ (2)+O(M3). (8.6)
Aus den daraus resultierenden Gleichungen (3.4) lassen sich durch Sortierung
nach der Ordnung der Mach-Zahl Gleichungssätze bilden. Die Analyse beruht
auf der Annahme, dass sich die Terme gleicher Mach-Zahl Ordnung balancie-
ren und so jeder Gleichungssatz die Ausgangsgleichung erfüllt. Daraus ergibt
sich ein approximiertes Gleichungssystem, welches den Einfluß der verschwin-
denden Mach-Zahl beschreibt und aus dem Aussagen für darauf optimierte
Verfahrensansätze abgeleitet werden können.
Massenbilanz
Aus der dimensionslosen Massenbilanz (3.4-1)
d
dt
∫
V
ρdV +
∫
V
∇ · (ρ~v) dV = 0
entsteht durch Einsetzen der Reihenentwicklung (8.6) folgende Gleichung
0 = M0
d
dt
∫
V
ρ(0) dV + M0
∮
A
ρ(0)~v(0) ·~ndA
+ M1
d
dt
∫
V
ρ(1) dV + M1
∮
A
(
ρ(0)~v(1)+ρ(1)~v(0)
)
·~ndA
+ M2
d
dt
∫
V
ρ(2) dV + M2
∮
A
(
ρ(0)~v(2)+ρ(1)~v(1)+ρ(2)~v(0)
)
·~ndA
+ M3
∮
A
(
ρ(1)~v(2)+ρ(2)~v(1)
)
·~ndA
+ M4
∮
A
ρ(2)~v(2) ·~ndA.
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Mit der Annahme der Balancierung der verschiedenen Ordnungen der Mach-
Zahl ergeben sich die nach Ordnung derMach-Zahl sortierten Gleichungssätze:
M0 :
d
dt
∫
V
ρ(0) dV +
∮
A
ρ(0) ~v(0) ·~ndA= 0
M1 :
d
dt
∫
V
ρ(1) dV +
∮
A
(
ρ(0) ~v(1)+ρ(1) ~v(0)
)
·~ndA= 0
M2 :
d
dt
∫
V
ρ(2) dV +
∮
A
(
ρ(0) ~v(2)+ρ(1) ~v(1)+ρ(2)y~v(0)
)
·~ndA= 0
M3 :
∮
A
(
ρ(1) ~v(2)+ρ(2) ~v(1)
)
·~ndA= 0
M4 :
∮
A
ρ(2) ~v(2) ·~ndA= 0.
Im Limit limM→0 bleibt davon nur die führende Ordnung M0
d
dt
∫
V
ρ(0) dV +
∮
A
ρ(0) ~v(0) ·~ndA= 0, (8.7)
Änderungen in Struktur bzw. Form der Massenbilanz finden nicht statt. Da im
Grenzübergang limM→0 alle Terme Mn mit n > 0 verschwinden, werden nur
noch die Terme Mn mit n≤ 0 betrachtet.
Impulsbilanz
Bei der dimensionslosen Impulsbilanz (3.4-3)
d
dt
∫
V
ρ~vdV +
∮
A
ρ~v◦~v ·~ndA + 1
M2
∮
A
p~ndA=
1
Fr2
∫
V
ρ~gdV
sind nun auch Terme mit einer Ordnung der Mach-Zahl kleiner als Null vor-
handen. Daher ergeben sich nach Anwendung der Reihenentwicklung (8.6) die
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folgenden Gleichungssätze:
M−2 :
∮
A
p(0)~ndA=
∫
V
∇p(0) dV = 0
M−1 :
∮
A
p(1)~ndA=
∫
V
∇p(1) dV = 0
M0 :
d
dt
∫
V
(ρ~v)(0) dV +
∮
A
(ρ~v◦~v)(0) ·~ndA+
∮
A
p(2)~~E ·~ndA=
1
Fr2
∫
V
ρ(0) ~gdV
Die Analyse der Impulsbilanz liefert neben der Impulsgleichung für limM→0
zwei weitere Eigenschaften. Dies ist eine Bedingung an den Druck führender
Ordnung p(0) und erster Ordnung p(1), die beim Integral über die Oberfläche
des betrachteten Volumens erfüllt sein müssen.∮
A
p(0)~ndA=
∫
V
∇p(0) dV = 0 (8.8)
∮
A
p(1)~ndA=
∫
V
∇p(1) dV = 0. (8.9)
Diese Bedingungen fordern, dass diese Drücke im gesamten Integrationsge-
biet räumlich konstant sein müssen, folglich nur noch eine Funktion der Zeit t
sein können.
Energiebilanz
In der dimensionslosen Energiebilanz (3.4-4)
d
dt
∫
V
ρedV +
∮
A
[ρe+ ~~E p]~v ·~ndA= M
2
Fr2
∫
V
ρ~g ·~vdV
entfällt für limM→0 der Gravitationsterm mitM2. Somit ergibt sich mit
d
dt
∫
V
(ρe)(0) dV +
∮
A
[ρe(0)+ ~~E p(0)]~v(0) ·~ndA= 0. (8.10)
die Energiegleichung führender Ordnung im Regime M = 0, in der die Gravi-
tation keinen Einfluss mehr hat.
8 Anhang 67
Druckzustandsgleichung
Anstelle der Druckzustandsgleichung soll die Definition der dimensionslosen
Energiedichte (8.5) betrachtet werden, die sich durch Auflösung nach ρe aus
der Druckzustandsgleichung (3.5) ergibt.
ρe=
p
(γ−1) +M
2 ρ~v ·~v
2
Wie schon in der Energiebilanz entfällt für limM→0 der Term mit M2, so dass
in der Energiedichte führender Ordnung
ρe(0) =
p(0)
(γ−1) (8.11)
der kinetische Energieanteil entfällt. Der Isentropenexponent γ wird als Kon-
stante angenommen.
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8.3 Details zur Verfahrenskonstruktion
8.3.1 Verfügbare Limiterfunktionen
Im Verfahren ist der Zustand in einer Zelle nur als Mittelwert im Zellmittel-
punkt ~Ui, j verfügbar. Die Verteilung bzw. der örtliche Verlauf dieses Zustandes
innerhalb der Zelle ist nicht bekannt.
An verschiedenen Stellen des Verfahrensφ
i+1i−1 i
Abbildung 8.1:
Stückweise lineare Rekonstruk-
tion der Verteilung von φ
werden jedoch Informationen über den Zu-
stand ausserhalb des Zellmittelpunktes be-
nötigt, bspw. an den Zellflächen. Dann wird
aus den verfügbaren Zellmittelwerten mit
Hilfe einer stückweisen linearen Rekonstruk-
tion die Verteilung dieser Größen approxi-
miert, in dem die links- und rechtsseitigen
Steigungen berechnet werden. Wie in Abb.
8.1 gezeigt, könnte die wahllose Verwen-
dung einer der beiden Steigungen jedoch zu einer fehlerhaften Approximation
an der gegenüberliegeden Seite führen. Dies motiviert den Einsatz von soge-
nannten Limiterfunktionen, die unter Berücksichtigung der gegebenen Verhält-
nisse aus den links- und rechtsseitigen Steigungen eine limitierte Steigung be-
rechnen, so dass an keiner Seite „Überschiesser“ entstehen. Im Programmcode
MOLOCH sind folgende Limiterfunktionen verfügbar:
• MINMOD
Der MINMOD-Limiter gehört zu den einfachsten Limiterfunktionen.
Sobald die Steigungen unterschiedliche Vorzeichen besitzen verwendet
er die Steigung Null, ansonsten die betragsmässig kleinere Steigung.
lim(a,b) =
{
MIN(a,b) , wenn ab> 0
0 , wenn ab< 0 (8.12)
• VANLEER
lim(a,b) =
{ 2ab
a+b , wenn ab> 0
0 , wenn ab< 0
(8.13)
• SUPERBEE
lim(a,b) =
{
MAX(MIN(a,2b),MIN(2a,b)) , wenn ab> 0
0 , wenn ab< 0 (8.14)
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• SWEBY_MUNZ
lim(a,b) =
{
MAX(MIN(a,2b),MIN(2a,b)) , wenn ab> 0
0 , wenn ab< 0 (8.15)
• SCHULZE_RINNE
Der Limiter wurde bereits von Schneider ([19], S. 38) eingesetzt und aus
[21] entnommen. Er verwendet intern den MINMOD-Limiter.
lim(a,b) = minmod(φ,ν) (8.16)
wobei φ= minmod(a,b)
ν= 0.5(a+b)
Eigenschaften und Details der verfügbaren Limiterfunktionen sind bspw. in
[16, 24] beschrieben.
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