The number of players, for massively multiplayer online role-playing games (MMORPG), typically reaches millions of people, geographically distributed throughout the world. Worldwide revenues for these games increase by billions of dollars each year. Unfortunately, their complex architecture makes them hard to maintain, resulting in considerable costs and development risks. For normal operation, MMORPGs have to access huge amounts of diverse data. With increasing numbers of players, managing growing volumes of data in a relational database becomes a big challenge, which cannot be overcome by simply adding new servers. Cloud storage systems are emerging solutions focusing on providing scalability and high performance for Cloud applications, social media, etc. However, Cloud storage systems are in general not designed for processing transactions or providing high levels of consistency. In this paper, we present our current work-in-progress by analyzing the existing architecture of MMORPGs and classifying relevant data. Based on this, we highlight the design requirements, identify the major research challenges, and propose a CloudThis is an extended version of the paper "Cloud Data Management for
Introduction
A massively multiplayer online game (MMOG) can support hundreds or thousands of players from all over the world in parallel. In a virtual game world, players can choose a new identity, establish a new social network, compete or cooperate with other players, or even realize dreams that cannot be fulfilled in real life. It is estimated that, in 2011, the Americans spent 26 million hours and 2.6 billion dollars in total for playing MMOGs [15] . The game industry is developing rapidly, and the global MMOG market volume has grown to 13 billion dollars in 2012 [16] .
What differs between MMORPGs and other MMOGs, such as first-person shooters and real-time strategy games, is that the virtual world environment of MMORPGs runs even in the case of no players. In addition to the account information, the state data of objects and characters must be recorded on the server side in real-time, so that players can quit and continue the game at any time. Player behavior in the game should be monitored and backed up in order to maintain the order of the virtual world. Furthermore, MMORPGs usually have more concurrent players than any other MMOGs, (for example, World of Warcraft has millions of concurrent players), which also exacerbates the burden of managing data. A qualified database system for data persistence in MMORPGs must guarantee the data consistency and also be efficient and scalable [2] . However, existing RDBMS cannot fully satisfy all these requirements [7, 11] . Therefore, with an increasing data volume, the storage system becomes a bottleneck, and solving scalability and availability issues becomes a major cost factor and a development risk.
Cloud storage systems, which have the ability to support highly concurrent data accesses and huge storage, may become a solution. Unfortunately, contrary to conventional DBMSs, cloud systems are generally designed for Web applications that have different access characteristics and require lower or different consistency levels. Therefore, MMORPGs need to be analyzed in more detail to assess the usability of Cloud storage systems, open issues, and possible solutions for them.
The approach presented in this paper is work in progress. We are currently focusing on architectural issues, conceptual work on fulfilling specific data management requirements, and the creation of a testbed implementing these concepts for further evaluation. The core ideas were presented at the DMC workshop 2013. This paper extends the workshop contribution by -descriptions of more details on the current state of the testbed implementation, including lessons learned up to this stage of the project, -a more thorough discussion of problems and open issues of using Cloud storage systems for MMORPGs, and -a more fine-grained outline and discussion of our future research directions, which will most of all focus on evaluating critical aspects for this type of application, e.g., scalability and consistency.
The rest of the paper is structured as follows. In Sect. 2, we analyze the existing architecture and data management of MMORPGs. In Sect. 3, we classify data of MMORPGs into four groups and discuss their requirements. In Sects. 4 and 5, we propose a Cloud-based data management model for MMORPG, and, finally, conclude and summarize this paper in Sect. 6.
Analysis of Current Data Management for MMORPGs
In order to support players' interaction and ensure system security [2] , an MMORPG typically employs a client-server model or a browser-server model. Usually both models have a similar architecture on the server side. Figure 1 shows a simplified architecture of MMORPGs [7] . A player sends a request to the login server, which is responsible for determining its validity. The login server cooperates with an account database that stores user account information. If the validation is passed, the login server encrypts the user ID, generates a token, and then returns it to the player. The player uses this token to communicate with the gateway server, which is an information transit station. The gateway server is generally composed of multiple servers, the main functions of which are to maintain the connection state of a player, monitor the player's requests, and transmit it to a zone server or a chat server. Since MMORPGs need to satisfy connection requests from global players, these servers are usually deployed in parallel in several data centers around the world. Note that only one zone server provides services in one session. The zone server is responsible for maintaining a global virtual game world for players, executing the game rules, simulating interactions among characters, and synchronizing the simulation results to the relevant players. In order to balance the server workload, a zone server is composed of multiple map servers and logic servers. The zone server reads game scripts and rules from a game database and accesses state data of characters from a state database. A game database is hosted in all data centers in parallel. However, each data center has its own unique state database. A player has to execute the character migration operation before she/he transfers to another zone server. When a player starts an MMORPG, all character state data of this player must be read from the state database at once and then cached in an in-memory database. During a game, the zone server manages data in memory [24] , Guild Wars runs on Microsoft SQL Server [23] ), which can commit complex transactions and are proven to be stable. As an example, consider MySQL Cluster [17] and its characteristics. MySQL Cluster adopts a shared-nothing architecture to ensure scalability. In order to balance the workload among nodes, it automatically partitions data within a table based on the primary key across all nodes. Each node is able to help clients to access correct shards to satisfy a query or commit a transaction. For the purpose of guaranteeing availability, data is replicated to multiple nodes. MySQL Cluster applies a two-phase commit mechanism to propagate data changes to the primary replica and one secondary replica synchronously, and then modifies other replicas asynchronously. In this case, at least one secondary replica has the consistent and redundant data, which can be used as a fail-over server when the primary server fails. MySQL Cluster also writes redo logs and checkpoint data to the disk asynchronously, which can be used for failure recovery. When MySQL Cluster maintains tables in memory, it can support real-time responses. The result is that it can also be used as an in-memory database in MMORPGs.
Data Management Requirements of MMORPGs
From a system's point of view, the essence of a game is data processing, storage, and transmission among databases, servers, and game clients. To point out data management requirements, for our following considerations we classify data into four data sets. These different classes vary widely regarding their requirements and have to be managed accordingly.
Account data: This category of data includes user account information, such as user ID, password, recharge records, and account balance. This data is usually only used when players log in to or log out of a game for identification and accounting purposes. Game data: Data such as world geometry and appearance, object and NPC (Non Player Character) metadata (name, race, appearance, etc.), system logs, configuration, and game rules/scripts in an MMORPG are generally only modified by game developers. Some significant part of game data is often stored on the client side to minimize network traffic for unchangeable data. State data: Player character (PC) metadata, position as well as state of characters and objects, and inventory in MMORPGs are modified constantly. Modifications of state data are currently executed by an in-memory database in real-time and backed up to the disk-resident database periodically. Log data: Analyzing user chat history and operation logs in an MMORPG is the most objective and direct way for game providers to evaluate the game, find out the operating habits of players, explore the game development trends, and even supervise the financial system of the game world.
For these classes, we summarize data management requirements in Table 1 and discuss them in the following.
Support for Different Levels of Consistency in a collaborative game, players interact with each other. Changes of state data must be synchronously propagated to the relevant players within an acceptable period of time. For this purpose, we need a continuous consistency model in MMORPGs [12] . The state data and account data changes must be recorded in the database. It is intolerable that players find that their last game records are lost when they log in to the game again. As a result, a strong or at least Read-Your-Writes consistency [8] is required for such data. However, strong consistency is not necessary for log data and game data. For example, the existence of a tree in the map, the synchronization of a bird animation, or the clothing style of a game character is allowed to be different among client sides. Log data is generally not analyzed immediately. Hence, eventual consistency [8] is sufficient for these two classes of data.
Performance/Real-Time state data is modified constantly by millions of concurrent players, which brings a significant traffic to game servers (one player sends an average of 6 packets per second [25] ), thereby generating thousands of concurrent database connections. Such changes must be executed in real-time (within 200 ms [25] ) and persisted on disk efficiently, which have become a challenge to database performance.
Availability as an Internet/Web application, an MMORPG system should be able to respond to each user request within a certain period of time. If lags or complete denial of services appear frequently, this will significantly decrease the acceptance of the game and will result in sinking revenues. Availability can be achieved by increasing data redundancy and setting up fail-over servers.
Scalability typically, online games start with a small or medium number of users. If the game is successful, these numbers can grow extremely. To avoid problems of a system laid out for too few users or its costs when initially laid out for too many users, data management needs to be extremely scalable [13] . Furthermore, log data will be appended continually and retained in the database statically for a long time [7] . The expansion of data scale should not affect the database performance. Hence, the database should have the ability to accommodate the growth by adding new hardware [5] .
Data Partitioning performing all operations on one node can simplify the integrity control, but that may cause a system bottleneck. Therefore, data must be partitioned into multiple nodes in order to balance the workload, process operations in parallel, and reduce processing costs. Current partitioning schemes are most often based on application logic, such as partial maps (map servers). This does not easily integrate with the requirement of scalability, i.e., repartitioning is not trivial when new servers are added. Accordingly, suitable partitioning schemes are a major research issue.
Flexible Data Model part of the state data does not have a fixed schema, for example, PCs have varying abilities, tasks, and inventory. Additionally, MMORPGs are typically bugfixed and extended during their runtime. Therefore, it is difficult to adopt the relational model to manage such data. A flexible data model without a fixed schema is more suitable.
Consistent Data Management
In MMORPGs, only updates to account data and part of state data must be executed in the form of transactions. In addition, transaction processing in online game databases is different from that in business databases. For example, in MMORPGs, there are many transactions, but most of them are of small size. Parallel operations with conflicts occur rarely. Especially in the state and log database, which are responsible for data backup, there are no write conflict among players. Write conflicts, in these two database, are usually caused by network latency or server failure, which can be addressed by checking timestamps. Using locks as in a traditional database will increase response time. Additionally, deadlock detection in a distributed system is not easy. Hence, a simplified data processing mechanism is required.
Security game providers have to be concerned about data security because data breach may lead to economic risks or legal disputes. For this reason, user-specific data, such as account data and chat logs, must be strongly protected. Furthermore, it must be possible to recover data after being maliciously modified.
Ease of Use, Composability, and Re-usability The data management system should be easy to use for developers, and it should be easy to apply it to various MMORPGs. Companies developing and maintaining MMORPGs should be able to re-use or easily adapt existing data management solutions to new games, similar to the idea separating the game engine from the game content currently widely applied. An interesting solution would be game data management provided as a service to various providers of MMORPGs, but this strongly depends on building up trustworthy services.
The Case for Cloud-Based Data Management for MMORPGs
Currently, MMORPGs mainly apply RDBMSs for data persistence. However, an RDBMS cannot provide some data management requirements well, and considerable efforts have to be spent on compensating these requirements at other levels [11] . In contrast to RDBMSs, Cloud-based storage systems have inherent advantages regarding their major characteristics such as scalability and availability. Nevertheless, some typical requirements are neither fully supported by any of the two alternatives. Accordingly, we discuss key requirements and the suitability of the RDBMS vs. Cloudbased storage systems.
High Performance traditional RDBMSs limit the number of columns in each table. For instance, Oracle 10g supports 1000 columns maximum [27] and SQL Server 2005 supports 1024 columns maximum [26] . If we create a wide table, i.e., with hundreds of columns, RDBMSs often fail to manage it well. If we partition a wide table into several tables (see Fig. 2 ), the high number of required join operations and locking would greatly impact on the system performance. Different from RDBMSs, Cloud-storage systems can manage all attributes together efficiently by applying the simple key-value data model and data redundancy. For example, one row in Cassandra can contain up to 2 billion columns [28] . Although this solution takes some extra storage space, it improves the system performance significantly.
Scalability for large-scale Internet/Web applications, a single or few servers cannot satisfy the user demand for data access. The only solution is scaling out. Although some RDBMS (e.g. MySQL Cluster, Oracle RAC, etc.) also have used the shared-nothing architecture, the system's scalability is limited by their complex architecture and data model (e.g., compliance of third normal form and data integrity). Furthermore, the growth of data volume has a significant impact on the system performance [10, 11] . Here, with their simplified architecture and data model, Cloud storage systems were designed to provide this high level of scalability [10] .
Flexible Data Model RDBMS apply the relational model, and the table structure as well as the data type is fixed. It is good for normalizing table schema, removing data redundancy, and query processing, but not for adapting to a dynamic schema and processing big data. In contrast, Cloud storage systems typically adopt a flexible data model, such as the key-value data model. Data in the Cloud is heterogeneous (structured, semi-structured, and unstructured). There is no fixed schema for items. Each item consists of a key for identification and a dynamic set of attributes as value.
Consistent Data Management RDBMS usually follow a transaction mechanism, thereby providing ACID guarantees (Atomicity, Consistency, Isolation, and Durability) and rollback. As we discussed above, this is not necessary for all data sets in MMORPGs. For these data sets, the overhead of this ill-suited consistency mechanism becomes a drawback. On the other hand, Cloud systems are designed for Web applications such as Blogs and SNS (Social Network Services), which have a high demand for concurrent writing and reading of big data, but a low demand for timeliness of the information. For this reason, they generally follow the BASE principle (Basically Available, Soft state, and Eventually consistent). This is insufficient, e.g., for account data. For game state data, requirements fall between the two ends of the scale, and we suggest to adjust consistency management for Cloud data management systems accordingly.
Availability RDBMS, nowadays, provide solutions to improve availability by replication and fail-over within the context of distributed databases. Nevertheless, these properties are not trivial to implement and maintain for a given implementation, especially considering the large scale of MMORPGs. Cloud data management systems were build to support these aspects in a self-managing way.
An Architecture for Cloud-Based MMORPGs
As outlined above, Cloud-based data management does provide strong advantages for some data sets, but in its current form does not fulfill all requirements. For these reasons, we propose a set of cooperating and, if required, composable Cloud services to improve the existing game architecture. The general idea is to manage data in online games according to requirements for this specific class. Subsets of data having strong requirements for system scalability or a flexible data model will be persisted in a Cloud file system or in a Cloud-structured data system; other data sets are provided by Cloud services that are similar to existing solutions. Figure 3 shows the proposed Cloud-based architecture for MMORPGs. Account data must be processed with high requirements regarding consistency and security as outlined before. As a result, each operation should be executed within a transactional context. Furthermore, the scale of account data is not large. Accordingly, we suggest managing account data with an RDBMS as a service. We do not suggest storing account data in an untrusted host such as in a public Cloud for security reasons. Before the public Cloud providers bring trustworthy data security solutions, game providers should build private Cloud infrastructures, which employ the Cloud architecture and are maintained and protected by game providers themselves. Log data has a large scale. Once it has been written to disk, it does not need to be modified anymore. In addition, log data is usually analyzed after a long period of time, so timeliness and consistency are less critical. Generally speaking, in addition to the demand for scalability, management requirements of log data are not difficult to meet. Therefore, there are some existing Cloud storage systems that can be used directly, such as Cassandra [18] . Cassandra provides high throughput for accessing data across a large number of servers and has the feature of high fault tolerance. Cooperating with Hadoop MapReduce, it can process and analyze large data sets in parallel.
Game data processing does not pose a challenge to the existing solutions. Note that strong consistency across data centers is not required by game data. We can reduce the level of data consistency to improve system availability. Therefore, unless game data is stored on the client side, we can manage it in a Cloud file system (game data is typically in the form of files), such as Hadoop Distributed File System (HDFS) [9] .
As discussed above, managing state data in real-time becomes a big challenge for a disk-resident RDBMS. Unfortunately, Cloud storage systems with shared-nothing architectures also fail to provide real-time processing capabilities. Although some Cloud storage systems manage data in the main memory of each node, we cannot limit all related data to one node. Hence, changes of data must be propagated to other nodes as messages, which will increase the response time. Furthermore, Cloud storage systems do not support transaction processing, which may lead to abnormal operation. Therefore, we suggest to keep an in-memory database in each zone server as done in current architectures.
This assumption given, there will still be a need to backup state data to the disk in order to recover an in-memory database from server failures. In this process, a flexible data model, simplified data processing, high-performance concurrent processing, and system scalability are required. All of which are weaknesses of RDBMS. As a result, it poses the biggest challenge to the existing architecture of MMORPGs. In contrast, Cloud-structured data systems are able to satisfy most of theses requirements. Therefore, we propose to persist all state data in the Cloud. Note that backup of state data is update-intensive, which is a similar application scenario as those typically supported by Cassandra. For this reason, our current research focus is on managing state data in Cassandra.
Using Cassandra for MMORPGs
In the context of this project, we have developed an experimental prototype environment for MMORPGs using Cassandra. The main goals of this ongoing research are:
-providing a proof of concept for Cloud-based MMORPGs, -evaluating and refining technical aspects like performance, consistency, and availability, and -estimating necessary efforts required for the development, operation, maintenance, and re-usage of Cloudbased MMORPGs.
Based on the architecture described in Fig. 3 , our prototype consists of three layers (client, game server, and Cloud database). On the server side, we have used the DarkStar (RedDwarf Server) project, which was specifically designed for MMOGs by Sun Microsystems [19] . Darkstar is an open-source middleware that is easy to use and powerful; for example, it supports transaction processing, CPU load balancing, and scalability [19, 20] . In our prototype, we use it to keep the communication between servers and clients, but ported the code to use Cassandra as a database, currently running on Cassandra 1.2.5, which is the latest stable version [18] . We use eight Ubuntu virtual machines to host our experimental prototype. Currently, Cassandra is deployed in a cluster of five machines, and game servers are deployed in another three virtual machines. Game servers support some simple game logics, such as receiving a player's login request, keeping the player's session, updating game states, handling player transaction requests, as well as player interactions (walking and chatting). Data is persisted to Cassandra every five seconds in the test environment. To simplify system design, we use Cassandra to manage both state data and log data. Currently, we are working on creating a testbed that can be used to simulate a complex MMORPG environment with many game servers and a huge number of (randomly scripted) game clients. So far, we have found the following advantages and issues of Cassandra within the project. Cassandra has a decentralized (peer-to-peer) structure [6] , i.e., each node is identical and is able to initiate reads and writes independently. Data is automatically replicated to multiple nodes. Therefore, there is no network bottleneck and single point of failure. The write performance requirements of state data can be satisfied easily and in a scalable way. This is different from RDBMS (e.g., MySQL Cluster) and some other Cloud storage systems (e.g., Google Bigtable [4] ), which adopt a primary/secondary model, where the primary node may become a system bottleneck.
Cassandra provides a column-family-based data model, which is richer than a simple key-value data model. Each row in a column family consists of a row key and a dynamic set of columns. Because of this, it is possible to manage the state data of one character in a single row and partition data based on row key across multiple nodes in the cluster (see Table 3 ). Furthermore, players only access their own state data, so there is no join operation during reading data. As a result, the read performance can be increased. Similarly, during a game, log data of a player can also be stored in one row (see Table 2 ). For example, the row key is composed of the player character ID and player's login time. The column name (key) is the timestamp of each checkpoint, and the column value is the corresponding log data. Cassandra supports two billion columns per row in theory [28] , which fulfills the requirement of saving log data. Additionally, Cassandra stores data according to the sequence of column names automatically, so a read request can get the serialized log data conveniently.
Cassandra applies a hashing algorithm to create an MD5 hash value of every row key. Each node in the cluster is assigned a token that represents a range of hash values. Cassandra distributes data to the corresponding node according to the hash value of the row key. Hence, data with adjacent row keys (character ID) can be evenly distributed to different nodes. Note that in a game usually newly registered players are active. In this way, state data of player character can also be allocated to each node evenly, which helps to balance the workload of nodes.
Cassandra adopts a shared-nothing architecture and a simplified data model as we mentioned above. As a result, it can scale out easily by adding new hardware, and reach a linearly increasing read and write throughput [22] . That is also the reason that we can manage state and log data in Cassandra. Another advantage is that Cassandra provides a quorum-based data replication mechanism. That means that as long as a write can receive a quorum of responses from replicas, it can complete successfully. In this way, Cassandra ensures availability and fault tolerance. Additionally, by controlling the number of replicas that must respond to a read request, Cassandra offers a tunable data consistency.
On the other hand, Cassandra is not designed for online games, so there are still some notable open issues.
Data Consistency Cassandra employs ReadRepair functionality to guarantee different levels of consistency. This means, all replicas will be compared when Cassandra executes a read operation before or after returning the results, depending on the specified consistency level. In MMORPGs, state data may contain hundreds of attributes and are distributed in multiple data centers. Hence, such a feature may significantly reduce the performance of fully consistent reads and increase the network traffic. A common method for solving this problem is to limit the data consistency in the application layer of the system [3] . Note that Cassandra records timestamps in each column, and uses it as a version identification. Therefore, a possible solution is to record the timestamps of a global server (in this paper, it is the access server) in both, server side and columns in the Cloud storage system. When we read state data from the Cloud, the timestamps recorded on the server side will be sent with the read request. In this way, we can find out the most recent data easily. We set all columns in a single row with the same timestamp, so that only one row key and one timestamp are stored for a single row on the server side. In addition, these timestamps are partitioned and managed by access servers in parallel. For these two reasons, accessing these timestamps on the server side will not become a system bottleneck.
Network Traffic Cloud-based MMORPGs have to face potential bandwidth bottlenecks due to the following reasons: in shared-nothing systems, nodes communicate with each other via messaging. As a result, a large amount of messages are transmitted over the network; different from tables in relational databases, a column family in Cassandra does not have a fixed schema. For this reason, Cassandra has to return the key-value pairs when it responds to a read request, but not only values. This problem is particularly significant for MMORPGs that need to backup the state data snapshots, which contain a large amount of redundant data. For this reason, in case of network failure or insufficient bandwidth, data access in a Cloud-based MMORPG is more easily blocked than that in a traditional MMORPG. Here are some possible solutions: messages should be compressed before transmission; both key and value correspond to values in an RDBMS (see Table 4 ). For example, we store PC name as column name and PC gender as column value. If an object has several attributes, we can use special symbols to separate these attributes and then store it in one column. For example, the value 'A40-AM20' in Table 4 represents the game fact that the attack power of a sword is 40 points, while there is an additional 20 points magic damage. This is possible, because these attributes are only accessed together and never used for querying. If only some of the less important attributes (e.g., position or orientation of a character) of state data are modified, the current round backup can be ignored [2, 14] ; only the timestamp, the row key, and the modified values are sent as a message to Cassandra.
Statistics Currently, Cassandra does not provide data base statistics within a data dictionary as RDBMS do. Nevertheless, this information is helpful to support the operation, maintenance, tuning of the overall system. Though Cloud storage systems are intended to be self-managing to some degree, these capabilities are still limited. Hence, game developers have to put more efforts and spend more time to maintain a Cloud-based MMORPG. We address related issues in related research [21] .
Analytical Data Processing
At this level, Cloud storage systems such as Cassandra provide only very limited support for analytical processing, required for MMORPGs, e.g., for marketing purposes and strategic game development. Support for analytical processing can be achieved in three ways.
1. Game data can be analyzed by applying Map/Reduce on top of the persistence servers. 2. Relevant game data could be loaded into a further Cloudbased system such as Hive, comprising a separate storage layer and Map/Reduce. 3. Relevant game data could be exported and loaded into a traditional RDBMS-based data warehouse system.
Currently, we do not focus on analytical processing or which of these is the best approach. A decision has to be made in terms of analysis requirements such scalability, performance and so on, while still having the impact on the running game servers in mind.
Query Capabilities Cassandra's query language CQL allows for SQL-like statements to change and look up data in Cassandra. However, the capabilities of CQL are not as powerful as SQL in RDBMS. For example, the WHERE clause for filtering rows can only filter column values if the column is indexed. Therefore, game developers have to consider all of the possible queries when they design a column family. That will increase the difficulty of game development and limit the expansion of game functionality in the future.
Customized Functionality specific features of MMORPGs make it necessary to develop new functionality for Cassandra. Consider the following two examples: the task of a Cloud storage system is data backup for the in-memory database. Each value that has been written to the Cloud must be persistent until it is out of date. Therefore, if an update operation fails in the committing process, values that have been recorded in the database should be applied and for other values update should be retried. To comply with this rule, a column-level atomicity is sufficient (Cassandra offers an atomicity at the column family level); note that writes and queries in games are relatively fixed. Hence, we propose to add a stored procedure to each node to optimize the system performance.
Based on the analysis above, we believe that although the advantages of using Cassandra in MMORPGs are obvious, there are still many specific problems to be solved. Nevertheless, considering that functionality of Cassandra is being constantly updated, we intend to focus on improving Cassandra in our future research to manage state data as well as log data.
Conclusion
In this paper, we proposed a Cloud-based data management for MMORPGs to improve system performance and scalability. We outlined the main criteria for this proposal, by classifying and describing the typical requirements of MMORPGs. The proposed model adopts a shared-nothing architecture to ensure scalability and customizes a set of data management solutions, so that the new system can operate efficiently. We classified data into four groups and found out that only state and log data should be recorded in different ways in the Cloud storage system and managed. For example, the model promises a strong consistency guarantee to state data, but only an eventual consistency guarantee to log data. To further improve the system's performance, we also proposed some solutions to reduce the number and size of messages. In our future work, we will design and carry out a series of experiments on our testbed in order to evaluate performance and scalability of it. Evaluation of performance while using different databases (e.g., MySQL, HBase, and Cassandra) in MMORPGs is also in our plan.
