This paper presents an effective design method for a gas identification system. The design method adopted the sequential combination between the hybrid genetic algorithms and the TSK fuzzy logic system. First, the sensor grouping method by hybrid genetic algorithms led the effective dimensional reduction as well as effective pattern analysis from a large volume of pattern dimensions. Second, the fuzzy identification sub-models allowed handling the uncertainty of the sensor data extensively. By these advantages, the proposed identification model demonstrated high accuracy rates for identifying the five different types of gases; it was confirmed throughout the experimental trials.
INTRODUCTION
In many fields that have to process and deal with information, uncertain characteristics and a high dimension of data make the analysis of information difficult. Especially, analyzing data, which changes their properties over time, is very difficult because they include a lot of inconsistent and uncertain information. In case of handling these data, a method using the useful parts of the data can be effective but requires various analysis techniques, generally principal components analysis (PCA), Fisher's linear discriminant analysis (LDA), feature subset selection (FSS), C-means clustering, radial basis function classification, K-nearest neighbor classification and so on [1] [2] [3] [4] [5] . To apply the above techniques, in addition, complex or various numerical analyses are accompanied independently [6] [7] [8] [9] [10] . Recently, soft computing techniques such as fuzzy logic, neural networks and genetic algorithms have been frequently used as the strong tools to handle the uncertain data. because they cannot only widely cover uncertainty and inconsistent characteristics concealed in the data but also finely process the characteristics of the data when combined with traditional numerical analysis techniques [11] [12] [13] [14] [15] [16] [17] In addition, except for several limitations, it is easy to use after their concepts were recognized properly. This paper proposes an effective gas identification model based on fuzzy logic and hybrid genetic algorithms. Generally, data from the gas sensing system include great uncertainty and inconsistent characteristics because of their measurement environments, conditions, and drift from sensors [18] [19] . Thus, adopting them for design of the gas identification system can have an edge over using the traditional numerical techniques. In special points of view, fuzzy reasoning can effectively describe the uncertain information because of its capacity for uncertain data, and genetic algorithms can extract useful pattern combination in a large volume of patterns because of the ability of their combination optimization [20] [21] [22] [23] [24] [25] [26] [27] . These concepts are applied to design the gas identification model in this paper. First, in order to reduce high dimension or extract the useful patterns in high dimension patterns, this paper uses hybrid genetic algorithms of which the genetic operators take all the advantages of the statistical analysis and evolutional analysis. Then, the extracted pattern groups are used to design the sub-identification model, respectively where TSK fuzzy logic is used to describe the extracted patterns. Finally, the best sub-identification model is selected by the accuracy rate, and it performs identification for all types of gases. Ultimately, this paper consists of the four main procedures such as data normalization, pattern classification or dimensional reduction, design of the fuzzy identification model, and pattern group selection or submodel selection.
BASIC CONCEPT OF THE GAS IDENTIFICATION MODELDE
In this paper, we use 175 32 matrix data, which were repeatedly measured for the five types of gases by 35 times from 32 sensors. Each gas data set consists of 35 32 data values, respectively. Among them, the data values from the first column to the 25th column are used for model learning and the remaining values are used for model verification.
The proposed identification model is accomplished by the four major procedures named as the data normalization, sensor combination, sub-fuzzy model design and group selection. In the data normalization, all the measured sensor data are normalized by the critical value. This plays a role of compensating the sensor drift caused by repeat measures. In the sensor combination, 32 sensors are divided into 8 groups. Thus, the 8 groups consist of the 4 sensors of which the measurement patterns are similar to one another, respectively. The sub-fuzzy model design procedure constructs 8 fuzzy models corresponding to the 8 groups, respectively. They can identify the types of gases and display the results of the gas identification. Finally, the group selection selects the best sub-fuzzy model to determine the types of gases by the performance index. In order to verify the performance of the total system, the remaining sensor data are used. Fig. 1 shows the flow of the proposed identification system.
The total procedures to design the proposed identification model are illustrated in Fig. 1 . From the sensor array, the normalization was carried out using the linear scaling technique, and the sensor classification applies the hybrid genetic algorithms for which the combination between the standard deviation and correlation function are used to determine the direction of genetic evolution. In addition, the fuzzy system design uses the TSK fuzzy logic and the group selection uses accuracy rate as performance index.
PATTERN ANALYSIS TECHNIQUE

Normalization and objective function of genetic algorithms
The characteristics of the sensors may be changed to time. This phenomenon makes the electric signals weak, and the performance of the identification model becomes worse. If the responses of the sensors are well maintained, although their sensitivities are declined by the drift, their responses can be effectively applied to analyze the types of gases. The normalization process of the electric signals is the first procedure for effective pattern analysis. The sensor characteristics and the electric signals corresponding to each gas are effectively analyzed by this process, which can reduce the sensor drift influences that cause difficulties of pattern analysis. We perform normalization of the electric signals in a simple method as follows.
In Eq. (1), NV denotes the critical value and can be defined by random value. ES(i,j) denotes the jth signal value of the ith gas. (i) is the weight value that makes the sum of the whole signal values of the ith gas can be equal to the critical value.
This normalization procedure can lead to the comparison of measurement patterns regarding the sensors in the same amplitude range and also contribute to an effective analysis of the gas patterns. After the normalization procedure is performed, all the signal patterns corresponding to the types of the given gases and the characteristics of the sensors are displayed in the same pattern range. However, it is not easy to analyze all the patterns displayed because 32 sensors were used to measure the given gases. The pattern dimension needs to be reduced. We use the hybrid genetic algorithms for the dimensional reduction because the sensor patterns can be analyzed clearly if the 32 dimensional patterns are classified into the low dimensional groups with similar patterns. In general, the traditional genetic algorithms are based on the evolutional characteristics. These characteristics took a long time to reach the optimum solution or converged to the local The real coding method is used to make the initial population of the genetic algorithms because it is free for the expression of the searching space or chromosome compared to the binary coding method. A chromosome of the initial population consists of 4 genes of which the properties are designated by the sensor number in the random selection. Next, the objective function, which determines the direction of the evolution in the genetic algorithms, is given as follows where OF(g)denotes the objective function value of the gth chromosome in the current population.
Given that the objective function was defined by combining the standard deviation and the cross-correlation function, the formulas of the given objective function are defined as follows, respectively.
In (3), (4), (5) and (6), k denotes the number of gas and dn denotes the total number of the gases.
Eq. (3) denotes the standard deviation and it plays a role that can widen the difference between the center values of the each gas data. If the standard deviation value is large, the patterns of each gas can be clearly distinguished between the center values of each gas. Eq. (4) denotes the covariance for the center values of each gas data and Eq. In Eq. (7) and Eq. (10), p denotes the gene number and v denotes the number of the measurement for each gas. In addition, D (g,k) are critical values that are searched in the total sensor data of the kth gas of the gth chromosome.
Ultimately, the given objective function is to make sensor combinations that consist of 4 sensors with similar responses and their standard deviations are clearly distinguished.
Design of genetic operators for reduction of patterns
The genetic algorithms require genetic operators such as crossover, mutation, reproduction, and so on. This paper adapts the hybrid genetic operators. The reproduction operator is defined as follows.
In Eq. (12), s (g,p) denotes the pth gene of the gth chromosome in the mating pool that is built up in order to generate offspring by cross-over. s G (g,p) denotes the pth gene of the gth chromosome in the G generation population. In addition, F G (best) denotes the best fitness value in the G generation population and F G (g) denotes the fitness value of the gth chromosome. Lastly, is the positive constant, and s G (g,best) is obtained as follows. 
This reproduction operator makes the chromosomes of the offspring population of the next generation similar to the best chromosome for the current population. This can contribute to the generation of effective offspring and enhance the performance of the genetic algorithm.
Secondly, this paper uses the modified simple crossover operator as follows. This operator performs the linear combination between two parent chromosomes in order to generate offspring in the mating pool after generation of the mating pool. Each gene is then changed by the following formulas.
The formulas, Eq. (14) and Eq. (15), denote the pth genes of the gth chromosomes of the offspring corresponding to the chromosome for the selected two parents. In addition, is the multiplier and it can be defined in random.
Thirdly, we use the dynamic mutation operator and it is defined as follows.
In Eq. (16), s (g,p)denotes the mutation value of the pth gene in the gth chromosome and is the random number taking one of the two numbers, 0 and 1. In addition, s U (g,p)and s L (g,p)are the upper and lower limit values that are defined by the sensor numbers. The mutation operator of the genetic algorithms can influence the convergence time as well as the wide searching space of the genetic algorithms. Thus, this paper uses the mutation function as follows.
In Eq. (17), h is the real random number between 0 and 1, and G max is the number of the maximum generation to evolve the genetic algorithms. In addition, b is an inequality parameter that can finely control the searching space. In regards to the formula, the genetic algorithms can search the optimum solution by using the local searching space according to the generation evolution from the wide searching space. The convergence of the algorithms can be improved more effectively. Finally, we adapt the elitist strategy, which can make strong parents contribute to the generation of their offspring consistently After all algorithms were performed, 32 sensors are classified into 8 groups in which measurement patterns of 4 sensors are similar to each other, respectively.
REDUCEDPATTERN ANALYSIS USING FUZZY MODEL DESIGN
This paper uses the TSK fuzzy model to design the identification system, and in general, it is defined as follows.
where are the normalized sensor data, and p denotes the number of the input. p is defined by 4 because the one group consists of 4 sensors and thus the model uses 4 input variables. In addition, c are the output parameters of the linear model in regards to the consequent part in the TSK fuzzy rule. The TSK fuzzy model requires the fuzzy partition to generate the fuzzy rules of the antecedent parts and the parameter identification to estimate the parameters of the consequent part.
Fuzzy rule generation
Fuzzy partition of the input space is performed for each group using the whole data. The sizes of the input spaces for each group are defined by each maximum data value and each minimum data value, and the defined input spaces are partitioned by 5 fuzzy sets in each group, respectively. 
Effective Gas Identification Model based on Fuzzy Logic and Hybrid Genetic Algorithms
In Fig. 2, Center(q,j) are means of each gas and x(q,p,j) are the ith normalized data of the pth sensor. To retune the five fuzzy sets, the K-means clustering algorithm is used. One input data set consists of 4 normalized sensor data such as x(q,1,i), x(q,2,i), x(q,3,i) and x(q,4,i) and degrees of membership of one input data are defined by two fuzzy sets. If one input data set is distributed as in Fig. 2 , it can generate 16 fuzzy rules related to the antecedent part, as follows.
In (19) , M is the total number of the fuzzy rules, and FS(q,j) denote the jth fuzzy sets satisfied by the input data in the qth sensor group. In addition, x(q,1,i) denotes the ith normalized data value of the first sensor in the qth sensor group. This rule generation is performed for all the input data sets in the qth sensor group, and all the duplicate rules are eliminated except for one rule, respectively. In theory, 625 fuzzy rules can be generated, but the total number of the generated fuzzy rules is less than in theory because this paper uses just the given sensor data and several rules are eliminated. In addition, this rule generation is independently performed for all 8 groups because 32 sensors were classified into 8 groups.
Parameter identification for the regression model
The TSK fuzzy rules require the parameter identification of the consequent part as shown in Eq. (18), and the consequent part is expressed as a linear regression model in general. Thus, the parameters can be easily estimated by the least square method (LSM). If l input data sets satisfy the rth fuzzy rule of the qth group, l simultaneous equations can be generated as follows.
In Eq. (20), y (q,r) (j) can be defined by the center values of the fuzzy sets that denote the types of the gases expressed by the input data sets, and c (q,r) denote the parameters for the rth rule of the qth group. This Eq. (20) can be expressed by vector form as follows.
Also, the parameter vector can be estimated by the LSM algorithm as follows.
In Eq. (20), C (q,r) is the parameter vector that should be estimated by the LSM algorithm, X (q,r) is the input data vector, and Y (q,r) is the output vector, which consists of the center values of the five types of gases. After the entire parameter vector was estimated for all the fuzzy rules, the model output for new input sensor data set can be obtained by using the firing strengths and local output. As follows, the firing strengths of the fuzzy rules are calculated by the minimum operator if the new input data satisfy the Q fuzzy rules.
The model output can be obtained by the sum of the weights as follows. Finally, the identification regarding the type of gas for the new input data is performed by using the following discriminant.
Eq. (25) denotes that the type of gas is defined as the gas with minimum dis(q) among the dis(q) s of entire gases.
Final output definition among 8 sub-identifications
In this paper, we used 8 groups for dimensional reduction and effective pattern analysis. Each group performed identification independently and 8 identification values can be generated to each group. Among them, the model has to only have one identification value because of their possible conflictions. An easy approach to this problem is to use the group with the best accuracy rate for the final output of the system after verifying performances of 8 groups by using the training data. The group selection factor can be defined as follows.
In Eq. (26), tr is the length of the training data and Gas(q,i) denotes the type of the gas corresponding to the ith sensor data of the q th group. Also, dis(q,i) denote the type of the identified gas for the ith sensor data of the qth group. Finally, fitF(q) is the fitness function and is defined as follows where OF(q) is the objective function of the qth group. Therefore, Eq. (26) means finding the best group with the highest accuracy rate. The output of the proposed identification model is determined by the output of the best group.
EXPERIMENTAL RESULTS
For the design and verification of the proposed identification model, we use the sensor data sets measured by an odor sensing system which had an array of conducting polymer sensors mounted on substrate together with associate electronics developed by K. C. Persand, Manchester University. UK [18, 19] . Fig. 3 presents the sample configuration of the measurement system.
The sensing data set measured from the odor sensing system is expressed by the 175 32 matrix. The sensor array consists of 32 sensors and five types of gases were used for the design of the identification model. In addition, each gas was measured 35 times. Among each value of sensing data corresponding to each gas, each 25 data values are used for the model design and learning, and the remaining data values are used to verify the identification ability of the proposed model. The measured sensing data values are first normalized in Eq. (1), and Fig. 4 shows their normalized form. Using these patterns, 32 sensors are classified into 8 groups by the hybrid genetic algorithms. Table 1 shows the parameter values for the hybrid genetic algorithms. Fig. 5 illustrates the analysis results of the first group that consist of the measured gas data patterns, the sensor measurement pattern and the performance of the genetic algorithms. Table 2 . Analysis results of the training mode Fig. 5 shows that the features of the gas data pattern and the sensor measurement pattern are similar between all the gas tapes and all the sensors. This is because the objective function of the first group is highest compared to those of other groups. Fig. 6 shows the analysis results of group 6 with the low objective function in order to compare the characteristics between the first group and sixth group. In Fig. 6 , the features of the gas data pattern and the sensor measurement pattern are also similar between all the gas types and all of the sensors except the gaps of all the gas type patterns and all the sensor patterns are smaller than in These results can suggest that the types of gases and the performances of the sensors are distinguished in the first group more clearly than in the sixth group. Thus, these results show that the genetic algorithms can be effectively used to extract the useful feature pattern. Fig. 7 presents the response patterns of the proposed model for eight groups.
In Table 2 , 5 Gen. denotes that the best sensor combination was searched by 5 generation evolution in the maximum 30 generation evolution. This proves that the hybrid genetic algorithms used have excellent combination performance. In the results of the selection factor, the first group is the best and it represents the output of the proposed identification model. Table 3 shows the results of the models for the verification data.
In Table 3 , the proposed model failed only once in regards to the identification of the two gases, acetone and methanol, respectively, but showed 100% identification rates for other gases. The total accuracy rate is as high as 96%, and this can mean that the performance of the proposed model is excellent. In the actual identification mode, the model burden can be greatly decreased because only group 1 performs the actual identification for all the gases. The results of Table 3 were presented in order to compare all the performances of the groups and to verify the validity of the group selection.
CONCLUSIONS
This paper dealt with the design of the identification model using the fuzzy logic and the hybrid genetic algorithms. The advantages of the proposed model are that the model can effectively handle the uncertainty of the sensing data and the complex dimensional reduction. As a result, the proposed model showed an accuracy rate of 100% regarding the three gases, butanone, propanol and water, and demonstrated an accuracy rate of 90% for the two gases, acetone and methanol, respectively. The average of the proposed model with 96% means that the proposed methods were valid to handle uncertain gas data and design a gas identification model. In the future, if the method can consider the identification patterns of all the groups for gas identification, the performance of the proposed model will be substantially improved.
