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 Organic electronic devices offer cheaper solution processability than their inorganic counterparts 
and allow for the vast tailorability of synthetic chemistry to tune properties and efficiency. A 
critical fundamental challenge is to understand the dynamics and mechanisms of charge 
transport, particularly the role of defects and traps. This is motivated in part by research we 
performed in the origins and occurrence of negative differential resistance (NDR) in 
phthalocyanine systems, discussed below. In this dissertation, I have explored the surface 
potential energy distributions of organic, semiconducting thin films via Kelvin probe force 
microscopy and analyzed the effects of disorder in the samples. Thin films of commonly used 
materials in organic electronic devices were tested, both on short and long time scales, and 
throughout these experiments, a previously unnoted asymmetry in the energetic distribution was 
observed. To determine the cause of this asymmetry, the energetic distributions were compared 
to a dynamic Monte Carlo simulation, with experimental and theoretical results suggesting 
nanoscale charge heterogeneity providing the greatest cause. These results were followed with 
additional experiments, first testing the evolution of the potential energy distribution over time 
and then testing intentionally patterned dual-component films to witness whether the asymmetry 
persisted or not. Over long scan times, the energetic distributions equilibrate to a more Gaussian 
distribution and shift in value, first quickly then more slowly, indicative of two different regimes 
of energetic disorder: shallow and deep, respectively. The patterned films were created using 
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multiple shapes at varying sizes, and they displayed no correlation between the degree of 
material patterning and the appearance of asymmetry. This indicates that while phase segregation 
may affect the potential energy distribution in organic semiconductors, it is not the main cause of 
asymmetry exhibited and explored here. It is important to more completely explore how disorder 
affects these materials, as they are commonly researched and utilized for organic electronic 
devices. With a greater understanding of disorder, more powerful and efficient devices can be 
created. 
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1.0  INTRODUCTION 
1.1 ELECTRONIC DEVICES 
1.1.1 Material Variation 
Since the beginning of the technical age, silicon and other inorganic semiconductors have been 
in widespread use/production. The major advantage of these materials, and why they have been 
utilized almost exclusively in the last sixty or so years, is that when purified and doped properly, 
they provide the effective charge transport pathways needed for electronic devices. The major 
downside, however, is that the purity required for use in electronics is extremely high (i.e. for 
solar cells purity must be at least 99.9999999%), especially when compared to the concentration 
of dopants required to encourage charge transport within the material. 
Beginning in the 1990’s, interest began to increase in the use of organic semiconductors 
for electronic devices. Due primarily to the difference in dielectric constant between the two 
types of materials, i.e. silicon dioxide and conducting polymers, charge transport is a much more 
complex process in organic materials, as discussed below and outlined in Figure 1.1. In addition, 
long-term stability is a concern for these types of less robust devices. Key advantages persist, 
however, and have maintained interest in the use of organic polymers and small molecules: 
synthetic tailorability, ease of processing, and low cost of production. With the help of synthetic 
chemistry, functionality, size, polarity, and many other properties can be changed according to 
requirements of device operation. Processing of films and devices with methods like roll-to-roll 
 1 
printing, inkjet printing, and various spraying techniques provide many cost-effective, simple 
deposition methods from which to choose. Finally, the difference in cost between production of 
solar panel silicon and conducting polymer device materials alone is drastic, in addition to the 
significantly lower cost of processing techniques for organic materials. 
1.1.2 Complications and Loss Mechanisms in Organic Devices 
The discrepancies in efficiency between organic and inorganic semiconductors primarily stem 
from a more complex process of charge separation in organic materials. An inorganic solar panel 
with a p-n junction architecture works according to the following process: a photon of light is 
absorbed, the electron is excited, the hole makes its way to the p-type portion of the material 
while the electron moves to the n-type doped material, and the two charges move to their 
respective electrodes. In an organic material, because of the much lower dielectric constant, the 
electron and hole cannot separate unless there is a much higher energetic favorability; they are a 
bound pair, referred to as an exciton. The charge separation process in an example organic 
device (a bulk heterojunction solar cell) is outlined in Figure 1.1 below. 
 2 
 Figure 1.1. Diagram of charge separation in an organic bulk heterojunction solar cell.  
 
A bulk heterojunction solar cell is comprised of a donor and an acceptor material, both of 
which are dispersed isotropically through the device. The process of charge separation occurs in 
the following steps. First, a photon is absorbed to create an exciton. Second, the exciton moves 
toward a grain boundary, where the energetics favor the transfer of the electron into the acceptor 
material. Third, the exciton breaks apart. Finally, the two charges move through their respective 
materials toward the electrodes. 
Complications consistently arise during this process, as evidenced by its low efficiency. 
The two main processes in competition with full charge separation are exciton loss and charge 
recombination. The energy responsible for the excitation of the electron in the first step of the 
process may be lost in a myriad of ways in the time it takes for the exciton to reach the grain 
boundary. For instance, the exciton may collide with a defect or energetic trap in the film, in 
which case the energy would dissipate to neighboring molecules and the electron would de-
excite. After successful separation, charges are traveling through a chaotic material landscape, 
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and there are many places where charges can (re)combine and de-excite as well. Both of these 
mechanisms, among others, contribute to the low efficiency and the material-specific challenges 
researchers face in organic electronic device design. 
1.2 CHARGE TRANSPORT IN DISORDERED MATERIALS 
Similar to the distinctive charge separation processes in inorganic and organic semiconductors 
materials detailed above, charge transport occurs very differently in the two types of materials.1 
Consistent charge transport in an inorganic semiconductor is achieved by doping the material 
with impurities to introduce charge carriers and modify the charge band architecture. Different 
types of dopants encourage transport of either electrons or holes, based on whether the 
conduction or valence band of the material is moved closer to the Fermi level by the addition. 
Charge movement thus occurs similarly to that of a metal, with carriers moving freely through 
the lattice to produce current.2 
Organic semiconductors, however, arrange in semi-crystalline lattices and have a much 
higher degree of disorder than their inorganic counterparts. Because of this, charge carriers are 
not free to move through the material but are localized on molecular sites, necessitating the use 
of thermally activated hopping to move. There are several theories on the rate by which this 
process occurs, the most common of which are Marcus-Hush and Miller-Abrahams, but there is 
not a distinct picture of the role of defects and disorder in the process. Defects come in many 
forms in conducting polymers and small molecules as both chemical and physical impurities, like 
contaminated materials or dust and dirt in the film, respectively. In addition, many electronic 
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devices require the use of multiple materials in device fabrication. Thus, a more complete 
understanding of disorder effects is necessary to further device development. 
1.2.1 Simulation Method 
For several years, our research group has investigated the relationship between disorder and 
charge transport via Monte Carlo simulations with direct incorporation of disorder within the 
model.3-5 The most unique aspect of the model is that it takes Coulomb interactions into account, 
both in between charge carriers and between charge carriers and charged defects. This is very 
computationally taxing, but it is also quite important in determining how charges and their 
movement are affected by defects within the device. 
Monte Carlo simulations utilize repeated random sampling to determine the probabilities 
of the occurrence(s) in question. In our model, this becomes a monitoring of the location and 
movement of charge carriers within a monolayer device as they are affected by intentionally 
placed energetic traps and barriers in the model. This process is explained in more detail below. 
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 Figure 1.2. a) A visualization of the Monte Carlo simulation model and b) an example of the use of “random walk” 
architecture for use with charge movement.3 
 
To begin, the model is set up like a grid, where each site represents one molecular space 
that can be occupied by a charge carrier. In Figure 1.2A, the grid is mostly made up of red sites 
(active, regular molecules) but also includes green sites (defects). During the course of the 
simulation, charges consider their surrounding neighborhood (exhibited in Figure 1.2B) and 
move according to calculated probabilities. The probability of a charge hopping to one of four 
nearest-neighbor sites is dependent on whether the site is occupied and the change in potential 
energy between sites. To study the role defects play in this process, defects as both non-
interacting and interacting charges are placed within the simulation, seen in Figure 1.3. 
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 Figure 1.3. Charge transport in the simulation model interacting with a) noninteracting and b) interacting 
charged defects.3 
 
Because Coulomb interactions are included in the simulation, the two transport scenarios 
in Figure 1.3 yield significantly different results. With a noninteracting defect (Figure 1.3A), the 
carrier is neither repulsed nor attracted and moves straight into it, becoming blocked. In Figure 
1.3B, if the defect interacts with the carrier (and has the same sign), the carrier will be repulsed 
from the molecular site containing the defect and will likely move around and continue toward 
the drain, often times finding an alternate pathway to the electrode. In the case of the carrier and 
the defect having opposite signs, carriers would be attracted to the defect and accumulate, 
contributing to the creation of a charged island in the film. In which case, other carriers of the 
same sign would then move around the island similarly to that described in the first case. 
After completing the simulation, many properties can be easily extracted, one of which is 
the potential energy distribution, which can provide information about how disorder affected the 
charge movement over the course of the run. 
1.2.2 Disorder Model 
Most commonly, it is assumed that disorder in a semiconductor system can be well-
approximated via the Gaussian Disorder Model (GDM), developed by Bässler.6 With the 
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assumption that electron-phonon coupling is weak and so polaron effects are neglected, charge 
hopping rates would be well-described by Miller-Abrahams theory, where the charge hopping 
rate is dependent on the distance between the molecular sites and the energy barrier associated 
with it. Coupled with this is the requirement that the concentration of charge carriers is low 
enough that there is no significant interaction between them7. Bässler then asserted that energy 
distribution of the localized molecular sites could be approximated by a Gaussian function, 
where both positional and energetic disorders are incorporated. This is supported by absorption 
spectra of the materials typically having Gaussian profiles and that coupling between a charge 
carrier and random distribution of dipoles leads to a Gaussian density of states function. 
Given these assumptions, it stands to reason that the energy profile for organic 
semiconductor thin films, both theoretically and experimentally, would produce a Gaussian 
profile as well. However, the assumptions described in the model are inaccurate for organic 
semiconductors. Electron-phonon coupling in organic materials is strong and the concentration 
of charge carriers likely exceeds the low-carrier limit. Thus, Marcus theory of electron transfer, 
which takes into account polaronic effects, is a more accurate representation8,9.  The break down 
of this assumption is reinforced by our simulation results, which have yielded energetic 
distributions showing an asymmetric shape. This is not surprising, given the incorporation of 
Coulombic effects into the simulation. 
The distributions in Figure 1.4A below were calculated for varying “seed percentages” of 
traps at the same 20% trap concentration within the simulation, which essentially controls the 
heterogeneity of traps, with the lowest seed percentage creating the most heterogeneous 
distribution and the highest seed percentage creating the most homogeneous (Figure 1.4B). It 
appears from the simulation results that not only does the heterogeneity of charge traps in the 
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semiconductor film have a large affect on the energetic distribution, but that the energetic 
distributions are rarely truly Gaussian in shape. 
 
 
Figure 1.4. A) Distributions of potential energy computed for monolayer organic semiconductor transistors for 
varied “seed trap” percentage (shown in the frames) and B) a visualization of the compared seed trap percentages, 
where more heterogeneous films have lowest seed percentage (1%) and homogeneous have higher (100%).4 The 
distributions in A) were performed using only positive charges. Thus, they have a scale issue for comparison, but the 
shapes of the distribution are in agreement with more accurate simulations performed after these including negative 
charges as well. 
 
1.3 ATOMIC FORCE MICROSCOPY 
Atomic force microscopy (AFM) was invented in the 1980’s following its precursor, scanning 
tunneling microscopy (STM). In recent decades, it has become an extremely versatile 
instrumental technique in a wide range of research fields for mapping and measuring nano- to 
micro-scale samples. The instrument operates via a small tool called the cantilever, which probes 
the surface of the sample to create a map. While optical microscopes are limited by the 
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wavelength of light, AFM is limited only by the constraints of the instrument architecture, like 
the size of the cantilever, the sensitivity of the feedback electronics, and the extension of the 
piezoelectric in the scanning head. For instance, the sensitivity of the measurement by the 
cantilever is limited by how small it can be made, and resolution cannot be achieved smaller than 
the tip radius for imaging. For instance, the cantilever tips used in experiments detailed below 
were machined from silicon wafers and have a radius of at least 10 nm, and consequently, the 
best resolution possible is >10 nm with experimental factors likely increasing that number. This 
becomes less of an issue with continual advancements in tip fabrication to extend the length of 
the probe and increase resolution in multiple modes, i.e. height imaging or imaging of electronic 
properties. For example, a carbon nanotube-modified cantilever was sharpened to an apex of 
5nm by in situ trimming in an ultra-high vacuum transmission electron microscope (UHV TEM) 
chamber. This tip, coupled with electrostatic force microscopy (EFM), resolved dopant features 
to within 10 nm in air, a significant improvement in resolution from previous measurements.10 
Operation of the AFM is accomplished in a few simple steps. The cantilever is oscillated 
near or on the sample’s surface. A laser point is focused on the cantilever’s head and reflected 
onto a photodiode detector. As the cantilever is scanned across the sample, any changes in the 
oscillation of the cantilever, i.e. bumping into a feature on the surface, are recognized. The 
feedback electronics produce a nullifying bias that keeps constant the force exerted on the 
sample by the cantilever. This nullifying signal is then recorded and converted into a map of the 
surface. Figure 1.5 below shows a diagram of this process. 
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 Figure 1.5. Diagram of AFM working principles.  
 
1.3.1 Tapping and Contact modes 
There are two common modes for topographical imaging: AC or tapping mode and contact 
mode. The ways in which they differ stem entirely from the type of contact the cantilever makes 
with the sample. As the names imply, cantilevers in contact mode drag along the sample while 
those in tapping mode make intermittent contact with the surface. The physical properties of a 
sample dictate a mode based on interaction with the motion of the cantilever. 
Several factors are considered when determining the most advantageous mode for sample 
scanning, including whether the sample is easily damaged, its hardness, the degree of its surface 
height variation, and more. Samples that are difficult to remake or replace and are easily 
damaged should be imaged in tapping mode due to a lower force applied on the surface by the 
cantilever than that of contact mode. Similarly, softer samples should be imaged in tapping mode 
due to the possibility of the cantilever damaging the sample or, in fact, changing the topography 
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by moving material around. Harder samples are more resistant to changes from the cantilever 
and can be imaged in contact mode. Samples with a high degree of surface roughness (i.e. 
features that are taller than the height of the tip itself) should be imaged in tapping mode as well. 
This is due to the possibility of the tip breaking on sizeable features while imaging in contact 
mode. Because the tip is only making intermittent contact with a sample in tapping mode, it is 
more likely that the tip will encounter the feature before making full contact with the surface and 
be able to retract before damaging the tip. Whereas, in contact mode, the tip might hit the feature 
and break because of the increased time required to retract the piezo in the scanning head. These 
sample properties, among other things, must be considered when determining which of the AFM 
modes must be used. 
1.3.2 Kelvin Probe Force Microscopy (KPFM) 
Kelvin probe force microscopy (KPFM) is an electrically based technique modeled after and 
using the same principles as the original Kelvin probe setup to measure the surface potential of a 
large-scale system.11 The design of the tip-sample interaction is depicted in Figure 1.6 below. 
Both the metal-coated cantilever tip and the sample have an inherent work function associated 
with them. The instrument measures the work function of the sample relative to the tip by 
application of a nullifying bias (not unlike the feedback electronics in topography scanning 
mentioned above) to equilibrate the two work functions and measure the difference between 
them. 
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 Figure 1.6. Diagram of working principles of KPFM. A) shows initial measurements performed by the instrument 
while B) shows the application of a bias to determine the contact potential difference between the tip and sample, 
which is translated into the sample’s surface potential. 
 
Due to the nature of this method, numerical data obtained from KPFM is somewhat 
subjective: the 2D map of surface potential with site energies compared to one another is useful 
information while the numerical values of the surface potential can vary dependent on changes in 
environment and work function of the tip and are thus arbitrary. Calibration of the tip ahead of 
the scan via a standard sample is typically used when contact potential difference needs to be 
measured outright.  
Another complication that may arise from KPFM is a lower spatial resolution than with 
topographical scanning methods. KPFM itself is a double pass technique, which means it scans 
the height back and forth along one line, then rises above the surface of the sample a fixed 
amount and traces the same height profile it previously measured. In this way, the surface 
potential along the line (and entire scan) is measured continuously at the same height. As a 
consequence, the tip then measures electrostatic interaction from a higher portion of the sample, 
and the spatial resolution is decreased. 
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All in all, KPFM provides a measure of the energetics of a sample with little extra 
preparation of the sample or instrumentation, as many commercially available AFM setups 
include the capability as a standard. The only extra requirement is a metal-coated conductive 
cantilever. 
1.3.3 Other Modes 
Conductive atomic force microscopy (CAFM) operates with electrically modified tips, the same 
that can be used in KPFM with a conductive coating, but is run in contact with the surface at all 
times. In this way, the instrument actually measures current via a modified cantilever holder 
equipped with a transimpedance amplifier. The distinction between the two modes (KPFM and 
CAFM) lies in the quantity measured by the instrument: KPFM measures the difference in 
potential between the tip and sample through a nullifying potential whereas CAFM is actually 
measuring a produced current resulting from a bias applied to the sample. Thus, the potential 
bias in KPFM is a dynamic quantity resulting from information obtained in the scan and the bias 
in CAFM is a fixed quantity that will produce varied current dependent on the sample properties.  
Localized conductivity measurements can occur on very low amperage ranges; for 
example, the Asylum Research CAFM application can measure hundreds of femtoamps to ten 
microamps. This type of mode is most useful for ferroelectric films, nanotubes, thin dielectrics, 
conductive polymers, etc. With the increase in research interest for all of these areas and more, 
CAFM’s prevalence has seen a large surge of use since its development and will likely see that 
continuing into the future. 
Lateral force microscopy (LFM) is a mode useful for identifying dissimilar material 
regions within the same sample. Materials are identified by movement of the cantilever in a 
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unique direction from that typically detected: The detector is divided into four quadrants, shown 
in figure 1.5 above. Typical topography scans are measured by changes in deflection of the 
cantilever in the z direction, by subtracting the reflection of the light measured in quadrants C 
and D from that in quadrants A and B. LFM measures changes in twists of the cantilever, taking 
difference in A and C from B and D. These twists of the cantilever often come from differences 
in electrostatic interaction between multiple material types in a sample. 
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2.0  NEGATIVE DIFFERENTIAL RESISTANCE IN IMPERFECT ORGANIC FIELD 
EFFECT TRANSISTORS 
This chapter has been submitted for publication in Nature Materials and has been adapted to 
suit this dissertation. G.H. designed and directed the experiments and simulation. X.C., X.Q., 
P.H., and J.G. conducted the experiments. X.C. ran the electronic calculations. A.G. performed 
the Monte Carlo simulations. All authors discussed the results. X.C., A.G., P.H., and G.H. wrote 
the manuscript. 
 
Organic semiconductors have been used in many electronics to date, including organic field 
effect transistors (OFETs)12, organic photovoltaics (OPVs)13,14, and organic light emitting diodes 
(OLEDs). Compared to inorganic materials, organic semiconductors are synthetically variable15, 
recyclable, and potentially inexpensive due to solution processing16 and roll-to-roll printing17. 
However, the presence of defects, such as dust or molecular voids, can lead to poor device 
performance. Thus, there are continued efforts to improve the charge transport properties of 
organic semiconductors, including synthesizing18 materials with high mobility and optimizing 
device morphology19. Due to weak inter-molecular interactions20,21, organic semiconductors are 
very sensitive to impurities, defects, and traps in the film. The mechanism of how the traps affect 
charge transport in organic semiconductors is still not well understood, despite the intentional 
use of doping and mixtures in devices. 
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In a p-type material, the majority of carriers are holes. Holes denote an electron missing 
from the highest molecular orbital (HOMO) of the organic molecule. Charge transport occurs via 
the hopping of holes between the HOMOs of adjacent molecules. While the energy of each 
HOMO is somewhat random due to molecular disorder, a HOMO at a particularly high energy 
(~0.1eV) will act as a trapping site for holes. Likewise, molecules with low HOMO energies 
relative to adjacent molecules will act as a barrier, or “scattering” site22. If the relative HOMO 
energy is significantly lower (> 0.4 eV), transport to the site becomes extremely unlikely. In this 
case, the site is called a defect. 
The localization of carriers and large phonon coupling in organic semiconductors mean 
that impurities have great effect on charge transport. Removal of the impurities can lead to 
substantial improvement. For example, the measured mobility increases from about 0.5 cm2 /Vs 
to 2.2 cm2/Vs when pentacene is purified via sublimation23,24. Other treatments, such as surface 
modification with perfluoropolyether (PFPE) can be used to quench trap sites25,26. The dipole 
moment normal to the substrate surface increases hole accumulation near the 
semiconductor/PFPE interface. This “trap-healing” effect leads to improved conductivity. 
Traps, barriers, and defects do not just hinder charge transport. As this paper will show, 
barriers and defects can lead to negative differential resistance (NDR) in current-voltage (IV) 
curves. NDR is a phenomenon where the current decreases with increasing voltage over some 
portion of the IV curve. NDR is an interesting and relevant process for switching circuit and 
electronic oscillator applications. While NDR was observed as early as 1974 in GaAs27, 
numerous reports of doping and defect induced NDR have occurred more recently in the carbon 
nanotube literature28. 
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 Figure 2.1. The chemical structures of Ni(II) 1,4,8,11,15,18,22,25-octabutoxy-29H,31H-phthalocyanine (NiOBuPc) 
and 5,9,14,18,23,27,32,36-octabutoxy-2,3-naphthalocyanine (OBuNc). The two structures differ in metal center and 
peripheral ligand substitution. 
 
In this work, we have experimentally measured the mobility of phthalocyanine thin film 
transistors as a function of barrier concentration and compared it to theoretical Monte Carlo 
simulations performed earlier4. The host site was Ni(II) 1,4,8,11,15,18,22,25-octabutoxy-
29H,31H-phthalocyanine (NiOBuPc) and the barrier site was 5,9,14,18,23,27,32,36-octabutoxy-
2,3-naphthalocyanine (OBuNc), shown above in Figure 2.1. Pure and mixed films, ranging from 
2.5% to 100% were fabricated via spin-coating. FET measurements of the mixed films showed 
NDR in the saturation region of the IV curve. Therefore, new Monte Carlo simulations of OFETs 
were performed to explain this phenomenon. The simulations suggest that tall barriers or defects 
can lead to NDR in IV curves. 
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2.1 RESULTS 
2.1.1 Electronic Structure  
The molecular orbital visualization in Figure 2.2 shows that the HOMO orbitals of NiOBuPc and 
OBuNc both have major contribution from porphyrine and phenyl rings, while the LUMO 
orbitals of these two molecules look quite different. The aromatic porphyrine rings have a larger 
contribution to OBuNc LUMO energy. However, the LUMO orbital in NiOBuPc is mainly 
located on an octabutoxyl alkyl arm. Therefore, this suggests that the LUMO energy difference 
between NiOBuPc and OBuNc should be larger than the HOMO energy difference. The 
calculated energy differences were -0.028 eV for HOMO and -0.385 eV for LUMO. We also 
used differential pulse voltammetry (DPV) to experimentally measure the difference in HOMO 
energies. The difference of the first oxidation peak of NiOBuPc and OBuNc, which is consistent 
with the HOMO-LUMO energy difference29, was 0.01 eV. 
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 Figure 2.2. Frontier orbitals for NiOBuPc and OBuNc. 
 
2.1.2 FET Measurements 
For each film, the source drain voltage (VDS) was scanned from 0 to -30 V. Additionally, the gate 
voltage (VG) was varied from 0 to -15 V in 5 V intervals. Note that VG is negative for p-type 
(hole conducting) materials. For values of VG below 0 V, the source drain current (IDS) initially 
increased linearly and became saturated at large VDS, typical of OFETs. A representative OFET 
IV curve is shown in Figure 2.3. 
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 Figure 2.3. Example OFET IV curves A) 100% NiOBuPc and B) 75% OBuPc. The curve in B) exhibits NDR, 
which agrees with previous simulation predictions by our group3. New simulations in this paper detail the origins of 
this behavior. 
 
 
Figure 2.4. Mobility vs. barrier concentration plots from A) experiment and B) theory. 
 
Figure 2.4A above shows mobility (calculated from the slope of a plot of √IDS vs VG) as a 
function of barrier concentration. The asymmetrical trend of mobility agrees with the prediction 
from our Monte Carlo simulation (Figure 2.4B). Moreover, we found that IDS decreases in the 
saturation region of our mixed films. 
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2.1.3 AFM Measurements 
Surface topology of the films with different composition was characterized by tapping mode 
atomic force microscopy (AFM). Samples with OBuNc percentages of 0%, 25%, 50%, 75%, and 
100% were chosen. Surfaces of all five films are smooth with low height roughness. The height 
roughness was 1.5 nm for OBuNc and ~0.3 nm for the other four samples across a 5 µm × 5 µm 
area. No observable crystalline domains were seen from both height and phase images, 
indicating a homogeneous distribution of “traps” in the film at the scale of 5 µm × 5 µm. 
2.1.4 Monte Carlo Simulations 
IV curves for systems with defects, barriers, and traps were analyzed. We found that systems 
with defects and tall barriers (> 0.4 eV) show NDR in the saturation region. Whereas, pure 
systems and systems with shallow traps did not. To understand this behavior, we examined the 
slope of the theoretical IV curves as a function of trap/barrier energy (Figure 2.5). 
Figure 2.5A shows a curve of the slope of the saturation region (exemplified in Figure 
2.5B) as a function of trap/barrier energy. The derivative of the IV curve has units of 
conductance (S), which is the inverse of resistance (R). Therefore, the slope is called the 
differential conductance. A negative differential conductance, then, is equivalent to a negative 
differential resistance. When the trap energy is zero (as in a pure system), the differential 
conductance is small and positive (0.04 nS). Ideal saturation would mean that the conductance 
does not change with voltage. This system is nearly entirely saturated. 
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 Figure 2.5. A) Curve of the slope of the saturation region as a function of trap/barrier energy and B) simulated IV 
curve for tall barriers exhibiting NDR. 
 
Interestingly, as the trap or barrier energy increases, the differential conductance reaches 
a maximum at +/- 0.16 eV. The peak for traps (0.68 nS) is nearly twice the height as the peak for 
barriers (0.32 nS). A larger differential conductance indicates a perturbed onset of ideal 
saturation. This suggests that traps are a larger hindrance to charge transport than barriers, likely 
because it is thermodynamically favorable to fall into a trap. The peak location in Figure 2.5A is 
near the energy associated with the potential difference between the source and drain electrodes 
at saturation for an adjacent site hop (e * 150 V / 1024 nm * 1 nm ~ 0.15 eV). It is this energetic 
driving force, along with the Columbic interactions between carriers, which drives carriers out of 
traps or past barriers. The presence of the peaks in Figure 2.5A indicates that traps/barriers are 
(at first) an increasing hindrance to ideal saturation. 
As traps deepen beyond 0.16 eV, the differential conductance begins to fall and remains 
zero for traps deeper than 0.4 eV. Although the differential conductance calculated is zero 
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beyond 0.4 eV, a saturated IV curve does not exist. When traps are beyond 0.4 eV, there is 
nearly zero current, because nearly all carriers have become trapped and trap sites then far 
outnumber carriers. The simulation assumptions, such as constant carrier concentration, are 
likely invalid in this region. To obtain a more realistic result, a simulation with negatively 
charged defects could be performed. Barriers behave differently as they become larger than 0.16 
eV. The differential conductance falls off, and becomes negative beyond 0.4 eV. At this energy, 
the barriers become insurmountable hills or defects. 
2.2 DISCUSSION 
It was reported by Ma30 that both traps and barriers would decrease the mobility, but to a 
different degree. They found that traps reduced the mobility more strongly than the barriers and 
they attributed it to the different mechanism of how traps and barriers work: in the case of traps, 
the holes would be caught and could not move freely until there was sufficient thermal 
activation. However, while carriers are hindered by barriers, they may still move freely in the 
film. Qiu et. al31 examined the effect of traps and barriers by doping the host semiconductor 
material, 4,4’-N,N’-dicarbazolebiphenyl (CBP), with three other different semiconductors of 
various energy level differences (low barriers, deep traps and deep barriers). They concluded that 
shallow traps and barriers decreased the mobility more than the deep dopants. While the energy 
barrier is not very large for shallow traps/barriers, carriers would still proceed in the regular 
hopping path between sites. However, if the energy barriers or dopants are large, the carriers will 
travel in elongated paths to avoid barrier sites. 
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Monte Carlo simulations performed suggest that shallow traps and barriers will also 
decrease the mobility of carriers. At a certain concentration dependent upon the trap/barrier 
energy, the mobility reaches a minimum value. It is true that the path of carriers may not change 
much in the presence of shallow traps/barriers, but there is an increased probability that carriers 
will remain on a trap site (or behind a barrier site) relative to normal sites. Thus, carriers spend 
more time in the film, decreasing the overall mobility. Nearly zero mobility is achieved by the 
presence of very deep traps, discussed above. The mobility can only recover in this regime when 
carriers begin to travel between the manifold of trap sites, occurring with significant increases in 
the number of those sites. 
Our FET conductivity measurements show that the introduction of OBuNc decreased the 
charge transport in NiOBuPc strongly even though the morphology of the films did not look 
substantially different, which agreed with the simulation. However, the shallow barriers in the 
experiment produced the asymmetric mobility curve and NDR, both of which indicate the 
behavior of deep barriers predicted by the simulations.  
The origin of NDR in the simulations is an interesting story. Consider, for example, that 
to have an escape probability of 1.0% without Coulomb interactions from a trap that is 0.3 eV 
deep, a 0.391 eV C-1 nm-1 electric field is needed. As that is 391 V over 1000 nm, the device may 
decompose. In this situation (deep traps), all carriers in the OFET will be trapped and no current 
will flow. The Coulomb interactions between carriers will drastically lower the required voltage 
to free carriers from traps. For example, the repulsive energy from another like-charged carrier 
just 1 nm away is 0.411 eV. Ignoring the mean field energy from all other carriers, this means an 
extra 0.206 eV of energy is released when the carrier escapes the trap. This reduces the electric 
field needed (for a 1.0% probability) to 0.185 eV C-1 nm-1. Although 185V over 1000 nm is very 
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high, this calculation only includes the effect of a single extra like-charged charge. The addition 
of more charges will lower the voltage to a reasonable level. In this way, Coulomb interactions 
are significant for the de-trapping process in OFETs. 
This is not the case for barriers, however. For a barrier at 0.3 eV, the above probabilities 
and voltage also apply. However, the process in question is transport to the barrier site rather 
than escape from a trap site, which is a crucial process for an OFET. While deep traps will 
reduce the current to zero rendering the device dead, current can still flow in the presence of high 
barriers, producing negative differential resistance in the saturation region of the IV curve. 
The proposed mechanism of NDR is as follows. Carriers, which cannot easily transport to 
a barrier molecule, will be blocked from moving towards the drain electrode within the 
saturation region of mobility. This is because the probability to move towards the source is very 
low compared to other regions: the likeliest case is for the carrier to remain in place. For 
example, consider a system with no barrier, and an electric field of 0.1 V/nm.  We can estimate 
the transport probabilities for a carrier by considering energy changes and using the Boltzmann 
factor with a coupling constant.  Ignoring Coulomb interactions, the transport probabilities are 
Pright, Pup, Pdown = 8.325%, Pleft = 0.174%, Pstay = 74.85%. If there is a tall barrier in front of the 
carrier, then Pright ≈ 0%. This raises the probability of the carrier staying in place to Pstay = 
83.18%. Although the energy change to move up, right, or down is negative, the probability is 
not 25% because the electronic coupling (a value of 1/3 is being used for demonstration) may not 
be perfect. This is one reason the probability to remain stationary is so high. 
Coulomb interactions will reduce the probability for the carrier to remain in place in both 
cases. However, the probability for the carrier to stay put will remain higher when a barrier is 
present, because Pright ≈ 0%. When VDS is lower (before the saturation region), the probability to 
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move backwards is increased. This has the effect of reducing the probability of the carrier 
remaining in place. For example, at 0.01 V/nm, the probability to move backwards increases to 
5.654%. The net effect is that carriers are better able to move around the barrier and navigate to 
the electrode. 
Because of these effects, increasing the voltage in the saturation region also increases the 
probability for carriers to remain in place. The carriers become entrenched behind the barriers 
since they cannot make it to the drain electrode, and the current decreases with increasing 
voltage: NDR. The same phenomenon will arise when sites are defective, or not allowing 
transport. 
In short, Coulomb interactions can lead to a lessening of the negative differential 
resistance, as the slope of the IV curve in the saturation region will have smaller magnitude. The 
probability for a charge to remain behind a barrier is lowered with the introduction of Coulomb 
interactions, because the carrier must move against the field of other carriers to escape. However, 
the probability of other carriers to move near the blocked carrier is significantly reduced: from 
8.325% without Coulomb interactions to 0.139% with interactions included. A carrier is much 
more likely to move around a blocked charge, increasing the likelihood that it will make it to the 
drain electrode and increase the overall current, thereby reducing the NDR. 
2.3 CONCLUSIONS AND CONTEXT 
We explored the effect of barriers on the charge transport in organic semiconductors processed 
from solution. The AFM topography and FET conductivity measurements show that introduction 
of controlled amounts of barriers does not affect morphology or domain size, but the 
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conductivity changes significantly. It was found that even 2.5% of OBuNc introduced would 
decrease mobility by 90%, which is concurrent with the simulation of deep traps, barriers, and 
defects. Surprisingly, the shallow barriers in our experiments behaved more like the deep barriers 
predicted in simulation. Both the mobility and the emergence of NDR in experiments agree with 
the simulated prediction of high barriers. However, given the energy levels of the components, 
OBuNc should work as a shallow barrier in the charge transport between NiOBuPc molecules. 
While the cause of this discrepancy is unknown, it may be due to the introduction of shallow 
barriers affecting the crystal alignment and thus decreasing the electronic coupling in the system.  
Based on this work, we draw two practical conclusions for organic semiconductors 
fabricated from solution. First, the introduction of a small amount of “impurities” can reduce the 
mobility significantly, so it is imperative to purify semiconductor solutions and fabricate defect-
free devices. Second, if negative resistance is desired, there is no need to use photo-irradiation as 
reported previously32, it can be achieved simply using a similar mixture to that reported here. 
This investigation also brings to light an interesting question. We assumed that there were 
homogeneous distributions of traps in the material based on the fact that height and phase scans 
measured via AFM showed no separated crystalline domains. While it is likely that grain 
boundaries would provide a source of traps in the film, is this the only possible source? Are 
heterogeneous traps conceivable from a nanoscale source not visible on a device scale, making 
our assumptions about disorder inaccurate in some real devices? 
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3.0  SURFACE POTENTIAL MAPPING IN STATIC, UNIMATERIAL FILMS 
This chapter was previously published as:  
Hoffmann, P.B., Gagorik, A.G., Chen, X., and Hutchison, G.R. “Asymmeric Surface Potential 
Energy Distributions in Organic Electronic Materials via Kelvin Probe Force Microscopy” J 
Phys Chem C, 2013, 117 (36), pp 18367-18374.  
 
All experimental data and analysis was performed by P.H. (including supplemental information 
provided in Appendix A), in addition to main writing of the manuscript. A.G. developed 
simulation models and helped with analyzing theoretical data, and X.C. contributed to 
experimental design. Simulation data was provided by G.H. along with contributions to the 
manuscript. 
 
Recent scientific and technological advances in the application of organic semiconductors for 
solar electric generation, displays, and other electronic devices have spurred a great deal of 
research into the rational design of materials33-36. A combination of experiment and theory is 
commonly used to investigate the complex relationships involved between all variables, 
including optoelectronic properties37, charge transport and trapping37,38, morphology39,40, 
interfacial effects41, and film thickness42. The underlying goal for all such experiments is to 
better understand and improve charge transport in organic semiconducting thin films. 
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Conventional charge transport theory relies on a variety of assumptions that have not always 
been directly tested, for example, the use of the Gaussian Disorder Model (GDM). This model 
was derived for low concentrations of conductive molecules embedded into a disordered 
insulating polymer matrix6, not the polycrystalline or crystalline ordered semiconductors now 
studied experimentally. Defining a more accurate model both computationally and with 
synergistic experiments for disorder in organic semiconductors will help our understanding of 
their charge transport processes and contribute to rational device design. 
Kelvin probe force microscopy (KPFM) maps the surface potential of a thin film 
simultaneously with topography. It adds a second pass to the traditional AFM height scan and 
measures potential by nullifying the contact potential difference between the tip and the surface. 
This particular method is well suited to studying electronic properties because they can be 
investigated locally, with resolution in the x, y, and z directions on the sample. Though the 
method suffers from a reduced spatial resolution because of long-range interaction during the 
second scan pass43, the information has proven useful in many studies and will continue to be of 
use as researchers delve further into organic semiconductors. For example, KPFM has been used 
in recent works as a method for studying charge transport processes in OFETs41,44 and diffusion 
lengths of photogenerated charge carriers45. More specifically, effects of disorder and trapping 
are also commonly studied via KPFM, from trap formation and photooxidation46 to the effects of 
illumination and phase separation on electron transport and trapping47. 
This chapter describes an investigation into surface potential energy distributions in 
organic semiconductor thin films. Films were deposited and scanned via KPFM. Histograms 
were then taken of the potential scans and compared to potential energy distributions calculated 
by a colleague via our simulation method. Results are reported then discussed in terms of 
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interactions between the distributions and material disorder, with implications outlined for the 
assumptions of disorder models in future organic semiconductor use and simulations. 
3.1 EXPERIMENTAL METHODS 
3.1.1 Sample Preparation 
Substrates and materials were purchased from Sigma Aldrich and used without further 
purification, unless noted. Samples were dropcast from ultrapure water from a Millipore Synergy 
system (resistivity= 18.2 MΩ•cm) or chloroform (ACS certified, Fisher Scientific) solutions with 
approximate concentrations of 1 mg/mL onto indium-tin oxide (ITO) coated glass slides (30-60 
Ω). Terthiophene (3T) was purchased from Tokyo Chemical Industry Co. (MW 248.39 g/mol) 
and was also used without further purification. Sulfonated nickel (MW 979.4 g/mol) and copper 
(984.25 g/mol) phthalocyanine solutions (NiPs and CuPs, respectively) were purified after 
purchase using a mixed-solvent extraction of chloroform and water, where any organic 
impurities were removed in the organic layer. For additional substrate comparison, poly 3-hexyl 
thiophene (P3HT) was dropcast from chloroform onto single crystal quartz (SiO2) and single 
crystal magnesium oxide (MgO) substrates, in addition to a gold (Au) electrode. All substrates 
were cleaned prior to film deposition using an ultrapure water rinse, followed by submerged 
heating for 20 minutes and an acetone rinse, with similar heating for 20 minutes. The samples 
were then immediately used for deposition and were typically 30-50 nm thick, depending on the 
number of dropcast layers.  
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Multiple surface treatments were tested in addition to basic cleaning processes. This 
included using a UV-Ozone cleaner (Novascan PSD Pro 4 bench top) after regular cleaning, acid 
etching ITO before deposition/scanning and depositing a self-assembled monolayer (SAM) 
between substrate and material. Acid etching included sonication in 0.30M HCl for 20 minutes, 
rinsing with ultrapure water, drying with N2 flow, and ozone cleaning. For SAM samples, 
substrates were submerged in an approximately 1 mg/mL silane solution, either 
trichloro(octadecyl) silane (TCOS) or 3-aminopropyl (triethoxy) silane (APTES), inside a glove 
box with <5ppm O2 for 20 minutes, followed by a hexane rinse before deposition in ambient 
conditions. After being allowed to evaporate in a solvent-rich environment, the samples were 
stored in a vacuum environment until they were scanned, typically between 8 and 12 hours.  
While P3HT, 3T, and PEDOT:PSS were deposited onto substrates via dropcasting, 
phthalocyanine (Pc) samples do not typically yield smooth enough surfaces for AFM testing if 
deposited in the same way. Because of this, the Pc samples included in the statistics above were 
deposited onto ITO slides via layer-by-layer electrostatic deposition48, where substrates are 
successively immersed in Pc solutions with alternating pH levels (3 and 11). 
3.1.2 Sample Characterization 
AFM characterization was performed using an Asylum Research MFP-3D atomic force 
microscope. No modifications (i.e. vacuum or inert atmosphere) were made to the existing 
instrument hood; all samples were recorded in ambient conditions. The Electrilever AC240TM 
silicon tips with a titanium/platinum coating (k= 2 N/m and f= 70 kHz) purchased from Asylum 
Research were utilized. Kelvin probe mode (KPFM) through the MFP-3D is frequency-
modulated, with a default delta height (height of the lever above the surface during the potential 
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pass) of 40 nm. To ensure the electric isolation of the sample during the KPFM scan, a 
conductive atomic force microscopy (C-AFM) sample holder was used. The holder has two 
clips, which hold the sample in place but do not allow electrical contact from the substrate to the 
instrument unless one clip is attached to the scanning head. A wire connecting the clip to the 
cantilever holder provides a source of electrical grounding, which proved essential in the 
experiment. During scanning times, the temperature was recorded at the beginning and end of 
each scan, and the average change over approximately 35 separate sample runs is ±0.045 °C per 
scan. Sample data was analyzed using the Asylum Research software (version 100729B) built 
into IgorPro (version 6.22A). 
3.2 KPFM DISTRIBUTIONS: EMERGENCE OF ASYMMETRY 
Materials were selected for testing that have been extensively studied and/or are commonly used 
in organic devices to observe behavior common among many organic semiconductors. These 
include sulfonated nickel phthalocyanine49 (NiPS), poly(3-hexyl)thiophene50 (P3HT), 
terthiophene51,52 (3T), and polyethylene dioxythiophene: polystyrene sulfonate6,42,53-55 
(PEDOT:PSS).6,51,53-56 We also deposited P3HT onto several common substrates, including 
indium-tin oxide coated glass slides (ITO), single crystal quartz (SiO2), a gold electrode (Au), 
and single crystal magnesium oxide (MgO) to test variability of surface potential patterns with 
respect to substrate and/or substrate-material interaction. Histograms were then taken of potential 
scans via the Asylum Research software built into IgorPro. Example height and potential scans 
with a histogram are given below in Figure 3.1. 
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 Figure 3.1. Representative height (a) and potential (b) scans and histogram (c) of the potential scan. 
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 Figure 3.2. Representative histograms of surface potential scans obtained via KPFM for all materials and substrates. 
A-D) histograms of potential scans on varied materials as indicated (P3HT, PEDOT:PSS, 3T, and NiPS, 
respectively) and E-H) scans of P3HT on additional substrates for comparison with original ITO substrate samples 
(ITO, SiO2, Au, MgO, respectively). Gaussian distributions have been added to the histograms based on curve fitting 
from IgorPro to demonstrate inaccurate fits. 
 
When taking histograms of the surface potential scans, normal, Gaussian distributions 
were expected due to typical disorder in a semi-crystalline organic semiconductor thin film.6,56,57 
This was not the case in at least 80% of samples scanned, seen in Figure 3.2 above, where the 
potential distribution showed a high degree of asymmetry. It can be imagined that the asymmetry 
is due to instrument artifacts like tip contamination or sample where. However, due to 
comparison to simulation models and to extensive control experiments, outlined in Appendix A, 
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we believe it is due to a unique distribution of charges during the scanning process and the 
effects of charge traps within the film and at the semiconductor-substrate interface. 
To quantify comparisons between experimental samples, we calculated skewness and 
“skewtest” values for the potential distributions. Skewness is a measure of asymmetry via a 
comparison of the third moment about the mean and the standard deviation and is commonly 
used in tests of normality for sets of numbers.56-60 Calculation of the skewtest for a distribution 
tests the following null hypothesis: that the skewness of the sample set is accurately represented 
by a Gaussian distribution.57-61 In which case, a p-value of 1 for the skewtest shows that there is a 
100% chance that the sample in question was taken from a population represented by a normal 
distribution.  Calculated skewtest values are summarized in Table 3.1 below. 
 
Table 3.1. Summation of KPFM Experimental Results 
Substrate ITO coated glass ITO MgO SiO2 Au 
Material NiPS (LBL) P3HT PEDOT:PSS 3T P3HT 
Samples with 
P<0.05 (%) 82 87 93 71 82 75 83 83 
Total 
Samples 10 15 14 7 10 4 6 6 
 
Though most samples had smooth morphologies, some samples (in particular dropcast 
phthalocyanines) displayed highly uneven potential distribution due to uniquely rough 
topography. To determine whether variation of the surface potential was caused mainly by 
topography, samples showing any real measure of correlation between height and potential scans 
(an R2 > 0.25) were removed from analysis. Thus, all samples in Table 3.1 had R2 values < 0.2. 
In all cases, these rough samples never comprised more than 30% of total prepared.  
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Skewness values for P3HT on SiO2 were on average ~7 times larger than those of the 
MgO substrate (when absolute values are used), which indicates that initial asymmetry is 
typically greater for SiO2 than for MgO. As both the MgO and SiO2 used in this experiment are 
highly ordered single crystal substrates, the difference in the asymmetry presented here is likely 
not due to substrate morphology or film ordering at the interface. A difference, then, in the 
surface reactivity/functionality of the substrates most likely causes the substrate’s effect on 
semiconductor behavior. More investigation is necessary to pinpoint the effects of each of these 
substrates film growth and properties.  
Organic semiconductor interfaces are now known to have a high impact on charge 
transport in the organic layer and on device performance58-62, the extent of which, however, is 
still unclear. Because of this uncertainty, we tested multiple cleaning processes, interfacial 
layers, and surface treatments to determine their influence on surface potential. A summary of 
these interface tests is given below in Table 3.2. 
The typical cleaning process for substrates prior to thin film deposition included rinses 
and heating with ultrapure water and acetone. However, it is possible that this process left 
organic contaminants on any of the substrates used. Because of this possibility, ITO substrates 
were cleaned via a UV-ozone cleaner prior to deposition of P3HT and scanned. Over 80% of 
samples cleaned with ozone displayed similar asymmetry to other samples. Representative scans 
and histograms can be found in the Appendix A. 
Recently, Leever, et al61,62 tested OPV devices on a variety of ITO surface treatments: an 
acid-etched ITO, cleaned but non-treated ITO, and a deposited PEDOT:PSS layer on top of ITO 
via atomic force photovoltaic microscopy (AFPM). With pixel averaged current maps, they 
determined that both the PEDOT:PSS layer and the acid etching reduced the photocurrent 
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variation in the devices significantly, with the acid etched devices showing the least variation of 
all three samples. However, when we deposited P3HT films onto ITO treated with the same acid 
etching process, asymmetric potential distributions were still apparent, as can be seen in figure 
5.5. 75% of P3HT deposited on acid-etched ITO displayed a skewness P≤0.05. Scans of the acid-
etched ITO itself, without any organic layer, have similar variation to the scan of an un-treated 
ITO sample (with 2/3 of samples having P≤0.05), but the treatment does seem to reduce the 
degree of asymmetry in the potential distribution of a film deposited on top, as the average initial 
skewness for an acid etched P3HT sample was 0.342 versus a regular P3HT average of 0.639. 
Many groups have also begun to investigate the influence of a self-assembled monolayer 
(SAM) deposited between the organic semiconductor and the substrate in organic thin film 
transistors (OTFTs)61,62 to diminish the effects of traps and the effects of other surface treatments 
at the interfaces in organic photovoltaics (OPVs)60-62. Thus, we deposited P3HT onto two types 
of silane SAMs: trichloro (octadecyl) silane (TCOS) and 3-aminopropyl (triethoxy) silane 
(APTES), both assembled on ITO-coated glass. Though a monolayer between the substrate and 
organic semiconductor layer would change many aspects of the active layer’s morphology and 
charge transport, previously witnessed asymmetry was still prevalent in all the monolayer 
samples tested: 75% of SAM samples showed a skewtest value of P≤0.05 (an example of which 
is in figure 5.6). SAMs are typically thought to affect device performance through changes in 
semiconductor film growth morphology and/or interfacial properties (i.e., surface energy, 
injection barrier, or trap sites)3-5,60,62,63 by changing the way in which the semiconductor is 
ordered at the interface or modifying the work function and charge injection of the interface3-
5,60,63. Average initial skewness values of SAM samples were only 18% different than that of 
 38 
regular P3HT samples. As such, the monolayer underneath the P3HT did not have a significant 
effect on the semiconductor film’s surface potential and the asymmetry detailed here. 
 
Table 3.2. Summation of Interfacial Test Results 
Control Test 
Before and 
After 
Deposition 
APTES 
SAM 
TCOS 
SAM 
Ozone 
Cleaned 
ITO 
Acid Etch 
Samples with 
P<0.05 (%) 100 83 80 100 80 
Total Samples 5 6 5 6 5 
 
Many control experiments were performed to rule out behaviors caused by sample 
creation processes. The effects of tip contamination were analyzed by testing samples from the 
same deposition conditions using ozone-cleaned tips and tips coated in the material solution 
(visible after deposition), both in succession and on different samples. Contaminated tips, while 
having some affect on the appearance of some scans, neither diminished nor stimulated 
asymmetry in potential distributions. To ensure thermal drift was not affecting potential 
measurements over the long scan times utilized in these experiments, the first and last scans of 
several samples were analyzed to calculate an average drift (≤ 0.05 nm/hr). Topographies were 
compared between AC/tapping mode and KPFM mode; height scans from the two modes 
displayed no discernable difference in topography. Also, an intentional bias was applied to a gold 
electrode in a set pattern to test the Kelvin probe mode’s potential tracking. More detailed 
experimental results and figures can be found in Appendix A. 
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3.3 UNDERSTANDING ASYMMETRIC SURFACE POTENTIAL DISTRIBUTIONS: 
NANOSCALE HETEROGENEITY 
Our group has developed a coarse-grained Monte Carlo hopping model to study charge transport 
in thin film OFETs and OPVs3-5,63,64 An important question in such modeling is the nature of 
energetic disorder, whether from charged defects, carrier-carrier interactions, or thermal 
broadening. At the same time, simple simulations should also allow deeper understanding of 
experimental results. For example, what is the fundamental cause of the asymmetric distribution 
of surface potentials in the KPFM scans?  
Since thermal disorder will necessarily produce Gaussian broadening, one must assume 
the asymmetry derives from electrostatic disorder in the substrates and films. One possibility 
would be excess positive or negative charging. In the limit of purely homogenous distributions of 
positive and negative charges (whether carriers or charged traps / defects), an excess of one type 
of charge would force an asymmetry of surface potentials. Whatever the majority charge is, more 
sites would be biased in that direction. Such charging, however, is unlikely to persist in a 
grounded film over the timescale of minutes. 
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 Figure 3.3. A) Schematic of heterogeneous islands of positive charge (blue) in a more homogeneous distribution of 
negative charges (red), leading to an asymmetric distribution of surface potentials. B) The heterogeneous spatial 
distribution of charges leads to a peak in short-range interactions. 
 
An alternative explanation is a heterogeneous spatial distribution of charges. For 
example, if positively charged traps form nanoscale “islands” but the negatively charged traps 
are more homogeneously distributed through the film, as illustrated in Figure 3.3, there would be 
an increase in the probability of short-range positive-positive electrostatic interactions. Since the 
negative charges would be somewhat more homogeneously distributed, this imbalance would 
bias the distribution of chemical potential (and thus surface potential) in an asymmetric manner. 
To model this effect, we developed a simple model of the electrostatic disorder due to 
charged traps or defects. We assume a square grid of molecules ~1 nm in size, with the probe 
monitoring charges in a ~2-5 nm thick layer across the top of the film. Since we observed similar 
heterogeneity in bare substrates, the layer-by-layer phthalocyanine films, and various thicknesses 
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of the organic semiconductors, we believe this heterogeneity typically occurs throughout all 
films. 
Equal concentrations of both positive and negative charges are placed into the grid with 
potentially different levels of spatial heterogeneity. A nonuniform, heterogeneous distribution of 
charge sites is achieved by first seeding the grid with a number of charges, followed by looping 
over the charge seeds to grow them into “islands” of trap sites. The fraction of seeds controls the 
spatial distribution of charge sites; fewer seeds create a more heterogeneous distribution.4,54,64 
For each positive and negative charge, a counterbalancing charge is embedded with the same X 
and Y position, but deeper into the film. For example, a positive charge trap is 0.9 nm below the 
surface, and a negative charge is 1.8 nm below the surface. This can be considered to model 
charge pairing, image charges or charge dipoles in the semiconductor. Similar effects are found 
without such counterbalancing charges, but the peak width is much wider without them. The 
potential energy at each site in the grid is then calculated by the electrostatic interaction with all 
charges using a relative static dielectric constant of 2.2, and adding Gaussian thermal noise 
(which has less effect than the electrostatic disorder in the simulations). Since such simulations 
are Monte Carlo, for all analyses below, five runs were performed with each set of parameters 
and statistics were collected for averaging and estimating standard errors. 
In the limiting case of homogeneous distributions of both positive and negative charges, 
the simulated histograms of surface potentials show exactly Gaussian peaks, with the width (i.e., 
the standard deviation of the distribution of surface potentials) determined by the charge density. 
More charges lead to more energetic disorder, and hence, a broader distribution of site potentials. 
With a distribution of spatially heterogeneous traps (e.g., positive charges) and more 
homogeneous opposing charges, the simulated histograms of surface potentials show clear 
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asymmetric skew, much like the experimental KPFM results (Figure 3.4). In general, both 
experimental and simulated skewed peaks fit poorly to either Gaussian or Lorentzian fits, but are 
fit well by a Voigt profile, representing a convolution of homogeneous (Lorentzian) and 
inhomogeneous (Gaussian) disorder. 
 
 
Figure 3.4. (top) Histogram of experimental KPFM surface potentials from a P3HT/ITO film in Figure 2, 
illustrating asymmetry, and a best fit from a Voigt model of mixed Gaussian and Lorentzian disorder and (bottom) 
simulated surface potentials from a heterogeneous spatial distribution of positive charges and a more homogeneous 
distribution of negative charges. The skewness (asymmetry) of both distributions is similar. 
 
Using the nanoscale simulations, we find that the peak potential of the asymmetric 
distributions shifts with increasing charge concentration and with increasing heterogeneity 
(Figure 3.5A, B). The asymmetry of the distribution, measured by the skewness, also increases 
with increasing heterogeneity, but saturates with increasing charge concentration. After a 
threshold of of 2% of sites with positive charges with heterogeneous spatial distribution and 2% 
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of sites with negative charges and a homogeneous spatial distribution, increasing the charge 
concentration with constant heterogeneity only serves to increase the width of the peak.  
 
 
Figure 3.5. Compilation of Monte Carlo simulations of surface potentials as a function of heterogeneous spatial 
distribution of charge traps. A) Change in peak potential as the concentration of positive charges increases (with 
matching increase in negative charges), B) change in peak potential as the spatial heterogeneity of positive charges 
increases with constant charge concentration, C) saturation of asymmetric skewness with increasing concentration of 
positive charges, and D) change in skewness with increasing spatial heterogeneity. 
 
Our simulations suggest that the most likely cause of the asymmetric distribution of 
surface potentials is nanoscale heterogeneity of charges. Since the “islanding” of like charges in 
the simulations would be on the 5-10 nm scale, they would not be directly observable via 
conventional KPFM used here. The Voigt profile is an excellent fit, since it models a mixture of 
homogeneous and heterogeneous electrostatic disorder, exactly as suggested by our simulations. 
It has been used successfully in other KPFM studies in organic semiconductors.54,64 Finally, the 
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simulations suggest that as charge traps are discharged (i.e., the charge concentration in the film 
decreases), the asymmetric peaks will become purely Gaussian. 
3.4 CONCLUSIONS 
The interplay of disorder and charge transport with potential energy is a complex problem, and 
the study outlined in this chapter just began to scratch the surface of the pertinent property 
relationships. Further study was required to begin to understand exact causes of the asymmetry 
in the potential energy distributions and their relationship to macroscale sample properties. This 
evolved into two continuing studies, introduced below and detailed in the next two chapters. 
During initial scanning of the material samples via KPFM, multiple scans in succession 
were performed to compare evolving potential energy distributions with initial scans. As a result, 
both a change in the shape of the distribution and its magnitude became evident with long scan 
times, on the order of 1-2 hours. An investigation of this phenomenon is described in Chapter 4. 
In addition, it was suggested that phase separation and/or grain boundaries were 
responsible for witnessed asymmetry in potential energy distributions. Therefore, patterned, 
dual-component films were deposited and tested via KPFM as well, with a variety of patterns 
and sizes. These samples were then evaluated and compared to morphological parameters. This 
set of experiments is explained in Chapter 5. 
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4.0  TIME EVOLUTION OF ASYMMETRIC POTENTIAL DISTRIBUTIONS 
The organic semiconductor films described in the previous chapter produced asymmetric surface 
potential energy distributions (calculated via histogram of the KPFM potential scan) that were 
consistent among all materials tested during the first scan. Based on those experiments, it is 
likely that heterogeneous charge traps are the origin of the asymmetry in surface potential. 
Previous studies have investigated the kinetics of trap discharge using a variety of spectroscopic 
techniques. Most commonly, single molecule spectroscopic techniques with electronic 
modification are used to investigate devices65 and controlled systems66.  
For example single-molecule spectroelectrochemistry (SMS-EC) was developed in 2006 
and uses fluorescence spectroscopy to measure electrochemical kinetics on a molecular scale. To 
do this, the florescence intensity of a single molecule as a function of time is measured while 
simultaneously scanning the potential of the working electrode of an electrochemical cell, 
yielding localized electrochemical variables instead of ensemble averages.67 This was later 
utilized to investigate the oxidation of nanoparticles of a conjugated polymer system with a 
controlled charge injection setup.66 
For further exploration of the mechanism witnessed in previous experiments, the original 
KPFM experiments were extended and performed over long time scales to determine the time 
evolution of the potential distributions in the materials. Though Kelvin probe AFM has not been 
frequently used for an investigation of this type of phenomenon, it has been consistently used to 
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examine charge trapping and dissipation in a variety of systems.68-71 Its combination of spatial 
resolution with electronic measurements, similar to other electronic modes, makes it ideal for 
resolved trapped charge mapping in these materials. In addition to KPFM, other AFM modes 
have been utilized to resolve time-dependent behavior of charge trapping in similar materials. 
For instance, electrostatic force microscopy (EFM) is a technique similar to KPFM, but it 
measures the force on the cantilever exerted by the electric field around the sample. A custom-
built EFM has detected the presence of charge traps in pentacene via changes in the contact 
potential, and inhomogeneous charge traps were observed not only at the grain boundaries, but 
throughout the bulk film.72 Further studies of trap formation in pentacene transistors yielded 
potential data not well fit to either first- or second-order kinetics. This suggested that trap 
formation follows a series of steps not well modeled by a singe, rate limiting reaction.73  
In this related work, films of P3HT and PEDOT were scanned multiple times over 
approximately 1-2 hours via KPFM in the same location, a change in the distribution became 
evident in most cases. The distributions changed to a more normal, Gaussian distribution within 
2-5 scans (20-50 minutes of scanning time). In addition to changes in the potential distribution’s 
shape, the magnitude of the potential changed as well. A “drift” in potential was evident in most 
(>75%) samples scanned, though the direction of the change appeared to have little 
predictability. For Figure 4.1 below, histograms were taken of successive potential scans for the 
same sample in the same location and graphed together for comparison. 
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  Figure 4.1. Histograms of the surface potential scans for a PEDOT sample graphed in succession. Each scan took 
approximately 10 minutes for a total of 120 minutes of scan time. 
 
As is described below, we believe that the cause of both the changing potential 
distribution shape and magnitude is the charging/discharging of traps within the semiconductor 
film. This conclusion comes primarily from comparison to theory and control experiments to 
evaluate the effects of instrument artifacts. Interestingly, while some traps may persist at the 
semiconductor-substrate interface, we are confident that the charging and discharging of traps in 
the bulk film is responsible for this effect. Of note, all material film samples described here were 
prepared according to the description given in Section 3.1.1 (Sample Preparation). 
4.1 PROPOSED MECHANISM 
4.1.1 Comparison to Theory 
Chapter 3 results suggest that, as the charge concentration decreases (i.e. the charged traps 
discharge to ground), the distribution of surface potential becomes more Gaussian and less 
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asymmetric. We believe that the changing shape of the potential distribution with long scan 
times is congruent with our simulations, that the discharging of traps (or a similar process) is the 
cause. In particular, this can be seen in Figure 3.5, which summarizes the relationship of both the 
skewness and the peak potential with heterogeneity and charge concentration. It is evident that as 
the heterogeneity of charges and the charge concentration (<2%) increase, so does the calculated 
skewness of the potential energy distribution. Concurrently, the peak potential calculated also 
changes as a function of the heterogeneity and charge concentration, though in inverse 
relationships. 
4.1.2 Instrument Artifacts 
While it is commonly accepted that AFM is susceptible to changes in temperature and humidity, 
we believe that there are other factors causing the bulk of this behavior. Temperatures during 
long scan times (~2 hours) in these experiments did not vary by more than 1-3 °C. Thus, though 
it is possible that variations in temperature do affect the overall drift in potential, the effects are 
not likely to be a main cause. Explicit effects of changes in temperature and environment are key 
questions for future studies.  
In previous measurements, the only source of electrical grounding was the intermittent 
tapping of the metal-coated cantilever in AC mode (typically samples are not grounded for 
simple KPFM scans, though all the samples presented here were grounded). After intentionally 
grounding samples through the instrument controller via the sample holder clamp, the changing 
shape and shifting magnitude of the potential distributions became generally faster and more 
evident, though this was noted by researchers and not measured quantitatively. An acceleration 
of these behaviors with the introduction of a source of grounding further lead to the conclusion 
 49 
that the effects witnessed were a discharge mechanism, most likely the removal of charges from 
various traps in the film.  
4.1.3 Interfacial Traps 
To investigate whether charged traps persisted only at the interface, uncoated ITO films were 
scanned with KPFM while grounded, followed by P3HT film deposition and additional KPFM 
scanning. In principal, if charges were trapped on the surface of the ITO slide and asymmetry is 
caused by interfacial trapped charge, grounding and scanning the substrate before film deposition 
would remove trapped charges (many, if not all) and substantially affect the asymmetry 
witnessed in previous samples. While varying pre-deposition discharge times (20 min versus 100 
min, Figure 4.2) affected the changing shape over time, initial asymmetry in the P3HT potential 
distribution persisted, suggesting interfacial effects are not a major cause for the asymmetry. 
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 Figure 4.2. KPFM histograms indicating effects of discharging ITO substrates before deposition of P3HT. (left) 
Potential scans with a discharge time of 20 minutes and (right) with a discharge time of 100 minutes before 
measurement.  
 
In Figure 4.2, two time intervals were used to discharge possible traps on the ITO surface 
before deposition: 20 minutes and 80 minutes. Longer discharge of the substrate produced a 
quicker reduction in asymmetry for the material after it was deposited and scanned, as indicated 
in Table 4.1. 
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Table 4.1. Control test for interfacial traps: summation of skewness values for samples where substrates were 
discharged before material deposition.  
Sample 
Skewness of 
material, Scan 1  
Skewness of 
material, Scan 4  
Change 
20-min Discharge -0.636 -0.235 +0.4 
80-min Discharge 1.082 0.012 -1.07 
 
Interestingly, both samples retain a high degree of initial skewness after deposition of 
P3HT. This implies that traps at the interface have an effect on evolving asymmetry in the 
distributions over time, but not on the occurrence of initial asymmetry. The absolute value of the 
skewness in the first scans after deposition of material is likely caused by disorder within the 
film itself. It is also possible, though, that this disorder is affected by interaction of the organic 
semiconductor with the substrate (traps and/or morphology), as some substrates showed a lower 
degree of initial asymmetry than others. 
4.2 DISCUSSION 
As the films tested here are likely semi-crystalline, with areas of higher and lower degrees of 
order, it is possible that their energetic disorder has multiple forms or an evolving nature. 
McMahon and Troisi54 described the presence of static and dynamic disorder regions caused by 
varying degrees of morphological order and crystallinity in organic semiconductors, which are 
categorized by their timescales relative to charge transport in the sample, with static disorder on 
the timescale of charge hopping and dynamic disorder evolving faster. The presence of two types 
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of disorder is a feasible explanation for these dropcast films also, as they would have areas of 
higher and lower crystallinity. Though the timescales of the static and dynamic disorder regions 
were not estimated, the time scale in these experiments (i.e. hours) is likely much longer. This 
implies that there is varied disorder on multiple energetic levels: shallow and deep traps. This is 
not unlike data reported by Kaake and coworkers74 where they described a two-tiered electronic 
energy landscape, with one due primarily to topography and the other to intrinsic defects. 
During the discharge process over long scan times, we see an interesting correlation with 
this sense of two disorder regimes: many of the samples tested exhibit two distinct regions of 
potential movement, an initial rate that is quite rapid which is followed by a slower section in the 
same direction. In Figure 4.3 below, the plot in B) was created from the potential histograms 
graphed together in A), whereby the potential was estimated at the highest count and plotted 
versus time. In this way, we can see a time-evolution of the magnitude of the surface potential.  
 
 
Figure 4.3. A) Histograms of surface potential energy scans graphed together for comparison. Each scan took ~6 
minutes for a total scan time of ~70 minutes. B) Potential at highest count value for each of the histograms in A) 
graphed as a function of scan time.  
 
Attempts to model the potential-time plots were largely inaccurate. First, a variety of fits 
were utilized, including exponential, power, linear, and quadratic functions, each providing an 
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inaccurate fit for part or all of the data. Second, kinetics plots were created to test first and 
second order rate laws. For example, if the data produced a correlated linear relationship with a 
plot of the natural log of potential versus time, we could assume first order. A majority of 
samples produced a curved distribution for both first and second order plots (examples in 
Appendix Figures 15 and 16). The lack of consistent fits for the sample data indicated that the 
two distinct regions of potential shift necessitated a dual fit. Examples of the fits used are given 
below in Figure 4.4. Thus, two equations were used to fit each sample.  
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 Figure 4.4 Figure showing example fits attempted for the data presented in Figure 4.3. A) Power, B) quadratic, and 
C) a combination of exponential and power function fits were utilized, but none presented an accurate representation 
of the data and its projection into longer time scales. Fits were extended to 100 minutes to determine whether longer 
time scales would be well represented by the function. 
 
As can be seen in Figure 4.3, a linear fit in each region was used. The data, though not a 
perfect linear relationship (as evidenced by the cured ends around the fit line in the figure), are 
approximated by the fits to estimate a rate of discharge in each region. To that effect, rates were 
determined for all of the samples tested (~15 total, including P3HT and PEDOT samples) for 
each of the two regions of discharge via the slope of each fit. Among them, the initial discharge 
region is labeled as shallow disorder, as it is discharges much more quickly, while the plateau 
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region is labeled as deep disorder. These were calculated in mV/min, and the average rates of 
discharge are given in Table 4.2. Rates at this stage of experiments are preliminary, as evidenced 
by the high relative error. A more thorough investigation of all materials is necessary to draw 
concrete conclusions about the rates of discharge. 
 
Table 4.2. Summary of long time scale scans for P3HT and PEDOT samples. 
Disorder 
Regime 
Average Rate, 
P3HT (mV/min) 
Average Rate, 
PEDOT (mV/min) 
Shallow 1.1 ± 0.3 1.6 ± 0.7 
Deep 0.31 ± 0.08 0.33 ± 0.1 
 
There is certainly some degree of topographic equilibration during long time scales in 
addition to the changes in potential. Though it is not believed to have a profound effect on the 
potential histograms, topography is likely to have some small effect on the potential maps 
created in each scan. In an effort to resolve the extent to which the topography of the sample 
affects its potential, height and potential scans throughout a long time scale (14 scans, ~2.5 
hours) were qualitatively compared.  
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 Figure 4.5 Height images for a PEDOT:PSS sample scanned over a long time frame (11 scans, ~2 hours) in the 
same place. 
 
 
Figure 4.6 Potential images for a PEDOT:PSS sample scanned over a long time frame (11 scans, ~2 hours) in the 
same place. 
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 As evidenced by Figures 4.5 and 4.6 above, the progression of the height and potential 
scans for long time scales is fairly similar. The topography scans above show little to no changes 
in features, heights, and ranges over a scan time of two hours. There is a slight change evident 
early in the potential scans, from scan one to scan 3, but the potential map remains quite similar 
beyond the third scan. 
The changing shape of surface potential distributions over long time scales (i.e. hours) is 
most likely due to dynamic pathways within the film. As traps are filled or discharged, Coulomb 
interactions between charges moving throughout the film or across the semiconductor-substrate 
interface affect pathways available to other charge carriers. For instance, a trapped charge would 
screen other carriers of the same sign and force them into other pathways, but would attract 
carriers of the opposite sign and create charge islands with a resultant increase in heterogeneity. 
In fact, Hallam, et al.68 described a dual time scale for the recovery of their highly ordered 
polymer FET samples after the application of a gate bias stress for 60 min. While devices 
initially recovered to approximately 65% of their original current value within a few minutes, the 
devices further recovered to around 80% over the following 4-6 hours. This suggests the 
presence of deep traps in working transistor devices with ordered domains between well-defined 
grain boundaries. The presence of two energetic depths, both shallow and deep, also fits with the 
well-defined regions of potential shift in Figure 4.3B above, and this phenomenon was seen in a 
vast majority of samples tested (>90%). 
The presence of two disorder regimes seems a likely explanation for the two time regions 
of discharge noted in long scan times. Dynamic disorder caused by heterogeneous charged traps 
is likely the main cause of the asymmetric distributions. Morphology plays little to no role, as 
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evidenced by Figures 4.5 and 4.6 above. If features in the topography affected the energetic 
distributions, potential scans would show a degree of correlation with those features. Exact 
causes of the heterogeneous charge distribution are cause for future study. 
4.3 CONCLUSIONS 
Trap kinetics in organic semiconductors is not well understood. Similarly to results determined 
for pentacene by Jaquith, et al.73 the time evolution of surface potential observed for P3HT and 
PEDOT:PSS samples was not well modeled by expected means: potential as a function of scan 
time was ill fit by both first- and second- order kinetics plots. In addition, a variety of function 
models were tested, but none provided an accurate model for the data. No single model fit both 
regions of the potential shift in plots of potential versus time described here. The two discharge 
regions in the plots are likely representative of dual disorder regimes, with traps at varied 
energetic depths. This is an interesting addition conclusions presented previously, that 
heterogeneous charge traps are persisting within the film and causing the asymmetry in potential 
energy distributions. Charge distribution appears to be heterogeneous in energy as well. 
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5.0  INTERPLAY OF MORPHOLOGY AND ELECTRONIC PROPERTIES IN 
DUAL-COMPONENT, PATTERNED FILMS 
The relationship between electronic and morphological properties in organic devices has been of 
particular interest for a number of years, and in that time, there has been extensive research into 
the ideal for each device75-77. For instance, the simplest and first developed morphology of 
organic photovoltaics from a device creation standpoint is a bulk heterojunction78,79, where both 
the electron donor and electron acceptor materials are interspersed isotropically through the 
active layer in pseudo-random fashion. This provides a high percentage of grain boundaries in 
the material at which excitons have energetic favorability to separate and produce current. 
Unfortunately, this type of morphology also yields very complex pathways to the electrodes for 
the separated charges, increasing the likelihood of loss mechanisms along the way. The 
challenge then becomes finding the morphological sweet spot where charges are separated 
consistently and within the right timescale after photon absorption and they also get to the 
electrode quickly and easily, avoiding recombination along the way. Investigations to identify 
ideal morphologies are common for many material combinations and devices80,81 and they are 
also commonly treated via simulation63. 
The picture becomes even more complicated on the nanoscale for charge transport 
properties. With a high degree of phase separation and grain boundaries, the system is much 
more disordered with higher occurrences of defects in many forms, like chemical impurities or 
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physical defects. Interfaces are thought to cause a high degree of energetic traps82,83, and there 
are many interfaces in an organic device: between the two materials, between two different 
phases of the same material, between either/both of the materials and the substrate or surface 
treatment layer, etc. In addition, as concluded in Chapter 4, it is likely that energetic traps persist 
not only at interfaces, but also in the bulk of the film and at its surface. 
After the study detailed in Chapter 3, it was suggested that the asymmetry seen in the 
potential energy distributions was actually a combination of two Gaussian shapes and was likely 
caused by morphological disorder. The goal of this study was to identify whether morphology 
was a root cause of the asymmetry by intentionally creating phase-separated, two component 
films and measuring their surface potential distributions via KPFM. Thus, the distributions of 
various patterned films could be compared to those of single material films and establish whether 
the asymmetry was affected. 
5.1 STRATEGY: INTENTIONAL PHASE SEPARATION AND GRAIN 
BOUNDARIES BY MATERIAL PATTERNING 
5.1.1 Experimental Methods 
Two different methods of patterning film samples were attempted for these experiments: directed 
and imprint patterning. The difference in the two approaches comes from the main method of 
pattern assembly. In directed patterning, differences in surface energy are utilized to 
preferentially direct materials to one area of the film or another. In the papers used as a 
guide,84,85 carboxylic acid groups contrasted with alkyl chains in lined patterns to direct 
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P3HT/PCBM from spin-coated solutions. It was predicted that P3HT would preferentially order 
on top of carboxylic acid groups while PCBM would prefer alkyl chains, due to both energetics 
and size constraints.  
In contrast, imprinted patterning outlined by Avnon86 involved the transfer of a pattern 
from a polydimethyl siloxane (PDMS) stamp to a P3HT film that was dropcast onto an ITO 
slide. Then, PCBM was spin-coated on top of the patterned P3HT film where it would drop into 
recesses in the pattern. The experimental methods of these two processes are described below. 
 
Characterization: (also previously outlined in Chapter 3) 
AFM characterization was performed using an Asylum Research MFP-3D atomic force 
microscope. No modifications (i.e. vacuum or inert atmosphere) were made to the existing 
instrument hood; all samples were recorded in ambient conditions. The Electrilever AC240TM 
silicon tips with a titanium/platinum coating (k= 2 N/m and f= 70 kHz) purchased from Asylum 
Research were utilized. Kelvin probe mode (KPFM) through the MFP-3D is frequency-
modulated, with a default delta height (height of the lever above the surface during the potential 
pass) of 40 nm. Sample data was analyzed using the Asylum Research software (version 
100729B) built into IgorPro (version 6.22A). 
 
PDMS Stamps: 
PDMS stamps were created using an elastomer base and curing agent mixed in a 10:1 
ratio by weight (Sylgard Elastomer Kit, Fisher Scientific). The two components were mixed 
together, stirred rapidly, and allowed to degas in a desiccator for approximately 30 minutes. The 
mixing process was then repeated to ensure adequate incorporation. Then, PDMS solution was 
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deposited on the master (diffraction grating or patterned wafer piece) and cured in an oven at ~60 
°C for 1.5-2 hours. After creation, the stamps were stored in a desiccator until use. 
Stamp masters included a variety of patterns: 1 μm lines, 2 μm lines, 1 μm dots, 2 μm 
dots, and 5-pointed star designs. The line pattern masters were diffraction gratings purchased 
from an optics company with 1000 and 500 lines per μm. During stamp creation, PDMS material 
was allowed to fill the voids in the diffraction pattern, which created the stamp pattern. Due to 
the nature of diffraction grating (Figure 5.1), the line stamps created from it are not flat lines but 
jagged points. Resultant stamps could sometimes disfigure or collapse during the patterning 
process, making them difficult to obtain consistent patterns from. 
 
 
Figure 5.1. Side-view diagram of the edges of diffraction grating from which the lined stamps were made. 
 
Diagrams of all stamps utilized are shown below in Figure 5.2. The dots and star patterns 
were created from a wafer obtained from the NanoTech User Facility (NTUF) at the University 
of Washington. Designs were drawn in a CAD program for all stamp patterns from which a mask 
was created for the photolithography process and a silicon wafer stamp master was created. More 
information on this process can be found on the University of Washington’s website.87 
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 Figure 5.2. Diagrams for the stamp patterns used in this experiment. They include 1 and 2 μm lines, 2 and 5 μm 
dots, and 6-pointed stars measuring approximately 6 μm. Dark colors in the figure are voids, meaning that the stars 
are actually voids in the resultant stamp while dots and lines are features in the stamps. Both positive and negative 
star stamps were created and utilized during the experiments, but this is the only pattern for which negative stamps 
were made. 
 
Directed Patterning 
Samples for directed patterning utilized PEDOT:PSS films that were dropcast from 
ultrapure water obtained from a Millipore Synergy system (resistivity= 18.2 MΩ•cm) as a base. 
These films were deposited on a hotplate with a reservoir of ultrapure water and gentle heating of 
the solvent overnight to ensure smooth films. 
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Patterns were deposited onto PEDOT films via micro-contact printing (μCP). Two 
different silane materials were utilized for patterning: 3 amino-propyl triethoxy silane (APTES) 
and trichloro octadecyl silane (TCOS). Silane solutions were dropped onto PDMS stamps inside 
a glovebox under nitrogen atmosphere and allowed to wet the stamps for approximately 15 
minutes. Stamps were then briefly dried by pipetting excess solution off the stamp and allowed 
to dry for 5 minutes. Finally, stamps were overturned onto PEDOT films and pattern transfer was 
executed for 20 minutes. Samples were then removed from the glovebox and stored in a 
desiccator until testing occurred. 
 
Imprint Patterning 
Samples for imprint patterning were made from poly (3-hexyl) thiophene (P3HT) and 
phenyl-C61-butyric acid methyl ester (PCBM) (Fisher Scientific, 99%), both of which were and 
used without further purification. P3HT was dropcast from chloroform (ACS certified, Fisher 
Scientific) with an approximate concentration of 1 mg/mL onto indium-tin oxide (ITO) coated 
glass slides (30-60 Ω).  
Patterns were imprinted into the P3HT films from the stamps via heat and pressure over a 
period of 3 hours in a vacuum oven. The temperature in the oven was ~110 °C and the stamp and 
sample together were placed under a 2 kg balance weight (VWR International). Paper towel was 
placed around the weight to ensure the flat pressure on the stamp for equal pattern transfer. After 
imprinting, films were allowed to cool and stored in a desiccator for at least 30 minutes prior to 
PCBM deposition. 
A few drops from a Pasteur pipette of PCBM solution (5 mg/mL in DCM) was spin-
coated onto patterned P3HT samples at ~500 rpm.  
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5.1.2 Results of Patterning 
Directed Patterning 
As can be seen below, directed patterning proved largely unreliable. Major challenges 
occurred with wetting the PDMS stamps and with transfer of the silane material completely onto 
the PEDOT surface. In Figure 5.3 below, APTES was stamped on to a PEDOT surface for both 
samples, and incomplete pattern transfer is clear. This issue is also marked by the fact that the 
each sample was tested in several places (~10 cm apart), but this was the only one with any 
silane transfer. All of the samples tested in this way exhibited similar issues with varying degrees 
of pattern transfer. Because the lined stamps were made with diffraction grating, the shape of the 
protruding lines was sloped as described in Figure 5.1. This created a unique issue for use in 
μCP: if the stamp was left on the sample too long, the lines compressed and created patterns like 
those seen in Figure 5.3B. 
 
 
Figure 5.3.  In both A) and B) above, APTES (aminopropyl triethoxysilane) was stamped onto PEDOT:PSS films 
via microcontact printing. Both of these images demonstrate an incomplete pattern transfer from the PDMS stamp to 
the sample surface, which was witnessed in most attempts of this patterning method. 
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 Imprint Patterning 
Pattern transfer with all different types of PDMS stamps patterns was evident through 
imprint patterning. In the figures below, topography scans are displayed after the imprinting of 
the patterns but before the PCBM deposition via spin coating. Samples films were always tested 
via AFM before PCBM deposition to ensure consistent pattern transfer. 
 
 
Figure 5.4. Height scan and line trace for 1 μm line P3HT sample. These stamps had line patterns small enough that 
the patterning was consistent without much spreading of the PDMS during the stamping process.  
 
 
Figure 5.5. Height scan and line trace for 2 μm line P3HT sample. Having been made from 500 lines/nm diffraction 
grating, the lines in these patterns appear wider. It is likely the stamp spreads during the imprinting process, 
producing a less-defined pattern. 
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Figure 5.6. Height scan and line trace for 2 μm dot P3HT sample. Slight amounts of bowing can be witnessed inside 
the dot patterns, as is evident in the line scan. These patterns were among the most consistent, as it appeared this size 
and pattern of stamps is ideal for imprinting.  
 
 
Figure 5.7. Height scan and line trace for 5 μm dot P3HT sample. As is evident in the figure, this size dot pattern is 
pushing the limits of the stamping process. Bowing occurred with the stamp, which is why the voids of the dot 
pattern appear hill-like while the “flat” areas appear to have dips in them.  
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 Figure 5.8. Height scan and line trace for star P3HT sample. This pattern was unique in that the features were voids 
in the stamp, making them features in the actual sample. Stamping was surprisingly consistent for such a large 
figure, as less bowing is seen than in the 5 μm dot samples. 
 
After depositing PCBM via spin coating, films were then tested via KPFM to determine 
whether patterns were evident both in topography and in surface potential, as P3HT should have 
a more positive potential energy while that of PCBM would be more negative. As is evident in 
the figures below, pattern transfer was exhibited in both scans, though it did appear that PCBM 
deposition disfigured the original imprinted P3HT pattern in many cases. This is not surprising, 
as it has been found that PCBM regularly diffuses into crystalline P3HT morphologies.88 
Because of this, there are three regions instead of the expected two, morphologically speaking: 
P3HT-rich, PCBM-rich, and combined P3HT-PCBM regions. Several rounds of patterned 
samples were created and tested, with analysis of their potential histograms. A discussion is 
given in the following section.  
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 Figure 5.9. KPFM example scans for a 1 μm line sample after PCBM deposition. PCBM consistently deposited well 
into the line voids in these samples, though it is difficult to see accumulated negative potentials due to the small 
dimensions of the patterns. 
 
 
Figure 5.10. KPFM example scans for a 2 μm line sample after PCBM deposition. Most of these types of patterned 
samples showed evidence of the lined pattern but also showed incomplete transfer. 
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 Figure 5.11. KPFM example scans for a 2 μm dot sample after PCBM deposition. The light areas in the potential 
scan correspond to P3HT-rich flat areas in the height scan. These samples exhibited incomplete filling of the dot 
voids by PCBM. It is possible that this is due to quicker PCBM diffusion into the P3HT regions from a smaller 
pattern size. 
 
 
Figure 5.12. KPFM example scans for 5 μm dot samples after PCBM deposition. Evident in these samples were the 
coffee-ring like display of PCBM. Because the dot voids are so large, it was difficult for the entire shape to be filled 
with PCBM, so deeper sections of the dots accumulated more PCBM clusters and an over all incomplete filling was 
noted. 
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 Figure 5.13. KPFM example results for the star samples after PCBM deposition. The stars seen here are from a 
positive star stamp. These patterns were less consistent than others, and this is likely due to the sheer size of the star 
in the master. 
5.2 DISCUSSION 
After the experiments performed on single material films produced asymmetric potential energy 
distributions, we believed that intentional patterning of dual-component films would shed some 
light on factors affecting the potential energy distribution in semiconductor films. Specifically, 
by intentionally creating grain boundaries and phase segregation between regions of a sample 
with different potential energies, we sought to determine what effects macro scale morphological 
characteristics had on the energetic distribution of the overall film. 
Interestingly, they have much less of an effect than many would expect. Across the 
rounds of patterned samples that were tested, there were both asymmetric and normal 
distributions present, with asymmetric distributions encompassing a vast majority. Example 
histograms of the potential scans given in Figures 5.9-5.13 are given in Figure 5.14 below. In 
comparing histograms from many different types of patterned samples, there were no apparent 
experimental factors determining which were asymmetric.  
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 Figure 5.14. Histograms of surface potential scans for the samples given in Figures 5.9 through 5.13. As can be seen 
in the figure, the 1 μm line and star patterns in this example produced more symmetric distributions than the other 
patterns. The patterned sample sets produced consistent asymmetric distributions in the initial scan 95% of the time. 
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To quantify the behavior, skewness values were calculated for the patterned samples 
characterized. Skewness is a measure of asymmetry, and the additional calculation of “skewtest” 
conveys the probability of the sample set having come from a normal distribution. For example, 
a distribution with a skewtest value of 0.56 has a 56% probability of coming from a normal 
distribution. 
As the patterning process was sometimes inconsistent even after the optimization process, 
samples with no discernable pattern in both the height and the potential scans were omitted 
(roughly 15% of samples created). Among the 75 patterned samples, only four had skewtest 
values higher than 0.05 (greater than 5% probability that the sample came from a normal 
distribution). The breakdown of skewtest values among the patterns is given in Table 5.1 below. 
 
Table 5.1. Summary of patterned sample skewtest values. 
Pattern 
Total 
Samples 
Samples with 
Skewtest ≥ 0.05 
Asymmetric 
Samples  
1 μm lines 12 0 100% 
2 μm lines 13 1 92% 
2 μm dots 20 2 90% 
5 μm dots 10 1 90% 
Stars 20 0 100% 
Total 75 4 95% 
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There does appear to be a bit of correlation between the asymmetry and the absolute 
difference in surface potential between the two materials in the sample. For example, among the 
surface potential scans and histograms given in the figures above, the more normal distributions 
(1 μm lines and stars) have a difference in potential of around 10 to 15 mV, whereas the samples 
with asymmetric distributions (5 μm, 2 μm dots, and 2 μm lines) display a difference of 
approximately 16 to 20 mV. Other samples tested roughly show the same correlation, though 
there was certainly overlap in the potential gaps between the two types of samples. In 
comparison to the absolute value and the spread of the distribution, however, this is not a large 
change in surface potential. 
Topography, in fact, seems to have much less of an effect on the actual shape of the 
surface potential distribution than one might expect. The dropcast scans given in Figure 5.15 are 
from samples of the same batch scanned approximately 20-40 minutes apart. They have very 
similar topographies in terms of range, disorder, and resolution, and yet, they give fairly different 
energy distribution shapes. This is indicative of an energetic equilibration effect mentioned 
earlier: that through the process of scanning, charge transport pathways are dynamic, and they 
evolve based on the molecular sites available to them with the charging and discharging of traps 
in the film. 
 
 75 
  
Figure 5.15. Height and potential scans with potential histograms for samples from the same batch of a dropcast 
P3HT/PCBM film scanned via KPFM approximately 20-40 minutes apart. Similar topographies produce different 
potential distributions, indicating the source of the distributions’ shapes is separate from topography. 
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One certainly might speculate that the asymmetry in the potential distributions is caused 
by a multi-Gaussian or multi-Voigt distribution, i.e. that the peaks of the component materials 
are too close together in the distribution to be completely resolved, which would be supported by 
a handful of samples with high resolution in the potential scan where two peaks are indeed seen 
(one example is the 2 μm dot sample in Figure 5.14). We think this is not the case due to the 
nature of the asymmetry. If the distribution was indeed comprised of two Gaussian peaks 
combined, it would likely display a broadening on both sides of the peak, as the dual-peaked 
distributions show. The asymmetric distributions seen in the patterned samples tested show a 
much more pronounced extension on only one side, leading us to believe this is evident of a 
unique process occurring on a scale much smaller than topographical characteristics. 
One might also expect a higher degree of correlation between the height and potential 
scans in patterned samples, as the morphologies have been intentionally phase separated between 
the two materials with different energy values. To determine whether this is the case, the R2 
correlation value was calculated for all samples tested, including both the single-material films 
and the patterned samples, between the height and potential scans. First the scan images were 
saved as text files with each point in the scan having its own value, then the correlation was 
calculated between the corresponding points in each scan. The R2 value for each sample is the 
average of all these points. The average R2 value for all of the single material samples on ITO 
slides is 0.19, and the average for all of the patterned samples is 0.18. Thus, even with intentional 
patterning of two component materials, there is not an appreciable correlation between the height 
and potential values. 
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5.3 CONCLUSIONS 
Like the samples detailed previously comprised of only one material, patterned samples made of 
P3HT and PCBM mixes appear to have an energetic disorder giving rise to asymmetric potential 
energy distributions. While morphology has some effect on disorder in organic devices, it is not 
the only factor at play. Samples outlined in this chapter support the theory that energetic defects 
persist within the bulk materials of the active layer that contribute to asymmetry in the potential 
distribution. 
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6.0  CONCLUSION 
6.1 SUMMARY AND CONCLUSIONS 
The goal of this research project was to explore the surface potential distributions of organic 
semiconductors commonly used in electronic devices. When thin films of phthalocyanine 
materials were tested via KPFM, an unexpected asymmetry in the potential energy distribution 
was observed. As the Gaussian disorder model is commonly accepted to describe semi 
crystalline materials well, we expected a normal distribution in the surface potential. When this 
was not seen, more materials commonly used in electronic devices were tested along with 
multiple substrates. The asymmetry persisted in all materials and in almost all substrates. Control 
tests were also performed to rule out instrument artifacts, temperature and humidity dependence, 
etc.   
After comparing these results to Monte Carlo simulations for monolayer semiconductors 
utilizing a wide array of disorder effects, we concluded that the asymmetry was likely due to 
charge islands within the film. We believed that these charge islands are likely due to energetic 
traps in the film affecting charge movement. After this initial investigation, new sets of 
experiments were performed to answer the following questions: Does the asymmetry persist 
beyond the first KPFM scan (~20 minutes)? And is the asymmetry caused primarily by grain 
boundaries/phase separation in the films, as is commonly suggested? 
 79 
Over long scan times (~2 hours) via KPFM, the asymmetry noted in initial scans of the 
organic semiconductor films does not remain. We observed an equilibration after the first few 
scans where two major changes are noted: that the absolute value of the surface potential shifts 
over time (either positively or negatively in different samples) and the shape of the distribution 
changes to become more normal/Gaussian. This effect became faster and more pronounced when 
samples were electrically grounded, giving further evidence of charge movement being affected. 
The time scale on which this process occurred was much too long for the instrument to be 
picking up actual movement of individual charges, but it was possibly indicative of the 
charging/discharging of deep seated energetic traps in the film. This is supported by the fact that 
other researchers have noted a presence of dual disorder regimes, static and dynamic, where the 
former is more energetically shallow and the latter is deeper. In addition, when the surface 
potential value of the scans is plotted versus time, we noted two distinct regions: one where the 
potential shifts quickly (shallow traps) and another where the potential shift is much slower 
(deep traps). 
To test the effects of grain boundaries and phase separation, we created patterned films of 
P3HT/PCBM combinations with varied spacing and design. We observed no apparent correlation 
between the degree of material separation and asymmetry in the potential energy distribution. 
Though there were cases of highly resolved patterns where the potential energy distribution 
produced two distinct Gaussian peaks, this did not appear to feasibly explain the asymmetry in 
other distributions. Creating our own artificial “charge islands” with dotted stamps (1 μm and 2 
μm dots) did not appear to consistently reproduce the asymmetry as was predicted after the first 
set of experiments performed. However, this was not unexpected, as the scale of the dot pattern 
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and the scale of a charge island due to an energetic trap would be vastly different (micrometers 
versus tens or hundreds of femtometers).  
6.2 FUTURE DIRECTIONS 
As with many areas of research, the minute one question is answered, another three pop up in its 
place. There are several follow-up research avenues that might be pursued after this project.  
The experiments exploring the time evolution of surface potential highlighted an 
interesting process at play in these materials: that there is some equilibration process occurring 
during long scan times that appears to be affected by charge movement in the active layer. Based 
on the experimental evidence detailed above, we believe it to be a charging and/or discharging of 
traps in two different energetic depths. This is consistent with the control experiments performed 
and with noted literature findings. With the patterned samples, however, there was little 
observable correlation between the degree of phase separation and the asymmetry of the 
distribution. We saw some samples of a pattern exhibit perfectly normal distributions while 
others of the same pattern displayed highly asymmetric patterns. Many speculate that grain 
boundaries in organic semiconductors yield very deep energetic traps in the disorder landscape. 
If our hypothesis about the nature of the equilibration is correct, then long scan times of 
patterned samples should indicate the presence of shallow traps, deep traps, or both. For instance, 
if many patterned samples display initial asymmetry in the potential distribution with no 
indication of discharge of deep traps over long scan times, it would be unlikely that deep traps 
are causing the asymmetry at all. However, if deep trap discharge and initial asymmetry in the 
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potential distribution occur consistently, it is a possible contributing factor. Long KPFM 
experiments of the patterned samples would be a worthwhile next avenue for the project. 
Another set of experiments might explore possible dependence on film width. All of the 
films tested here are likely between 50 and 150 nm. Because Kelvin probe AFM is a surface 
technique, it is expected to probe only the first few layers of the film itself. As such, it is difficult 
to determine with KPFM whether the effects exhibited here are occurring entirely on the surface, 
within the bulk, both, or neither. Testing monolayer semiconductor films, with both single 
material and dual component patterned films included, would provide us information about the 
true location of the energetic traps hypothesized to be a main cause of the effects outlined above. 
It is important to recognize the limitations of the experimental setup described here. Not 
only is KPFM a surface technique, but also its resolution is not sufficient to provide information 
about disorder on the nanoscale. Currently, we can only use intentional experimental setup and 
resulting evidence to make educated guesses about the causes of asymmetric potential energy 
distributions. To elucidate more detail here, other techniques might be used, like excited state 
absorption spectroscopy or fluorescence excitation spectroscopy. In fact, deep level transient 
spectroscopy (DLTS) would be a particularly well-suited technique for this system. DLTS uses a 
voltage pulse to measure defect charging into the space charge region of simple devices and is 
commonly used for semiconductors.89-92 
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APPENDIX A 
ASYMMETRY CONTROL EXPERIMENTS 
This information previously published as supplemental information.93 
This appendix is comprised of all control experiments performed to evaluate the asymmetric 
surface potential distributions noted previously. These include surface treatments, interfacial 
layers, rough topography correlation calculations, evaluation of tip contamination, etc. 
A.1 SCAN IMAGES  
Below are sample scans from each of the types of samples studied. All raw data is available upon 
request via the Internet at hutchison.chem.pitt.edu or by e-mail request. Height, phase, and 
potential scans (left to right) are given where the units are nm, degrees, and mV, respectively. All 
scans are 5 μm x 5 μm, and samples are provided in alphabetical order for clarity. 
 
Note: Figure A.1 below spans several pages (104-107) and the figure caption can be found on 
page 107. 
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Appendix Figure 1. Height (left), phase (middle), and potential (right) scan images for each of the sample types 
tested. All scans are the first of the set taken for the sample and were taken in ambient conditions using experiment 
settings described in Chapter 3. 
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A.2 SAMPLE PREPARATION VARIATION 
A.2.1 Rough sample correlation 
To confirm the removal of topographically rough samples scanned via KPFM, the coefficient of 
correlation, R2, for each sample’s potential and height scan data was calculated. Overall, less 
than 10% of all samples scanned showed an R2 greater than 0.5, and all of those were included in 
“rough” samples removed from statistics. Below are the plots (height, potential, and correlation) 
for all samples with an R2 ≥ 0.5. 
 
Appendix Figure 2. Topography (left column), potential (middle column), and correlation (right column) plots for 
each of the indicated materials. Height and potential scans were taken directly from experiment data. Correlation 
plots were calculated using the deviance of the height and potential scans calculated for each point in the grid. 
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 A.2.2 Sample Batches 
While samples were consistently made in the same manner, some environmental aspects were 
not easily controlled in a lab setting. For example, lab temperature and humidity could vary day 
to day. Samples from the same batch tend to have similarly shaped histograms and to have a 
potential drift heading toward a similar value. Still, as can be seen in the two samples below, 
even those from the same batch, having had the same temperature, humidity, dropcasting time, 
etc. can be dissimilar in the overall potential and in the skewness direction of the initial 
distribution. 
 
 
Appendix Figure 3. Two P3HT samples scanned for the same amount of time after being prepared at the same time 
in the same manner. 
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A.3 INTERFACIAL EFFECTS 
A.3.1 Ozone-Cleaned Substrates 
To determine whether organic defects at the organic semiconductor-ITO interface affected 
behavior witnessed during KPFM scans, ITO substrates were cleaned for 20 min in a UV-Ozone 
cleaner (with 30 minutes hold time after cleaner was turned off) prior to deposition of P3HT via 
dropcasting, consistent with prior samples. 
 
Appendix Figure 4. Two samples (A and B) made from P3HT deposited onto ozone-treated ITO substrates and 
scanned via KPFM with sample grounding. Including height and potential scans of one scan and a histogram of all 
potential scans from the sample (as indicated). 
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 A.3.2 Acid-Etched Substrate 
As acid etching has had demonstrated effects on the electrical activity of ITO substrates,94 ITO 
was etched with a solution of hydrochloric acid and dried under nitrogen prior to deposition of 
P3HT. No noticeable difference between P3HT on cleaned ITO and on acid-etched ITO was 
observed for height or surface potential. 
 
Appendix Figure 5. Surface potential distributions for acid-etched ITO and a P3HT solution deposited onto acid-
etched ITO. 
A.3.3 Self-Assembled Monolayer Samples 
Self-assembled monolayers (SAMs) have previously been utilized for a variety of modifications 
in organic electronic devices, from use as a hole-injecting layer to dielectric materials in 
transistors. Because of this, their effects on the surface potential of the films tested were 
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determined. Again, no discernable difference was noted with the use of SAMs with the substrates 
and materials tested. 
 
Appendix Figure 6. Histograms of multiple scans for P3HT/SAM samples. Both films are P3HT dropcast onto a 
TCOS or an APTES self-assembled monolayer. 
A.4 TIP/INSTRUMENT ARTIFACTS 
A.4.1 Contaminated Tip Tests 
By intentionally coating an AFM tip in the same substance as that being scanned, the effects of 
scanning a sample with a “contaminated” tip could be determined. The film of P3HT dropcast 
onto the tips was visible in color and texture. In Appendix Figure 7A below, four P3HT films 
were deposited onto ITO glass slides at the same time and scanned with either an AFM tip 
cleaned via ozone or a tip coated in P3HT (clean and coated, respectively). In Appendix Figure 
7B, two samples were made at the same time. Sample 1 was scanned first with a coated tip then 
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with an ozone-cleaned tip, while sample 2 was scanned with a clean tip first followed by a coated 
tip. Effects of tip contamination appeared to be minimal if present at all for all tests performed. 
 
 
Appendix Figure 7. A) Histograms of potential scans of P3HT films made at the same time utilizing both clean 
(left) and coated/contaminated (right) tips to determine the effects of contaminated tips on sample behavior. B) One 
P3HT sample was scanned successively with coated then clean tips (left) while the other from the same batch was 
scanned with clean then coated tips (right). 
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A.4.2 Topography Drift 
To ensure that potential changes over time were not caused by changes in the topography of the 
sample, the first and last height images of several scans were analyzed for how much they had 
shifted and/or changed during the full scan time. These are shown in Appendix Figure 8 below. 
Features were idenified in the first topography scan and tracked through to the last scan. The 
change in their positions was calculated and averaged across all three scans.  The average change 
in the x-direction is 0.034 nm/hr and in the y-direction is 0.049 nm/hr. 
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 Appendix Figure 8. First and last (as indicated) topography scans of terthiophene (top), poly(3-hexyl)thiophene 
(middle), and polyethylene dioxythiophene: polystyrene sulfonate (bottom). Each scan lasts approximately 10 min. 
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A.4.3 Potential Drift 
To ensure the potential scans did not shift overmuch during one scan period, histograms of the 
top and bottom 1 x 5 µm2 were compared with the histogram of the entire scan for three different 
samples.  As can be seen in Appendix Figure 9, while the graphs of the top and bottom are 
separated by a small change in potential, it is unlikely that the change is significant enough to 
change the shape of the overall histogram. 
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 Appendix Figure 9. Divided histograms for the top 1 x 5 µm2, the entire scan (5 x 5 µm2), and the bottom 1 x 5 µm2 
for A) sulfonated nickel phthalocyanine, B) poly (3-hexyl)thiophene, and C) polyethylene dioxythiophene samples. 
Part D) shows an example of the method used to separate the scans to take histograms of different segments, by 
masking the rest of the scan. 
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A.4.4 Topography Mode Variation 
Because differences in topography imaging can sometimes occur between two different AFM 
modes, scans were taken of the same sample in the same area with regular non-contact/AC mode 
and also with KPFM. From this, one can see that the topography variation between the two 
modes is negligible, as can be seen in Appendix Figure 10 below. 
 
 
Appendix Figure 10 Height images for a layer-by-layer deposited thin film of nickel phthalocyanine taken in the 
same spot using both non-contact (left) and Kelvin probe (right) modes. 
A.4.5 Standard Sample Bias 
To test the effectiveness of sample offset via the instrument controller, a gold electrode was 
tested in Kelvin mode with successive biases applied. The potential scan is given in Appendix 
Figure 11 below, with a line graph across the changing bias to show the effectiveness of the 
offset. The biases applied from the beginning of the scan to the end (changing approximately 
every 1 µm) are as follows: 0.6V, 0.8V, 1.0V, 1.2V, and 1.4V. Though the instrument measured 
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the potential as approximately 0.1 μV higher than was applied, it was consistent and precise 
following changes made to the bias. 
 
 
 
Appendix Figure 11. A potential scan and corresponding line scan for a sample gold electrode tested via KPFM. 
Applied bias was changed approximately every micron by 0.2V and ranged from 0.6V to 1.4V. 
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APPENDIX B 
KINETICS MODELING 
This appendix comprises supplementary plots to Chapter 4, Time Evolution of Asymmetric 
Potential Distributions. The first figures were utilized to calculate the average change in potential 
with scan time. 
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 Appendix Figure 12 Peak potential versus scan time for several PEDOT:PSS samples. Linear fits were utilized to 
calculate the average change in potential over scan time for each of the two discharge regions. 
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Appendix Figure 13 Peak potential versus scan time for several P3HT samples. Linear fits were utilized to 
calculate the average change in potential over scan time for each of the two discharge regions. 
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The figure below is an example graph of functions utilized for modeling the potential 
versus scan time plots.   
 
 
Appendix Figure 14 Example plots of fits attempting to model potential discharge data.  
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Below are first and second order rate plot examples for three of the discharge samples. If 
the data were first order, a plot of Ln V versus time would be linear. Similarly, if the data were 
second order, a plot of 1/V versus time would be linear. As is evident below, the data are not 
well approximated by either. 
 
 
Appendix Figure 15 Example first order rate plots for three samples (indicated). 
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 Appendix Figure 16 Example second order rate plots for three samples (indicated). 
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APPENDIX C 
LAYER-BY-LAYER DEPOSITION TROUBLESHOOTING 
C.1 INTRODUCTION 
Layer-by-layer deposition is a common technique to build films that are several atomic layers 
thick. Before its development, there were limitations for the thickness of films possible for 
deposition at the two ends of the spectrum, monolayers (nm) to bulk films (μm-mm). The former 
could be created through various chemisorption methods, for instance deposition of a long-chain 
silane onto a modified glass substrate via an R-S-O-substrate bond. Thicker films are deposited 
through methods like drop casting, spin coating, and various vapor deposition methods.  
The theory behind the layer-by-layer method is a build dependent on the electrostatic 
interaction of one layer with another. A layer-by-layer assembly of phthalocyanine films was 
developed by our group following a procedure48 utilizing solutions of varying pH to build the 
film. After synthesizing water-soluble phthalocyanine solutions, solutions were split in half and 
one was brought to pH 3 and the other to pH 11. To build the samples, the ITO-glass substrates 
were cleaned and dried, then immersed in a polydiallyldimethylammonium chloride (PDDA) 
solution to functionalize the surface and aid the first monolayer’s binding. Then, the ITO glass 
substrate was successively immersed in each solution to build a layer each time, relying on the 
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attraction of opposite charges in each layer to build upon themselves. However, after depositing 
several samples, the expected thickness reported in the preceding paper was not detected. 
Instead, films were much thinner and did not appear to accumulate full layers with each 
immersion. This implied that the film deposition details previously outlined were not due to 
alternating pH solutions, but some other unknown effect. 
C.2 TESTS 
After evaluating the steps of the deposition process, the problem was narrowed down to the 
PDDA pre-treatment and the washing steps between each successive layer. Thus, several 
variations of the stamping process were analyzed to isolate the true cause of the deposition 
witnessed in the previous paper. Those variations are summarized in Table A.1 below. 
 
Appendix Table  1. Summary of varied film samples for troubleshooting layer-by-layer deposition. 
Pre Treatments Washes Between Layers Alternating solutions 
Cleaning, PDDA Ultrapure water pH 3 / pH 9 
Cleaning only Ultrapure water “contaminated with PDDA” pH 3 / pH 3 
- No wash pH 9 / pH 9 
  
All possible permutations of the variations outlined in the table above were created and 
characterized in multiple ways. The most compelling evidence came from absorbance 
measurements and AFM topography tests. The absorbance of each layer of the film was 
measured (Appendix Figure 12) as it was being deposited to determine whether additional layers 
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were being deposited in each step. This is made possible due to the deep color of the 
phthalocyanine compounds: more layers produce a deeper color in the film, which is exhibited in 
a higher absorbance value.  
 
 
Appendix Figure 17. UV-Vis spectra for phthalocyanine films tested for film deposition troubleshooting. A) shows 
spectra for films where PDDA was added to the wash water between film layers and spectra in B) are for films with 
no PDDA in the water bath. As can be seen, there is no appreciable film deposition without additional PDDA. Work 
done by Xialing Chen. 
 
After this process, all of the film samples were tested via KPFM to evaluate several 
sample parameters, including thicknesses of the films, surface potential relative to one another, 
and RMS roughness of the height scan. Film thickness would shed light on whether we were 
getting consistent layer deposition. Surface potential information, while on an arbitrary scale, 
would be helpful in comparing multiple samples created and characterized at the same time. 
PDDA, in theory, contributes positive charges/energy to the film samples, which can be 
monitored via surface potential. The use of the same tip and same timeframe for scanning would 
mean that temperature, humidity, tip contamination etc. (common instrument artifacts) were 
minimized and measured surface potential values relative to one another are useful. 
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Theoretically, roughness correlates with increases in the number of layers deposited, but in 
practice this is not the case. As there may not be complete deposition across the entire sample, 
larger variations in height would be seen with increasingly thick films due to the somewhat 
disordered nature of small molecule film samples. 
 
 
Appendix Figure 18. KPFM data for phthalocyanine layer-by-layer films without PDDA in water baths used for 
rinsing samples between sample layers, including: A) height scan, B) potential scan, and C) potential histogram.  
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 Appendix Figure 19. KPFM data for phthalocyanine layer-by-layer films with PDDA in water baths used for 
rinsing samples between sample layers, including: A) height scan, B) potential scan, and C) potential histogram. In 
comparing this figure with Appendix Figure 13 above, a far rougher height profile is seen. 
C.3 DISCUSSION 
The tests outlined in the previous section implied that the deposition of each successive layer 
during the immersion process was not facilitated by the interaction of opposite charges from the 
alternating acid-basic solutions. In fact, the deciding factor in whether another layer was 
successfully added to the film or not was the presence of additional PDDA in the wash water 
between the phthalocyanine layers. 
Significant growth was seen (as is seen in Appendix Figure 12 above) with all alternating 
phthalocyanine solutions (both alternating pH’s and with the same successive solution in all 
layers) as long as PDDA (~5 drops) was present in the water of the wash bath between the 
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layers. When PDDA was not in the wash bath, there was no measurable addition with each 
immersion.  
Evaluation of the AFM images supported these conclusions. As expected, thicker films 
grew with the use of PDDA in the water bath as measured by the range recorded in all of the 
height images. Surface potential values were consistently more positive for those films as well. 
While this does not implicitly imply that layers were deposited each time, it is unlikely that 
positive charges from the PDDA would penetrate the entire film to the surface to affect the 
surface potential values measured if the PDDA were only at the substrate/film interface. The fact 
that a consistently more positive surface potential was seen in samples with PDDA in the water 
bath indicates that the PDDA is intermixed in the phthalocyanine layers and can contribute to 
energetics at the surface. RMS roughness as calculated in the Asylum Research instrument 
software saw an increase from samples without PDDA to samples with PDDA in the water baths 
during preparation. For example, the samples in Appendix Figures 13 and 14 above had height 
roughness values of 1.486 and 8.897, respectively. This increase is indicative of a thicker film. 
Interestingly, the increase in roughness also provides evidence that PDDA is involved in 
the layer-by-layer building process. With such a small concentration of PDDA utilized in the 
water bath (a few drops for ~200 mL ultrapure water), coverage of the PDDA on the 
phthalocyanine layers would be intermittent at best, contributing to a more uneven, disordered 
film above. Also, as a disordered polymer, the material itself would also lend itself to a rough 
distribution on the surface of the phthalocyanine layer. This method of characterization has 
proved useful for determining the underlying factors affecting the layer-by-layer deposition of 
metal phthalocyanines. PDDA is identified as the root cause of deposition with cyclic immersion 
of sample substrates in material solutions. 
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APPENDIX D 
ELECTROCHEMICAL CHARACTERIZATION OF FILMS 
Electrochemical characterization of materials is useful for determining many characteristics. 
Commonly, current-voltage (IV) curves are produced by analysis either of material solutions or 
materials deposited as a thin film or device. Based on the type of sample in question, IV curves 
can provide information about the workings of a device or on parameters of a material and 
typically follow characteristic profiles. For example, a transistor exhibits a drastically different 
IV curve than a photovoltaic, and information about efficiency and device operation can be 
calculated from the curves very easily.   
While collaborating with a student in another group in the chemistry department, I had 
the opportunity to analyze carbon nanotube transistors. The goal of the project was to determine 
whether the nanotubes synthesized via a novel method developed by the Liu group (unpublished 
work, similar to Surwade, et al95) would be suitable for use in transistor applications. 
The setup of the probe station utilized three electrodes for analysis: source, drain, and 
gate. While all three of the electrodes could be placed on top of the sample for top-contact 
transistors, the setup was also equipped for bottom-contact transistors via a conducting stage. 
During analysis, a preset gate voltage was applied along with a specific sweep of source-drain 
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voltage. Then, using a source meter, the current between the source and drain was measured as a 
function of source-drain voltage. 
As can be seen in the figure below, there was some transistor behavior witnessed in the 
electrochemical analysis. However, the nanotube devices produced were deemed too unstable 
and unreliable for continued study. 
 
 
Appendix Figure 20. Two current-voltage (IV) curves for nanotube devices. Both were created on the same wafer 
in the same way, with silver paint dotted on the ends of the nanotubes to create contacts. 
 
Experimental challenges with nanotube devices were numerous and included little 
reproducibility, no consistency in devices, and contact deposition. With no changes in production 
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method, devices and nanotube characteristics (number, length, width, etc.) deviated significantly 
between different wafers. This, in turn, yielded transistor data with very different current values 
and IV curve shape. In addition, many devices produced no working transistor curves at all. Not 
only were devices inconsistent between different wafers, even those on the same wafer had the 
same issues. Silver paint as a contact for the devices worked well when there was sufficient 
coverage of the nanotube, but because of their very small size, this occurrence was intermittent at 
best. 
Though the devices showed the promise of working transistor behavior, without more 
development of the synthetic method to produce reliable nanotubes and working contacts, the 
project was unfeasible. Practically speaking, the devices would need to be much more reliable to 
make the project line worthwhile. 
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