Let W be the space of continuous functions W defined in R and vanishing at the origin. Let P be the Wiener measure on W namely, the probability measure on W such that {W(t), t>_0, P} and {W(-t), t>_0, P} are independent one-dimensional Brownian motions. Let Q= C [0, co) and denote by w(t) the value of a function w (ESA) at time t. Given a sample function W (~ W) and a nonnegative constant we consider a probability measure Pw on Q such that {w(t), t>_0, PW} is a diffusion process with generator
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Let W be the space of continuous functions W defined in R and vanishing at the origin. Let P be the Wiener measure on W namely, the probability measure on W such that {W(t), t>_0, P} and {W(-t), t>_0, P} are independent one-dimensional Brownian motions. Let Q= C [0, co) and denote by w(t) the value of a function w (ESA) at time t. Given a sample function W (~ W) and a nonnegative constant we consider a probability measure Pw on Q such that {w(t), t>_0, PW} is a diffusion process with generator 0 It is well-known that a version of {w(t), t> 0, Pw} can be constructed from a Brownian motion by a scale-change and a time-change.
When W is considered random, {w(t), t>_0} is regarded as a process defined on the probability space (WXQ, fix) where ?3(dWdw)=P(dW)PW(dw). We thus have a process Xx= {w(t), t>_0, fix} which, in this paper, is called a diffusion process in a Brownian environment with drift.
The following intuitive description may suggest the name.
The process X x is obtained as a formal solution of the symbolic equation (4) dX(t) = dB(t)-1 Wx(X(t))dt, where B(t) is a Brownian motion independent of W(.) (however, note that (4) has no rigorous meaning). When K>0 X° may be regarded as a diffusion model of a random walk in a random environment discussed by Kozlov [14] , Solomon [18] and . When =0 X° is a diffusion model of Sinai's random walk in a random environment ([17] ). The asymptotic behavior of {co(t), p°} as t--~ 00 when =0 was discussed by Schumacher [16] and Brox [1] . They showed that {co(t), fP°} exhibits the same asymptotic behavior as Sinai's random walk, namely, that the limiting distribution of (log t)-2w(t) as t -oo exists (see also [2] , [3] , [8] , [11] , [19] for related works).
When i>0 (in particular when 0<K<1) it was an open problem to obtain results for X ° which are (or at least expected to be) similar to those of . The purpose of the present paper is to give some answer to this problem.
Let Tx=inf {t>0 : w(t)=x}, w(t)=max {w(s) : 0<s<_t} and w(t)=inf {w(s) : s>_t}. Then our result in the case ,>0 is the following.
where F~ is the distribution function of a one-sided stable distribution with Laplace transform exp(-cAK) ; the constant c is given by (ii) If ic=1, then (7) (x log x)-1T x converges to 4 in probability with respect to ~P° as x -> oo ;
(8) each of t~'(log t)w(t), t-'(log t)w(t) and t-'(log t)w(t) converges to 1/4 in probability with respect to p° as t-a 0, (iii) I f K> 1, then 4 (9) l im Tx/x = A--1 , The assertion ( i ) can be slightly strengthened as follows.
THEOREM 2. Let 0<ic<1.
(i) The process {A-1/KT 2 x, x >_0,j°} converges to { L (x), x O} as 2-j oo in the sense of convergence of finite dimensional distributions, where {L(x), x>_0} is an increasing stable process with Laplace transform E {exp(-L(1))} = exp(-c), e >-0.
(ii) The process {2-w(At), t>_0, ?0} converges to {L"1(t), t>_0} as A-~ c in the sense of convergence of finite dimensional distributions, where
In the case of random walks, results similar to (5) and (6) were obtained by and results similar to (7), (8), (9) and (10) by Solomon [18] . Our method of proving (9) and (10) is similar to that of [18] but as for (5), (6), (7) and (8) our method is different from either of [10] and [18] ; it is based on Kotani's formula (see § 1) which reduces our problem to the study of limiting behavior of another diffusion process, described by a certain stochastic differential equation with non-random coefficients. In proving (5) and (6) we must also use Kasahara's continuity theorem ([7] ) concerning Krein's correspondence ([6] ) between the m-measure and the spectral measure (or more precisely the h-function) of a one-dimensional diffusion operator.
ACKNOWLEDGMENT. The authors wish to thank S. Kotani for valuable discussions on the subject and for permitting us to contain his formula (1.1) here. § 1. Kotani's formula.
The following formula was obtained by S. Kotani in 1988 in his study of the limiting distribution of (log t)-2w(t) in the case K=0 (unpublished).
KOTANI's FORMULA. Let A>0. Then for t>_0 t (1.1) Ew {e"2Tt} = exp --U2(s)ds , P a.s., 0 where U2(t) is the unique stationary positive solution of
PROOF. Taking an arbitrary but fixed a>0 we put for 0<t<a u(t) =1/EW {e-aTt}, v(t) = EW {e-2T a} Then Ew {e-2T a} = Ew {e-aTt} EW {e-2Ta} v(t)/u(t), P a. s..
Since £wv(t)=,v(t), t<a, u(t) also satisfies £wu(t)=Au(t), t>0, or equivalently
If we put U2(t)= {log u(t)} '=u'(t)/u(t), then U2(t)>o, P a.s.. Since u(t) and U2(t) are adapted to the filtration generated by {W(t)}, we can apply Ito's formula to compute the stochastic differential d U2 (t). Using (1.3) we have
2 For h>0 we can write u(t+h)=u(t)u(h) where u(h) =1/Ew {e-aTt+n} 4 u(h) ; in the above "4" means the equality in distribution. Therefore
This implies that U2 (t) is a stationary solution of (1.2). The uniqueness of such a solution follows from Theorem 18 of . § 2. Kasahara's continuity theorem for Krein's correspondence.
Krein's theory of strings ([6] ) has many applications to diffusion processes (e.g., see [12] , [13] , [20] ). In this section we do not give the general theory but list some of the results of Kasahara [7] on Krein's correspondence that will be useful for our later discussions. For a general statement of Krein's correspondence theory it is convenient to consider inextensible measures (e.g., see [20] ). From the view point of its application to the present paper, however, it is enough to consider simply Radon measures in [0, oo). Thus suppose we are given a Radon measure m(dx) in [0, oo). We exclude the trivial case where m(dx)=0. The associated function M(x) is defined by M(x)=m([0, x)) for x>0 and M(0)=0. Consider the generalized differential operator £=d/m(dx).d/dx and let cp(x, a) and cb(x, a) be the solutions of £u=au with the initial conditions
respectively. For x>0 ~o(x, a) and cb(x, a) satisfy
The pair {co(x, a), c1(x, a)} is called the system of fundamental solutions associated with m(dx). It is known that for a>0 3. Proof of Theorem 1 in the case 0<K<1.
Let U2 (t) be the diffusion process appearing in Kotani's formula and put
Since V2(t) satisfies the stochastic differential equation
x We also put
where Ar 1(t) is the inverse function of A2(s)=V2(u)du. The generators of 0 p2(t) and Y2(t) are denoted by i 1 and £ respectively, £~ is then given by £z=d/m~(dx)•d/dx with
where 82(x) is the inverse function of S2(•). The path space representations of the diffusion processes with generators £2, CA and £~ are denoted by N {w(t), t>_0, Pf }, {w(t), t>_0, Pf } and {w(t), t>_0, P°2 X}, respectively. The expectations with respect to P~, Fl and P~• x will be denoted by El, Ef and Ex, respectively.
We begin by proving the following lemma. It is also easy to see that p2(x) -> p(x) as 210 and hence S2(2-lx) ~ 2-'p(x) as 2 0. Therefore for any ~E(0, x) S2(2-1(x-~))<2-~p(x) holds for all sufficiently small 2>0.
In other words (3.5) A-1(x-~) < 82(2-~p(x)) for all sufficiently small 2 > 0.
Similarly (3.6) 2'(x+)> -~B 2 (2-~ p(x)) for all sufficiently small 2 > 0.
Next we note that M2(x) = 2 1 z exp -z -82z S~(z)dz, and hence M2(2-p(x)) = 2 B~c~-xp(x))z-exp -2 -42z dz.
This combined with (3.5) and (3.6) yields where the pair {co2(x, a), ~l'a(x, a)} is the system of fundamental solutions associated with m°2(dx). By (3.8) we have T (3.12) E~2exp _ aA w(s)ds = u2(a, aA). Ef {Q} = IdS~(y) ~m~ (dz) holds (note that -S2(0)=S2(oo)=oo is also taken into account in deriving the above formula). By virtue of (3.18) we can easily compute mA =Ez 2 {T1} + E~ 2 {o -r1} , obtaining (i ). The assertion (3.17) is nothing but the law of large numbers for i.i.d, random variables. Only the uniform convergence needs proof for which it is enough to verify the uniform integrability of {Q1, P~~, 0<_A<1}, namely,
We use the fact that the diffusion process {co(t), t>_0, P~ ~} can also be realized as a solution of the stochastic differential equation 
A o k=1
On the other hand, we have
which tends to 0 in probability as A 0 by virtue of 0<~<1 and (3.23). Therefore Taking into account of the fact that P ~~ {Pu} --> 1 as u -oo uniformly in AE(0, 1) and also of (3.30), we first left 2 0 and then a T °°. As a result we obtain (3.31). The proof of (5) In what follows T x=T x(w) denotes the first passage time inf {t>0 : w(t)=x} where x may lie either to the right or to the left of w(0). If we put
Making use of a trivial inequality 0[Ik1(ak+bk)-ITk 1 ak~~k1 bk which holds under the assumption that a k, bk >_ 0 and a k +bk <_ 1 (1 < k <_ n ), we have (4.6) lim E {FA, k} _ li m E {FA, k+GA, k} = lime° {exp(-ekA " Ta cxk -xk_1-a))} = exp{-c(xk-xk -1-E)k} the last equality being a consequence of (5). From (4.3) ti (4.6) we obtain (4,2). To derive (4.1) from (4.2) it is enough to notice that
The proof of (ii) can be done in a way similar to (6). In fact, as in (3,33) we have for any tk>0, xk>0 (1<_k<_n) and y>0 c'°{TA=xk>Atk, 1<_k<_n} P° {2-Kw(Atk) < x k, 1 < k <_ n } °{T~K xk+y>_Atk, 1<_ksn}-F-n~° infw(s)<-y . PROOF. In what follows cont. means a constant which is independent of but may vary from place to place. First we prove 5.3 0 < -u(x) < const. x to 1 for 0 < x < a e.
The restriction 0<x <_ a~ implies Since 0<y<x<ae^-' -2 log as 0, we have 0<y<eae--p0 as } 0. Therefore -u (x) < _ cont. log 4 xexp {2y-1} d y ~z-2exp {--2z-1} dz const, x log as was to be proved.
Next we prove (5.4) 0 < -ue(x) _< const, x log-+const.1 log x for x > ae. = cont. log . 4~a excp(x)2d x --~0 as~0 .
We now proceed to the proof of Proposition 1. Since £~ue=x--a~, application of Ito's formula yields The assertion of (7) of Theorem 1 follows immediately from Proposition 1. The assertion (8) can be derived from (7) by a method similar to that used for deriving (6) in § 3. §6. Proof of Theorem 1 in the case >1.
For any integer k >_ 1 we put rk = T -T k _ 1, Then for any A1, A2, ..., , >-0 we have
where f (W, A)=Ew {exp(-AT1)} and P : W-~W (for fixed x) is defined by (PxW)(y)=W(x+y)-W(x) for any yeiR. From (6.1) and the ergodicity of {P} it follows that {rk, k>1, 1, p0} is stationary and ergodic. Therefore The condition K> 1 is equivalent to the finiteness of e° {v1} as will be seen below. First we compute EW {T1} ; the result is 1 Ew {T1} = dSw(x)xmw(dy)
There fore e° {zl} = E {W w(T 1)} = 2 ld'x x E {exp {Wx(x)-WK(y)} } d y= 4.
Thus (9) follows from (6.2). Next we prove (10). Clearly w(t) -f oo as t T (c?°-a.s.) and for any E > 0 w(t) w(t) w(t)
Letting t T oo in the above we obtain t 4 w(t) K-i which means that the left hand side of (10) equals (K-1)/4, a.s.. To prove that the second and the third terms of (10) equal (K-1)/4, a.s., we put 0(n)=(1-E) • (K-1)n/4 for an integer n > _ 1 and for 0 < E <1. Then inf s~TB(n) = E Pwn) (infw(s)-0(n)<-~ so = ° inf w(s) < -n s>_o The last term in the above is a general term of a convergent series by the result of [9] . Therefore an application of Borel-Cantelli's lemma yields for all sufficiently large n, P°-a.s.. Since T o (n)/n -* i-E as n --~ cc (6.3) implies (6.4) inf w(s)-0(n) >_ -~l n sin for all sufficiently large n, ?°-a.s.. For t>0 we now take n=n(t) such that n <t<n+1. Then (6.4) implies (6.5) O(n)--s./ n < w(n) <_ w(t) < w(t) < w(t) for all sufficiently large t, cP°-a.s.. Dividing (6.5) by t and then letting t T 00 we finally see that the second and the third terms of (10) equal (~-1)/4, f?°-a.s..
7. Remark to the case =0.
A limit theorem concerning w(t)=max{w(s) : 0<_s<_t} was obtained by Kotani (1988) , Ogura (1989) and Kawazu-Tanaka (1989) Then the process {A-2c~(e 2 t), t>0, ~P°} converges to {bt , t>0, P} as A -k oo in the sense of convergence of finite dimensional distributions. In particular, (log t)-2w(t) converges in law to bi as t --j 00 and E {e?} = 1E+ {e-~T1} d x , >_ 0, 0 where E and T1 denote the expectation and the first hitting time to 1, respectively, for the reflecting Brownian motion on [0, oc) starting at x. The corresponding result in the case of random walks on {0, 1, 2, ... } with reflecting barrier at 0 was obtained by Golosov [2] .
