Forecasting of traffic conditions constitutes a valuable tool for the management and control of dynamic transportation networks. The complexity of this task increases with the frequency of data retrieval, particularly when one is dealing with traffic flow measurements obtained from loop detectors every few minutes. Several methods have been developed and applied for the short-term prediction of traffic flow, mostly on freeways and, to a smaller extent, on urban arterial networks. Examples of such methods include time series models (1), nonparametric regression models (2), dynamic traffic assignment models (3), Kalman filtering (4), neural networks (5), state-space methods (6), and chaos theory models (7).
Forecasting of traffic conditions constitutes a valuable tool for the management and control of dynamic transportation networks. The complexity of this task increases with the frequency of data retrieval, particularly when one is dealing with traffic flow measurements obtained from loop detectors every few minutes. Several methods have been developed and applied for the short-term prediction of traffic flow, mostly on freeways and, to a smaller extent, on urban arterial networks. Examples of such methods include time series models (1) , nonparametric regression models (2) , dynamic traffic assignment models (3), Kalman filtering (4), neural networks (5), state-space methods (6) , and chaos theory models (7) .
A crucial aspect of the description of urban traffic flow refers to its time-dependent variation-that is, its volatility-which provides a measure of the unpredictability of traffic conditions. The fact that traffic flow variation displays time-dependent behavior has been demonstrated in several recent studies (8, 7) . In practice, the measurement of volatility allows for the identification of confidence bounds for the traffic forecasts. These bounds have considerable implications for the deployment of systems designed to disseminate real-time traffic information to travelers, such as the advanced traveler information system (ATIS). In addition, the determination of the boundary conditions of traffic forecasts enables the identification of congestion onset and the timely selection of appropriate traffic control actions within the context of advanced traffic management systems (ATMS).
The modeling of volatility presumes not only that traffic flow (mean) levels are conditional upon the past levels of flow but also that their variance is time variant or conditionally heteroscedastic. Specifically, the error term is assumed to be serially correlated and can be modeled by an autoregressive (AR) process. Kamarianakis et al. (9) recently implemented an econometric approach that combines an autoregressive integrated moving average (ARIMA) process (10) to model the conditional mean and a generalized autoregressive conditional heteroscedastic (GARCH) process to model the conditional variance. Their application was based on traffic flow data that originated from a real urban arterial network, the road network of Athens, Greece. Nonetheless, the proposed model was static and provided in-sample estimates rather than actual forecasts of traffic volatility. In addition, the specification of the error correlation structure in the ARIMA-GARCH model is independent from the sample observations, whereas the improvements in volatility forecasts have been found to lead to reduced forecasting performance for the traffic flow levels (9) .
An alternative autoregressive conditional heteroscedastic (ARCH)-type methodology is presented here to address the foregoing problems and improve the accuracy of traffic volatility forecasting in urban arterial networks.
DESCRIPTION OF MODELS

Mean Equation
A univariate time series of traffic flow y t can be defined in its functional form through the so-called mean equation as follows:
where E(. ⎟ .) denotes the conditional expectation (mean) operator and refers to the predictable part of y t and ⑀ t is the disturbance term (or shock) and refers to the unpredictable part of y t . The combination of the AR and the moving average (MA) models leads to the specification of the ARIMA model of order n and s, with the following form: with and L a lag operator such that L k y t = y t−k . Several studies (6, 8) have shown that traffic flows may exhibit significant autocorrelation between successive observations over time. In such a case, it can
arguably be considered that y t displays long memory or long-term dependence and is best modeled by extending the aforementioned ARIMA(n, s) process to an autoregressive fractionally integrated moving average (ARFIMA) process (10) . The ARFIMA(n, ζ, s) process is given as follows:
where the operator (1 − L) ζ accounts for the long memory of the process and is defined as with 0 < ζ < 1, c 1 (ζ) = ζ, c 2 (ζ) = ζ(1 − ζ), . . . , and the truncation order of the infinite summation is set equal to t − 1.
Variance Equation
GARCH Model
According to Engle (11) , the ARCH process of order q assumes that a shock ⑀ t has the following form:
and the conditional variance σ t 2 is given as follows:
where constant ω > 0 captures fixed effects, Σ i q = 1α < 1, α i ≥ 0 (for i = 1, . . . , q), and z t is independent and identically distributed and has a probability density function D(0,1) with mean 0 and unit variance (see the section on case study and experimental setup). The foregoing process describes volatility clustering by assuming that the conditional variance of ⑀ t is an increasing function of the square of the shock ⑀ t−1 that occurred in t − 1. Moreover, this process can explain part of the excess kurtosis or fat tails (with values of kurtosis coefficient typically larger than 3) and the existence of skewness (which corresponds to a positive or negative skewness coefficient) in the distribution of traffic flow (see the section on case study and experimental setup).
The ARCH(q) model typically requires a very large number of parameters to be estimated in order to capture the dynamics of the conditional variance. To overcome this shortcoming, Bollerslev (12) proposed the GARCH model by adding lagged conditional variances to the ARCH model. The GARCH(p, q) model can be expressed as follows:
with the lag operator L, Equation 7 is reduced to
assuming that all roots of the polynomial ⎟1 − β(L) ⎟ = 0 lie outside the unit circle, one obtains Equation 9 essentially presents the GARCH( p, q) model as an ARCH(∞) process by making the conditional variance linearly dependent on all previous squared residuals.
Fractionally Integrated Asymmetric Power ARCH Model
The GARCH model implies that if ⑀ t−1 is large (small) in absolute value, σ 2 t and hence ⑀ t are also expected to be large (small) in absolute value. This linear relationship between the conditional variance and all shocks in the past (see Equation 9 ) imposes a rigidity in describing volatility dynamics, since it does not allow the model to adjust itself to the existing set of information, that is, the sample observations available in each particular case. In addition, the GARCH model does not allow for the effect of asymmetries to be taken into consideration. The asymmetric effect refers to the fact that the impact of a negative shock ⑀ t may be negatively correlated with the forecast of conditional variance σ 2 t ; namely, it may result in an increase of volatility and vice versa.
Several alternative model specifications have appeared in the literature during the last few years (13, pp. 778-878) in order to address the aforementioned problems. Among them, the asymmetric power ARCH model (14) , referred to as the APARCH model, can offer a suitable generalization of the standard ARCH and GARCH models in order to adequately represent the effects of nonlinearity and asymmetry on the volatility forecasts. This achievement is made possible through the power transformation of the conditional variance, which relaxes the linear dependence of conditional variance on all previous squared residuals and allows for the effect of sign and magnitude of previous shocks on future volatility forecasts to be considered. The APARCH(p, q) model can be expressed as follows:
with exponent δ > 0 and asymmetry coefficient −1 < γ i < 1 (for i = 1, . . . , q). When γ i > 0 (<0), negative (positive) shocks give rise to higher volatility than positive (negative) shocks. On the basis of Equation 10, the ARCH(q) model can be considered as an extension of the APARCH( p, q) model when δ = 2, γ i = 0, and β j = 0. Similarly, the GARCH( p, q) model can be obtained from the APARCH( p, q) model by setting δ = 2 and γ i = 0.
The ARCH(q) and GARCH(p, q) processes are based respectively on the assumptions that the propagation of shocks occurs at an exponential rate of decay, which captures only the short memory of the volatility dynamics, and that the persistence of shocks is infinite. In order to relax these (seemingly) restrictive assumptions, Tse (15) proposed the extension of the APARCH model to the fractionally integrated asymmetric power ARCH model, or FIAPARCH model. By using the lag operator L, the APARCH ( p, q) model can be expressed as follows:
can be rewritten as follows:
To modify the APARCH model such that it considers the long memory or long-term dependence of the conditional variance on the effect of a shock, a polynomial φ(L) is introduced in Equation 12 as follows: ζ of the ARFIMA model used previously for the mean equation. Specifically, it holds that
. . , and the truncation order of the infinite summation is set equal to t − 1. With the terms rearranged, Equation 13 can be written as follows:
can incorporate the flexibility of the APARCH model (see Equation 10 ) while it helps fill the gap between short and infinite persistence of shock effects on future volatility by making the effects of a shock take a considerable time to decay, that is, at a slow hyperbolic rate. The application of a methodology is presented here that combines the ARFIMA(n, ζ, s) process to model the conditional mean with the FIAPARCH(p, d, q) process to model the conditional variance, which is referred to here as the ARFIMA-FIAPARCH model. This model is compared with the standard ARIMA-GARCH model, which involves neither fractionally integrated components nor the power transformation and asymmetric effects in its specification, as they were described earlier.
Despite the fact that volatility models, such as those described, mostly find application in the forecasting of financial market returns, their usage in transportation networks can be justified through the intrinsic similarities between market players and network users. According to Helbing et al. (16) , the volatile decision dynamics of transportation network users have been found to be similar to the volatility clustering of players' decisions in financial stock markets. Particularly in the context of congested arterial networks, the presence of shocks in the traffic process makes some users change their driving behavior to compensate for the resulting changes in expected travel times. These changes give rise to increased volatility, whose rate tends to decay over time in order to restore the past stability in the system. Because of congestion conditions, the effect of shocks on the changing rate of volatility may be reasonably assumed to decay slowly over time. Thus, volatile traffic behavior can arguably be predicted more accurately by using a fractionally integrated process in the variance equation through the FIAPARCH process rather than by using the standard GARCH process. In addition, the
power transformation in the variance equation in the FIAPARCH process can provide a more plausible and flexible modeling of the response of traffic behavior to the presence of shocks in comparison with the exponential structure of the GARCH model.
CASE STUDY AND EXPERIMENTAL SETUP Case Study Characteristics
The ARIMA-GARCH and ARFIMA-FIAPARCH models are investigated here by using actual traffic flow data collected every 90-s cycle from loop detectors located in major signalized arterial streets of a real urban network, the road network of Athens, Greece. These loop detectors correspond to Loop Detector 78 (L78), 101 (L101), 102 (L102), and 108 (L108). All four detectors are situated along an important three-lane-per-direction urban corridor on the periphery of the core area of the city (Alexandras Avenue). Detector L78 is located upstream of L102, along the direction from the downtown to the periphery of the city. Detector L101 is located downstream of L108, along the direction from the periphery to the core area of the city. The total time period of the sample was in May 2000. Because of the fact that flows vary significantly between weekdays and weekends, data from Saturdays and Sundays were excluded from the given sample, yielding a data set that consists of flow (volume) and occupancy measurements for 22 days and contains 10,560 threeminute observations. The data aggregation frequency of 3 min can provide a sufficiently short observation period so that it retains important information about the true state of traffic volatility. The variable used here to describe the dynamics of traffic flow and its volatility is relative velocity as it is defined by the ratio of volume to occupancy. This metric is a factored expression of traffic flow (expressed in vehicles per unit of time) multiplied by the inverse of the loading fraction of the roadway. The expression provides a proxy for the average space-mean speed since it takes into account the flow rate conditions under which it takes place. This measure can provide a clearer representation of time-varying changes in the traffic regime and lead to more accurate traffic forecasts (6, 9) . Furthermore, the first-order difference (Δ) of the relative velocity values corresponding to any two successive observation periods of each day was used to provide the increments or decrements of relative velocities. The differencing process eliminates the underlying impact of diurnal periodic trends (periodicities) on the forecasts of volatility dynamics.
The given set of traffic flow information has been found to exhibit significant nonlinearity and nonstationarity on the basis of appropriate statistical tests undertaken in other studies for the same signalized arterials and data set (6, 17) . In addition, the nonstationarity of the traffic conditions in the given area, in terms of the relative velocity, was preliminarily investigated in the current study on the basis of the ARCH statistical test of Engle (11) , and it was found to be statistically significant for all loop measurement locations at the 99% confidence level (see also section Results and Analysis). Table 1 summarizes the basic statistical measures of the Δ of relative velocities in each of the four locations used in the study. The results indicate the considerably different (positive or negative) skewness and kurtosis of the relative velocities among the various locations of the study. In particular, the values of the kurtosis coefficient signify the excess kurtosis, that is, the existence of fat tails in the distribution of relative velocity within the given sample period.
The divergent magnitude of the variance corresponding to each of the four time series denotes the important differences in the state of traffic volatility between the various loop measurement locations. Moreover, Figure 1 illustrates the diurnal dynamics of the relative velocity in each of the four loop measurement locations during a typical weekday, the first day of the forecast, as discussed later. These graphs verify the significantly different dynamics pertaining to the traffic volatility between different periods of the day as well as different locations in the urban corridor under study.
Experimental Setup
The primary purpose of this study is the short-term forecasting of traffic volatility. For this reason, a holdout subsample with a size equal to 10% of the total sample size, which approximately corresponds to the last 2 weekdays of the whole sample period, is employed here to evaluate the actual forecasting performance of the models in real-time traffic conditions in comparison with the approach of in-sample forecasting. Then the models are used for the estimation of the conditional expectation ỹ t +h⎟ t , which is the optimal h-step-ahead prediction of y t+h given the information obtained until time t, where h is the step of forecasting. The models also provide estimates of the future volatility σ 2
, which is the optimal h-step-ahead prediction of conditional variance σ 2 t +h given the information obtained until time t. In order to evaluate the effect of increasing the length of the forecasting horizon on the model performance, three different prediction steps are used here. These prediction steps refer to h = 1 (one step ahead) corresponding to a forecasting period of 3-min length, h = 5 corresponding to a forecasting period of 15-min length, and h = 10 corresponding to a forecasting period of 30-min length.
The calculation of ỹ t +h⎟ t and σ 2 t +h⎟ t is carried out recursively, through solution of the ARIMA-GARCH and ARFIMA-FIAPARCH models based on the quasi maximum likelihood estimation (QMLE) method as provided by the G@RCH software (18) written in the Ox matrix programming language (19) . This software offers a unique library for the building, solution, and testing of ARCH-type models, with at least the same desirable features as other existing statistical software dealing with such types of models. In addition, a normal (Gaussian) distribution is assumed here for the probability density function D(.) of the z t -process in Equation 5 because the adoption of other, more realistic statistical distributions capable of explicitly representing the effects of skewness and kurtosis, such as the skewed Student's t-distribution, as provided through the G@RCH software, was not found to result in an improvement in the forecasting performance of the models. This outcome can be possibly attributed to the relatively short temporal lengths of the forecasting horizons used in this study (as discussed earlier) in comparison with longer forecasting horizons, such as those of one day, one week, and so on, in which the effect of skewness and kurtosis can have a larger impact on long-term volatility forecasts. Both models demonstrated the ability to converge within a reasonable computing time (<2 min with a Pentium III processor with 128 MB of RAM), which permits their implementation in realtime traffic conditions, with the ARFIMA-FIAPARCH model to involve the heaviest computational burden. Table 2 presents the (best-fit) estimated ARIMA-GARCH and ARFIMA-FIAPARCH models, including the statistical significance of the model coefficients based on the Student's t-test statistic. Furthermore, in order to examine the stability of the model parameters, the two models were reestimated by using half the number of observations. As is common in many applications of the ARCHtype models (13) , including those in transportation networks (9) ,   FIAPARCH(1, d, 1) as well as GARCH(1, 1) specification was found to result in the most adequate representation of the volatility dynamics through the use of appropriate information criteria (18) . Similarly, an ARFIMA(1, ζ, 1) as well as an ARIMA(1, 1) specification were adopted in order to ensure ease in development and application of the two models and facilitate the comparison between them.
RESULTS AND ANALYSIS
Statistical Analysis of Models
Both the AR (ψ) and the MA (θ) coefficients (see Equation 2 ), referred to as AR(1) and MA(1) in Table 2 , were generally found to be statistically significant in modeling the conditional expectation over different locations and information sets. Correspondingly, the ARCH (α) and the GARCH (β) coefficients (see Equation 8 ), referred to as ARCH(1) and GARCH(1) in Table 2 , were generally found to be statistically significant in modeling the conditional variance of the models. The constant terms of the conditional mean and the conditional variance of the two models are not included in Table 2 since their effect was generally found to be statistically nonsignificant for the cases considered in the current study.
The long-memory parameter (exponent d) in the FIAPARCH model (Equation 15 ), referred to as FDIF(V) in Table 2 , was found to be statistically significant and statistically significantly different from zero and unity (0.2 < d < 0.8 for all cases considered). This result gives support to the modeling of fractionally integrated conditional heteroscedasticity and rejects the hypotheses of short-run and infinite persistence of shock effects on volatility dynamics. In contrast, the long-memory parameter (exponent ζ) in the ARFIMA model (Equation 3), referred to as FDIF(M) in Table 2 , was found to be statistically significant only for the case of L108. In the remaining three locations, the ζ-parameter was found to be statistically nonsignificant, with d < 0.2. These results indicate that the existence of long-term dependence in the conditional mean is not so evident as in the conditional variance. This long-term dependence may be suppressed by the quality of traffic signal coordination or other congestion phenomena affecting the traffic conditions in the particular area (6) .
Furthermore, the asymmetry parameter (γ) in the FIAPARCH model, referred to as ASMTRY in Table 2 , was not found to be statistically significant in any of the cases considered ( ⎟ γ⎟ < 0.5). This result leads to the rejection of the hypothesis that negative (positive) shocks give rise to higher volatility than positive (negative) shocks. On the contrary, the exponent coefficient δ in the FIAPARCH model, referred to as EXPNT in Table 2 , was found to be statistically significant in all cases considered, with δ > 1.0. This outcome allows the FIAPARCH model to adapt a more flexible form to express the relationship between the conditional variance and the shocks that occurred in the past, on the basis of the existing sample observations. In addition, Table 2 shows that the statistical significance of the model coefficients for the two cases using the whole set and the halfset of observations does not practically change. This fact provides evidence of the parametric stability of the two models, since it is also confirmed by the joint tests based on the likelihood ratio statistic (18) .
Comparison of Forecasting Performance
The main purpose of developing the ARIMA-GARCH and ARFIMA-FIAPARCH models in this study is to produce short-term predictions of the time-dependent changes in the mean and the variance of traffic flow, as expressed by the relative velocity. Despite the fact that the long-memory parameter ζ of the ARFIMA process was found to be statistically nonsignificant, except in the case of the L108 detector, the fractional differencing operator is retained in the specification of the mean equation; that is, the ARFIMA-FIAPARCH model is also used in the forecasting part of the study instead of the corresponding ARIMA-FIAPARCH model. This model is used because the existence of a fractional differencing operator in both the mean and the variance equations has been shown to prevent the problem of structural differences in the parameterization of the two equations. This parallelism in the parametric structure of the two equations has proved to retain a balance between the forecasting performance of the conditional mean and the conditional variance (20) .
More specifically, on the one hand, the adoption of the FIA-PARCH specification for the variance equation improves the accuracy of the volatility forecasts in comparison with the adoption of the standard GARCH specification. On the other hand, the adoption of the ARFIMA instead of the standard ARIMA specification for the mean equation enables such an improvement without sacrificing accuracy in the forecasts of the traffic flow levels (as discussed also later). The superior forecasting performance of the ARFIMA-FIAPARCH model in comparison with that of the ARIMA-FIAPARCH model was observed through several test experiments conducted with the current data set in the given area, and it has been theoretically proved in the literature as well for other application domains (20) . Figure 2 shows the real-time forecasts of traffic volatility with the proposed model, that is, the ARFIMA-FIAPARCH model, across the first weekday of the forecasting period (see section Case Study and Experimental Setup) by using a set of different prediction steps, h = 1, h = 5, and h = 10. The sequential succession of tranquil and volatile periods denotes that the predicted volatility displays significant intraday dynamics as well as spatial differences across the particular corridor under study. These trends are consistent with the diurnal changing dynamics of the (observed) relative velocity at each of the four loop measurement locations during the same weekday, as shown in Figure 1 . By comparing the three graphs corresponding to the three different prediction steps, one can observe that the level of volatility clearly diminishes with the length of the forecasting horizon. This finding agrees with the results of similar studies conducted in other application fields (13) . More specifically, the increase of the length of the forecasting horizon and of the amount of traffic the increase in the size of the prediction step. This fact can be attributed to the added uncertainty associated with the future traffic levels and volatility state as the length of the forecasting horizon increases.
The results shown in Figures 3 to 5 provide evidence of the superior performance of the ARFIMA-FIAPARCH model in comparison with the ARIMA-GARCH model in forecasting traffic volatility in terms of producing lower MAE(V) values for all loop measurement locations and prediction steps. The ARFIMA-FIAPARCH model attains these accuracy gains in volatility forecasts without degrading the forecasting accuracy of the traffic flow levels in relation to the ARIMA-GARCH model, since the MAE(M) values are basically the same for both models in all the cases considered. The differences between the values of the MAE(M) and MAE(V) corresponding to different locations can be attributed to the varying levels of volatility pertaining to each of these locations. In particular, the significantly lower values of the MAE(M) and MAE(V) corresponding to L78 can be explained by the considerably less volatile (more tranquil) traffic conditions prevailing in the specific location in comparison with the conditions prevailing in the other locations (see Figure 1) .
The values of the MAE(M) appear rather high, particularly for locations L101, L102, and L108, when compared with values reported in freeway traffic studies. This fact can be possibly attributed to the data available and the present urban network characteristics rather than to the methodology used. That is, the measured level of accuracy verifies that traffic flow in signalized urban arterials cannot be predicted, at least in the short run, with as much accuracy as flow in urban freeways. Nonetheless, the results of the study signify the relative benefits and potential usefulness of developing new forecasting methodologies, such as that of the ARFIMA-FIAPARCH model, to predict traffic volatility more accurately on the basis of the MAE(V) in urban arterial networks in comparison with the use of existing forecasting methodologies.
Moreover, the results clearly show that larger gains in the accuracy of the predicted volatility can be achieved for the ARFIMA-FIAPARCH model in comparison with the ARIMA-GARCH model when longer forecasting horizons, such as 15 and 30 min, are adopted. More specifically, the smallest improvements range from 4.0% (for h = 1) to 5.2% (for h = 10) in the case of L102, whereas the largest improvements range from 10.0% (for h = 1) to 14.4% (for h = 10) in the case of L101. These differences in the accuracy gains of volatility forecasts can be attributed to the ability of the ARFIMA-FIAPARCH model to allow for correlations of the conditional variance with the past shocks to decay at a much slower hyperbolic rate over longer lags in comparison with the ARIMA-GARCH model. Besides, the similarity of the volatility forecasts for steps h = 5 and h = 10 (Figure 2b and c) in comparison with the forecast corresponding to h = 1 (Figure 2a) verifies that the effect of shocks fades away at a decreasing rate as time passes. The length of the forecasting horizon beyond which the models are not able to provide any information about the impact of shocks on volatility can vary significantly with the data aggregation frequency and the topological and traffic characteristics of each network setting.
CONCLUSIONS
The modeling and forecasting of traffic volatility dynamics is a key element in understanding and addressing the uncertainty pertaining to the operation of urban arterial networks. This study investigated the development and the forecasting performance of an autoregressive heteroscedastic model referred to as ARFIMA-FIAPARCH, which incorporates fractionally integrated components in both the conditional mean and the conditional variance equations. The results of the model fitting procedure verified the statistical significance of the fractionally integrated process in the conditional variance that allows the effects of shocks to decay at a slow hyperbolic rate in contrast to the standard GARCH process. Moreover, the power transformation in the variance equation renders the model specification more flexible in the sense of increasing the response of the forecasting mechanism to real-time traffic information, expressed by the ratio between volume and occupancy, fed to the model.
The ARFIMA-FIAPARCH model was found to outperform the ARIMA-GARCH model when it is used to provide short-term traffic volatility forecasts. In particular, the ARFIMA-FIAPARCH model improves the accuracy of predicted volatility, and it predicts traffic flow levels with basically the same accuracy as the forecasts of the ARIMA-GARCH model. The proposed methodology can be used to enhance the reliability of the predicted travel times in urban arterial networks through determination of appropriate confidence bounds. These forecasts can be provided to the users either as pretrip information (e.g., through the Internet) or during their trip through individual (in-vehicle) or collective (changeable message signs) information systems.
Further work is required to identify and model processes underlying the multiscale temporal and spatial dynamics of traffic volatility in signalized urban networks. These efforts could be directed toward the investigation of the effect of fat tails and multiperiod statistical distributions on volatility predictions over long forecasting periods, such as those of a series of weeks or months, for the most congested arterials and times of day. Further research should also address the application and comparative evaluation of approaches other than those of ARCH-type models, such as stochastic volatility models (21) , in which the conditional variance is specified to follow some latent stochastic process. 
