Humans employ an active visual system to gather visual data from the surrounding environment. In addition to continually re-focusing the lens and adjusting the iris to control the exposure of light on to the retina, the eye constantly moves so that specific information can be focused on to the fovea -the part of the retina capable of defining fine detail. The target location when the eye moves is determined by the attention of the viewer. The attention of the viewer is drawn towards regions within the environment that are interesting or salient, i.e.they contain visual or semantic information. A mobile robot traversing within its environment has to identify and locate landmarks and other mobile entities as part of its navigational processes. The ability to efficiently analyze visual data captured from the environment and relate this to information from its internal map is very important. In this work a technique is described that uses semantic data to direct attention towards regions of interest within a simple environment and systematically search other areas of the environment. A fuzzy system lies at the heart of the technique that reasons with historical and environmental data in order to influence the search patterns. A Kohonen self-organizing map is used for object classification. Experimental data will be provided to illustrate the success and efficiency of the technique and conclusions will be drawn that discuss future work.
Introduction
"Active vision refers not to the sensing technology but to the strategies for observation" [8] . Aloimonos and Bandyopadhyay [7] describe an observer as being active if engaged in some form of activity whose purpose is to control the geometric parameters of the sensory apparatus. An active vision system is one where the sensor is moved and exposed to different areas of the environment. The procedure described in this paper was inspired by the active visual system employed by humans that has evolved to deal with the changing world around us by performing dynamic scene analysis, i.e. to analyse visual data that changes with time.
Hacisalihzade et al. [13] used a stochastic modelling approach to simulate sequences of the visual fixations of humans using Markov processes. Based on this work Griffiths et al. [12] developed a technique that used Fuzzy Tuned Stochastic Scanpaths (FTSSs). In this ap-proach a Fuzzy Inference System (FIS) was employed to construct a saccade map that was used to identify Regions Of Interest (ROI) within a scene and influence a biased search routine. The technique was proposed as a means of determining the physical position of a camera when scanning a scene. The operation of (FTSSs) has been further developed by Allen et al. [4, 5] as a means of scanning frames in an image sequence. In Allen et al. [4] the technique was applied to real image data and multiple objects in a constrained environment. A competitive network was used for object classification based on an object's colour. In Allen et al. [3] a more sophisticated location procedure was proposed that could automatically alter the size of the regions being examined and the number of regions selected from each frame. This procedure was tested with an artificial frame sequence.
In this paper the operation of the human eye is analyzed and methods for modelling this operation are discussed. The operation of the experimental procedure for establishing ROI using a FIS is described and the results from its application will be presented. The procedure is applied to a set of real frames and a Kohonen network is used to classify each object based on its colour.
The human visual system
This section provides a brief overview of human vision with particular emphasis on eye movement control. Research is highlighted that expounds the differences in the way experts and novices extract information from specific scenes. The section concludes with a review of how this technology has inspired the development of the modelling techniques and FTSS procedure that is described in the subsequent sections.
Human vision is a dynamic process. It has been established that eye movement behaviour can be divided into two discrete phases -fixations (when the point of regard is held relatively still) and saccades (where the eye rotates to re-orientate the point of regard from one position to another) [14] . The eye constantly moves and representations of the world around us are built up over time using multiple eye fixations. The fovea is an area at the centre of the retina where our ability to define fine detail and colour information is best. Consequently, the eye moves to focus ROI within the scene onto the fovea.
Humans actively seek information. When humans see and understand they actively look [6] . In their review, Hendersen and Hollingworth [14] cite a number of studies that suggest that during scene viewing the fixation points are non-random with more fixations directed towards the more informative regions, i.e. regions of interest of salient regions.
Norton and Stark [19] coined the term scanpath to describe the idiosyncratic sequence of fixations used by a particular viewer when viewing a particular pattern. The study examined how viewers examined new (previously unseen) patterns during a 'learning phase' and then how they recognized the same patterns during a 'recognition phase'. The result of the experimental work showed that when recognizing a pattern the viewer enacted an appropriate scanpath in 65% of the cases. The authors regarded this as a strong result and suggested that the presence of scanpaths is indicative of how patterns are remembered and they provide evidence that high-level processing is used for visual perception and eye movement control. Stark et al. [24] present a review of current scanpath theory for top-down visual perception. A detailed description of their experimental work is given -which includes work monitoring eye movements during the viewing of animated scenes -and the presentation concludes with a report on the implementation of a top-down computer vision model. A saccadic eye movement requires a shift of attention by the subject to the target location [18] . The eye moves to focus on ROI, but what makes one region more interesting than another? Hendersen and Hollingworthco [14] discuss regions as containing semantic information -the meaning of a region -and visual information -discontinuities in colour, depth, luminance and/or texture. The scanpath theory indicates that the use of semantic information is used extensively in pattern recognition. The eyes follows a scanpath to gather salient features about the scene to match against the viewer's cognitive model. The scanpath is controlled by high level processing within the central nervous system which in turn draws upon memory. Stark et al. [24] identify task setting as an important factor that can induce the viewer to modify the scanpath. Hendersen and Hollingworth [14] also identify task setting as a factor that can influence eye movement patterns and also include factors of viewing time and image content.
It has been established that the human model combines visual data and experience (expert knowledge) to anticipate future events in order to reduce reaction times. In fast action sports, experts use visual information, such as the body movements of a competitor, to predict their subsequent actions and to gain an advantage. The expert is able to distinguish between the irrelevant and relevant information and to recognize these cues early in the sequence of events [21] . This also applies to experienced and novice drivers. An examination by [9] identified that, when viewing a scene novice drivers, in general, fixated longer than experienced drivers and it was argued that this related to the additional time that is required by novice drivers to process visual data from the scene. The study also revealed that different visual scene (rural and urban scenes) also invoked different observation behaviour (influence of image content).
Hacisaliazade et al. [13] present a stochastic approach to modelling eye movements. The aim of this work was to demonstrate the feasibility of quantifying the similarity of visual fixation sequences while looking at familiar objects. In this approach Markov matrix was used to model a sequence of visual fixations. Hendersen et al. [15] describe a model of eye movement control in scene viewing. The control method uses a saliency map to determine the subsequent fixation point. The saliency map contains a set of weights that are initially assigned based on the saliency of a region based on a parse of the entire scene. It is suggested that these initial saliency metrics are assigned by low-level stimulus factors such as luminance, con-trast, colour, etc, e.g. visual information as opposed to semantic information. The attention is turned to the region with the highest weight. Over time as the information within the regions of the map are processed and become meaningful elements the saliency weights are modified to reflect the semantic importance of the regions. Consequently, the basis for each weight gradually moves from being visually based to semantically based.
This section has established that humans use search patterns when examining their environment and employ knowledge to refine these patterns so that scenes can be investigated more effectively. Two frameworks for emulating simple eye movement behaviour were introduced. The FTSS technique described in the subsequent sections employs antecedent knowledge and historical data when examining scenes. The technique was inspired by the work of Hacisaliazade et al. [13] and has much in common with the framework presented by Hendersen et al. [15] . However, the method does not attempt model the behaviour of the eye.
Fuzzy tuned stochastic scanpaths
In a dynamic environment the scene can change due to the movements of the viewer, the motion of objects present within the scene, changes in the ambient lighting, and changes in the size and shape of the different objects. As described above, because processing resources are limited, the human visual system employs an active process to filter the vast amount of visual data generated from a scene and to focus on ROI. The FTSS procedure [4, 5] is used to analyse the images contained within a frame sequence and to establish where ROI are located within a scene by processing historical data and expert knowledge (knowledge about the environment). The historical data is collated from examinations of the previous frames in the sequence and the expert knowledge is currently provided by the operator.
Jain et al. [16] identify three phases of dynamic scene analysis, i.e.:
-Peripheral Phase -the extraction of approximate information that indicates the activity in a scene which can be used to determine which parts of the scene require careful analysis. -Attentive Phase -concentrates analysis on the active parts of the scene and extracts information which may be used for the recognition of objects, analysis of object motion and a history of events taking place.
-Cognitive Phase -Applies knowledge about the objects to analyse the scene in terms of objects present and events taking place.
These three phases are contained within the FTSS procedure as shown in Fig. 1 . The procedure regards each frame in the sequence as a set of equally sized subregions laid out uniformly in rows and columns (Fig. 2) . The size of the sub-regions were initially predetermined by the system designer but in recent work an adaptive procedure has been developed that can adjust the size of the sub-regions at run time (see Section 4) . During the peripheral phase information regarding each sub-region is collated. This information is used to determine the saliency of a sub-region when compared with the other sub-regions that make up the frame. The information contains:
-cumulative quantities -the degree of attention previously shown the corresponding sub-region during the analysis of previous frames. -measurable quantities -the distance of the subregion from the nearest salient sub-region (i.e. a region containing a particular object(s)). -environmental knowledge -antecedent and strategic knowledge relating to the location of salient and non-salient areas within the environment as specified by the user. -system status -the behaviour of the FIS may be influenced by past performance (the reliability of the procedure to locate objects in the scene during the analysis of previous frames).
At the attentive phase the data relating to each subregion on the previous frame is presented to a FIS (see Section 5) which assigns a weighting (a possibility of interest) to each sub-region that reflects its saliency in the current frame. These possibility values are stored in a state transition matrix called a saccade map. 1 The saccade map shares a number of similarities with the saliency map of Hendersen et al. [15] . However, in this procedure the possibilities of interest are determined using the FIS to evaluate historical data gathered from the analysis of previous frames and antecedent knowledge concerning the environment. In addition, unlike Hendersen's framework, a stochastic process is used to determine which sub-region will be examined rather than the sub-region with the highest weight. ure 2 shows a saccade map for a hypothetical image frame containing a moving bus and no other objects. The elements of the map relate to the corresponding sub-regions of the frame. The element containing the highest possibility corresponds to the sub-region in the frame that contains the bus. The sub-regions surrounding this cell also have a relatively high possibility of saliency because the bus may have moved into these sub-regions on the current frame. Using the saccade map and a weighted roulette wheel, a list is constructed of sub-regions that will be examined in the current frame, i.e. the scanpath (see Fig. 2 ). The weighting of the roulette wheel ensures that those sub-regions assigned a high possibility have a comparatively higher chance of being included on the scanpath than those assigned low possibilities. In a saccade map of dimensions S × T the next sub-region in the scanpath is chosen by the random process. This ensures that any sub-region may be included in the scanpath as part of a systematic search (any region potentially may be a ROI) but the search is inclined towards those areas of known interest by the higher possibilities:
The following algorithm is used to select a subregion:
-Determine sum of all possibilities in saccade map.
where x p is the sum of all possibilities p ij -Determine the random value r. r = x p a where a is a random value chosen from a uniform distribution on the interval (0, 1).
-Scan saccade map, one cell at a time, starting at element (1,1) and moving from right to left and top to bottom, i.e. (1,1), (1, 2) , (1, 3) .
where h = 1 to T − 1, -If r is greater than the sum of the possibilities up to the current cell and less than the sum of the possibilities including the current cell then include corresponding sub-region in scanpath and change corresponding element in saccade map to 0. -Else move on to next cell. -Continue until scanpath is complete.
The sub-regions of the frame identified in the scanpath are analysed during the cognitive phase. A process of object recognition is undertaken to ascertain if the sub-region contains an object of interest. In this work the colour of the pixels contained within a particular sub-region is used to assess the nature of the region. Colour data is used because it is easily extracted aliency of each Historical data mapped using a fuzzy inference system to establish the s sub-region. and an object can be recognized by its colour even if part of it is occluded or if only a portion is represented in the sub-region (see Section 6) . The colour data is encoded using statistical measures and then classified using a classification technique, such as a neural network. The position of interesting objects located in this current frame are conveyed to the peripheral phase and used to compile information regarding the saliency of sub-regions in the subsequent frame.
Adaptive fuzzy tuned scanpaths
Three factors have to be considered when FTSSs are used to scan image frames in order to locate an object(s): the size of the sub-regions (the resolution of the saccade map), the number of sub-regions included in the scanpath (the length of the scanpath), and the characteristics of the FIS which influences how attention is distributed around each frame. Initially these factors were predetermined by the system designer and remained constant throughout the procedure. Consequently, the procedure could not respond to environmental factors or changes in object/agent behaviour. The performance of the technique, therefore, relied upon the skill of the designer. In recent work the concept of using Adaptive Fuzzy-Tuned Scanpaths (AFTSs) for object location has been introduced.
In Allen et al. [1] , the FTSS procedure was enhanced so that the resolution of the saccade map could be adjusted at run-time. The resolution of the saccade map is determined by the relative size of the objects that are to be located. To be identified, an object must predominantly occupy at least one sub-region. Therefore, if an object occupies a relatively small area of each frame then a map of higher resolution is required, i.e. to sub-divide the frame into smaller sub-regions. Allen et al. [2] describes an FTSS procedure that can adjust the length of the scanpath at runtime. A number of factors can have a bearing on how long the scanpath should be, e.g. the number of objects the procedure has to monitor and the degree of positional displacement for each object from frame to frame. For example, a longer scanpath will be required to monitor the position of multiple objects than would be required to monitor just one.
In Allen et al. [3] , a procedure was developed that employed both the enhancements described above and, in addition, this procedure could also accommodate scenarios where objects leave and enter the scene. A new FIS was also developed to accommodate these enhancements and is described in Section 5 and used in the experimental work presented in Section 7. This procedure was tested with an artificial frame sequence. In this work a procedure is being presented based on the findings of the previous work and will tested with a real image sequence captured in a constrained environment (see Section 7).
The relative size of an object varies with respect to its distance from the camera. In this procedure, a routine is included that changes the size of the subregions in order to optimise the accuracy with which the procedure can identify an object's position. It does this by counting the number of sub-regions identified in each frame that contain a each object (the object-hits). If the number of object-hits on all objects exceeds a predetermined threshold then the size of the sub-regions are increased, i.e. the resolution of the saccade map is reduced. Conversely, if the system fails to identify any object over a series of frames then the size of the subregions is reduced and, consequently, the resolution of the saccade map is increased.
To quantify the performance of the procedure in locating different objects over a set number of frames, a history parameter is introduced that is examined when determining if the resolution of the saccade map should be changed. The number of object hits v(i) from the h most recent scans are stored in a vector
termed a history vector and h is called the history. For example, if h = 3 then the number of object-hits from the three most recent frame scans contained in the history vector are used as a measure of performance. If the mean of these results exceeds the upper threshold or falls below the lower threshold then the resolution of the saccade map is halved or doubled respectively, i.e.:
where Q min is the minimum number of allowable hits, Q max is the maximum number of allowable hits (stepping thresholds) and S and T are the dimensions of the saccade map. The values of S and T are only allowed to vary within predetermined limits so that the designer can allocate the maximum and minimum size of the subregions. If the process attempts to change the resolution beyond the predetermined limits then the resolution remains unchanged. A number of frames are taken into account to ensure that a change is initiated by a trend in the performance and not on the basis of a single unrepresentative scan that failed to identify the position of any objects. Once the resolution of the saccade map has been changed, the most recent value contained within the history vector is changed to a mean value between the upper and lower limits of allowable hits (Q):
To trigger a change in map resolution, the last value v r (1) would have been relatively high or low, depending on the nature of the change. This change to a neutral value is a response to the change made in map resolution. Its purpose is to induce the procedure to operate for a number of frames without changing the resolution again, i.e. to give the new set up a fair trial. However, if the results were very poor immediately prior to the change and remain poor directly afterwards, another change may still be triggered. The area of each frame that is examined by the procedure, i.e. the number of sub-regions contained within a particular scanpath, is specified as a percentage of the total image surface. The percentage area is used as a measure in preference to the number of sub-regions because it is invariant to changes in the resolution of the saccade map. If the area of examination is reduced it makes the system potentially more efficient and, therefore, quicker as less processing is required. However, it can result in a reduction in the reliability of the process and less attention is paid to locating new objects.
To determine whether the length of the scanpath should be changed, a reliability parameter is introduced for the procedure that reflects the procedure's ability to locate object(s) contained within each frame. For example, if the procedure is performing inconsistently (unreliably) then the length of the scanpath should be increased. This ensures that the procedure examines more of the frame's surface area at the expense of increased computational load (reduced efficiency). Conversely, if the reliability of the procedure is consistently too high with too much attention being paid to the object(s) than is necessary to ascertain its position, then the length of the scanpath should be reduced. This increases efficiency at the expense of some reliability.
The length of the scanpath z is allowed to vary within predetermined upper and lower thresholds z lower and z upper , where z lower identified the minimum allowable area of the frame that could be examined and z upper the maximum area. z lower can be set to ensure that the procedure adequately scans each frame depending on the system requirements, i.e. not only must the procedure examine existing ROI but must also look for new ones. Therefore, if z lower is set too low, insufficient scanning of regions of low interest will result. z upper can be set to any value from z lower to 100%. If the procedure selects a scanpath that ensures that all the sub-regions are examined, i.e. 100% of the frame, it can be assumed that either objects are not present within the frame or an object is too small to be identified. 100% coverage is computationally excessive and negates any benefits that accrue from using this technique. Consequently, the behaviour of the adaptive procedure can be usefully constrained by the careful selection of z upper and z lower .
In a fully adaptive procedure the size of the subregions can also change and consequently the length of scanpath has to be changed to maintain continuity with respect to the area of the frame that is being examined. Therefore, the values of z are specified as a percentage of the frame area and then quantized into an integer which represents this percentage in terms of the number of sub-regions.
In order to trigger a change in the length of the scanpath, the performance of the procedure is assessed in a similar way to that used when triggering a change in the resolution of the saccade map. The data relating to the number of object locations from each scan are contained in a history vector v s . The history vectors are constructed in the same way with the same initial values. The only change occurs when a value is changed to a neutral value after triggering a change in either the size of the sub-regions or the length of the scanpath. If the mean of the values in the history vector v s is less than t lower then the length of the scanpath z is increased to improve reliability. Conversely, if the number of all object locations is greater than t upper then the length of the scanpath is decreased to improve efficiency, see Eq. (5):
where h is the history, v s is the history vector, z is the length of the scanpath and q is the predetermined degree of increase/decrease expressed as a percentage of the frame surface. If z + q > z upper or z − q < z lower then z remains unchanged. This enables the system to adjust automatically the scanpath to an optimum length and to remove the need for rigid predetermined parameters that could constrain the procedure and impair its performance. If more than one object is being sought then the least number of hits for a particular object, i.e. the weakest performance metric, is placed within the history. This means that the performance is assessed on the basis of the object that is most difficult to locate.
The selection of the object location thresholds t lower and t upper has a marked affect on the characteristics and behaviour of the procedure. A decrease in the object location thresholds reduces the tendency to increase the length of the scanpath and increases the tendency to shorten the scanpath respectively. This brings a reduction in accuracy and reliability but increases efficiency. Conversely, increasing the displacement thresholds increases the tendency to lengthen the scanpath and reduces the tendency to shorten the scanpath. This leads to increased reliability and accuracy at the expense of efficiency.
As when triggering a change in the resolution of the saccade map, when a change in the length of the scanpath is made, then the most recent element v s (1) is now replaced by the mean of the displacement thresholds as shown in Eq. (6).
As before, this modification to the basic method is designed to reduce the chances of this element triggering another unnecessary adjustment on the next scan before the system has had chance to work with the current configuration. However, it does not prevent another immediate adjustment if this is what the circumstances demand.
Fuzzy inference system
When analyzing a frame sequence a Mamdani Fuzzy Inference System (FIS) is used to assign possibilities of interest to the different sub-regions of each frame. The FIS used here is the same as that employed in Allen et al. [3] . The FIS is presented with four input metrics that describe a specific sub-region -attention, distance, strategy and bias -and produces a single crisp output, i.e. the possibility that a sub-region is of interest. The input metrics are fuzzified, and the output defuzzified, using triangular and trapezoidal membership functions and there are nine rules in the system. The results from a set of baseline experiments are shown in Figs 3, 4 and 5 to illustrate the application of the different input metrics.
The attention metric is a cumulative quantity that determines the possibilities within the saccade map for those sub-regions that are not local to a ROI. The function aims to promote a systematic scan of pixels in areas of low interest in order to identify new objects [4] . The plot in Fig. 3 shows the attention applied to the corre- sponding sub-regions of frames in a sequence when influenced only by the attention metric. The degree of attention is uniform across all the sub-regions. Attention is determined using Eq. 7,
where f current is the current frame number in the sequence, A (i,j) is the attention assigned to sub-region (i, j) in f current , f i,j is the frame number when subregion (i, j) was last examined and f min is the frame number of the sub-region that has not been examined for the longest period, i.e. has received the least attention. The numerator (f current -f i,j ) establishes the period, in terms of frames, since the sub-region f i,j was last examined. The denominator (f current -f min ) establishes the longest period that any sub-region has been left unattended and is used to scale A (i,j) between 0 and 1. The strategic input metric enables environmental information to be used in the construction of the saccade map. If an area is of average interest it is assigned a value of 0.5. However, if there are areas of the environment that are of constant strategic importance, such as the area around points ingress and egress, then a positive weighting can be applied to these areas using the strategic input, i.e. an input value of 0.5 to 1 depending on how interesting the area is likely to be. Conversely, if an area is of negative importance, such as restricted areas or where permanent fixtures are situated, then a negative weighting can be applied, e.g. an input value of 0.5 to 0. Figure 4 shows the attention paid to the corresponding sub-regions of the frames in a sequence when strategic information is added to the attention input metric.
The distance metric is used to focus attention on those sub-regions containing, or local to, an object by assigning them high possibility values. The distance metric is calculated in terms of map cells (sub-regions) using the chessboard measure [16] and the values are normalized between 0 and 1 (see Eq. 8):
where d is the normalized distance between the cell being assessed and the nearest object, (i object , j object ), (i assess , j assess ) are the row and column dimensions of the nearest sub-region known to contain an object and the sub-region under examination, and D is the maximum distance possible. The maximum distance is equal to max(S, T ) where S and T are the dimensions of the saccade map. The value is normalized such that the value presented to the FIS is always scaled in the range 0 to 1. Therefore, if the size of the sub-regions is changed then the input metric is still correct. The plot in Fig. 5 shows the attention shown to the sub-regions of a sequence that contains two objects -one growing larger in size and the other travelling backwards and forwards across the frame. It can be seen that the application of the distance metric influences attention towards those sub-regions containing or local to an object. The bias input metric is a representation of the system's performance. It is activated if the system fails to identify an object and influences the search towards the ROI by reducing the possibility values assigned to the areas of low interest. The longer the object goes unidentified the more influence is directed towards the ROI. If the object is relocated then the bias gradually returns to normal unless the object is lost again. If the object is considered to lost then the bias induced by the loss of that object is reset.
The crisp input metrics are fuzzified using the membership functions shown in Fig. 6 . The nine rules used in the system are listed below.
If To improve the performance a more sophisticated behaviour pattern has been introduced to assign the possibility of interest to those sub-regions local to objects, i.e. regions of high interest. In normal operation when all objects have been located on a particular scan, the system concentrates the high possibilities more tightly around the object's last known position. This reduces the level of concentration to a smaller area and promotes a more evenly distributed scan across the whole image. If an object is lost then, to different degrees, the area of concentration around the last known location of the object(s) is widened. The possibilities are also more uniformly distributed over this area rather than having areas of higher interest in the middle.
Object classification
An object recognition technique was required to classify the sub-regions of the image surface selected by the FTSS or AFTS procedure. These sub-regions could contain a visual representation of a single object or multiple objects and these objects could be either stationary or mobile. It is highly unlikely that the size, shape and position of a sub-region will perfectly match that of a particular object present within the scene and hence part of the object is always excluded and/or more than one object will be represented. Consequently, certain features cannot be reliably used for classification in this application. For example, the size and shape of an object can only be determined if the whole of the object is represented within a single sub-region. The use of colour, is an obvious feature to use in the classification process because a region can be classified as belonging to one object, or a reduced set of objects, based exclusively on the data compiled from pixels it contains. However, a number of disadvantages exist when using colour exclusively as a feature for classifying an object. Colour is adversely susceptible to changes in the ambient light source and to the presence of shadows. A major argument against the use of colour is that the eye is approximately four times more sensitive to changes in luminance than chrominance. The eye is well suited for edge detection as this is more clearly seen in terms of luminance than chrominance. Hence, in image compression, colour data can be more coarsely encoded than luminance data without any perceivable loss in quality. However, colour does have a number of advantages. It is invariant to object translation and rotation, and it changes only slowly under changes in angle of view, scale and occlusion [11] . The capacity of colour to remain constant even when an object is partially occluded makes it particularly suitable for use in this work. The classification technique can ascertain which object predominates within each subregion. Although not applied in this work, it would be viable to use certain features other than, or as well as, colour. Previously analysed classification data from adjacent sub-regions and the texture of the object surface in the sub-region would be particularly suitable for object recognition in this application.
In this work a single image sequence has been used that was captured under mixed lighting conditions. The scene was lit from one side so that shadows were produced (see Section 7). A neural network with its ability to generalize is used to classify the colour data extracted from the image sub-regions selected by the FTSS/AFTS procedure.
The data extracted from the image frames are represented in terms of red, green and blue (the RGB model). However, the RGB model does not really describe how colour is actually perceived. The HIS model (hue, intensity and saturation) better approximates to the psycho-physiological characteristics of colour, i.e. how colour is actually perceived [23] . Equal geometric distances in the RGB space do not generally correspond to equal perceptual changes in colour. Hence the RGB colour space is inappropriate for applications requiring direct colour comparisons [11] . A number of colour models have been developed that define colour in terms of hue, saturation and intensity, and a number of reviews and comparisons have been made [10, 20, 22] . In this work the HSV model contained within the MATLAB environment was used to transform the data from the RGB space.
The HIS data extracted from each region of the image was summarized statistically. The mean and the standard deviation were used as summaries to define the position and dispersion of the input point in the HSV space. In this work a competitive neural network was used to classify the HIS data. This network was chosen because of its speed of operation and relative simplicity. The network was simulated using the Kohonen Self Organizing Map (SOM). The Kohonen algorithm [17] is a powerful self-organization process, which has the special property of effectively creating spatially organized "internal representations" of various features of input patterns, and their abstractions. The Kohonen algorithm carries out a distribution of an input space V I in another space of smaller dimension V M , preserving the topological relationships among the input vectors. That is, similar input vectors are distributed to close points in the output space. Generally, the output space V M is represented by a mono or two-dimensional grill, and the topology conservation is carried out by means of a non-supervised competitive learning, in which each input vector x is compared with the weight vectors w i of each neuron in the network; the neuron whose weight vector is the nearest to the vector x is selected, modifying its weights and those of its neighbours according to Eq. (9),
where h iv (), the neighbourhood function, determines the weight increment of each neuron as a function of proximity to the winner neuron. In our case, the neighbourhood area is determined by a square centred in the winner neuron whose side diminishes until zero along the training. l r is the dynamic rate learning parameter, which evolves along the learning according to:
where l r0 is the initial learning rate (0.3), c is constant (0.2), t the current iteration and nn the number of neurons. The Kohonen algorithm is used with a toroidal two-dimension network (10 × 10 size) where both top and bottom as the left and right sides are attached. The network performs a self-organizing process when presenting the different patterns. After a necessary number of iterations, two similar patterns with respect to the chosen distance will physically activate neighbouring neurons in the neural network.
To train the network, a set of feature vectors to represent the different objects in the scene were compiled using data encoded from the image data contained within the frame sequence. A number of frames were selected from the final sequence and Object Representative Re- gions (ORAs) were defined from each. ORAs are areas of the image surface that represent a single object and, consequently, any data taken from the ORAs is representative of that object. The ORAs are defined by the network designer and are relatively large compared with the anticipated size of the sub-regions that will be selected by the FTSS/AFTS procedures. Therefore, many different sub-regions can be extracted from them for training and test purposes. A software routine is used to extract sample sub-regions equally from one or more ORAs. This routine ensures that no two subregions are taken from the same location in any of the ORAs although sub-regions may overlap each other. Multiple ORAs can be used so that data can be extracted from different parts of the object surface to provide a truly representative training set for each object (this depends on the skill of the network designer when selecting the areas). In addition, the selection multiple ORAs can enable data to be extracted from multiple frames and enables larger data sets to be compiled from smaller object areas.
Experimental work
The aim of this experimental work is to observe and assess the operation of the AFTS procedure with image data from a real scene. All the aspects of the adaptive system are combined, i.e. the ability of the procedure, at run time, to vary the resolution of the saccade map, the length of the scanpath, and to observe the behaviour of the FIS. The tests were designed to ensure that new features, e.g. the ability of the procedure to apply a negative strategic bias, operated as expected. In Section 5 the results of the baseline tests to validate the procedure were presented, i.e. to illustrate the behaviour of the system under different scenarios with data from a simple display. In this test all the scenarios are combined in one sequence and comprehensive data is provided that illustrates the behaviour of the procedure at run time and gives a measure of its performance.
The image sequence used in this experimental work was captured using a digital video camera and downloaded to a PC as a set of individual images through an Adaptec Firecard (IEEE1394 interface board). The image sequence was captured using a progressive scanas opposed to an interlaced scan -so that the CCD chip read every line from top to bottom to ensure that no image data was overlooked. The image frames were downloaded from the camera and initially stored as 640 × 480, 24-bit colour files. For hardware/software compatibility reasons the images were then converted to 8-bit indexed colour images and stored as bitmap files. The image sequence analysed here contains 56 frames and a maximum of 3 objects are contained within each frame: the textured blue (white and grey background), a green pyramid and a moving yellow ball (Fig. 7) . The pyramid is static and appears in all the frames whereas the ball is always mobile. As the background never changes the system is designed to locate the position of the ball and pyramid in each frame. The environment is constrained so that:
-The camera is held in a stationary position throughout the whole sequence. -The size of each object remains relatively constant. -The background is static. -The scene was illuminated from one side to create areas of shadow to more closely align with conditions encountered in a more complex environment. Some parts of the background are in shadow and one side of the pyramid is completely in shadow (see Fig. 7 ).
To improve the reliability of the object classification procedure, the carpet area of the scene was divided into two distinct areas -the area in shadow and the area not in shadow -and each was treated as a separate object. Data was collected from both areas and used in training the ANN. Consequently, the ANN identifies four objects rather than just three. The training set for the ANN consisted of 800 patterns (200 from each object area) and 200 test patterns (50 from each object area). The data was assembled from image data extracted from the image plane. The RGB data from each pixel was gathered and converted to the HSV model and summarized statistically as described in Section 6. Each pattern contains data from a single object. During the experimental process the AFTS procedure was able to step the resolution of the saccade map (see Section 4) between 20 × 20 and 40 × 40 and the length of the scanpath was constantly adjusted, in increments of 2%, to cover between 2 → 15% of the image surface. The resolution of the saccade map was initialised to 20 × 20 and the scanpath to 5%. An increase or decrease in either the resolution of the saccade map or the scanpath is determined by counting the number of sub-regions gathered from each object area. A change is assessed on the object that is the most difficult to locate, i.e. the object that appears in the fewest sub-regions examined by the procedure. Sub-region count is undertaken over a number of frames. The experimental procedure used here increases the resolution of the saccade map if it fails to collect an average of at least 1 sub-region from each object area in each of the previous 3 frames. The resolution is reduced if it collects, on average, more than 3. The length of the scanpath is reduced or increased if the procedure gathers an average of less than 1 or more than 2.1 sub-regions respectively from each object. As before the assessment is undertaken with data from the previous three scans. Positive strategic importance was applied to the scene (see Section 5) . An area of the scene where the ball enters was assigned two levels of strategic importance. The band on the edge of the scene was assigned the highest level (1) and the adjacent column was assigned importance of 0.75. The position is shown in Fig. 12. 
Results and discussion
A Kohonen ANN with 100 units was successfully trained by presenting each of the 800 training patterns 25 times. The resulting network topography is presented in Fig. 8 . Class 1 represents the non-shadowed area of the carpet area, class 2 the green pyramid, class 3 the yellow ball and class 4 the shadowed area of carpet. The network outputs a 100 element vector which contains a 1 in an otherwise zero vector. The position of the 1 identifies the unit that has fired. A look up table is used to establish the active unit and to convert the output to a four element binary vector with a single 1 representing the object class. If a unit fires that does not belong to a particular class then an unclassified response is transmitted, i.e. all output elements are the same.
The Kohonen ANN classified all of the 200 test patterns correctly. A subsequent test was carried out by randomly selecting image segments from around the image surface including noisy data from more than one object. The network classified all the data in these tests correctly.
The AFTS procedure was tested 30 times and the result of these tests are presented in Fig. 9 to 12. During these tasks the Kohonen network was used to classify previously unseen patterns (see Fig. 1 ). The results from each test (the estimated location of the pyramid and the ball) are compared with the actual object positions. The actual positions were ascertained by performing an intensive examination of all the pixels in each frame. The result in Figs 9a and 9b show the error between the result of the experimental system and the control when monitoring the position of the green pyramid and the yellow ball. The mean error for the pyramid over the entire test procedure was 36 pixels and 39 pixels for the ball. Throughout the test the pyramid was located in 96.4% of the frames and the ball was located in 69% (If an object is not located in a particular frame the result is measured from the last known position).
These results from the automated process compare favourably with those reported previously using a manual procedure with competitive and radial basis ANNs (Allen et al. 1999 and Allen et al. 2001 ). The automated procedure endeavours to select the optimum size of sub-region and length of scanpath whereas the system designer predetermined these parameters for the manual technique. Precision is somewhat reduced but the percentage of positive locations is comparable (96% against 98% for the pyramid and 69% against 68% for the ball). The reduced precision can be attributed primarily to the adaptive process selecting inappropriate sizes for the sub-regions. However, the Kohonen network used here generalizes better than the previous networks. Figure 10 presents the mean resolution of the saccade map and Fig. 11 gives the mean length of the scanpath for each of the 56 frames over the 30 examinations. It can be inferred from Fig. 10 that the system predominantly selected a saccade map of 40 × 40. This is due to the size of the ball and the criteria selected for allowing the procedure to change these parameters (see Section 8). Figure 11 indicates that the length of the scanpath was not able to settle and consequently a review of the criteria for changing the operational parameters of the procedure is required. In Allen et al. [3] the procedure, when tested with an artificial frame sequence, produced a more settled scanpath that only changed when both objects in the scene were either moving relatively quickly or were small, i.e. when the objects were more difficult to locate. Figure 12 shows the degree of attention paid to each sub-region. The ordinates of the plot dictate that the surface is a mirror image of the of the object in the frame sequence. However, it is clear that considerably more attention is being paid to the areas around the pyramid and along the track of the ball. The sub-regions in and around the area designated as having positive strategic interest have also received considerably more interest than those areas of the scene of low significance.
Further tests have been undertaken using the Kohonen ANN with additional patterns extracted from ORAs (see Section 6) in the frame sequence. Unlike the training set, these patterns were taken from multiple frames rather than a single frame. The frames and the ORAs from which the training samples were extracted are shown in Fig. 13 . The ORAs for the unshadowed background -GC1. . . 5 (Grey Carpet) -were selected from different parts of the scene to give a truly representative test set. GC3 was considered particularly important as it was suspected that some sub-regions of the background, taken from that area, were misclassified as the green pyramid during the test. This could account for the for the reduced accuracy of this procedure when compared with previous procedures. The ORAs GP1 (Green Pyramid) and GP2 were selected specifically to ensure image sub-regions were collected from shadowed and non-shadowed areas of the object. GP3, 4 and 5 were selected so that the other sub-regions would contain different combinations of the two areas. ORAs YB. . . 5 (Yellow Ball) were all selected to maximize the number of patterns that could be gathered from the ball. The ORAs for the shadowed area of the background -SC1. . . 5 (Shadowed Carpet) -all occupy the same area in each frame. However, the corresponding colour data from the pixels in each frame vary slightly so even if two patterns were extracted from the same region in different frames, the data they contained would probably be slightly different. The purpose of extracting data from more than image was essentially to obtain a larger base of test samples for the yellow ball. Because the ball occupies so little space in each frame, the number of samples that can be extracted is limited. The size of the sample subregions for this test was 24 × 18 pixels unlike those used for training which were 32 × 24. The training data was extracted for training an FTSS procedure where the size of the sub-regions were limited to 32 × 24. However, in this test the size of the sub-regions could be stepped between 32 × 24 and 16 × 12 so the size of the samples in the test are set to a mean size between the two. The colour data from the image samples is processed and summarized using the same methods as those used when analyzing the sub-regions extracted during the test (see Section 6).
The output from this test provided some interesting results. All the samples from the green pyramid were correctly classified as Class 2 (see Fig. 8 ). One sample representing the yellow ball was misclassified by activating neuron 78 which is on the frontier between Class 1 (the unshadowed carpet area), Class 4 (the shadowed carpet area) and Class 3 (the ball). The rogue sample contained about a 30% area of dark shadow and carpet so this classification is not unreasonable.
The main cause of misclassification occurred between Class 1 and Class 4. 38 patterns from Class 1 activated neurons 74, 75 and 77 which is on the frontier between Classes 1 and 4. However, as these two classes represent the same object (see Section 7), and there is a gradual change between the two, then some overlap is expected and these borderline classifications confirmed this fact. This was also emphasised when 29 patterns from Class 1 were misclassified as Class 4 by activating neurons 76, 87 and 97, and 15 patterns from Class 1 activated neuron 98 which is on the frontier between Class 4 and Class 3. It is suspected that all these misclassified samples came from ORAs GC3 and GC5, both of which contain substantial shadowed areas.
As expected 8 patterns from ORA GC3 (Class 1) were classified as the green pyramid. However, a close examination of these samples reveals that they display a green hue similar to that of the pyramid -in fact a visual examination of the sample alone by a human operator would probably provoke the same response.
These results indicate that the Kohonen network performs very well and that further improvements lie in providing a more comprehensive set of training data. The majority of the misclassifications result from the overlap between the shadowed and non-shadowed areas of background -it would have been surprising if this had not been the case.
Conclusions and further work
The Kohonen network used in this work performed well, offering good generalization and providing reliable classification. Performance could be improved further by using more training patterns from across a wider range of images and including noisy data, i.e. patterns extracted from image segments that contain more than one object. However, the real strength of the Kohonen network -its self organizing capabilitieswas not used here but will be investigated in the future.
Further work is required to improve the performance of the AFTS procedure. It is proposed that an extensive testing of the criteria that dictate when the procedure can adjust the operational parameters should be undertaken, i.e. those parameters that trigger a change in the length of the scanpath and the resolution of the saccade map. In Allen et al. [3] it was suggested that these parameters should be carefully chosen to ensure that they work together.
The Fuzzy system here worked reasonably well and the plots in Fig. 12 illustrate that the attention was distributed to the correct areas. However, some tuning of the system is required to reduce the spread of attention. The Attention shown to the area around the pyramid, even taking into account the proximity of the ball, is too wide and should be more focused. A reassessment of the distance metric (see Fig. 5 ) should rectify this problem.
