Introduction

34
Suppose that a system under test (SUT) is affected by its k parameters (or factors), 35 and each of these parameters may have many possible values (or levels). Ideally, to 36 ensure system quality, we should test all combinations of parameter values. However, 
Preliminaries
34
In this section, some preliminaries of combinatorial testing and test case prioritiza- 
Combinatorial testing
37
Combinatorial testing is widely used in the combinatorial test space to generate an 38 effective test suite for detecting interaction faults that are triggered by interactions 39 among parameters in the SUT.
Suppose that the SUT has k parameters P 1 , P 2 , · · · , P k , which may represent 1 user inputs or configuration parameters, and each parameter P i has discrete valid 2 values from the finite set V i . Let C be the set of constraints on parameter value 3 combinations, and R be the set of interaction relations among parameters. In the 4 remainder of this paper, we will refer to a combination of parameters as a parameter 5 combination, and a combination of parameter values or a parameter value combina-6 tion as a value combination. 
11
For example, Table 1 gives the configurations of a component-based system,
12
in which there are four configuration parameters, each of which has three values.
13
Therefore, its test profile can be written as T P (4, 3 4 , ∅).
14 Definition 2. Given a test profile denoted by T P (k, |V 1 ||V 2 | · · · |V k |, C), a k-tuple
15
(v 1 , v 2 , · · · , v k ) is a test case for SUT, where v i ∈ V i (i = 1, 2, · · · , k).
16
For example, a 4-tuple tc = (Windows, IE, LAN, Access) is a test case for the 17 SUT shown in Table 1 .
18
Definition 3. Given a T P (k, |V 1 ||V 2 | · · · |V k |, C), an N × k matrix is a t-wise (1 ≤ values from the t columns at least once.
23
When |V 1 | = |V 2 | = · · · = |V k | = v, the covering array can also be written as 24 
In combinatorial testing, the uncovered t-wise value combinations distance
24
(UVCD) is a distance measure often used to evaluate test cases when constructing 25 a covering array or variable-strength covering array [16] .
26
Definition 5. Given a combinatorial test suite T , strength t, and a test case tc, 27 uncovered t-wise value combinations distance (UVCD) of tc is defined as:
where CombSet t (tc) is defined as the set of t-wise value combinations covered by 29 test case tc, while CombSet t (T ) is the set of t-wise value combinations covered by 30 test suite T . More specifically, let tc = (v 1 , v 2 , · · · , v k ) where v i ∈ V i (i = 1, 2, · · · , k),
31
CombSet t (tc) and CombSet t (T ) can be respectively written as follows:
32
CombSet t (tc) = {(v j1 , v j2 , · · · , v jt )|v j1 ∈ V j1 , v j2 ∈ V j2 , · · · , v jt ∈ V jt ,
To reduce the cost of combinatorial testing, many researchers have focused on al- 
21
Definition 5. Given (T, Ω, f ), where T is a test suite, Ω is the set of all possible test sequences obtained by ordering test cases of T, and f is a function from Ω to 23 the set of real numbers, the problem of test case prioritization is to find an S ∈ Ω 24 such that: The IICBP technique divides a CA(N ; t,
where Calculate UVCD of e, that is, U V CD t (e, S);
best distance = U V CD t (e, S);
best data = e;
end if 8: end for 9: return best data.
best data = BT ES(S, T, t); //Generate the best test element.
4:
T = T \ {best data};
5:
S = S best data ; 6: end while 7: return S.
Algorithm 3 Incremental-interaction-coverage-based prioritization of combinatorial test cases (IICBP) Input: Covering array CA(N ; t, k,
5:
end if
6:
best data = BT ES(S, T , τ ); //Generate the best test element.
7:
8:
S = S best data ; 9: end while 10: return S.
The process is repeated until all A i (i = 1, 2, · · · , t) are prioritized according to 1 i-wise interaction coverage. Fig. 1 gives a 2, and Algorithm 3 presents the detailed IICBP processes.
10
In this paper, we assume that a combinatorial test suite is equivalent to a 11 covering array, and that all parameters are independent. In other words, the 12 variable-strength covering array is not considered in this paper. Also, constraints 13 on value combinations are ignored. Therefore, the test profile can be abbreviated 
24
For (1), it requires (N −i)+1 test cases to compute UVCD. For (2), according to C l k l-wise parameter combinations, we divide all possible l-wise value combinations that are derived from a T P (k,
As a consequence, when using a binary search, the order of time complexity of
define the following function:
From Equation 10, we have f t = t l=1 |A l | = N .
28
According to A l (1 ≤ l ≤ t), the order of time complexity of constructing A l is O((
are included in the algorithm IICBP execution, the order of time complexity can be described as follows:
There exists an integer µ(1 ≤ µ ≤ t) such that:
As a consequence,
Therefore, we can conclude that the order of time complexity of algorithm IICBP 
, see Appendix A for more details. We designed four test profiles as four system models with details shown in Table   10 3. The first two test profiles were T P (6, 5 6 ) and T P (10, 2 3 3 3 4 3 5 1 ), both of which 11 have been used in previous studies [15] . The third and fourth test profiles (that 12 is, T P (8, 2 6 9 1 10 1 ) and T P (7, 2 4 3 1 6 1 16 1 )) were from real-world applications: a real 13 configuration model of GNUzip (gzip); and a module of a lexical analyzer system 14 (flex).
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15
The original covering arrays were generated by two different tools: Advanced arrays generated by ACTS or PICT are given in 
strength τ is given as follows:
where T all is the set of all test cases from T P (k, Table 4 . AP CCτ metric (%) for different prioritization techniques for T P (6, 5 6 ).
Original Table 5 . AP CCτ metric (%) for different prioritization techniques for T P (10, 2 3 3 3 4 3 5 1 ).
Original Table 6 . AP CCτ metric (%) for different prioritization techniques for T P (8, 2 6 9 1 10 1 ).
Original Table 7 . AP CCτ metric (%) for different prioritization techniques for T P (7, 2 4 3 1 6 1 16 1 ).
Original (b) Given a covering array of strength t, the ICBP τ has the highest APCC τ when 6 1 < τ ≤ t; but the IICBP has the highest APCC τ when 1 ≤ τ = τ ≤ t. given in Equation 5, the formula for NAPFD is presented as follows:
where m, n, and 
22
The first and second observations are consistent with those reported for Simula-23 tion One. For Observation (c), we take a covering array of strength t = 5 generated 24 by PICT on T P (10, 2 3 3 3 4 3 5 1 ) as an example. The simulation design was consistent with that of Simulation Two, as explained 10 in Section 4.1.3, including fault distribution and fault generation. With regard to 11 the portion of the test sequence to be executed, we followed the practice adopted in 12 previous prioritization studies [13] of fixing the number of test cases that would be 13 executed to be the size of a covering array at strength t = 2. For instance, consider 14 T P (6, 5 6 ) in 
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identified by a 2-wise faulty interaction {P 1 , P 2 }. Fault f 1 may be triggered when 1 "(P 1 = v 1 )&&(P 2 = v 2 )" where v 1 ∈ V 1 and v 2 ∈ V 2 ; while fault f 2 may be trig-2 gered by "(P 1 = v 1 )&&(P 2 = v 2 )". Consider a test case, its probability of revealing . When parameters P 1 and P 2 both have a large number 6 of possible values, the probabilities of detecting f 1 and f 2 could be very different. to the incomplete specifications of cmdline, it was not included in this study. such that the size of the subset was equal to each covering array of strength t = 2.
31
6
Due to randomization in some prioritization techniques, we ran the experiment 100 7 times for each subject program and report the average. 
Results and analysis
9
The experimental results from running all prioritization techniques to test count, For the remaining program (tokens), no conclusive remarks could be drawn.
29
As observed, each prioritization method may sometimes perform best, and may In summary, the experimental study using real programs shows similar results Despite our best efforts, our experiments may face some threats to validity. In this 7 section, we present the most significant of these, which are classified into three 8 categories: (1) threats to external validity; (2) threats to internal validity; and (3) 9 threats to construct validity. Internal validity refers to whether or not there were mistakes in the experiments.
22
We have tried to manually cross-validate our analyzed programs on small examples,
23
and we are confident of the correctness of the experimental and simulation setups. suppose that an ICAFC-generated covering array T includes t independent parts 4 A 1 , A 2 , · · · , A t having the same meaning as in Fig. 1 , T is a prioritized combina-5 torial test suite from the perspective of strength (that is,
however, the order of test cases in each subset A i (i = 1, 2, · · · , t) is not considered. The question is formalized as follows. Given an integer variable l, three constant 32 parameters a(a > 1), k(k > 1), and t(1 ≤ t ≤ k), and a function f (l) = C We first analyze the minimum of g(l) when l ∈ [1, k]. As we know, since l is a 1 discrete variable, that is, l = 1, 2, · · · , k, the minimal value of g(l) certainly exists. 
Intuitively speaking, when k is an even number, µ is equal to 16 for the case of 1 ≤ t < k 2 .
17
As discussed above, we can conclude that if 1 ≤ t < 
