In this paper we consider robust parameter estimation based on a certain cross entropy and divergence. The robust estimate is defined as the minimizer of the empirically estimated cross entropy. It is shown that the robust estimate can be regarded as a kind of projection from the viewpoint of a Pythagorean relation based on the divergence. This property implies that the bias caused by outliers can become sufficiently small even in the case of heavy contamination. It is seen that the asymptotic variance of the robust estimator is naturally overweighted in proportion to the ratio of contamination. One may surmise that another form of cross entropy can present the same behavior as that discussed above. It can be proved under some conditions that no cross entropy can present the same behavior except for the cross entropy considered here and its monotone transformation.
Introduction
Maximum likelihood estimation is a typical form of parameter estimation, but it is also well known that it is not robust against outliers. If outliers are present in observations, then maximum likelihood estimation often has a severe bias caused by outliers. Many methods of robust parameter estimation have been proposed to reduce the bias [5, 4, 11] .
A new type of robust parameter estimation has recently been discussed. The basic idea is to incorporate the density power weight into conventional parameter estimation. This idea can be applied to a general parametric family as well as a location-scale family. The density power weight is expressed as f (x) γ , where f (x) is the probability density function and γ is a positive constant. Note that the probability density function f (x) is small when x is an outlier.
Windham [16] applied the density power weight to the functional expression for parameter estimation. Basu et al. [2] used the score function multiplied by the density power weight. They also constructed a class of divergence corresponding to robust parameter estimation and called it the density power divergence. This class includes the L 2 -divergence, which has been known to generate robust parameter estimation [15] . Jones et al. [6] compared the above two types of robust parameter estimation in more detail and proposed an extended class of divergence. Miyamura and Kano [12] applied the density power divergence to robust gaussian graphical modeling.
We here review the fundamental setting for robust parameter estimation. Let f (x) be the underlying probability density function and δ(x) the contamination probability density function related to outliers. Suppose that g(x) is the contaminated probability density function, given by
where ε is the ratio of contamination. Let f θ (x) (or f (x; θ )) be a parametric probability density function. Letθ be the estimator of the parameter θ based on the observations x 1 , . . . , x n independently drawn from g. Parameter estimation usually aims at placing the estimated probability density function fθ close to g, which is not favorable if outliers are present, because the objective of interest is f , not g. Robust parameter estimation aims at placing the estimated probability density function fθ close to f even for ε > 0.
We implicitly assume that f (x * ) is sufficiently small when x * is an outlier, which led to the idea of using the density power weight. This paper supposes the extended assumption that This assumption implies that the contamination density δ(x) mostly lies on the tail of the underlying density f (x). Typically, we suppose γ 0 = 1. If δ(x) is the Dirac function at the outlier x * , then the assumption ( * ) is the same as the conventional one, because ν f = f (x * ). Throughout this paper, we never assume that ε is sufficiently small, in other words, we focus on the case of heavy contamination. This paper deals with the following cross entropy:
which is called the γ -cross entropy in this paper. The cross entropy d γ (g, f θ ) can be empirically estimated by
f (x i ; θ )
whereḡ is the empirical probability density function. The robust estimator is defined aŝ
It can be shown that the latent bias of this estimator is sufficiently small for an appropriately large γ (≤γ 0 ) even in the case of heavy contamination under the assumption ( * ). This behavior is illustrated in Section 2. Throughout this paper, we suppose that γ ≤ γ 0 . The divergence induced by the cross entropy d γ (g, f ) can be defined as
, which is called the γ -divergence in this paper. The basic properties of the γ -cross entropy and γ -divergence are presented in Section 3.1. Let h be the probability density function that satisfies the assumption ( * ) where f is replaced by h. Section 3.2 proves that the Pythagorean relation among g, f , and h approximately holds. If we regard h as f θ , then the robust estimatorθ γ is derived from a kind of projection from the parametric density f θ to the underlying density f . This is a geometrical interpretation explaining why the robust estimator θ γ works well. The Pythagorean relation is known in terms of the KL-divergence related to an exponential family and maximum likelihood estimation [1] , the KL-divergence related to the predictive distribution [7] , the extended KL-divergence related to AdaBoost [8] , the Bregman divergence related to boosting [13] , and so on. The Pythagorean relation demonstrated in this paper is new because we can see from the Pythagorean relation that the contamination is naturally ignored for robust parameter estimation even in the case of heavy contamination. It is shown in Section 3.3 that the latent bias ofθ γ is sufficiently small even in the case of heavy contamination. The robust estimateθ γ was defined as the minimizer of d γ (ḡ, f θ ), but in a strict sense it is defined anew on an appropriately restricted parameter space under regularity conditions. An affine invariance of the γ -divergence is shown in Section 3.4. We generally need numerical optimization to obtain the estimatorθ γ . When the parametric density f θ belongs to an exponential family, we can make a convenient and iterative algorithm to obtain the estimatorθ γ from the viewpoint of the triangular relation among three density functions. The iterative algorithm is constructed in Section 4.
The asymptotic properties of the robust estimatorθ γ are presented in Section 5, based on the theory of the M-estimation. It is shown that the asymptotic variance ofθ γ can be approximated by τ 2 /(1 − ε), where τ 2 is the asymptotic variance under no contamination. We see that the contamination is naturally ignored so that the asymptotic variance ofθ γ is overweighted in proportion to the ratio of contamination.
One may surmise that another form of cross entropy can present the same behavior as that discussed above. However, it can be shown under some conditions that no cross entropy can present the same behavior except for the γ -cross entropy and its monotone transformation. A characterization problem with the cross entropy is discussed in Section 6. Proofs related to the characterization problem are given in Section 10.
An extension of the γ -divergence to deal with the regression model is given in Section 7. Numerical studies are presented in Section 8.
Note that the γ -cross entropy is the same as the logarithm of the cross entropy proposed by Jones et al. [6] on the basis of Windham [16] . In their paper, the cross entropy was constructed from the viewpoint of the normalized estimating equation, because the estimating function is compatible with the influence function in theory. Some properties of the robust estimatorθ γ were already investigated from a conventional viewpoint using the efficiency, influence function, breakdown point, redescending property, and so on. Some additional discussions including the conventional viewpoint are given in Section 9.
This paper deals with robust parameter estimation for a general parametric family. It is shown without the help of conventional indexes of robustness that the bias can become sufficiently small even in the case of heavy contamination. The γ -cross entropy and γ -divergence are derived from a completely different motivation from the past one. We see that the contamination is naturally ignored. There have not been such viewpoints so far.
Illustrative example
Let θ * γ be the minimizer of the γ -cross entropy d γ (g, f θ ). The proposed robust estimator θ γ converges to θ * γ almost surely under regularity conditions. Let θ * be the minimizer of d( f, f θ ). The bias caused by the contamination can be expressed as θ * γ − θ * . Let us illustrate the bias θ * γ − θ * . Suppose that the parametric density is normal with mean µ and variance σ 2 , the parameter is expressed as θ = (µ, σ ), the underlying parameter is θ * = (0, 1), the contamination density is normal with mean 6 or 10 and variance 1, and the ratio of the contamination is 0.05 or 0.2. The bias is given in Figs. 1 and 2 , which show that the bias can become sufficiently small for a large γ .
Let us consider another method of robust parameter estimation. For example, the median is well known as a robust estimate of the mean parameter but always has an excessive bias when the contamination density lies on one side of the underlying density and the ratio of contamination is large. The MAD, S n , and Q n [3, 11, 14] are convenient robust estimates of the scale parameter but show the same drawback.
Let us consider another form of cross entropy given by
The divergence induced by this cross entropy is one of the Bregman divergences, which was discussed by Basu et al. [2] and Jones et al. [6] . The robust estimate was defined in a similar way. The expressions for the cross entropies d γ (g, f ) and m β (g, f ) are similar and in fact the resulting behaviors are similar in some senses, as seen in Jones et al. [6] , but not always similar. Let θ β − θ * is also given in Figs. 1 and 2 , which show that the bias can become sufficiently small for an appropriately large β when the mean parameter of the contamination density is 10, but can never be sufficiently small for any β when the mean parameter of the contamination density is 6 and the objective parameter is σ .
The authors also investigated the case where the underlying probability density function is asymmetric or discrete, more precisely, the exponential type or the Poisson type. We observed similar behaviors of bias. 
Divergence

Basic property
The basic properties of the γ -cross entropy and γ -divergence are presented in the following. The γ -cross entropy is almost invariant under the transformation multiplying two functions by constants. The γ -divergence is completely invariant under the same transformation. 
The equality holds if and only if g = κ f ; in particular, g = f when g and f are the density functions.
Proof. It holds that 
= −
It is complete to prove the property (i). It follows from the property (i) that
. It is complete to prove the property (ii). The property (iii) can be proved from Hölder's inequality. The property (iv) can be proved by using the Taylor expansion f γ = 1 + γ log f + O(γ ). The detailed proofs of (iii) and (iv) are given in the Appendix.
Pythagorean relation
The following inequality holds for γ ≤ γ 0 from Lyapunov's inequality:
This inequality is often used in this paper.
Lemma 3.1. Suppose that the positive function h satisfies the assumption ( * ) where f is replaced by h. It then holds that
Proof. It follows that
The fourth and last equations follow from the inequality (3.1) and Theorem 3.1, respectively. 
The third and fourth equations follow from Lemma 3.1.
The Pythagorean relation implies a projection structure (Fig. 3) . Suppose that the function h has the same property as the underlying density f in the sense that the function h satisfies the same assumption ( * ). Then, the minimization of the divergence from h to the contaminated density g is approximately the same as that to the underlying density f . If we regard h as f θ , then we will see why the proposed method of robust parameter estimation works well. A related statement is described in Section 3.3.
The error order of approximation is O(εν γ ). It should be noted that if γ is too small in comparison with ν, then ν γ is not so small. Therefore, it is necessary that γ is appropriately large 
to make the approximation work well, as seen in Section 2. As the contamination density moves far from the underlying density, more precisely, as ν becomes small, γ will be able to become small to make the approximation work well, as seen in Section 2. Note that γ is generally 1 at most. A method for selecting an appropriately large γ is discussed in Section 9.
Optimizer
Consider the relation between two minimizers θ * and θ * γ of d γ ( f, f θ ) and d γ (g, f θ ). We assume under regularity conditions that we can define an appropriately restricted parameter space by
for a sufficiently small ν ω . Such a localization of the parameter space has often been used in asymptotic theory [9] . This idea is again explained in more detail in Section 9.
In the following, we suppose that θ ∈ Ω ν ω , which implies that the parametric density f θ has the same property as the underlying density f in the sense that the contamination density δ also lies on the tail of f θ . The robust estimateθ γ is anew defined as the minimizer of d γ (ḡ, f θ ) on Ω ν ω , in other words, an appropriately local minimizer of d γ (ḡ, f θ ).
It is seen from Lemma 3.1 that
This result shows why the proposed method based on the γ -cross entropy works well. Furthermore, the Pythagorean relation among g, f , and f θ approximately holds.
Affine invariance
The γ -divergence D γ (g, f ) is not invariant with respect to the transformation of the random variable, unlike the KL-divergence, but affine invariant. Let the transformed and inverse transformed variables be denoted by y = r (x) = Ax + b and x = s(y) = A −1 (y − b), respectively. It can be proved that the divergence D (y) γ on the transformed variable y is the same as the divergence D (x) γ on the variable x. Let g and f be the density functions on the variable x. The corresponding density functions on the transformed variable y are given by g (y) (y) = g(s(y))|det(A)| −1 and f (y) (y) = f (s(y))|det(A)| −1 , where det(A) is the determinant of the matrix A. It then holds that
Therefore it follows from the definition of the divergence D γ (g, f ) and Theorem 3.1 that
Iterative algorithm
The estimateθ γ is the minimizer of d γ (ḡ, f θ ), which cannot be expressed as a closed form in general. In order to obtain the estimateθ γ from the observations, some kind of optimization method is necessary. In this section, a convenient and iterative algorithm is proposed from the viewpoint of the triangular relation among three density functions. Let three density functions be denoted by p 1 , p 2 , and p 3 . It holds that
First, consider the simple case where the density function belongs to an exponential family, given by
where
Hence,
Note that the function ψ γ (θ ) is convex. Let η γ (θ ) = ∂ψ γ (θ )/∂θ . It follows that
Consider the case where the last term is equal to zero and p 2 and p 3 are different, so that
Suppose that p 1 is the density generating the observations, given by p 1 = g, p 3 is the density at the a-th step of the iterative algorithm, given by p 3 = f θ (a) , and p 2 is the density at the (a + 1)-th step of the iterative algorithm, given by p 2 = f θ (a+1) . The iterative algorithm from θ (a) to θ (a+1) is defined as
This algorithm is monotone decreasing in the sense that
One problem with the iterative algorithm (4.1) is that θ 1 is unknown, more generally, the density g does not belong to the exponential family. Note that the right-hand side of the algorithm (4.1) can be expressed as
which is empirically estimable. Therefore, by replacing the right-hand side of the algorithm (4.1) by the empirical estimate of (4.2), as stated in the following theorem, the new iterative algorithm can be proposed. The property of monotone increasing can also be shown in a similar way. The proof is given in the Appendix.
Theorem 4.1. Let the iterative algorithm from θ (a) to θ (a+1) be defined as
Then, the iterative algorithm is monotone decreasing in the sense that
Example 4.1. If f θ is the normal density with θ = (µ, σ 2 ), where µ and σ 2 are the mean and variance parameters, then the iterative algorithm can be expressed as
Note that if the parametric density f θ belongs to a curved exponential family with θ = θ(u), then the same properties hold by replacing θ (a) by θ = θ(u (a) ).
Asymptotic property
Remember that the estimateθ γ is the minimizer of d γ (ḡ, f θ ) and θ * γ is the minimizer of d γ (g, f θ ). Let us assume some regularity conditions. The estimatorθ γ converges to θ * γ almost surely. The estimating equation obtained from
where l(x; θ ) = log f (x; θ ), s(x; θ ) = ∂l/∂θ , and
From the theory of the M-estimator, it holds that
Note that J g and I g are expressed as linear functions of g. We can obtain the following theorem in a similar way to that in Section 3. The proof is given in the Appendix.
Theorem 5.1. Assume that θ ∈ Ω ν ω . Then, it is seen that Table 1 Examples of divergence
where ν is defined in the Appendix.
Theorem 5.1 says that the contamination related to outliers is automatically neglected so that the asymptotic variance ofθ γ is overweighted in proportion to the ratio of contamination.
Characterization
Let us consider a suitable class of the cross entropy d(g, f ) for robust parameter estimation even in the case of heavy contamination.
Assume that the cross entropy is empirically estimable. This property makes it easy to estimate the parameter. More precisely, assume that the term related to g is expressed as gχ ( f )dx and furthermore let us define a class of the cross entropy as
The term ρ( f )dx expresses an independent part of g. The divergence is induced by the relation
. This class includes some important divergences (see Table 1 ).
When x * is an outlier, f θ (x * ) will be sufficiently small. If χ (s) ≈ 0 for a sufficiently small s > 0, then the effect of outlier x * will be automatically ignored on (6.2) because f θ (x * ) ≈ 0 and χ( f θ (x * )) ≈ 0. For simplicity, let us assume that χ (s) is continuous and satisfies χ (0) = 0. This assumption holds for the γ -divergence and Bregman divergence including the density power divergence but does not hold for the KL-divergence (see Table 1 ). The robust estimatorθ defined as the minimizer of d(ḡ, f θ ) converges in probability to
We hope for robust parameter estimation that the bias θ * d − θ * is sufficiently small, in other words, arg min
This property is derived from Theorem 3.1 for the γ -cross entropy and its importance was also discussed in [10] . It then holds from (6.1) and (6.2) that arg min
It is important that λ (= 1 − ε) is arbitrary in order to control the case of heavy contamination. Let us summarize the above conditions: The cross entropy is expressed as (6.1). The function χ(s) is continuous and satisfies χ (0) = 0. The cross entropy d(g, f ) has a kind of invariance defined by (6.3) . By arranging these properties and adding some inessential assumptions, we have the following theorem, which says that the robust parameter estimation with a small bias even in the case of heavy contamination is essentially unique under some conditions. The proof is given in Section 10.
Theorem 6.1. Let g and f be the probability density functions. Suppose that the cross entropy between g and f is expressed as
where ψ(u, v), χ (s), and ρ(s) are twice differentiable real-valued functions. Assume the following conditions:
(i) The cross entropy d(λg, f ) is uniquely minimized at f = g for any λ > 0. In addition, the matrix (
Then, there exists a monotone increasing real-valued function φ such that
where d γ (g, f ) is the γ -cross entropy.
The condition (ii-b) is not essential for robust parameter estimation. This condition may be changed to another weak condition, since such a change is not essential for the purpose of Theorem 6.1.
If we assume that the divergence
has the same invariant property as the condition (ii) in Theorem 3.1 or that the divergence D(g, f ) is affine invariant with respect to the transformation of the random variable, then it can be shown that the cross entropy d (g, f ) is the affine transformation of the γ -cross entropy d γ (g, f ) and then the divergence D(g, f ) is proportional to the γ - divergence D γ (g, f ) . Consequently, the invariant property implies that the Pythagorean relation approximately holds, as described in Theorem 3.2. Proof. Remember from Theorem 3.1 that
Assume the former invariant property. It follows that
By differentiating the above with respect to κ 1 and letting g) . Therefore, the function φ can be expressed as φ(x) = A 1 x + A 2 for certain constants A 1 and A 2 . The proof is complete. Next assume the affine invariant property. By using the same notation as in Section 3.4, it holds that
Hence the proof is complete by the same way as the above.
If we directly assume that the Pythagorean relation approximately holds, then the cross entropy d(g, f ) can also be expressed as the affine transformation of the γ -cross entropy d γ (g, f ). Theorem 6.3. Assume the same conditions as in Theorem 6.1. Suppose that the Pythagorean relation approximately holds, as described in Theorem 3.2, more precisely, suppose that Proof.
(1/γ ) log λ from Theorem 3.1. By differentiating (6.4) with respect to λ and letting λ = 1, we
The remainder of the proof is the same as in the proof of Theorem 6.2.
Regression
Let the objective and explanatory variables be denoted by y and x, respectively. The conditional probability density function of y given x is expressed as f (y|x). Let f (x) be the probability density function of the variable x and let g(y|x) and g(x) be the corresponding true probability density functions. If we consider the consistency in two joint probability density functions f (x, y) = f (y|x) f (x) and g(x, y) = g(y|x)g(x), then the problem can be solved by applying the γ -divergence to the two joint probability density functions. However, when we consider the regression, we only need the consistency in two conditional probability density functions f (y|x) and g(y|x). Hence, another kind of divergence is necessary for dealing with the consistency in the two conditional probability density functions.
The property (iii) of Theorem 3.1 implies that D γ (g(y|x), f (y|x)) ≥ 0 for any x, so that
. By integrating the above with measure g(x) and considering the logarithm times 1/γ , the new divergence can be defined as
This divergence has similar properties to that in Theorem 3.1, where the property (iv) is replaced by
The first term of the right-hand side of (7.1) is independent of the conditional probability density function f (y|x) and the second term is empirically estimable because the form is essentially expressed as t (x, y)g(x, y)dxdy, where
Let (x 1 , y 1 ), . . . , (x n , y n ) be the observations independently drawn from g. Let f (y|x; θ ) be the regression model with the parameter θ . The robust estimator can be defined aŝ
The same properties as discussed in the previous sections hold if the contamination density is supposed to be g(y|x) = (1 − ε) f (y|x) + εδ(y|x) under the assumption ( * ) with f (y|x) and δ(y|x) for any x.
Numerical study
In this section, let us illustrate the bias E[θ γ ] − θ * based on n observations under a similar situation to that in Section 2. Suppose that the parametric density is normal with mean µ and variance σ 2 , the parameter is expressed as θ = (µ, σ ), the underlying parameter is θ * = (0, 1), the contamination density is normal with mean 6 and variance 1, the ratio of contamination is 0.05 or 0.2, and n = 50 or 200. The bias was empirically estimated from 10,000 random samples Table 2 , whereθ M L E is the maximum likelihood estimator andθ (m) β is the maximizer of the empirical version of m β (g, f θ ). The biases ofθ M L E are large, as is well known. The biases ofθ γ are small and the reason was already described in Section 3. The biases ofμ β are small, but the biases ofσ β are not small in Table 2 Biases of estimators based on n observations when g = (1 − ε)N (0, 1) + εN (6, 1) 
Discussion
In this paper we focused on the γ -cross entropy and γ -divergence and showed that the bias caused by outliers can become sufficiently small even in the case of heavy contamination. The reason why the robust estimatorθ γ works well could be explained from the viewpoint of the Pythagorean relation. Some additional properties are also presented.
One of the remaining problems is how to set a tuning parameter γ . If the tuning parameter is large, then the robustness of the method is strong but the efficiency will be lost. If the tuning parameter is not large, then the robustness of the method is not strong but the efficiency will be restored. The relation between the efficiency and the tuning parameter was presented by Jones et al. [6] . Basu et al. [2] said that there could be no universal way of selecting an appropriate tuning parameter when we used the cross entropy m β (g, f ). They persisted in giving priority to either robustness or efficiency. The authors consider a method for selecting a tuning parameter, by using the robust model selection criterion based on the γ -cross entropy, which implies a trade-off between robustness and efficiency. This is a future issue.
Let us investigate the parameter space Ω ν ω in more detail. Such a localization of the parameter space has often been used in asymptotic theory [9] , e.g., in the proof of the consistency of the maximum likelihood estimator (more precisely, an appropriate solution of the estimating equation under the Cramér condition). If f = f θ * , then we will define the parameter space Ω ν ω in the following way. Let ν ω = Cν f for an appropriately large C > 1. Then it is clear that θ * ∈ Ω ν ω . Note that θ * is the minimizer of d γ ( f, f θ ), so that it follows from the Eq. (3.2) that θ * γ ∈ Ω ν ω for a sufficiently small ν f . Therefore, it is very common to arrange the parameter space Ω ν ω . The influence function ofθ γ is usually bounded and redescending (although the robust estimate defined as the minimizer of m β (ḡ, f θ ) is usually bounded but not redescending for a scale parameter under the normal distribution). We expect the robust estimate to have a small bias when the influence function is redescending, but this is not always clear in the case of heavy contamination. This paper clearly shows that the robust estimateθ γ has a small bias even in the case of heavy contamination.
If the robust estimateθ γ is defined as a global minimizer of d γ (ḡ, f θ ), then the breakdown point is zero, as shown in Jones et al. [6] . In this paper the robust estimateθ γ is defined as an appropriately local minimizer to ensure its asymptotic properties, so that a high breakdown point will be expected, e.g., we can regard the breakdown point as 1/2 when the parametric density is normal.
This paper dealt with the contaminated density g = (1 − ε) f + εδ. Needless to say, we can deal with the contaminated density g = (1 − k j=1 ε j ) f + k j=1 ε j δ j in a similar way. We often suppose that ε < 1/2. Some results obtained in this paper seem to hold even for ε ≥ 1/2. This is not unreasonable because the underlying density f is always the object of interest in this paper.
10. Proof of Theorem 6.1
Outline of the proof
The proof of Theorem 6.1 is long and therefore the outline of the proof is presented in the following before the detailed proof.
First, we prepare some notation. Let
, and so on.
The invariance of the condition (i) implies the interesting identity equation (10.1), which separates the function χ from ρ and ψ.
Lemma 10.1. Assume the condition (i). Let ψ u = ψ u (λa θ , b θ ), ψ v = ψ v (λa θ , b θ ), and so on, for simplicity of notation. Then, if it is assumed that ψ v = 0, then it holds that
On the basis of a special probability density function f θ , we can see that ψ v = 0 and ψ uu ψ v − ψ uv ψ v = 0, so that c i,θ d j,θ − c j,θ d i,θ = 0, which implies the type of the function χ .
Lemma 10.2. Assume the conditions (i) and (ii). Then, it holds that χ (s) = As γ , where A and γ are positive constants.
The conditions (i) and (ii) imply the relation between two functions χ and ρ and then the function ρ can be determined by the function χ , as seen in the following lemma.
Lemma 10.3. Assume the conditions (i) and (ii). Then, there exist A 0 ( =0) and C 0 such that
The function ψ satisfies a certain identical equation.
Lemma 10.4. Assume the conditions (i) and (ii). Then, the following identical equation holds:
where C 0 is as defined in Lemma 10.3.
Here we prepare an interesting proposition. This proposition determines the type of the function ψ.
Proposition 10.1. Consider the differential equation:
where γ > 0 and C is a certain constant. Then, the function ψ can be expressed as
where φ(x) is a certain function. If ψ u (u, v) < 0, then the function φ(x) is monotone increasing. In addition, if the region of v is v < C, then we can replace v − C by C − v.
Therefore, three unknown functions χ , ρ, and ψ have been determined. By some additional properties, Theorem 6.1 is completely proved.
Differential
First, we prepare the notation:
Lemma 10.5. It holds that
Proof.
Lemma 10.6. The first-order partial differential of the cross entropy d(g, f θ ) can be expressed as
Assume the condition (i). Then, it holds that
Proof. The first equation can be directly proved from the formula of d(g, f θ ) defined in Theorem 6.1. The second equation can be easily shown by replacing g by λ f θ in the first equation and using notation as defined already.
Lemma 10.7. Assume the condition (i). Then, it holds that
Proof. Differentiate Eq. (10.4) with respect to θ j :
The proof is complete from Lemma 10.5.
, and so on, for simplicity of notation. Then, the second-order partial differential of the cross entropy d(g, f θ ) at g = λ f θ can be expressed as
Furthermore, if it is assumed that ψ v = 0, then it holds that
Proof. It follows from Eq. (10.3) that
As a result,
The second and fourth equations hold from Eqs. (10.4) and (10.5), respectively.
Additional property
Lemma 10.9. Assume the condition (i).
, and so on, for simplicity of notation. Then, it follows that
Proof. This lemma can be shown from Lemma 10.8 and the fact that
Proposition 10.2. Let X be the symmetric matrix whose rank is not full and let Y be the symmetric matrix. If X + αY is positive-definite, then we have α = 0. Furthermore, if Y is positive-definite, then we have α > 0.
Proof. If α = 0, then the matrix X + αY cannot be positive-definite because the rank of X is not full. Assume that Y is positive-definite. There exists a non-zero vector z such that X z = 0 because the rank of X is not full. Hence, αz Y z > 0, so that α > 0.
In the following, we suppose that the dimension of θ is not less than 3, if necessary.
Lemma 10.10. Assume the condition (i). Then, it holds that ψ u (λa θ , b θ ) = 0.
Proof. Suppose that the dimension of θ is not less than 3 in Eq. (10.6). The matrix 
Proof. By differentiating Eq. (10.4) with respect to λ, it holds that
Hence, it follows from Lemma 10.11 and Eq. (10.4) that Proof of Lemma 10.2. Consider the probability density function given by
where θ i > 0, θ 1 + θ 2 + θ 3 + θ 4 = 1, q i (x; η) is the probability density function given by q i (x) = η for x ∈ X i = {x : |x − 2i/η| < 1/2η}, = 0 otherwise.
Note that X i 's are disjoint and f θ (x) = ηθ i for x ∈ X i , so that
It holds that
and
Suppose that θ 1 < θ 2 . It follows from the condition (ii-b) that c 1,θ < c 2,θ , which implies that either c 1,θ or c 2,θ is not zero. Hence, it follows from Lemmas 10.11 and 10.12 that ψ v = 0 and ψ uu ψ v − ψ uv ψ u = 0, so that it holds from Lemma 10.9 that
It is seen that
Suppose that ηθ 2 is fixed. Note that there exists ηθ 1 such that χ (ηθ 1 ) − χ (ηθ 2 ) = 0. If this is not so, then χ (ηθ 1 ) − χ (ηθ 2 ) for any ηθ 1 < ηθ 2 , so that χ (s) is constant s < ηθ 2 , which is a contradiction to the condition (ii-b). It also holds that ηθ 1 χ (ηθ 1 ) − ηθ 2 χ (ηθ 2 ) = 0 from the condition (ii-b). It follows from Proposition 10.3 that χ (s) = As γ for 0 < s = ηθ 4 < η − ηθ 1 − ηθ 2 , where A and γ are positive constants. Note that the region of s can be extended to the region s > 0, because ηθ 1 and ηθ 2 can be set to be arbitrarily small and η arbitrarily large.
Type of ρ
Let the probability density function of the gamma distribution be denoted by r (x; θ ) = (θ α /Γ (α))x α−1 e −θ x , where α = γ 0 /(1 + γ 0 ), Γ (α) is the gamma function, and θ is the positive parameter. In the following, suppose that f (x) = f θ (x) = 3 j=1 r (x j ; θ j ), where x = (x 1 , x 2 , x 3 ) and θ = (θ 1 , θ 2 , θ 3 ) . Let
Lemma 10.13. Assume the condition (i). Then, it holds that
where C λ, f is a functional depending on f .
Proof. Let f ν = f + νh, where hdx = 0. It holds that
Note that if t (x)h(x)dx = 0 for any h satisfying hdx = 0, then it holds that t (x) is constant. Therefore, by virtue of the variational method, the proof is complete.
Lemma 10.14. Assume the conditions (i) and (ii). Then, it holds that ψ v (λa f , b f ) = 0 and ψ u (λa f , b f ) < 0.
Proof. Suppose that there exists a function f such that ψ v (λa f , b f ) = 0. It follows from Lemma 10.13 that
and it holds from Lemma 10.2 that χ (s) = As γ , where A and γ are positive constants. Hence, it follows that ψ u (λa f , b f )Aγ s γ = C λ, f . We know that ψ u (λa f , b f ) = 0 from Lemma 10.10. This is a contradiction.
Note that χ (s) = As γ , where A and γ are positive constants from Lemma 10.2. Hence, it holds that e 0,i j,θ = χ ( f θ )∂ i f θ ∂ j f θ dx = Aγ f γ −1 θ ∂ i f θ ∂ j f θ dx and the matrix (e 0,i j,θ ) is positive-definite. The corresponding matrix on Eq. (10.6) can be expressed as X +ψ u (λa θ , b θ )Y , where X is the symmetric matrix whose rank is at most 2 from Eq. (10.8) and Y = (−λe 0,i j,θ ) is the negative-definite matrix whose rank is 3. Since the matrix X + ψ u (λa θ , b θ )Y is negativedefinite from Lemma 10.8, it follows from Proposition 10.2 that ψ u (λa θ , b θ ) < 0.
Lemma 10.15. Assume the conditions (i) and (ii). Then, it holds that
In particular, there exist A 0 ( =0) and C 0 such that
Proof. Remember Lemma 10.13 and let s = f (x). It then follows that
where Consider the case where s = f (x) and integrate the above with respect to x. We can see that A f 1+γ dx = f χ ( f )dx = a f and that D 0 = 0 because b f = ρ( f )dx exists. Therefore, we have
The proof is complete.
Identical equation related to ψ
Lemma 10.17. Assume the conditions (i) and (ii). Then, two equations hold:
where A 0 , C 0 , and C λ, f are as defined in Lemma 10.15.
Proof. It follows from Lemma 10.15 that
The two identical equations hold from the fact that χ (s) = As γ , where A and γ are positive constants, from Lemma 10.2.
Lemma 10.18. Assume the conditions (i) and (ii). Then, the region of a f can be extended to a f > 0. It is seen that ∂ ∂ y φ 0 (x, y) = ψ u (u, v) γ
Therefore, by letting φ 0 (x, y) = φ(x), the function ψ can be expressed as φ(x). It holds that ∂ ∂ x φ(x) = ∂ ∂ x φ 0 (x, y) = ψ u (u, v)(−γ )u > 0.
The case where v < C can be proved in a similar way. .
The property (iii) follows from this inequality and the definition of D γ (g, f ). The equality holds if and only if g 1+γ = τ ( f γ ) (1+γ )/γ , in other words, g(x) = κ f (x) for a positive constant κ. Let us prove the property (iv). Suppose that γ is sufficiently small. Then it holds that f γ = 1 + γ log f + O(γ 2 ). The γ -divergence can be expressed as follows:
