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Estimating the effects of environmental exposures using
a weighted mean of monitoring stations
Abstract
The health effects of environmental hazards are often examined using time
series of the association between a daily response variable (e.g. death) and a
daily level of exposure (e.g. temperature). Exposures are usually the average
from a network of stations. This gives each station equal importance, and
negates the opportunity for some stations to be better measures of exposure.
We used a Bayesian hierarchical model that weighted stations using ran-
dom variables between zero and one. We compared the weighted estimates
to the standard model using data on health outcomes (deaths and hospi-
tal admissions) and exposures (air pollution and temperature) in Brisbane,
Australia. The improvements in model fit were relatively small, and the
estimated health effects of pollution were similar using either the standard
or weighted estimates. Spatial weighted exposures would be probably more
worthwhile when there is either greater spatial detail in the health outcome,
or a greater spatial variation in exposure.
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1. Introduction
particulate matter (PM) multivariate Normal (MVN) credible interval (CI) relative
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Many studies have examined associations between environmental expo-
sure and health using daily time series, e.g., the association between daily
numbers of deaths or hospital admissions and levels of air pollution (Bhaskaran
et al., 2009a,b). These studies usually compare daily health outcomes in a
city with the daily average exposure from a network of monitoring stations.
These stations are often far from population centres and so may give poor
estimates of exposure (Marker and Stevens Jr., 2009). Weather stations are
often located at airports, which are usually in the city’s environs. Pollu-
tion stations are often located near industrial areas, which may give poor
estimates of exposure in cities where most of the population’s exposure to
pollution is from traffic (Woodruff et al., 2009).
Averaging the observations from a network of stations prescribes that
each station is an equally useful measure of exposure. However, some sta-
tions may better represent the population’s exposure, either because they
better represent the spatial variation in the population (and hence are more
representative), or the spatial variation in exposure (Ivy et al., 2008). A
weather station in a densely populated area (particularly an area with a high
density of elderly people who are vulnerable to temperature extremes) should
be better than one located in a city’s environs. A pollution station near a
major traffic artery should give better estimates of traffic pollution than a
station located at an oil refinery.
We examined whether using a weighted average of exposure gave a better
estimate of health effects compared with a simple network average. Our
risk (RR)
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hypothesis was that we would find stronger associations after weighting the
daily estimates of exposure. We were also interested in whether there were
stations that gave stronger associations between exposure and health, as this
information would be useful when considering the location of new stations
(e.g., should stations be located near major roads).
Sophisticated methods exist for smoothing environmental exposures over
a city or country (Leem et al., 2006; Peng and Bell, 2010; Dadvand et al.,
2011). These use data from a network of stations, together with other spatial
variables (such as land use and roads), to estimate exposure at the locations
of the health data (e.g., predicting pollution exposure at the addresses of
pregnant women to estimate its impact on gestation length). Our health data
(the daily number of deaths and hospital admissions) were only available for
the entire city, therefore we were not interested in predicting exposure at
locations within the city.
2. Methods
We examined the associations between daily health outcomes (deaths and
hospital admissions) and exposures (air pollution and temperature) in Bris-
bane, Australia for the years 2000 to 2005. Our air pollution exposure was
daily particulate matter with an aerodynamic diameter less than 10 µg/m3
(PM10). We chose PM10 because it is one of six criteria pollutants in Australia
(http://www.environment.gov.au/atmosphere/airquality/pollutants.html). Our
temperature exposure was daily mean temperature (◦C). We chose temper-
ature because it is an exposure of growing public health concern because of
impending global warming.
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2.1. Study area
The Brisbane study area and the locations of the temperature and PM10
pollution monitoring stations are in Figure 1. The urban area of Brisbane
is 1326.8 km2 and the population was 973,931 on 30 June 2005 (Queens-
land Treasury, 2010). The city centre is near the Queensland University of
Technology (QUT) station. The west of the study area is semi-rural and so
is more sparsely populated. Moreton Island (Cape Moreton station) is 95%
national park and is very sparsely populated.
Brisbane has a sub-tropical climate with an average temperature at 3pm
of 28.5 ◦C in January (summer) and 20.8 ◦C in July (winter). Air pollution
levels are relatively low compared with industrial cities; 70–80% of air pollu-
tion is from traffic (Department of Environment and Resource Management,
2006).
Four stations (Amberley, Flinders View, Springwood and Logan) are out-
side the study area, but are still potentially useful in determining temperature
or pollution exposure in the study area (Peng and Bell, 2010). Details on
the eleven monitoring stations are in Table 1. There were M = 6 pollution
stations and M = 9 temperature stations. There are other temperature and
pollution stations in the study area. However, no other stations met our
inclusion criteria of having data for the years 2000 to 2005, and less than
10% missing data.
2.2. Missing temperature and pollution data
Small amounts of missing daily data (9.1% or less for any station—
Table 1) were imputed using a multivariate Normal (MVN) distribution as
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Table 1: Details on the monitoring stations for PM10 and temperature
Station PM10 Temperature Missing (%)
a Purpose/Location
hlineAirport Yes 0.4 Airport
Amberley Yes 0.0 Airport
Archerfield Yes 0.0 Airport
Cape Moreton Yes 0.7 Lighthouse
Eagle Farm Yes Yes 9.1 / 8.9 Local light industry
Logan Yes 5.3 Water treatment plant
Flinders View Yes Yes 0.5 / 0.4 Pollution in the Ipswich area and the
movement of pollutants within south-
east Queensland
QUT Yes 2.0 Commercial business area
Rocklea Yes Yes 1.1 / 0.4 Pollution from local light industry; lo-
cated in a field
Springwood Yes Yes 1.1 / 2.1 Pollution levels for outer residential ar-
eas of Brisbane
Woolloongabba Yes 1.4 Pollution from traffic; located four me-
tres from a busy road
Total 6 9
aMissing PM10 / temperature when there are two numbers
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follows,
Ei,t ∼ MVN(δ,Ω
−1), i = 1, . . . ,M∗, t = 1, . . . , n,
δi ∼ N(0, 10
6), i = 1, . . . ,M∗,
Ω−1 ∼ Wishart(R,M∗),
where Ei,t is the exposure (temperature or pollution) from station i on day
t, δ is a vector of monitor-specific averages, and R is an M∗ ×M∗ identity
matrix. The model was based on M∗ stations rather than M because we
included other stations in the study area that did not meet our inclusion
criterion of less than 10% missing data. These stations were not used to
estimate health effects, but are still useful for imputation. There were six
extra stations for both the PM10 (M
∗ = 12) and temperature data (M∗ =
15).
The missing values were the mean of 5,000 samples after a 5,000 burn-in.
The model was run using WinBUGS (Lunn et al., 2000).
We tested our predictions by randomly deleting 50 temperature and PM10
values, and then comparing the predicted and known values. For temperature
there was a Pearson correlation between the predicted and known values of
0.98, with a mean absolute difference of 0.7 ◦C. For PM10 there was a corre-
lation between the predicted and known values of 0.82, with a mean absolute
difference of 3.4 µg/m3. These good predictions arise because they use ob-
served values from stations on the same day, and hence they incorporate
trends, seasonal patterns, and even unusual events such as dust storms.
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2.3. Regression model
We first describe a general model, and then describe the specific models
used for temperature and air pollution. We used Bayesian models and so
also give the prior distributions. We used a Poisson regression model with a
dependent variable of either the daily number of deaths or emergency hospital
admissions,
Yt ∼ Poisson(µt), t = L+ 1, . . . , n,
log(µt) = α0 +α1:6Dt + covariatest + f(E
∗
t , L), (1)
E∗t =
M∑
i=1
wiEi,t,
αj ∼ N(0, 10
5), j = 0, . . . , 6,
where Yt is the number of deaths or emergency hospital admissions on day t.
α0 is the intercept. Dt is a six-column matrix of zeros and ones that models
the effect of day of the week. covariatest are a set of covariates which change
depending on whether we are examining temperature or pollution. f() is the
function controlling the shape of association between exposure and risk that
we detail below. w are the stations’ weights which we detail below. L is the
maximum lag in days between exposure and risk, and n is the total number
of days. E∗t is the weighted exposure on day t for the entire city.
2.4. Station weights
The weight for station i was defined as:
wi = w
∗
i /
M∑
i=1
w∗i , i = 1, . . . ,M,
w∗i ∼ Gamma(1, 1).
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This formulation ensures that each station has a weight between zero and
one, and that the M weights sum to one. This formulation is equivalent to
a Dirichlet prior, which is a natural choice for creating weights between zero
and one. However we found that using the above M Gamma distributions
gave Monte Carlo Markov chains with better mixing properties than using a
Dirichlet distribution. The standard model uses wi = 1/M ∀ i, as it assumes
equal weights for all stations.
For comparison with we ran a model with all the stations and the weights
fixed to 1/M (equally weighted model). As a further comparison we also ran
a model without any estimate of temperature or pollution (null model).
Initial results showed that although individual weights were sometimes
small (below 0.10) they were never zero. A zero weighting means a station
was of no use for estimating health effects. Finding these stations was a
key motivation, hence we ran separate models that examined: each station
alone, all possible pairs of stations, all possible triplets of stations, and so on.
Those stations left out of a particular model had a weight of zero. The best
combination of stations was defined as that with the smallest deviance. For
the pollution data there were six stations, which meant 65 combinations (in-
cluding the null model). For the temperature data there were nine stations,
which meant 513 combinations.
The deviance information criterion combines the mean deviance with the
estimated number of parameters in order to trade-off model fit and complex-
ity (Spiegelhalter, 2008). For our models the extra parameters arise from
including stations (as all other parameters are fixed). However, we viewed
the multiple station data as a single estimate of mean exposure, hence we
8
used the deviance rather than the deviance information criteria. In other
words, we were not interested in the difference in complexity of, for example,
using the means of two stations compared with three. For both our exam-
ples the data have already been collected (and are routinely collected), and
so there is no need to consider the complexity of additional data collection.
When comparing the deviances between models we used the guidelines
for the deviance information criterion (Spiegelhalter, 2008), which are that
differences less than five are unimportant, differences between five and ten
are substantial, and differences over ten rule out the model with the larger
deviance.
2.5. Air pollution model
When the exposure was air pollution the covariates in Eqn (1) were,
covariatest = s(t, λt) + s(Tt, λT ) + s(Rt, λR) + s(Ht, λH),
where Tt is the air temperature on day t, Rt is the adjusted three day running
mean of temperature (Dominici et al., 2002), and Ht is the relative humidity
on day t. s(, λ) is a thin-plate spline with λ knots (Crainiceanu et al., 2005)
defined as:
s(x, λ) = β0x+
λ∑
k=1
βk|x− κk|
3,
βk ∼ N(0, σ
2
β), k = 0, . . . , λ,
σ−2β ∼ Gamma(10
−3, 10−3).
We used five knots per year for time to model sinusoidal seasonal patterns
and secular trends (Barnett and Dobson, 2010). We used six knots for the two
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temperature variables to allow for a U-shaped association, and three knots
for humidity. These knots match the degrees of freedom used by similar
models (Armstrong, 2006).
We assumed a linear effect of air pollution and modelled a delayed effect
of L = 14 days. We used a model similar to Welty et al. (2009) defined as,
f(E∗t , L) =
L∑
l=0
γlE
∗
t−l,
γl ∼ N(0, σ
2
l ), l = 0, . . . , L, (2)
σ2l = exp(ηl)Σ
2,
Σ2 ∼ Uniform(0, 105),
η ∼ Uniform(−10, 0).
The model assumes an exponential decay in the lagged variance σ2l with the
rate of decay controlled by the parameter η. This formulation does not im-
pose any parametric shape on the coefficients, but constrains the coefficients
at longer lags to approach zero. Common parametric shapes for the lagged
effects of air pollution are polynomials or penalised splines, but as shown
by Welty et al. (2009) these methods are prone to over-smooth and ignore
the prior knowledge that pollution effects are likely to become smaller with
increasing lag.
The total effect of air pollution over all L days is
∑L
l=0 γl.
2.6. Temperature model
When the exposure was temperature the covariates in Eqn (1) were,
covariatest = s(t, λt) + νPMt + f(humidityt),
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where s() is the seasonal function defined above in the pollution model, PMt
is the average PM10 level on day t using the simple average of all six PM
stations. We assumed a linear function for PM10 based on previous investi-
gations of the association (Daniels et al., 2000)..
We assumed a non-linear effect for relative humidity using a linear basis
with knots at 50%, 65% and 80%,
f(humidityt) = τ0humidityt +
3∑
k=1
τk(humidityt − κ
∗
k)+,
κ∗k ∼ Uniform(κk − 7.5, κk + 7.5), k = 1, . . . , 3, (3)
(x)+ =


x, x ≥ 0
0, x < 0
,
τ ∗k ∼ N(0, 10
5), k = 0, . . . , 4.
So the original equally spaced knots (κ) can be moved by 7.5% in either
direction. Rather than being fixed, the knot locations are estimated, which
makes the placing of the original knots less important compared with other
spline bases (Dimatteo et al., 2001).
We used a similar non-linear model for temperature with no lagged effect
(L = 0). The original equally spaced knots were 13, 18, 23 and 28 degrees
(4 knots),
f(E∗t , L = 0) = η0E
∗
t +
4∑
k=1
ηk(E
∗
t − κ
∗
k)+, (4)
κ∗k ∼ Uniform(κk − 2.5, κk + 2.5), k = 1, . . . , 4,
η∗k ∼ N(0, 10
5), k = 0, . . . , 4.
We used ±2.5 ◦C as the four original knots (13, 18, 23 and 28) were spaced
at 5 degrees.
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2.7. Estimation details
All models were fitted in a Bayesian framework using the JAGS software
(Plummer, 2010). We used a burn-in of 5,000 Markov chain Monte Carlo
samples, followed by 5,000 samples (Dobson and Barnett, 2008, Chapter 12).
To speed the model convergence we used initial values for the intercept,
time and day of the week parameters based on a generalized linear model
fitted using maximum likelihood. The initial values for the temperature and
pollution parameters were zero. The initial values for the weights were 1/M ,
where M was the number of stations. We verified convergence by visually
examining the chain for the intercept.
Results are presented as means with 95% credible intervals (CIs). We
transformed the relative risk (RR) for an increase in exposure to the per-
centage increase using 100(exp(RR)− 1).
2.8. Health data
We used daily death data (excluding accidental deaths) for Brisbane for
the years 2000 to 2004, and emergency hospital admission data for 2000 to
2005. Daily mortality data were provided by the Office of Economic and
Statistical Research of the Queensland Treasury. Daily emergency hospital
admission data were provided by the Health Information Centre of Queens-
land Health. The daily health data were provided for the whole city, and so
had no spatial information.
3. Results
Plots of the daily time series of PM10 and temperature are in Figure 2.
PM10 is strongly positively skewed due to the occasional dust storm (the
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Table 2: Pearson correlations in daily PM10 for the six pollution stations.
QUT Flinders View Rocklea Springwood Woolloongabba
Eagle Farm 0.81 0.76 0.78 0.79 0.81
QUT 0.89 0.90 0.91 0.90
Flinders View 0.88 0.90 0.85
Rocklea 0.89 0.88
Springwood 0.85
Table 3: Pearson correlations in daily temperature for the nine weather stations.
Amberley Archerfield Cape Moreton Eagle Farm Logan Flinders View Rocklea Springwood
Airport 0.91 0.92 0.92 0.97 0.97 0.97 0.97 0.95
Amberley 0.98 0.89 0.96 0.93 0.96 0.95 0.94
Archerfield 0.92 0.97 0.94 0.96 0.96 0.95
Cape Moreton 0.94 0.91 0.92 0.93 0.91
Eagle Farm 0.97 0.99 0.99 0.98
Logan 0.97 0.98 0.96
Flinders View 0.99 0.97
Rocklea 0.97
largest in October 2002 is clearly visible). Average temperature is strongly
seasonal.
The correlations between the daily PM10 values are in Table 2, and be-
tween daily temperatures in Table 3. All the pollution correlations were high
(0.76 or above), the lowest correlations were for Eagle Farm. All the tem-
perature correlations were very high (0.89 or above), the lowest correlations
were for Cape Moreton.
3.1. Air pollution
The lagged estimates of PM10 for all 64 models are in Figure 3. Although
we estimated the effect up to 14 lag days, we only plot the estimates up to six
days because the effect of PM10 was almost exclusively on the day of expo-
sure. The pattern in lagged risk was similar regardless of the combination of
13
stations used. The percentage increase in deaths over 14 days for a 10 µg/m3
increase in PM10 was 2.4% (95% CI: 1.1, 3.6%) using the equally weighted
model, and 2.1% (95% CI: 0.6, 3.5%) using the best model. The percent-
age increase in emergency hospital admissions over 14 days for a 10 µg/m3
increase in PM10 was 1.4% (95% CI: 1.0, 1.8%) using the equally weighted
model, and 1.2% (95% CI: 0.8, 1.6%) using the best model. So there was
little difference in the estimated risk between the best and equally weighted
models.
The weights for the top ten models in terms of the deviance are shown
in Table 4 for deaths and Table 5 for emergency hospital admissions. The
best model for deaths used every station bar Flinders View (Figure 1). The
best model for emergency hospital admissions used Eagle Farm and QUT.
Eagle Farm was selected in all the top ten models for deaths and emergency
hospital admissions. As we considered a difference in the deviance of less
than five to be unimportant, the top ten models for deaths and emergency
hospital admissions had a similar fit. However, the difference in the deviance
between the best model and the equally weighted model was greater than five
for both deaths and emergency hospital admissions. All the credible intervals
for the weights were wide, particularly for weights with means close to 50%.
Bland–Altman plots of the differences in the weighted daily PM10 using
the best and equal weights are in Figure 4. The blue regression line is from a
spline with three degrees of freedom. We logged the PM10 values because of
their strong positive skew. For deaths the regression line indicates that best
weights gave higher PM10 estimates at low pollution levels and lower values
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Table 4: Station weights for the top ten models and the model using equal weights for the association between
deaths and PM10. ∆ deviance is the difference in deviance from the best model. Zeros represent stations that were
not included.
Weights in %, mean (95% credible interval)
Rank ∆ deviance Eagle Farm QUT Flinders View Rocklea Springwood Woolloongabba
1 0.0 28 (1–69) 17 (1–53) 0 17 (1–52) 22 (1–61) 17 (0–53)
2 0.4 52 (6–92) 24 (1–70) 0 0 0 24 (1–70)
3 2.3 100 0 0 0 0 0
4 2.4 42 (3–88) 23 (1–71) 0 0 35 (1–84) 0
5 2.5 37 (2–80) 22 (1–65) 19 (1–59) 0 0 22 (1–65)
6 2.7 37 (2–79) 21 (1–64) 0 20 (1–61) 0 22 (1–66)
7 2.7 46 (3–89) 0 0 0 31 (1–80) 23 (1–70)
8 2.8 70 (16–99) 0 30 (1–84) 0 0 0
9 2.8 31 (2–74) 21 (1–63) 0 21 (1–63) 26 (1–71) 0
10 2.9 45 (3–88) 30 (1–80) 25 (1–70) 0 0 0
Equal 7.8 17 17 17 17 17 17
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Table 5: Station weights for the top ten models and the model using equal weights for the association between
emergency hospital admissions and PM10. ∆ deviance is the difference in deviance from the best model. Zeros
represent stations that were not included.
Weights in %, mean (95% credible interval)
Rank ∆ deviance Eagle Farm QUT Flinders View Rocklea Springwood Woolloongabba
1 0.0 52 (11–91) 48 (9–89) 0 0 0 0
2 0.3 38 (6–71) 0 21 (1–55) 13 (0–42) 28 (2–68) 0
3 0.5 50 (12–90) 0 0 0 50 (10–88) 0
4 0.7 37 (6–70) 0 19 (1–53) 11 (0–34) 21 (1–57) 12 (0–38)
5 1.7 42 (6–79) 0 0 0 41 (4–80) 17 (1–53)
6 2.1 33 (4–67) 20 (1–56) 21 (1–56) 0 26 (1–64) 0
7 2.4 40 (7–79) 0 0 15 (0–46) 44 (5–83) 0
8 2.6 43 (9–77) 0 25 (1–62) 0 32 (2–72) 0
9 2.7 48 (11–84) 25 (1–66) 27 (2–64) 0 0 0
10 3.1 100 0 0 0 0 0
Equal weights 7.9 17 17 17 17 17 17
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at high pollution levels. The pattern was similar for emergency hospital
admissions, but with closer agreement for average pollution levels.
3.2. Temperature
The weights for the top ten models in terms of the deviance are shown in
Table 6 for deaths and Table 7 for emergency hospital admissions. The best
model for deaths used Amberley, Cape Moreton, Flinders View and Spring-
wood. The best model for emergency hospital admissions used Archerfield
and Cape Moreton. The difference in the deviance was very small (less than
2) for the top ten deaths model, indicating little difference in fit. The differ-
ence in the deviance was larger for the top ten emergency hospital admission
models, but the largest difference was still less than five. The difference in
the deviance between the best model and the equally weighted model was
relatively large (greater than 5) for both deaths and emergency hospital ad-
missions. All the credible intervals for the weights were wide, particularly
for weights with means close to 50%.
4. Discussion
Our model aimed to select those stations that best predicted risk by
estimating a weighted exposure for the entire city. We lagged this exposure
when modelling air pollution, and allowed a non-linear risk when modelling
temperature. Our a priori belief was that a weighted estimate of exposure
from a network of stations would be better than a simple network average.
The differences in deviances were greater than five for the best and equally
weighted models (Tables 4–7). However, when examining pollution there was
little difference in the lag profile of the best weighted model and the equally
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Table 6: Station weights for the top ten models and the model using equal weights for the association between
deaths and temperature. ∆ deviance is the difference in deviance from the best model. Zeros represent stations
that were not included.
Weights in %, mean (95% credible interval)
∆ Air- Amber- Archer- Cape Eagle Flinders Rock- Spring-
Rank deviance port ley field Moreton Farm Logan View lea wood
1 0.0 0 25 (1–67) 0 26 (1–70) 0 0 25 (1–70) 0 24 (1–68)
2 0.1 0 25 (1–70) 0 0 0 21 (1–65) 27 (1–75) 26 (1–73) 0
3 0.3 0 17 (1–53) 0 22 (1–63) 20 (1–59) 0 20 (1–61) 0 20 (1–60)
4 0.4 14 (0–47) 0 16 (0–50) 18 (1–54) 0 0 18 (1–56) 17 (1–53) 17 (1–53)
5 0.7 0 0 20 (1–60) 26 (1–68) 0 0 26 (1–73) 28 (1–74) 0
6 0.9 0 26 (1–69) 0 26 (1–69) 0 22 (1–67) 27 (1–73) 0 0
7 0.9 0 15 (0–47) 13 (0–45) 0 14 (0–48) 14 (0–43) 15 (0–46) 15 (0–47) 15 (0–45)
8 1.3 0 26 (1–72) 22 (1–64) 0 0 0 0 29 (1–76) 24 (1–69)
9 1.6 22 (1–65) 27 (1–72) 0 0 0 0 28 (1–77) 0 23 (1–67)
10 1.8 16 (1–53) 22 (1–63) 0 20 (1–60) 0 0 22 (1–62) 0 20 (1–59)
Equal weights 9.6 11 11 11 11 11 11 11 11 11
18
Table 7: Station weights for the top ten models and the model using equal weights for the association between
emergency hospital admissions and temperature. ∆ deviance is the difference in deviance from the best model.
Zeros represent stations that were not included.
Weights in %, mean (95% credible interval)
Rank ∆ Air- Amber- Archer- Cape Eagle Logan Flinders Rock- Spring-
deviance port ley field Moreton Farm View lea wood
1 0.0 0 0 76 (29–99) 24 (1–71) 0 0 0 0 0
2 1.1 0 28 (1–71) 38 (2–82) 20 (1–51) 0 14 (0–57) 0 0 0
3 1.3 0 0 100 0 0 0 0 0 0
4 1.4 0 0 67 (10–95) 19 (1–58) 0 0 0 0 13 (0–58)
5 1.4 16 (0–74) 0 58 (3–94) 26 (1–75) 0 0 0 0 0
6 1.5 0 0 43 (2–84) 21 (1–62) 20 (1–65) 0 16 (0–54) 0 0
7 1.9 0 71 (36–98) 0 29 (2–64) 0 0 0 0 0
8 2.5 0 0 85 (23–100) 0 0 15 (0–77) 0 0 0
9 2.7 12 (0–41) 24 (1–60) 21 (1–60) 0 17 (0–52) 12 (0–43) 14 (0–44) 0 0
10 2.8 21 (1–65) 30 (1–74) 0 27 (1–72) 0 0 21 (1–64) 0 0
Equal 8.7 11 11 11 11 11 11 11 11 11
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weighted model (Figure 3). There was also little difference in the overall
increase in deaths or emergency hospital admissions.
The lack of important differences in our results would seem to indicate
that the health effects of daily temperature and pollution exposure are rel-
atively spatially homogeneous across Brisbane. The mean daily difference
between the coldest and warmest stations was 1.3 ◦C, and the mean daily
difference in PM10 was 1.2 µg/m
3. These are relatively small changes, espe-
cially compared with the temporal variation in exposure (Figure 2). However,
the spatial information in our study was only for exposure, and we had no
spatial information for the health outcomes (i.e., they were not available by
postcode or residential address).
Getting daily health data at a detailed spatial resolution is difficult be-
cause of privacy concerns. Some newer studies in this field have spatial infor-
mation on exposure and health (Vaneckova et al., 2010), and Smargiassi et al.
(2009) showed a clear increase in heat-related deaths in the hottest parts of
Montreal. City-based studies have also shown how distance to road (and
hence exposure to traffic pollution) is an important determinant of health
(Gan et al., 2010; Gauderman et al., 2007). So exposure to temperature and
pollution does have an intra-city variation, but the lack of detailed spatial
information in our health data has prevented us from detecting it.
When health data are given at a spatial level the estimates from a network
of stations can be kriged to provide exposure estimates for all parts of the
city (Diggle and Ribeiro, 2007). We did not use kriging, or inverse distance
weighting, because there was no spatial variation in our dependent data.
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4.1. The best combinations of stations
The Eagle Farm pollution station was in all the top ten models for deaths
and emergency hospital admissions, suggesting that it is a useful measure of
PM10 pollution in Brisbane. This is surprising considering that it is designed
to measure local light industry, and we expected a roadside monitoring sta-
tion to do best as traffic exposure is likely the most ubiquitous source of
exposure to PM10 in Brisbane. The explanation may be that Eagle Farm is
the most different to the other stations as judged by the correlation (Table 2).
Being the most different it has the most extra information to add, especially
after a station that captures roadside exposure has been included (such as
QUT which is in the city centre and near a major road). The frequent selec-
tion of Eagle Farm could also mean that industrial exposure is an important
source of PM10.
A similar result was observed for temperature, as Cape Moreton light-
house was selected by the best models for deaths and emergency hospital
admissions, and it also had the lowest correlations with the other stations
(Table 3). This leads to the possibly obvious but still useful conclusion that
when considering a network of monitoring stations researchers should be sure
to include stations that have a variety of purposes.
The credible intervals for the weights were surprisingly large for both pol-
lution and temperature (Tables 4–7). In hindsight a model without weights
could have been used, as it appears that the selection of the stations was
more important than their weighting. This would simplify the model whilst
also providing useful information on what combination of stations is best.
A simpler model would be welcome here because the current Bayesian mod-
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els took 24 hours to run as the estimates were created using Markov chain
Monte Carlo. This was especially problematic as there were 65 combinations
for pollution and 513 for temperature. Without the weights a model could
be fitted in a standard likelihood-based paradigm, which would give more
rapid results, with the best combination of stations being selected using the
deviance. A simpler model would also make it easier to run sensitivity anal-
ysis. For example, we did not test the sensitivity of our results to the degrees
of freedom used for the splines for time or temperature.
Bland–Altman plots (Figure 4) showed that the best weights gave smaller
pollution values on extreme days, which are often due to dust storms (Fig-
ure 2). The down-weighting of these extremes by the best model may be
because soil dust is not as toxic as other sources of PM10 such as traffic
(Barnett et al., 2011).
4.2. Related papers
Roberts (2003) examined the effect of PM10 on mortality using a weighted
average risk of stations. He used maximum likelihood to estimate the weights.
In contrast to our results, he found larger health effects of PM10 using a
weighted average compared with a equally weighted estimate.
Lee and Shaddick (2010) considered the same problem but used a spatially
smooth estimate of pollution rather than a weighted estimate. Similarly to
us, they found little difference between their smoothed estimates and the
standard model using a simple average.
Our model for the lagged effect of pollution, Eqn (2), was similar to
Welty et al. (2009), but without the covariance between lagged estimates.
This was a computational convenience because we could not include the
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covariance when using JAGS. We compared our model with the results in
Welty et al. (2009) by repeating their simulations (results not shown). Overall
the estimates were very similar, with the estimates in Welty et al. (2009)
being slightly smoother (this extra smoothness being due to the covariance).
Our use of moving knots for the spline is novel in this field, Eqn (3).
Again we used this spline basis because of computational convenience as
many other bases (e.g, thin-plate) use matrix inversion which is not available
in JAGS. When fitting a spline using JAGS (or WinBUGS) it is possible
to specify the basis so that matrix inversion is made prior to using JAGS
(Crainiceanu et al., 2005). However, we could not do that here because our
exposure was a random variable, and hence the spline basis needed to be
created for each MCMC iteration. We compared our spline basis with a
thin-plate basis using the Canadian wage example in Ruppert et al. (2003)
(results not shown). Both the means and 95% confidence/credible intervals
were similar, and we therefore have confidence in our moving knots basis.
We only examined the same day effect for temperature, when in real-
ity the effects of temperature exposure can be delayed by up to two weeks
(Armstrong, 2006). We did this to simplify the model as we did not want to
estimate a non-linear and lagged effect of temperature in combination with
a weighted temperature estimate. Expanding our spline basis for tempera-
ture, Eqn (4), to include lagged effects would be an interesting extension.
It is possible that using this more complete estimate of the health effects
of temperature would lead to a greater difference between the weighted and
standard model.
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4.3. Conclusion
Using a simple equally weighted estimate of temperature or air pollution
exposure is a valid method when there is no spatial variation in the health
outcome. This is reassuring given the great number of time series studies
that have used this simple technique to estimate the burden of temperature
and pollution exposure. These studies only used the temporal variation in
temperature and pollution exposure, but there is also spatial variation in
these exposures. Our spatially weighted exposures would be probably more
worthwhile when there is either greater spatial detail in the health outcome
(e.g., deaths by suburb), or a greater spatial variation in exposure.
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Figure legends
Figure 1. Brisbane area (grey) and the eleven weather and pollution
monitoring stations. The inset in the top-left shows the location of Brisbane
in Australia.
Figure 2. Time series of daily PM10 (µg/m
3) and average temperature
(◦C) using the equally weighted mean from all stations.
Figure 3. The lagged effects of 10 µg/m3 increase in PM10 from days
0 to 6 on daily deaths (left) and emergency hospital admissions (right) in
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Brisbane. The lines are the mean estimates from 64 different models for the
combinations of the six pollution stations. The estimates for the best model
and the equally weighted model are highlighted.
Figure 4. Bland–Altman plot of the difference in weighted mean daily
PM10 using equal weights and the best weights for predicting deaths (left)
and emergency hospital admissions (right). The blue line shows a regression
spline using three degrees of freedom.
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