Maximum likelihood (ML) estimation is used to extract seafloor roughness parameters from records of acoustic backscatter. The method relies on the Helmholtz-Kirchhoff approximation under the assumption of a power-law roughness spectrum and on the statistical modeling of bottom reverberation. The result is a globally optimum, highly automated technique that is a useful tool in the context of seafloor classification via remote acoustic sensing. The general geometry of the Sea Beam bathymetric system is incorporated into the design of the ML processor in order to make it applicable to real acoustic data collected by this system. The processor is initially tested on simulated backscatter data and is shown to be very effective in estimating the seafloor parameters of interest. The simulated data are also used to study the effect of data averaging and normalization in the absence of system calibration information. The same estimation procedure is applied to real data collected over two central The selection of an appropriate criterion is an issue of primary importance in any estimation problem. A simple and popular choice is the minimum mean-squared error (MMSE) criterion, which yields estimates that minimize the distance (i.e., squared error) between measurements and theoretical predictions. However, MMSE estimation Beam system over two central North Pacific seamounts.
INTRODUCTION
The objective of this paper is to derive a methodology for estimating seafloor roughness spectrum parameters based on the angular dependence function of acoustic backscatter. This is an important step toward the longrange goal of automated seafloor classification using remote acoustic sensing. Heretofore, this problem has received relatively little attention in the literature. A first attempt, by de Moustier and Alexandrou, 1 was based on fitting intensity curves estimated from real data to theoretical scattering strength curves obtained from the Helmholtz-Kirchhoff formulation as developed by Jackson et al. 2 This approach relied on a qualitative "goodness-offit" criterion and could not be easily automated. Here, we introduce a quantitative, globally optimum, and highly automated technique for performing the same task. Another quantitative approach to the problem of seafloor parameter estimation is by Matsumoto et al. 3 The selection of an appropriate criterion is an issue of primary importance in any estimation problem. A simple and popular choice is the minimum mean-squared error (MMSE) criterion, which yields estimates that minimize the distance (i.e., squared error) between measurements and theoretical predictions. However, MMSE estimation As in de Moustier and Alexandrou, 1 the estimation process is based on relating measurements of seafloor acoustic backscatter to a Helmholtz-Kirchhoff formulation of the reverberation process based on a power-law roughness spectrum. 2 The selection of the particular scattering model is dictated by the range of angles of incidence we :iire interested in, which is 00-20 ø, as will be discussed later. For this angular range, the Kirchhoff approximation is considered preferable to other approaches. 2
To test the proposed ML method, simulated backscatter data were created, based on the statistical model described above. This allows us to investigate the performance of the method in a controlled environment, giving us insight into the sensitivity of the method to variations in model parameters and hence into its ability to discriminate between different seafloor types. In addition, it allows us to study the effect of a normalization procedure that must often be applied to real data because of the absence of system calibration information. Following testing with simulated data, the ML method is applied to real acoustic 
I. THE ACOUSTIC MODEL
Backscattering strength rr is a parameter of bottom reverberation, which, on a logarithmic scale, is defined as 5
The morphology of the seafloor is described by the structure function D(r), which expresses the mean square height difference of the seafloor for a specific horizontal distance r and can be expressed as D( r) = C•t ca.
The quantity C h is defined as
where F is the gamma function and a =7/2-1.
The backscattering strength rr can be written as 2 g2(o) a( a,l,O ) -8rr sin2 (rr/2--0) cos2 (rr/2--0) X exp(--qu2a)Jo(u)u du, 
The potential contribution of volume scattering is not taken into account, because it is desired to keep the computational requirements of the proposed estimation process manageable. S= 10 10g10 rr= 10 10glo(Iscat/Iinc), (1) where/scat is the intensity of sound scattered by a unit area of the seafloor, measured at a unit distance from the area, when the seafloor is insonified by a plane wave of intensity '/'irlc ø In Jackson's model, 2 the two main components contributing to the total backscatter are interface roughness and sediment volume scattering. The Kirchhoff approximation is employed for the calculation of backscattering strength due to the roughness of the water-sediment interface, and it is assumed that the spatial power spectrum can be modeled in a power-law form. 6 In terms of the spatial wave number k, the spectrum can be written as 
where Y is a X 2 rv of the form of Eq. (8) A factor that is likely to be of considerable importance in a real-world experiment is the number of observations (pings) available for each estimate. Because the seafloor is highly inhomogeneous, it would be desirable to utilize the smallest possible number of observations. The simulations afford us the opportunity to quantify the significance of this factor in the absence of modeling uncertainties. In addition, they allow us to study the impact of a data normalization scheme, which must often be used in the absence of calibration information for the particular sonar system used during the experiment. Table I The results of the normalization procedure are presented in Table II (Table II) .
We also investigated the effect of averaging over a number of observations prior to the application of the ML estimation processor. It was thought that data smoothing could possibly lead to improved performance. This potential was tested using averages of 5 and 25 single observation vectors. Performing these averages leads to the creation of new rv's governed by scaled X 2 distributions with 10 and 50 dof, respectively. Tables III and IV contain The angular dependence of the measured intensity signals must be handled carefully. The ML processor is based on the premise that the angles of incidence can be assumed to be fixed and equal to the nominal beam directions for every ping. However, this assumption is violated by the movements of the ship carrying the system during the experiment. For this reason, before using the data sets as observations of pressure or intensity variables, we followed a data selection procedure, based on whether the actual angles of incidence for a ping, after the corrections re- The ML processor is based on a quantitative performance criterion as opposed to a qualitative goodness-of-fit and thus it can be highly automated. In addition, the ML method takes advantage of known statistical characteristics of bottom reverberation. As a result, it is more efficient, requiting a significantly smaller number of acoustic records. Finally, the likelihood surfaces provide useful insight into the uncertainty associated with the estimation process.
The difficulty of estimating seafloor parameters from the Magellan data set points to potential modeling problems. The ML estimation method can be refined by incorporating into the model the influence of ambient noise and the presence of a coherent component in the near-nadir observations. The potential contribution of volume scattering can also be included. In addition, efforts are currently underway to design a processor able to handle angular uncertainty. Such a processor would eliminate the need for the data selection process discussed in Sec. IV B and would make more efficient use of Sea Beam measurements.
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