Precisely determined evapotranspiration (ET) is necessary for maximization of water beneficiary use and hydrologic applications, particularly in arid and semiarid regions where water source is so limited, such as Saudi Arabia. Evapotranspiration is a complex, nonlinear process. However, data driven techniques can be used model it without requiring a complete understanding of the physics involved. Therefore, the Artificial Neural Networks (ANN) technique was used to estimate the daily reference evapotranspiration (ET ref ). Eight combinations of eight climatic parameters and crop height were used as input. The daily climatic variables were collected by 13 meteorological stations from 1980 to 2010. The ANN models were trained on 65% of the climatic data and tested using the remaining 35%. The generalised Penman-Monteith (PMG) model was used as a reference target for evapotranspiration values, with h c varies from 5 to 105 cm with increment of a centimeter. The developed models were spatially validated using climatic data from 1980 to 2010 taken from another six meteorological stations. The results showed that the eight ET ref models developed using the ANN technique to estimate ET ref varies in significance depending on the climatic variables included. The more input climatic parameters included, the more accurate the ANN model is. The statistical performance criteria values such as determination coefficients (R 2 ) ranged from as low as 67.6% for ANN-MOD1, where air temperature is the only climatic parameter included, to as high as 99.8% for ANN-MOD8 with which all climatic parameters included. Furthermore, an interesting founded result is that the solar radiation has almost no effect on ET ref under the hyper arid conditions. In contrast, the wind speed and plant height have a great positive impact in increasing the accuracy of calculating the daily reference evapotranspiration.
INTRODUCTION
Water is the most important resource on the surface of the earth. Wherever water exists, life can be found. It is our duty to preserve, maintain and conserve this important resource. The water allocation to irrigated agriculture has recently decreased in arid and semi-arid regions where water is scarce. The Kingdom of Saudi Arabia (KSA) has limited water resources. Its geographical and astronomical features result in a warm, dry climate with little rainfall. Under the circumstances described, improvements to agricultural irrigation management and scheduling can greatly contribute to water conservation and the maintenance of sufficient levels of crop productivity and quality. Irrigation scheduling aims to replenish crop water requirements as quantified in evapotranspiration (ET) amounts (Ali, 2010) . ET can be divided into the sub-processes evaporation and transpiration. Water passes into the atmosphere by evaporation from soil surfaces and by transpiration from plants (Allen et al., 1998; Fangmeier et al., 2006) . ET can be determined either experimentally (directly) or mathematically (indirectly). It can be measured directly by using either a lysimeter or a water balance in a controlled crop area (Gavilan et al., 2007) . However, this approach is difficult, time-consuming and expensive. Evapotranspiration can be calculated indirectly using a crop coefficient (K c ) as determined by the crop type, stage of growth, canopy cover and density and soil moisture, multiplied by a reference evapotranspiration (ET ref ) value (Allen et al., 1998 ). An accurate estimate of the ET ref is crucial for studies on the hydrologic water balance, irrigation system design and management, crop production, water resources planning and management and environmental assessment (Irmak et al., 2003; Temesgen et al., 2005; Chattopadhyay et al., 2009; Kumar et al., 2011) . The ET ref is affected by the daily temperature, relative humidity, wind velocity, sunshine hours, atmospheric pressure, amount of matter dissolved in the water and the latitude. The ET ref can be calculated by several methods that use climatological data and empirical relationships based on temperature, radiation, mass transfer or a combination which based on physical processes. Monteith (1965) introduced a surface conductance term to account for the response of leaf stomata to their hydrological environment. This modified form of the Penman equation is widely known as the General Penman-Monteith (PMG) evapotranspiration model (Monteith, 1973) . This model is used by the United Nations' FAO (PMFAO) (Allen et al., 1998) and ASCE-70 (Jensen et al., 1990; Walter et al., 2001; ASCE, 2005) as the most accurate method for calculating the ET ref and to validate other equations. It incorporates thermodynamic and aerodynamic aspects, can be applied to a wide range of climatic contexts (Smith et al., 1991; Yin et al., 2008) and requires many climatic data inputs. This is especially true in developing countries, which have limited reliable climatic data sets of radiation, relative humidity and wind speed (Gocic and Trajkovic, 2010; Tabari and Talaee, 2011) . Many studies have examined how other ET ref equations with fewer data requirements perform against the PMG equation, to find alternative equations in the absence of some climatic data (e.g., George et al., 2002; Xu and Singh, 2002; Fooladmand et al., 2008; Sabziparvar and Tabari, 2010; Tabari, 2010) . Temperature-based models, which are such as Hargreaves-Samani, Blaney-Criddle, and Thornthwaite, are some of the oldest methods for estimating the ET ref (Xu and Singh, 2001) . Radiation-based models, which are such as Priestley-Taylor, Jensen-Haise, Makkink, and Turc, have been widely used to estimate evapotranspiration from land areas (Xu and Singh, 2001) , which is based on the energy balance (Jensen et al., 1990 ). These models require calibration before extrapolating them to another environment (Kişi, 2006; Fooladmand and Haghighat, 2007) . Over the past decade, intelligent computational models have been developed as alternative methods for estimating the ET ref , such as the artificial neural network (ANN) technique (Gorka et al., 2008) . ANNs are effective tools for modeling nonlinear processes, as they require few inputs and are able to map input-output relationships without any understanding of the physical process involved (Haykin, 1999; Sudheer et al., 2003) . Several studies have used ANN to estimate the ET ref as a function of climatic variables. Kumar et al. (2002) indicated that their ANN model predicted the ET ref better than the PMFAO method. Kumar et al. (2008) 
MATERIALS AND METHODS

Study area and climatic data:
The KSA is situated in the far southwest corner of Asia (Fig. 1) , between latitudes 16°22′46″N and 32°14′00″N and longitudes 34°29′30″E and 55°40′00″E. It is the largest country in Arabia. The KSA occupies about 70% of the area of the Arabian Peninsula with an approximate area of 1,950,000 km 2 . It is divided into thirteen provinces, as shown in Figure 1 . This study considers all of the provinces. The provinces are arranged by area in descending order in Table 1 . The KSA's climate varies from region to region, depending on the terrain. The climate is generally characterized by hot summers, cold winters and winter rainfall. The central areas experience hot, dry summers and cool, dry winters. The coastal areas experience high humidity. The air temperature falls moderately with the onset of autumn, which lasts from 23 September to 21 December. The lowest air temperatures are reported in the northern regions (3-7°C). Later in the year, temperatures significantly decline in other areas. Temperature variations are noted daily and vary from region to region. For this study, climatic data was recorded at 19 meteorological stations selected from the 13 KAS provinces. The spatial distribution of the selected stations within the provinces is shown in Figure 1 . Each province is represented by two stations, except for the provinces of Najran, Ha'il, AlJouf, Bisha, Al-Qasim, Jizan and Al-Baha, which are only represented by one station. The Presidency of Meteorology and Environment provided the data. The study's climatic data covers 31 years of daily meteorological information recorded from 1980 to 2010. The recorded data for all of the stations includes the maximum, minimum and mean air temperatures (T x , T n , and T a ) (°C); maximum, minimum and mean relative humidity (Rh x , Rh n and Rh a ) (%); wind speed at a 2m height (U 2 ) (m/s) and solar radiation (R s ) (Mj/m 2 /d). Table 1 describes the meteorological stations and lists the annual averages of the climatic data from each station. The ANN models take at most nine input variables, T x , T n , T a , Rh x , Rh n , Rh a , U 2 , R s and the reference crop height (h c ) (m), which varies from 5 to 105 cm. This range is selected to cover both grass (10 to 15 cm) and alfalfa (30 to 80 cm). A random h c value is chosen during training. The ET ref is the output variable. The input variables are divided into three sets. The training set for the ANN models is composed of 65% of the daily data collected by 13 of the weather stations, Riyadh (North), Al-Qasim, Ha'il, Al-Jouf, Rafha, Dhahran, Najran, Jizan, Bisha, Al-Baha, Jeddah, Al-Madina and Tabuk, from 1980 to 2007. The training set is used to find the patterns present in the data. The testing set for the ANN models is composed of the remaining 35% of the data from the same weather stations and period as the training set. It is used to evaluate the generalization abilities of the trained models. The ANN models' performances are checked once more with a validation data set. It is composed of the data collected by the remaining six weather stations, Turaif, Al-Wajh, Qaisumah, Yanba', Al-Ta'if and Wadi Al-Dawasir, from 1980 to 2010. The data is analyzed three times, using h c = 5-105 cm, h c = 12 cm and h c = 50 cm. Input parameters data of the ANN models: The ANN models take at most nine input variables, maximum, minimum and mean air temperature (T x , T n and T a ); maximum, minimum and mean relative humidity (Rh x , Rh n and Rh a ); wind speed (U 2 ); solar radiation (R s ) and the reference crop height (h c ), which varies from 5 to 105 cm. This range is selected to cover both grass (8 to 15 cm) and alfalfa (30 to 80cm). A random h c value is chosen during training. The ET ref is the output variable. The input variables are divided into three sets. The training set for the ANN models is composed of 65% of the daily data collected by 13 of the meteorological stations, Riyadh (North), Al-Qasim, Ha'il, Al-Jouf, Rafha, Dhahran, Najran, Jizan, Bisha, Al-Baha, Jeddah, Al-Madina and Tabuk, from 1980 to 2010. The training set is used to find the patterns present in the data. The testing set for the ANN models is composed of the remaining 35% of the data from the same meteorological stations and period as the training set. It is used to evaluate the generalization abilities of the trained models. The ANN models' performances are checked once more with a validation data set. It is composed of the data collected by the remaining 6 meteorological stations, Turaif, Al-Wajh, Qaisumah, Yanba', Al-Ta'if and Wadi Al-Dawasir, from 1980 to 2010.The data is analysed three times, using hc= 5-105cm, hc= 12cm and hc=50cm. Table 2 . Eight ANN models were developed to test the performance of different combinations of input parameters, including climatic parameters and a reference h c chosen randomly during the training process. The three temperature variables (T x , T n , and T a ) and h c were included in all of the combinations. The first combination used the three temperature elements and crop height. The second combination added the three humidity variables (Rh x , Rh n , and Rh a ) to the first combination. The third combination added U 2 to the first combination. The fourth combination added R s to the first combination. The fifth combination was formed by inserting u 2 into the second combination. The sixth combination was formed by inserting R s into the second combination. The seventh combination consisted of all inputs parameters except the relative humidity data. The eighth combination consisted of all the input parameters. Output/targeted data of the ANN models: The performances of the ANN models are compared to the PMG method. The PMG method is considered the standard procedure when measured lysimeter data is not available (Irmak et al., 2003; Gavilan et al., 2006) . The PMG method gives optimal results over all climatic zones (De Souza and Yoder, 1994; Chiew et al., 1995; Hupet and Vanclooster, 2001; Naoum and Tsanis, 2003; Irmak et al., 2003; Alazba, 2004; Gavilan et al., 2006) and has advantages over many other mathematical equations. It can be used globally without any local calibrations due to its physical basis, is well-documented and has been validated with a significant amount of lysimeter data (Gocic and Trajkovic, 2010) . Many researchers (Kumar et al., 2002; Trajkovic, 2005; Kisi and Ozturk, 2007; Zanetti et al., 2007; Landeras et al., 2008; Jain et al., 2008; Dai et al., 2009; Traore et al., 2010) 
The input layer (i) is connected to the hidden layer (j), which is in turn connected to the output layer (k) by means of the connection weights (W) and biases (B). The W is used to change the throughput parameters and vary the connections to the neurons. The B is used as additional elements inside the hidden and output layer neurons. The neuron (processing element) in the hidden layer consists of aggregating weighted inputs, resulting in a quantity-weighted input (activation value). In the hidden layer, the neuron's activation value (h j ) is mathematically characterized using the following equation (Haykin 1999 ):
(2) Where (W 1 ) ji is weights from the input layer to the hidden layer; X i is input parameters; N is number of input neurons; (B 1 ) j is biases in the hidden layer; f(--)is activation (transfer) function. Then, the output layer neuron (Y k ) is given by the following equation:
(3) Where (W 2 ) kj is weights from the hidden layer to the output layer; n is number of output neurons; (B 2 ) k is biases in the output layer. The most common activation (transfer) functions in hydrological modeling are the sigmoid and hyperbolic tangent functions (Dawson & Wilby, 1998; Zanetti et al., 2007) . The hyperbolic tangent is similar to the sigmoid but can exhibit different learning dynamics during training. The sigmoid function is used in this study. Its general functional form is: (4) A feed-forward ANN that uses a back-propagation learning algorithm was employed in this study; as such ANNs are commonly used to estimate the ET ref . The back-propagation learning algorithm optimizes the error function to modify the link weight. More than 70% of the existing studies that applied ANN techniques to hydrological processes used the back-propagation learning algorithm because of its simplicity and robustness (Kumar et al., 2011) . It controls the rate at which learning takes place using a momentum term and the learning rate. The momentum term is generally used to accelerate convergence and avoid local minima. A learning rate of 0.01 and a momentum factor of 0.8 are used. Developing the ANN architecture: Software Multiple BackPropagation version 2.2.4 was used to develop the ANN models to estimate the ET ref . Nine input variables were used (the maximum input set of the ANN). The output as one neuron was in the output layer. The number of hidden neurons depended on several factors, such as the number of input and output neurons, the number of training cases, the amount of noise in the targets, the complexity of the function or classification to be learned, the architecture, the type of hidden unit activation function and the training algorithm (Kumar et al., 2011) . The training data must be automatically normalized before they are exported to the ANN's feedforward neural networks for training. Normalization is commonly between 0.15 and 0.85 in ANN modeling. The input data can flow after it is normalized. They undergo unidirectional processing from the input layer, through the hidden layer, to the output layer. In the hidden layer, each neuron receives input signals from the input layer through the weights (Izadifar, 2010) . The data are processed separately by each hidden layer neuron and the outputs are passed to the output layer neuron. The network output and target outputs are computed at the end of each forward pass in the forward-propagation stage. If an error is higher than a selected value, a reverse pass is performed to modify the connection weights by minimizing the error between the target and computed outputs (backpropagation stage). Otherwise, the training stops. The best number of hidden neurons in the hidden layer is found by training many ANNs and repeating the trial and error procedure (Jain et al., 2008) , taking into account the error values. The hidden layer initially has two nodes. The number of nodes increases in each trial by between one and four nodes, to a maximum of 20 nodes. 
RESULTS AND DISCUSSION
Choosing the ANN architecture: The optimal number of neurons in the hidden layers of an ANN must be determined through a trial and error procedure, as shown in Figure 2 . Of the eight ANNs tested, the simplified construct N-2-1 (where N is the number of neurons or input variables in the input layer) exhibits the poorest ANN performance, as reflected by the statistical indicators (Figs. 3 and 4) . High values of R² and OI and low values of RMSE and MAE, indicating good model performance, are obtained by increasing n (where n is the number of neurons in the hidden layer) to more than two. It can be noted that a greater number of neurons in the hidden layer increases the structure complexity and does not improve the network behaviour. The optimum number of hidden layers represents the ET ref nonlinear complex relationship (Kumar et al., 2002; Zanetti et al., 2007) . The numbers of neurons in the hidden layer of the ANN models used for the various training models were 2, 3, 4,....., 20. The networks were trained over up to 20,000 iterations, as there were negligible improvements (increases in the R² and decreases in the RMSE) after 20,000 iterations. For example, ANN-MOD1 was trained using up to 20 processing elements. The optimum results are found using 20 (10) Eq. 14 is further simplified to: (11) (12) where the weights ( ) and the biases ( ) are given in Table A1 . The parameter is computed from:
(13) where the weights (w ij ) and the biases (b j ) are given in Tables  A2-A9 and x i is the input variable. The subscripts i, j and k represent the number of input, hidden and output neurons, respectively. The mathematical formulations are easily programmed in a spreadsheet (i.e. Microsoft Excel) or in the Visual Basic programming language to predict the ET ref using Equations 9-13, along with Tables A1 and A2-A9. Weights from the hidden layer to the output layer wk1 wk2 wk3 wk`4 wk5 wk6 wk7 wk8 wk9 wk10 wk11 wk12 wk13 wk14 wk15 wk16 wk17 wk18 wk19 wk20 
ANN Models Performance:
Training and testing processes: Figure 5 shows that the daily ET ref values estimated by the ANN models that used U 2 during the training process matched well with each other and the values estimated by the PMG model. The effectiveness of these models is clear. The scatter plots for the training process in Figure 5 also show that the ANN-MOD5 and ANN-MOD8 data mostly follow the 45° line. However, many points in the ANN models that do not use U 2 are located above and below this line. Kişi and Ozturk (2007) .
Comparing ANN-MOD7's results with those of the other ANN models shows that the accuracy of the ANN-MOD4 was significantly improved by the inclusion of U 2 , as ANN-MOD7 had a 22.7% and 11.2% increase in the R² and OI over ANN-MOD4, receptivity. The RMSE and MAE for ANN-MOD7 had also 36.1% and 37.2% % more accurate than that from the ANN-MOD4. U 2 (24.49%) was the most significant parameters affecting ANN-MOD7. This is in agreement with Hupet and Vanclooster (2001) . U 2 is likely to be an effective, powerful variable for accurately modelling the nonlinear complex process of ET ref (Fisher et al., 2005; Xiaoying and Erda, 2005; Li and Beswick, 2005; Traore et al., 2010) . On the other hand, the statistical criteria in Table 3 indicating that these models performed better on grass than on alfalfa (Table 4) . However, the R² value decreased on grass for ANN-MOD5 (2.84%) and ANN-MOD8 (0.40%), indicating that these models performed slightly better on alfalfa than on grass. ANN vs. PMFAO and PMASCE: In both cases grass and alfalfa, a comparison between the best models has been made which is ANN-MOD8. The 1:1 line in Figure 7 shows the ET ref values predicted by the data driven models and the observed values (PMFAO and PMASCE), using the data set collected by six stations from 1980 to 2010 (not used in the training and testing process). The figure shows that ANN-MOD8 on basis of grass (ANN-MOD8-12) had higher deviation compared to ANN-MOD8 on basis of alfalfa (ANN-MOD8-50), implying that it caused This inserting outcome leads to a possible conclusion that the climatic parameter U 2 is more important than Rs under the circumstances of this study. Furthermore, it is observed that ANN model consisting of all the input parameters with h c =50 cm was found to perform better than with h c =12 cm. Therefore, the ANN technique can be very helpful when applying in irrigation scheduling and management of agriculture water resources. 
