Abstract-A method is presented to segment multidimensional images using a multiscale (hyperstack) approach with probabilistic linking. A hyperstack is a voxel-based multiscale data structure whose levels are constructed by convolving the original image with a Gaussian kernel of increasing width. Between voxels at adjacent scale levels, child-parent linkages are established according to a model-directed linkage scheme. In the resulting tree-like data structure, roots are formed to indicate the most plausible locations in scale space where segments in the original image are represented by a single voxel. The final segmentation is obtained by tracing back the linkages for all roots.
INTRODUCTION
EGMENTATION of volumetric image data plays a crucial role in image processing, in particular as a preprocessing step for quantitative analysis and volume visualization. In the last decade, multiscale approaches (like the pyramid [1] , [2] , [3] , [4] , [5] , the stack [6] , [7] , [8] , and wavelets [9] , [10] , [11] ) have gained considerable attention.
We have developed a new multiscale image segmentation techniqueaethe hyperstackaefor automatic segmentation of two-and three-dimensional (2D, 3D) images [12] , [13] , which admits of extensions like outer scale reduction [14] and probabilistic linking [15] , [16] . Outer scale reduction-reducing the number of voxels as the scale increases-speeds up the process of building a hyperstack. Probabilistic linking is introduced to segment partial volume voxels, i.e., voxels containing more than one object, at a subvoxel level. This improves the tuning of the segmentation to the subsequent rendering of volumetric structures by reducing the jaggedness of objects (caused by voxels that were incorrectly segmented by a binary decision procedure).
In this paper, the methodology of hyperstack segmentation is described, and the extension of probabilistic linking is dealt with. The treatment of outer scale reduction, which involves a lot of technical details, will be deferred to a subsequent paper.
In Section 2, we discuss the design of the conventional (single-parent) hyperstack, which is characterized by the fact that a voxel at some level of the hyperstack is connected to at most one (parent) voxel in the next higher layer. In Section 3, we discuss the extension to probabilistic (multiparent) hyperstacks, in which children are allowed to link to multiple parents. In order to prevent an explosive growth of the number of linkages, constraints have to be applied. It will be shown in Section 4 that this can be accomplished without significantly affecting the quality of the segmentations.
Finally, we show in Section 5 how conventional-like segmentations can be derived from the output of probabilistic hyperstacks, and that these segmentations are more robust and of better quality than those obtained by conventional (single-parent) hyperstacks. We also present 2D and 3D segmentation results of probabilistic hyperstacks to show the surplus value of multiparent linking over singleparent linking. In addition, the segmentations are evaluated quantitatively by an objective method based on minimizing the editing costs to convert a segmentation result to a predefined gold standard.
HYPERSTACK SEGMENTATION
In the sequel, we use the term level to denote an image at a specific scale. The original image (or ground level) corresponds with level 0, the top level-representing the most strongly blurred image-is at level L. A hyperstack, thus, contains L + 1 levels at increasing scale. The terminology in this paper will generally apply to 3D images, so we will call the elements of the hyperstack voxels rather than pixels. The setup is equally valid for 2D images, however.
Building and employing a hyperstack consists of four different steps (see Fig. 1 ): 1) Blurring. Images at increasingly larger scales are obtained by convolving the original image with Gaussians of increasing width.
2) Linking. Child-parent linkages are established between voxels at adjacent scale levels. 3) Root labeling. Voxels having weak parent linkages and all voxels in the top-most level are marked as roots. 4) Downward projection. The original image is segmented by tracing back the linkages from the roots to the ground level. The following subsections deal with these steps in detail.
Blurring
The construction of a continuous linear scale space follows a blurring strategy, which is essentially a repeated low-pass filtering using a Gaussian kernel [17] , [6] . If we denote the luminance or intensity of the original image by L 0 ( r x , s 0 )-where s 0 is the inner scale of the image [6] -and the Gaussian kernel with width s of corresponding dimension by
where L( r x , s 0 ≈ s) denotes the s-blurred replica of the input image. Note that the additive operator "≈" does not correspond to ordinary addition, but follows the semigroup property
A discrete scale space is best constructed by convolution of the original image with sampled Gaussian kernels of increasing width. The alternative-building the scale space by convolving level n with a Gaussian to obtain level n + 1 for n = 0, ..., L-has the disadvantage that a concatenation of sampled Gaussians is not a discrete scale space transformation [18] .
An equidistant sampling of scale space would violate the important property of scale invariance [19] . Instead, the sampling should follow a linear and dimensionless scale parameter dt, which is related to s by
In this equation, e is taken to be the smallest linear grid measure of the imaging device. A convenient choice for t 0 is 0, which implies that the inner scale s 0 of the initial image is taken to be equal to the linear grid measure e. As concerns the notorious boundary problem that occurs when convolving images of finite size, we have investigated the differences between blurring in the Fourier domain and in the spatial domain. For the latter, we used 0th order extrapolation or the average image value as extrapolation value. For the experiments in this paper, we have used spatial blurring using the average image intensity as global extrapolation value.
We emphasize that the higher levels are not downsampled after blurring. For a more detailed discussion of extrapolation options and downsampling techniques (including outer scale reduction), see [14] .
Instead of linear blurring with Gaussian kernels, which is the natural choice if no knowledge is available about the scene to be analyzed [19] , a variety of nonlinear blurring kernels can be used if such knowledge is available. A treatment of nonlinear hyperstacks is beyond the scope of this paper. A preliminary report can be found in [20] , [21] .
Linking
In the linking step, voxels are connected to voxels in the next-higher level (child-parent linking), thus, creating a scale tree of linkages. We discriminate between active and passive voxels. Active voxels are voxels with at least one child or parent reference; all voxels that are inactive are called passive (i.e., they do not participate in the linking process). At the ground level, passive voxels are voxels without parents; they may be introduced to decrease the number of voxels to be processed, notably to eliminate uninteresting background voxels. At the higher levels, passive voxels are generated automatically: All voxels that have not been chosen as a parent of at least one child are considered passive.
In the conventional hyperstack [12] , [13] , every child is linked to exactly one parent. In the probabilistic hyperstack [15] , [16] , a child voxel can have more than one parent. In this section, the linking procedure for the conventional hyperstack is described; multiparent linking will be described in Section 3.
The Search Volume
The bottom-up linking process creates linkages between voxels in two adjacent levels, say n and n + 1. For each active voxel at level n, a parent is sought in a search volume defined at level n + 1. (Note that only the active voxels are linked upwards. In combination with the blurring, this ensures convergence of the hyperstack linking process; normally, the top level contains exactly one-active-voxel.) Since rotation invariance of the segmentation method with respect to the input image is desirable, the search volume is defined as a spherical volume in 3D, and as a circle in 2D (see Fig. 2 ). The radius r n,n+1 of the search volume depends on s n,n+1 , i.e., the relative difference in scale between the child level n and the parent level n + 1, according to
, .
The reason that the proportionality factor k n has a minimum (k min ) is that we cannot allow a search volume with a radius smaller than the inner scale. Hence,
Combining (2), (3), and (5) yields
It is readily shown that a convenient choice for the scale space sampling dt is 1 2 2 ln [14] . (This value of dt is used for all the experiments in this paper.) Thus, k min = 2 . An important observation is that k min is independent of the level n; it only depends on the scale space sampling constant dt. Accordingly, k n is often given a constant value throughout scale space. The value that is assigned to k n is a compromise between accuracy and computational complexity. An acceptable value from either point of view has experimentally been found to be 1.5, independent of the image dimension d. In [14] , a detailed account of the rationale leading to this value is given. The choice of k n is not critical as long as k n > k min (see also [22] ).
Linkage Criteria
For each child, a suitable parent is sought in a limited domain. In keeping with the way the images are blurred, the attractiveness (or affection) decreases with the distance between the potential parent and the child. The dependence of the affection on the child-parent distance is based on the Gaussian shaped function Every image at each level has an inner scale. Within this inner scale, no distinction of similar features is possible.
Consequently, the child-parent distance has a minimum, which is set to half the scale of the parent image. We define the distance factor ' as
..
s s s e j e j (8) The parents are selected on the basis of their affection ( ), or linkage strength, to a given child. The candidate parent with the highest affection value is selected to become the child's parent. This affection is defined as
The C i are individual linking components, controlled by weights w i .
Research into different statistical and heuristic components has shown that a general and robust linking scheme should use three components [23] :
2) the ground volume component C * , and 3) the ground volume mean intensity component C 0 .
The first affection term is based on intensity proximity and provides intensity following through scale space. It is defined by
,
where , p and , c denote the intensity of the parent and the child, respectively, and D, max is the maximum intensity difference in the original image. The second affection term, the ground volume of a parent, encourages convergence of the linkages to ever fewer parents. The ground volume is the number of voxels to which a parent is connected at the bottom level, the original image. The ground volume affection term is defined by
with * p the ground volume of the parent and * max the maximum ground volume at the parent's level. Initially, no parents are linked, and, hence, no ground volumes exist. This problem is solved using an iteration procedure. The linking process is done first without taking the ground volume term into account (by assigning it a weight of 0), followed by repeating the linking process a number of times, each time with a slightly higher weight of w * . In general, no significant changes occur after three or more iterations. The third affection component is the ground volume mean intensity component C 0 , for which we have
with 0 p and 0 c the ground volume mean intensity of the parent and the child, respectively. If the ground volume mean intensity of the child closely resembles the corresponding component of the parent, then it is natural for the child to merge into that parent segment: They both represent (part of) a segment with such an intensity value. Obviously, the linkages formed heavily depend on the local image structure and the relative weights of the affection components. Experiments with different images showed that the weights can be given robust values that are valid for a wide range of applications. The values used throughout this paper for the weight factors w , , w * , and w 0 are 1, 10 -7 , and 10 3 , respectively.
Root Labeling
The segmentation phase consists of two steps: root labeling and downward projection. A root is defined as a voxel in the scale tree that represents a single segment in the ground level. To start with, roots are formed by selecting the segmentation level. Linkages from the segmentation level upwards are either not present (in the case that the segmentation level is the top level of the hyperstack), or ignored. Thus, all active voxels in the segmentation level become root. The default is to use the top level as segmentation level. Additionally, the lowest root level may be set. This defines the lowest level in the hyperstack where roots are allowed to be created. The default is set to level 1. The combination "segmentation level/lowest root level" controls a priori the size of the resulting segments in a global sense.
In Fig. 3 a simple example of a hyperstack containing three levels with two roots is shown. For instance, child voxel-V 1 0 meaning: The voxel with index 1 at level 0-is linked to voxel V 1 1 , which in turn is linked to root voxel V 1 2 . Additional roots are formed by voxels of which the linkages to the parents in the next-higher level are too weak to be followed. The "weakness" measure, or adultness ($), is modeled in much the same way as the affection ( ), i.e., 
In [23] , a first account of heuristic root labeling criteria is presented, depending on properties like intensity proximity, ground volume, and ground volume intensity variance.
The two components that turn out to be robust root criteria are: 1) the ground volume mean intensity difference component $ C 0 , and 2) the ground volume component $ C * .
They are defined as (14) and (15) respectively. For the $ C 0 component, it is plausible that a relatively large value indicates a catastrophe in scale space [6] . At such an event, two different objects merge together. Furthermore, large objects are preferred over smaller ones by the $ C * component. Experimentally, it was found that equal values of the relative weight factors $ w 0 and $ w * , say 1, provide a robust performance. The root labeling procedure can be carried out either by defining a lower bound for the adultness value, or by prescribing the total number of roots (5).
The advantage of the first method is that it is fast: A single threshold operation will identify all roots (if an adultness is larger than the threshold value, the corresponding child voxel is labeled root). A disadvantage is that it is not clear beforehand how many roots-and, thus, how many segments-will be found. Statistics on the adultness values may help, but it is likely that at least a few threshold values have to be tried before the number of segments is satisfactory.
The second method does not use a trial and error method, since the number of roots is fixed. The entire linkage structure is scanned 5 times. Each time, the child of the child-parent link with the highest adultness value in the hyperstack is labeled root. For efficiency reasons, it is useful to maintain a (sorted) list of candidate roots during the search to the first root.
Note that 5 can only be an upper bound for the actual number of segments created in the downward projection phase (see below): A root that is connected to another root via a link will not create a new segment. Fortunately, this situation does not occur frequently.
Downward Projection
In the downward projection phase, an actual segmented image is obtained by using the created scale tree.
We relate the roots to the ground voxels by following the linkages downwards. All the ground voxels that are connected to a common root are classified as a single segment. The term "downward projection" is somewhat misleading, because the process might just as well be implemented as a bottom-up process. The choice depends on how the parentchild linkages are incorporated in the data structure: bottom-up or top-down. We opted for bottom-up linking (see [14] for background information).
The value assigned to each segment is either a unique value per segment-which offers the possibility to discriminate between every pair of segments-or may be a function of the grey values. In the latter case, the root intensities can be used, or the average value of all ground voxels comprised in that segment. Since the global maximum and minimum tend to converge to each other at increasing scale, it is to be expected that root values also approximate an average value. Obviously, this has a negative effect on the contrast of a segmentation. Thus, average intensities calculated on the basis of original grey values are preferred-although this requires an additional computing step. Both the use of root values and average intensities suffer from the problem that different segments may be assigned the same value. Then, discriminating between them is impossible. Only the use of unique segment values guarantees a unique "(pseudo) color" per segment.
THE PROBABILISTIC HYPERSTACK
In the previous section, we have discussed the conventional hyperstack; we now turn to probabilistic hyperstacks, in which every child voxel is allowed to connect to more than one parent. For this reason, such a linking scheme is also called multiparent linking.
Probabilistic Linking
Instead of forcing a binary decision to which parent a child should be linked, we simply link a child to all parents that are "good enough," according to some objective criterion. This minimizes the chance that a crucial link is missed (which may happen if a worse parent is preferred because of noise); higher up in the hyperstack the "mistake" will be corrected automatically. This is an important feature of probabilistic linking. Note that-since the noise will disappear if the scale is increased-the chance that a crucial link is missed owing to noise will be negligible in the higher levels. We will use this observation when discussing the complexity of the hyperstack in detail (see Section 4) .
Once all interesting linkages have been established, the corresponding probabilities are found simply by normalization of the affection values, since the sum of the linkage probabilities from a child to all of its parents must equal one. links just to one parent, the child-parent probability takes the value 1. An alternative to the scheme presented here is provided by Bayesian belief network theory [24] . We are currently investigating whether Bayesian network rules can effectively be applied to deal with multiple linkage paths, as, e.g., the double path leading from ground voxel V 1 0 to grandparent V 2 2 . A full comparison of the two approaches is beyond the scope of the present paper.
Root Labeling Under Multiparent Linking
If a threshold value is used for the root labeling-as discussed in Section 2.3 for conventional hyperstacks-then this threshold value must be applied to the strongest link of every child. There is no difference in the use of an upper bound 5 for the number of roots.
The main difference with single-parent hyperstacks is that probabilistic hyperstacks do not always have a unique path from ground voxel to root: Loops may occur. The eventual root probabilities (obtained as a result of the root labeling) represent the chances for a ground voxel to belong to various segments. In an equivalent interpretation, these probabilities represent the fractions of tissue types comprised in the ground voxel (partial volume effect). The root probabilities are computed by following all the linkages that connect a ground voxel to different roots. The childparent probabilities are multiplied for each path, and the "path probabilities" are added to find the final root probability, denoted by P V V i i l 0 e j , where l is the level at which the root is defined. The root probabilities can be calculated from the recursive relation 
Note that the following expression (normalization property) is valid for all 1
The root probabilities between voxels which are two levels apart can be found from (17) . For instance, using the affections as given in Fig. 4 , we find that the root probability The output of a probabilistic hyperstack is a list of normalized probabilities per (ground) voxel. These probabilities represent the chances that a voxel belongs to the listed segments. To obtain actual segmentations from lists of probabilities, we have several possibilities. In Section 5, some methods are discussed and applied to actual images, while also the advantages of probabilistic over conventional segmentations will be summarized.
The Ground Volume Under Multiparent Linking
In conventional hyperstacks, the ground volume of a voxel is the number of ground voxels with a route to that voxel. The same definition is not appropriate for probabilistic hyperstacks. Instead, the voxels encompassed in the ground volume are weighted by the probabilities of the linkage paths. For the ground volume * of voxel V i l , we can write 
Using (19) and (17), we find *( V 1 2 ) = 0.33, *(V 2 2 ) = 0.8435, and *( V 3 2 ) = 0.8265 for the parents in level 2 of Fig. 4 .
Probability Maps
The number of linkages involved in probabilistic hyperstacks is enormous, which makes it hard to follow and evaluate them. Therefore, we developed a way to visualize the progression of weak and strong linkages, so as to understand the evolution of linkages in our multiscale linking model. The idea is to produce so-called probability maps by displaying for every ground voxel the largest probability that it belongs to a root in a specific level. This simple algorithm first chooses a level l to create a map for, then turns all the active voxels in level l into roots, and finally calculates the highest root probabilities for every ground voxel by scanning the entire hyperstack. A linear remapping of these probabilities onto a range of regular image intensities produces the desired result: Dark voxels represent areas of low probability, whereas brighter voxels correspond to high probabilities. It might be expected that edge voxels are harder to link than voxels in near-homogeneous volumes, for two reasons:
• Partial volume effect. An edge voxel will have, apart from possible noise components, a value proportional to the volumes of the different objects that are represented by that voxel. Thus, statistically the value of an edge voxel will lie in between the values of the surrounding object values. Since the intensity difference in (10) does not explicitly prefer smaller or larger values, there will not be a preference for either of the objects.
• Blurring strategy. The blurred value of a voxel is determined by a weighted sum of the values of the voxel at hand and the values of its neighbors. Thus, edge voxels will be subjected to larger intensity changes in scale space than nonedge voxels.
Hence, it is plausible that voxels near object edges will generally have links to more parent voxels than voxels in homogeneous areas.
In Fig. 5 , a series of probability maps in scale space is shown for the HEAD image, a 2D sagittal MR image of the brain. One can clearly see the distribution of the largest probabilities evolving in the hyperstack. The edges of the objects of different sizes are best visible at the scale at which they can be represented by a single root. Logically, there is a high correspondence between these levels and the levels found in edge detection algorithms based on scale space [25] . For instance, the edges of the ventricle are noticeable at the middle levels (cf. s = 32), but merge with other objects at the higher levels. The original MR image (with dimension sizes 256 ¥ 256), five probability maps (that correspond with level 4, 6, 10, 14, and 15 of the hyperstack, respectively), and finally two coarse segmentations (containing a predefined number of five and two segments, respectively). Note the similarity between the last two probability maps and the two segmented images (see text). At the one but highest level shown (s = 128), the probability map contains five separate fragments: one for the head object and four for the background. The reason for the side contours to be on the top, at the bottom, at the left, and at the very right of the image is that those pixels have great difficulty choosing between two similar background parts. At a higher level still (s = 181), the background merges into a single segment. A segmentation made with a predefined number of segments that matches the number of segments in a probability map, bears a close resemblance with this map, as the lower frames of Fig. 5 show convincingly.
In 3D, a probability map is generated in the same way as for the 2D case. Visualization of the result in a slice-byslice manner, however, is not very useful for recognizing edge-like structures. To produce a suitable 3D presentation, we invert the intensities of the probability maps such that high intensities correspond to low root probabilities and vice versa. The result can then be piped to a volume renderer to visualize the low root probabilities at the outer edges of the image structure. In Fig. 6 , this has been done for the ELLIPSOID image, an artificial image containing one ellipsoid. The successive renderings represent (from left to right and from top to bottom) the probability maps at increasing segmentation levels. To emphasize the weakness of the linkages corresponding to edge voxels, we increased the lowest root level (this forces all voxels to keep linking upwards). Indeed, the last probability map clearly shows the surface of the ellipsoid as formed by the collection of voxels with a low root probability. Also, note that the six spots where the ellipsoid almost touches the image border are clear segment separators until the last rendering. 6 . Volume renderings of 3D probability maps of the ELLIPSOID image. Shown are a rendering of the original noisy image (top picture), followed by six renderings of inverted probability maps at increasing segmentation levels (for an explanation, see text).
COMPUTATIONAL COMPLEXITY
The complexity of probabilistic hyperstacks is mainly determined by the total number of linkages; if no precautions are taken, this number grows explosively. Thus, in order to keep the number of linkages limited, we need to introduce some constraints.
We have used two types of limitations for building probabilistic hyperstacks: 1) an upper bound for the number of parent linkages per child, and 2) a lower bound for the affection, below which no linkages are established (provided that at least one link per active voxel is present).
Since either constraint has great influence on the actual number of linkages formed, we will explain them in more detail below. Note that during the linking process, care must be taken that at least one link per child is established, so as to avoid premature creation of roots. Section 4.3 presents some results on the number of linkages established with and without the constraints.
Another factor that influences the computational complexity of a hyperstack, though to a lesser extent, is scale space sampling. Using only a few levels will also keep the amount of linkages low. The minimum scale space sampling rate to avoid deterioration of the quality of the segmentation will be application dependent. Research is due to optimize the sampling rate for classes of applications.
A Maximum Number of Parents Per Child
Owing to noise present at the smaller scales, the maximum number of parent linkages per child should be relatively high when linking the lowest levels, and may decrease when linking levels at larger scales. A similar argument holds for the partial volume voxels in the lower levels (see Section 3.4 about the probability maps). Thus, we need to allow the lowest levels more links than those higher up in scale space.
If we try to determine the maximum number of parents for every child voxel at the ground level without a priori, information on the image to be segmented, the number of dimensions plus one seems a reasonable choice. This choice is motivated by the partial volume notion and is based on the fact that it is unlikely that on a two-dimensional map four different areas join together in one point, whereas three-junctions (i.e., three joining areas) are much more common. Similar considerations lead to a maximum of four in the three-dimensional case. The diminishing influence of both the noise component and the partial volume effect at increasing scale make it acceptable to decrease the maximum number of parents per child with one at every scale step. This decrease is effectuated immediately after the ground level has linked to level 1.
A Lower Bound for the Affection
The linkage strength increases when linking at larger scales, for ground volumes are steadily growing and the intensity differences diminish. Consequently, the lower bound for the affection should increase accordingly.
When searching for a suitable lower bound for the affection of linkages, it is attractive to define a uniform lower bound per level. A simple calculation-for instance based on the affection range of the first iteration-can then serve as initial estimation for the lower bound. Moreover, the need to recalculate the limit per child, or even per iteration, is absent.
Implementation of this paradigm, however, showed an annoying side-effect: Owing to the fact that between any two levels, there is a rather high variance in affection values (especially at smaller scales), voxels in areas with a relatively low affection range (edges) are assigned one single link, the minimum amount. But probabilistic linking has been invented to give better segmentation results precisely in those areas! In contrast, good results are obtained by defining an adaptive lower bound of the affection, called the minimum relative affection. This parameter specifies how much the affection of a child-parent link may differ from the highest affection present for that child. This difference is expressed as a relative value, e.g., 95%. Intuitively, this leads to the desirable effect that voxels with a strong preference for a specific parent (like voxel V 2 0 in Fig. 4) do not need any other links, whereas children in dubio are assigned more than one parent (such as voxel V 1 0 ).
Results on Constrained Linking
In order to evaluate the effects of constraining the number of linkages, we built five types of hyperstacks with different parameter settings, and compared the number of linkages evolving in scale space for:
1) a traditional hyperstack with single-parent linking; 2) a multiparent hyperstack with a minimum relative affection value of 95% and initially a maximum of three parents per child; 3) a multiparent hyperstack with a minimum relative affection value of 0% and initially a maximum of three parents per child; 4) a multiparent hyperstack with a minimum relative affection value of 95% and continuously a maximum of three parents per child; 5) a multiparent hyperstack with a minimum relative affection value of 0% and continuously a maximum of three parents per child.
The value of 95% has experimentally been found to be generally applicable. A lower value of, say, 80% only increases the number of relatively weak linkages, which do not significantly contribute to the roots that are ultimately found. The value of 0% has been added to the experiments to show that applying a relative affection value actually works.
The results for the HEAD image of Fig. 5 are presented in Fig. 7 , which shows that the constraints we impose on the linking procedure are effective. Setting the minimum relative affection to 95% (Fig. 7d) limits the number of linkages in the lower levels in the hyperstack. Using no lower bound (Fig. 7e) , results in a significantly higher number of linkages.
Applying the constraint that limits the maximum number of parents per child at increasing scale (Fig. 7c) has even more effect (again compared to Fig. 7e) : Irrespective of the minimum relative affection used, the hyperstacks quickly converge to single-parent variants (Fig. 7a) . Finally, applying both constraints is most useful (Fig. 7b) .
RESULTS
The results are presented in three ways: 1) a comparison of 2D segmentations; 2) a comparison of 3D renderings; and 3) a quantitative analysis of both single and multiparent hyperstack segmentation.
2D Segmentations
The natural option to derive a segmented image from the lists of probabilities is to use the highest root probability of each ground voxel. In Section 3.1, we have indicated why segmentations, thus, obtained may be expected to outperform segmented images from single-parent hyperstacks. Fig. 8 shows a comparison of a segmentation using the single-parent hyperstack with a multiparent segmentation, in which each voxel is represented by the highest object probability of its list. The arrows emphasize the main differences between the two segmentations. The multiparent hyperstack clearly performs better than the single-parent hyperstack. For clarity, we have focused on the outside of the cortex only, although the inside is (automatically) segmented as well (into grey matter, white matter, and CSF). The probabilistic hyperstack used contained 17 levels (with constrained linking and a minimum relative affection of 0.90), while the lowest root level was set to 6. The contours have been found by simple thresholding of the segments formed by downward projection of mean segment values. We emphasize that no additional editing has been performed on the segmentations.
A second way to visualize probabilistic results is to focus on one object (organ or tissue type). The summed probabilities of the paths from a ground voxel to a root are indicative of the probability that this ground voxel belongs to the segment defined by the root. (Note that this value is not equal for all the members of one segment, in contrast with other downward projecting techniques.) The result is an image whose intensities are proportional to the amount of tissue contained in each voxel (see Fig. 9 ). In Fig. 10 , the subvoxel segmentation capability of a probabilistic hyperstack has been emphasized by several enlargements of a single slice of the BRAIN image (originally a 3D MR image). Clearly, the edge voxels are segmented at subvoxel level. 
Volume Renderings
The presentation of three-dimensional results-based on the lists of tissue probabilities-is hampered by the unavailability of suitable volume rendering software. A solution is to compare images segmented by conventional hyperstacks and multiparent hyperstacks by using the highest object probability of each list, as in the previous section. However, if we focus on a single tissue type (like in Figs. 9 and 10 ), the advantage of probabilistic linking can be visualized more clearly: The probabilities can directly be related to the opacities in the volumetric compositing methods [26] , [27] , [28] , which diminishes the effect of small segmentations errors and performs a smoothing on the surfaces of objects.
In Fig. 11 , this technique has been applied to the artificial ELLIPSOID image, which has been created with the package THINGS that is capable of simulating partial volume effects [29] , [14] . The (noise-free) input image was used to generate the first rendering, in order to show the desired result. The object intensity value is 2,000, with a background value of 1,000. The second rendering is based on segmentation by a single-parent hyperstack (after having added Gaussian noise with a standard deviation of 10% of the object intensity), and the third rendering is based on a multiparent hyperstack. Note the notched edges in the middle image, owing to the single-parent linking scheme. The probabilistic linking softens this effect (right image). The disadvantage of focusing on a single root (object) is that other tissues (i.e., more segments) can only be visualized if they are spatially separated from each other. This is the case in Fig. 12 , showing a series of segmentations of the VENTRICLES image, a three-dimensional MR image of the brain. In Fig. 12a , renderings from different viewpoints are shown based on conventional (single-parent) hyperstack segmentations. The probabilistic counterparts are shown in Fig. 12b. Fig. 12c also represents a probabilistic hyperstack, but now extended with two small additional (spatially separated) segments in the middle of the ventricle. To obtain this result, we only had to increase the desired number of segments by two. Note that the single-parent segmentation has several shortcomings.
Evaluation
In order to be able to make an objective and quantitative comparison of the quality of different segmentations, we have developed a task-driven evaluation method [30] , [22] , [31] . The task is defined as to minimize the effort of manually editing the segmented image-post-processing editing (PPE)-until a result of satisfactory quality is obtained.
Manual editing is modeled by an editing scenario that consists of a series of two basic actions: 1) the merging of two segments into one segment, and 2) splitting a segment along a borderline (2D) or surface (3D).
These actions are labeled with costs. A merge counts for two cost units, and a split for 1 + 0.5 ◊ &, where & denotes the number of contour pixels/voxels involved in the split operation. All the editing of a segmented image can be expressed in these two basic actions, resulting in a certain amount of "editing costs." The quality of a segmented image is determined by mapping each segment of a segmentation to a gold standard (object distribution) in a one-to-one relation. The correctness of a segmentation is defined as the number of voxels relative to the total number of voxels in the image. This results in correctness values ranging from 0 to 1, in which "1" corresponds to a segmentation that is completely identical to the object distribution.
Segmenting an image correctly up to the very last voxel may involve excessive editing costs. In most cases, this is not needed for the subsequent visualization or measurements. Furthermore, the value of the gold standard is not always beyond all doubt. A manually produced segmentation of real world images will contain errors, witness the fact that for complex images no two manual segmentations will be the same. Hence, the required correctness of a segmentation generally is not equal to 1, but slightly smaller. In our experiments, we allow a fifth of the number of object border voxels to be segmented incorrectly. In this way, the complexity of objects in the image is acknowledged by allowing a tolerance for small segmentation errors (typically 1 or 2%).
Some of the values used in the editing scenario-viz., the basic costs for a split action, the "one fifth" of the edge voxels, etc.,-may look rather ad hoc. However, the final costs results should not be interpreted as absolute judgments with respect to the quality of the segmentations, but rather as a relative measure for comparing different segmentations of one input image. Indeed, we have experimentally found that tuning the editing parameters will change the absolute costs, but will generally leave ordering relations ("method A is cheaper than method B") intact [22] .
The PPE costs do not have an absolute meaning for the same reason. Rather, they should be compared relatively to the costs needed for a complete manual segmentation. The manual costs are calculated by using an entirely homogeneous image as "segmented image." Then, the editing costs to change the image to the gold standard correspond precisely to drawing the contours of all the segments. The relative PPE costs refer to the ratio of the costs of an automatic segmentation and the costs of a 100% manual segmentation. Table 1 gives an overview of the PPE costs for the single-parent and the multiparent segmentation of the EL-LIPSOID image of Fig. 11 . The PPE costs needed if a simple threshold operation is used to segment the image have been added to show the advantage of an automatic (hyperstack) segmentation algorithm. The thresholding technique has an idealized performance since the threshold value used (1,500) has been determined with a priori information (namely the objects' intensities). For regular MR images, this information is not available, which makes the total costs of the thresholding method increase even further. The costs have been calculated for three different correctness requirements: 98.5%, which corresponds to the regular "one fifth" tolerance, 99%, and 99.9%. The different tolerance values do not change the ordering of the segmentation methods, as stated above. Note that zero PPE costs refer to a segmentation that is satisfactory, given the required correctness percentage. A similar experiment has been done for a 2D transversal slice of an MR image, called the BRAIN.TR image (see Fig. 13 ). An expert created manually a gold standard for the BRAIN.TR image, in this case into six segments (see Fig. 13b ). We created a large range of segmentations by varying the number of roots from two to 100 (step size 2) for both the single-parent and the multiparent hyperstack. The evaluation method then indicates which segmentation is cheapest in terms of PPE costs (the tolerance is 98.4% for this image). For the single-parent hyperstack, the best segmentation contains 82 roots with PPE costs of 215.1 (7.5%). For the multiparent, the number of roots decreases to 40, while the PPE costs decrease to 118.7 (4.2%). The segmentations are shown in Fig. 13c and Fig. 13d , respectively.
Another way of showing the improvement is counting the erroneously segmented pixels of a single segment. For instance, if we focus on the white matter of the BRAIN.TR image only (with an area of 7,052 pixels), this number is 1,024 pixels for the single-parent hyperstack versus 438 for the probabilistic variant. This corresponds to a decrease of the relative error from 14.5% to 6.2% (see also [29] ).
CONCLUSIONS AND DISCUSSION
We have presented a method to segment images in a probabilistic way using multiscale based hyperstacks. We have shown the surplus value of probabilistic (multiparent) linking over conventional (single-parent) linking, both as concerns quantitative measurements and as concerns volumetric visualization of segmented 3D images. The accuracy of calculated distances and volumes heavily depends on the accuracy of the segmentation. Probabilistic segmentation introduces voxels that are only partly contained in segments, which increases the accuracy of quantitative measures significantly.
The qualitative improvement of segmentations by applying multiparent linking has been quantitatively supported by means of an objective method to evaluate segmentation results. Probabilistic results have lower postprocessing editing costs to arrive at a satisfactory segmentation than conventional segmentations.
Regarding the complexity of probabilistic hyperstacks, we indicated how the number of linkages involved easily grows prohibitively. Two constraints have been introduced to keep this number limited. Their adequacy has been demonstrated experimentally.
