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On the omplete pivoting onjeture for Hadamardmatries of small ordersC. Koukouvinos, E. Lappasy, M. Mitrouliy, and Jennifer SeberryzNovember 30, 2001Dediated to John Makepeae BennettAbstratIn this paper we study expliitly the pivot struture of Hadamard matries of small orders16; 20 and 32. An algorithm omputing the (n  j) (n  j) minors of Hadamard matriesis presented and its implementation for n = 12 is desribed. Analytial tables summarizingthe pivot patterns attained are given.Key words and phrases: Gaussian elimination, pivot size, omplete pivoting, minors,Hadamard matries.AMS Subjet Classiation: 65F05, 65G05, 20B20.1 IntrodutionLet A be an nn real matrix, and let b be a real n-vetor. In his fundamental work on bakwarderror analysis Wilkinson [13℄ proved that when the linear system A  x = b is solved in oatingpoint arithmeti by Gaussian elimination (GE) with either partial or omplete pivoting theomputed solution x̂ satises (A+E)  x̂ = bwhere the norm of the perturbation matrix E an be bounded from above as followsjjEjj1  g(n;A)  f(n)  ujjAjj1 (1)where u is the unit roundo, f(n) is a ubi polynomial of n, and g(n,A) is the growth fatordened by g(n;A) = maxi;j;k ja(k)ij jja(0)11 jDepartment of Mathematis, National Tehnial University of Athens, Zografou 15773, Athens, Greee.yDepartment of Mathematis, University of Athens, Panepistemiopolis 15784, Athens, Greee.zShool of Information Tehnology and Computer Siene, University of Wollongong, Wollongong, NSW, 2522,Australia. 1
where a(k)ij ; k = 1; 2; : : : ; n   1 denotes the (i; j)th element that ours at the k-th step ofelimination. The elements a(n 1)ii are alled pivots.Thus the growth fator is losely related to the stability of GE sine the smaller its valuethe sharper the bound attained in (1) and onsequently the more stable the method beomes.We say that a matrix A is ompletely pivoted (CP) if the rows and olumns have beenpermuted so that Gaussian elimination with no pivoting satises the requirements for ompletepivoting.Let g(n;A) denote the growth assoiated with Gaussian elimination on a CP n  n matrix Aand g(n) = supf g(n;A) g. The problem of determining g(n) for various values of n is alled thegrowth problem.The determination of g(n) remains a hallenging problem. Wilkinson in [13℄,[14℄ noted thatthere were no known examples of matries for whih g(n) > n. In [1℄ Cryer onjetured that\g(n;A)  n, with equality if and only if A is a Hadamard matrix". This was proved to be\untrue" in [6℄.An Hadamard matrix H of order n is an n n matrix with elements 1 and HHT = nI.Sine Wilkinson's initial onjeture seems to be onneted with Hadamard matries thefollowing, more rened, onjeture was posed (see [1℄,[2℄, [10℄):Conjeture (The growth onjeture for Hadamard matries)Let A be an n n CP Hadamard matrix. Redue A by GE. Then(i) g(n;A) = n.(ii) The four last pivots are equal to n2 or n4 ; n2 ; n2 ; n.(iii) The fth last pivot an take the values n3 or n2 .(iv) The sixth last pivot an take the values n4 ; n10=3 ; or n8=3 .(v) Every pivot before the last has magnitude at most n2 .(vi) The rst six pivots are equal to 1; 2; 2; 4, 2 or 3, 103 or 83 or 4.The equality in (i) above has been proved for a ertain lass of n  n Hadamard matries[2℄. Cryer [1℄ has shown (ii) for the pivots n2 ; n2 and n. Day and Peterson [2℄ have shown thatthe values n2 or n4 appear in the fourth last pivot when Gaussian elimination, not neessarilywith omplete pivoting, is applied to a Hadamard matrix. They posed the onjeture that whenGaussian elimination with omplete pivoting is applied to an Hadamard matrix the value of n2is impossible. In [3℄ a ounter example of an Hadamard matrix of order 16 whih has fourthlast pivot n2 is given. In [9℄ ten CP Hadamard matries of order 16 are given having fourthlast pivot 8, as well as a CP Hadamard matrix of order 32 with fourth last pivot 16. In eahase this distinguished ase with the fourth pivot n2 arose in the equivalene lass ontaining theSylvester Hadamard matrix. Moreover, in [9℄ the rst innite family of Hadamard matries oforder n with fourth last pivot n2 is disovered. The values in (vi) are proved in [2℄ for the rstve values, 1, 2, 2, 4, 2 or 3, and experimental evidene in [10℄ and this paper strongly supportsthe next values. 2
Wilkinson's initial onjeture seems to be onneted with Hadamard matries. Interestingresults in the size of pivots appears when GE is applied to CP skew-Hadamard and weighingmatries of order n and weight n   1. In these matries, the growth is also large, and experi-mentally, we have been led to believe it equals n  1 and speial struture appears for the rstfew and last few pivots [7℄.Notation 1. Write A for a matrix of order n, whih is ompletely pivoted (CP). Write A(j)for the absolute value of the determinant of the j  j prinipal submatrix in the upper lefthandorner of the matrix A and A[j℄ for the absolute value of the determinant of the (n  j) (n  j)prinipal submatrix in the bottom righthand orner of the matrix A. The magnitude of thepivots appearing after the appliation of GE operations is given bypj = A(j)=A(j   1): (2)Notation 2. We use   for  1 in matries in this paper. Also, when we are saying thedeterminants of a matrix we mean the absolute values of the determinants.2 Minors of Hadamard matriesHadamard matries of order n have determinant nn2 . Sharpe [12℄ observed that the determinantsof all the (n  1) (n  1) minors of an Hadamard matrix of order n are zero or nn2 1; and thatthe determinants of all the (n   2)  (n   2) minors are zero or 2nn2 2; and the determinantsof all the (n  3) (n  3) minors are zero or 4nn2 3: We note that the maximum determinantorresponds to having the submatrix" 1 11   # or 264 1 1 11 1  1   1 375in the upper lefthand orner of the Hadamard matrix for n  2 and n  3 respetively.Theorem 1 [8℄ The determinants of the (n  3) (n  3) minors of a CP Hadamard matrix oforder n are zero or 4nn2 3:Theorem 2 [8℄ The determinants of the (n  4) (n  4) minors of a CP Hadamard matrix oforder n are zero, 8nn2 4 or 16nn2 4:A diret onsequene of the above theorems and of relation (2) is the following:Theorem 3 When Gaussian Elimination is applied on a CP Hadamard matrix H of order nthe last four pivots are n; n2 ; n2 ; n2 or n4 .We now outline the method to evaluate the (n 5); (n 6); : : : ; (n j) minors. The (n j)(n j)minors are denoted by Mn j . 3
Lemma 1 (The Distribution Lemma) [8℄Let H be any Hadamard matrix, of order n > 2. Then for every triple of rows of H thereare preisely n4 olumns whih are(a) (1; 1; 1)T or ( ; ; )T(b) (1; 1; )T or ( ; ; 1)T() (1; ; 1)T or ( ; 1; )T(d) (1; ; )T or ( ; 1; 1)TIf we are onsidering the (n  j) (n  j) minors, then the rst j rows, ignoring the upperlefthand jj matrix, have 2j 1 potentially dierent rst j elements in eah olumn. Let xT+1 bethe vetors ontaining the binary representation of eah integer +2j 1 for  = 0; : : : ; 2j 1  1.Replae all zero entries of xT+1 by  1 and dene the j  1 vetorsuk = x2j 1 k+1; k = 1; : : : ; 2j 1Let uk indiate the number of olumns beginning with the vetors uk; k = 1; : : : ; 2j 1.We note 2j 1Xi=1 ui = n  j: (3)Then it holds (see [8℄) that Mn j = nn 2j 1 jdetD (4)where D is the following 2j 1  2j 1 matrix.D = 266664 n  ju1 u2m12 u3m13    uzm1zu1m21 n  ju2 u3m23    uzm2z... ... ... ...u1mz1 u2mz2 u3mz2    n  juz 377775where (mik) = ( ui  uk), with  the inner produt.We note if n = 4t, the orthogonality of the rows of the Hadamard matrix givest  j  u1 + u2 + : : : + u2j 3  t; t  j  u2j 3+1 + : : :+ u2j 2  tt  j  u2j 2+1 + : : : + u2j 2+2j 3  t; t  j  u2j 2+2j 3+1 + : : :+ u2j 1  tEah of these equations an be rewritten so the onstraints beome0  t  u1   u2   : : :  u2j 3  j; 0  t  u2j 3+1   : : :  u2j 2  j0  t  u2j 2+1   : : :   u2j 2+2j 3  j; 0  t  u2j 2+2j 3+1   : : :  u2j 1  j (5)The Algorithm for (n  j) (n  j) minors of an n n Hadamard matrix H.4
Step1: Generate all 1 matries M , of order j.Step2: Form the general matrix, N = [M Uj ℄, of size j  n for the rst j rows of ann n Hadamard matrix H, where
Uj = u1z}|{1:::1 u2z}|{1:::1 : : : u2j 1 1z}|{1:::1 u2j 1z}|{1:::11:::1 1:::1 : : : 1:::1 1:::11:::1 1:::1 : : :  :::   ::: : : : : : : :: : : : : : :1:::1 1:::1 : : : 1:::1  ::: 1:::1  :::  : : :  :::   ::: Step3: For eah M onsider all j3 subsets of three rows of N and use theDistribution Lemma with P2j 1i=1 ui = n  j to form 4 equations in the variablesu1; : : : ; u2j 1 for eah subset.Step 4: For eah M searh for all feasible solutions to the dierent equations generatedat Step 3.Step 5 For eah M and for eah feasible solution found in Step 4 use the matrix Dto nd all possible values of the (n  j) (n  j) minors.Implementation of the algorithmLet n = 12 and j = 5. We demonstrate analytially the implementation of the algorithm.Step1-Step2:For eah 55 matrixM with elements 1 and rst row and olumn all 1 we form the matrixN = [M;U5℄. There are 216 dierent matries M . The rst ve rows of matrix N are:
M v1z }| { v2z }| { v3z }| { v4z }| {z1z }| {u1 u2 z2z }| {u3 u4 z3z }| {u5 u6 z4z }| {u7 u8 z5z }| {u9 u10 z6z }| {u11 u12 z7z }| {u13 u14 z8z }| {u15 u161 1 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1                1 1 1 1         1 1 1 1        1 1     1 1     1 1     1 1    1   1   1   1   1   1   1   1  Realling that u1; u2; : : : ; u16 are the number of olumns of the kind indiated. From the orderwe have 16Xi=1 ui = 7: (6)We rst see by the Distribution Lemma that0  ui  3: (7)5
Step 3-Step 4:(I) For every triple of rows (i; k; l) of N let v1; v2; v3; v4 be the number of olumns startingorrespodingly with:(a) (1; 1; 1)T or ( ; ; )T(b) (1; 1; )T or ( ; ; 1)T() (1; ; 1)T or ( ; 1; )T(d) (1; ; )T or ( ; 1; 1)TBy the orthogonality of these three rows and the order we form the equations:v1 + v2   v3   v4 =  mikv1   v2 + v3   v4 =  milv1   v2   v3 + v4 =  mklv1 + v2 + v3 + v4 = 7This system an be solved uniquelyv1 = 14(7 mik  mil  mkl)v2 = 14(7 mik +mil +mkl)v3 = 14(7 mik  mil +mkl) (8)v4 = 14(7 +mik +mil  mkl) (9)The distribution lemma gives that 0  vi  3; i = 1; 2; 3; 4 and vi must be integer. Thus foreah M and for all possible triplets (there are 53 = 10 triplets) of rows if there is at least onetriplet and at least one m: vm  4 or vm < 0 or vm not integer, then we rejet this matrix M .Finally the number of possible matries M is redued to 40860.We all the vetor ip = (m12;m13;m14;m15;m23; : : : ;m25; : : : ;m45);for a givenM the inner produt (IP) prole vetor. We all two matries inner produt equivalentif they have the same (IP). Hereinafter we an work with the (IP) instead of M . We found 1975inequivalent (IP) prole vetors for the 40860 M found previously.For eah (IP) and for the rst three lines we alulate v4.(II) For the rst 4 lines of N we notie that there are 8 dierent olumns z1; z2; : : : ; z8. Usingthe orthogonality and the order and solving the system we have:6
z1 = 1=4  (7 m23  m24  m34)  z8z2 = 1=4  (m34  m13 +m24  m12) + z8z3 = 1=4  (+m34  m14 +m23  m12) + z8z4 =  1=4  (7 m34 +m13 +m14)  z8 (10)z5 = 1=4  (m24  m14 +m23  m13) + z8z6 = 1=4  (7 m24 +m12 +m14)  z8z7 = 1=4  (7 m23 +m12 +m13)  z8z8 = z8 (11)For a given (IP ) and its v4 as found from (8) the possible values of the parameter z8 are from0 to v4 beause z7 + z8 = v4 and thus z8 = v4   z7  v4 (z7 is always a non negative number).For all the possible values of z8 we ompute the zi heking also if 0  zi  3 and zi integer.From all the possible solutions we need for the next step the vetor ontaining the (IP) and theoordinates z4; z6; z7; z8 of the solutions denoted by [IP; z4; z6; z7; z8℄.(III) By the orthogonality of the ve rows of N , the order and by solving the system of theequations produed we get:u1 = 1=2  7  1=4  (m45 +m25 +m35  m15  m12 +m23  m13+m24 +m34  m14)  u8   u12   u14   u15   3  u16u2 =  1=4  (7 m45  m25  m35 +m15 +m12 +m13 +m14)+u8 + u12 + u14 + 2  u16u3 =  1=4  (7 m45 +m15 +m12 +m13  m24  m34 +m14)+u8 + u12 + u15 + 2  u16u4 = 1=4  (7 m45 +m15 +m14)  u8   u12   u16u5 =  1=4  (7 m35 +m15 +m12  m23 +m13  m34 +m14)+u8 + u14 + u15 + 2  u16u6 = 1=4  (7 m35 +m15 +m13)  u8   u14   u16 (12)u7 = 1=4  (7 m34 +m13 +m14)  u8   u15   u16u8 = u8u9 =  1=4  (7 m25 +m15 +m12 +m13  m23  m24 +m14)+u12 + u14 + u15 + 2  u16u10 = 1=4  (7 +m15  m25 +m12)  u12   u14   u15u11 = 1=4  (7 +m14  m24 +m12)  u12   u15   u16u12 = u12u13 = 1=4  (7 +m13  m23 +m12)  u14   u15   u167
u14 = u14u15 = u15u16 = u16 (13)For eah [IP; z4; z6; z7; z8℄ found from (10) we speify the possible values of the parametersu8; u12; u14; u16. These are 0  u8  z4, 0  u12  z6, 0  u14  z7 and 0  u16  z8. u15 is nota \real" parameter beause u15 + u16 = z8 and thus u15 = z8   u16.Step 5: For eah [u1; u2; : : : ; u16℄ and with the use of matrix D we nd the possible values ofthe (12  5) (12  5) minors. Thus the 7 7 minors an take the values f0; 192; 384; 576g.Expanding the above algorithm for j = 6 we nd as possible values for the 6  6 minors thefollowing: f0; 32; 64; 96; 128; 160g.Testing the above algorithm till the (n  6) ase we an summarize our results as follows:order Values of Minorsn nn2n-1 0; nn2 1n-2 0; 2nn2 2n-3 0; 4nn2 3n-4 0; 8nn2 4; 16nn2 4n-5 0; 16nn2 5; 32nn2 5; 48nn2 5n-6 0; 32nn2 6; 64nn2 6; 96nn2 6; 128nn2 6; 160nn2 6Table 1Remark 1 We see that as the value of n  j dereases the range of values of the orrespondingminors Mn j inreases. We notie that the number of values at eah step is the double numberof values at the previous step.3 Pivot struture of the 16 16 Hadamard matriesHall [4℄ (see also [11℄) proved that there are 5 equivalene lasses for Hadamard matries of order16 and gave examples of eah.In our subsequent experiments we took 40000 ases from eah of the ve equivalene lassesand applied GECP to eah. We found 9 dierent pivot patterns for lass I. For lass II we found18 dierent pivot patterns. for lass III we found 21 dierent pivot patterns. Sine lasses IVand V are one another's transpose they are idential for the purpose of GECP [2℄. We foundlasses IV and V gave 12 dierent pivot patterns but eah of these patterns had already ourredin lasses I,II or III. The following tables summarize the dierent pivot strutures attained for8
eah lass and highlight the dierene between the lasses. We note that the fourth last pivot 8only ours in lass I whih is the the equivalene lass of Sylvester Hadamard matries.growth Class I- Pivot Pattern1 16 (1; 2; 2; 4; 2; 4; 4; 8; 2; 4; 4; 8; 4; 8; 8; 16)2 16 (1; 2; 2; 4; 2; 4; 4; 168=3 ; 83 ; 4; 168=3 ; 163 ; 4; 8; 8; 16)3 16 (1; 2; 2; 4; 2; 4; 4; 168=3 ; 83 ; 4; 4; 8; 4; 8; 8; 16)4 16 (1; 2; 2; 4; 3; 83 ; 4; 168=3 ; 83 ; 4; 4; 8; 4; 8; 8; 16)5 16 (1; 2; 2; 4; 3; 83 ; 4; 168=3 ; 83 ; 4; 168=3 ; 163 ; 4; 8; 8; 16)6 16 (1; 2; 2; 4; 3; 83 ; 2; 4; 4; 8; 168=3 ; 163 ; 4; 8; 8; 16)7 16 (1; 2; 2; 4; 3; 83 ; 2; 4; 4; 8; 4; 8; 4; 8; 8; 16)8 16 (1; 2; 2; 4; 3; 83 ; 2; 4; 4; 4; 8; 8; 4; 8; 8; 16)9 16 (1; 2; 2; 4; 3; 83 ; 2; 4; 4; 4; 4; 8; 8; 8; 8; 16)Table 2growth Class II- Pivot Pattern1 16 (1; 2; 2; 4; 2; 4; 4; 1616=5 ; 165 ; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)2 16 (1; 2; 2; 4; 2; 4; 4; 1616=5 ; 165 ; 4 ; 168=3 ; 163 ; 4; 8; 8; 16)3 16 (1; 2; 2; 4; 2; 4; 4; 4 ; 4 ; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)4 16 (1; 2; 2; 4; 2; 4; 4; 4; 4; 4; 168=3 ; 163 ; 4; 8; 8; 16)5 16 (1; 2; 2; 4; 2; 4; 4; 4; 4; 4; 4; 8; 4; 8; 8; 16)6 16 (1; 2; 2; 4; 2; 4; 4; 1616=5 ; 165 ; 4; 4; 8; 4; 8; 8; 16)7 16 (1; 2; 2; 4; 3; 103 ; 810=3 ; 4; 163 ; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)8 16 (1; 2; 2; 4; 3; 103 ; 165 ; 4; 4; 4; 168=3 ; 163 ; 4; 8; 8; 16)9 16 (1; 2; 2; 4; 3; 103 ; 810=3 ; 4; 163 ; 4; 4; 8; 4; 8; 8; 16)10 16 (1; 2; 2; 4; 3; 103 ; 165 ; 4; 4; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)11 16 (1; 2; 2; 4; 3; 103 ; 165 ; 4; 4; 4; 4; 8; 4; 8; 8; 16)12 16 (1; 2; 2; 4; 3; 103 ; 165 ; 1616=5 ; 165 ; 4; 168=3 ; 163 ; 4; 8; 8; 16)13 16 (1; 2; 2; 4; 3; 103 ; 165 ; 1616=5 ; 165 ; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)14 16 (1; 2; 2; 4; 3; 103 ; 165 ; 1616=5 ; 165 ; 4; 4; 8; 4; 8; 8; 16)15 16 (1; 2; 2; 4; 3; 103 ; 810=3 ; 4; 163 ; 4; 168=3 ; 163 ; 4; 8; 8; 16)Table 3
9
growth Class III- Pivot Pattern1 16 (1; 2; 2; 4; 2; 4; 4; 4; 92 ; 1618=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)2 16 (1; 2; 2; 4; 2; 4; 4; 92 ; 4; 1618=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)3 16 (1; 2; 2; 4; 3; 103 ; 185 ; 4; 4; 1618=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)4 16 (1; 2; 2; 4; 3; 83 ; 4; 4; 4; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)5 16 (1; 2; 2; 4; 3; 83 ; 4; 4; 4; 4; 168=3 ; 163 ; 4; 8; 8; 16)6 16 (1; 2; 2; 4; 3; 83 ; 4; 4; 4; 4; 4; 8; 4; 8; 8; 16)7 16 (1; 2; 2; 4; 3; 83 ; 4; 1616=5 ; 165 ; 4; 168=3 ; 163 ; 4; 8; 8; 16)8 16 (1; 2; 2; 4; 3; 83 ; 4; 1616=5 ; 165 ; 1616=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)9 16 (1; 2; 2; 4; 3; 83 ; 4; 1616=5 ; 165 ; 4; 4; 8; 4; 8; 8; 16)10 16 (1; 2; 2; 4; 3; 83 ; 4; 4; 92 ; 1618=5 ; 1610=3 ; 163 ; 4; 8; 8; 16)Table 4Summarizing the above Tables we have the following Table for the values appearing in eahlass. Pivot 1st Class 2nd Class 3rd Class 4th Class1 1 1 1 12 2 2 2 23 2 2 2 24 4 4 4 45 2,3 2,3 2,3 2,36 4,83 4,103 4,83 ,103 4,1037 2,4 4, 810=3 ,165 4,185 4,1858 4,6,8 4,5,6,8 4,92 ,5,6,8 4,5,6,89 2,4, 83 2,4,83 ,163 ,165 2,4,92 ,83 165 2,4,92 ,83 16510 4,8 4,5 4,5, 1618=5 4,5, 1618=511 4,6,8 4,6, 1610=3 4,6, 1610=3 4,6, 1610=312 8,163 8,163 8,163 8,16313 4,8 4 4 414 8 8 8 815 8 8 8 816 16 16 16 16Table 54 Pivot struture of the 20 20 Hadamard matriesHall [5℄ (see also [11℄) found 3 equivalene lasses of Hadamard matries of order 20. After testing3000000 equivalent matries we found totally 1015 dierent pivot patterns. The following Tablepresents the 12 dierent pivot patterns attained onerning the rst seven and and the last sevenpivots. The intermediate pivots are varying and aording to their possible values the 1015 pivotpatterns were omputed. The frequeny of eah pivot pattern onerns all the possible values10
of the intermediate pivots that are appearing i.e. for the rst pivot pattern of the next Tablewere found 125 dierent pivot patterns starting with the speied seven rst pivots and endingwith the speied seven last pivots.growth Pivot Pattern Frequeny20 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 2018=5 ; 2010=3 ; 203 ; 204 ; 202 ; 202 ; 20) 12520 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 204 ; 208=3 ; 203 ; 204 ; 202 ; 202 ; 20) 19520 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 2016=5 ; 2010=3 ; 203 ; 204 ; 202 ; 202 ; 20) 12320 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 204 ; 204 ; 202 ; 204 ; 202 ; 202 ; 20) 21420 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 204 ; 204 ; 202 ; 204 ; 202 ; 202 ; 20) 7520 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 2016=5 ; 2010=3 ; 203 ; 204 ; 202 ; 202 ; 20) 4120 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 2018=5 ; 2010=3 ; 203 ; 204 ; 202 ; 202 ; 20) 1720 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 204 ; 208=3 ; 203 ; 204 ; 202 ; 202 ; 20) 6420 (1; 2; 2; 4; 2; 4; 4; : : : ; 2016=5 ; 2010=3 ; 203 ; 204 ; 202 ; 202 ; 20) 3120 (1; 2; 2; 4; 2; 4; 4; : : : ; 204 ; 208=3 ; 203 ; 204 ; 202 ; 202 ; 20) 5520 (1; 2; 2; 4; 2; 4; 4; : : : ; 204 ; 204 ; 202 ; 204 ; 202 ; 202 ; 20) 5620 (1; 2; 2; 4; 2; 4; 4; : : : ; 2018=5 ; 2010=3 ; 203 ; 204 ; 202 ; 202 ; 20) 19Table 6In none of the ases we examined was the fourth last pivot 202 . The following Table summarizesthe rst seven and the last seven values that appear as pivots.Pivot 1 2 3 4 5 6 7Values 1 2 2 4 2,3 4, 103 4,185 , 165Table 7Pivot 14 15 16 17 18 19 20Values 204 , 2018=5 , 2016=5 204 , 2010=3 , 208=3 203 ,202 204 202 202 20Table 85 Pivot struture of the 32 32 Hadamard matriesWe tested 1700000 Hadamard matries of order 32. We found totally 414380 dierent pivotpatterns. The following Table presents the 22 dierent pivot patterns attained onerning theseven rst and and the seven last pivots. The intermediate pivots are varying and aordingto their possible values the 414380 pivot patterns were omputed. The frequeny of eah pivotpattern onerns all the possible values of the intermediate pivots that are appearing i.e. forthe rst pivot pattern of the next Table were found 171244 dierent pivot patterns starting andending with the speied seven rst and seven last pivots. We did nd one ase, whih wasequivalent to the Sylvester Hadamard matrix, whih had fourth last pivot 322 :11
growth Pivot Pattern Frequeny32 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 324 ; 324 ; 322 ; 324 ; 322 ; 322 ; 32) 17124432 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 3218=5 ; 3210=3 ; 323 ; 324 ; 322 ; 322 ; 32) 5064632 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 324 ; 324 ; 322 ; 324 ; 322 ; 322 ; 32) 561232 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 324 ; 328=3 ; 323 ; 324 ; 324 ; 322 ; 32) 7324532 (1; 2; 2; 4; 2; 4; 4; : : : ; 324 ; 324 ; 322 ; 324 ; 322 ; 322 ; 32) 4568132 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 10; 3210=3 ; 323 ; 324 ; 322 ; 322 ; 32) 3379832 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 3216=5 ; 3210=3 ; 323 ; 324 ; 322 ; 322 ; 32) 96032 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 324 ; 328=3 ; 323 ; 324 ; 322 ; 322 ; 32) 204232 (1; 2; 2; 4; 2; 4; 4; : : : ; 3218=5 ; 3210=3 ; 323 ; 324 ; 322 ; 322 ; 32) 1324732 (1; 2; 2; 4; 2; 4; 4; : : : ; 324 ; 328=3 ; 323 ; 324 ; 322 ; 322 ; 32) 1264132 (1; 2; 2; 4; 2; 4; 4; : : : ; 3216=5 ; 3210=3 ; 323 ; 324 ; 322 ; 322 ; 32) 440732 (1; 2; 2; 4; 2; 4; 4; : : : ; 322 ; 328=3 ; 323 ; 324 ; 322 ; 322 ; 32), 10232 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 3218=5 ; 3210=3 ; 323 ; 324 ; 322 ; 322 ; 32) 88832 (1; 2; 2; 4; 2; 4; 4; : : : ; 324 ; 322 ; 322 ; 324 ; 322 ; 322 ; 32) 2132 (1; 2; 2; 4; 2; 4; 4; : : : ; 322 ; 324 ; 322 ; 324 ; 322 ; 322 ; 32) 13932 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 322 ; 324 ; 322 ; 324 ; 322 ; 322 ; 32) 3432 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 322 ; 328=3 ; 323 ; 324 ; 322 ; 322 ; 32) 32,32 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 322 ; 324 ; 322 ; 324 ; 322 ; 322 ; 32) 3732 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 322 ; 328=3 ; 323 ; 324 ; 322 ; 322 ; 32) 3732 (1; 2; 2; 4; 3; 103 ; 185 ; : : : ; 324 ; 322 ; 322 ; 324 ; 322 ; 322 ; 32) 132 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 324 ; 322 ; 322 ; 324 ; 322 ; 322 ; 32) 1332 (1; 2; 2; 4; 3; 103 ; 165 ; : : : ; 323 ; 328=3 ; 323 ; 324 ; 322 ; 322 ; 32) 3Table 9The following Table summarizes the rst seven and the last seven values whih appear asthe pivots. Pivot 1 2 3 4 5 6 7Values 1 2 2 4 2,3 4, 103 4,185 , 165Table 10Pivot 26 27 28 29 30 31 32Values 322 , 323 , 324 , 3218=5 , 3216=5 324 , 3210=3 , 328=3 323 ,322 324 322 322 32Table 116 ConlusionsThe above results show that the magnitudes of a few of the rst and last few pivot elements aredetermined. However, the sizes of the intermediate pivots vary and we believe only the last halfof the pivots are diretly dependent on n. 12
We onjeture that the fth from last pivot an only have magnitude n2 or n3 and that thesixth last pivot an take the values n4 ; n10=3 ; or n8=3 . We also believe that the sixth pivot 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