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In this study, the impacts of climate and land cover (LC) changes on the hydrologic processes of 
the Batchawana watershed in Central Ontario are assessed. Batchawana is a snow-dominated 
forested watershed with coniferous, deciduous and mixed trees and numerous small lakes. A semi-
distributed hydrological model, based on the Raven hydrological framework, is calibrated and 
validated using ground-based observations for 1981-2001 and 2002-2011, respectively. Eight 
downscaled General Circulation Models (GCMs) that participated in the Coupled Model 
Intercomparison Project Phase 5 (CMIP5) and three large ensembles (50 members) of Regional 
Climate Model (RCM) simulations, under the Representative Concentration Pathway (RCP) 8.5, 
are used to characterize the role of anthropogenic forcing and internal climate variability in 
projected changes of watershed runoff. Analyses are performed in the historical and future time 
frames corresponding to global mean temperature increases of 1.5, 2, 2.5, 3, 3.5 and 4 °C compared 
to the preindustrial (1851-1900) level. The historical trends of land cover changes are extended to 
develop future LC scenarios including changes from coniferous to deciduous and mixed forests. 
Besides, to assess the influence of lakes four scenarios are investigated considering 25% lake 
shrinkage increments. Deciduous and mixed tree cover result in higher flow rates during fall 
compared to the base model with partial coniferous tree cover. A decrease in the area of lakes can 
decrease the streamflow in all seasons. Responding to climate change, the snowpack is projected 
to decline in the future indicating a shift from nival to a rainfall-dominated hydrological regime in 
a warmer climate. Further, the mean annual streamflow is projected to increase while the annual 
maximum flow is expected to decline. Analysis of Internal Variability indicates that human-
induced climate change, compared with natural variability, will dominate the hydrological changes 
in the region during the last decade of the 21st century. Overall, the results show significant 
changes in the hydrological processes of this forested watershed associated with both climate and 
land cover changes. This will affect the flood and drought hazards and consequently endanger the 
agriculture, wood industry and lives of indigenous residents of Batchawana.  
                               Keywords 
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Land Cover; Satellite Imagery; Internal Climate Variability 
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Summary for Lay Audience 
To manage water resources, it is essential to understand the variability and changes of components 
of the hydrological processes associated with natural factors and (in)direct influence of human 
activities. These components include freshwater storage in the region such as surface water, 
groundwater, snowpack among others. The Batchawana watershed, located in Central Ontario, is 
mainly covered by three forest types: deciduous, coniferous and mixed trees and include numerous 
lakes. Snow is one of the main hydrological variables in this region as it constitutes ~34% of the 
total precipitation. Ground-based surveys and satellite imagery show that the forest types have 
changed in this watershed during the past decades. Besides, the total lake area has declined. In 
addition, increases in temperature associated with climate change are projected to be more tangible 
over Canada (similar to other countries with higher latitudes and vast lands) compared to the global 
average and its effects on the hydrologic components can be dramatic. To assess the hydrological 
effects of forest type change, lakes shrinkage and climate change on the Batchawana hydrology, a 
hydrological model is set up and verified. Two land cover and four lakes scenarios are developed 
based on the historical trends. Further, the outputs of eight global climate models and three regional 
climate models are used to drive the model to assess the future streamflow changes corresponding 
to global mean temperature increases of 1.5, 2, 2.5, 3, 3.5 and 4 °C. Results show that changes in 
the forest type from deciduous to coniferous tree cover can result in higher streamflow rates in fall. 
The presence of lakes is essential for low flow generation in this forested watershed. Under climate 
change, the hydrologic regime of the basin is expected to shift to rain-dominated flows with lower 
annual maximum and higher annual mean streamflow rates compared to the historical period. 
Snowfall and snowpack are expected to decline to result in lower spring snowmelt. In the last 
decades of the 21st century, the impacts of human activities on streamflow will be more pronounced 
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Chapter 1: Thesis Overview 
Forested watersheds are covered by relatively tall and condensed trees (Kurt-Karakus et al. 2011). 
Forests and specially concentrated forests play a major role in the hydrology of a region in many 
ways such as intercepting precipitation, changing wind direction and speed, retaining humidity in 
the region, affecting the infiltration rate and altering the evaporation rates (K. Wu and A. Johnston 
2008). Forested watersheds are also important for downstream regions. Studies show that 
deforestation can lead to increasing flood risks (Haigh et al. 2004). Further, lakes are important 
components of a hydrological system (Smith 2005). Depending on the morphology of regions and 
type and size of the lakes, they can retain precipitations or humidity, release or maintain 
groundwater and surface water (Selmes et al. 2011). Therefore, changes in land cover factors 
(including forest cover and lakes) can affect the hydrology of forested watersheds. Besides, there 
is strong evidence that climate change can alter the hydrologic components of small and large river 
basins including precipitation (K. Trenberth 2011), snowpack and snowmelt (Adam, Hamlet, and 
Lettenmaier 2009), evaporation, and runoff (Chattopadhyay and Hulme 1997). Recent studies 
showed significant impacts of climate change on Canadian regions including increases in 
temperature, snowpack decline, reduction in summer runoff, and more intense extreme 
precipitation events (Bush et al. 2019). Understanding the individual and combined impacts of 
climate and land cover change can help develop effective mitigation and adaptation plans 
(Shooshtari and Gholamalifard 2015; Carlson and Traci Arthur 2000; L. Zhang et al. 2018).  
Batchawana, located in central Ontario,  is a snow-dominated watershed covered by three main 
forest types including coniferous, deciduous, and mixed trees. There are numerous large and small 
lakes covering the surface of the region (Sanford et al. 2007). The Turkey Lake, a small 
subwatershed in Batchawana, is heavily instrumented and is studied extensively to analyze the 
water quality, biodiversity and fishery industry (Kelso 1988; D. S. Jeffries et al. 1986, 2002, 1988; 
Morris and Kwain 1988). There have been limited studies on the hydrology and water quantity of 
this basin (Sanford et al. 2007; Creed et al. 2003; Sanford et al. 2007). Understanding the 
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hydrology of the region is essential to estimate the water budget components, analyze extreme 
flow conditions, the volume of streamflow, seasonality, and the corresponding future changes. 
This will lead to efficient water resources planning and management, and the development of 
resilient infrastructure systems, safe urban/rural areas and help the economy to blossom (Forsythe 
et al. 2019). 
Previous studies have focused on the impacts of distinct land cover/land use types such as urban 
versus agricultural land. In this study, we analyze the impacts of different tree covers on the 
hydrological processes of the Batchawana watershed by setting up and calibrating a process-based 
model. Leaves, stems, heights and roots of different trees in a forested area can dramatically alter 
the water cycle in the region (Wei et al. 2005). Lakes are other important factors for the forested 
areas and changes in their volume, area and shape may cause significant alterations in the basin’s 
hydrology (Buttle, et al 2009; Han et al. 2020). The effects of lakes on flow characteristics are also 
investigated. Further, we assess the impacts of climate change using eight downscaled General 
Circulation Models (GCMs) and three large ensembles of Regional Climate Model (RCM) 
simulations and quantify the influence of internal climate variability. The downscaled data are 
ingested into the hydrological model to assess the projected streamflow under RCP 8.5 scenario. 
This comprehensive analysis of the hydrological response is performed for incremental increases 
in global mean temperature.  
 
1.1 Research Objectives 
The overall objective of this study is to assess the impacts of climate and land cover changes on 
the hydrological processes of the snow-dominated, forested watershed of Batchawana. Following 
are the sub-objectives of this study: 
• Set up, calibrate and validate a semi-distributed hydrological model for the Batchawana watershed 
based on Raven as a novel flexible hydrological modelling framework.  
• Apply land cover change scenarios to analyze the response of the hydrological system to forest type 
changes. Land cover changes scenarios include two main forest type changes from coniferous to 
mixed and from coniferous to deciduous (McKenney et al. 2011, 2007). 
• Assess the influence of lakes by decreasing the lakes’ areas considering 25% increments. 
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• Investigate the hydrological response of the Batchawana watershed to the projected changes in 
climate factors.  
• Assess the distinct role of anthropogenic forcings from internal climate variability’s impacts on the 
projected streamflow changes.  
1.2 Research Questions 
The following questions will be addressed in this study: 
1. What are the hydrological attributes and characteristics of the Batchawana watershed?  
2. How does the satellite imagery assist in understanding the morphology of the basin and 
detect land cover changes? 
3. How does the hydrological system respond to changes from coniferous trees to deciduous 
and mixed trees? What processes are involved?  
4. What is the influence of the lakes’ on the flow characteristics in Batchawana? How does 
the hydrological system respond to the lakes’ shrinkage?  
5. How will climate change affect the hydrological regime of the region? 
6. What are the similarities and differences between projections of statically downscaled 
GCMs and dynamically downscaled RCMs for the Batchawana watershed? 
7. How does internal climate variability influence the projected changes of the hydrology of 
Batchawana? 
1.3 Summary of Chapters 
This thesis is based on three main chapters. Chapter 1 of this thesis includes a brief background 
about the thesis and the research objectives of the study. Chapter 2 represents the related literature 
review. It covers the previous studies on the Batchawana watershed and lakes within the 
Batchawana watershed followed by a comprehensive literature review on the forested basins' 
hydrology, and prediction of their characteristics. Lakes as one of the most important components 
of hydrological systems are studied to understand their roles in forested basins. Global climate 
changes and anticipated consequences of climate change from a hydrological aspect have been 
considered in the literature review. Global climate models, regional climate models, large 
ensembles and concepts of internal climate variability and anthropogenic impacts on the projected 
climate are then discussed in chapter 2.  
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Chapter 3 presents the hydrological model set up for the Batchawana watershed. It starts with a 
brief introduction of the importance of the hydrological models and the Raven modelling 
framework. The area of the study is discussed thoroughly in this section. The economic importance 
of forests, vegetation type, DEMs and land-use maps are explained. Historical meteorological data 
and streamflow are illustrated and their trends are deliberated. Data and their sources are presented. 
The main body of Chapter 3 is dedicated to explaining the details of the Raven and applied 
methodology for model development and evaluation. Selected hydrological processes within the 
model and their mathematical representations are explained in detail. The calibration of Raven 
using the Ostrich tool is described in a sub-section in chapter 3 where the selected parameters for 
optimization are described. Results of the model based on the validation and calibration periods 
are demonstrated in the results sub-section. Simulated results for forcing parameters are also 
represented. The conclusion is the last sub-section for chapter 3  
Chapter 4 describes the main body of the thesis where the novelty of the study is presented. An 
introduction to the land cover changes, lake changes, climate change, climate models and large 
ensembles, internal variability and anthropogenic forcings impacts on the future climate is 
presented. Based on the results of the previous chapters and satellite imagery the proposed 
scenarios of land cover changes are discussed. Satellite imagery of the past few decades showed 
that the lakes and freshwater availability are depleting in the region. This trend founded another 
set of proposed lake shrinking scenarios, in which the areas of the lakes are assumed to be 
decreasing by 25% steps for each scenario. Global climate changes under RCP 8.5 W/m2 from 
different models are presented in this section. Further, three large ensembles including CanRCM4, 
CanLEAD-E and CanLEAD-S (Chattopadhyay and Hulme 1997) are used to represent the 
influence of internal climate variability and external forcings on the projected streamflow changes. 
The methodology for GCM/RCM and large ensembles selection processes and strategies are 
described. Results of Raven simulations corresponding to the projection of different climate 
models are discussed. To illustrate the processes of this thesis and enlighten the major steps 
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2 Chapter 2: Background Literature 
2.1 The Batchawana Watershed 
Batchawana, in central Ontario, is a forested watershed with many lakes. It contains the Turkey 
Lake sub-watershed, which has been studied extensively to understand the effects of human 
activities on water quantity or quality (Creed et al. 2003; Sanford et al. 2007). A study on the fish 
community, biomass and production in the Turkey lake watershed showed that fish biomass and 
production per unit surface are inversely associated with the lake’s depth. However, the fish 
biomass and production in this area are related to the water alkalinity and phytoplankton carbon 
assimilation along with the lake depth (Kelso 1988). The Turkey Lake watershed in Batchawana 
was selected for an intensive study on acidic depositions of long-range transport of air pollutants. 
In this experimental study, several water quality parameters such as Calcium, Sulphate, 
Phosphorous and Nitrogen were assessed and measured for four lakes. Also, the fish community 
and production were analyzed in those lakes. According to their report for Turkey Lake Watershed, 
90% of the area is covered by sugar maple, with 9% of hardwood (usually yellow birch) and the 
rest is covered by coniferous (Dean S. Jeffries et al, 1988). Results for two years of the 
experimental study showed that forest harvesting in the area would lead to more flows during the 
snowmelt season (Murray and Buttle 2005). A study in Batchawana River Watershed was 
conducted to examine the association between the natural flow regime’s variability and the scale 
of the basin. Results showed that in wet conditions, flow variability is relatively low and during 
dry conditions, there is higher variability in smaller basins than larger ones. A distributed 
hydrological model, i.e. Regional Hydro‐Ecological Simulation System (RHESSys, version 5.9.5), 
was set up for Batchawana in which 5 different scales were considered to analyze the impacts of 
basin size on flow variability (Sanford et al. 2007).  
2.2 Hydrological Modeling 
The processes and structures of hydrological models are extensively discussed in review studies 
conducted by Sood and Smakhtin (2015), Montanari (2011), Tegegne, et al (2017) among others. 
Hydrological models are divided into two major categories; i. process-based (conceptual or 
physical models) models, which represent the hydrological unit and water storage processes 
(Beven 1989; Rodhe 2012) ii. statistical or mathematical models (Jajarmizad and Salarpour 2012) 
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that search for associations between the outcome (streamflow most of the time) and forcings data 
(Hamed 2008). These empirical models assess the relationship between the observed variables and 
can be applied to analyze the trends in historical data (Wallis 1965).  
Some of the commonly applied process-based models are discussed in this section. Soil and water 
assessment tool or SWAT is one the most widely used hydrological models (White and Chaubey 
2005). ArcSWAT is the GIS-based interface of the SWAT model that can be used to delineate 
hydrologic response units based on soil map, land use/land cover map, slope and aspects map etc. 
(Santra and Das 2013; Ali et al. 2014). SHE and or MIKE-SHE (Abbott et al. 1986), variable 
infiltration capacity or VIC (Hamman et al. 2018), GR4J (Kunnath-Poovakka and Eldho 2019), 
Hydrologiska Byråns Vattenbalansavdelning or HBV (Jia and Sun 2012; Bergström and 
Lindström 2015), precipitation-runoff modelling system or PRMS (F. Teng, et al 2018) are some 
of the other widely applied hydrological models. 
Calibration and validation are essential steps in setting up a reliable hydrological model (Beven 
1989). There are some non-measured parameters and unknown coefficients in the mathematical 
relations between the hydrological storage that need to be estimated based on observable 
input/output variables (Daggupati et al. 2015). Calibration or optimization of a model is the process 
of altering unknown coefficients/variables and run the model to find the best match between the 
observed and simulation results. The process of the optimization can be conducted either manually 
or automatically (Ahmadisharaf et al. 2019).  
2.3 Raven, A Hydrological Modelling Framework 
Raven (Craig et al. 2020) is a flexible hydrological modelling framework that allows for setting 
up models with different structures that best suits the modelling objectives. It can blend multiple 
hydrological models with more than 100 possible configurations and 80 interchangeable options 
for the routing and estimation of forcing. Therefore, it has been applied to study the hydrological 
processes of different watersheds across Canada in recent years (Craig et al. 2020; Snowdon 2016; 
2010; K. Lee 2018; Sgro 2016). Chernos et al. (2017) studied the  Elk River in British Columbia, 
western Canada to quantify the glaciers' contribution to streamflow and assess the impacts of land 
cover and climate change. Leach et al. 2020 investigated the impacts of forest harvesting and 
wetlands on the travel time and linkages to streamflow quality in the snow-dominated Turkey Lake 
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Watershed in central Ontario. They set up Environment Canada’s version of HVB (HBV-EC) within 
the Raven framework. Spatial discretization of the model to generate HRUs and sub-basins to form 
lumped, semi-distributed or distributed models are described in Craig et al. (2020).  
Model optimization (i.e. calibration and validation of the hydrological model) can be performed 
using OSTRICH (Mattot, LS, 2017; Craig et al. 2020). There are multiple algorithms within 
OSTRICH including dynamically dimensioned search or DDS (Tolson and Shoemaker 2007; 
Lespinas, Dastoor, and Fortin 2018) and its evolved versions such as DDS-AU (Tolson and 
Shoemaker 2008), Discrete DDS (Tolson and Shoemaker 2008), Pareto Archived DDS (Tolson 
and Shoemaker 2008), generalized likelihood uncertainty estimation GLUE (Beven 2014), shuffle 
complex evolution or SCE (Vrugt et al. 2003; Nezhad et al. 2018) among others. Dynamically 
dimensioned search algorithms have shown promising performance to optimize a high number of 
parameters (Tolson and Shoemaker 2007). We consider the split-sampling calibration and 
validation approach in this study.  
Considering the uncertainties in future predictions of land cover and land use changes multiple 
scenarios are commonly developed to analyze the impacts of land cover changes, urban 
development and forest harvesting and the corresponding impacts on hydrology to enlighten 
policymakers for better planning of urban developments and infrastructure improvements (Xiang 
and Clarke 2003). Developing a scenario for the land cover change is based on the historical trends, 
infrastructure development plans for the future, possible threats to the vegetation types and many 
other factors that may vary by region’s characteristics (Rounsevell et al. 2006; Y. Chen, Xu, and 
Yin 2009; Niehoff, Fritsch, and Bronstert 2002). The future of a region is prone to many 
unprecedented incidents, hence none of the evolved scenarios can confidently predict the future. 
Therefore, to conduct a coherent study, all possible land cover change scenarios should be 
considered (Kepner et al. 2004). 
The Kling-Gupta Efficiency (KGE) metric is one of the commonly used criteria in hydrological 
modelling. KGE assesses the correlation, variability and bias errors (Pechlivanidis and Arheimer 
2015). It varies between -∞ to +1 and the optimal value is +1.  Here is the equation for KGE: 
𝐾𝐺𝐸 = 1 − √(𝑟 − 1)2 + (𝛼 − 1)2 + (𝛽 − 1)2                                           Equation 3-9 
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In Equation 3-9, r, α and β represent the linear regression coefficient, the standard deviation of 
simulations over the standard deviation of the observations, and the mean of simulations over the 
mean of observations, respectively (Gupta et al. 2009). In other words, the term (r-1)2 assesses the 
timing of the observed and simulated values, (α-1)2 compares their variability and (β-1)2 assessing 
the magnitude of values. KGE is the decomposition of means square error (MSE) and Nash-
Sutcliff Efficiency (NSE) (Muhammad et al. 2019). 
Nash-Sutcliff Efficiency (NSE) is another commonly applied metric for model assessments. It 
varies between -∞ and +1 with +1 as the optimal value. The corresponding equation is: 










2                                                                                     Equation 3-10                                  
?̅?0
𝑡 is the average of observed flow, 𝑌𝑚
𝑡  is simulated and 𝑌0
𝑡 is observed flows at time t (Nash and 
Sutcliffe 1970). The acceptable range for NSE is highly dependent on data accuracy. But, 
generally, an NSE greater than 0.5 is considered acceptable for hydrological studies (D. N. Moriasi 
et al. 2007). However, 0.36 to 0.75 is a satisfactory range for most hydrological models (Motovilov 
et al. 1999).  
To assess whether the model simulations over-estimate or under-estimate the recorded data, the 









 × 100                                                                     Equation 3-11 
PBIAS in Equation 3-11 varies between -∞ to +∞, positive values suggest overestimation while 
negative values indicate the underestimation of the observed flows. 𝑌𝑡
𝑜𝑏𝑠 and 𝑌𝑡
𝑠𝑖𝑚 represent 
observed and simulated values, respectively (Khamis et al. 2015). ±25% can be an acceptable 
range (Muhammad et al. 2019) but ±10 is commonly accepted as very good results (D. N. Moriasi 
et al. 2007).                                                                                   
To quantify the linear correlation between observed and modelled data, r2 or coefficient of 
determination is considered. R-squared in Equation 3-12 varies between -1 and +1 where -1 shows 
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a completely negative association and +1 shows a perfectly positive correlation between observed 
and simulated values (Colin Cameron and Windmeijer 1997). 




2                                                                             Equation 3-12 
2.4 Land Cover Scenarios  
Canada is the second-largest country with the 3rd largest forests after Russia and Brazil. Based on 
the data for 2017, 347 million hectares of forests cover the vast lands of Canada. 4.5% of the forest 
areas are impacted by insects, 0.7% is burned due to wildfires, 0.2% of the trees are harvested and 
0.01% or 35385 ha of the Canadian forests have been deforested as of 2017. The Forest industry 
is crucial for the Canadian economy as more than 210,000 people are contributing to the $25.8 
billion or 1.2% of the GDP based on the 2018 data ( https://www.nrcan.gc.ca/our-natural-
resources/forests-forestry/13497). Therefore, understanding and predicting the threats and changes 
in the forest and forestry industry is crucial for different stakeholders across Canada. 
Satellite imagery has a very broad application in areas such as air pollution (Canuti et al., 2017), 
forest management (Ritchie and sdaRango 1996), wetland management and study of the river 
systems (Mahajan et al. 2014; Jong, Meer), traffic management (Gholizadeh et al. 2016), urban 
development planning (Clevers 2004), and to understand the trend and possible interactions 
between the elements of a forest (Shooshtari and Gholamalifard 2015). Landsat satellites are 
launched by NASA in 1972 (Landsat 8 is the latest satellite) to collect scientifically valuable 
images to observe the Earth’s surface (Irons, Dwyer, and Barsi 2012). Moderate Resolution 
Imaging Spectroradiometer (MODIS) was launched in 1999 to provide images from the upper 
surface and surface of the earth (Petus et al. 2014).  
There is no specific definition for “lake”, but routinely it is a water body containing water for at 
least more than few weeks a year and it is refilled for the next time (Downing et al. 2006). Lakes 
are vital sources of potable water for humankind and natural livelihood. Hence, it is essential to 




Canada contains the largest resource of drinkable water (Hammer et al. 1983). 9% of Canada’s 
land area is covered by freshwater resources, mainly lakes (Dean S. Jeffries et al. 2003) but these 
resources are shrinking in some regions (Smith 2005). Therefore, it is critical to assess their 
impacts on the hydrologic components of river basins. The presence of a lake in the basin 
dramatically alters the hydrological characteristics of the region as they can retain the surface water 
for a relatively long period and release it gradually (Mishra et al., 2010). lakes are a nest for 
growing biomaterials and animals (Cardille et al. 2007) and affect the quality of the water by 
adding and removing contaminants (Williams et al. 2004). 
2.5 Climate Change Scenarios 
The climate of the earth has changed dramatically during the past centuries and millenniums 
(Feulner and Rahmstorf 2010). These changes are partly associated with natural variability and 
partly due to human activities after industrialization (T. R. Karl 2003). Natural forcing factors such 
as volcanic eruptions, gas release from lower layers of earth, earth’s orbital changes, solar 
variation, etc. affect the global climate (Halloran et al. 2020). Variations in global climate, and 
mainly temperature, are not stationary, but a global warming trend is detectable from the mid-20th 
century. There is strong evidence that such changes are attributable to human activities (95% - 
100% probability) (Bush et al. 2019). Warmer climate, directly and indirectly, affects the 
hydrological cycle (Thomas R. Karl et al. 1996). During the past few decades, the snow-melting 
process has shifted earlier in the year resulting in higher winter and early spring flows (CCCR, 
2019). Surface water resources including wetlands and lakes are projected to decline in southern 
Canada. Droughts are projected to be more severe and frequent in the Canadian Prairies and 
interior British Columbia. Assessing groundwater resources is complicated and because there is 
no sufficient reliable data, the magnitude and even direction of changes are not well understood. 
A study on the historical trends of streamflow in Western Canada was conducted considering nine 
rivers throughout 1960-2006. Results suggested early spring freshet, reduced summer flows and a 
delay in the onset of enhanced autumn flows (Déry et al. 2009). Boyer et al. (2010) conducted a 
study to understand the impact of climate change on the St. Lawrance tributaries in the eastern 
province of Canada (QC). Results showed that most scenarios are simulating increased streamflow 
for annual mean and winter while flows for summer are projected to decrease by 2050s. Other 
related studies are provided in the 6th chapter of CCCR. 
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Greenhouse gases (GHG) either absorb or emit radiant energy within the thermal infrared range 
and their presence is important for life compatibility on Earth. Without GHGs the average Earth’s 
temperature would drop to -18 °C instead of the current +15 °C (Ma and Tipping 1998). Water 
vapour (H2O), carbon dioxide (C2O), methane (CH4), nitrous oxide (N2O) and stratospheric ozone 
(O3), Chlorofluorocarbons (CFCs) and Hydrofluorocarbons (HCFCs and HFCs) are the GHGs 
(Canadell et al. 2007). Comparing the preindustrial era with the contemporary period, human 
activities have changed the natural GHG balance by adding a substantial amount of GHG, 
especially during the past few decades (Feulner and Rahmstorf 2010). GHGs act like a blanket that 
covers the earth and makes it warm. But excessive amounts of GHGs cause excessive heat traps 
and make the earth warmer causing other changes in the earth's climate system (EPA, 2020). One 
major non-GHG atmospheric contributor to climate change is cloud cover which traps the energy 
and/or emits it in the infrared range (Kiehl and Trenberth 1997).  
Studies on GHG contributions to climate change and increases in the earth’s temperature show 
that water vapour contributes to 36% to 72 % of the greenhouse gas effects. It should be noted that 
water vapour varies drastically between the regions (Kiehl and Trenberth 1997). Carbon dioxide, 
Methane and ozone contribute to the greenhouse gas effects for 9% to 26%, 4% to 9% and 3 to 
7%, respectively. GHGs trap the solar heat reflectance from the earth and resend it to the earth's 
surface. A few natural factors can reduce the incoming solar radiation leading to a cooler 
environment such as Sulfur dioxide emitted from volcanic eruptions (Intergovernmental Panel on 
Climate Change 2013d). Earth’s temperature and the environment are in a balance between the 
incoming and outgoing energy and if this balance is shifted by any means, the earth's environment 
will be affected (Kiehl and Trenberth 1997).  
GHGs presence in the atmosphere of the earth alters the radiative solar forces. The GHG 
contribution to global warming should be quantified using radiative forces (RF) and by setting up 
scenarios based on possible carbon and other GHG emissions (Intergovernmental Panel on Climate 
Change 2013; Najafi et al., 2017). The Intergovernmental Panel on Climate Change (IPCC) in the 
fifth assessment report (AR5) (Chapter 10, IPCC 2013) introduced four representative 
concentration pathways (RCP) scenarios based on GHG concentrations in the future. As an 
instance, RCP 2.6 represents the GHG concentration that leads to a solar radiative force increase 
equal to 2.6 Watts per m2 (W/m2). Future scenarios for GHG concentration are considerably 
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uncertain because of numerous effective factors including socio-economic activities (Ward et al. 
2012).  
Here are the four major RCPs (Granier et al. 2011): 
i. RCP 2.6: is a very stringent scenario where according to the IPCC AR5 (Pachauri and Meyer 
2014) carbon dioxide emission will start to decline from 2020 and reach 0 emissions by 
2100. Like most of the RCPs, this scenario considers negative CO2 production which relies 
on forest carbon absorption and ocean uptake. The RF is assumed to increase 2.6 W/m2 by 
the end of the 21st century. 
ii. RCP 4.5: Even though that is considered as an intermediate scenario, but many animals 
and currently living species are unable to adapt to this condition (IPCC, 2013). It is 
assumed that carbon dioxide emission will peak by 2040 and then starts to decline and by 
the end of the century, the CO2 concentration will be half of 2050. It relies on negative 
emissions of 2 Gigatons of carbon dioxide per year. Sea levels would be 35% higher than 
RCP 2.6 (Chapter 15 IPCC, 2013) 
iii. RCP 6.0: It is also known as an intermediate scenario. This scenario is asserting that sea 
levels will be increased up to two times higher than RCP 2.6. GHG concentration peaks in 
2060 and then declines (Masui et al. 2011).  
iv. RCP 8.5: This is considered as the worst-case scenario where population spikes, 
technology improvements are not helpful for less GHG concentration and relatively slow 
income growth happens (Riahi et al. 2011). Even though initially this scenario was 
considered as an overestimation for GHGs concentration, the current trend is aligned with 
this scenario. 8.5 W/m2 is predicted to be the radiative force increase under this scenario.  
 To assess projected streamflow changes, we use downscaled General Circulation Models 
(GCMs). GCMs simulate the complex interactions between the atmosphere, oceans, and lands to 
represent climate change impacts (Scinocca et al. 2016a). GCMs are complex computer-based 
models that exploit the mathematical formulas to imitate the physical and chemical cycle of the 
earth to understand the processes that drive the global climate (Jakob 2014). The first generations 
of GCMs represented the atmosphere, land surface and vegetation along with oceans’ physical and 
chemical characteristics (Bony et al. 2015) and thereafter they have been improved by adding sea 
ice, marine ecosystem, ice sheet, sulphate aerosols, biogeochemical cycles and carbon cycle 
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processes (Jakob 2014). GCMs possess three dimensions to show the location and elevation of 
each grid cell which build up a global model (Chapter 2 IPCC, 2013). Further details are provided 
in the IPCC reports as well as Phillips 1956 and Jakob 2014.  
GCMs have different spatial resolutions which are not fine enough to study the hydrological 
processes of small regions (Zhao et al. 2009) and are commonly biased (Cannon 2015). Therefore, 
downscaling methods are developed to translate GCM results at fine scales suitable for regional 
assessments (Crosbie et al. 2011; H. Chen et al. 2010). Downscaling methods are categorized into 
dynamical and statistical downscaling (Sahour et al. 2020; Azmat et al. 2018). Statistical 
downscaling methods can be divided into three major groups: weather generators, weather typing 
and transfer function (Meehl et al. 2009). Weather generators are based on the observed weather 
variables (i.e. temperature, precipitation) and Markov chain approach (Hughes and Guttorp 
1994) and the spell-length approach (Wilks 1999). Weather typing finds an association between a 
group of meteorological data to the atmospheric circulation (Brown and Katz 1995). The transfer 
function is the most prevalent statistical downscaling method that relies on regression and the 
direct quantitative association between local meteorological data and global simulated data (Brown 
and Katz 1995). Dynamical downscaling uses a limited-area, high-resolution model (a regional 
climate model, or RCM) driven by boundary conditions from a GCM to derive smaller-scale 
information. RCMs generally have a domain area of 106 to 107 km2 and a resolution of 20 (or 
lower) to 60 km. Regional climate models are the downscaled versions of global climate models 
where their applicability has been assessed to be more accurate on smaller regions (P. Jiang et al. 
2013).  
There are considerable uncertainties among different GCMs, which stem from many potential 
reasons such as; considering different physical and chemical procedures for the earth’s 
hydroclimate system (J. Teng et al. 2012). To validate the newly developed models WCRP adopts 
several verification steps. The Coupled Model Intercomparison Project (CMIP) is an experimental 
framework to support national and international assessments of climate change, evaluate the 
coupled ocean-atmosphere GCM simulations, reveal the weak points and deficiencies to evolve 
and focus on the development of improved climate models (Taylor et al 2012). CMIPs are released 
in 5 phases so far. The first phase of CMIP or CMIP1 was based on only 18 coupled ocean-
atmosphere global climate models. CMIP5 includes a set of 35 climate models that can be used to 
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assess how realistically models simulate historical changes and to enlighten key differences in 
model projections (Meehl et al. 2009).  
According to CCCR, the global mean surface temperature (GMST) has significantly increased since 
1880 and specifically since 1950. from 1880 to 2012, GMST increased by 0.8 °C with a 90% 
uncertainty range of 0.65 °C  to 1.06 °C  (Intergovernmental Panel on Climate Change 2013b). 
2016, 2020, 2019, 2015 and 2017 are respectively the 5 warmest years in the earth’s history 
(Arguez et al. 2020). Considering the impacts of climate change on temperature, precipitation and 
hydrological system of the earth (Abbasian et al., 2021; Creed et al. 2015; Muhammad et al. 2020; 
Bormann 2011; L. Zhang et al. 2018) it is critical to assess the climate change-induced effects at 
regional scales for future planning and management of natural resources. 
 
2.6 Internal Climate Variability and Anthropogenic Impacts 
The uncertainties in global climate models are associated with the initial condition, 
parameterization and boundary conditions. These uncertainties can propagate into future 
simulations resulting in different realizations of the hydroclimate projections (Hawkins and Sutton 
2009). In recent years, large ensembles of GCM/RCM simulations generated by perturbing the 
initial conditions of the models are used to characterize the role of internal climate variability 
(Kirchmeier-Young et al. 2017; Singh et al., 2021). The large ensembles provide the opportunity 
to distinguish between the uncertainties associated with the model structure and parameterization 
and assess the external forcing and internal climate variability influence on future projections 
(Wallach et al. 2016). External forcings include changes in greenhouse gas emissions, 
anthropogenic aerosols, tropospheric and stratospheric ozone, solar radiation, land-use changes 
and volcanic eruptions  (Dai and Bloecker 2019). Examples of the internal climate variability (ICV) 
are El Niño, PDO, AMO, etc. that occur in decadal timeframes regardless of humankind presence 
and activities and can affect regional hydroclimatic parameters (Y. Xu and Hu 2018;Yang et al. 
2015).  
Human growth is happening with consequences on the climate (K. E. Trenberth 2018). Accurate 
quantification and separation of the impacts of the natural climate variability and anthropogenic 
impacts on the future climate are not technically possible because natural climate alterations and 
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anthropogenic effects sometimes cancel each other out and sometimes amplitude their effects 
(Thompson et al. 2015). The mean of the large ensemble members (runs) is commonly considered 
as an estimate of the anthropogenic impact by removing the internal climate variability (ICV) and 
the standard deviation of the residuals represents the ICV (Dai and Bloecker 2019; Dai et al. 2015). 
Identifying the role of anthropogenic factors and internal climate variability on future projections 
provides insights for policymakers and researchers to understand the degree to which human 
activities can influence future extremes to implement effective climate change adaptation plans 
(Jalili and Najafi, 2020; Zhang and Najafi, 2020). 
Several studies have been conducted to quantify the role of ICV and external forces impacts on 
climatic extremes including temperature and precipitation anomalies (Wallace et al. 2012; Ting et 
al. 2009; Z. Wu et al. 2011; DelSole, Tippett, and Shukla 2011; R. Zhang et al. 2013). Only a few 
studies have analyzed the role of ICV on projected hydrological changes (Champagne et al. 2020; 
Liu et al. 2020). In this study,  the influence of ICV on future projections of temperature, 
precipitation and streamflow is quantified, assessed and analyzed over the Batchawana watershed.  
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3 Chapter 3: Hydrological Modelling of the Batchawana Watershed 
3.1 Introduction 
Batchawana in central Ontario is a forested area with three main forest cover types: deciduous, 
coniferous and mixed of the two types of trees (assumed to be 50% for each tree type).  Roots and 
stems of forest trees affect the infiltration, percolation and snow/water interception processes 
(Fekedulegn, Hicks, and Colbert 2003; Sun et al. 2002). Therefore, different tree types can affect 
the hydrological processes differently as they store different amounts of water/energy (Fahey and 
Jackson 1997; Zhou et al. 2002). Besides, leaf angle and size are the most important factors that 
affect precipitation interception. The bigger leaves with upper angles have larger precipitation 
interceptions (Holder and Gibbes 2017; Ginebra-Solanellas et al. 2020). A cone-shaped leaf with 
a lower angle toward the ground cannot be substantial water storage (Li et al. 2017; Bassette and 
Bussière 2008). In this study, we assess the effects of the two forest type changes on the regional 
hydrological processes of the Batchawana watershed. 
Satellite imagery of the region shows that the area and types of land covers have changed over the 
last few decades. Besides, according to the intergovernmental panel on climate change, the fifth 
assessment (IPCC 2018) global warming is two (at some places, three) times more acute in 
Canadian lands than the global mean. Therefore, the high risk of temperature increases in Canada 
requires the analyses of subsequent impacts on regional hydrological characteristics. The land 
cover and climate change impacts on the hydrology of Batchawana are assessed in this study by 
setting up and calibrating the Raven hydrological framework (Craig et al. 2020). To verify whether 
a hydrological model can reliably simulate the hydrologic system, five evaluation criteria are 
considered. Based on the availability, reliability and quality of the data, the period of 1980 to 2011 
is selected for modelling, one year is considered for spin-up, 2/3 of data allocated for calibration 
and 1/3 is assigned for validation. In this chapter, the study area is introduced and historical 
hydroclimatic data are discussed to show the trend of temperature, precipitation and streamflow. 
Then, data and their sources are described. Hydrological model structure, parameters, and other 
details of the Raven are discussed. Further, algorithms for hydrologic processes are important parts 
of the modelling and are described next. In the results section of this chapter, the performance of 
the model is evaluated and visualized.  
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3.2 Study Area 
Batchawana is in Central Ontario, Canada, near Lake Superior and is classified under the Algoma 
forest management (Figure 3-1). Batchawana Bay, near the study area, is one of the tourism targets 
of Canadians. The reason to select this area is that it includes the Turkey Lake sub-watershed 
which has been extensively studied to investigate the influence of clear-cut activities etc. on the 
hydrology/environment of the system. Relevant studies and their results are thoroughly discussed 
in the literature review and background section. Indigenous tribes living in the area are 
Batchewana, Garden River, Hornepayne, Michipicoten, Missanabie, Mississauga, Sagamok, 
Serpent River, Thessalon (https://batchewana.ca/). Batchawana watershed (BW) has an area of ~ 
1280 km2 mainly covered by dense forests and encompasses numerous lakes. 11% of the basin is 
covered by lakes and water bodies. Therefore, in this study, we assess the role of lakes and their 
impacts on streamflow. 
 
Figure 3-  1: The Batchawana Watershed in Central Ontario. 
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Based on the land cover image of Batchawana in 2016 (Figure 3-2), there are four considerable 
land cover types: water/lakes, mixed forests, Deciduous trees and Coniferous trees. Other 
types/classes cover a relatively negligible area. Coniferous trees are also known as evergreen trees 
maintain almost a constant leaf area index (LAI) during the year (Seo, Lee, and Choi 2018). LAI is 
the proportion of a unit area of ground covered by a one-sided green leaf. LAI’s unit is m2/m2 (it 
is dimensionless). Leaves of deciduous trees fall during autumn and lose almost all of their leaves 
reaching zero leaf area index (Hicks and Chabot 1985). The surficial geography of the basin shows 
that “bedrock” covers most of the area (Ontario Geological Survey, 2003). The elevation varies 
between 183 m at the watershed outlet and 651 m at the summit of the mountains. Landsat 8 
product shows the elevation histogram where the highest frequency ranges between 430 to 470 
meters (Figure 3-3).  
 
Figure 3-  2: Batchawana land cover map. The Eastern part is covered by mixed and coniferous 




Figure 3-  3: Elevation distribution of the Batchawana watershed. 
 
Figure 3-  4: Blue line is a direct line from the most western point to the most eastern point in the 
basin. The Redline shows the temperature variation of both points during the winter while the 
orange one shows the temperature of points for summer in a given year (2019) 
Data for Batchawana provided by Environment and Climate Change Canada (Semkin et al. 2012) 
shows that the average annual temperature is +4.5° C (varying between -32.5 to +28.7) from 1980 
to 2011 (Figure 3- 5). Based on the annual max and mean temperature of the Batchawana 
Watershed, the air temperature of the area roughly has increased by 1 °C to 1.5 °C, respectively 
(Figure 3- 7). According to the streamflow time series (annual max and annual mean) shown in 
Figure 3- 6, the annual mean streamflow is decreasing from 1968 to 2011, while there is no trend 
for annual maximum streamflow. It indicates lower streamflow volumes are available to compare 






Figure 3-  5: Boxplot of the spatially averaged daily temperature for 1980-2011. 
 
Figure 3-  6: Annual max. and mean streamflow for station # 02FB001 (Batchawana River near 
Batchawana) 
Snow as an important hydrological component, plays a vital role in the Batchawana watershed. 
Snow falls due to lower atmosphere temperature (usually less than 0° C) and it can be stored in 
different compartments which will be melted and flowed (or stored as water) when the weather 
temperature increase. During the winter, snow falls and stays and builds snowpacks which start to 
meltdown at once and make a significant difference in the water quantity of regions. Snowmelt 
melting in early spring has major contributions to the streamflow. The annual accumulative snow 
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is shown in Figure 3- 8. The decreasing trend for this period is associated with temperature 
increases for the same timeframe.  
 
Figure 3-  7: Historical annual max. and mean air temperature 
 
Figure 3-  8: Annual accumulative max snow over the Batchawana watershed 
 
3.3 Hydrological Modelling 
Raven is a text-based hydrological modelling framework introduced by Craig et al. (2020). Raven 
provides the flexibility to apply hydrological processes from different hydrological models such 
as the UBC Watershed Model, Environment Canada’s version of the HBV (HBV-EC), HMETS, 
MOHYSE and GR4J. The modeller is required to determine the watershed area, sub-basins and 
HRUs. The parameters corresponding to each class of HRU are then defined (see Table 3-2). For 
example, the leaf area index is a parameter for vegetation class that is related to the amount of 
intercepted rain/snow by leaves. Details of input files and assigned value of parameters for the 
Batchawana Watershed model are provided in the following sections.  
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3.3.1 Model Setup 
In this study, the model simulations are performed at a daily time step from the first day of 1980 
to the end of 2011. According to Global Soil Data for Earth (GSDE), there is only one soil type 
available for the region. Three layers of the soil are considered for the model simulations. The 
hydrologic processes of a model show the water/energy balance through the storages and represent 
water flows between different storages (Figure 3- 9).  
 
Figure 3-  9: Hydrological processes represented in the Raven hydrological framework. 
Precipitation can be stored in soil, canopy, ponds or depressions. Each water storage has a 
specified capacity and water flows after reaching the maximum capacity 
Snow is intercepted by the canopy or falls on the ground. By increases in the temperature above a 
threshold, it starts to melt and generates flows to fill the storages; i.e. surface water, groundwater. 
Rain can be intercepted by the canopy or directly fall on lakes or ground. When the precipitation 
fall in the liquid form it is stored or flows between storages. The representation of the hydrologic 
processes of the Batchawana watershed is shown in Table 3-1. Soil [0] refers to the surface layer 
of the soil, soil [1] and soil [2] represent the lower layers of the soil. The algorithms corresponding 
to the hydrological processes are described in the table.  
Table 3-1: Hydrologic processes represented by Raven for the Batchawana watershed.  
Hydrologic process From To Algorithm * 
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Precipitation Atmosphere Multiple Raven’s 
Infiltration Surface 
water/soil[0] 
soil[1] and soil[2] INF_PARTITION 
Interflows soil[0]/soil [1] soil[1]/soil[2]/surface 
water 
INTERFLOW_PRMS 
Baseflow soil[1] / soil[2] Surface water BASE_POWER_LAW 
Percolation soil[0] / soil [1] soil[1] / soil[2] PERC_GAWSER 
Soil evaporation soil[0] Atmosphere SOILEVAP_ALL 
Canopy evaporation Canopy Atmosphere CANEVP_MAXIMUM 
Canopy snow 
evaporation 
Canopy snow Atmosphere CANEVP_MAXIMUM 
Abstraction Ponded water Depression ABST_FILL 
Sublimation Snow Atmosphere SUBLIM_KUZMIN 
Lake release Lake storage Surface water LAKEREL_LINEAR 
Canopy drip Canopy ponded water CANDRIP_RUTTER 
*Algorithms are discussed and introduced in the upcoming section. 
Multiple algorithms are available within Raven to represent the hydrologic processes, which 
provides the flexibility to use the most compatible and suitable representation. Table 1 of Craig et 
al. 2020, gives comprehensive information about all possible algorithms for the hydrological 
process.  
INF_PARTITION stands for the partition coefficient algorithm for infiltration which is a simple 
linear relation between participation and infiltration. In Equation 3-1 𝑀𝑖𝑛𝑓 represents the 
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infiltration rate (mm/d), R is the rain/snow ratio and P is the partition coefficient value assigned in 
the land use parameters section.  
𝑀𝑖𝑛𝑓 = 𝑅 × (1 − 𝑃)                                                                                            Equation 3-1 
Interflow refers to the lateral subsurface flow of water between the surface soil layers.  
INTERFLOW_PRMS stands for precipitation run-off modelling system (PRMS) interflow 
algorithms (F. Teng et al. 2017). Interflow is a portion of saturated soil moisture that flows between 
layers and surface water. In Equation 3-2, 𝑀𝑖𝑛𝑡𝑒𝑟 is the interflow rate, 𝑀𝑚𝑎𝑥 is the maximum 
interflow rate of the soil layers, and ∅𝑠𝑜𝑖𝑙 is the amount of moisture in draining soil and ∅𝑚𝑎𝑥 and 
∅𝑡𝑒𝑛𝑠 are the maximum tension storage and maximum soil storage [mm], respectively.  
𝑀𝑖𝑛𝑡𝑒𝑟 = 𝑀𝑚𝑎𝑥 × (
∅𝑠𝑜𝑖𝑙−∅𝑡𝑒𝑛𝑠
∅𝑚𝑎𝑥−∅𝑡𝑒𝑛𝑠
)                                                                Equation 3-2 
Baseflow occurs between the deeper soil layers or aquifers and surface water due to the head 
gradient between the saturated soil layer and surface water. Linear and non-linear algorithms are 
available for baseflow calculations. BASE_POWER_LAW in Raven represents a common non-
linear approach in the conceptual hydrological model. As Equation 3-3 shows, baseflow is a 
nonlinear proportion of the storage where 𝑀𝑏𝑎𝑠𝑒 [mm/d] is the baseflow rate, ∅𝑠𝑜𝑖𝑙
𝑛  is the water 
storage of soil layer/aquifer and n is a specified value for soil parameters known as BASEFLOW_N. 
k [1/d] is a specified parameter for the baseflow coefficient. 
𝑀𝑏𝑎𝑠𝑒 = 𝐾∅𝑠𝑜𝑖𝑙
𝑛                                                                                          Equation 3-3 
Percolation is the vertical (downward) movement of water through different layers of the soil. The 
Guelph All-Weather Sequential-Events Runoff or GAWSER (Meyer, Brouwers, and Martin 2014) 
method for percolation is considered in BW hydrological model. Equation 3-4 shows the 
mathematical form for percolation: 𝑀𝑝𝑒𝑟𝑐 is the percolation rate [mm/d] and 𝑀𝑚𝑎𝑥 is the maximum 
percolation rate [mm/d]. ∅𝑠𝑜𝑖𝑙 is the soil moisture content and ∅𝑚𝑎𝑥 [mm] and ∅𝑓𝑐 [mm] are the 
maximum moisture amount in the soil layer and storage capacity of the soil layer at field capacity, 
respectively. 
𝑀𝑝𝑒𝑟𝑐 = 𝑀𝑚𝑎𝑥 × (
∅𝑠𝑜𝑖𝑙−∅𝑓𝑐
∅𝑚𝑎𝑥−∅𝑓𝑐
)                                                                    Equation 3-4 
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Evaporation occurs from the surface layer’s storage, i.e. from soil [0], to the atmosphere. Equation 
3-5 represents the PET estimation. Δ is the slope of the saturation vapour pressure-temperature 
curve [kPa/ °C], γ is the psychometric constant, and Sn is the net incoming solar radiation 
[MJ/m2/d]. Raven calculates all parameters for PET estimation based on the temperature data. 
Further details are discussed in Bormann (2011). 






− 0.12                                                                                              Equation 3-5 
 Similar to evaporation from the soil, canopy evaporation transforms water (in both snow and rain 
forms) from canopy storage to the atmosphere. CANEVP_MAXIMUM is assigned for estimating 
the canopy evaporation based on Equation 3-6: 
𝑀𝑒𝑣𝑎𝑝 = 𝑃𝐸𝑇. 𝐹𝑐 . (1 − 𝑓𝑠)                                                                         Equation 3-6 
𝑀𝑒𝑣𝑎𝑝 [mm] is the maximum canopy evaporation, PET is described in the previous equation, Fc is 
the forest cover percentage of an HRU and 𝑓𝑠 is the forest sparseness percentage of the same HRU.  
In Raven, swales, puddles and ponds are represented by DEPRESSION. Abstraction is the process 
of moving water from ponded water storage to depression. This process continues until the 
maximum depression capacity of the HRUs is reached. DEP_MAX is the maximum depression 
[mm] capacity of the land use parameters. 
Sublimation is the process of directly transforming the snow to vapour skipping the liquid phase. 
Based on one of the oldest sublimation relationships (Kuzmin 1972, Kuchment and Gelfan 1996) 
the submission rate [mm/d] is estimated by: 
𝑀𝑠𝑢𝑏𝑙 = (0.18 + 0.098. 𝑣𝑎𝑣𝑒). (𝑃𝑠𝑎𝑡 − 𝑃𝑣𝑎𝑝)                                           Equation 3-7 
𝑣𝑎𝑣𝑒 is the wind velocity [m/s] at 10 m elevation, 𝑃𝑠𝑎𝑡 is the saturated vapour pressure [mb] and 
𝑃𝑣𝑎𝑝 is the vapour pressure [mb].  
A considerable proportion of surface runoff is from lake release (Zajac et al. 2017). For the 
hydrological model of the Batchawana watershed, the presence of lake storage is vital. Lakes’ 
impacts on high and low flows will be discussed thoroughly in Effects of Lake section. In this 
model, LAKEREL_LINEAR is selected as the estimation algorithm of lake release to surface water. 
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In Equation 3-8, 𝑀𝑖𝑟𝑒𝑙 [mm/d] is the lake release, 𝐾𝑖𝑟𝑒𝑙 [1/d] is the linear storage coefficient (which 
is a land use parameter) and ∅𝑙𝑎𝑘𝑒 [mm] is the lake net storage. 
𝑀𝑖𝑟𝑒𝑙 = 𝐾𝑖𝑟𝑒𝑙 . ∅𝑙𝑎𝑘𝑒                                                                                    Equation 3-8 
Canopy drip is the movement of intercepted rain from leaves to ponded water or ground. The 
dripped water can infiltrate, percolate, generate runoff or depressions after being stored in ponded 
water storage. Based on the CANDRIP_RUTTER, water drips from leaves to the ground whenever 
it fills the maximum storage capacity [mm] of the vegetation type.  
3.3.2 Data 
Required data are obtained from Environment and Climate Change Canada (ECCC), the Ontario 
government’s website and Satellite imagery (i.e. MODIS and Landsat series). ArcGIS 10.3, R, 
python and Java, Tableau and ArcSWAT are used to process the data. Generally, hydrological 
models, including Raven, require data for soil characteristics, streamflow records, meteorological 
data, the morphology of the watershed, vegetation types, land use classes, among others 
(Silberstein 2006; Bergström 1991).  
Daily natural (non-regulated) flow data at Batchawana River near Batchawana (Station #02BF001) 
are provided by Environment and Climate Change Canada (ECCC) for 1968 to 2019 without 
missing records. Maximum, minimum and average daily temperature and daily precipitation data 
are provided by ECCC for Turkey Lake. After removing days with missing data, a dataset from 
1980 to 2011 is considered for modelling purposes. Figure 3-4 shows that temperature does not 
vary dramatically across the region. The Global Soil Data for Earth (GSDE) is considered to 
represent the BW’s soil type (Shangguan et al. 2014).  
Digital Elevation Model (DEM) at 30 m vertical spatial resolution is extracted from Ontario 
GeoHub (2020) for southern Ontario which 30 m is commonly considered a moderate resolution 
for hydrological modelling (Fonji and Taff 2014). Information about the soil texture, biodiversity, 
land use and forest management is acquired from Scholars GeoPortal (2020). Using the DEM file 
and the “raster” and “terrain” R packages (Hijmans & van Etten, 2012) the slope is calculated. The 
land cover map of the basin is acquired from satellite imagery (Landsat for 2011) and its accuracy 
is controlled by data from NRCan and OFAT (Ontario Flow Assessment Tool, 2020). In further 
detail, products of Landsat satellites according to the aimed year is downloaded for days with than 
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10% cloud cover and no rain/snow incidents during the summer. Then, the ArcGIS land cover map 
extraction tool is trained and supervised to run the satellite products and produce the land cover 
maps. Every specific land covert type possesses a specific wavelength wherein ArcGIS by defining 
and training a few dots for each land cover type, the whole land cover map will be produced. The 
step by step process is thoroughly explained in (www.esri.com)  
Percentages of the sand, clay, silt and organic contents along with the depth of each layer are 
quantified by GSDE. Vegetation is divided into three distinct classes: deciduous forest, evergreen 
forest or coniferous trees, mixed forest. The maximum height [m] of each vegetation class, 
maximum leaf area index (LAI) and maximum leaf conductance [mm/s] are specified based on the 
advice from NRCan scientists and the literature review about the watershed. Also, the seasonal 
LAI of each vegetation class is quantified based on the seasonal changes of each canopy. “Forest” 
is the only land-use class for this basin. Global parameters are the same for all water storages. The 
following parameters are required for the hydrological model structure representing the 
Batchawana watershed (Table 3-2):  
Table 3-2: Storages, classes and parameters for Raven’s model for the Batchawana watershed. 
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3.3.3 Basin Information 
To delineate the basin, sub-basins and HRUs, the ArcSWAT tool of ArcMap 10.2 is applied using 
the land cover (2011), soil, land use and slope maps of the region (https://swat.tamu.edu/). Because 
the only natural gauge (other than the main gauge; 02FB001) covers a small area of 10 km2, one 
sub-basin is considered including 9 HRUs (Table 3-3). Six hydrologic and morphologic features 
are attributed to the HRUs including area, elevation, land use class, vegetation type, soil class and 
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slope degree. The areas of the hydrologic response units vary between 40 to 315 km2. The mean 
elevations of HRUs vary between 270 to 560 m. As discussed before, one soil type is considered 
for the domain, except for the lakes. Similarly, the forest is the constant land-use class for all HRUs 
other than the lake HRU. Mixed forests, deciduous and coniferous forests are the three mainland 
cover classes. The average slope of the HRUs varies between 1.4 to 2.5 degrees. The slope for the 
lake HRU is 0.  
Table 3-3: Delineated HRUs based on land cover, DEM, soil and slope maps using ArcSWAT. 
HRU # Area (km2) Elevation (m) Land use Vegetation Soil Slope 
(degrees) 
1 215 350 forest Deciduous Type A 1.5 
2 40 300 forest Deciduous Type A 2.5 
3 315 400 forest Mixed Type A 1.4 
4 104 370 forest Mixed Type A 2.5 
5 124 550 forest Coniferous Type A 2.0 
6 144 560 forest Coniferous Type A 2.5 
7 98 340 forest Mixed Type A 2.0 
8 89 270 forest Mixed Type A 1.5 
9 150 270 NA NA Lake 0 
 
3.3.4 Calibration and Validation of the Model 
Several parameters in the model are not accurately measured and should be calibrated/optimized 
so that the simulations closely follow the observed data (Refsgaard and Storm 1990). Manual 
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calibration is inefficient and time-consuming, while automatic calibration uses computational 
capacities to optimize the selected parameters (Götzinger and Bárdossy 2008).  
OSTRICH (Mattot, LS 2017) is applied for automatic calibration of the Raven hydrological model. 
OSTRICH is a model-independent optimization tool, which supports several calibration algorithms 
including Gauss-Marquardt-Levenberg (Levenberg 1944), Particle Swarm Optimization (Eberhart 
and Yuhui Shi, 2001), Binary-coded Genetic Algorithm (Yoon and Shoemaker 2001) and Shuffled 
Complex Evolution or SCE (Duan, Gupta, and Sorooshian 1993).  
 
The dynamically dimensioned search algorithm (DDS; Tolson and Shoemaker 2007) is selected to 
calibrate the model and infer 16 parameters. After selecting the ideal model structure within the 
Raven hydrological framework, a list of necessary parameters regarding the selected algorithms 
and structures was acquired. A few of the necessary parameters should be calculated based on the 
available data/map. For instance, forest coverage is calculated by dividing the number of cells 
containing forest by the total number of cells of the region in the satellite data using the ArcGIS 
software. A few other parameters are gathered from reliable and earlier cited literature about the 
target watershed. The rest of the necessary parameters are selected to be calibrated. Also, the 
manual file of the Raven is introducing the recommended parameters for the calibration. 
 
DDS is found to be a robust optimization algorithm in previous studies (Khedr, Tolson, and 
Ziemann 2015; Lespinas, Dastoor, and Fortin 2018; Becker et al. 2019; J. H. Lee et al. 2020; 
Samimi et al. 2020; J. M. Leach and Coulibaly 2020; Dembélé et al. 2020). It has outperformed 
several other optimization algorithms in several comparative analyses for highly complex 
problems (Huang et al. 2014; Arsenault et al. 2014; Tolson and Shoemaker 2007). DDS is a 
stochastic single-solution heuristic algorithm that searches for the global optimum point. 
 
Table 3-4 represents the calibration parameters, their calibration range and the estimated value of 
each parameter. Parameters are repeated for different classes of storage, for example, rain 
interception percentage is calibrated for all four different vegetation types. The calibrated values 
of the vegetation parameters are relatively more varied as their characteristics differ dramatically 




Table 3-4: Calibrated parameters of Raven’s hydrological modelling framework for the 
Batchawana watershed. 16 parameters from different storages are calibrated. Their calibration 
range and the final estimated values are provided.   
Class Parameter unit Range Calibrated 
value From To 
 Imperviousness [0..1] 0 1 0.03 
Land Use Forest sparseness [0..1] 0 1 0.12 
 Forest PET correction - 0.1 1 0.76 
Soil 
HBV β - 1 7 4.51 
Baseflow N - 1.0 10.0 2.97 
Max interflow rate mm/d 100 1000 480.02 
Field capacity [0..1] 0.0 1.0 0.57 
Sat wilt [0..1] 0.0 0.9 0.51 
Porosity [0..1] 0.1 0.6 0.4 
Vegetation Max Baseflow rate mm/d 0.001 1000 385.69 
Max snow capacity mm 100 10000 1269.35 
 Rain intercept % - 0.02 0.2 0.09 
 Snow intercept % - 0.02 0.2 0.13 
Global 
Rain/snow temperature °C -1.0 1.0 0.01 
Snow temperature °C -2.0 0.0 -1.09 
Rain/snow delta °C 0 4 2.59 
 
Three distinct time frames are considered for modelling: spin up, calibration and validation. During 
the spin-up period, also called warm-up, the model reaches an equilibrium between different 
storages/states. Model output for the spin-up period is often unrealistic and misleading as the initial 
condition for most models is unknown or zero (Rahman and Lu 2015). Considering BW as a snow-
dominated watershed, allocating 365 running steps (1 year) is reasonable (Haghnegahdar et al. 
2015; Seck, Welty, and Maxwell 2015). The model is driven from 1980 to the end of 2011, with 
the first year of the simulations considered as the spin-up period (and removed from model 
evaluations). The calibration budget is the time frame that is allocated to train the model (Jain and 
Srinivasulu 2008). Based on literature e.g. (K. Ajami et al. 2004; Haghnegahdar et al. 2015), two-
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third of the running period is allocated for calibration, including data from 1 January 1981 to 1 
September 2001 equal to 7549 successive days. The period of 2 September 2001 to the end of 
2011, 3774 successive days, is considered as the validation period.  
3.3.5 Modelling Workflow and Evaluation 
The input data should be changed to the text format as Raven is a text-based model. The land cover 
map of 2011 is selected for the calibrated model (base model). Four land cover types are detectable 
using remote sensing techniques. For land-use data, there is only one type; forest. To discretize the 
hydrologic response units, ArcSWAT, nested in ArcGIS, is used. DEM, land cover, land use and 
soil types maps are introduced to ArcSWAT to determine the HRUs of BW (Moriasi et al. 2019; 
Pignotti et al. 2017; Teshager et al. 2016). All HRUs with their specific information on the 
landcover type, land use type, soil type, latitude and longitude are included in the model. The 
meteorological station and flow measuring station’s locations are added. In the final step of the 
model setup, simulated and observed hydrographs are compared to evaluate the model’s capability 
to represent the watershed’s characteristics. 
3.4 Results 
The results of Raven for calibration and validation periods are discussed in this section. RavenR 
package developed by Robert Chlumsky (2020), Raven’s visualization tool 
(http://raven.uwaterloo.ca/hydroglyph/), Tableau, and Excel are used to visualize the results. The 
performance evaluations for calibration and validation periods are shown in Table 3-5. Simulated 




Figure 3-  10: Simulated and observed streamflow during the validation period 
Table 3-5: Performance evaluation of the Raven hydrological model simulations at daily time 
steps for the calibration and validation periods   
 KGE NSE Log-NSE PBIAS R2 
Calibration 0.81 0.73 0.63 -1.63 0.74 
Validation 0.76 0.71 0.58 0.78 0.72 
 
Daily maximum and minimum temperature are represented in Figure 3- 11 wherein most of the 
places in the northern areas, the temperature starts to increase from March to late July and then a 
decreasing trend happens from August to late February. March, April and May are defined as the 
spring season. June, July and August are the summer months. September, October and November 




Figure 3-  11: Maximum and minimum daily temperature variations at the Batchawana 
watershed  
Precipitation can fall in snow, rain, or mixed regimes (Bourgouin 2000). Raven considers a 
temperature threshold to identify the precipitation regime. Figure 3- 12 shows when snowfall and 
when rainfall is occurring. Blue lines are representing the rainfall events. It can rain any time in a 
year cycle, but snow usually happens from mid-fall to mid-spring period with a higher frequency 
during the winter.  
 
Figure 3-  12: Daily values for rainfall and snow water equivalent (SWE) over the Batchawana 
watershed 
Figure 3- 13 is a two-year random period representing the PET. By increasing the temperature and 
changing the season to a warmer one, potential evapotranspiration (PET) is increasing accordingly. 
PET spikes by starting the summer season in June. Potential evapotranspiration is increasing during 




Figure 3-  13: Daily potential evapotranspiration based on daily precipitation and temperature. 
The simulated and observed streamflow of the model is illustrated in Figure 3- 14. Both calibration 
and validation periods are divided by a black vertical line to show the model performance during 
these periods. It is understandable from the figure and evaluation criteria that model performance 
is reasonable, and it follows the overall trends of the observed (reality) streamflow. 
 
Figure 3-  14: Observed and simulated daily streamflow during the calibration (1981-2001) and 
validation (2001-2011) periods for Batchawana River Station. 
To give detailed with higher resolution information on the model’s performance, a three-year 
timeframe from 2003 to 2006 (selected randomly) at the daily time step is represented in Figure 3 
-15. It can be driven that the darker blue line (simulated streamflow) is following the overall trends 
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of the lighter line. It means the structure and outcome of the model are logical and it follows the 
natural hydrological system of the watershed. The timing of the simulation to react to the incidents 
is almost precise. However, in two high flow incidents model fails to simulate accurately, but in 
other high flow occurrences model is simulating with a slight difference. Its performance for low 
flows is also reasonable. Almost the same quality of simulation is happening for other time frames 
as well. Looking at Figure 3- 15 annual maximum streamflow of every year occurs during the 
snow melting period. In this region of study, March, April and May (spring) are the snow-melting 
periods. 
 
Figure 3-  15: Comparison between daily observed and simulated streamflow at the Batchawana 
station for three years 
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Figure 3- 16 shows the monthly average observed and simulated streamflow for calibration and 
validation periods. The same as Figure 3- 14, this figure also indicates that the model can 
reasonably follow the ups and downs of the observed data.   
 
Figure 3-  16: Monthly average observed and simulated streamflow for calibration and validation 
periods 
To zoom out more and show the model’s capability in annual timeframes Figure 3- 17 is generated. 
This figure shows the annual mean (Figure 3-17b) and annual maximum (Figure 3-17a) simulated 
and observed streamflow, respectively. The model can follow the annual mean streamflow with a 
slight error for the entire period of the study while capturing the annual maximum streamflow of 
the region is a drawback of the model. However, it is notable that model efficacy is evaluated 
under the daily time-steps where the desired results are acquired. During the process of the model 
set up, it would be possible to set up a model with a better capability in capturing annual maximum, 
but due to the importance of low flows for this region, it has been decided to set up a model with 




Figure 3-  17: Annual mean (a) and max (b) of observed and simulated streamflow values for 30 
years from 1981 to 2011. 
3.5 Conclusions 
In this chapter, we introduce the Batchawana watershed, data sources and hydrological model 
setup and calibration. Raven, as a robust and flexible hydrological modelling framework, is 
selected to simulate the hydrology of the Batchawana watershed for 1981 to 2011 appointing 1 
sub-basin and 9 hydrologic response units. The Ostrich optimization tool is applied to calibrate the 
semi-distributed model based on the Dynamically dimension search (DDS) method. 2/3 of the data 
(1981 to 2001) used for calibration and the rest was used for the validation process. We assess the 
performance of the model using Nash-Sutcliff, Kling-Gupta, R2, bias percentage and Logarithm 
of Nash-Sutcliff. Results show that the model performance is satisfactory with KGE = 0.79 (0.78), 
NSE= 0.73 (0.71), Log-NSE= 0.63 (0.58), PBIAS = -1.63% (0.78%) and R2= 0.74 (0.72) for 
calibration (validation) periods. KGE, NSE and R2 show that simulated streamflow follows the 
overall variations of the observations. Log-NSE is an evaluation criterion that shows whether the 
model can capture the low flows. Results show that low flows are well represented in the calibrated 
model. There is a low negative bias percentage for both calibration and validation periods. The 
model simulates the hydrological components of the region well including the representation of 
snow accumulation and snowmelt timing.  
The annual mean of the observed streamflow is well-represented in the model, however annual 
max flows are under-estimated in some years which might be associated with the representation 




Overall results illustrate that the developed model can simulate the hydrology of the Batchawana 
reasonably well. Therefore, the calibrated model is used to assess the effects of land cover and 
climate change on the hydrological processes of this forested watershed.  
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4 Chapter 4: Impacts of Land Cover, External Forcings and Internal 
Climate Variability 
4.1 Introduction 
In this chapter, we investigate the impacts of possible forest type changes, the influence of lakes, 
anthropogenic forcings and internal climate variability on the hydrology of the Batchawana 
Watershed. The techniques applied to extract land covers maps and future scenarios (including 
changes in forest types and lake shrinkages) are discussed in the following sections. General 
Circulation Models (GCMs) are discussed in the literature review and the selected climate models 
are presented in this chapter. Internal climate variability and external forcings are described and 
their influence on the projected changes in the hydrology of Batchawana is investigated.  
4.2 Land cover scenarios 
Variations in the vegetation types may impact the hydrologic processes in watersheds. Forest land 
covers can dramatically change due to wildfires, hurricanes, droughts, insects outbreak, forest 
harvesting, climate change, among others (Célleri and Feyen 2009). As mentioned earlier in 
chapter 3, three main tree types are covering the Batchawana watershed. The hydrological response 
of each forest type (vegetation type) can be different. In addition, the leaf area index (LAI) of the 
vegetation cover can substantially change especially in winter and fall. In the basin of study, 
deciduous trees start losing leaves by October and leaf out by the end of March. Seasonal relative 
LAI plays an important role in characterizing the hydrological processes and consequently in 
modelling accuracy. The highest value for seasonal relative LAI is 1 and the lowest is zero. LAI of 
1 occurs when the tree maintains the maximum coverage of leaves which usually happens during 
the warm seasons and the LAI of 0 represents no leaves on trees. Considering previous studies on 
LAI variations (Sanford et al. 2007; Lim et al. 2003) we allocated the following relative seasonal 
LAIs to different forest types; 
  Deciduous Forest: June to Sept = 1, May and Oct = 0.5, Nov to Apr = 0 
  Coniferous Forest: Jan to Dec = 1 
  Mixed Forest: June to Sept = 1, May and Oct = 0.75, Nov to Apr = 0.5  
From June to September, deciduous trees hold the maximum LAI, lose half of their leaves during 
October and regrow them by May. The period of November to April is considered as the cold 
season when the deciduous trees lose green leaves. The coniferous trees have an LAI value of 1 in 
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all seasons. Mixed forests include both types of coniferous and deciduous trees (50% each), hence 
during the cold seasons, the coniferous trees keep the overall LAI value of the mixed forests above 
0.5. Like deciduous, mixed forest gain (lose) 25% of their leaves during May (November).  
We use the Landsat satellite products and extract land cover images, which show that the land 
cover of the region has changed over the past few decades. Figure 4 - 1 depicts the types of trees 
of the Batchawana watershed in 1995, 2000 and 2011, respectively. During the past few decades, 
deciduous trees have replaced parts of the watershed previously covered by coniferous trees 
(mostly in the eastern part). Also, mixed forests are growing in the area as well. It appears that 
coniferous forest has been initially replaced by mixed forest and then by deciduous trees in some 
areas.  
 
Figure 4 - 1: Satellite Imagery of the Batchawana Watershed. Coniferous or mixed forests have 
been replaced with deciduous type trees from 1995 to 2011. All satellite products are captured 
during summer with a cloud cover of less than 10%. Images are produced by processing the 
Landsat products (https://www.usgs.gov/core-science-systems/nli/landsat) 
Considering the historical land cover trends, we consider two land cover change scenarios that are 
more likely to occur over the next few decades: 
a- Coniferous to Mixed (CTM): In this scenario, all coniferous trees are replaced by mixed forest. 
The northeastern part of the region and a majority of coniferous trees are already replaced by 
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mixed forests. Mixed forest is supposed to include both deciduous and coniferous tree types in 
an equal proportion.  
b- Coniferous to Deciduous (CTD): In the second scenario the entire coniferous region is replaced 
with deciduous trees.  
Scenarios are not precise predictions and are developed based on historical evidence as well as 
consultation with experts. Application of the above-mentioned scenarios on the validated 
hydrological model of the basin would enlighten some aspects of the hydrological characteristics 
of coniferous, deciduous and mixed forest covers.  
4.2.1 Effects of Lakes 
In the Batchawana watershed, lakes are substantial factors covering almost 11% of the basin. 
Satellite imagery of the region from 1980 to 2016 shows a variable extent of water bodies. Figure 
4- 2 depicts the histogram of the % area of the basin covered by water bodies. It shows that in 
2012, 11% of the region is covered by water bodies (mainly lakes), which is roughly equal to 150 
km2. 
 




















Figure 4-2 shows a decreasing trend in the surface water availability in the region from 1980 to 
the end of 2011. Several filters such as cloud cover percentage, season, humidity, and precipitation 
are considered for the selection of satellite products with the highest possible quality. The process 
of selecting the Landsat products is challenging as not all recorded data is useable for land cover 
extraction. Besides, the quality and resolution (vertical diameter of pixels) of the earlier Landsat 
satellites (Landsat 1-5) have limited bands each with 60 m resolution while Landsat 8 has 11 bands 
with 30 m or even 15 m resolution for each band. To minimize the cloud cover-caused error in the 
land cover map extraction, we select the products only with less than 10% cloud cover (Afrin et 
al. 2019). All gathered products are in the summer season (preferably around June or early August) 
to make sure that all vegetation types are detectable. Humidity or wetness of the recorded data has 
been checked to avoid the selection of satellite records after rainfall incidents. The raw products 
of the Landsat satellite are downloaded and using the ArcGIS 10.2 software. Using the available 
land covers from more reliable sources (e.g. OFAT) the software has been supervised and trained 
to detect and differentiate the land cover classes (https://developers.arcgis.com/python/sample-
notebooks/land-cover-classification-using-sparse-training-data/).   
The water body percentage is calculated by dividing the number of pixels (30 m diameter for each 
pixel) corresponding to water bodies by the entire number of pixels. With a significant trend (p-
value < 0.04) and it shows that water bodies are depleting, therefore lake shrinkage scenarios are 
investigated to evaluate their corresponding effects on the future hydrology of the Batchawana 
watershed. The scenarios include 25%, 50%, 75% and 100% reduction in the total areas of the 
lakes. It is important to note that these scenarios are only to assess the impacts of lakes/water 
availability on the streamflow characteristics and do not suggest that future lake coverage is 
projected to decline in this region. This requires further modelling and analysis which is beyond 
the scope of this study. Besides, the extracted water bodies from satellite data represent rivers and 
ponds besides lakes.  
The lost areas of lakes for each scenario are replaced (assumedly) by mixed forests in the 
hydrological model. The only available data of lakes is the area of each which was calculated by 
remote sensing for 2012. The developed model responds to the accumulative areas of lakes 
regardless of the lakes' depth or other characteristics. Only a few studies have been conducted to 
assess the lakes in the Batchawana watershed (almost all are focused on the Turkey Lake sub-
73 
 
watershed). The analysis of the lakes is based on satellite products (focused on the lakes area). 
Study of other lake’s characteristics such as volume was not possible due to data limitations.  
4.3 Climate Change Scenarios 
The following sections discuss the global and regional climate models and the emission scenario 
(RCP 8.5) considered in this study.  
4.3.1 General Circulation Models (GCMs) 
Selected GCMs for this study are summarized in Table 4- 1 (Taylor, Stouffer, and Meehl 2012b): 
Table 4- 1: Selected global climate models for Batchawana Watershed hydrological modelling. 
GCM Institute Resolution Reference 
ACCESS1.0 Commonwealth Scientific and Industrial 
Research Organization 
∼1.9 ∘ × 1.25 ∘ (CSIRO 2016) 
BCC-CSM1.1(m)  Beijing Climate Center, China Meteorological 
Administration 
∼1.1 ∘ ×∼1.1 ∘ (BCC 2014) 
CanESM2  Canadian Centre for Climate Modelling and 
Analysis 
∼2.8 ∘ ×∼2.8 ∘ (CCCma 2015) 
HadGEM2-ES  Met Office Hadley Centre contributed by 
Instituto Nacional de Pesquisas Espaciais) 





Japan Agency for Marine-Earth Science and 
Technology, Atmosphere and Ocean Research 
Institute (The University of Tokyo), and the 
National Institute for Environmental Studies 
∼2.8 ∘ ×∼2.8 ∘ (Jamstec, Aori, 
and Nies 2015) 
NorESM1-M  Norwegian Climate Centre ∼2.5 ∘ ×∼1.9 ∘ (NCC 2011) 
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FGOALS-g2  LASG, Institute of Atmospheric Physics, 
Chinese Academy of Sciences; and CESS, 
Tsinghua University 
∼2.8 ∘ ×∼2.8 ∘ (LASG-CESS 
2014) 
CSIRO-Mk3.6.0  Commonwealth Scientific and Industrial 
Research Organization in collaboration with the 
Queensland Climate Change Centre of 
Excellence 
∼1.9 ∘ ×∼1.9 ∘ (Jeffrey et al. 
2016) 
*  1 ° ≈ 111 KM 
GCM resolution is too coarse to conduct regional analyses. Therefore, downscaling is required to 
translate the climate model outputs at low spatial scales to a fine resolution suitable for 
regional/local climate change assessments (Peng et al. 2017; Ribalaygua et al. 2013). We use the 
statistically downscaled data provided by the Pacific Climate Impact Consortium (PCIC) 
(https://pacificclimate.org/). The spatial resolution of the downscaled data is 300 arc-seconds or 
roughly 10 km and it is available from 1950 to 2100. The downscaling approach is based on bias 
correction constructed analogues with quantile mapping reordering (BCCAQ; Version 2), which 
Combines the quantile delta mapping (Cannon, Sobie, and Murdock 2015) and bias 
correction/constructed analogues (Maurer et al. 2010) downscaling techniques (Hiebert et al. 2018; 
Fauzi, Kuswanto, and Atok 2020). 
4.3.2 Large Ensembles of Regional Climate Models 
In addition to the downscaled GCMs, we use three large ensembles of regional climate model 
simulations to study the uncertainties associated with internal climate variability and distinguish 
between the influence of external forcings and ICV on the hydrologic projections of the 
Batchawana watershed. The models include CanRCM4 (50 members) and its two bias-corrected 
products (i.e. CanLEAD-E and CanLEAD-S). Characteristics of each large ensemble are discussed 
in the following (Singh et. al, 2021):  
i. The Canadian Regional Climate Model (CanRCM4) Large Ensemble is a 50-member 
ensemble for the North American region under the RCP 8.5 scenario from 1950 to 2100 
(Fyfe et al. 2017; Kirchmeier‐Young et al. 2018). The Canadian earth system model 
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version 2 (CanESM2) (Kirchmeier-Young, Zwiers, and Gillett 2017) is the parent GCM for 
the novel regional climate model, CanRCM4, developed by the Canadian center for climate 
modelling and analysis (CCCma) (Scinocca et al. 2016a). The model simulations follow 
the CMIP5 protocols with each ensemble-driven by a member of the CanESM2 large 
ensemble (generated based on different initial conditions). Simulations are conducted at 
0.22° or ~25 km horizontal grid resolution.  
ii. CanLEAD-S: Canadian Large Ensemble Adjusted Dataset version 1 or CanLEADv1 is the 
adjusted version of CanRCM4 based on the maximum and minimum daily temperature, 
and precipitation, relative humidity, surface pressure, wind speed, incoming shortwave 
radiation and incoming longwave radiation. Bias correction is performed using the 
Multivariate Bias Correction (MBCn) method developed by Cannon (2015). Data is 
available at a 0.5-degree rectangular grid size at daily time steps. The adjusted data are 
referred to as CanLEAD-S when they are bias-corrected based on data from Iizumi et al. 
2017. 
iii. CanLEAD-E: Similar to the CanLEAD-S, but bias-corrected based on the data from Lange, 
2018. It is available at daily temporal resolution and 0.5-degree rectangular grid spatial 
resolution.  
4.4 Methodology 
In this, we discuss the global climate model selection procedure and the analysis of the 158 (three 
large ensembles each with 50 members and 8 GCMs) climate simulations as inputs to the Raven 
hydrological model.  
4.4.1 GCM Selection 
There are several global climate models available from different climate research institutes (D. 
Jiang, Sui, and Lang 2016; Taylor, Stouffer, and Meehl 2012b; J. Teng et al. 2012) with 27 
downscaled GCMs provided in the PCIC’s data portal (https://pacificclimate.org/). In this study, 
8 GCMs based on RCP 8.5 are selected based on Cannon (2015). 
Climate models are verified based on their performance during the historical period, and to analyze 
the future impacts of climate change, timeframes of 20-30 years are commonly considered to 
represent the “near future” and “far future” periods (Höglind, Thorsen, and Semenov 2013; Flanner 
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2009; Höglind, Thorsen, and Semenov 2013; Muhammad et al. 2018; 2020). In 2015 PCC released 
a special report on the consequences of 1.5 °C global warmings (Jeong, Cannon, and Morris 2020; 
Masson-Delmotte et al. 2018). In this study, we assess the projected impacts of climate change 
considering 1.5, 2, 2.5, 3, 3.5 and 4 °C global temperature increase rates compared to the 
preindustrial (PI) period. For example, CanESM2 projects a 3 °C global warming (compared to 
the preindustrial era) in 2049. This is based on a 9-year running mean (i.e. 2049 plus and minus 
4.5 years). Figure 4-3 and associated data is kindly shared by Jiang et. al, 2016. It shows the period 
in which each GCM reaches the target temperature. Because different RCPs result in different 
timeframes for GCMs to reach the target temperature only one scenario (the worst-case scenario) is 
selected considered.  
 
Figure 4-3: Global mean temperature changes for different GCMs under RCP8.5 (Jiang et. al, 
2016) 
Cannon (2015) conducted a study to select fewer GCMs that represent the variability of all 
available GCMs for different regions around the world. Based on the regions defined by Giorgi 
and Francisco, 2000 and extreme climate indices comparison between the observed and globally 
simulated ones, the most suited GCMs for each region is detected. Among the 12 suggested GCMs 
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for ENA (Eastern North America) region, 8 GCMs are available in the PCIC’s data portal.  
Concerning Figure 4-3 of GMTCs for GCMs, Table 4- 2 shows the anticipated 9-year time frame 
when a GCM reaches a target temperature.  
 
Table 4- 2: Anticipated 9-year period for each GCM to reach a specific global mean temperature 
change. The period represents the average temperature 4.5 years before or after the given year. 
Data provided by Jiang et. al (2016) 
Scenarios/GCM ACCESS1-0 FGOALS-g2 bcc-csm1-1-m CanESM2 
1.5 °C 2036 2035 1999 2013 
2 °C 2045 2051 2017 2026 
2.5 °C 2054 2063 2031 2038 
3 °C 2067 2077 2052 2049 
3.5 °C 2076 2091 2062 2058 
4 °C 2085 NA 2077 2068 
 NorESM1-M HadGEM2-ES CSIRO-Mk3-6-0 MIROC-ESM-CHEM 
1.5 °C 2034 2031 2036 2022 
2 °C 2050 2040 2046 2035 
2.5 °C 2062 2051 2057 2045 
3 °C 2073 2058 2066 2052 
3.5 °C 2086 2068 2076 2062 




4.4.2 Assessing the Hydrologic Impacts of Climate Change using Raven 
Three simulated outputs from the global/regional climate models are used to drive the Raven 
hydrological model for climate change impact assessments: precipitation, daily minimum 
temperature (Tasmin) and daily maximum temperature (Tasmax). In total, there are 8 simulations 
from the selected statistically downscaled GCMs and 3 × 50 ensemble members from large 
ensembles of the RCMs for 1950 to 2100. Using the R programming language all ensembles runs  
(158 forcings) are ingested to the Raven model for hydrologic climate change impact analysis.  
4.5 Results and discussion 
We first discuss the modelling results of land cover change scenarios. To study the model under 
different circumstances, the evaluation criteria for all land cover and lake change scenarios are 
illustrated. Next, climate change scenarios based on GCMs and the large ensembles of RCMs are 
discussed. Finally, the influence of internal variability on the projected changes of hydrological 
factors is assessed. 
4.5.1 Land cover change scenarios 
The monthly average streamflow values corresponding to the CTD and CTM scenarios are shown 
in Figure 4- 4. The watershed’s response to CTM and CTD is almost the same during the spring 
and summer seasons and slightly varies in winter. There is a considerable difference in the 
hydrologic response of the watershed to the two scenarios during fall. It shows that both CTD and 
CTM results yield higher monthly average streamflow compared to the base model’s flow. In all 
months corresponding to fall and winter seasons, CTD has higher average flow rates than CTM 
flows while they both release higher streamflow compared to the base model. Overall, the 
hydrologic differences between scenarios are larger in the cold seasons and relatively small in 
warm seasons, as expected. Notably, there is no month when the average streamflow 




Figure 4-  4: Monthly mean streamflow for land cover change scenarios. Coniferous to 
deciduous (CTD) and mixed forest scenarios (CTM) result in larger flow rates in the fall 
compared to the base model. 
4.5.2 Lake change scenarios 
Figure 4- 5 shows the observed and simulated (No-Lake scenario) flow rates from 1996 to 2001. 
Daily results corresponding to the No_Lake scenario show almost zero low flow rates in most 
years. This highlights the critical role of the lakes in recharging the river system, particularly for 
low flow periods. 
 
Figure 4-  5: The hydrograph corresponding to the No_Lake scenario. Simulated values for low 
flows are almost zero most of the time regardless of the season. 
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The monthly streamflow rates corresponding to four different lakes area (available water 
percentage) scenarios are shown in Figure 4- 6.  Other lake shrinkage scenarios also show 
considerable underestimations in flow rates albeit with smaller effects compared to the No-Lake 
scenario.   
 
Figure 4-  6: Monthly mean streamflow corresponding to the lake scenarios. Lower lake areas 
result in lower monthly mean streamflow rates with the No_Lake scenario showing almost zero 
values during winter. 
All scenarios are following the base model (dark blue) but with lower flow rates in all months. 
Overall, the monthly average flows decrease with decreases in total lake areas. During the cold 
season especially in January and February months, the No_Lake scenario (no available water in 
the region) yields a negligible amount of streamflow. Even though the overall model performance 
does not change drastically for different lake scenarios, the model does not represent the watershed 
response well when the lake effects are not considered accurately.  
4.5.3 Climate change scenarios 
First, the results of the global climate models are presented. The projected impacts of climate 
change on temperature, precipitation and streamflow are discussed. Then, the results of the large 
ensembles of regional climate models are elaborated. Finally, the influences of internal variability 





We assess the projected impacts of climate change on the hydrologic components of Batchawana 
considering the global mean temperature increases of  1.5, 2, 2.5, 3, 3.5 and 4 degrees Celsius. 
Table 4- 3 represents the global mean temperature change (from the preindustrial era) for each 
GCM and also the corresponding mean temperature increase over Batchawana (based on 
downscaled GCMs). In other words, it shows when the global mean is x °C warmer than PI, what 
would be the projected temperature increase (than PI) over the watershed.  
Table 4- 3: Global mean temperature change (GMTC) for the 8 selected GCMs of the 
study area. 
 
Global ACCESS1-0 FGOALS-g2 bcc-csm1-1-m CanESM2  
1.5 2.4 1.8 0.4 1.2  
2 3.5 2.8 1.7 1.6  
2.5 4.3 4 1.9 3  
3 5.1 5 2.9 3.5  
3.5 6.7 5.9 4 4.2  
4 7 NA 4.6 4.8  
 NorESM1-M HadGEM2-ES CSIRO-Mk3-6-0 MIROC-ESM-CHEM Batchawana 
1.5 2.5 2.5 1.4 2.4 1.825 
2 3.1 3.1 2.5 3.5 2.725 
2.5 4.6 4.3 3.6 5.1 3.85 
3 5.1 5 4 5.4 4.525 
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NA values indicate that the GCM does not reach the 4 degrees Celsius temperature change until 
2100. This would happen more if a lower (less pessimistic) RCP scenario were selected. Values 
for the Batchawana column show the average temperature changes between multiple GCMs. As 
expected, local temperature from downscaled GCMs follow the trend of global mean temperature 
changes but the regional values are higher than the global mean. For a lower GMTC, the average 
of the 8 GCMs (column titled as Batchawana) shows a minor higher value, but as the GMTC 
increases differences between regional and global mean temperature values start to increase. These 
results are consistent with the Canadian Climate Change Report (Bush et al. 2019) in which the 
conducted studies indicated that the Canadian climate is expected to experience a more tangible 
change compared to other parts of the world. The selected global climate models for the study area 
project different temperature and precipitation values. The multi-model mean values during the 9-
year projected time frames for each GMTC are discussed. The variation of the GCMs projection for 
temperature being downscaled for Batchawana is shown in Figure 4- 7. 
3.5 6.7 7.1 4.7 6.1 5.675 
4 NA 7.5 5.4 7.2 6.08 




Figure 4-  7: The projected annual mean temperature corresponding to the global mean 
temperature increases. Darker colours indicate more GMTCs. 
Figure 4- 8 shows the future changes in the annual precipitation over the Batchawana watershed.  
Overall, total precipitation is projected to increase over Batchawana with increases in the global 
mean temperature. Each boxplot represents GCMs variation range. GMTCs of 4 and 1.5 show 




Figure 4-  8: Projected annual precipitation rates corresponding to the global mean temperature 
increases. The darker colour represents a higher global mean temperature change. 
The temperature and precipitation simulations from downscaled GCMs are fed to the validated 
hydrologic model and the projected annual streamflow values are shown in Figure 4- 9. Darker 
colours indicate a warmer global mean change scenario. The projected annual mean streamflow is 
slightly above 14 cms corresponding to GMTC of 1.5 °C, and it drops to below 14 for 2 °C. The 
projected streamflow increases with higher GMTC rates. Change in the streamflow rate (based on 
the average GCMs) is relatively sharp from 3°C to 4°C when it reaches 15.6 cms. Overall, the 




Figure 4-  9: Projected changes in the annual streamflow rates of the Batchawana watershed 
corresponding to the global mean temperature increases. The boxplots show the variation ranges 
of projected streamflow by GCMs. 
 
Figure 4- 10 shows the projected annual maximum streamflow for the 6 GMTCs. A decreasing 
trend is visible in the annual maximum streamflow with increases in the global mean temperature. 
The annual maximum streamflow is almost similar for the two initial GMTCs but then it drops for 
GMTC of 2.5 and keeps decreasing for more temperature. With the least variation range for the 





Figure 4-  10: Projected annual maximum streamflow corresponding to the global mean 
temperature increases. The generated results are showing boxplots which are covering the 
variation bound of 8 GCMs. 
The annual snow projections are shown in Figure 4- 11 where a visible decreasing trend is 
detectable. For GMTC of 4 snow amounts will be almost three times less than that of GMTC of 




Figure 4-  11: Projected annual snow corresponding to the global mean temperature increases. 
• Large Ensembles of RCMs 
In addition to the downscaled GCMs, we drive the Raven hydrological model with simulations 
from three large ensembles of regional climate models for 1950 to 2100 at a daily time scale. The 
large ensembles are generated by nesting the CanRCM4 model within the CanESM2 GCM. 
Therefore, the selected large ensembles reach the GMTC targets at the same period as CanESM2 
(See Table 4- 2 for the anticipated timeframes for each GCM to reach the target GMTCs). 
Figure 4 -12 shows the results of the annual mean temperature for the Batchawana basin. 
CanRCM4 projects an annual mean temperature much higher than what it is projected based on 
CanLEAD-S and CanLEAD-E. CanLEAD-E projects a higher annual mean temperature than 
CanLEAD-S.  A comparative study of CanLEAD and CanRCM4 projections for non-stationary 
compound extreme events in Canada (Singh et. al, 2021) has concluded that CanLEAD products 
are marginally performing better than the CanRCM4 large ensemble. Therefore, because of a 
reasonable consistency between CanLEAD and GCMs projections, it would be a possibility that 
CanRCM4 is not performing desirably for this region. 
Figure 4- 13 shows the projected changes in annual precipitation at each GMTC based on the large 
ensembles. The boxplots represent the large ensemble range (50 members) of the annual 
precipitation averaged over the 9-year period. CanLEAD-S projects the highest total precipitation 
for Batchawana Watershed and CanLEAD-E is the second-highest projection. The original 
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CanRCM4 simulations project considerably lower annual precipitation for the basin of study in 
the future. Consistent with GCM results, the projected precipitation increases by increasing GMTC 
i.e. there is a positive association between the GMTC and annual precipitation in the Batchawana 
basin.  
 
Figure 4-  12: Projected annual mean temperature based on the three large ensembles 






Figure 4-  13: Projected annual precipitation based on the large ensembles corresponding to the 
global mean temperature increases. 
The precipitation and temperature simulations from the large ensembles are used to drive the 
validated hydrological model to assess the projected streamflow changes in the Batchawana 
watershed. The model simulations are conducted at a daily time scale. Figure 4- 14 shows the 9-
year average of the annual mean streamflow and the boxplots represent the range of large ensemble 
members (projected streamflow range for each member). CanLEAD-E, CanLEAD-S and 
CanRCM4 all show an increasing trend with larger annual mean streamflow rates with increases 
in the global mean temperature. CanLEAD-S projects a higher annual mean streamflow compared 
to CanLEAD-S and CanRCM4 simulations. While for GMTC rates lower than 3°C CanLEAD-E 
shows larger annual mean streamflow compared to CanRCM4, for larger temperature increases 





Figure 4-  14: Projected annual mean streamflow for large ensembles corresponding to 
the global mean temperature increases. 
Figure 4- 15 shows the 9-year average of annual maximum streamflow projected by the large 
ensembles. There are notable differences between CanLEAD and CanRCM4 simulations while e 
CanRCM4 projects a considerably lower annual maximum streamflow compared to the other two 
large ensembles. CanLEAD-S projects higher annual maximum streamflow compared to 
CanLEAD-E, a behaviour similar to that of the annual streamflow. However, both CanLEAD-




CanRCM4 simulations. Further, the uncertainty ranges in the two CanLEAD products are larger 
compared to CanRCM4 runs.  
 
Figure 4-  15: Projected annual maximum streamflow for large ensembles corresponding 
to the global mean temperature increases. 
Figure 4- 16 represents the annual snow for Batchawana based on the RCM simulations. All three 
large ensembles project a decreasing trend for snow. CanRCM4 simulates relatively less snow for 






Figure 4-  16: Projected annual snow for three large ensembles corresponding to the global mean 
temperature increases 
 
4.5.4 The role of internal climate variability & external forcings  
To analyze and quantify the influence of internal climate variability and external forcings the mean 
of the large ensemble members is considered to represent the external forcings, called signal 
hereafter (Dai and Bloecker 2019). The standard deviation of the residuals is the internal 
variability, called noise hereafter. The signal is the impact of the external forcing on the trend of 
the projected hydrologic factor, which is mainly associated with anthropogenic activities (Zwiers 
and Weaver 2000). Noise is random and natural climate variability. The SNR, signal to noise ratio 
index is commonly used to assess the relative influence of the external forcings considering the 





Figure 4-  17: Signal to noise ratio (SNR) anomalies for the large ensembles. 
Figure 4- 17 represents the SNR anomalies corresponding to the annual streamflow for the 
Batchawana basin based on CanRCM4, CanLEAD-E and CanLEAD-S. Anomalies are based on 
the SNR mean over a 30-year time frame from 1982 to 2011. Analyzing the SNR anomalies shows 
that CanLEAD-E and CanLEAD-S signifying a decrease in the early 21st century and they sharply 
start to increase for the last third of the 21st century. Further, CanRCM4 shows that SNR decreases 
a decade later than the other two large ensembles, but all three large ensembles perform similarly 
for the SNR increase. Respecting the overall trends of the SNR anomalies, CanRCM4 shows a 





Figure 4-  18: Projected mean and standard deviation of the large ensembles 
Figure 4- 18 represents the mean (signal; inner darker line) and the standard deviation of the 
residuals (noise; surrounding band). CanLEAD-S shows an initial higher annual mean streamflow 
and CanLEAD-E has a relatively lower value, while CanRCM4 has the lowest annual mean 
streamflow in the historical period. Both of the CanLEAD products follow a similar increasing 
trend for the mean (lines) while CanRCM4 shows a spike from the late 20th century. In all large 
ensembles the surrounding bands are narrowing down after the 2070s and they reach the thinnest 
condition at the of the simulation period.  
4.6 Conclusions 
Batchawana is a forested watershed where vegetation type plays a critical role in modulating the 
hydrological processes. Changes in the forest type or forest density can cause extreme hydrological 




changes in the hydrology of the region, multiple scenarios are investigated. Two forest type (land 
cover) change scenarios are determined based on historical changes from satellite imagery and 
foreseen plans for the Batchawana forest management. CTD and CTM are the forest type change 
scenarios referring to coniferous to deciduous and coniferous to mixed trees, respectively. 
Available water percentage in the extracted land cover maps using the Landsat satellite products 
are assumed to be the lakes’ area. We assess the sensitivity of the streamflow to changes in lake 
coverage by considering four shrinkage steps (25% area reduction in each step). These lake 
scenarios are only for understanding and studying the impacts of lakes on streamflow.  
Canada’s climate is projected to warm more than global mean temperature changes; hence, it is 
essential to assess the impacts of climate change especially on forested watersheds, which has 
significant implications for the environment and industry. Eight statistically downscaled GCM 
simulations under the RCP8.5 scenario are selected for climate change impact analysis. Further, 
simulations from three RCM large ensembles are studied (i) CanRCM4 (ii) CanLEAD-E and (iii) 
CanLEAD-S to assess the role of internal climate variability besides the effects of external 
forcings.  
The Forest type scenarios show changes in the streamflow magnitude in the fall. Comparisons 
between the monthly mean streamflow rates corresponding to CTD and CTM scenarios and that of 
the base model suggest that streamflow does not change noticeably in summer, winter and spring 
seasons. CTD and CTM scenarios both lead to a forest with fewer leaves (less LAI) and less 
snow/rain interception. Observing no difference in January to late August means that regardless of 
the vegetation type, and mainly as it is discussed in this thesis, regardless of leaves snowfall 
happens and stores in the region and it does not change notably if the snow interception capacity 
has varied. During the summer, deciduous and mixed forests retain the maximum possible LAI (so 
it is constant). The main difference is during the fall when the precipitation regime is rain-
dominated. Monthly mean streamflow (see Figure 4- 4) indicates that during the fall season till 
early January, CTD yields the highest streamflow compared with CTM and base model. CTM also 
results in higher streamflow than the base model. The reason is that deciduous forests either in 
CTM or CTD lose their leaves and consequently, the rain interception rate of the trees drops. Drops 
of rainfall reach the ground directly (and other storages) without being intercepted by leaves and 
flow to reach the main channel in the basin.  
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The presence of lakes can affect the streamflow characteristics (J. A. Leach and Laudon 2019). 
We consider the available water percentage as lake area and as an indicator of the available lake 
water supply in the region. Decreases in the lake area (water availability percentage) result in lower 
streamflow rates at all months, which can dramatically affect the low flow conditions. Lakes could 
also impact the model setup and calibration. While the model shows satisfactory performance for 
all lake scenarios based on KGE and NSE (~ 0.85), the Log-NSE metric showed weak performance 
when the lake areas were not represented in the model well. To assess the model and its capability 
to simulate the hydrology of the basin, analyzing low flows and high flows are vital steps and using 
multiple evaluation criteria provides the opportunity to assess the model's capability to capture all 
features of the streamflow.  
To assess the impacts of climate change we consider 9-year periods when each GCM reaches the 
GMTC target values: 1.5, 2, 2.5, 3, 3.5 and 4 °C. Overall, the annual mean streamflow is projected 
to increase in the Batchawana watershed in a warmer climate, consistent with projected increases 
in total precipitation.  Further, the annual maximum streamflow is projected to decrease, and this 
would potentially due to the warmer environment in the winter season and consequently having 
lesser snowfalls. The warmer environment slowly depletes the snow storages and during the early 
spring, when usually the highest flows occur in the base model, there will be lower snow storages 
to increase the streamflow. 
CanRCM4 projects a warmer environment for Batchawana compared to all models. Further, the 
RCMs project higher precipitation compared to GCM simulations. Overall, CanLEAD-S projects 
the highest precipitation and the lowest temperature.  Higher precipitation results in higher annual 
mean streamflow. The lower projected temperature by CanLEAD-S also results in lower snowpack 
depletion and larger spring freshets. This results in the largest annual mean and max streamflow 
projection based on the product.  
CanRCM4 projects a comparatively higher temperature and lower precipitation to the other 
climate models which is consistent with results from other studies (Scinocca et al. 2016b) where 
the drawbacks of the CanRCM4 are stated. Also, the annual mean streamflow is projected to be 
lower than the other two large ensembles for the initial global mean temperature changes. For 
annual maximum streamflow, the basin in response to CanRCM4 forcings shows an increasing 
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trend. In other words, unlike the other climate models (regional and global) and also historical 
data, CanRCM4 assumes that there is not enough snowpack to be melted in April and cause annual 
max streamflow; The higher temperature causes less snowpack, fewer snowfalls and more 
evaporation and consequently less annual max streamflow. 
Further, we assess the role of internal climate variability using the large ensemble simulations. The 
signal-to-noise ratio (SNR) is estimated for each ensemble. A higher SNR shows a stronger 
external forcing signal. Results of the 9- year running average SNR anomalies (Figure 4- 17) for 
three large ensembles indicates similar trend behaviour in CanLEAD-E and CanLEAD-S. 
CanRCM4 shows a stronger signal in the future streamflow changes compared to the other two 
products. All three ensembles consistently show increasing external forcing effects, relative to the 
internal variability, from ~2010s which dramatically increase from 2070s.  
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5 Chapter 5: Concluding Remarks and future works 
In this study, we assess the impacts of land cover (forest type and lakes) and climate change on 
the hydrological processes of a snow-dominated forested watershed, located in central Ontario 
near Batchawana Bay. Further, we investigate the influence of internal climate variability on future 
streamflow projections. The analyses are based on the Raven hydrological model framework 
which is set up and calibrated for the Batchawana watershed with a drainage area of ~1280 km2. 
Snow has a major contribution to the runoff in this watershed resulting in relatively large stream 
flows during the snowmelt season. Batchawana basin as a forested catchment is an important 
industrial and economical asset for the government of Canada. The reason to select this area is that 
it includes the Turkey Lake sub-watershed which has been extensively studied to investigate the 
influence of clear-cut activities etc. on the hydrology/environment of the system. Several 
indigenous communities reside in the area (and surrounding regions). Understanding projected 
changes in hydrological processes of the watershed can help policymakers and stakeholders 
develop effective adaptation measures. In addition, the procedures and results of this study can 
contribute to forest management practices in Canada and elsewhere in the world.   
This watershed is covered by three major forest types including deciduous, coniferous and mixed 
trees. Vegetation type differences among the forest types can affect their hydrological response 
meteorological conditions. Based on the satellite imagery and remote sensing techniques show that 
during the last few decades coniferous part of the basin on the eastern side has been replaced by 
deciduous or mixed trees. They also show that the water availability percentage in the land cover 
maps, which are assumed to be lakes’ area’ is decreasing during the last few decades. Besides, 
climate change is expected to impact the hydrological components of the watershed.  
The semi-distributed Raven hydrological model is set up and calibrated based on historical ground-
based observations. The model is then applied to simulate the hydrologic response of the watershed 
to land cover (including lake shrinkage) and climate changes. Climate change data include 
simulations from eight downscaled global climate models and three large ensembles of regional 
climate models (50 members each). 
The calibrated hydrological model shows satisfactory performance during both calibration and 
validation periods based on KGE, NSE, R2, Log NSE and bias evaluation criteria. These metrics 
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are selected to assess the model performance in representing the overall changes in the observed 
hydrograph as well as low and high flows. The land cover analyses showed that replacing 
coniferous with deciduous trees will cause changes in the low flow regime during the Fall season. 
Deciduous trees lose their leaves (i.e. lower leaf area index) by late September or early October 
and consequently result in less rain interception. Therefore, larger seasonal streamflow is projected 
for scenarios in which deciduous and mixed forests replace the coniferous forest. Further, lakes 
play a major role in characterizing the low flows of the region with considerable differences in the 
hydrological response of the system with changes in the total lake area. Lake shrinkage results in 
decreases in the monthly mean streamflow throughout the year. The scenario with no lakes in the 
region shows almost zero low flows with reductions in the average streamflow rates.  
Climate change has significant impacts on the hydroclimate factors of this forested watershed. The 
regional climate is expected to be at least 1.5 times warmer than the global mean. Along with 
temperature, precipitation also is projected to be more and make the region a wetter environment. 
However, there is more consistency among climate models about temperature projections than 
precipitation projections and this is occurring in most of the future climate modelling researches. 
Temperature and precipitation are the most important components of a watershed and here in this 
study, the region of interest is projected to experiences a warmer and wetter environment. A 
warmer and wetter climate can change the hydrologic regime from a nival (snow-dominated) to a 
rainfall-dominated system by reducing snowpack (due to less snowfall) and snowmelt shift to the 
earlier time of the year. This can reduce the peak flow during the spring freshet. Analysis of future 
streamflow changes shows reduced annual maximum streamflow and an increase in the annual 
mean streamflow, because of increases in total precipitation. In addition, analysis of the signal-to-
noise ratios using the large ensembles suggest strong signal from external forcing effects starting 
in the 2010s with increasing trends in the future with a sharper increase from 2070s.  
During this study there were a few limitations; 
• The major limitations are related to data availability and uncertainties in measured 
parameters. Additional meteorological datasets within the watershed can improve the 
accuracy of the hydrological model (Singh and Najafi, 2020). 
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• Gauged streamflow data is also limited to only one station in the Batchawana while other 
gauges (i.e. Turkey Lake Watershed) cover a relatively much smaller area. Because of this 
limitation developing more sub-basins and HRUs was not practical and useful. 
• Several ground-based measurements required for this study were not available including 
lake area coverage, soil profile, etc. Remote sensing techniques are used to collect some 
information about lake areas among others. 
• The assumption of water availability percentage in the extracted land cover maps from 
Landsat satellites as lakes’ area would cause some uncertainties.  
To broaden the scope of the study and enhance its reliability and applicability there are a few 
recommendations; 
• The application of radar or satellite precipitation/temperature data (Moazami and Najafi; 
2021; Singh, et al. 2020) can provide more information about the spatial variability of 
precipitation events. This can increase the efficacy of the model. 
• The results of this study can be combined with other process-based and statistical 
techniques (Mehdipour et al. 2018a; 2019b) to improve the performance of the model. 
• Scrutinize the uncertainties associated with hydrological model structure and 
parameterization in land cover and climate change assessments (Ashrafi et al. 2020; M. R. 
Najafi et al., 2011). 
• Generate land cover scenarios using physically-based vegetation growth models under the 
effects of climate change 
• These analyses can be extended to assess the impacts of climate and land cover change on 
floods (Najafi et al., 2021). In particular, it is critical to characterize and distinguish 
between the role of external forcing and internal climate variability in future flood risks. 
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