Abstract. The inverse problem of determining the potential f > 0 in the partial differential equation
Introduction
Inverse problems form a vast and well-studied area within applied mathematics. In the 'information age' we live in, algorithms that successfully solve these problems must be robust to the presence of statistical noise and measurement error. A principled approach to such statistical inverse problems is the Bayesian one, and it has been shown in influential work in the last decade that modern MCMC methodology can be used to construct computationally efficient Bayesian algorithms for complicated non-linear inverse problems in infinite-dimensional settings. This methodology is attractive for scientists because the Bayesian posterior distribution automatically delivers an estimate of the statistical uncertainty in the reconstruction, and hence suggests 'confidence' intervals that allow to reject or accept scientific hypotheses. The literature on applications of Bayes procedures in inverse problems is growing rapidly and cannot be reviewed here, we only mention Andrew Stuart's survey papers [17, 50] and the contributions [13-16, 28, 35, 44, 49] , where many further references can be found.
Algorithms that solve ill-posed inverse problems typically involve a regularisation step, for instance via a penalised variational procedure or a spectral cut-off. In the Bayesian approach this step is provided by the prior distribution, which represents a regularisation tool rather than subjective prior beliefs about the state of nature. A natural question therefore arises as to whether such Bayesian algorithms deliver adequate inferential conclusions that are independent of the prior. If so, one may further ask whether Bayes solutions of inverse problems allow for recovery of an unknown parameter f in a statistically optimal way. Of particular importance in this context is to understand whether 'credible regions' constructed from the posterior distribution are objectively valid, approximate 'frequentist' confidence sets. A paradigm to answer these questions is provided by performing an analysis of the Bayesian algorithm in the 'large sample' or 'small noise' limit, and under the assumption that the data are generated from a fixed 'true' function f = f 0 (instead of f being drawn at random from the prior distribution). That Bayesian inference can be valid in this setting has been well studied in mathematical statistics since Laplace (Chapter VI in [34] ). We refer to the recent monograph [24] and also to Chapter 7.3 in [27] for an account of such 'frequentist consistency results' for nonparametric Bayes procedures in standard statistical models, and to the recent paper [51] and its discussion for results concerning the particular question of nonparametric Bayesian credible regions and their frequentist properties.
For linear inverse problems the theory from Bayesian non-parametric statistics often carries over to the inverse setting, using the singular value decomposition (SVD) of the forward operator and/or conjugacy of Gaussian priors. See the papers [33] , [45] and [3] and also the more recent references [31, 32, 40, 51] . From these results one can deduce objective guarantees for the Bayesian approach, and in fact Bayes point estimates (such as MAP statistics) can be shown to be closely linked to commonly used Tikhonov regularisation or penalisation methods in these inverse problems (see [16] , [28] ).
In the case of non-linear statistical inverse problems, which include many important examples arising with partial differential equations (PDEs), little is known about the frequentist performance of Bayesian methods. For the problem of inferring the diffusion coefficient from noisy observations of the solution of an elliptic PDE, [59] provides some contraction rate results that entail that the posterior distribution arising from certain priors concentrates on a neighborhood of the true parameter f 0 (although the conditions and rates obtained there are far from optimal). Recently it was shown in [43] in a related parabolic problem that Bayesian inference for the coefficients of a scalar elliptic differential operator based on discrete samples of the associated diffusion Markov process can result in optimal posterior contraction rates about the true parameter. A form of weak consistency in this model had earlier been proved by [56] , and a related recent contribution is [1] . While consistency and contraction rates are relevant results, they do not per se justify Bayesian 'credible sets' and related uncertainty quantification methodology. Such guarantees may be derived from more precise Bernsteinvon Mises theorems, which establish that the posterior distribution is approximated by a canonical Gaussian distribution in the small noise or large sample limit. While well understood in the finite-dimensional case [36, 57] , the Bernstein-von Mises phenomenon is more subtle in the setting of high-and infinite dimensional statistical models (see [22] ), and for non-linear inverse problems such results are currently not available: exceptions being [38] where normal approximations of posteriors in Euclidean spaces of increasing dimension are obtained, but under conditions whose suitability for inverse problems is unclear; and also the sequel [42] to the present paper.
This article constitutes an attempt to advance our understanding of the statistical performance of Bayes algorithms for non-linear inverse problems. In view of the importance of inverse problems arising in PDE models (see the various examples in the survey papers [17, 50] ) we study here a basic situation where one wishes to recover a coefficient of an elliptic partial differential operator from an observation of a solution to the associated PDE under some boundary conditions, corrupted by additive Gaussian noise. In fact we shall lay out the theory in a simple 'Laplacian plus potential' situation which comprises all the conceptual difficulties but permits a clean analytic exposition of the main ideas behind the results we obtain. We first derive minimax optimal (within log-factors) rates of posterior contraction about the unknown potential term in L 2 -distance (Theorems 1 and 13). The main contribution of this article however is Theorem 8 which provides an infinite-dimensional Bernstein-von Mises theorem for the posterior distribution resulting from a carefully chosen series prior for the potential term. It is shown that the posterior measure is approximated in a sense to be made precise, by a certain 'canonical' Gaussian measure whose covariance structure attains the statistical information lower bound for this inference problem. As a consequence the resulting posterior parameter inferences are statistically optimal from an objective, information theoretic and asymptotic minimax point of view.
In proving our main result we follow the program put forward in the papers [9, 10] (see also Section 7.3.4 in [27] ) and understand the Bernstein-von Mises problem in infinite-dimensional statistical models as one of showing weak convergence of the (scaled and centred) posterior measure to a fixed Gaussian measure in a function space that is large enough to support the limit distribution as a tight probability measure. The topology of this function space turns out to be weaker than the standard L p -norm that one might otherwise consider, but one can show, again following [9] , that arguments from interpolation theory imply that Bayesian credible sets constructed for these weak norms are valid frequentist confidence sets whose diameter also converges to zero in the stronger L 1 -distance. In summary, our results give some theoretical support for the assertion that the Bayes approach can in principle be expected to provide efficient solutions of non-linear statistical inverse problems, and further that the associated uncertainty quantification can be objectively valid in the large sample/small noise limit. By emphasising 'in principle' we wish to point out though very clearly here that our results should not be construed as giving general guarantees for Bayes solutions of arbitrary inverse problems: Even though our proofs do give a template for obtaining similar theorems in other settings, the details depend strongly on the fact that the inverse problem associated with the Schrödinger equation is in a certain sense 'globally stable' on the parameter space we consider, and that the prior is taken to be supported in that parameter space (see also Remark 9) . Obtaining similar results for different inverse problems or priors requires a careful analysis of various properties of the forward operator and of its linearisation, and it is conceivable that in certain situations the 'information geometry' induced by the forward map may be such that Bernstein-von Mises theorems do in fact not hold true. A comprehensive understanding of these questions for general non-linear problems remains a formidable challenge for future research in this area. 
A statistical inverse problem for the Schrödinger equation
i the standard Laplacian operator, we consider the (time-independent) Schrödinger equation
where g : ∂O → R is a given function prescribing boundary values, and f ∈ C(Ō) is a non-negative 'potential'. For f > 0 and g sufficiently regular, a unique solution u f ∈ C(Ō) to (1) exists and has probabilistic representation in terms of the Feynman-Kac formula
We refer to Section 7.2 below, particularly Proposition 25, for details. In inverse problems terminology, f → u f is the forward map, and the inverse problem is to recover f given u f (and g). If f ∞ ≡ sup x∈O |f (x)| D and inf x∈∂O g(x) g min > 0 then we can apply Jensen's inequality to (2) to obtain
so that given u = u f we can solve for f simply by taking
The potential f models an attenuation of the solution of the Dirichlet boundary value problem for the standard Laplace equation. In physical language, f describes a local 'cooling' of the equilibrium temperature distribution of the classical heat equation, when initial 'boundary temperatures' are given by g. In the theory that follows ∆ could be replaced by a general, strongly elliptic second order partial differential operator with known coefficients, at the expense of mostly notational changes. Recent applications of inverse problems of this kind can be found, e.g., in photo-acoustics [4] or scattering problems [5, 29] .
The question we ask here is how to optimally solve this non-linear inverse problem when the observations are corrupted by statistical noise. The measurement model we consider is
where the w i are independent standard normal N(0, 1) random variables, and the x i are 'equally spaced' approximate lattice points in the domain O. By standard arguments from asymptotic statistics (see [6, 47] or also Section 1.2.3 in [27] ) this discrete measurement model is asymptotically (as n → ∞) equivalent to observing the functional equation
where W is a Gaussian white noise (see Section 7.4 for details) in the Hilbert space
and ε > 0 is the noise level. We will develop the theory that follows in this equivalent 'continuous' model as it allows for a clear exposition of the key ideas. The noise process W belongs to the Sobolev space H η (O) only for η < −d/2 and is not point-wise defined -direct recovery of f from Y by a simple equation such as (4) thus becomes impossible. So while the deterministic inverse problem has an essentially straightforward solution, the statistical one has not: Even though (5) is a standard non-linear Gaussian regression model, the parameter space of admissible regression functions u f carries nontrivial non-linear constraints (since the u f have to be solutions of the PDE (1)), and to deal with these constraints in a statistically efficient way is a non-obvious task.
A principled approach to solve such problems is the Bayesian one, which devises a prior distribution Π for the 'unknown' function f . More precisely, for F ⊆ L 2 (O) some parameter space, we consider f distributed according to Π where Π is some ('prior') probability measure on the trace Borel-σ-field B of F . Then by standard results (see Section 7.4 below), for any u f ∈ L 2 (O) we can define the likelihood function p f (Y ) describing the density of the law P 
As is common in the inverse problems literature, we consider the situation where f has some regularity, say a prescribed number of bounded continuous derivatives on O. We will see how the regularity influences our ability to reconstruct f from Y, g, and we will show that a suitable Bayesian algorithm recovers f in an optimal way in various loss functions, such as L 2 (O) or certain Sobolev norms.
3.
A posterior consistency result
, of length |i| = j i j (not to be confused with | · | otherwise denoting the standard Euclidean norm on R d ), and D i the associated (weak) partial differential operator, the usual Sobolev spaces are defined as
where
When no confusion may arise we will sometimes omit O in the notation, and we take as norm on H α the functional
For α / ∈ N one defines H α (O) by interpolation, see Chapter I.9 in [37] or Section 7 in [2] . We can similarly define the spaces
then all have unique continuous extensions tō O, and we sometimes write C α (Ō) to make explicit that we view such functions as being defined onŌ. The symbol C ∞ (O) denotes the set of all infinitely-differentiable functions on O, and C 0 (O) denotes those elements in C(Ō) whose boundary trace h |∂O = 0 on ∂O.
is the integer part of α, exists and is α − [α]-Hölder continuous. The norm on the space C α (O) is then given by
.
We also need Hölder-Zygmund spaces C α (O), α 0, see Section 3.4.2 in [52] for definitions. One has C α (O) = C α (O), α / ∈ N, (equivalent norms) and the continuous imbeddings C
Attaching a subscript c to any space S(O) will denote the subspace (S c (O), · S(O) ) consisting of functions of compact support in O, and (S K (O), · S(O) ) will denote the subspace consisting of elements of S(O) supported in a subset K ⊆ O.
For α > d/2 and O a bounded C ∞ -domain, the Sobolev imbedding implies that H α (O) embeds continuously into C β (Ō) for any 0 < β < α − d/2 and we further have
for some c = c(α, d, O). The above facts are classical for α ∈ N (see [2] ) and also hold for α / ∈ N by the use of interpolation theory [37, 52] . We also repeatedly use the inequalities
which follow from Remark 1 on p.143 in [52] . On a Hilbert space H we will denote the inner product generating the norm · H by ·, · H . For an arbitrary normed linear space (X, · X ), the topological dual space is X * = (X, · X ) * := {L : X → R linear s.t. |L(x)| C x X for all x ∈ X and some C > 0}, which is a Banach space for the norm L X * ≡ sup x∈X, x X 1 |L(x)|. If µ is a probability measure on some measurable space, then X ∼ µ means that X is a random variable in that space drawn from distribution µ, also called the law
We will sometimes use the symbols , , ≃ to denote one-or two-sided inequalities up to multiplicative constants that may either be universal or 'fixed' in the context where the symbols appear. We also use the standard O P , o P , O, o notation to estimate the order of magnitude of sequences of random variables and real numbers, respectively.
Wavelet bases for L
2 (O). Consider an orthonormal system of sufficiently smooth ('S-regular'), compactly supported Daubechies tensor wavelet basis functions
of the Hilbert space L 2 (R d ), see [18, 39] and also Chapter 4 in [27] . [ We shall in proofs sometimes use the last dilation identity also when l = −1, in slight abuse of notation.] We will use the fact that such a basis characterises elements of classical function spaces on R d by the decay of the sequence norms of wavelet coefficients; for instance
and for some constant C > 0 and all α 0,
with a converse of the last inequality holding as well when α / ∈ N. To be precise, the previous inequalities hold for all α S, where S ∈ N measures the 'regularity' of the wavelet basis used, in particular the Φ 0,r ∈ C S c (R d ). Note that S can be chosen as large as desired. 
of those basic Daubechies wavelets Φ l,m ′ that have support both in and outside O. We refer to Theorem 2.33 (and Definition 2.4) in [53] for details, but record the key properties that for all l and some fixed positive constants c 0 , c 1 , D,
the last property holding as well with Φ 0,r replaced by any derivative D i Φ 0,r , |i| S, of Φ 0,r .
For the above basis any function f ∈ L 2 (O) has orthogonal wavelet series expansion
and we denote by Π V J (f ) the J-th partial sum of this series, equal to the
We next define Hölder-Zygmund type spaces for this wavelet basis as
a definition that makes sense for all values α ∈ R if f is a linear functional whose action f (Π O l,r ) on the {Φ O l,r } is well-defined. The above boundary corrected wavelet basis conveniently retains the multi-scale and orthonormal basis properties in L 2 (O), but may not model the regularity of a function f correctly near ∂O. Describing smoothness of functions near the boundary by decay of wavelet coefficients is a delicate problem that we avoid here. For our purposes it will be sufficient that the spaces C 3.3. Construction of the prior distribution. Since f > 0 is assumed, we seek a prior Π for f that is the law of a 'generic' non-negative random function that possesses enough regularity so that the solution u f of (1) exists for every f ∼ Π. We work with the S-regular wavelet basis (14) of L 2 (O) from the previous subsection, where 0 < s < S is a fixed integer. We then take as prior distribution Π = Π J the law L(f ) of the random function
where, for every l, the (b l,r : r = 1, . . . , N l ) are drawn independently and identically from the uniform distribution
For the prior to be fully adaptive one would have to further model B, s, J by hierarchical priors, but for the results that follow we will restrict to the case where s is given and B an arbitrary but fixed positive constant. The truncation point J ∈ N will be chosen to increase as the noise level ε decreases -thus Π is a 'high-dimensional' prior. The factors 2 −l(s+d/2)l−2 appearing in the weights b l,r imply that a function drawn from the prior lies in a ball of C s (O) almost surely: From (15) and if |i| s < S we deduce that
for some finite constant C(B), hence ϕ is contained in C α (O) for any |α| s, s ∈ N. Since the exponential map is smooth on bounded sets this further implies that
for some finite constant C that depend only on s, B and the wavelet basis used. 'Besov priors' as in (17) have been proposed in inverse problems settings before, see [15, 35, 45, 49] , particularly [49] studies such series priors with uniformly distributed coefficients in related PDE-type inverse problems. Other priors than (17) may be of interest, for instance those where b l,r are drawn from a Gaussian or Laplace distribution. The mathematical techniques we develop in the present paper apply in principle to such priors too, however the assumption that Π is supported in a fixed ball of C s (O) is used crucially in many places in our proofs, and cannot easily be relaxed. Generalising our results to priors with unbounded coefficients b l,r remains a challenging open problem for future research.
A contraction theorem in L
2 and in Sobolev norms. Our first result states that the posterior distribution is consistent in that it concentrates around any 'true' function f 0 that generates equation (5), and we quantify the 'contraction rate' in L 2 in terms of the smoothness s of f 0 .
To reduce technicalities related to boundary issues we restrict to functions as l → ∞. We will strengthen this decay assumption slightly to (19) sup
to exactly match the decay of the coefficients b l,r in the wavelet prior (17) -this is equivalent to assuming some additional Hölder-regularity of ϕ 0 on the logarithmic scale. We will also assume s ∈ N for simplicity. Finally, and without loss of generality, we realise g = g |∂O as the boundary trace of an element of C s+2 (Ō). We then have the following contraction result. (17) with J ∈ N such that 2 J ≃ ε −2/(2s+4+d) , and let Π(·|Y ) be the resulting posterior distribution (6) arising from observing (5) 
is the law of Y = u f 0 + εW, then for all M large enough and γ = s/(2s + 4) we have as ε → 0 that
, the standard interpolation inequality for Sobolev norms (see (52) below) further implies the contraction rates (20) Π
with γ ′ = (s − α)/(2s + 4), which by the Sobolev imbedding (any α > d/2) also implies a contraction rate in the uniform norm · ∞ .
Except for the log-factor, the rates obtained in Theorem 1 are optimal, as the following proposition shows. Removal of the log-factor is possible by more sophisticated prior choices, but for the main results of this article that follow, this will not be relevant. Inspection of the proof of this proposition reveals that the minimax convergence rate ε (2s−2α)/(2s+4+d) improves by a at most a power of log(1/ε) if assumption (19) is also imposed on f , and also that in case α = 0, L 2 -loss can be replaced by L p -loss for any 1 p < ∞. Moreover the lower bound for the minimax rate can be shown to remain valid when f is such that log f has compact support in O.
Information Geometry
While Theorem 1 is already quite satisfactory in that it shows that the posterior concentrates near the 'true' value, we may hope that the posterior distribution reveals more precise information about f 0 . This will ultimately be formalised by proving a Bernstein-von Mises theorem in a suitable function space, showing that the posterior distribution is approximated by a canonical Gaussian distribution with a covariance structure that is 'minimal' in an information-theoretic sense. In the language of asymptotic statistics [30, 36, 57 ] the structure of this covariance is determined by the 'LAN'-expansion of the log-likelihood ratio process, which we obtain now for the observation scheme (5) considered here. From it we can then construct the Gaussian measure that has to appear as the limit of the scaled and centred posterior measure.
4.1. Score operator and LAN expansion. We start with the following simple lemma which is a standard application of equation (115) in the Appendix.
Since G is non-linear we next have to find a suitable linear approximation to G(f )−G(f +h) for a small perturbation h of f . In statistical terminology this amounts to finding the 'score operator' of the model. The following proposition shows that this score operator can be understood as the solution operator for an inhomogeneous Schrödinger equation (22) (see Section 7.2 for existence of its solutions and further details). The remainder terms of the linear approximation can be controlled in a 'weak' norm that we define now: we introduce the functional
* generates a strictly weaker topology than the norm of L 2 (O), a fact that will be crucial in our proofs. We also write
This accommodates the fact that the Sobolev space H 2 (O), which plays a key role for regularity estimates of solutions of the Schrödinger equation, embeds into C(O) only when d < 4.
Let f, h further be such that
Moreover the score operator DG f satisfies the estimate
where the constant c 2 depends only on upper bounds for
Proof. Let us write u = u f and u h = u f +h in slight abuse of notation, in this proof. Then in O we must have
Thus if v h solves (22) then
with zero boundary condition on ∂O. Lemma 24, specifically (104) below, and definition (21) now imply that
Using (10) when d < 4 gives ϕv h H 2 c ϕ H 2 v h H 2 whereas for d 4 we use (11) and have to replace v h H 2 by v h C 2 in the last inequality. Finally since v h solves (22) , by the regularity estimates in Lemma 24 with β = 0 and since
proving the first claim. Inequality (23) now follows similarly, using the definition of DG f and again Lemma 24, (11) and the bound on u f C 2 .
We immediately obtain the path-wise LAN expansion for the log-likelihood ratio process.
and the LAN-norm is given by
Proof. Just combine Lemma 3 with Proposition 4 and notice that
by Markov's inequality.
4.2.
Information bound for one-dimensional subproblems. To apply the general theory of statistical efficiency (see Section 7.5 in the appendix for a review) for estimating a linear functional Ψ(f ) of f at f 0 we need to find the Riesz-representer of such a functional for the LAN-inner product ·,
. We restrict to functionals of the form Ψ(f ) = f, ψ L 2 for some fixed compactly supported function ψ. Using the results about the f -Green operator V f for the Schrödinger operator S f from Section 7.2 we have
we know from Proposition 25 and (3) that u f 0 c > 0 onŌ, and if also s > 2 then the chain rule further implies 1/u f 0 ∈ C 4 (O). As a consequence for any
which has the point-wise representation
and hence is also compactly supported in O. Then for all h ∈ C(Ō), Proposition 22 implies
so that Ψ is indeed the Riesz-representer. From the results in Section 7.5 with H = C s (Ō) and again Proposition 22 it now follows that the information lower bound for estimating
) from Section 4.2, and for S f 0 the Schrödinger operator from Section 7.2, we define the centred Gaussian process (29) (X(ψ) :
By Kolmogorov's consistency theorem (Section 12.1 in [19] ) this process defines a probability measure N f 0 on the cylindrical σ-field of R C ∞ c (O) . In the Bernstein-von Mises theorem that follows we will want to prove weak convergence in probability of the centred and scaled posterior measure towards N f 0 in a suitable Banach space. The notion of weak convergence we will employ below naturally requires tightness of the limit law, and we thus first investigate when the measure N f 0 extends to a tight Gaussian Borel probability measure in the scale of dual spaces (C
A) For any α > 2 + d/2, the law N f 0 induced by the Gaussian process (29) defines a tight Gaussian Borel probability measure on (C
To be precise, the proof of Part A) shows that the process (29) has a version that acts linearly on C ∞ c (O), and that the cylindrical law of that linear version on (C
In Part B), the proof implies that for any version of (X(ψ)) and α < 2 + d/2, the norm sup ψ: ψ C α c (O) 1 |X(ψ)| = ∞ almost surely. For α > d/2 the measure N f 0 is tight and thus the results in Sections 4.2 and 7.5 imply that its covariance structure represents the information lower bound for estimating f in
* , based on observations from (5). One may investigate the limiting case α = 2+d/2 further, but this requires the introduction of a 'logarithmic scale' to measure smoothness of functions, and we abstain from doing so for ease of exposition. Note that one may also show that N f 0 is not tight when α = 2 + d/2, see Remark 12.
A Bernstein von Mises theorem in (C
We now turn to the main result of this article which gives an infinite-dimensional normal approximation of the posterior distribution arising from the prior (17), in the small noise limit ε → 0. The following condition on the prior and on f 0 will be employed. It requires f 0 to be an 'interior' point of the support of the prior (17) -just as in the finite-dimensional situation a Gaussian approximation of the posterior distribution cannot be expected when the 'true value' lies at the boundary of the support supp(Π) of Π, see also Remark 9.
Suppose the prior Π arises from (17) with J ∈ N chosen such that 2
, and is based on a S-regular wavelet basis,
Again, the restriction to s ∈ N is just for convenience and could be removed at the expense of introducing further technicalities in the proofs.
We will interpret the (scaled and centred) posterior distribution Π(·|Y ) of the random function f |Y as the law of the stochastic process (30) (
is well defined as a Bochner integral, see, e.g., p.68 in [27] ). As ε → 0 the conditional laws of these stochastic processes will be shown to converge weakly to the law N f 0 of the Gaussian process X from (29), uniformly in the collection of functions {ψ :
1}, with P Y f 0 -probability approaching one, whenever α > 2 + d/2, and for any compact subset K ⊆ O. Since both processes induce a linear action on C α K (O) this is equivalent to weak convergence in probability of the induced probability measures
To make these notions of convergence rigorous, recall that a sequence of probability measures µ n on a metric space (S, ρ) converges weakly to µ, or µ n → L µ, if S F dµ n → S F dµ for all bounded ρ-continuous functions F : S → R. Whenever µ is tight then this notion of convergence can be metrised by the bounded Lipschitz (BL) metric (31)
see [20] , Theorem 3.28. It is therefore natural to say that a sequence of random probability measures converges weakly in probability to some tight limiting probability measure if their BL-metric distance converges to zero in probability. This definition is easily seen to be independent of the metric for weak convergence that is used. We refer to Section 7.6 for some basic facts about this notion of convergence.
Theorem 8. Let prior Π and f 0 satisfy Condition 7 for the given s > 0, and let Π(·|Y ) be the posterior distribution (6) resulting from observing (5) with 
* induced by the stochastic process (30) , and where N f 0 is the tight Gaussian Borel probability measure on (C
* constructed in Proposition 6. In particularf is an efficient estimator of f 0 : as ε → 0 and under P
Remark 9. From the point of view of weak convergence towards N f 0 , the condition α > 2+d/2 would be sufficient (and necessary) in the above theorem, see Proposition 6. The stronger condition α > 2 + 3d/2 is, however, required in Theorem 8 for the prior constructed in (17), and we wish to give some intuition for this fact: In statistical models with a parameter space of fixed finite dimension, it is well known that the Bernstein-von Mises theorem does not hold when the true parameter lies at the boundary of the support of the prior. When proving Bernstein-von Mises theorems in high and infinite dimensions, this phenomenon becomes 'quantitative' -this was already observed in [7, 10] where priors with 'heavy tails' were required to obtain sub-Gaussian approximations of posterior distributions. In the non-linear inverse problem setting here, the prior (17) strongly regularises the potential f to lie in a fixed ball of C s (O). As a consequence the 'stability estimate' induced by (4) holds globally in the support of the prior (see the proof of Lemma 14), ensuring consistency of Bayesian inversion (Theorem 1). This choice of prior, however, also limits the directions ψ along which
|Y is approximately sub-Gaussian by requiring ψ to be sufficiently well aligned with the support ellipsoid described by the prior (see the 'change of measure' argument in the proof, particularly in the construction of admissible 'interior' directions in Lemma 19) . While α > 2+3d/2 appears necessary for the prior (17) , it remains an intriguing open question whether the condition α > 2 + d/2 can be attained by other priors.
Some applications to uncertainty quantification.
A key consequence of a Bernstein-von Mises result is that the uncertainty quantification provided by the posterior distribution for the parameter f is optimal in a frequentist, prior-independent, sense, if the credible sets are constructed for the norm in which the normal approximation to the posterior holds.
To start with a simple example, suppose ψ ∈ C α c (O), α > 2+3d/2, is a fixed 'test' function (ψ = 0 to avoid triviality) and our target of statistical inference is the scalar quantity Ψ(f ) = f, ψ L 2 . We can use the induced posterior distribution Π ψ (·|Y ) ≡ Π(·|Y ) • Ψ −1 to construct a prescribed level 1 − β credible set for Ψ(f ) by taking
The Bernstein-von Mises and continuous mapping theorems now imply that the law of
The following corollary implies that the posterior credible set C ε is an efficient frequentist confidence set for the parameter Ψ(f ).
Corollary 10. The frequentist coverage probability of C ε satisfies
The above result immediately generalises to fixed non-linear but differentiable functionals Ψ of f , arguing just as in Section 2.3.2 in [9] .
For the proof of the previous corollary one would not require the full strength of Theorem 8. But the infinite-dimensional approximation is required to demonstrate that also the uncertainty quantification provided by the posterior distribution for the entire parameter fby intersecting all admissible linear constraints in (33) 
where β > 0 is some fixed significance level, and α > 2 + 3d/2 is arbitrary, then one can prove the following result.
Corollary 11. The frequentist coverage probability of C ε from (34) satisfies
, and as ε → 0 the quantile constants satisfy
Although the credible ball (34) is constructed in the weaker topology of (C α K (O)) * , its diameter can be shown to converge to zero in probability at rate ε 2(s−d−κ)/(2s+4+d) , for every κ > 0, also in the much stronger f L 1 (K) = K |f | -norm (where the Bernstein-von Mises theorem does not hold), for any strict compact subsetK K. This can be proved by noting that the L 1 (K)-norm can be bounded via interpolation between the bounded support of Π(·|Y ) in C s (O) and the convergence rate in (C α K (O)) * . See [9, 10] and Section 5 in [46] for more discussion of this 'multi-scale' phenomenon.
6. Proofs 6.1. Proofs of Propositions 6 and 2. To prove Proposition 6A), let
The metric entropy estimate (35) log N({ψ :
for some constant c > 0, combined with (112), α > 2 + d/2, and Proposition 2.1.5 and Theorem 2.3.7 in [27] imply that X defines a tight Gaussian Borel random variable in the space of bounded and uniformly d-continuous functions on the unit ball of C α K (O). That a version of X exists that acts linearly on C α K (O), thus defining an element of (C α K (O)) * , follows from the proof of Theorem 3.7.28 in [27] and linearity in ψ of the covariance in (29) .
* is proved in the same way by replacing O with a ball contained in K. By the continuous imbeddings C
′ > α, it suffices to prove the result for α = 2 + d/2 − ǫ for every ǫ > 0 small enough. Suppose to the contrary that
then by separability of the unit ball of C α c (O), α > 2, for the covariance metric d of N f 0 (cf. (35) and (112)), and by Proposition 2.1.12 and Theorem 2.1.20 in [27] , X ∼ N f 0 must satisfy E X (C α c (O)) * < ∞, which we will now lead to a contradiction. If V f 0 denotes the inverse Schrödinger operator from Section 7.2, and if X ∼ N f 0 then by Proposition 22 the Gaussian process X defined by the action
has the law of a standard Gaussian white noise W. Using Proposition 22 again
under the maintained assumptions (Section 7.2), that the supremum of the standard white noise process W on balls in C α c (O) (α = 2 + d/2 − ǫ, ǫ < 2) is bounded in expectation by a fixed constant (use Proposition 27C and (95)), and where we have taken h = 2hu f 0 / h u f 0 C α and used 2 h u f 0 C α κ by (11) .
We complete the proof by showing
as follows: For every j ∈ N there exists a small positive constant c ′ 0 and c ′ 0 2 jd = n j many Daubechies wavelets (Φ j,r : r = 1, . . . , n j ) that have disjoint compact support within O (Section 3.2). Let b m,· be a point in the discrete hypercube {−1, 1} n j and, for κ ′ small enough chosen below, define functions
The interior wavelets Φ j,r are all orthogonal to the boundary wavelets, thus
and since by after (13) the wavelet norm · C α,W is equivalent to · C α on such (h m )'s (we can assume α / ∈ N by choice of ǫ), the h m 's are all contained in {h ∈ C α c (O) : h C α 1} for κ ′ small enough. Conclude that the supremum in (36) is lower bounded by
The Gaussian process (W(h m ) : m = 1, . . . , 2 n j ) has covariance metric
The ∆Φ j,r all have disjoint support and thus, when normalised by
. Thus the last term equals, by Parseval's identity
for m = m ′ in the separated set. By Sudakov's lower bound (Theorem 2.4.12 in [27] with ε there chosen as ε = c ′ 2 j(2−α) ) we then have
which for α < 2 + d/2 can be made as large as desired as j → ∞, completing the proof.
Remark 12. A slightly more involved version of the above argument also shows that N f 0 cannot be tight in (C α c (O)) * in the boundary case α = 2 + d/2, as this would force the Gaussian process X indexed by the unit ball in C α c (O) to be sample continuous for its covariance metric (arguing as in Proposition 2.1.7 in [27] ). The above Sudakov' lower bound argument can then be refined (using Corollary 2.4.14 in [27] ) to also cover α = 2 + d/2.
We finally turn to the proof of Proposition 2: The upper bound follows from Lemma 14 with η ≃ ε (2s+4)/(2s+4+d) when α = 0 -since one may take v D 2 in that Lemma we can integrate tail probabilities to also bound the expected risk. The case of general α then follows from (52) below. For the lower bound we apply the general Theorem 6.3.2 in [27] and arguments akin to those used in the proof of Proposition 6B) just given. We assume that g = 1 on ∂O and that B is large and f min small enough (chosen below), the general result requires only minor modifications. Letḡ be a smooth function such thatḡ 1 onŌ and let g 0 be the smooth solution to the Poisson equation ∆g 0 =ḡ on O with Dirichlet boundary conditions g 0 = 1 on ∂O (a unique such solution exists by Theorem 6.14 in [25] ). Sinceḡ 1 on O and g 1 on ∂O the maximum principle for harmonic functions (Theorem 2.3 in [25] ) implies that also g 0 1 onŌ. Now define functions
where h m is as in (37) but with α there replaced by s + 2, and M j as before (38) . Arguing as after (37) , the u m are contained in a ball of C s+2 (O) of radius g 0 C s+2 + cκ ′ , c > 0, and for κ ′ small enough both u m and ∆u m =ḡ + ∆h m are positive and bounded away from zero on O. Setting 2 j ≃ ε −2/(2s+4+d) and since the KL-divergence in (5) equals ε −2 times the squared L 2 -distance (eq.(6.166) in [27] ), given ǫ > 0 we can choose κ ′ small enough so that
verifying eq.(6.103) in [27] . Observe next that the f m = Theorem 13. Let Π = Π ε be a Borel probability measure supported on a measurable subset
Let Π(·|Y ) be the resulting posterior distribution (6) arising from observing (5) with
be the law generating Y = u f 0 + εW for fixed f 0 ∈ F . Let η = η ε be a sequence satisfying
for some constantsc, C > 0 and all ε small enough. Then there exists a finite constant M depending only onc,
Proof. Proposition 25 implies that for each f ∈ F a unique solution u f to (1) exists, and that {u f : f ∈ F } is bounded in H s+2 (O). We apply Theorem 28 below with F = F ε and its trace Borel-
and η ε =η ε /c where c is the constant from Proposition 25B, so that (39) gives
verifying (117) in Theorem 28 with C ′ = Cc 2 . Thus if we can construct tests Ψ(Y ) such that
for M large enough, respectively, then the result will follow from appropriate choices of η * ε , d(·, ·) in Theorem 28. We achieve this by first constructing an estimator for u f from which we obtain a plug-in test for f , using also (3) and the resulting identification equation (4) . The estimate of u f is obtained as the non-parametric least squares (or maximum likelihood) estimator u obtained from maximising the log-likelihood function (cf. (115))
Here D ′ is chosen large enough so that {u f : f ∈ F } ⊆ U g . By the Sobolev imbedding
′ } is easily seen to be closed for the · ∞ -topology and since limits u of uniformly convergent sequences in U g necessarily must satisfy u = g on ∂O, we deduce that U g is also closed and hence a compact subset of C(Ō). Next, the L 2 -metric entropy of the bounded subset U g of H s+2 (O) can be shown (Chapter 3 in [21] ) to be at most
Since s + 2 > d/2 the square-root of the L 2 -metric entropy is γ-integrable at zero and Proposition 2.1.5 and Theorem 2.3.7 in [27] imply that the real-valued maps u → u, W L 2 and then alsol(u) define Borel random variables in the space of L 2 -continuous functions on U g . Thus, using Exercise 7.2.3 in [27] a (measurable) maximiser u ∈ U g ofl(u) over U g exists almost surely. We now derive its rate of convergence to u f , initially in L 2 (O)-distance, using 'peeling' techniques commonly used in M-estimation [54, 55] . We have for all f ∈ F and D 0 large enough,
where R = R(D ′ ) < ∞. Now using the metric entropy bound for Gaussian processes (96) and (43) we have for all σ > 0 that E sup
For choices σ = σ r ≡ 2 r+1 D 0 η ε , r 0, using η ε cε (2s+4)/(2s+4+d) and for D 0 large enough, we have
2 /(16ε) and thus, using the Borell-Sudakov-Tsirelson inequality (Theorem 2.5.8 in [27] ), the sum in (44) can be bounded by
Pr sup
where c ′ = c ′ (R), L > 0 are fixed constants. Since both u, u f are contained in a ball of H s+2 (O) of radius D ′ , what precedes and the interpolation inequality (52) imply
for a fixed constant c ′′ > 0, which by the Sobolev imbedding, for d/2 + 2 < α < s + 2 also implies a convergence rate in · C 2 (O) -norm
Now recall (4) and define
which defines a random variable in C(Ō).
Lemma 14.
For every v > 0 there exist c 0 > 0 small enough and D 2 , D 3 large enough such that for allD D 3 and η ε as in the theorem, we have, for all f ∈ F ,
Proof. If B is the event whose probability we want to bound we can write (47) we see that (3), (4) imply on
, the last term can be further bounded by
using Green's identity ( [25] , p.17) twice, that both h and u − u f have vanishing boundary traces 0 and g − g = 0, respectively, and the Cauchy-Schwarz inequality.
Summarising we conclude from (45) that for every v we can findD and D 0 large enough so that
which completes the proof of the lemma by the union bound.
The usual plug in test (Proposition 6.2.2 in [27] ) defined by
forD a large enough constant, and likewise with (
, gives
and also, for M large enough and f in the alternative (40) We finally turn to the verification of (39) for priors featuring in Theorem 1.
Proposition 15.
Under the conditions of Theorem 1 and given C > 0, we can chooseL large enough such that the prior (17) with J such that 2 J ≃ ε −2/(2s+4+d) satisfies (39) for the choice η ε =L log(1/ε) · ε (2s+4)/(2s+4+d) .
As a consequence
is the posterior contraction rate about f 0 in L 2 , and in (H 2 0 ) * we obtain the contraction rate η ε , both up to multiplicative constants.
Proof. The prior (17) defines a Borel probability measure on V J and thus on the class F from Theorem 13. As a consequence of (18) the functions ϕ, ϕ 0 and then also e
Thus, using also (11) we have 
. Then using Parseval's identity and the Cauchy-Schwarz inequality, we can estimate the dual norm by
where we use (12) and (19) . Now introducing 'true' coefficients
and if U is a uniform U(−1, 1) random variable and the u l,r ∼ i.i.d. U(−B, B), then using
Jd and what precedes we can lower bound, forL large enough,
completing the proof.
) * norm and r ε the corresponding contraction rate, then the proof of Theorem 1 via Theorem 28 actually implies that as ε → 0, for some c > 0,
6.3. Proof of Theorem 8. The proof is organised in a sequence of steps, and the main strategy is to prove the Bernstein-von Mises theorem via simultaneously controlling the Laplace transform of a collection of suitably regular linear functionals, an approach inspired by the papers of Ismaël Castillo and co-authors [7] [8] [9] [10] [11] . Of course a main challenge is to make this proof work outside of the basic LAN models considered in the references just mentioned, namely in the PDE setting considered here. However, even disregarding the different LAN structure, our proof needs to confront several new challenges when compared to the above papers: our prior has a boundary and hence using the 'perturbation of the likelihood function' approach employed in [48] , [11] , [10] needs some adjustments near the boundary. Moreover, our prior is supported in a s-regular Hölder wavelet ellipsoid that is asymptotically smaller than the ellipsoids considered in [10] , which puts stronger constraints on the admissible directions one can choose when constructing perturbations (see also Remark 9).
Step I: Localisation of the posterior near f 0 .
We have from Proposition 15 that as ε → 0,
From (18) we know f C s (O) ≤ C ′ for any f = e ϕ and so both prior and posterior are supported in a fixed ball of
we have f − f 0 H s D for some fixed constant D and recalling the standard interpolation inequality for Sobolev norms (see [37] , Remark 1.9.1 on p.44)
, 0 < α < s, we also obtain for all M large enough andγ =γ(γ, s, α) > 0 that, as ε → 0,
we can apply the Sobolev imbedding theorem to deduce
. which also implies a contraction rate in the uniform norm · ∞ .
Since all f ∈ supp Π and f 0 are bounded and bounded away from zero on O, the · L 2 and · ∞ contraction rates extend to ϕ = log f around ϕ 0 = log f 0 , by simply using the estimate ϕ − ϕ 0 f − f 0 for these norms. The (H 2 0 ) * -rates carry over too: To see this, notice that on the events in (54) with β = 2 < s − d/2 we have f − f 0 C 2 → 0 and then also (f − f 0 )/f 0 C 2 → 0, so that using the Taylor expansion of the logarithm we also have
O) and hence, after dividing and multiplying by gw H 2 c g H 2 w C 2 via (11), the result follows noting also that g ∈ C 0 (O) implies gw ∈ C 0 (O).
For a fixed constant M to be chosen, let us now define the event
where, for some η = η(s, γ) > 0 and 0 < ξ/2 < s − 2 − d/2 small enough,
By increasing the constant M toM we also obtain
which is obvious for i = 1, 3 and follows also for i = 2 by just applying the argument in (55) (58) sup
where the supremum extends over all measurable sets B in supp Π.
Step II: Construction of the perturbation f τ .
1, we now construct a suitable perturbation f τ of f ∈ supp Π -an asymptotic expansion of the log-likelihood ratio ℓ(f ) − ℓ(f τ ) obtained in the next step will be a key element of our proof. For such ψ define
with Ψ as in (25) . From the representation (26), Proposition 25A), the definition of the C α -norms and the hypotheses on f 0 , g which imply that u
for some finite constant c > 0. Thus from Proposition 26 and (16) (60)
The last estimate is true also in the more delicate case −2 + d/2 < 0, as follows from (26) and the inequalities (110), (111) in Proposition 27 below. For f ∈ supp(Π) the perturbation will be
(with a slight abuse of notation when τ = 0) where τ is defined as follows: Let J be the cutoff parameter of the prior, and for
to be the linear span of those wavelet basis functions (Φ
with, for γ 1 > 0 small enough chosen below (depending on γ),
2s+4+d .
[The second summand in the perturbation (62) is different from the perturbations used in previous proofs of this kind [10, 11, 48] . It will be useful to deal with the boundary of the support of the prior in Step IV below, and was used in a related context of nonparametric maximum likelihood estimation over parameter spaces with boundaries in [41] .] The projection Π W L is a bounded operator for all the norms introduced after (56) , that is,
for some fixed finite constant W 1. This is clear for i = 1 and also follows easily also for i = 2, 3, proceeding as in the corresponding proofs for wavelet bases of L 2 (R d ) ( [18, 27, 39] ) and making use of (15) 
for all γ > 0 and likewise, using (15) and (60), for every i,
. Now since ϕ, ϕ 0 are all bounded functions we conclude that τ ∞ → 0 as ε → 0, and thus also
We have likewise that
since the above and the assumptions on f, f 0 , ϕ, ϕ 0 imply that f
O) and hence by (11) the functions
are bounded in H 2 (O).
Step III: Expanding the likelihood in the Laplace transform. (25) . Let t > 0 and f τ as in (61), (62) for any
is the posterior distribution arising from the prior Π restricted to the set D ε from (56) with M chosen as before (58), and if DG f 0 is the score operator from Lemma 4, then for all t ∈ R,
(1) uniformly in |t| T for any T and in ψ ∈ C(b) ≡ {ψ ∈ C Proof. We have from (6) and recalling ℓ(f ) = log p f (Y ) that for all t ∈ R,
The main technical work to follow now is to obtain a sharp asymptotic expansion of ℓ(f ) − ℓ(f τ ) that is uniform in f, ψ. To do this, we need to start with two linearisation steps, the first takes care of the non-linearity of the forward operator G, and the second of the exponential nature of our perturbation f τ , ultimately leading to (76) below. A: Linearisation of the G operator: Using Lemma 3 and Proposition 4 to expand both G(f ) = u f and G(f τ ) = u fτ about G(f 0 ) = u f 0 -from (66) and definition of the prior we know that f, f τ , f 0 are all bounded in C s (Ō) and bounded away from zero -we obtain the approximation, for f ∈ D ε ,
where for some c > 0,
and where the stochastic remainder term is given by
with w(f, ψ) described below.
For the first term in the bound for R(f, ψ) let us first assume d < 4: then on D ε (cf. (57)) the inequality
holds since s > d/2. Also from (67), (68) we know
and bounding the 'cross term' similarly. When d 4 then the · L 2 -norms have to be replaced by · ∞ -norms in the above estimates, resulting in slightly worse convergence rates on D ε and the requirement s > d in place of s > d/2.
For the stochastic term N(f, ψ) we notice that w(f, ψ) = w f,ψ − w (24)) the inhomogeneous Schrödinger equation
s.t. w = 0 on ∂O, and where V f denotes the inverse Schrödinger operator from Section 7.2.
Recalling (56) and (65) 
balls of radius η, and if σ sup w∈W w L 2 then (96) below applies to the Gaussian process { W, w L 2 (O) : w ∈ W} which is sub-Gaussian for the metric
We see from Proposition 25 and Lemma 23 that
a bound that will be seen to converge to zero at a polynomial rate in ε, uniformly in w ∈ W. By basic calculus (cf. p.190 in [27] ) we can thus bound (74) up to constants by sup f ∈Dε,ψ∈C(b) 2 Jd/2 f − f 0 L 2 τ ∞ log(1/ε). Next we turn to suprema of the Gaussian pro-
Using again the results from Section 7.2 we have w
so that repeating the arguments from above we obtain
Using the definition of τ and that s > 2 + d/2 + ξ/2,
the same bound with f − f 0 L 2 replaced by δ ε ϕ − ϕ 0 L 2 , and using (66) with β = 0 in
and in ε2
Jd/2
All the preceding bounds being uniform in f, ψ we obtain sup f ∈Dε,ψ∈C
(1).
Using the above estimates for R(f, ψ), N(f, ψ) the LAN expansion (71) now simplifies to
(1) uniformly in f ∈ D ε , ψ ∈ C(b), for any γ > 0.
B: Linearisation of the exponential perturbation
We now linearise f τ − f = f (1 − e τ ) in τ . Since τ ∞ → 0 as ε → 0 we assume τ ∞ < 1/2 in what follows. We have
Thus from (23) and the triangle inequality we deduce
L 2 ) which we shall use in the following estimates: First, for term II in (75) we have
using the definition of τ in (62), (65), (66) and s > 2 in the bounds
and noting that the term involving δ ε (ϕ − ϕ 0 ) in place of f − f 0 is of even smaller order of magnitude on D ε . Similarly
,
Finally for the stochastic term I we have
and we apply arguments as above (74) to the Gaussian processes
In both cases by L 2 -continuity of DG f 0 (see (23) ) and the properties of f τ , τ we can bound
is o(1). So overall we obtain that (75) (and then (71)) becomes
C: Completion of the expansion (critical terms):
Now recalling (62) the right hand side of (76) can further be rewritten as
For term A we need to bound the supremum of the Gaussian process
and thus arguing as after (74) we obtain E sup
Jd/2 log(1/ε) which combined with previous bounds and Proposition 4 gives
uniformly in f ∈ D ε for every γ 1 > 0. Likewise we see that C = o P (1) since for every γ 1 > 0,
and B = o P (1) follows too as B is stochastically smaller than C thanks to the extra δ ε factor. The last step is to pass L → ∞ in the three main terms in (77). We recall from Step II that ψ ∈ C K (O). For l large enough the boundary corrected wavelets do not intersect with the support K of ψ and the dual norm of (H 2 ) * is thus estimated by the dual norm of (H 2 (R)) * , just as in (50); we thus have, under assumption i) of Theorem 17 with L = J, and by (11), (60) that
By (25) we have that
(O) and has covering numbers bounded by Proposition 27C. Moreover by L 2 -continuity of DG f 0 and arguing as before (74), the covering numbers of {DG f 0 [f 0 Π W J ψ] : ψ ∈ C(b)} are bounded by those of a ball in a c 0 2
Jd -dimensional space. The class of differences of such functions then has covering numbers bounded by the product of the covering numbers of each class, and using (95) and also (78) to bound σ we have, for any γ > 0,
Finally using again the previous estimate for
finishing the proof under assumption i). Under assumption ii) the proof of the last step proceeds analogously, with the previous estimates for Π W J ψ − ψ 2 (H 2 0 ) * replaced by the hypothesis featuring in Theorem 17ii).
To conclude, since f 0 ψ = − Ψ the LAN expansion (77) becomes
(1) uniformly in f ∈ D ε and ψ ∈ C(b). Now using (27) we have
and we can insert (79) into (70) to obtain
Rε completing the proof.
Step IV: Change of variables. We now analyse the ratio of high-dimensional integrals appearing on the r.h.s of (81).
Proposition 18. For every γ > 0 and γ 1 (appearing in the definition of δ ε in (63)) satisfying 0 < γ 1 < 2γ we have for the perturbation f τ from (61) and any integer L J, as ε → 0
uniformly in |t| T for any T and in ψ ∈ C(b) from Theorem 17, and where
Proof. Let us writel(ϕ) = ℓ(f (ϕ)) when viewing the function ℓ(f ), f = e ϕ , as a map of ϕ. Thus ℓ(f τ ) =l(ϕ + τ ), and so
where π is the law of ϕ = log(f ), f ∼ Π, and where in what follows, in abuse of notation, the integration domain D ε is viewed interchangeably as a set of f 's or of ϕ's. By definition of the prior Π and (15) the dπ-integrals are product integrals over hyper-ellipsoids
with each marginal distribution being the uniform distribution on the intervals
By definition of τ in (62) we have the orthogonal decomposition
thus the perturbation τ affects only the subspaces W L in the support of the prior, and in these subspaces it equals a convex combination of points ϕ in the support with the point p( ψ) which, as the next lemma shows, is also contained in supp(π).
Lemma 19. Let L J and ψ ∈ C(b), |t| T . Then for every γ > 0 and 0 < γ 1 < 2γ we have that p( ψ) ∈ supp(π) for all ε small enough.
Proof. By Condition 7 we know that ϕ 0 is an interior point satisfying
for some ǫ > 0 and all l, r. Thus to show that p( ψ) ∈ supp(π) it suffices to verify that
for all l J, r. Using (60) we check that for our choice of δ ε , J and γ > γ 1 /2,
We deduce from the lemma and (84) that by convexity of supp π we must have ϕ + τ ∈ supp(π) too. If π τ denotes the law of ϕ + τ then obviously on V J \ W L we have π τ = π and for the marginal coordinates of the subspace W L the densities of the law π τ with respect to the law π equal the constant (1 − δ ε ) −1 on a strict subinterval I l ⊆ I l (they are the densities of (1 − δ ε )U + δ ε p for U a uniform random variable and p a constant). The density of the product integrals is then also constant and on the support of π τ given by as ε → 0 for any γ 1 > 0. We can thus write the l.h.s. of (82) as
completing the proof of the first identity in the proposition. Renormalising by F e ℓ(f ) dΠ(f ) the last ratio equals
-probability (Step I above), completing the proof.
Step V: Convergence of finite-dimensional distributions
which in view of Proposition 6 and the results from Section 4.2 define the random variable * , let µ k be the distribution of the random vector (Z(ψ 1 ), . . . , Z(ψ k )) in R k . Then for β = β R k the bounded-Lipschitz distance for weak convergence of probability measures on R k and every fixed k ∈ N, we have
Proof. In view of (58) and since the total variation distance dominates any metric for weak convergence, it suffices to prove the result for Π(·|Y ) replaced by Π Dε (·|Y ). We first need
, and let D ε,τ be as in Proposition 18. Then we have, as ε → 0 and in P Y f 0 -probability, 
Then by (84) we have
so it remains to show that e ϕ * is indeed in D M ε . To achieve this we need to show ϕ * ∈ supp π and that the · (i) -norm inequalities in (56) are satisfied. Sinceφ ∈ V J we have
and the second term is less than
M 0 /8W ε and using (64). For the first we use (64) once more and have for δ ε and ε small enough
, by definition of ψ. Finally we also have ϕ * ∈ supp Π: this is clear for l > L as then ϕ * =φ, and also for l L since then, using Condition 7 and ψ ∈ L 2 in view of S > 4,
for ε small enough, using thatφ ∈ D
) and the hypothesis on L. This proves the first claim of the lemma. For the second we can renormalise both numerator and denominator by F e ℓ(f ) dΠ(f ) to obtain (89)
We now are ready to combine this lemma for the choice 
for someγ > d by assumption on S, s. Thus Theorem 17ii and the previous lemma imply, by definition of f and for
. Applying this to any linear combination ψ = i k a i ψ i , a i ∈ R, which still defines an element of C S K (O), the convergence of the Laplace transform and the Cramer-Wold device (Section 7.6) gives the desired weak convergence in probability in the β R k -metric.
Step VI: Tightness estimates and convergence in function space We now prove Theorem 8 with f from (87) in place off . That f can be replaced byf will constitute the last step VII. By (58) and since the total variation distance dominates any metric for weak convergence, it suffices to prove Theorem 8 for Π Dε (·|Y ) replacing Π(·|Y ). Let f ∼ Π Dε (·|Y ) conditionally on Y and consider the stochastic process
* we denote by Π Dε (·|Y ). Further let X 2 ∼ N f 0 . For λ ∈ N large enough to be chosen below and finite-dimensional spaces W λ with projection operator Π W λ as in Step II, define probability measures Π Dε λ (·|Y ), N f 0 ,λ as the laws of the stochastic processes
respectively, which, as projections, are defined on the same probability space as the X i 's. Then using the triangle inequality for the metric
and we wish to show that the last three terms converge to zero in P Y f 0 -probability. For B, still writing E = E Π Dε [·|Y ], we have from Parseval's identity, (13) , for 'interior' wavelets Φ O l,r = Φ l,r , l λ large enough, and for some γ > 0 such that α ′ = 2+d/2+γ < α−d,
The functions 2 (13)), and that Theorem combined with (82) and the results from Section 4.2 now imply that
r ε e ct 2 , |t| T,
(1), c > 0. Then using the inequality E|Z| Ee Z + Ee −Z for any random variable Z we have the bound
2l , we have
To conclude the proof, let ǫ ′ > 0 be given. By the preceding bounds we can choose λ = λ(ǫ ′ ) large enough so that the terms B, C in (90) are each less than ǫ ′ /3 (with P Y f 0 -probability as close to one as desired in the case B). Next, for every fixed λ = λ(ǫ), by Proposition 20 with k = dim(W λ ), the term A can be made less than ǫ ′ /3 with P Y f 0 -probability as close to one as desired, for ε small enough. Overall the quantity in (90) is thus less than ǫ ′ > 0 arbitrary, with probability as close to one as desired, proving β(
* contains an element of the reproducing kernel Hilbert space of N f 0 (this space equals the image of L 2 under the Schrödinger operator S f 0 ; using arguments from Section 7.2 it is easily seen that this space contains elements of (C
. Thus the proof of Theorem 7.3.23 in [27] applies directly to give coverage of C ε and also that ε −1 R ε converges in P Y f 0 -probability to Φ −1 (1 − β).
7. Appendix 7.1. The metric entropy inequality for sub-Gaussian processes. 'Dudley's metric entropy inequality' for suprema of sub-Gaussian random processes has been used repeatedly in the proofs: A centred stochastic process (X(s) : s ∈ S) is said to be sub-Gaussian for some metric d on its index set S if Ee λ(X(s)−X(t)) e λ 2 d 2 (s,t)/2 ∀s, t ∈ S, λ ∈ R. Denote by N(S, γ, d) the γ-covering numbers of the metric space (S, d). Then we have for some s 0 ∈ S, D any upper bound for the diameter of the metric space (S, d) and any δ > 0, the inequalities
We also note that provided the last integrals converge, the process (X(s) : s ∈ S) has a version for which the last suprema are measurable. See Theorem 2.3.7 in [27] for proofs.
7.2. Some properties of Schrödinger operators. The PDE (1) has been extensively studied, and we review here a few facts that were used in our proofs. For f ∈ C(Ō), the Schrödinger operator
is defined classically for all u ∈ C 2 (O), and weakly for all locally integrable functions u by the
Under suitable conditions the Schrödinger operator will be seen to have an inverse 'f -Green'-operator V f which describes the unique solutions V f [h] of the inhomogeneous Schrödinger equation
The operator V f has a probabilistic representation by the Feynman-Kac formula
where X s is a standard d-dimensional Brownian motion started at x with exit time τ O from O (see [12] , p.88). We also recall (e.g., Theorem 1.17 in [12] )
Some key properties of S f , V f are summarised in the following result.
and is the unique solution of (98). If h ∈ C 2 (Ō) ∩ C 0 (O) then we also have
The operator V f [h] = O v(·, y)h(y)dy admits a symmetric kernel v(x, y) = v(y, x), x, y ∈ O, and extends to a self-adjoint operator on L 2 (O).
Proof. These results follow from Theorems 3.18 and 3.22 in [12] , where we notice that the space F(D, q) is defined just before Proposition 3.16 in that reference, which for f = −q bounded away from zero contains all bounded functions. We notice further that V f is defined in eq.(39) in [12] , and for f 0 we obviously have from (99) that sup We next turn to the mapping properties of V f , S f . For O a bounded C ∞ -domain, ∂O is a compact smooth manifold and the spaces H β (∂O), C β (∂O) can be defined as usual [37, 52] . The Schrödinger operator S f is properly elliptic in the sense of [37] , p.110f., and if tr[u] = u |∂O is the usual boundary trace map, then the operator (S f , tr) can be shown to realise a topological isomorphism of
for every β 0, see Theorem II.5.4 in [37] or Theorem 4.3.3 in [52] . Likewise, (S f , tr) realises an isomorphism of the Hölder-Zygmund space [52] . These isomorphisms are proved under the further assumption that the only smooth solution to the problem S f [u] = 0 on O s.t. u = 0 on ∂O equals u = 0 identically, which is true in view of (99) and Proposition 22. From the above isomorphisms we deduce
using also H β+2 (∂O) ⊆ H β+3/2 (∂O), and
In the above references, the coefficient f is assumed to be a smooth function, but basic arguments show that (102), (103) remain valid whenever f ∈ C β (O). The constants in the preceding inequalities then depend only on β, d, O and on a bound for f C β (O) .
Lemma 23. For any f as in Proposition 22 and some constant c, Proposition 22 , its boundary trace vanishes and thus we immediately deduce the case p = 2 from that proposition and (102) with β = 0 and since
. The case p = ∞ follows immediately from (99).
For the next more precise lemma we recall the dual norm (21).
Lemma 24. Let f ∈ C s (Ō) satisfy f > 0, f C s D for some s > 0, and let h ∈ C(Ō) be given. Suppose that ω is a solution of the inhomogeneous equation
We have for some constant
If moreover β is a non-negative integer and s β, then we also have for some constant
and for all h ∈ C β (O) and s > β,
Proof. We first prove (105) for h ∈ H β (O). By Theorems 8.9, 8.13 in [25] and Proposition 22 the solution ω is unique, lies in H β+2 (O) ∩ C 0 (O) and can be represented as
Replacing (102) by (103) and using Theorems 6.14, 6.19 in [25] and again Proposition 22
, the same estimate follows for C β -norms replacing H β -norms, giving (106) for such h.
, the overall result follows from a basic approximation argument. We finally prove (104): By Proposition 22 the operator V f is self-adjoint and takes values in C 0 (O). We thus see from (105) with β = 0 that
We turn to existence and properties of solutions to the homogeneous Schrödinger equation (1) , and some basic stability estimates for the 'solution maps' of (1), (98). (1) exists and has Feynman-Kac representation (2). Moreover, for every non-negative integer 0 β s we have
and if 0 β < s then we also have
where D ′ depends only on D, d, O.
B)If f, h ∈ C s (O), s > 0, and u f , u h ∈ C(Ō) are solutions to (1) with coefficients f, h, respectively, then we have
where c > 0 depends only on upper bounds for f C s (O) , h C s (O) , g C s+2 (Ō) and on d, O.
C) If f, h ∈ C(Ō) both satisfy f, h f min > 0, then for all q ∈ C(Ō),
Proof.
A) The existence result follows from Theorem 6.14 in [25] . The Feynman-Kac representation (2) is derived, e.g., in Theorem 4.7 in [12] . To prove (108) we notice that Theorem 8.13 in [25] and the hypotheses imply u f ∈ H β+2 so that (102) gives
We can then prove (109) completely analogously, using Theorem 6.19 in [25] to establish u f ∈ C β+2 (O) and then (103).
B) We notice that ω = u f −u h solves the inhomogeneous equation (∆/2)ω−f ω = (f −h)u h on O with ω = g − g = 0 on ∂O. By Proposition 22, Lemma 24 and (11) we thus have 
∞∞
-norm bounds the hḡ B α,W ∞∞ -norm up to a constant multiple which implies the desired decay of the wavelet coefficients of hḡ -the bound on the hg C α,W -norm now follows by just repeating the estimates from the proof of Proposition 26.
Finally the metric entropy bound in Part C) is proved in Theorem 2.7.1 in [58] (the domain O there has to be bounded and convex but we can always extend elements of C α c (O) by zero to a larger bounded convex domain without increasing the norm).
Likelihood functions and a contraction theorem for general inverse problems.
Let F be a Polish space with Borel-σ-field B F and let H be a Hilbert space that is separable for the norm induced by the inner product ·, · H , with Borel-σ-field B H . Suppose G : F → H is a Borel-measurable mapping and, for ε > 0 a scalar 'noise level', consider the formal equation in H given by (113) Y = G(f ) + εW.
Here W is a centred Gaussian white noise process (W(h) : h ∈ H) with covariance EW(h)W(g) = h, g H , defined on some probability space (Ω, A, µ) (we can take Ω = R N with its cylindrical σ-algebra and µ the law of ⊗ ∞ k=1 N(0, 1), see Example 2.1.11 in [27] ). Observing (113) then means that we observe a realisation of the Gaussian process (Y (h) = Y, h H : h ∈ H) with marginal distributions Y (h) ∼ N( G(f ), h H , h 2 H ). We sometimes write W, h H for the random variable W(h).
If (e k : k ∈ Z) form an orthonormal basis of H, and if w = (w k : k ∈ Z) ∈ ℓ 2 , w k 0, w k ↓ 0 as |k| → ∞, then we can define the new Hilbert space is a centred Gaussian process so joint measurability follows from separability of H and Proposition 2.1.12 (see also Definition 2.1.2) in [27] .] If now Π is a prior probability distribution on (F , B F ), then we can apply Bayes' theorem in the product space (Ω × F , A ⊗ B F , Q), dQ(y, f ) = p f (Y (ω))µ(ω)Π(f ) to deduce (as on p.7 in [24] ) that the posterior distribution of f |Y = f |Y (ω) equals A general contraction theorem can now be proved as in the standard direct setting [23, 24, 27] , noting that the induced 'information distance' is G(f ) − G(f 0 ) H in the measurement model (113). (1).
Proof. The result is proved just as Theorem 7.3.5 in [27] , adapting the proof of Lemma 7.3.4 to the present situation by replacing the L 2 -norm there by our H-norm, 1/ √ n there by our ε, and ε n there by ourη ε , respectively. Inspection of the proof shows that also the stronger conclusion (118) is satisfied (cf. also Exercise 8.7 on p.230 in [24] ).
