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Quantum dots are gate-defined within InSb nanowires, in proximity to NbTiN superconducting
contacts. As the coupling between the dot and the superconductor is increased, the odd-parity
occupations become non-discernible (erased) both above and below the induced superconducting
gap. Above the gap, conductance in the odd Coulomb valleys increases until the valleys are lifted.
Below the gap, Andreev bound states undergo quantum phase transitions to singlet ground states
at odd occupancy. We observe that the apparent erasure of odd-parity regimes coincides at low-bias
and at high-bias. This observation is reproduced in numerical renormalization group simulations,
and is explained qualitatively by a competition between Kondo temperature and the induced su-
perconducting gap. In the erased odd-parity regime, the quantum dot exhibits transport features
similar to a finite-size Majorana nanowire, drawing parallels between even-odd dot occupations and
even-odd one-dimensional subband occupations.
The prospect of topological quantum computing has
motivated recent studies of charge parity, which is an ob-
servable that can distinguish the states of a Majorana
quantum bit [1]. Experiments have demonstrated that
electrons can be added to small superconducting islands
either in pairs or one at a time, depending on the in-
terplay of energy scales of the system [2–5]. Quantum
jumps of parity have been observed in superconducting
circuits [6, 7]. In quantum dots coupled to superconduc-
tors, a quantum phase transition (QPT) between odd-
and even-parity ground states has been investigated the-
oretically [8–14] and experimentally [15–27].
In this paper, we study the transition from the closed
to the open regime (i.e., weak hybridization to strong hy-
bridization regime) in a quantum dot defined in a semi-
conductor nanowire with superconducting contacts. We
demonstrate how the transport signatures of odd-parity
quantum-dot states are erased in the open dot regime. At
high source-drain bias, we observe a transition from well-
defined Coulomb diamonds to a conductance modulation
pattern in which odd Coulomb valleys rise in conductance
faster than the even valleys. We explain this based on
Kondo physics playing a role at stronger coupling. At
low bias, we observe Andreev bound states (ABS) that
cross zero energy at every change in ground state parity
from even to odd, while in the open regime the ABS do
not cross zero bias. This is the manifestation of a well-
studied QPT upon which the system always stays in a
many-body singlet ground state.
Interestingly, we notice that the ABS QPT at low bias
coincides with the lifting of the odd Coulomb valleys at
high bias. We furthermore reproduce this observation
qualitatively in the simulation of the Anderson impurity
model using the numerical renormalization group (NRG).
We argue that this coincidence is expected because both
high-bias and low-bias features are determined by the
competition between the Kondo temperature and the in-
duced gap.
In the same system we furthermore find similarities
between the evolution of ABS and the emergence of Ma-
jorana bound states (MBS). Specifically, the phase di-
agram of the ABS QPT in gate voltage and magnetic
field is reminiscent of the phase diagram predicted for
the topological superconducting phase, if even-odd dot
occupations are replaced with even-odd subband occu-
pations. This highlights the persistent need to identify
truly unique signatures of MBS and to deeper study the
related regime of trivial ABS.
InSb nanowires are grown using metalorganic vapor
phase epitaxy (MOVPE) and transferred onto metallic
gate patterns which are lines with 60-80 nm center-to-
center pitch. The gates are covered by 10 nm of HfO2
dielectric. NbTiN superconducting contacts are fabri-
cated on top of the nanowire. The device in Fig.1(a)
is highly tunable: previous reports on the same device
demonstrated that it can be used to set up a quantum
dot near the left or the right superconductor, as well as a
double dot [28, 29]. Here a single quantum dot is defined
using gates t, p, s near the right superconductor. The
barrier controlled by gate t is set near pinch off, defining
the left contact as the tunnel probe. Even though the
probe contact is a superconductor, the soft gap effect in-
troduces finite density of states at the Fermi level. This
makes the low bias spectra similar to those obtained with
a normal probe [29]. The barrier controlled by the voltage
VS on gate s tunes Γ, the coupling to the right supercon-
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2ductor (Fig.1(b)). The voltage on gate p, VP , primarily
controls the dot chemical potential µ or the number of
electrons n. The minimal 2-terminal resistance of the de-
vice is 4 kΩ. Measurements are performed in a dilution
refrigerator with a base temperature of 40 mK.
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FIG. 1. (a) Scanning electron micrograph of the device stud-
ied in the main text: InSb nanowire in contact with supercon-
ducting NbTiN contacts. The arrow indicates the direction
of the applied magnetic field, gates t, p, s are labeled. (b)
Side-view schematic of the device: superconducting contacts
(orange), nanowire (grey), gate electrodes (pink), dielectric
(blue), dashed line is an approximate potential created by
gates to form a quantum dot (QD). (c) Superconductor on
the right couples to the dot with hybridization Γ, while the
superconductor on the left acts as a tunnel probe (t).
(a) (b)
(c)
V  (mV)P
V
 (m
V
)
S
450 500 550
50
100
150
200
0 3 6
I (nA)
Vbias=1mV
1 2 3 4 5 6
I II III
V
 (m
V
)
bi
as
V
 (m
V
)
bi
as
0.0 0.2 0.4
V  (mV)P
1 2 3 4 5 6
I II III
dI/dV (2e2/h)
460 500 540
-2
0
2
420 460 500
-2
0
2
FIG. 2. (a) Current across the device at bias voltage
Vbias = 1 mV versus gate voltages VP and VS . The arabic nu-
merals 1− 6 denote the Coulomb peaks in the weak-coupling
regime, the latin numerals I, II, III indicate the broad res-
onances in the strong-coupling regime. Current along the
dashed green-line plotted in Fig. 3(g). (b) Finite-bias spec-
troscopy at weak-coupling shows six Coulomb diamonds, and
in-gap states forming loops at low bias, Vbias <∼ 0.4 mV. (c)
Finite-bias spectroscopy at strong-coupling shows broad (2e)
resonances at high bias and anticrossing sub-gap features at
low bias.
The key experimental observations of the paper are
presented in Figs. 2 and 3. For VS < 100 mV we observe a
sequence of Coulomb peaks by tuning VP ; we label these
peaks 1 through 6 in Figs. 2(a,b). For VS > 100 mV
Coulomb peaks are seen continuously merging pairwise
into broader resonances labeled ’I’, ’II’, ’III’ in Figs. 2(a,
c). Fig. 2(a) is obtained under a source drain bias voltage
Vbias = 1mV , above the apparent induced gap. It shows
that current in every other Coulomb valley increases with
higher VS , i.e. the odd valleys are being lifted. The ef-
fect of transitioning from 1e to 2e conductance pattern
in open quantum dots can be qualitatively understood
as follows. By making the tunneling barrier more trans-
parent, the effect of the Coulomb interaction on the dot
is suppressed: at very high hybridization the Coulomb
energy U becomes irrelevant and the system behaves as
if no additional energy were required to add a second
electron to the same quantum dot orbital state [30].
At lower biases, a set of horizontal resonances
near Vbias = 0.4 mV is observed (Figs. 2(b,c)). In
Fig. 2(b), the horizontal resonances appear to coexist
with Coulomb resonances 1-6. Such resonances have been
reported in quantum dots with superconducting contacts
and are either related to co-tunneling enhanced by high
density of states at the gap edge [18], or related to ABS
in the dot. In Fig. 2(c), at higher VS , when the quantum
dot is stronger coupled to the right superconductor, the
horizontal resonances are still present, but the Coulomb
peaks are absent. Instead, at zero bias conductance ex-
hibits a local minimum throughout the range of VP . At
high bias, Coulomb diamonds are replaced with three
broader resonances I,II,III.
The detailed evolution of low-bias superconductivity-
related resonances as a function of VS is shown in
Figs. 3(a)-(f), which is focusing on the region labeled ’III’
in Fig. 2. For low VS (panels (a)-(b)) the resonances form
a loop around zero bias. The loop shrinks with increas-
ing VS until the two zero-bias crossings merge around
VS = 100 mV (panel (c)). For higher VS , the horizontal
resonances at positive and negative biases exhibit an an-
ticrossing, its level repulsion growing with more positive
VS (panels (d),(e),(f)). This transition from loop-like to
anticrossing-like resonances has been previously studied
as a manifestation of the singlet-doubled QPT at odd
quantum dot occupancy [27, 31–33]. Supplemental ma-
terials contain comprehensive data on the evolution from
the closed to open dot regime over wider ranges of Vbias
and VP .
In Fig. 3(g) we correlate the lifting of the odd Coulomb
valley ’III’ with the singlet-doublet ABS QPT. To iden-
tify the valley-lifting point, we plot in solid line a trace
of current along a green dashed line in Fig. 2(a) at
Vbias = 1 mV. When VS is low, the current is near zero
because of Coulomb blockade. As VS is increased, the
dot becomes open and the current starts to increase and
finally reaches 4 nA.
To identify the singlet-doublet transition, we plot the
bias voltage of the lowest positive resonance in the cen-
ter of region ’III’ which corresponds to the energy differ-
ence between the singlet and the doublet states (Es−Ed,
see diagrams in Fig. 3(g)). We assign positive val-
ues of Es − Ed to loop-like resonances (doublet ground
state) and negative values to anticrossing-like resonances
3(singlet ground state). The data show that the lifting
of Coulomb valleys and the singlet-doublet QPT occur
within the same range of VS . In other words, the sig-
natures of odd-parity regimes are erased from transport
data at similar dot parameters, both above and below
the induced superconducting gap. These results are re-
produced in another device, see supplemental materials.
We note that the normal-state tunneling amplitude, a
useful scaling parameter, cannot be extracted from these
data in a way similar to Ref.27 because superconductivity
cannot be suppressed due to the high critical tempera-
ture and field of NbTiN. Also, Vbias = 1 mV is be below
the bulk gap of NbTiN, however, the gap is soft in this
device meaning there is a finite single-particle density of
states at all energies.
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FIG. 3. (a-f) Evolution of the finite-bias spectra of the odd
Coulomb valley ’III’ from weak to strong coupling. The gate
voltage VS is indicated in blue in the upper left of each panel.
(g) Comparison of the singlet-doublet energy difference (blue
points), and the finite-bias current in valley ’III’ (red line).
In order to numerically analyze the observed experi-
mental coincidence presented in Fig. 3(g), we describe
the quantum dot using the single-impurity Anderson
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FIG. 4. (a) Simulated finite-bias current (in arbitrary units)
computed as the integral over the quantum-dot spectral func-
tion as a function of the gate voltage (converted to units of
charge, n) and the hybridization strength Γ. (b) Theoreti-
cal singlet-doublet excitation energy splitting (blue line) and
finite-bias current (red line) at half-filling, n = 1, to be com-
pared with Fig. 3(g).
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FIG. 5. (a) Zero-bias conductance for a range of magnetic
field and ’p’ gate settings. Ground states of the quantum
dot are labeled |S〉 (singlet) and |D〉 (doublet). The yellow
dashed traces are plots topological superconductivity condi-
tion scaled to match the high current contours. (b)-(d) Finite-
bias spectroscopy for three values of the magnetic field across
the singlet-doublet transition. Yellow and green traces are
guides to the eye.
model:
H =
∑
σ
 nσ+Un↑n↓+
∑
kσ
(tkd
†
σckσ+H.c.)+Hlead, (1)
where  is the quantum-dot level, nσ = d
†
σdσ is the dot
occupancy, U is the electron-electron repulsion parame-
ter, tk are the tunneling amplitudes between the dot and
the superconducting lead. The coupling between the dot
and the lead is quantified by the hybridization strength
Γ = pi|tk|2ρ, where ρ is the normal-state density of states
in the electrode. The lead is described by a Bardeen-
Cooper-Schrieffer (BCS) Hamiltonian with the gap ∆.
In addition, we take into account that the proximitized
4gap in the quantum dot is soft. The complete information
about the lead is contained in the hybridization function
in the Nambu formalism. For a BCS Hamiltonian it takes
the form
∆(z) =
∑
k
|tk|2
z2 − ξ2k −∆2
[
z + ξk ∆
∆ z − ξk
]
. (2)
To describe a hard induced gap, one uses the argument
z = ω + i0+. To model a soft-gap situation, one instead
uses z = ω+iδ where δ is the finite life-time of Bogoliubov
quasiparticles: this smoothens the BCS coherence peaks
as well as produces a finite density of states inside the
gap. We study the spectral and transport properties of
this model using the NRG method [34–36], which consists
of discretizing the continuum of states in the leads, trans-
forming the problem into a tight-binding chain form, and
iteratively diagonalizing the resulting Hamiltonian. The
Wilson chain coefficients that correspond to the gen-
eralized BCS hybridization can be computed using the
artifact-less discretization scheme [37] generalized to the
matrix case [38]. The spectral function is computed us-
ing the density-matrix NRG algorithm. We used model
parameters U = 1, ∆ = 0.1, systematically sweeping Γ
and . The energy unit is half-bandwidth, D = 1. The
calculations were performed with the NRG discretization
parameter Λ = 2 by averaging over Nz = 8 interleaved
discretization grids.
To approximate the experimental finite-bias transport
current within our model we compute an integral of
the quantum dot spectral function in the spirit of the
Meir-Wingreen formalism, neglecting any possible non-
equilibrium effects, from −2∆ to 2∆. These results are
shown in Fig. 4(a) as a function of the ’p’ gate (converted
to units of quantum dot charge n) and the contact barrier
(expressed as hybridization strength Γ). The results can
be interpreted based on the established knowledge about
the transport through quantum dots with normal-state
leads, taking into account that the gap ∆ terminates the
renormalization of the exchange coupling, thus it plays
a similar role as the temperature T in the normal-state
case. Such ∆↔ T mapping is possible, because the bias
voltage is significantly larger than the gap and similar
transport processes are relevant as in the normal state.
Hence, in the weak coupling regime, where TK  ∆,
the current is high only at the charge degeneracy points
(n = 1/2 and n = 3/2) due to Coulomb blockade physics
relevant in the TK  T regime. As the coupling in-
creases, so that TK ∼ ∆, the current increases in the val-
ley center (n = 1), as expected in the emerging Kondo
regime; this is the range of Γ/U ≈ 0.2 in Fig. 4(a). In this
regime, 1e-1e periodicity is no longer observed. For very
open dot, the Kondo picture eventually breaks down due
to strong charge fluctuations, for this reason the com-
puted current decreases. The detailed behavior at n = 1
as a function of Γ is shown in Fig. 4(b), where we further-
more show the energies of the sub-gap Andreev bound
states, which are extracted directly from the NRG flow
diagrams. We find that the singlet-doublet transition oc-
curs at Γ/U ∼ 0.2. For systems with U  ∆, as is the
case here, this transition is well known to be controlled
by the ratio between the Kondo temperature and the su-
perconducting gap, and occurs for TK ∼ ∆. This point
nearly coincides with the current maximum (Γ/U ∼ 0.2
vs. 0.25) and agrees at the qualitative level with the ex-
perimental results shown in Fig. 3(b). This agreement is
due to the fact that both phenomena occur at the point of
maximal competition between the Kondo screening and
superconducting pairing, thus they share common origin.
We observe some quantitative differences: in experiment,
the current seems to reach a plateau at large VS , while
in simulation it decreases at higher Γ. This might be
due to multiple occupied quantum dot levels, which are
not included in the simplified theoretical model but are
present in experiment.
We now discuss experimental data on the singlet-
doublet QPT driven by Zeeman splitting, and its rele-
vance to the studies of Majorana bound states (MBS).
We position the ’p’ and ’s’ gates in the strong coupled
odd regime, where the ground state of the quantum dot is
a spin-singlet at zero magnetic field (Fig. 5(a),(b)). Pre-
vious studies have shown that upon applying magnetic
field a singlet-to-doublet QPT occurs. It is is marked by
zero-bias peaks that appear when magnetic field shifts
ABS to the middle of the gap [25]. At the same time,
zero-bias peaks are studied as signatures of MBS which
accompany a topological QPT. The topologically super-
conducting regime with MBS in infinite 1D nanowires is
predicted for EZ >
√
µ2 + ∆2, where EZ is the Zeeman
energy, µ is the chemical potential that corresponds to a
gate voltage [39, 40]. The topological region within cor-
responds to an odd number of one-dimensional subbands
crossing the Fermi level.
In Fig. 5(a) we show that the singlet-doublet QPC
maps out a similar phase boundary to that expected for
topological superconductivity. The data in Fig. 5(a) are
obtained at zero bias, thus contours of high current cor-
respond to zero-bias peaks. The ground states of the
quantum dot are marked with |S〉 for singlet and |D〉 for
doublet. Indeed we observe that the boundary between
|S〉 and |D〉 regions has a shape similar to the topological
phase boundary. Figures 5(b)-(d) show the magnetic-
field driven singlet-doublet QPT from anticrossing-like
to loop-like resonances extended in the source-drain bias
dimension.
One key difference between the topological phase of
an infinite nanowire and the magnetically-driven singlet-
doublet QPT is that conductance inside the |D〉 region is
low because the ABS resonances have shifted away from
zero bias there, as indicated in Fig. 5(d) where zero-bias
peaks are strictly transient. In contrast, MBS resonances
should remain at or near zero bias over an area in gate-
vs-field map enclosed by the yellow dash-dot trace in
Fig. 5(a). Note that here the magnetic field is applied
at 30 degrees with respect to the nanowire, so no MBS
are expected because the field has a significant compo-
nent parallel to the spin-orbit field. However, since a
5small quantum dot is explicitly defined here by gates,
we do not expect MBS to appear. We furthermore re-
mark that the zero-bias conductance is not precisely zero
due to resonance broadening and soft gap. Nevertheless,
Fig. 5(a) adds to the list of known experimental similar-
ities between ABS and MBS.
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I. SUPPLEMENTAL MATERIALS
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FIG. S1. Full gate tunability from weak to strong coupling between a quantum dot and a superconductor.
Andreev bound states with different superconducting coupling strengths in sample studied in the main text. The coupling is
tuned by the gate voltage VS which is noted in each panel in the bottom right. The data start in the co-tunneling regime with
well-resolved Coulomb diamonds in the upper-left panel. As VS is made more positive, the coupling to the superconductor gets
stronger and the Andreev bound states within the odd-parity Coulomb diamonds transition from spin-doublet to spin-singlet
ground state. As a result, loops of the odd parity Andreev bound states shrink and finally disappear. At the highest VS=250
mV, the ground state is always spin-singlet (even parity). At the same time, above the gap, the features of sharp Coulomb
diamonds are replaced by broad resonances with double the period in gate voltage.
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FIG. S2. Measurements from another device. (a) Scanning electron microscope picture of the second device (only
presented in supplemental materials). VT , VP and VS are gate voltages tuning the tunneling barrier, the chemical potential and
the superconducting coupling of the dot. The InSb nanowire is grown by metalorganic vapour-phase epitaxy and transferred
to the substrate by a micro-manipulator. NbTiN superconducting contacts are sputtered to induce superconductivity in the
nanowire. We note that even though the tunnel probe is a superconductor, soft induced gap in the nanowire creates a finite
density of states at the Fermi level, making it possible to perform low-bias (subgap) spectroscopy by directly reading the
positions of energy levels from the source-drain bias voltage, without subtracting a gap. Measurements are performed in a
dry dilution fridge at a base temperature of 40 mK. The direction of the magnetic field is parallel to the nanowire. (b) VS -
VP diagram for the second device, at a source-drain bias of 30 µV. A series of Coulomb peaks are seen at VS = 0.2 V, which
merge pairwise at higher VS . The discontinuances around VS = 0.27 V and 0.37 V is an artificial effect due to charge jumps in
a spurious quantum dot capacitively coupled to the quantum dot under investigation. (c) In order to compensate the shift of
features in panel (b) due to direct coupling of VS to the quantum dot states, we perform ”shifted-scans” in the area enclosed
by the yellow parallelogram of panel (b). The horizontal axis in panel (c) thus corresponds to a range of VP shifted for each
VS . Panel (c) shows more clearly the pairwise merger of Coulomb peaks at more positive VS . The merged peaks vanish at high
VS due to low applied source-drain bias. Eventually the ABS resonance moves to higher bias in the strongly coupled regime.
The magnetic field evolution at different VS marked by the arrows is show in Fig. S5.
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FIG. S3. (a)-(c) Vbias vs VP at different superconducting couplings in the second device. VS is noted in each panel in the
upper-right corner. (a) Coulomb diamonds with even-odd periodicity can be observed when VS = 220 mV, in the weak coupling
regime. (b) When VS = 300 mV, diamonds are no longer clearly resolved, instead conductance increases above Vbias = 0.5meV,
the induced gap. Faint in-gap states can be identified as loop-like ABS resonances. (c) When VS is 340 mV, the strongest
coupling to the superconductor, the high-bias conductance periodicity is larger (double) than in panel (a). At low bias, faint
anticrossing-like resonances can be observed, within the regime labeled II, III. (d)-(f) Zeeman splitting of Andreev bound states
at VS = 300 mV which corresponds to panel (b).
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FIG. S4. Conductance maps at (a) above-gap source-drain bias (zero magnetic field) and (b) (c) different magnetic fields (30
µV bias voltage) taken from the same regime as Fig. S2(c), in the second device. The bias voltage or magnetic field are noted
in each panel.
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FIG. S5. Magnetic field evolution of plunger gate at different VS marked by arrows in Fig. S2(c)
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FIG. S6. Simulated finite-bias current vs. gate voltage (in units of charge) for a range of hybridization strengths Γ: 0.01, 0.05,
0.1, 0.2 and 0.3. These are horizontal cuts through the density plot in Fig. 4(a) on the main text.
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FIG. S7. Spectral functions that correspond to the cuts shown in preceding figure, Fig. S6.
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FIG. S8. Simulated finite-bias current as a function of gate voltage and hybridization strength (left panels) and a vertical cut
for n = 1 (right panels), for different integration ranges, from −∆ to ∆ (top panels), and from −3∆ to 3∆ (bottom panels).
This is to be compared with Fig. 4 in the main text, where the integration is performed from −2∆ to 2∆. Note that the case
of top panels represents the contribution from the sub-gap states only.
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FIG. S9. Simulated finite-bias current as a function of gate voltage and hybridization strength for an asymmetric integration
range, from 0 to 2∆.
