Galerkin method is applied to a pair of functions. It is demonstrated that this system can be linear and then nonlinear primitive (wave) equations. efficiently solved by an implicit method. Numerical This results in a system of ordinary differential equations. examples show that integration using the Galerkin method Procedures are included for generating the coefficient is more efficient than the corresponding finite-difference matrices of the system of ordinary differential equations method with central differences in space.
INTRODUCTION
Finite-difference techniques have long been the standard method of numerically solving meteorologically related boundary value and mixed initial and boundary value problems. A review of many commonly used schemes was given by Kurihara (1965) and later by Grammeltvedt (1969) . On the other hand, numerical methods based on the variational formulation of th'e physical problem have emerged in recent years as strong competitors to the kite-difference methods. Especially, a renewed interest in the Galerkin (1915) approximation has been kindled by the establishment of rigorous error bounds for such approximations (Varga 1970 , Price and Varga 1970 , Swartz and Wendroff 1969 coupled with recent developments in spline functions (Ahlberg et al. 1967 ) and piecewise Hermite polynomials functions (Birkhoff et al. 1968 ). I n a recent paper, Douglas and Dupont (1970) established error bounds for a number of numerical schemes when the Galerkin method is applied to a -system of parabolic equations. These error bounds were established for both linear and nonlinear problems. I n this paper, we apply the Galerkin method to a pair of first-order, quasi-linear hyperbolic wave equations. ' I n the first part of the paper, we present a detailed discussion of the Galerkin method and the means of implementation for the linear wave equations. The resulting system of ordinary differential equations is solved by the Crank-Nicolson implicit method (Kurihara 1965) . The results are compared to the exact solution and to results using the corresponding implicit finite-difference scheme. The implementation of the boundary conditions for the Galerkin procedure will also be demonstrated. In the second part of the paper, the Galerkin procedure for the nonlinear wave equations is discussed. A numerical example is presented and compared to finite-diff erence
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Vol. 100, No. 10 1 Monthly Weather Review solutions. The aim of this paper is to show the relative merits of the Galerkin method versus the finite-difference method in solving the problem of wave propagation when the same time differencing scheme is used in both computations.
PHYSICAL MODEL AND GOVERNING EQUATIONS
The physical system to be considered initially is one dimensional and composed of a single homogeneous layer of fluid that is in hydrostatic equilibrium. The set of governing differential equations is and (1) ah' aut ah' a t ax ax -+h ' -+u' -=O O<X<L where u' represents the fluid velocity in the x direction, h' represents the depth of the fluid, and g is the gravity constant .
If we employ the standard perturbation approximations and if we neglect the advection terms, eq (1) reduce to au ah -+g -=o a t ax and where H is the mean depth of the fluid and u and h are the perturbation quantities. To obtain a solution to eq (2), we must specify initial values, u(s,O) and h(x,O).
Proper boundary conditions for this set of equations require specification of either u or h or their derivatives a t x = O and x=L. For example, the rigid wall condition is
When using finite-difference methods for solving eq (2) with the boundary conditions in eq (3), one must take special care in evaluating h on the boundary. Moretti (1969) has recently discussed this problem. To avoid this inconvenience, one can employ the periodic condition. This takes the form u(2, t)=u (z+L, t ) h(z, t ) = h (x+L, t ) . and It is shown in the next section that no boundary problem arises when the Galerkin method is used. We discuss methods of numerically solving eq (2) in sections 3-5. I n sections 6 and 7, numerical solutions to eq (1) are discussed.
THE GALERKIN METHOD a. A Variational Formulation
We shall describe a variational form of eq (2). Let S be the space of all real-valued, piecewise, continuously 
L (,t+Hg)vdx=O. ah
The above equations should be satisfied a t each time t>O and for any arbitrary function veS. In addition, the initial condition should also be satisfied. (The implementation of boundary conditions will be discussed in subsection 3d.) This is a variational formulation of eq (2). The variational equations require that the solutions be subject to the same restriction as the test function v ; that is, they belong to the space S. Any approximate solution to eq (6) will be an approximate solution to eq (2). A more detailed theoretical discussion on variational methods is given by Mikhlin (1964) .
b. Galerkin Approximation
The Galerkin method approximates the solution to eq (6) and can be described as follows. First, choose a finitedimensional subspace SzN of S. Replacing u(z,t) and h(x,t) in eq (6) by U(x,t) and P(z,t), we obtain the Galerkin equations, and (7) for t 2 0 and all veSZN. Here, U and P are the Galerkin approximations to u and h for each time t 2 0 , and they are elements of 82,. Let vl(x), v2(x), . . . , vzN(x) 
LL
The value p ( 0 ) can be obtained in a similar manner. We shall leave the theoretical discussion here except to note that convergence of U to u or P to h has been established in the literature by Swartz and Wendroff (1969) among others. Unfortunately, the nonlinear primitive equations are not covered by Swartz and Wendroff (1969) .
c. Numerical Procedure
To solve eq (10) . . <x"=L.
Then, at each node, x,, introduce two functions
and The detailed derivation of these functions can be found in Goel (1968) . We note that both functions are identically zero except in the interval (xt+ xr+J. It is this property that causes the resulting matrices, C and A, to be extremely sparse. The values and first derivatives of these basis functions are continuous across the nodes. We also note that v2,-1 has value one and first derivative zero at xi while vzi has value zero and first derivative one there.
These are indeed the criteria used in deriving the functions in the first place. It is important to note that both C and A are constant matrices; therefore, they need only to be generated once at the beginning. They are very simple to generate. For instance, if we subdivide the region (0, L) into three equal subregions and let h=x,+l-xt, then N=4,
(17) and 1
A=-
60
We see that both C and A are in block tridiagonal form with each block being a 2 x 2 matrix. We see also that the 2 x 2 blocks are repeated along its diagonals except the first and last blocks on the main diagonal. Hence, both C and A are very easy to generate. Furthermore, we can easily scale the matrices such that the elements of each matrix are of the same order of magnitude simply by multiplying the basis functions vzf by h-'.
Any standard numerical technique can be employed to solve the systems of ordinary differential equations [eq(lO)]. We chose the Crank-Nicolson method or the trapezoidal implicit method (Kurihara 1965) . Let the superscript denote the time step; then the difference equations can be written We have purposely written the above equations in terms of the differences of variables a t two time steps to reduce the roundoff errors. We can rearrange the equations and variables in eq (19) so that the coefficient matrix is in block tridiagonal form with each block being a 4 x 4 matrix. If we use the Gaussian elimination method to solve the final system, then the forward elimination phase need only be done once a t the first time step. For each subsequent time step, one needs only to solve a decomposed system. This calculation requires only 44CN-1) multiplications and additions.
d. Implementation of Boundary Conditions
We have not yet discussed the means of implementing the boundary conditions. Recall that for each of the original partial differential equations there is one ordinary differential equation associated with each basis function, vr, 
FINITE-DIFFERENCE METHOD
The Crank-Nicolson method applied to eq (2), using fourth-order central differences to approximate the spatial derivatives, takes the form , +T (Dzu;+'+D,u;)=0
where n and j are the positions on the time and space coordinates, respectively, and D , is the fourth-order central difference operator with the following effect on the operand, f,:
Likewise, to set u a t the right-hand end (z=xN=L), we simply replace the equation that comes from 1 ~A X
The use of the fourth-order approximation results in eq (22) (27) having order of accuracy comparable with the Galerkin approximation found by the cubic Hermite
We shall determine the amplitude and phase characteristics of the difference equations [eq ( 2 7 ) ] . Let u and h have the elementary solutions
If, instead, the slope of height were specified a t the left end, then we would replace the equation that comes from by functions.
(24) and where R is the amplification factor, k is the frequency, and y is the wave number. Substituting eq (28) into (27) and satisfying the vanishing of the determinant of the coefficients for the existence of nontrivial solutions for uo and ho results in the expression, 
Conditions ( Table 1 shows the values of c,/c for different values of wave number, y, and mesh ratio, -a.
COMPARISON OF NUMERICAL RESULTS
A number of numerical experiments were carried out ( km. We further use the periodic condition given in eq (4) and (5).
Using eq (32) and periodic conditions, we obtain the exact solution to eq (2) in the form of a standing wave; that is, 
This solution is the standard against which numerical solutions of eq (2) will be compared. Numerical computations are performed using eq (19) and (27). The use of the periodic conditions changes the form of the matrices, C and A, in eq (10). They are no longer in block-tridiagonal form. For instance, if N = 4 , 1
C=-420h
where scaling on vzf by h-' is assumed.
We can easily rearrange the equations and variables in eq (19) so that the final coefficient matrix is of order 4 N X 4 N and is in the form given in eq (34) with 4 X 4 blocks. To solve such a system using the Gaussian elimination method, one must make approximately 76 (N-2) multiplications and additions after the initial time step. The matrix resulting from finite-diff erence implicit equations [eq 27)] 742 1 Vol. 100, No. 10 J Monthly Weather Review is in almost block-penta-diagonal form with 2 X 2 blocks. To solve such a system, one must make approximately 34 (p-4) multiplications and additions for a general time step, where p is the number of spatial mesh points. The total energy of eq (2) is conserved and is given by A E= E --LgH2.
The total energy for the Galerkin method, E,, can be expressed as a function of a and @ by substituting eq (8) into (35). The result is the scalar product, where E(a) is a matrix with (i, j ) element and where
Therefore, the available energy for the Galerkin calculation can be checked by the evaluation of the quantity E,-112 LgH 2. For the finite-difference calculations, the available energy is estimated by using the expression
where the summation is over all the computation points.
The available energies for all the cases listed in table 2 are conserved to within 0.1 percent. To facilitate the comparison of the methods, we computed the maximum error in height a t each time step for all the cases. For the finitedifference method, this error is e;=maxlh(jAx, nAt) -@I . For the Galerkin method, the maximum error may be written I n the experiments, we estimated En by selecting the maximum absolute value among the errors evaluated at 200 equally spaced points. I n addition, the maximum error of the derivative of height, is also estimated a t each time step.
Tables 3 and 4 show the maximum errors in height normalized by the average height, E, at 5-hr intervals.
Invariably, for all the cases shown, a periodic nature of e; is observed with a period equal to the true period of the solution. The true periods of the solutions are 10 hr for initial condition I and 5 hr for initial condition 11, respectively. The error, e;, has a relative maximum at each half period. We can explain the periodic nature of e; as follows: the main error in these calculations is the truncation error in time, and this error is proportional to the third derivative, d3h/dt3, for a method correct to second order.
The behavior of E" has a similar periodic character when the time step used is large, such that the truncation error in time is dominant. However, when the time step is reduced, the error due to initial projection plus the 6.240-2 6.430-2 6.400-2 6.520-2 6.560-2 6.610-2 6.720-2 6.700-2 2.080-2
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1.670-2 1.610-2 1.450-2 1.760-2 1.820-2 1.340-2 1.580-2 1.780-2 7.100-3 8.310-3 9.070-3 6.900-3 9.140-3 8.420-3 1.100-2 1.210-2 4.840-3 6.820-3 6.540-3 6.620-3 7.030-3 4.670-3 7.220-3 5.480-3 roundoff error become important. As a consequence of this, En behaves randomly as shown by column 5 in table 5. I n any case, the errors listed in tables 5-8 are the maximums encountered during the 5-hr time segment ending a t the particular hours indicated in the left column. Tables 7-8 show the error, dE", normalized by the maximum value of ahlax. It is obvious from these experiments that the Galerkin approximations are much more accurate than the finite- 15 mesh points per wavelength are required to describe adequately the wave of interest, then a comparable accuracy can be obtained by only six basis functions with the Galerkin method. We also notice that reduction of time step has a greater effect on the Galerkin method than on the finite-difference method.
It appears that, to achieve a required accuracy, one should use a minimum number of basis functions combined with a time step small enough such that the roundoff error just starts to dominate.
GALERKIN METHOD APPLIED TO NONLINEAR EQUATIONS
The Galerkin equations for the nonlinear wave equations Equation (45) is a system of nonlinear algebraic equations. If we use Hermite cubic functions as basis functions, the matrix B again has the block tridiagonal form with 2 X 2 blocks the same as the form of matrices C and A. But, unlike C and A, B needs to be recomputed at each time step because of its dependence on a or p. The computation of B is also more complicated than the computation of C and A since integrals of triple products of basis functions and their derivatives [eq (42)] need to be evaluated first. Then, an inner product [eq (44)] has to be computed for each nonzero entry of B. Fortunately, we do not have too many integrals of triple products to evaluate; most of them are zero since each basis function has a nonzero value only in two neighboring subregions.
I n fact, for any node, x,, eq (42) may be written as where we note from figure 1 that the maximum difference of any two indices of the triple product is three. There are exactly 40 different integrals to evaluate for each term on the right side of eq (46). These integrals need only be evaluated once. On the other hand, eq (44) has to be evaluated repeatedly every time step for every nonzero element of B. Since, however, only six terms enter into the inner product [eq (44)], evaluation of B is not a major computational effort.
To avoid solving nonlinear algebraic systems of equations, we use the following predictor-corrector approxi-This extrapolation scheme requires a special starting procedure since it involves values on three time levels. Douglas and Dupont (1970) proved that for parabolic eauations both the predictor-corrector and the extmp- 
1
n + l Gourlay and Morris (1968) except that fourth-order finite differences are used to approximate auldx and ahlax. = -AtB(Bn)a"-AtB(a")@".
These are:
Corrector Predictor Using Gaussian elimination, the operation count is 480 ( N -2) multiplications-additions for eq (48) disregarding the evaluations of the B matrix. I n the case of the finitedifference formulas [eq (49)], the count is 198(p-4) multiplications-additions for the corrector alone. Numeri- cal experiments were carried out using both methods for initial conditions u ( z , 0 ) = 13.65 sin(27rz/L) m/s and h (2, 0 ) =9184 m. Again, both methodswereable topreserve the available energy very well. Results from these experiments are compared with the "standard" solution obtained by using 36 basis functions and a time step of 0.625 min. Table 9 shows the maximum deviations from the standard height solution a t L/2 normalized by the initial height for each 10-hr period. We note that, for comparable amounts of computation, the Galerkin results are in closer agreement with the standard solution than are the corresponding finite-difference solutions.
CONCLUSIONS
We have demonstrated that the Galerkin method combined with piecewise, cubic, Hermite basis functions can be efficiently applied to both linear and nonlinear wave equations. We have shown experimentally that, for the same accuracy requirement, the Galerkin procedure needs less computation than the corresponding finite-diff erence method. This, in turn, means less computer storage for the Galerkin method. In addition, the Galerkin procedure presented here produces snioo th, global approximations to the solutions of eq (1) and (2) and their first spatial derivatives.
It is proper to mention that eq (10) and (43) apply equally well to nonuniform node spacings. The generation of coefficient matrices A, B, and C and the solution of eq (19) and (47) would present no more difficulty in the nonuniform case than in the uniform case. Such computations are currently under investigation.
The major disadvantage of the Galerkin procedure is that it is more difficult to program for a computer. Kowever, in view of the advantages listed above, we feel that it is a viable alternative to finite-difference schemes.
