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Abstract
We consider an appliance manufacturer’s problem of controlling the inventory of a service part in its final phase.
That phase begins when the production of the appliance containing that part is discontinued (time 0), and ends when
the last service contract on that appliance expires. Thus, the planning horizon is deterministic and known. There is no
setup cost for ordering. However, if a part is not ordered at time 0, its price will be higher. The objective is to minimize
the total expected undiscounted costs of replenishment, inventory holding, backorder, and disposal (of unused parts at
the end of the planning horizon). We propose an ordering policy consisting of an initial order-up-to level at time 0, and
a subsequent series of decreasing order-up-to levels for various intervals of the planning horizon. We present a method
of calculating the optimal policy, along with a numerical example and sensitivity analysis.  2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction
We consider an appliance manufacturer’s problem of controlling the inventory of a service part in its
final phase. That phase begins when the production of the appliance containing that part is discontinued
(time 0), and ends when the last service contract on that appliance expires. The final phase is, in
general, the longest phase of the life cycle of a service part. In the electronics industry, for instance, the
length of the final phase ranges from 4 years for small household appliances to 30 years for expensive
medical equipment. The production of electronic appliances is normally stopped after less than 2 years
(see [15]).
Two factors characterize inventory control of service parts in the final phase. First, there can be a
considerable price increase after time 0. Second, there is a large risk of obsolescence. The possible price
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increase results from the sudden decrease in demand for parts when the production of an appliance is
discontinued (only the demand for service parts remains). We encountered situations in practice with price
increases of more than 300% (see [14]). The risk of obsolescence is evident, since ordered parts that remain
unused at the end of the final phase have to be either recycled or disposed of.
In this paper, we propose an ordering policy for service parts that takes these two factors into account.
There is a special order-up-to level at time 0, in order to take advantage of the low price at that time. After
time 0, a series of decreasing order-up-to levels is applied for various intervals of the final phase, in order to
reduce the risk of obsolescence.
The objective is to find the policy of this type that minimizes the total expected undiscounted cost of
replenishment (no setup cost), inventory holding, backorder and disposal. We make the following as-
sumptions. The planning horizon, i.e., the length of the final phase, is deterministic. That is, the time at
which all stock becomes obsolete is known beforehand. At the end of the planning horizon, all remaining
stock has to be either recycled or disposed of, and there is no recycling or disposing of parts before that
time. There is a deterministic replenishment lead time. There is backordering. That is, demands that cannot
be satisfied immediately are backordered until they can be satisfied. Demands that are still backordered at
the end of the planning horizon are lost at that time. Demand follows a Poisson process with an intensity
that remains constant throughout the entire planning horizon. Orders can be placed at any time, and there
is continuous review.
The remainder of the paper is organized as follows. We start with literature reviews on the final phase
and on obsolescence in Section 2. In Section 3 the model and the underlying assumptions are discussed, and
the order-up-to policies are defined. In Sections 4 and 5 we determine the optimal order-up-to policy after
time 0. A numerical example together with substantial sensitivity analysis on the optimal policy after time 0
is discussed in Section 6. In Section 7 we derive an optimality condition for the optimal order-up-to level at
time 0. The limitations of our approach and directions for future extensions are discussed in Section 8. We
end with some conclusions in Section 9.
2. Literature review
2.1. Final phase service parts logistics
To the best of our knowledge, Fortuin [3,4], Geurts and Moonen [5], Klein Haneveld and Teunter [8],
Teunter and Fortuin [15,16], and Teunter and Klein Haneveld [17], are the only authors who also focus on
final phase service parts logistics. Except for Geurts and Moonen, all these authors discuss situations where
it is impossible to order parts after the beginning of the final phase.
Geurts and Moonen [5] assume an increase in the setup cost for ordering (the price of an item remains
unchanged) for parts that are ordered after the beginning of the final phase. They assume a zero replen-
ishment lead time and a zero holding cost rate. Geurts and Moonen find optimal policies (numerically) for
insurance type service parts by dividing the planning horizon into discrete periods of equal length and
applying dynamic programming.
Klein Haneveld and Teunter [8] study almost the same model as we do, but assume a zero replenishment
lead time and a fixed penalty each time a demand occurs and no part is in stock. As a result, the order-up-to
level after the beginning of the final phase is either zero or one. In our model, as we will show, it can be 1
or have any non-negative discrete value. Furthermore, we will characterize the optimal policy in closed-
form formulas, whereas Klein Haneveld and Teunter [8] focus on a near-optimal policy.
Besides these authors, many others have studied the risk of obsolescence that characterizes the final
phase of a service part. We summarize the most important results in the next subsection.
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2.2. Obsolescence
It is important to distinguish between perishability and obsolescence. We speak of perishability if parts
that are held in stock worsen or can be ruined or destroyed. Perishability is also known as deterioration.
Excellent overviews of perishability are given in [9,11]. We speak of obsolescence if there is a risk of parts
becoming obsolete, i.e., going out of use, due to a change in the environment. With respect to inventory
control of service parts in the final phase there is a risk of obsolescence, since all parts remaining at the end
of the final phase become useless. Another example of obsolescence is that resulting from the drop in
demand when a competitor enters the market with a low-priced substitute. In the first example, the moment
of obsolescence is known in advance, at least approximately, whereas it comes as a surprise in the second.
We refer to these situations as expected obsolescence and sudden obsolescence, respectively. In the re-
mainder of this section, we will review the results on expected obsolescence. For a review of sudden ob-
solescence, we refer to [18, Section 2.2.2].
Consider the ‘classical’ discrete time continuous review inventory model with constant setup cost for
ordering, linear holding and backorder cost, and a deterministic replenishment lead time. Continuous re-
view in a discrete time model means that the inventory position is reviewed at either the beginning or the
end of each period. Scarf [12] shows, using a dynamic programming formulation of the model, that for a
finite planning horizon, an ðs; SÞ net stock order-up-to policy is optimal for each period. Scarf [12] also
shows that an ðS  1; SÞ order-up-to policy is optimal if the setup cost for ordering is zero. Generalizations
of these results are given by several authors, including Iglehart [6,7], Porteus [10], Tijms [19], and Veinnot
[20]. In [2] a general form of the theorem on optimality of order-up-to policies is given and proven. This
theorem includes the discrete time version of the model that is studied in this paper, that is, with back-
ordering, with linear holding, ordering, and backordering cost, and with a deterministic planning horizon
and lead time.
Barbosa and Friedman [1] analyze a continuous time continuous review inventory problem with a de-
terministic demand rate that is continuously decreasing and reaches zero at the end of the finite planning
horizon. They assume that the variable replenishment cost is 0, i.e., only a fixed setup cost is incurred when
an order is placed. So the risk of obsolescence, interpreted as the risk of spending money on parts that are
never needed, is ignored.
As aforementioned, the model studied in this paper is closely related to the classical model discussed
above. In fact, except for the price increase after time 0, it is a special case of that model with no setup cost
for ordering. However, we model time continuous, whereas time is modeled discrete in the classical model.
As we will show, the continuous time modeling allows us to characterize optimal parameters of policies by
closed-form expressions. For the classical discrete time model, dynamic programming techniques are
needed in order to calculate optimal policies.
3. Model
The goal is to find an ordering policy that minimizes the total expected (undiscounted) cost during the
finite planning horizon. We make the following modeling assumptions:
1. Time is modeled as a continuous variable t 2 ½0; P . P is the finite planning horizon.
2. The demand for the part that is under consideration is stationary, and follows a Poisson process with
intensity k > 0 in the time period ½0; P .
3. Service parts are held in stock. In order to increase the stock, additional service parts may be ordered at
any time t 2 ½0; P . Ordered parts arrive after a non-negative deterministic lead time L.
4. No parts are disposed of before the end of the planning horizon P. All stock remaining at the end of the
planning horizon is disposed of at that time.
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5. When a demand occurs, it is satisfied immediately if possible. If the stock on hand is zero, any demand
before time P is fully backordered. At time P backorders, if there are any, are considered as lost demands.
6. The following costs are incurred:
Replenishment cost: If k service parts are ordered at time 0, the replenishment cost is k. That is, we
normalize the cost parameters, such that the price of a part at time 0 is equal to 1. If k service parts
are ordered at any time t > 0, the replenishment cost is ck with cP 1. So, there is no ordering (or set-
up) cost, and service parts may be less expensive at time 0.
Holding cost: A holding cost rate h > 0 is incurred during the time that a part is held in stock.
Backorder cost: A backorder cost rate p > 0 is incurred during the time that a demand is backordered.
Disposal cost: If k service parts are disposed of at time P, the disposal cost is dk, where the unit dis-
posal cost d > c. The value of d can be negative if the remaining parts are (partly) recycled.
We restrict our attention to (net stock) order-up-to policies where the order-up-to level SðtÞ may depend
on the time t. Recall from Section 2.2 that this class of time-dependent order-up-to policies contain all
optimal policies for the classical discrete time inventory model. As argued earlier, our model is the con-
tinuous time analogy of the classical discrete time model. It therefore seems reasonable to assume that the
class of time-dependent order-up-to policies also contains all optimal policies for our model.
We restrict ourselves to integer-valued order-up-to levels SðtÞ. This is without loss of generality, since the
demands are integer-valued (always 1). Moreover, since it is not reasonable to order any parts after time
P  L, we set SðtÞ ¼ 1 for t 2 ½P  L; P . For t < P  L we take SðtÞ either 1 or non-negative, since
finite negative values cannot be optimal. Indeed, suppose that the net stock is zero, when at time t < P  L a
demand occurs. There are two sensible options. Either an order is placed immediately and the demand will
be satisfied at time t þ L < P or the demand will be backordered until time P, and will never be satisfied.
There is no sense in postponing the order until some time after t, since that will result in a higher shortage
cost, whereas all other costs remain the same. If the first option is better than the second option, i.e., if the
backorder cost in period ½t þ L; P  is smaller than c, then the optimal order-up-to level is at least 0. Oth-
erwise, it is better not to order and let the stock drop to 1. However, using the same argument, it will then
also be optimal to let the stock drop to 2 if a demand occurs at time t and the net stock just before that
time is 1. Repeating this argument gives that the optimal order-up-to level at time t is either non-negative
or 1. It is also reasonable to expect that SðtÞ is non-increasing in t, since the demand is stationary and the
cost parameters do not depend on time.
The optimal value of SðtÞ will depend on the parameters of the problem, of course. Because the demand
process and the specification of the costs do not depend on time, the dependence of SðtÞ on the planning
horizon P is simple: for all P > 0 and all t 2 ð0; P  it only depends on the remaining time P  t. Indeed, the
problem specification is such that the subproblem from time t onward is equivalent to the problem after
time 0, if the planning horizon is reduced to P  t. So, we restrict the attention to order-up-to levels given by
SðtÞ ¼ HðP  tÞ; t 2 ð0; P ;
where H is a non-decreasing integer-valued function on ½0;1Þ, not depending on P, which is either 1 or
non-negative. It is to be expected that for any fixed t
SðtÞ6 lim
P!1
SðtÞ ¼ lim
u!1
HðuÞ ¼: S
is finite, where S is the order-up-to level of the infinite horizon version of the model. Consequently, the
function H has only finite many jumps, so that it can be described by finite many parameters Uk:
Uk :¼ inf
u
fu : HðuÞP kg; k ¼ 0; 1; . . . ; S;
satisfying L6U06U16    6US < 1. This is illustrated in Fig. 1. It will transpire to be useful to describe
H in terms of the non-negative parameters L0; L1; . . . ; LS , where
500 R.H. Teunter, W.K. Klein Haneveld / European Journal of Operational Research 137 (2002) 497–511
L0 :¼ U0 and Li :¼ Ui  Ui1; i ¼ 1; 2; . . . ; S;
so that
Ui :¼
Xi
j¼0
Lj; i ¼ 0; 1; . . . ; S:
The parameters L0; L1; L2; . . . ; LS are called order-up-to times, since they represent the length of the time
period during which the optimal order-up-to level is 1; 0; 1; . . . ; S  1, respectively. This is also illustrated
in Fig. 1.
Let us summarize the above discussion on time-dependent order-up-to policies. We restrict our attention
to so-called remaining time order-up-to policies. Such a policy is denoted by pðS0; L0; L1; . . . ;LSÞ, since it is
specified completely by these parameters in the following way:
• At time 0, the order-up-to level is S0.
• At time t 2 ð0; P  L0Þ, the order-up-to level is k 2 f0; 1; . . . ; S  1g, if the remaining time P  t satisfiesPk
j¼0 Lj < P  t6
Pkþ1
j¼0 Lj, that is if P 
Pkþ1
j¼0 Lj6 t < P 
Pk
j¼0 Lj.
• At time t 2 ð0; P  L0Þ, the order-up-to level is S, if the remaining time P  t satisfies P  t >
PS
j¼0 Lj,
that is if t < P PSj¼0 Lj.
• At time t 2 ½P  L0; P , no parts are ordered.
Fig. 1. Optimal order-up-to level after time 0 for any value of the remaining time until the end of the planning horizon.
Fig. 2. Remaining time order-up-to policy pðS0; L0;L1; . . . ; LSÞ, with initial order-up-to level S0 and order-up-to times L0;L1; . . . ; LS ,
when the planning horizon is P.
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See Fig. 2. Notice that the maximum value of the order-up-to level is m0, determined byPm0
j¼0 Lj < P 6
Pm0þ1
j¼0 Lj, and that the parameters Lm0þ1; . . . ; LS are irrelevant.
In what follows, we determine optimal remaining time order-up-to policies by calculating optimal values
for the parameters involved. First of all, S is calculated in Section 4. Then, recursively, the values of
L0; L1; . . . ; LS are optimized in Section 5. This is done by successively increasing P, using the fact that
L0; L1; . . . ; LS do not depend on P. Finally, S0 is optimized in Section 7.
4. Characterization of S
In this section we determine S. Recall that S is the optimal order-up-to level after the initial provisioning
if the remaining time until the end of the planning horizon is infinite. That is, it is the optimal order-up-to
level in the infinite horizon model equivalent to the one presented in Section 3, i.e., with P set to 1. We
remark that a characterization of S, as we will present next, has been discussed by many other authors, see
for instance [13].
Clearly, in the infinite horizon situation, an order-up-to policy with a constant order-up-to level S is
optimal, since all parameters of the model are stationary. Consider any time t > L in such an infinite ho-
rizon situation. The stock on hand at time t is equal to the net stock at time t  L minus the demand in
period ðt  L; t. Hence, the average cost rate (at any time t > L) associated with order-up-to level
S; S ¼ 0; 1; . . . ; is
f ðSÞ :¼ hEðS  DÞþ þ pEðS  DÞ; ð1Þ
where D is the random variable corresponding to the demand during a time period of length L. That is, D is
Poisson distributed with parameter kL. As is well known from the classical newsboy problem, f is a convex
function, that is minimal for S equal to the p=ðp þ hÞ quantile of the distribution function Q of D. Hence,
we can characterize the optimal order-up-to level S as follows:
S :¼ min k 2 f0; 1; . . .g : Qðk; kLÞ

P
p
p þ h

; ð2Þ
where
Qðk; lÞ ¼
Xk
i¼0
elli
i!
for all k ¼ 0; 1; . . . and l > 0. We note that if QðS; kLÞ > p=ðp þ hÞ, then S is the unique average cost
minimizer; if QðS; kLÞ ¼ p=ðp þ hÞ, both S and S þ 1 are the minimizers.
5. Optimal order-up-to times
In this section, successively for i ¼ 0; 1; . . . ; S; we derive an optimality condition for Li given L0; . . . ; Li1.
Our approach is based on the following observation. Let pðS0 ; L0; . . . ; LSÞ be any optimal policy. Using this
policy, the order-up-to level SðtÞ drops from i to i 1 (to 1 if i ¼ 0) at time ti, where
ti :¼ P 
Xi
j¼0
Lj ;
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at least if P >
Pi
j¼0 L

j what we assume. We will study a marginal perturbation of ti. That is, for a small
 > 0 we compare the policies
pi ðÞ :¼ pðS0 ; L0; . . . ; Li1; Li  ; Liþ1 þ ; Liþ2; . . . ; LSÞ;
pi ðÞ :¼ pðS0 ; L0; . . . ;Li1; Li þ ; Liþ1  ; Liþ2; . . . ; LSÞ:
These policies have the same order-up-to levels SðtÞ, except in the time interval ½ti  ; ti þ Þ; then the first
one uses level i and the second one uses level i 1. See Fig. 3. What is the effect of these marginal per-
turbations? Obviously, both policies pi ðÞ and pi ðÞ imply the same decisions and therefore the same cost
unless the realization of the demand process is such that the event EiðÞ occurs
EiðÞ :¼ in time interval ½ti  ; ti þ Þ the net stock becomes i and a part is demanded:
When EiðÞ happens, pi ðÞ orders a part in ½ti  ; ti þ Þ whereas pi ðÞ does not. In that case also future
decisions of pi ðÞ may differ from those of pi ðÞ, but before time ti   both policies agree, of course.
Therefore, the total expected cost under pi ðÞ minus the total expected cost under pi ðÞ is equal to
PrðEiðÞÞDi ðÞ, where
Di ðÞ :¼ Epi ðÞ½total cost in ½ti  ; P  j EiðÞ  Epi ðÞ½total cost in ½ti  ; P  j EiðÞ:
Now let  # 0. Then PrðEiðÞÞ converges to 0. More importantly, we claim that Di ðÞ converges to 0 too, that
is,
Di ð0þÞ :¼ lim
 # 0
Di ðÞ ¼ 0:
The idea is, that for the restriction of the problem to the remaining period of time ½ti; P  the policy p must
also be optimal, for all values of the initial stock at time ti. This observation leads us to the following
approach for finding the optimal value Li for Li given L

0; . . . ; L

i1. For any fixed Li, we consider the problem
on the time interval ½ti; P , where
ti :¼ P 
Xi1
j¼0
Lj  Li
is supposed to be positive. It is assumed that the net stock just before time ti is equal to i, and that a demand
occurs at time ti. Two policies are being compared, pþi and p

i . Both use the order-up-to levels SðtÞ de-
termined by L0; . . . ; L

i1, and Li at all times t > ti. At time ti they are different
Fig. 3. Optimal order-up-to level after time 0 under policies pi ðÞ and pi ðÞ.
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• pþi uses level i at time ti, hence an order is placed at time ti.
• pi uses level i 1 (1 if i ¼ 0) at time ti, hence no order is placed at time ti.
Define
DiðLiÞ :¼ the expected total cost of pþi in ½ti; P   the expected total cost of pi in ½ti; P :
Then the observations above indicate that for Li ¼ Li we get DiðLi Þ ¼ Di ð0þÞ ¼ 0. So a necessary optimality
condition for Li is
DiðLiÞ ¼ 0 if Li ¼ Li :
That is, if Li ¼ Li then at the point of time where the order-up-to level drops from i to i 1 it does not
matter if one uses i or i 1, even if it is given that the net stock level is equal to i and a demand occurs. On
the other hand, under these circumstances it might be expected that pi is better than p
þ
i if Li < L

i and the
other way around if Li > Li , that is,
DiðLiÞ > 0 if Li < Li ;
DiðLiÞ < 0 if Li > Li :
If this transpires to be true, the necessary optimality condition is sufficient too.
In Sections 5.1 and 5.2 we will derive explicit formulas for DiðLiÞ, successively for i ¼ 0; 1; . . . ; S. It tran-
spires that for each i ¼ 0; 1; . . . ; S; the function DiðLiÞ is continuously decreasing from a positive value for
Li ¼ 0 to a negative value for Li ! 1, so that the equation DiðLiÞ ¼ 0 has a unique solution that must be Li .
5.1. Calculation of L0
For any L0 > 0, consider the inventory system in the period ½t0; P , where t0 ¼ P  L0 > 0. Assume that
the net stock just before time t0 is zero, and that a demand occurs at time t0. We compare the policies:
pþ0 : SðtÞ ¼ 0 if t ¼ t0, SðtÞ ¼ 1 for all t > t0,
p0 : SðtÞ ¼ 1 for all tP t0.
That is, pþ0 orders a new part at time t0, and orders no parts later, whereas p

0 does not order any part at or
after time t0. By ordering a part at t0, a shortage is avoided during a time interval of length
P minðP ; P  L0 þ LÞ ¼ ðL0  LÞþ, so that the difference in expected cost between policies pþ0 and p0 is
D0ðL0Þ ¼ c pðL0  LÞþ:
Hence, Lþ ðc=pÞ is the unique value for L0, for which policies pþ0 and p0 give the same expected cost, so
that
L0 ¼ Lþ
c
p
: ð3Þ
5.2. Calculation of Li , i ¼ 1; 2; . . . ; S
In order to characterize the optimal value Li ; i ¼ 1; 2; . . . ; S; we proceed as follows. We assume that
L0; . . . ; L

i1 have been determined already.
For any Li > 0, consider the inventory system in period ½ti; P , where ti ¼ P 
Pi1
j¼1 L

j  Li > 0. Assume
that the net stock just before time ti is i, and that a demand occurs at time ti. We compare the policies:
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• pþi : Order a new part at time ti, restoring the net stock to i at that time, and apply the policy
p ðS0; L0; L1; . . . ; Li1Þ for all t > ti,
• pi : Apply the policy p ðS0; L0; L1; . . . ; Li1Þ for all tP ti.
Note that the value of S0 is not relevant for this comparison, since ti > 0.
The difference in expected cost between policies pþi and p

i is
DiðLiÞ ¼ cPr E1ð Þ þ d Pr E2ð Þ þ hET1½   pET2½ 
¼ cPr E1ð Þ þ d Pr E2ð Þ þ ðhþ pÞET1½   pET1½ þT2; ð4Þ
where the events E1, E2 and the random variables T1, T2 are defined as follows:
• The increase in the total number of orders in ½ti; P  is either 0 or 1. The event that it is equal to one is
denoted by E1.
• The increase in the total number of disposed parts at the end of the planning horizon is either 0 or 1. The
event that it is equal to one is denoted by E2.
• At any time t 2 ½ti; P  the stock on hand increases by 1 or does not change. We defineT1 as the random
variable denoting the length of the time interval during which the stock on hand is increased by 1.
• At any time t 2 ½ti; P  the number of backorders decreases by 1 or does not change. We defineT2 as the
random variable denoting the length of the time interval during which the number of backorders is de-
creased by 1.
In [18, Section 5.2], we present detailed derivations of the probabilities associated with events E1 and E2,
and of the expected values ofT1 andT2, under the conditions that the net stock just before time ti is i, and
that a demand occurs at time ti. We will use the results of those derivations, that are omitted here, to derive
closed-form formulas for L1 in Section 5.2.1, and for L

i ; i ¼ 2; 3; . . . ; S in Section 5.2.2.
5.2.1. Calculation of L1
Knowing L0 (see (3)) we now calculate L

1 under the assumption that the parameters of the problem are
such that S P 1, that is, p  ðhþ pÞekL > 0 (see (2)).
For i ¼ 1 we have (see [18])
Pr E1ð Þ ¼ ekL1 ;
Pr E2ð Þ ¼ ekL1ekL0 ;
kE½T1 ¼ ekL  ekL1ekL0 ;
kET1½ þT2 ¼ 1 ekL1 þ ekL1kðL0  LÞ:
Hence, (4) gives for i ¼ 1,
kD1ðL1Þ ¼ ekL1 kc
 þ kdekL0  ðhþ pÞekL0 þ p  kpðL0  LÞþ ðh þ pÞekL  p:
Using (3) this can be rewritten as
kD1ðL1Þ ¼ ekL1 c1ð þ b1Þ  b1;
where
b1 ¼ p  ðhþ pÞekL;
c1 ¼ kdekL

0 þ ðhþ pÞekL 1  ekðL0LÞ:
Because of S P 1 we know that b1 > 0, and because of (3) also c1 > 0. Therefore, kD1ðL1Þ is continuously
decreasing on ½0;1Þ from the positive value c1 for L1 ¼ 0 to the negative value b1 for L1 ! 1, so that the
optimal value L1 for L1 is given by kD1ðL1Þ ¼ 0, that is,
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kL1 ¼ ln 1

þ c1
b1

:
Using (3) this gives
kL1 ¼ ln 1

þ kde
k Lþðc=pÞð Þ þ ðhþ pÞekL 1 ekðc=pÞ 
p  ðhþ pÞekL

: ð5Þ
As expected, on the boundary between S ¼ 0 and S ¼ 1, i.e., if ekLp=ðp þ hÞ ¼ 1, we have L1 ¼ 1.
5.2.2. Calculation of Li , i ¼ 2; 3; . . . ; S
Fix iP 2 and assume that k, p and h are such that S P i. Then we get (see [18])
Pr E1ð Þ ¼ BiekLi ;
Pr E2ð Þ ¼ CiekLi ;
kET1½  ¼ Di þ EiekLi ;
kET1½ þT2 ¼ 1þ ðAi  1ÞekLi ;
where
Ai ¼
Xi
k¼2
X
n1;k2Vk ½0
Yk
j¼2
qðnj; kLiþ1jÞ
 !
k
" #
þ
X
ni2Viþ1½0
Yi
j¼2
qðnj; kLiþ1jÞ
 !
kðL0
 "
 LÞ þ
Xi
j¼2
nj
!#
;
Bi ¼
X
n1;i2Viþ1½0
Yi
j¼2
qðnj; kLiþ1jÞ
" #
;
Ci ¼
X
n1;i2Viþ1½0
Yi
j¼2
qðnj; kLiþ1jÞ
 !
Q i
 "
 1
Xi
j¼2
nj; kL0
!#
;
Di ¼ iQði; kLÞ  kLQði 1; kLÞ  ði 1ÞQði 1; kLÞ þ kLQði 2; kLÞ;
Ei ¼ ði 1ÞQði 1; kLÞ  kLQði 2; kLÞ

Xi1
k¼2
X
n1;k2Vk ½0
Yk
j¼2
qðnj; kLiþ1jÞ
 !
ði kÞQði k; kLÞ
kLQði k  1; kLÞ
 

X
n1;i2Viþ1½0
Yi
j¼2
qðnj; kLiþ1jÞ
 !
iPij¼2 nj Q iPij¼2 nj; kL0 
kL0Q i 1
Pi
j¼2 nj; kL

0
 
0
@
1
A;
n1;k ¼ ðn1; . . . ; nkÞ; k ¼ 1; 2; . . . ; i;
Vk½b ¼
Xj
l¼1
nl
(
< jþ b for j ¼ 1; . . . ; k  1; and
Xk
l¼1
nl P k þ b
)
; k ¼ 1; . . . ; i; b ¼ 0; 1; . . . ;
Viþ1½b ¼
Xj
l¼1
nl
(
< jþ b for j ¼ 1; . . . ; i
)
; b ¼ 0; 1; . . . ;
qðk; lÞ ¼ e
llk
k!
; k ¼ 0; 1; . . . ; l > 0;
Qðk; lÞ ¼
Xk
l¼0
elll
l!
; k ¼ 0; 1; . . . ; l > 0:
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The numbers Ai; . . . ;Ei depend on the parameters of the model, and on L0; L

1; . . . ; L

i1, but not on Li. Hence
we get
kDiðLiÞ ¼ ekLi cið þ biÞ  bi;
where
bi ¼ p  ðhþ pÞDi;
ci ¼ kcBi þ kdCi þ ðhþ pÞðDi þ EiÞ  pAi:
If both bi > 0 and ci > 0 are positive, then kDiðLiÞ is continuously decreasing on ½0;1Þ from the positive
value ci for Li ¼ 0 to the negative value bi for Li ! 1, so that the optimal value Li for Li is given by
kDiðLi Þ ¼ 0, that is,
kLi ¼ ln 1

þ ci
bi

or
kLi ¼ ln 1

þ kcBi þ kdCi þ ðhþ pÞðDi þ EiÞ  pAi
p  ðhþ pÞDi

: ð6Þ
It remains to verify that both bi and ci are positive, indeed. Unfortunately, we are not able do this ana-
lytically. We did, however, calculate bi and ci in a large number of examples, and in each example both
numbers turned out to be positive.
5.3. Characterization of the optimal order-up-to policy after the initial provisioning
Combining the characterization of S, derived in Section 4, and the recursively derived closed-form
formulas for the optimal order-up-to times, we characterize the optimal policy after initial provisioning in
Theorem 5.1.
Theorem 5.1. (a) If ekLp=ðp þ hÞ6 1, then S ¼ 0 and the optimal order-up-to policy is pðS0 ; L0Þ, where
L0 ¼ Lþ ðc=pÞ.
(b) If 1 < ekLp=ðp þ hÞ6 1þ kL, then S ¼ 1 and the optimal order-up-to policy is pðS0 ; L0; L1Þ, where
L0 ¼ Lþ ðc=pÞ, and
kL1 ¼ ln 1
 
þ kde
kL
0 þ ðhþ pÞekL 1 ekðL0LÞ 
p  ðhþ pÞekL
!
:
(c) If
Xm1
k¼0
ðkLÞk
k!
< ekL
p
p þ h 6
Xm
k¼0
ðkLÞk
k!
; m ¼ ð0; 1; Þ2; . . . ;
then S ¼ m and the optimal order-up-to policy is pðS0 ; L0; L1; . . . ; LmÞ, where L0 ¼ Lþ ðc=pÞ, L1 is as given in
part (b) of this theorem, and the optimal values for Li; i ¼ 2; 3; . . . ;m; can be determined recursively, using
R.H. Teunter, W.K. Klein Haneveld / European Journal of Operational Research 137 (2002) 497–511 507
kLi ¼ ln 1

þ kcBi þ kdCi þ ðhþ pÞðDi þ EiÞ  pAi
p  ðhþ pÞDi

:
Definitions of Ai, Bi, Ci, Di, and Ei are given in the previous subsection.
The only parameter of the optimal policy that remains to be determined is the initial order-up-to level S0 .
This is done in Section 7. Next, in Section 6, a sensitivity analysis on the optimal order-up-to times is
performed.
6. Sensitivity analysis
Since we have closed-form formulas for L1; L

2; . . . ; LS , we are able to calculate them for any given values
of the model parameters. Moreover, the calculations are not time consuming. Indeed, they are very fast.
Consider, for instance, the following case:
• c ¼ 2. The price of a part doubles after the beginning of the final phase,
• h ¼ 0:20. The yearly holding cost rate is 0.20,
• p ¼ 20. The yearly backorder cost rate is 20,
• d ¼ 0. There is no removing cost or recycling revenue,
• L ¼ 0:25. The length of the replenishment lead time is three months,
• k ¼ 4. Demand is Poisson distributed with a rate of 4 demands per year,
which we refer to as the basic case. The maximum order-up-to level is S ¼ 4 in this case. The formulas for
Li ; i ¼ 0; 1; 2; 3; 4; of Theorem 5.1 were programmed in Matlab for Windows, version 4.2c.1. We remark
that the programming is straightforward and could be done for i ¼ 5; 6; . . . also. It does get more tedious as
i increases, since the formula for Li becomes more lengthy. The calculations are very fast. On a PC with a
Pentium 90 processor, we are able to calculate L0; . . . ; L

4 in about three seconds. For the basic case this
gives L0 ¼ 0:35; L1 ¼ 0:04; L2 ¼ 0:13; L3 ¼ 0:33; L4 ¼ 0:66.
In the remainder of this section, we report the results of a numerical sensitivity analysis. This analysis
was performed by taking the basic case, and then separately varying each of the model parameters. This
provides insight into the influence of the model parameters on the optimal order-up-to times, which the
complex closed-form formulas themselves do not.
We observed many properties that are expected. If the replenishment cost c (after time 0) increases, if the
holding cost rate h increases, if the disposal cost d increases, or if the backorder cost rate p decreases, then
the optimal order-up-to times increase and hence the optimal order-up-to levels decrease. If the lead time L
increases or if the demand rate k increases, then the optimal order-up-to times decrease and hence the
optimal order-up-to levels increase.
We also observed that the value of h only has a minor influence on the optimal order-up-to times. The
order-up-to times are mainly based on evaluating backorder cost against replenishment and disposal cost.
The optimal order-up-to times are very small if the disposal revenue is close to the ordering cost, i.e., if d
is close to c ¼ 2. This is expected since there is hardly any (cost-)risk of obsolescence in these cases. Due
to the positive holding cost rate, the order-up-to times do remain positive.
7. Optimal initial order-up-to level
After having found the optimal order-up-to times, we next consider the determination of the optimal
value S0 for the initial order-up-to level S0 at time 0. This can be done similarly to the determination of the
optimal base stock times in Section 5, which leads to Theorem 7.1.
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Theorem 7.1. (a) If P 6 Lþ ð1=pÞ, then S0 ¼ 1.
(b) If Lþ ð1=pÞ < P 6 L0 ¼ Lþ ðc=pÞ, then S0 is the largest positive integer S0 for which
1þ dQðS0  1; kP Þ þ ðhþ pÞET1½   pðP  LÞ < 0; ð7Þ
where
ET1½  ¼ S0QðS0; kLÞ  kLQðS0  1; kLÞ  QðS0; kP Þ þ kPQðS0  1; kP Þ:
If (7) does not hold for any positive integer value of S0, not even for S0 ¼ 1, then S0 ¼ 0.
(c) If
Pi1
k¼0 L

k < P 6
Pi
k¼0 L

k for some i ¼ 1; 2; . . . ; S, or if
Pi1
k¼0 L

k < P for i ¼ S þ 1, then S0 is the largest
integer S0 2 fi; iþ 1; . . .g for which
Pr E1ð Þ þ d Pr E2ð Þ þ ðhþ pÞET1½   pET1½ þT2 < 0; ð8Þ
where
Pr E1ð Þ ¼
X
n1;i2Viþ1½S0i
Yi
j¼1
qðnj; ktjÞ
" #
;
Pr E2ð Þ ¼
X
n1;i2Viþ1½S0i
Yi
j¼1
qðnj; ktjÞ
 !
Q S0
 "
 1
Xi
j¼1
nj; ktiþ1
!#
;
kET1½  ¼ S0QðS0; kLÞ  kLQðS0  1; kLÞ

Xi1
k¼1
X
n1;k2Vk ½S0i
Yk
j¼1
qðnj; ktjÞ
 !
ði kÞQði k; kLÞ
kLQði k  1; kLÞ
 

X
n1;i2Viþ1½S0i
Yi
j¼1
qðnj; ktjÞ
 !
S0 
Pi
j¼1 nj
 
Q S0 
Pi
j¼1 nj; ktiþ1
 
ktiþ1Q S0  1
Pi
j¼1 nj; ktiþ1
 
0
B@
1
CA; ð9Þ
kET2½  ¼
Xi
k¼1
X
n1;k2Vk ½S0i
Yk
j¼1
qðnj; ktjÞ
 !
ðk þ S0  iÞ
þ
X
n1;i2Viþ1½S0i
Yi
j¼1
qðnj; ktjÞ
 !
kðtiþ1
 
 LÞ þ
Xi
j¼1
nj
!
;
t1 ¼ P 
Xi1
k¼0
Lk ;
tj ¼ Liþ1j; j ¼ 2; 3; . . . ; iþ 1:
See also Section 5.2 for notations. If (8) does not hold for any integer value of S0 P i, not even for S0 ¼ i, then
S0 ¼ i 1.
Proof 7.1. (a) Similarly to the derivation of L0 in Section 5. (b) Since P 6 L0, Theorem 5.1 gives that no
parts will be ordered after time 0. We compare the policies pðS0; L0Þ and pðS0  1; L0Þ, which we denote for
short by pðS0Þ and pðS0  1Þ. It is assumed that the stock just before time 0 is at most S0  1, so that policy
pðS0Þ orders one more part at that time.
The optimal provisioning S0 is expected to be the largest value of S0 P 1 for which policy pðS0Þ gives
lower expected cost than pðS0  1Þ; it is 0 if policy pð1Þ gives higher expected cost than pð0Þ.
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The difference in expected cost between policies pðS0Þ and pðS0  1Þ is
Pr E1ð Þ þ d Pr E2ð Þ þ ðhþ pÞET1½   pET1½ þT2;
where the events E1, E2 and the random variables T1, T2 are defined as before (see Section 5.2.2).
Clearly, PrðE1Þ ¼ 1, and PrðE2Þ ¼ PrðMS0 > P Þ, where MS0 denotes the moment at which the S0th arrival
after time 0 occurs. Since demand follows a Poisson process with rate k, this gives PrðE2Þ ¼ QðS0  1; kP Þ. It
remains to be shown that the expressions for ET1½  and ET1 þT2½  are correct. It is easy to see that
ET1½  ¼ E MS0
  Lþ  E MS0  Pþ;
which can be rewritten (see [18, Appendix B]) as the expression given in the theorem. Finally, the expression
for E½T1 þT2 is correct, since the difference in stock on hand minus the number of backorders between
policies pðS0Þ and pðS0  1Þ is one part in period ½L; P .
(c) The proof is similar to that of part (b) of this theorem. We refer the interested reader to [18]. 
8. Limitations of the proposed method and directions for future extensions
There are several interesting extensions of the model that we presented: (a) non-stationary demand, (b) a
positive setup cost for ordering, (c) a stochastic lead time, (d) present value considerations, and (e) single
depot versus central depot and repair kits. Below, we will shortly discuss these extensions, and indicate
whether the method that we presented could be modified to analyze them.
(a) The demand rate for service parts can be increasing with time if older appliances have higher failure
rates, and decreasing with time if the population of appliances in use decreases. Only in the latter case, the
ordering policy that we proposed with a decreasing order-up-to level still seems appropriate. But our
method of optimization cannot (easily) be modified for a non-stationary Poisson demand process.
(b) The ordering policy that we proposed can be modified for situations with a positive setup cost for
ordering by including time-dependent order levels. We expect that a method similar to the one that we
presented can again be used to calculate the optimal policy, though the analysis will surely be a lot more
complicated.
(c) and (d) The policy that we proposed still seems appropriate. However, our method of optimization
cannot (easily) be modified for these extensions of our model.
(e) Demands for service parts often occur at many different customer sites that are visited by repairmen.
These repairmen carry a repair kit, containing a selection of service parts, with them. So, service parts are
stocked in a central depot and in repair kits. Our method for finding the optimal order-up-to policy can be
modified (under certain assumptions) for these situations. We will present the results in the near future.
9. Conclusion
We considered an appliance manufacturer’s problem of controlling the inventory of a service part in its
final phase. The planning horizon was deterministic and known, and the objective was to minimize the total
expected undiscounted costs of replenishment (no setup cost), inventory holding, backorder, and disposal
(of unused parts at the end of the planning horizon).
We proposed an ordering policy consisting of an initial order-up-to level at time 0, and a subsequent
series of decreasing order-up-to levels for various intervals of the planning horizon. See Fig. 2. We pre-
sented a method of calculating the optimal policy. Indeed, we were able to describe the optimal policy using
a set of closed-form formulas. Though these formulas are complicated, programming them in a software
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package (we used Matlab) is straightforward. Once that has been done, the optimal policy can be calculated
very fast. As a result, it is also easy to perform sensitivity analysis.
In the future we will extend the method to situations with a central depot and repair kits rather than a
single depot. Moreover, we will try to extend the policy and the method to situations with a positive setup
cost for ordering.
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