I. INTRODUCTION AND STATEMENT OF THEOREMS
We study the three-dimensional magnetohydrodynamics (MHD) system: 
where u = (u 1 , u 2 , u 3 ) : R 3 × R + → R 3 is the velocity field, b = (b 1 , b 2 , b 3 ) : R 3 × R + → R 3 is the magnetic field, and π : R 3 × R + → R is the pressure field. We also denoted viscosity and diffusivity constants by parameters ν, η > 0, respectively.
The MHD system describes the motion of electrically conducting fluids and plays a fundamental role in astrophysics, geophysics, plasma physics, and other applied sciences. Due to the work of Sermange and Temam in Ref. 26 , the initial value problem of the system (1) admits a global weak solution as well as a unique local strong solution. However, the issue of global regularity remains open. In fact, because the system (1) at b ≡ 0 reduces to the Navier-Stokes equation (NSE), in some respect, this problem seems more difficult than that of the NSE: For example, while in the case dimension is two, the global regularity of the Euler equations, the NSE in the inviscid case, has been established (e.g., Ref. 17) , the global regularity issue of the two-dimensional inviscid MHD system remains open despite much effort that has been devoted (cf. Refs. 7, 28-29, and 32-34) . Indeed, the addition of three nonlinear terms mixed with b complicates this issue greatly.
In this paper, we investigate the issue of component reduction result of regularity criteria for the system (1) . Hereafter let us write u(x, t 0 ) · φ(x, t 0 )dx
3. the energy inequality:
We say that a weak solution pair
. For this reason, there has been a vast amount of research done by many mathematicians to obtain a sufficient condition on u and b so that imposing such conditions lead to the bounds on the H 1 -norm of (u, b). Following the pioneering work of the author in Ref. 27 , the author in Ref. 2 showed that a sufficient control on ∇u implies that the solution to the NSE remains smooth for all time. Similar results followed for the MHD system; in particular, in Refs. 14, 37, and 38, it was shown that it suffices to bound only u or ∇u eliminating conditions on b completely. The Beale-Kato-Majda criteria in terms of vorticity for the NSE is well-known 1 and interestingly in Ref. 8 it was shown that this dependence on the vorticity vector may be reduced to any two of its three components (cf. Refs. 11, 18, and 36) .
Subsequently, such component reduction type results for the NSE in terms of u and ∇u appeared, for example, in Ref.
Refs. 4, 9, 10, 20, 23, 24, and 39) . In the case of the MHD system, such component reduction results turned out to be more challenging than the NSE. In particular, even though for the NSE, the regularity criteria has been reduced to one entry of the Jacobian matrix of the velocity vector field u (e.g., Ref. 5) , to this day, it remains unknown if the same result holds for the MHD system. In fact, even a regularity criteria of the MHD system in terms of any two entries of the Jacobian matrix of u has not been obtained (cf. Refs. 6, 16, 21, and 31 for partial results toward this direction).
As for the regularity criteria of the MHD system in terms of u, in Ref. 15 it was shown that if 
where for i = 1, 2,
Then there is no singularity up to time T. In Sec. II, we set notations and state key inequalities that will be of repeated use. Thereafter, we discuss two propositions that will be crucial to our proofs and then prove Theorem 1.1.
II. PRELIMINARY
Let us denote a constant that depends on a, b by c(a, b) and A B, A ≈ B when there exists a constant c ≥ 0 of no significance such that A ≤ cB and A = cB, respectively. We shall also denote
We have the following special case of Troisi inequality (cf. Ref. 12)
. We obtain the basic energy inequality of solution pair to (1) by taking L 2 -inner products of (1) with u and b, respectively, and integrating in time
III. TWO PROPOSITIONS
The following two propositions will be crucial to our proofs:
is the solution pair to (1) . Then
Proof. We first write in components and then integrate by parts to obtain
where we used the due to incompressibility, for any j = 1, 2, 3, k = 1, 2 fixed
Next, we estimate A, B, C, and D. First,
This completes the proof of Proposition 3. 
We leave the proof in the Appendix for completeness. We mention in relevance that some numerical analysis results indeed reported that the velocity field seems to play a more dominant role than the magnetic field in preserving the regularity of the solution pair (e.g., Refs. 13 and 25).
IV. PROOF OF THEOREM 1.1
Without loss of generality, let us consider the case p 1 < ∞, p 2 = ∞ and the other three cases may be proved analogously. We fix
and let s 1 =
, s 2 = 6. Then we observe in particular that
This range of s 1 becomes crucial for example in the estimate of (23).
A. ∇ h u L 2 -estimate
We take L 2 -inner products of the two equations of (1) with − h u and − h b, respectively, to obtain by Proposition 3.1 We bound I as follows:
by Hölder's inequalities justified by (8) . Now we bound I 1 as follows:
by interpolation inequalities justified by (8) and (5). Hence, for any > 0
by Young's inequalities justified by (8) . Next, we bound II:
Hölder's and interpolation inequalities justified by (9) . Furthermore, we use (5) and Young's inequalities justified by (9) to estimate
In sum of (11) and (12) and using (10), we have shown
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2 -inner products of the two equations of (1) with − u and − b, respectively, to obtain
It has been shown in Ref. 31 that we may obtain
We leave details of this computation in the Appendix for completeness. From (16), we further estimate
by Hölder's, Young's and interpolation inequalities and (5). Thus, combined with the previous estimate (13), we have due to (15) and (17) 1 2
By continuity of Riesz transform because there exists a universal constant c ≥ 0 such that
for > 0 sufficiently small, absorbing the dissipative and diffusive terms, we fix t ∈ [0, T] and obtain after integrating (18) in time, where 1 4 ,
by Hölder's inequalities, (14) and (6). We now estimate the last term carefully by (13)
(20)
We estimate starting with
by Hölder's and Young's inequalities justified by (8) . We further use Hölder's inequality justified by (8) to bound by
by Young's and Hölder's inequalities and (6). Third,
by Hölder's and Young's inequalities justified by (9) . We estimate the second term as follows:
where we used Proposition 3.2, Hölder's inequality justified by (9) and (6). Note we used and will use frequently hereafter an elementary inequality that (a (24) in (23), we obtain
Fourth,
by Hölder's and Young's inequalities. We estimate the second term using again Proposition 3.2, Hölder's inequality and (6):
Using (27) in (26), we obtain
Thus, we have due to (20)- (22), (25) , and (28)
The other two terms of (19) , namely, III 1 and III 2 may be readily handled as we already did. We sketch it for completeness. We have by (13)
by Hölder's and Young's inequalities justified by (8) and (6) . Second,
by Young's inequality and (6). Third,
dτ by Hölder's and Young's inequalities justified by (9), (6), and Proposition 3.2. We bound this furthermore by Young's inequality justified by (9) and (6) as follows:
by Hölder's and Young's inequalities, (6) and Proposition 3.2. Therefore, from (30)-(34)
Finally, immediately by Young's inequality
Hence, from (19) , (29), (35) , and (36) for > 0 sufficiently small,
By Gronwall's inequality, the proof is complete if
Now by Hölder's and Young's inequalities justified by (8) we obtain
This completes the proof of Theorem 1.1.
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APPENDIX: PROOFS OF PROPOSITION 3.2 AND (16)

Proof of Proposition 3.2
Here we prove Proposition 3.2.
Proof. First, let us consider the case p ∈ (2, 6). Suppose (u, b) solves (1) 
Next,
|∂ 3 u||∇ h b||∂ 3 b| + |∇ h u||∂ 3 b| 2 .
Next, we combine two other terms:
|∂ 3 b||∇ h b||∂ 3 u| + |∂ 3 b| 2 |∇ h u|.
This completes the proof of (16).
