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ABSTRACT
This thesis summarizes author’s research on the field of theory of the quaternion algebras,
their isomorphisms and maximal orders. The new point of view to this issue is received
by using the concept of the discrete norm. The three following statements could be
taken as the main results of the thesis:
1. Proof of the uniqueness of the discrete norm for integers, for the orders of the
quadratic field extension and also for the orders of quaternion algebra
2. Theorem, which enables us to construct isomorphisms between quaternion algebras
in explicit matrix form
3. Proof of the existence of infinitely many mutually distinct orders of the quaternion
algebra
Results given in this thesis will be also used in a scientific article.
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uniqueness, isomorphism, automorphism
ABSTRAKT
Tato práce shrnuje autorův výzkum v oblasti teorie kvaternionových algeber, jejich
izomorfismů a maximálních řádů. Nový úhel pohledu na tuto problematiku je umožněn
využitím pojmu diskrétní normy.
Za hlavní výsledky práce je možné považovat důkaz jednoznačnosti diskrétní normy
pro celá čísla, kvadratická rozšíření těles a řády kvaternionových algeber. Dále větu, která
umožňuje mezi dvěma kvaternionovými algebrami konstruovat izomorfismy explicitně
vyjádřené v maticovém tvaru. A v neposlední řadě důkaz existence nekonečně mnoha
různých maximálních řádů kvaternionové algebry.
Výsledky uvedené v této diplomové práci budou dále publikovány ve vědeckém článku.
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INTRODUCTION
The title suggests that the battlefield of this thesis consists mainly of the three basic
concepts. They are the quaternion algebra, the order of the quaternion algebra and
the discrete norm. To gain at least primary insight of what these concepts are
related to, let us state a couple of sentences about them here.
The well known representative of quaternion algebras are so-called Hamilton
quaternions H =
(︁−1,−1
R
)︁
, where R is a field of real numbers. Except the fact
that H is a sort of generalization of classical complex numbers (denoted by C) by
adding two more imaginary unities 𝑗 and 𝑘, H is also one of the simplest examples
of the noncommutative field. On the other hand and from the other (not so much
algebraical) point of view, quaternion algebra can be seen as a four-dimensional
vector space over a field (with the characteristic not equal to two) with the special
kind of multiplying defined on it. From the set of all suitable fields, we most often
take Q, the field of rational numbers.
The order is a proper subset of a quaternion algebra, which is a ring and from
which the initial quaternion algebra can be constructed by tensor product. The most
important role in our research is played by maximal orders. A maximal order is an
order which is maximal with respect to inclusion, i.e. adding an arbitrary element
to this order causes that there does not exist any order containing such a set.
The last of the three main concepts is the discrete norm. Norm on the ring is in
general any mapping from this ring to R satisfying three given properties and en-
abling us to measure distance between elements of the ring. The concept of discrete
norm follows from this concept of norm on the ring by adding two more properties.
These properties seem to be relatively natural and they ensure uniqueness of the
discrete norm for comparatively many rings.
Let us move to what should be objects of this thesis and what should not. Just
at the beginning, it should be mentioned, that this thesis is nothing but theoretical.
The author definitely does not oppose to the use of the results contained here in
practical applications, but his intention is not to look for such applications. Although
the problem of discretely normed orders should be investigated more generally, our
area of interest is restricted mostly to quaternion algebras over Q.
From this restriction follows one great advantage: we are able to use classical
results from linear algebra, number theory and mathematical analysis. That is the
reason why the spectrum of proving techniques used in this thesis is wider than
the spectrum normally used in abstract algebra. This restriction also enables us to
express a range of isomorphisms between quaternion algebras explicitly in matrix
form, which re-enriches the spectrum of proving techniques again. The restriction
of the area of our interest finally enables us to research some quaternion algebras
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more deeply and to gain some rather specific results.
This thesis was written with effort to be as understandable as it could be. Since
this, there are many specific examples, and also thought construction is made as
gradually as possible. Despite this, there are some proofs which are actually compli-
cated because of technical difficulties, though their ideas are relatively simple. The
author’s only hope is that it will not impede understanding of them.
At the end of the introduction, let us state a couple of words about a conception
of the thesis. It is divided into two main parts. The first part consists of the chapter
one and contains all of the required definitions and known results on the field of our
investigation. Other four chapters form the second part of the thesis and there is
the author’s own research in it. This division may be also practical because of the
fact that a reader, familiar with classical results of quaternion algebras, orders and
the discrete norm, could skip the whole chapter one: he would not need to search
the whole text to see what he could skip and what he could not; he can simply skip
the entire chapter.
2
1 DEFINITIONS AND KNOWN RESULTS
This chapter is drafted as an introduction to the theory of quaternion algebras,
orders and discrete norm. There are also other results and definitions from the
abstract algebra and the number theory. This chapter can be either skipped by the
readers, who are familiar with these themes, or read only partially.
1.1 Rings
Definition 1. A ring is an algebraic structure
(𝑅,+, ·)
that for all 𝑟, 𝑠, 𝑡 ∈ 𝑅 we have
𝑟 + 𝑠 = 𝑠+ 𝑟,
(𝑟 + 𝑠) + 𝑡 = 𝑟 + (𝑠+ 𝑡),
(𝑟 · 𝑠) · 𝑡 = 𝑟 · (𝑠 · 𝑡),
𝑟 · (𝑠+ 𝑡) = 𝑟 · 𝑠+ 𝑟 · 𝑡
(𝑠+ 𝑡) · 𝑟 = 𝑠 · 𝑟 + 𝑡 · 𝑟
and there exist distinct additive and multiplicative identities 0, 1 ∈ 𝑅 such that
for all 𝑟 ∈ 𝑅,
𝑟 + 0 = 𝑟,
𝑟 + 𝑠 = 0 for some 𝑠 ∈ 𝑅,
𝑟 · 1 = 1 · 𝑟 = 𝑟.
We say 𝑅 is commutative ring, if we have even more
𝑟 · 𝑠 = 𝑠 · 𝑟 (commutativity due to multiplication).
Finally we say 𝑅 is field, if 𝑅 is a ring and for all 𝑟 ∈ 𝑅* = 𝑅r {0} there exists
𝑠 such that
𝑟 · 𝑠 = 𝑠 · 𝑟 = 1.
Definition 2. Let (𝑅,+𝑅, ·𝑅) be a ring (field respectively) and 𝑆 ⊆ 𝑅 such that
(𝑆,+𝑆, ·𝑆) is also ring (field) and for 𝑎, 𝑏 ∈ 𝑆 we have
𝑎+𝑆 𝑏 = 𝑎+𝑅 𝑏
𝑎 ·𝑆 𝑏 = 𝑎 ·𝑅 𝑏.
Then we call 𝑆 subring (subfield) of 𝑅.
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1.2 Quadratic field extension and its order
Definition 3. Let 𝐹 be a field, 𝐾 its subfield and 𝛼 ∈ 𝐹 such that 𝛼 ̸∈ 𝐾 but
𝛼2 ∈ 𝐾, and every element 𝑥 of 𝐹 can be written in the form 𝑥 = 𝑥0 + 𝑥1𝛼, where
𝑥0, 𝑥1 ∈ 𝐾. Then we say 𝐹 is quadratic extension of 𝐾.
Lemma 1. Let 𝐹 be a quadratic extension of field 𝐾 and
𝑥 = 𝑥0 + 𝑥1𝛼, 𝑦 = 𝑦0 + 𝑦1𝛼 ∈ 𝐹 (it means 𝑥0, 𝑥1, 𝑦0, 𝑦1, 𝛼2 ∈ 𝐾,𝛼 ̸∈ 𝐾), such that
𝑥 = 𝑦. Then 𝑥0 = 𝑦0, 𝑥1 = 𝑦1.
Proof. Because 𝐾 is also a field, there exist one and only one −𝑥0 ∈ 𝐾, 𝑥0+(−𝑥0) =
𝑥0 − 𝑥0 = 0𝐾 , so we have:
𝑥0 + 𝑥1𝛼 = 𝑦0 + 𝑦1𝛼 /− 𝑥0
𝑥1𝛼 = 𝑦0 − 𝑥0 + 𝑦1𝛼 / · 𝛼
𝐾 ∋ 𝑥1𝛼2 = (𝑦0 − 𝑥0)𝛼 + 𝑦1𝛼2 =⇒ (𝑦0 − 𝑥0) = 0 =⇒ 𝑦0 = 𝑥0.
And because 𝐹 is a field, there exist one and only one 𝛼−1, 𝛼𝛼−1 = 1𝐹 = 1𝐾 , hence:
𝑥0 + 𝑥1𝛼 = 𝑥0 + 𝑦1𝛼 /− 𝑥0
𝑥1𝛼 = 𝑦1𝛼 / · 𝛼−1 =⇒ 𝑥1 = 𝑦1
For the following text we take 𝐾 = Q and 𝛼 = 𝜃 defined below. The quadratic
field extension of Q we will denote by Q[𝜃] and call it the imaginary quadratic field.
In the following (equally to [5]) we will suppose 𝑑 as a negative square-free integer,
𝐶 as a positive integer and we distinguish two cases:
(𝐼) 𝑑 ≡ 1 (mod 4),
(𝐼𝐼) 𝑑 ≡ 2 or 𝑑 ≡ 3 (mod 4).
Further, we set
𝜀 =
⎧⎪⎨⎪⎩1 for the case (𝐼),0 for the case (𝐼𝐼);
we will use this 𝜀 for a formal integration of the two cases described above to a
single one in a number of formulas below. Let
𝜃 =
√
𝑑+ 𝜀2(1−
√
𝑑)
and
𝐷 = −𝑑+ 𝜀4(1 + 3𝑑).
Now we can define an order of the imaginary quadratic field.
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Definition 4. Let 𝑑, 𝐶, 𝜀, 𝜃,𝐷 be as above, then
Z[𝐶𝜃] = {𝑥+ 𝑦𝐶𝜃;𝑥, 𝑦 ∈ Z}
is called order of the imaginary quadratic field Q[𝜃].
Example 1. Let us state at least two the best-known examples of order of the
imaginary quadratic field. These are:
1. Z[
√−1], the Gaussian integers and
2. Z[1+
√−3
2 ], the Eisenstein integers.
Remark 1. The theory of the field extension is hardly exhausted in this section.
Reader may find more in [9], for example.
1.3 Quaternion algebras
Definition 5. A quaternion algebra 𝐴 over field 𝐹 (characteristic ̸= 2) is a four-
dimensional 𝐹 space with basis vectors 1, 𝑖, 𝑗 and 𝑘, where multiplication is define
on 𝐴 by requiring that 1 is a multiplicative identity element, that
𝑖2 = 𝑎1, 𝑗2 = 𝑏1, 𝑖𝑗 = −𝑗𝑖 = 𝑘
for some 𝑎 and 𝑏 in 𝐹 * = 𝐹 r {0} and by extending the multiplication linearly so
that 𝐴 is an associative algebra over 𝐹 .
Remark 2. 𝐴 is associative, but not commutative, from the definition of the mul-
tiplication. The quaternion algebras are (besides the space of matrices) one of the
simplest example of noncommutative fields.
Basis {1, 𝑖, 𝑗, 𝑘} is called standard basis of quaternion algebra.
Quaternion algebra can be denoted by Hilbert symbol:
𝐴 =
(︃
𝑎, 𝑏
𝐹
)︃
and the well-known Hamilton’s quaternions are familiar example of it;
H =
(︃−1,−1
R
)︃
.
Also we can see, that for any field 𝐹
𝑀2(𝐹 ) ∼=
(︂1, 1
𝐹
)︂
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with generators
𝑖 =
(︃
1 0
0 −1
)︃
, 𝑗 =
(︃
0 1
1 0
)︃
.
Lemma 2.
(︂
𝑎,𝑏
𝐹
)︂
∼=
(︂
𝑎𝑥2,𝑏𝑦2
𝐹
)︂
for any 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐹 *
Proof. Can be done by straightforward construction of the isomorphism.
Theorem 1. Every four-dimensional central simple algebra over a field 𝐹 of char-
acteristic ̸= 2 is a quaternion algebra.
The proof is somewhat complicated, so it is skipped. The reader can find it in [1].
The importance of this theorem lies in the fact that some authors use this theorem
not as a theorem but instead as a definition of quaternionic algebra. It means that
by proving this theorem, we prove equivalence of both definitions.
1.4 Discriminant of quaternionic algebra, 𝑝-adic
numbers
We have to start with 𝑝-adic numbers as they are necessary for defining the discrimi-
nant of the quaternion algebra. The concept of 𝑝-adic numbers is rather abstract and
is based on completion of the field of rational numbers. The standard completion of
rational numbers is the field of real numbers R. This completion is constructed by
embedding limits of all rational Cauchy sequences to the rational numbers, where
limits and also Cauchy sequences are taken in common Euclidean meaning. How-
ever, if we consider different metric, we receive distinct completion of the rational
numbers. The field of 𝑝-adic numbers is one of these distinct completion. Exact
mathematical introduction will be done according to brilliant notes from the profes-
sor Andrew Baker, which he has been using for his lectures [3]. However, we have
changed some denotation.
1.4.1 𝑝−adic norm and numbers
Let 𝑅 be a ring with unity.
Definition 6. A function
| · | : 𝑅 −→ R+ = {𝑟 ∈ R : 𝑟 ≥ 0}
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is called a norm on 𝑅 if the following are true.
(N1) |𝑥| = 0 if and only if 𝑥 = 0,
(N2) |𝑥+ 𝑦| ≤ |𝑥|+ |𝑦|,
(N3) |𝑥𝑦| = |𝑥||𝑦|.
A norm | · | is called non-Archimedean if (N2) can be replaced by the stronger
statement, the ultrametric inequality:
(N2’) |𝑥+ 𝑦| ≤ max{|𝑥|, |𝑦|}.
If (N2’) is not true then the norm | · | is said to be 𝐴𝑟𝑐ℎ𝑖𝑚𝑒𝑑𝑒𝑎𝑛.
For non-Archimedean norm property (N2’) can be strengthened to
(N2”) |𝑥+ 𝑦| ≤ max{|𝑥|, |𝑦|} with equality if |𝑥| ≠ |𝑦|.
Let (N1),(N2’) and (N3) is satisfied and |𝑥| ̸= |𝑦|. Without loss of generality, we
can take |𝑥| > |𝑦| and suppose |𝑥+ 𝑦| ≠ max{|𝑥|, |𝑦|}. Then:
|𝑥+ 𝑦| < max{|𝑥|, |𝑦|} = |𝑥| = |𝑥+ 𝑦− 𝑦| ≤ max{|𝑥+ 𝑦|, |− 𝑦|} = max{|𝑥+ 𝑦|, |𝑦|},
which is contradiction, because if max{|𝑥+ 𝑦|, |𝑦|} = |𝑥+ 𝑦|, then |𝑥+ 𝑦| < |𝑥+ 𝑦|,
and if max{|𝑥+ 𝑦|, |𝑦|} = |𝑦|, then |𝑥| ≤ |𝑦|.
Example 2. Let 𝑅 ⊆ C be a subring of the complex numbers. Then the norm
| · | on 𝑅 = Z,Q,R,C can be taken as a standard absolute value. This norm is
Archimedean because of the inequality
|1 + 1| = 2 > |1| = 1.
Now let us focus on the case 𝑅 = Q, the ring of rational numbers. Suppose
𝑎, 𝑏 ∈ Z, 𝑏 ̸= 0 and 𝑎
𝑏
∈ Q is a fraction written in the simplest form. Furthermore,
suppose 𝑝 ≥ 2 as a prime number.
Definition 7. If 𝑥 ̸= 0 ∈ Z, the p-adic ordinal (or valuation ) of 𝑥 is
ord𝑝𝑥 = max{𝑟 : 𝑝𝑟|𝑥} ≥ 0.
For 𝑎
𝑏
∈ Q, the p-adic ordinal of 𝑎
𝑏
ord𝑝
𝑎
𝑏
= ord𝑝𝑎− ord𝑝𝑏.
7
Let us remark that in all cases ord𝑝 gives an integer and that for a rational 𝑎𝑏
the value of ord𝑝 𝑎𝑏 would be well defined, even if the fraction
𝑎
𝑏
is not in the simplest
form, i.e. , if 𝑎
𝑏
= 𝑎′
𝑏′ then
ord𝑝𝑎− ord𝑝𝑏 = ord𝑝𝑎′ − ord𝑝𝑏′.
We also introduce the convention that ord𝑝0 =∞.
Proposition 1. If 𝑥, 𝑦 ∈ Q, the ord𝑝 has the following properties:
(𝑎) ord𝑝𝑥 =∞ if and only if 𝑥 = 0;
(𝑏) ord𝑝(𝑥+ 𝑦) ≥ min{ord𝑝𝑥, ord𝑝𝑦} with equality if ord𝑝𝑥 ̸= ord𝑝𝑦;
(𝑐) ord𝑝(𝑥𝑦) = ord𝑝𝑥+ ord𝑝𝑦.
Proof. The proof is left to be found in [3]
Definition 8. For 𝑥 ∈ Q, let the p-adic norm of 𝑥 be given by
|𝑥|𝑝 =
⎧⎪⎨⎪⎩𝑝
−ord𝑝𝑥 if 𝑥 ̸= 0,
𝑝−∞ = 0 if 𝑥 = 0.
Proposition 2. The function | · |𝑝 : Q −→ R+ has properties
(𝑎) |𝑥|𝑝 = 0 if and only if 𝑥 = 0;
(𝑏) |𝑥+ 𝑦|𝑝 ≤ max{|𝑥|𝑝, |𝑦|𝑝} with equality if |𝑥|𝑝 ̸= |𝑦|𝑝;
(𝑐) |𝑥𝑦|𝑝 = |𝑥|𝑝 · |𝑦|𝑝.
Hence, | · |𝑝 is a non-Archimedean norm on Q.
Proof. This follows easily from Proposition 1.
Before we postulate rigorous definition of 𝑝-adic numbers, let us mention one in-
teresting and maybe womewhat strange property of any non-Archimedean distance.
Proposition 3. (The Isosceles Triangle Principle) Let | · | be a non-Archimedean
norm on a ring R. Let 𝑥, 𝑦, 𝑧 ∈ 𝑅 be such that |𝑥− 𝑦| ≠ |𝑧 − 𝑦|. Then
|𝑥− 𝑦| = max{|𝑥− 𝑧|, |𝑧 − 𝑦|}.
Hence, every triangle is isosceles in the non-Archimedean world.
Proof. Is obvious.
Definition 9. A ring with norm | · | is complete with respect to the norm | · | if every
Cauchy sequence has a limit in 𝑅 with respect to | · |.
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Example 3. As it was said at the beginning of this section, the ring of real numbers
R is complete with respect to usual Euclidean norm.
Now the most important definition of the first part of this section follows.
Definition 10. The ring of 𝑝-adic numbers is the completion Q^ of Q with respect
to | · | = | · |𝑝; we will denoted it Q𝑝.
1.4.2 Discriminant of quaternion algebra
Definition 11. Let 𝐾 be a field of characteristic not equal to two and 𝑎, 𝑏 ∈ 𝐾
then by Hilbert symbol due to 𝐾 we understand
(𝑎, 𝑏) =
⎧⎪⎨⎪⎩1, if equation 𝑎𝑥
2 + 𝑏𝑦2 = 𝑧2 has nonzero solution in 𝐾,
−1 in other cases.
Hilbert symbol due to field Q𝑝 we will denote by (𝑎, 𝑏)𝑝.
Definition 12. Let 𝐴 =
(︁
𝑎,𝑏
Q
)︁
be a quaternion algebra, denote 𝑋 set of all prime 𝑝
such that (𝑎, 𝑏)𝑝 = −1. Then expression
𝑑𝐴 =
∏︁
𝑝∈𝑋
𝑝
is said to be discriminant of quaternion algebra A.
Example 4. Let 𝐴 =
(︁−1,−1
Q
)︁
, 𝐵 =
(︁−1,−2
Q
)︁
and 𝐶 =
(︁−1,−3
Q
)︁
then 𝑑𝐴 = 𝑑𝐵 = 2
and 𝑑𝐶 = 3.
Maybe the greatest importance of discriminant of the quaternion algebra is shown
in the following theorem.
Theorem 2. Let 𝐴 and 𝐵 be quaternion algebras over Q. Then 𝐴 ∼= 𝐵 if and only
if 𝑑𝐴 = 𝑑𝐵.
Proof. It is easy corollary of Theorem 2.7.5 in [1].
Hence almost every property of the quaternion algebra can be classified just
by its discriminant. We have to say: "almost every" because, there is still a property
which is not preserved by an isomorphism. Details will be analyzed at the end of the
thesis.
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1.5 Quaternion orders
Definition 13. Let 𝑉 be a vector space over 𝐹 , an R-lattice 𝐿 in 𝑉 is finitely
generated 𝑅-module contained in 𝑉 . Furthermore, 𝐿 is a complete R-lattice if
𝐹 ⊗𝑅 𝐿 ∼= 𝑉 .
Definition 14.
An ideal 𝐼 in 𝐴 is complete 𝑅-lattice.
An order 𝒪 in 𝐴 is an ideal which is also a ring with 1.
An order 𝒪 is maximal if it is maximal with respect to inclusion.
Example 5. The well known example of quaternion order are the Hurwitz quater-
nions:
ℋ = {𝑥0 (1+𝑖+𝑗+𝑘)2 + 𝑥1𝑖+ 𝑥2𝑗 + 𝑥3𝑘 | 𝑥0, 𝑥1, 𝑥2, 𝑥3 ∈ Z} ⊂
(︃
𝑎, 𝑏
Q
)︃
and the Lipschitz-like quaternions:
ℒ(𝜃0, 𝜃1, 𝜃2, 𝜃3) = {𝜃0𝑥01 + 𝜃1𝑥1𝑖+ 𝜃2𝑥2𝑗 + 𝜃3𝑥3𝑘 | 𝑥0, 𝑥1, 𝑥2, 𝑥3 ∈ Z} ⊂
(︃
𝑎, 𝑏
Q
)︃
.
In the following text, we use also another denotation:
ℋ = Z[ (1+𝑖+𝑗+𝑘)2 , 𝑖, 𝑗, 𝑘],
ℒ(𝜃0, 𝜃1, 𝜃2, 𝜃3) = Z[𝜃0, 𝜃1𝑖, 𝜃2𝑗, 𝜃3𝑘].
1.6 Discrete norm
In the section devoted to the 𝑝-adic norm, we have introduced a definition of the
norm on the ring given by three properties (N1),(N2) and (N3). These three prop-
erties are preserved and we add two more properties to define the discrete norm
in the same way as Cohn did in [2]. Although we have already defined (N1),(N2)
and (N3), we repeat this properties for the completeness of the following definition.
Definition 15. A norm on 𝑅 is a mapping | · | from 𝑅 to the non-negative real
numbers such that
(N1) |𝑥| = 0 if and only if 𝑥 = 0,
(N2) |𝑥+ 𝑦| ≤ |𝑥|+ |𝑦|,
(N3) |𝑥𝑦| = |𝑥||𝑦|.
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We note that by (N3)𝑅 must be an integral domain (ring without zero-divisors).
We shall say that | · | is a discrete norm or that 𝑅 is discretely normed, if further,
(N4) |𝑥| ≥ 1 for all 𝑥 ̸= 0, with equality only if 𝑥 ∈ U0(𝑅),
(N5) there exists no 𝑥 ∈ 𝑅 such that 1 < |𝑥| < 2.
Example 6.
1. Z the ring of integers equipped with standard absolute value fulfill all five
properties (N1) – (N5), hence it is discretely normed ring. But there remains
question, whether there exist some other discrete norm on Z. This question is
discussed in the following chapter.
2. It is also easy to check, that order Z[
√−5] of quadratic field extension Q[√−5],
equipped with norm
| · | : Z[√−5]→ R+0
given by
|𝑥| = √𝑥𝑥 =
√︁
(𝑥0 + 𝑥1
√−5)(𝑥0 − 𝑥1
√−5) =
√︁
𝑥20 + 5𝑥21,
fulfills (N1) – (N5). Uniqueness of this norm is also discussed in the following
chapter.
3. But not all of the orders of the imaginary quadratic field can be discretely
normed. It’s enough to take Z[
√−1], which cannot be discretely normed.
For details see [2], section 6.
4. Similar situation we have also for quaternion orders. Some of them can be
normed (even uniguely) and for others, there exists no discrete norm fulfilling
all properties (N1) – (N5). More details will be shown in the following chapter
too.
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2 ON THE UNIQUENESS OF DISCRETE NORM
This chapter is devoted to the investigation of the uniqueness of the discrete norm on
some special rings. We will start with proving uniqueness of the discrete norm on the
ring of integers and then we will extend this result to the orders of the imaginary
quadratic field and also to the quaternion orders. At the end of the chapter we will
summarize our investigation and show which quaternion orders can be discretely
normed and which cannot.
Just before we start with the first proposition, let us mention one point. The fact
that discrete norm is truly unique in a (relatively wide) group of rings we investigate
says that it is very well defined. Only five simple properties ensure that from the
set of all mappings from 𝑅 to R we can only take one.
For every ring, which we will investigate, the discrete norm (if it exists) is given
uniquely. However, it is not satisfied in general. Thus, before we start with showing
uniqueness of the discrete norm, we state an example of a ring which cannot be
discretely normed in a unique way.
Example 7. Let 𝑅 = Z[𝑥], the set of all polynomials over Z and let 𝑝(𝑥), 𝑞(𝑥) ∈ Z[𝑥]
be arbitrary. We can express 𝑝(𝑥) and 𝑞(𝑥) in the forms:
𝑝(𝑥) =
𝑛∑︁
𝑖=0
𝑎𝑖𝑥
𝑖, where 𝑛 ≥ 0, 𝑎𝑖 ∈ Z and 𝑎𝑛 ̸= 0 if 𝑛 > 0,
𝑞(𝑥) =
𝑚∑︁
𝑗=0
𝑏𝑗𝑥
𝑗, where 𝑚 ≥ 0, 𝑏𝑗 ∈ Z and 𝑏𝑚 ̸= 0 if 𝑚 > 0.
Without loss of generality 𝑛 ≥ 𝑚. Now we can define discrete norm of 𝑝(𝑥) this
way:
|𝑝(𝑥)| = |
𝑛∑︁
𝑖=0
𝑎𝑖𝑥
𝑖| 𝑑𝑒𝑓.= |𝑎𝑛|𝑦𝑛,
where 𝑦 ∈ {1} ∩ ⟨2,∞) is arbitrary and |𝑎𝑛| is standard absolute value of 𝑎𝑛. We
show that this mapping actually satisfies properties (N1) – (N5).
(N1)
|𝑝(𝑥)| = 0 =⇒ |𝑎𝑛|𝑦𝑛 = 0 =⇒ |𝑎𝑛| = 0 =⇒ 𝑛 = 0, |𝑎0| = 0 =⇒ 𝑝(𝑥) = 𝑎0 = 0
(N2)
|𝑝(𝑥) + 𝑞(𝑥)| =
⎧⎪⎨⎪⎩|𝑎𝑛|𝑦
𝑛 ≤ |𝑎𝑛|𝑦𝑛 + |𝑏𝑚|𝑦𝑚 = |𝑝(𝑥)|+ |𝑞(𝑥)| for 𝑛 > 𝑚,
|𝑎𝑛 + 𝑏𝑛|𝑦𝑛 ≤ |𝑎𝑛|𝑦𝑛 + |𝑏𝑛|𝑦𝑛 = |𝑝(𝑥)|+ |𝑞(𝑥)| for 𝑛 = 𝑚.
(N3)
|𝑝(𝑥)𝑞(𝑥)| = |𝑎𝑛𝑏𝑚𝑥𝑛+𝑚 + ...| = |𝑎𝑛𝑏𝑚|𝑦𝑛+𝑚 = |𝑎𝑛|𝑦𝑛|𝑏𝑚|𝑦𝑚 = |𝑝(𝑥)||𝑞(𝑥)|
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(N4)
|𝑝(𝑥)| ≥ 1 for 𝑝(𝑥) ̸= 0 is obvious, because 𝑎𝑛 ∈ Z and 𝑦 ∈ {1} ∩ ⟨2,∞)
(N5)
Is obvious by the same reasoning.
Hence the mapping defined above is discrete norm for arbitrary 𝑦 ∈ {1} ∩ ⟨2,∞)
and so a discrete norm on 𝑅 = Z[𝑥] is not given uniquely.
Proposition 4. For 𝑅 = Z, there is one and only one norm satisfying (N1) – (N5).
Proof. Let 𝑘 ∈ N. Using (N2) we obtain
|𝑘| = | 1 + · · ·+ 1⏟  ⏞  
𝑘−times
| ≤ |1|+ · · ·+ |1|⏟  ⏞  
𝑘−times
= 𝑘,
so we have |𝑘| ≤ 𝑘 which can be rewritten into the form |𝑘| = 𝑘 − 𝑄(𝑘), where
𝑄(𝑘) ∈ R+, 0 ≤ 𝑄(𝑘) < 𝑘. It is easy to see that for every norm such 𝑄 is given
by the map 𝑄 : N → R+. If we suppose that there exists 𝑘0 ∈ N, 𝑘0 ̸= 1, for which
𝑄(𝑘0) < 𝑄(𝑘0 − 1), then
|𝑘0| = 𝑘0 −𝑄(𝑘0) > 𝑘0 −𝑄(𝑘0 − 1) = (𝑘0 − 1)−𝑄(𝑘0 − 1) + 1,
but of course (𝑘0 − 1)−𝑄(𝑘0 − 1) = |(𝑘0 − 1)| and 1 = |1| by (N4), so we have
|𝑘0| > |𝑘0 − 1|+ |1|,
which is a contraction with (N2). Thus, there is no such 𝑘0 for which
𝑄(𝑘0) < 𝑄(𝑘0 − 1), hence 𝑄 is nondecreasing. Finally, let us evaluate | · | in some
points: |1| = 1 by (N4) and |2| = 2 by (N5) and by |𝑘| ≤ 𝑘. Moreover, by (N3) it
is easy to deduce |2𝑛| = 2𝑛,∀𝑛 ∈ N, so 𝑄(2𝑛) = 2𝑛 − |2𝑛| = 0. 𝑄 is nondecreasing
and since this 𝑄 is identically equal to 0. Thus, |𝑘| = 𝑘 for every 𝑘 ∈ N. Clearly,
|0| = 0 and as 1 = |1| = |(−1)(−1)| = | − 1|| − 1|, where | · | is nonnegative, so
| − 1| = 1. Hence for every 𝑘 ∈ N, | − 𝑘| = | − 1||𝑘| = |𝑘|. Altogether, the discrete
norm | · | : Z → R+ satisfying (N1) – (N5) is unique and it is nothing but the
standard absolute value.
Proposition 5. If there exists discrete norm satisfying (N1) – (N5) for 𝑅 = Z[𝐶𝜃],
it is given uniquely.
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Proof. Let 𝑥 = 𝑥0+𝑥1𝐶𝜃 ∈ Z[𝐶𝜃] and let us take the number 𝑥 = 𝑥0+𝜀𝑥1𝐶−𝑥1𝐶𝜃.
Then
𝑥𝑥 = 𝑥20 + 𝜀𝑥0𝑥1𝐶 +
𝜀(1 + 3𝑑)− 4𝑑
4 𝑥
2
1𝐶
2 ∈ Z
and thus
|𝑥||𝑥| = |𝑥𝑥| = |𝑥20 + 𝜀𝑥0𝑥1𝐶 +
𝜀(1 + 3𝑑)− 4𝑑
4 𝑥
2
1𝐶
2|.
Now we would like to show |𝑥| = |𝑥|. Suppose that there exists some 𝑥 ̸= 0 (we
trivially have |0| = |0|) such that |𝑥| ̸= |𝑥|, without loss of a generality |𝑥| > |𝑥|. It
means that |𝑥| = 𝑞
√︁
|𝑥𝑥|, 𝑞 > 1, since |𝑥||𝑥| = 𝑞 1
𝑞
√︁
|𝑥𝑥|
√︁
|𝑥𝑥|.
For every 𝑛 ∈ N we can calculate the 𝑛-th power of 𝑥, denote it by 𝑦 = 𝑦0+𝑦1𝐶𝜃.
Using (N2),(N3), |1− 𝜀2 | = |
√︁
4−3𝜀
4 | for both cases and |𝑦1𝐶
√
𝑑| = |𝑦1𝐶
√−𝑑|
(︃
|𝑦1𝐶
√
𝑑| =
√︁
|𝑦1𝐶
√
𝑑||𝑦1𝐶
√
𝑑| =
√︁
|𝑦21𝐶2𝑑| =
√︁
|𝑦21𝐶2(−𝑑)|| − 1| =
=
√︁
|𝑦21𝐶2(−𝑑)| =
√︁
|𝑦1𝐶
√−𝑑||𝑦1𝐶
√−𝑑| = |𝑦1𝐶
√−𝑑|
)︃
we obtain
|𝑦| = |𝑦0 + 𝑦1𝐶𝜃| = |𝑦0 + 𝜀2𝑦1𝐶 + (1−
𝜀
2)𝑦1𝐶
√
𝑑| ≤ |𝑦0 + 𝜀2𝑦1𝐶|+ |(1−
𝜀
2)||𝑦1𝐶
√
𝑑|
= |𝑦0 + 𝜀2𝑦1𝐶|+ |
√︃
4− 3𝜀
4 ||𝑦1𝐶
√−𝑑| = |𝑦0 + 𝜀2𝑦1𝐶|+ |
√︃
4− 3𝜀
4 𝑦1𝐶
√−𝑑|.
On the other hand
|𝑦| = |𝑥𝑛| = |𝑔𝑛
√︁
|𝑥𝑥|𝑛| = 𝑞𝑛
√︁
|𝑥𝑛𝑥𝑛| = 𝑞𝑛
√︁
|𝑦𝑦| =
= 𝑞𝑛
√︃
|𝑦20 + 𝜀𝑦0𝑦1𝐶 +
𝜀(1 + 3𝑑)− 4𝑑
4 𝑦
2
1𝐶
2| =
= 𝑞𝑛
√︃
|𝑦20 + 𝜀𝑦0𝑦1𝐶 +
𝜀2
4 𝑦
2
1𝐶
2 + (4− 3𝜀4 )(−𝑑𝑦
2
1𝐶
2)|,
because 𝜀 = 𝜀2 for both cases and finally
|𝑦| = 𝑞𝑛
⎯⎸⎸⎷(𝑦0 + 𝜀2𝑦1𝐶)2 + (
√︃
4− 3𝜀
4 𝑦1𝐶
√−𝑑)2.
Altogether we receive
𝑞𝑛
⎯⎸⎸⎷(𝑦0 + 𝜀2𝑦1𝐶)2 + (
√︃
4− 3𝜀
4 𝑦1𝐶
√−𝑑)2 ≤ |𝑦0 + 𝜀2𝑦1𝐶|+ |
√︃
4− 3𝜀
4 𝑦1𝐶
√−𝑑|
or
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𝑞𝑛 ≤ |𝑦0 +
𝜀
2𝑦1𝐶|+ |
√︁
4−3𝜀
4 𝑦1𝐶
√−𝑑|√︂
(𝑦0 + 𝜀2𝑦1𝐶)2 + (
√︁
4−3𝜀
4 𝑦1𝐶
√−𝑑)2
,
where (𝑦0 + 𝜀2𝑦1𝐶), (
√︁
4−3𝜀
4 𝑦1𝐶
√−𝑑) ∈ Rr {0}.
But function 𝐷(𝑠, 𝑡) = |𝑠|+|𝑡|√
𝑠2+𝑡2 is bounded by
√
2 and because 𝑞 > 1, there exists
𝑛0 ∈ N, such that
∀𝑛 ≥ 𝑛0, 𝑞𝑛 >
√
2 ≥ |𝑦0 +
𝜀
2𝑦1𝐶|+ |
√︁
4−3𝜀
4 𝑦1𝐶
√−𝑑|√︂
(𝑦0 + 𝜀2𝑦1𝐶)2 + (
√︁
4−3𝜀
4 𝑦1𝐶
√−𝑑)2
,
which is a contradiction with previous.
So we have |𝑥| = |𝑥| =
√︁
|𝑥𝑥|, where 𝑥𝑥 ∈ Z, it means |𝑥𝑥| is given uniquely by
Proposition 4. and the norm satisfying (N1) – (N5) for 𝑅 = Z[𝐶𝜃] is given uniquely
too.
As was mentioned in the previous chapter in Exercise 6, there exist some orders
of the quadratic field extension, which cannot be discretely normed. For any other
order the discrete norm is given uniquely.
Now we would like to extend the proposition about uniqueness of the norm to
the quaternion algebras. To cope with this, we need the following lemma and its
corollary first.
Lemma 3. Let
(︁
𝑎,𝑏
Q
)︁
be arbitrary quaternion algebra, 𝒪 ⊃ ℒ(1, 1, 1, 1) its order and
𝑥 ∈ I = {𝑥0 + 𝑥1𝑖+ 𝑥2𝑗 + 𝑥3𝑘 ∈ 𝒪 | 𝑥𝑛 ∈ ⟨0, 1)∩Q, 𝑛 = 0, 1, 2, 3}, then 𝑥0 ∈ {0, 12}.
Proof. Let ?^? ∈ I and suppose:
1. ?^?0 = 0, then proposition is trivially satisfied.
2. for ?^?1,2,3 = 0 and 𝑥0 ̸= 0 we easily get contradiction with definition of order.
3. ?^? ∈ I1 = {𝑥 ∈ I|𝑥0,1 ̸= 0}. Because ?^? ∈ I1, card(I1) ≥ 1 and because of
being Z-lattice, card(I1) < ∞, so there exists 𝑥1𝑚𝑖𝑛 ∈ (0, 1) ∩ Q such that
∃?˜? ∈ I1, ?˜?1 = 𝑥1𝑚𝑖𝑛 and ∀𝑥 ∈ I1, 𝑥1 ≥ ?˜?1 = 𝑥1𝑚𝑖𝑛. Now suppose ?^?1 = ?˜?1 and:
(a) ?^?0 ∈ (0, 12). It is not difficult to see, there exist 𝐾 ∈ ℒ(1, 1, 1, 1), such
that ^^𝑥 = ?^?2 +𝐾 lies in I1. But ^^𝑥1 = 2?^?0?^?1 < ?˜?1, which is contradiction.
(b) ?^?0 ∈ (12 , 1). Put ^^𝑥 = 1 − ?^? and as in previous article one can see, there
exists 𝐾 ∈ ℒ(1, 1, 1, 1), such that ^^^𝑥 = 1− ^^𝑥2 +𝐾 lies in I1. But also one
can compute ^^^𝑥1 < ?˜?1.
Altogether ?^?1 = ?˜?1 implies ?^?0 = 12 .
On the other hand suppose ?^?1 > ?˜?1. It means ?^?1 = 𝑛?˜?1 + 𝑟, 𝑛 ∈ N, 𝑟 ∈
⟨0, ?˜?1) ∩Q.
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(a) 𝑟 = 0, compute ^^𝑥 = ?^?−𝑛?˜?, which gives ^^𝑥0 = ?^?0−𝑛12 and for ?^?0 ̸= 12 , ^^𝑥0−
?^?0 = 𝑛12 =⇒ 2^^𝑥0 ̸∈ Z. There also exists 𝐾 ∈ ℒ(1, 1, 1, 1) in here, such
that ^^^𝑥 = ^^𝑥+𝐾 lies in I, 2^^^𝑥0 ̸∈ Z and ^^^𝑥1 = ^^𝑥1 = ?^?1 − 𝑛?˜?1 = ?^?1 − ?^?1 = 0.
For such element ^^^𝑥 the contradiction is shown in sections 4.,5. of this
proof. Although it seems to remain one case, in which we don’t have
contradiction, it is for ^^^𝑥 = 0, but this case does not may occur, for the
case 2?^?0 ̸= 12 . So 𝑟 = 0 implies ?^?0 = 12 .
(b) 𝑟 ̸= 0, put ^^𝑥 = ?^? − 𝑛?˜? + 𝐾 for suitable 𝐾 ∈ ℒ(1, 1, 1, 1) and we have
contradiction ^^𝑥1 = 𝑟 < ?˜?1.
4. ?^? ∈ I2 = {𝑥 ∈ I|𝑥0,2 ̸= 0, 𝑥1 = 0}. Now we find 𝑥2𝑚𝑖𝑛 ∈ (0, 1) ∩ Q such that
∃?˜? ∈ I2, ?˜?2 = 𝑥2𝑚𝑖𝑛 and ∀𝑥 ∈ I2, 𝑥2 ≥ ?˜?2 = 𝑥2𝑚𝑖𝑛. Then we use totally the
same technique as in the 3. paragraph and if there is some ^^𝑥, such that ^^𝑥2 = 0
(^^𝑥1 = 0 holds easily too), we find contradiction in section 5.
5. ?^? ∈ I3 = {𝑥 ∈ I|𝑥0,3 ̸= 0, 𝑥1,2 = 0}. Now we find 𝑥3𝑚𝑖𝑛 ∈ (0, 1) ∩ Q such that
∃?˜? ∈ I3, ?˜?3 = 𝑥3𝑚𝑖𝑛 and ∀𝑥 ∈ I3, 𝑥3 ≥ ?˜?3 = 𝑥3𝑚𝑖𝑛 and repeat our ideas once
more. Only if there is some ^^𝑥, such that ^^𝑥3 = 0 (^^𝑥1, ^^𝑥2 = 0 holds now), we
find the final contradiction in section 2.
Corollary 1. Let
(︁
𝑎,𝑏
Q
)︁
be arbitrary quaternion algebra and 𝒪 its order, such that
𝒪 ⊆ ℒ(1, 1, 1, 1) or 𝒪 ⊃ ℒ(1, 1, 1, 1), then for every 𝑥 ∈ 𝒪, also 𝑥 the standard
conjugation of 𝑥 lies in 𝒪.
Proof.
1. If 𝒪 ⊃ ℒ(1, 1, 1, 1), then ∀𝑥 ∈ 𝒪 there exist 𝐾 ∈ ℒ(1, 1, 1, 1) such that
𝑥 + 𝐾 ∈ I = {𝑥 ∈ 𝒪|𝑥𝑛 ∈ ⟨0, 1) ∩ Q, 𝑛 = 0, 1, 2, 3} and if 2𝑥0 ̸∈ Z we have
contradiction with previous lemma. Hence 2𝑥0 ∈ Z ⊂ ℒ(1, 1, 1, 1) ⊂ 𝒪.
2. If 𝒪 ⊆ ℒ(1, 1, 1, 1), then 𝒪 = ℒ(1, 𝑟1, 𝑟2, 𝑟3), 𝑟𝑛 ∈ Z, every 𝑥 can be expressed
in the form 𝑥 = 𝑧0 + 𝑟1𝑧1𝑖 + 𝑟2𝑧2𝑗 + 𝑟3𝑧3𝑘, 𝑧𝑛 ∈ Z and easily 𝑥0 = 𝑧0 ∈
ℒ(1, 𝑟1, 𝑟2, 𝑟3) = 𝒪, so 2𝑥0 ∈ 𝒪 too.
Finally, because 2𝑥0 ∈ 𝒪, we can put 𝑥 = 2𝑥0 − 𝑥.
Remark 3. Condition 𝒪 ⊆ ℒ(1, 1, 1, 1) or 𝒪 ⊃ ℒ(1, 1, 1, 1) in previous corol-
lary is essential, because there exist some (even maximal) orders, for which neither
𝒪 ⊆ ℒ(1, 1, 1, 1) nor 𝒪 ⊃ ℒ(1, 1, 1, 1). The order 𝛼(ℋ) from the Theorem 4. in the
last chapter can be taken as an example of such an order.
Proposition 6. Let 𝒪 be arbitrary order in arbitrary quaternion algebra
(︁
𝑎,𝑏
Q
)︁
such
that 𝒪 ⊆ ℒ(1, 1, 1, 1) or 𝒪 ⊃ ℒ(1, 1, 1, 1), then the norm satisfying (N1) – (N5) (if
it exists) is given uniquely.
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Proof. Let 𝑥 ∈ 𝒪 be arbitrary. Then, by Corollary 1, 𝑥 ∈ 𝒪 and 𝑥𝑥 = 𝑥20 − 𝑥21𝑎 −
𝑥22𝑏 + 𝑥23𝑎𝑏 ∈ Z. Furthermore |𝑥| = |𝑥| =
√︁
|𝑥𝑥| can be proved using the same
technique, as was used in proof of Proposition 5, and exploiting boundedness of
function 𝐷(𝑠, 𝑡, 𝑢, 𝑣) = |𝑠|+|𝑡|+|𝑢|+|𝑣|√
𝑠2+𝑡2+𝑢2+𝑣2 ≤ 4, this completes the proof.
As we have shown, the discrete norm is given uniquely for ℒ(1, 𝑟1, 𝑟2, 𝑟3), where
𝑟1, 𝑟2, 𝑟3 ∈ Z are arbitrary, because ℒ(1, 𝑟1, 𝑟2, 𝑟3) ⊂ ℒ(1, 1, 1, 1). It enables us to
state following corollary.
Corollary 2. Let 𝒪 be arbitrary order in arbitrary quaternion algebra
(︁
𝑎,𝑏
Q
)︁
, then
the norm satisfying (N1) – (N5) (if it exists) is given uniquely.
Proof. For the case 𝒪 ⊆ ℒ(1, 1, 1, 1) or 𝒪 ⊃ ℒ(1, 1, 1, 1), we proof this statement
before. Hence we can now suppose 𝒪 ̸⊆ ℒ(1, 1, 1, 1),𝒪 ̸⊃ ℒ(1, 1, 1, 1). Because 𝒪
is complete Z-lattice, there exist some 𝑟1, 𝑟2, 𝑟3 ∈ Z, such that 𝑟1𝑖, 𝑟2𝑗, 𝑟3𝑘 ∈ 𝒪,
in other words ℒ(1, 𝑟1, 𝑟2, 𝑟3) ⊂ 𝒪. If there exists discrete norm on 𝒪, it can
be restricted to its subset ℒ(1, 𝑟1, 𝑟2, 𝑟3), but (as was shown) the discrete norm is
given uniquely on ℒ(1, 𝑟1, 𝑟2, 𝑟3). Let | · |𝒪 : 𝒪 → R be discrete norm on 𝒪 and
| · |ℒ(1,𝑟1,𝑟2,𝑟3) : ℒ(1, 𝑟1, 𝑟2, 𝑟3) → R be its restriction to ℒ(1, 𝑟1, 𝑟2, 𝑟3). Then for all
𝑦 ∈ ℒ(1, 𝑟1, 𝑟2, 𝑟3), |𝑦|ℒ(1,𝑟1,𝑟2,𝑟3) = |𝑦|𝒪, so for all such 𝑦 is the discrete norm given
uniquely. Further if 𝑥 = 𝑙0
𝑘0
+ 𝑙1
𝑘1
𝑖 + 𝑙2
𝑘2
𝑗 + 𝑙3
𝑘3
𝑘 ∈ 𝒪 r ℒ(1, 𝑟1, 𝑟2, 𝑟3), where 𝑙𝑛𝑘𝑛 are
fractions in the simplest form, we can put 𝑦 = 𝑥𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3 and then such 𝑦 lies
again in ℒ(1, 𝑟1, 𝑟2, 𝑟3) and also 𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3 ∈ ℒ(1, 𝑟1, 𝑟2, 𝑟3). Then using (N3)
we receive:
|𝑥𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|ℒ(1,𝑟1,𝑟2,𝑟3) = |𝑥𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|𝒪
(𝑁3)= |𝑥|𝒪|𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|𝒪 =
= |𝑥|𝒪|𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|ℒ(1,𝑟1,𝑟2,𝑟3) and finally
|𝑥|𝒪 = |𝑥𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|ℒ(1,𝑟1,𝑟2,𝑟3)|𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|ℒ(1,𝑟1,𝑟2,𝑟3)
,
where |𝑥𝑘0𝑘1𝑘2𝑘3𝑟0𝑟1𝑟2𝑟3|ℒ(1,𝑟1,𝑟2,𝑟3) and also |𝑘0𝑘1𝑘2𝑘3𝑟1𝑟2𝑟3|ℒ(1,𝑟1,𝑟2,𝑟3) is given uni-
quely. Hence |𝑥| is given uniquely too, for arbitrary 𝑥 ∈ 𝒪.
Remark 4. Although we do not prove, that there exists standard conjugation 𝑥 for
arbitrary element 𝑥 of arbitrary quaternion order, the discrete norm for 𝑥, given by
|𝑥| =
√︁
𝑥20 − 𝑥21𝑎− 𝑥22𝑏+ 𝑥23𝑎𝑏 is unique.
It means we have uniqueness of the discrete norm for arbitrary order, if the norm
exists. But there are many orders which cannot be discretely normed.
Example 8. The ring of Hurwitz quaternions ℋ = Z[1+𝑖+𝑗+𝑘2 , 𝑖, 𝑗, 𝑘], which is max-
imal order of
(︁−1,−1
Q
)︁
, cannot be discretely normed. For any element of basis, we
have:
|𝑖| =
√︁
|𝑖(−𝑖)| =
√︁
|1| = |𝑗| = |𝑘| = 1
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⃒⃒⃒
1+𝑖+𝑗+𝑘
2
⃒⃒⃒
=
√︂⃒⃒⃒
1+𝑖+𝑗+𝑘
2 · 1−𝑖−𝑗−𝑘2
⃒⃒⃒
=
√︂⃒⃒⃒
1
4 +
1
4 +
1
4 +
1
4
⃒⃒⃒
= 1,
but it is enough to take
|𝑖+ 𝑗| =
√︁
|(𝑖+ 𝑗)(−𝑖− 𝑗)| =
√︁
| − 𝑖2 − 𝑗2| = √2,
hence
1 < |𝑖+ 𝑗| = √2 < 2
and we get a contradiction with (N5).
So there remains a question, whether there exists any order, such that it can be
discretely normed. The answer will be given in the next section.
2.1 Some Lipschitz-like order, which can be normed
Let 𝑎, 𝑏 ∈ Q, |𝑎| ≤ |𝑏| and ℒ(1, 𝑟1, 𝑟2, 𝑟3) = {𝑥0 + 𝑟1𝑥1𝑖+ 𝑟2𝑥2𝑗 + 𝑟3𝑥3𝑘|𝑥𝑛 ∈ Z, 𝑖2 =
𝑎, 𝑗2 = 𝑏, 𝑖𝑗 = −𝑗𝑖 = 𝑘} let be order of
(︁
𝑎,𝑏
Q
)︁
. We will find some conditions for 𝑎, 𝑏,
such that properties (N1) - (N5) are satisfied.
1. ℒ(1, 1, 1, 1)
We know 1+𝑖, 𝑖, 𝑗 ∈ ℒ(1, 1, 1, 1), hence 𝑎, 𝑏 < 0, because |𝑖| = √−𝑎, |𝑗| = √−𝑏.
Further |1 + 𝑖| = √1− 𝑎 > 1,wherefrom (N5) implies |1 + 𝑖| ≥ 2, so 𝑎 ≤ −3.
But it means also |𝑖| = √−𝑎 > 1, so |𝑖| = √−𝑎 ≥ 2 and finally −4 ≥ 𝑎 ≥ 𝑏.
2. ℒ(1, 𝑟1, 1, 𝑟1), 𝑟1 = 2, 3, ...
We know 1 + 𝑟1𝑖, 1 + 𝑗, 𝑟1𝑖, 𝑗 ∈ ℒ(1, 𝑟1, 1, 𝑟1), hence 𝑏 ≤ −1. Thus easily like
in previous 2 ≤ |1 + 𝑗| =⇒ 𝑏 ≤ −4. Also easily 1 < |1 + 𝑟1𝑖| =
√︁
1− 𝑎𝑟21 =⇒
𝑎 ≤ − 3
𝑟21
. And finally 2 ≤ |𝑟1𝑖| =
√︁
𝑎𝑟21 =⇒ 𝑎 ≤ − 4𝑟21 .
3. ℒ(1, 1, 𝑟2, 𝑟2), 𝑟2 = 2, 3...
We know 1 + 𝑖, 𝑖 ∈ ℒ(1, 1, 𝑟2, 𝑟2), thus using the same argumentation like in
the first paragraph we get 𝑎 ≤ −4, which implies 𝑏 ≤ −4.
We can now effectively summarize these results and add some more stating fol-
lowing lemma, which uses the existence of 𝑥 for every 𝑥 in suitable orders.
Lemma 4. Any order 𝒪 = ℒ(1, 𝑟1, 𝑟2, 𝑟3) with basis B = {1, 𝑟1𝑖, 𝑟2𝑗, 𝑟3𝑘} can be
discretely normed if and only if inequation −𝑟21𝑎,−𝑟22𝑏, 𝑟23𝑎𝑏 ≥ 4 holds.
Proof. =⇒: It follows easily from the previous text.
⇐=: Let 𝑥, 𝑦 be any elements of 𝒪.
(N1)
0 = |𝑥| =
√︁
𝑥20 − 𝑥21𝑎− 𝑥22𝑏+ 𝑥23𝑎𝑏 𝑎,𝑏<0=⇒ 𝑥𝑛 = 0, ∀𝑛 =⇒ 𝑥 = 0.
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The inequality 𝑎, 𝑏 < 0 is easy consequence of −𝑟21𝑎,−𝑟22𝑏, 𝑟23𝑎𝑏 ≥ 4.
(N2)
|𝑥+ 𝑦| ≤ |𝑥|+ |𝑦| ⇐⇒
√︁
(𝑥0 + 𝑦0)2 − (𝑥1 + 𝑦1)2𝑎− (𝑥2 + 𝑦2)2𝑏+ (𝑥3 + 𝑦3)2𝑎𝑏 ≤
≤
√︁
𝑥20 − 𝑥21𝑎− 𝑥22𝑏+ 𝑥23𝑎𝑏+
√︁
𝑦20 − 𝑦21𝑎− 𝑦22𝑏+ 𝑦23𝑎𝑏,
which can be shown by straightforward calculation.
(N3)
|𝑥0+𝑥1𝑖+𝑥2𝑗+𝑥3𝑘||𝑦0+𝑦1𝑖+𝑦2𝑗+𝑦3𝑘| = |(𝑥0+𝑥1𝑖+𝑥2𝑗+𝑥3𝑘)(𝑦0+𝑦1𝑖+𝑦2𝑗+𝑦3𝑘)|
also by straightforward calculation.
(N4) For 𝑥 ̸= 0 there is |𝑥| ≥ 1, because |𝑥| < 1 implies that all of 𝑥𝑛 has abso-
lute value smaller than 1, but only 0 ∈ 𝒪 fulfill this property. Further 1 = |𝑥| =√
𝑥𝑥⇐⇒ 𝑥𝑥 = 1, hence |𝑥| = 1⇐⇒ 𝑥 ∈ U(𝒪).
(N5)
1. Suppose at least one of 𝑥1, 𝑥2, 𝑥3 is nonzero. Without loss of generality 𝑥1 ̸= 0,
so 𝑥21 ≥ 1.
𝑥𝑥 = 𝑥20 − 𝑥21𝑟21𝑎− 𝑥22𝑟22𝑏+ 𝑥23𝑟23𝑎𝑏 ≥ −𝑥21𝑟21𝑎 ≥ −𝑟21𝑎 ≥ 4,
whence |𝑥| = √𝑥𝑥 ≥ 2.
2. All of 𝑥1, 𝑥2, 𝑥3 are zeros, so 𝑥 = 𝑥0. Then |𝑥| = |𝑥0|, where 𝑥0 ∈ Z.
Altogether the norm is well defined.
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3 QUATERNION ALGEBRA ISOMORPHISMS
In this chapter we investigate which of the quaternion algebras over Q with different
Hilbert symbol are isomorphic. That is, which of the quaternion algebras have the
same inner structure. More precisely, let 𝐴1 =
(︁
𝑎,𝑏
Q
)︁
, 𝐴2 =
(︁
?^?,?^?
Q
)︁
be quaternion
algebras, we ask, whether there exists rational mapping between them, which is
bijective.
It would be very difficult to find a condition for quaternion algebras to be iso-
morphic in general, so we limit our investigation only to the case 𝑎, ?^? = −1.
Since every quaternion algebra is a vector space, it is enough to construct an
isomorphism between the bases of the quaternion algebras, to be isomorphism for
all elements of them. Let B1 = {1, 𝑖, 𝑗, 𝑘} be the basis of 𝐴1 and B2 = {1, 𝐼, 𝐽,𝐾}
let be the basis of 𝐴2, then
𝜙Q : B1 → B2 =⇒ 𝜙Q : 𝐴1 → 𝐴2,
where 𝜙Q is a rational isomorphism for both cases.
Lastly, let us remark, that any such 𝜙Q can be expressed in the matrix form.
Example 9. Let 𝐴1 =
(︁−1,−1
Q
)︁
with standard basis B1 = {1, 𝑖, 𝑗, 𝑘} and
𝐴2 =
(︁−1,−4
Q
)︁
with standard basis B2 = {1, 𝐼, 𝐽,𝐾}. It is easy to find an isomorphism
between these two quaternion algebras and write it in matrix form:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜙(1)
𝜙(𝐼)
𝜙(𝐽)
𝜙(𝐾)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
𝑖
𝑗
𝑘
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
3.1 Construction of isomorphisms
In the following text, we put ?^? = 𝑁𝑏, where 0 ̸= 𝑏,𝑁 ∈ Q.
As we have said, isomorphism between 𝐴1 =
(︁−1,𝑏
Q
)︁
, 𝐴2 =
(︁−1,𝑁𝑏
Q
)︁
(if it exists)
can be expressed in matrix form:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜙(1)
𝜙(𝐼)
𝜙(𝐽)
𝜙(𝐾)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜙00 𝜙01 𝜙02 𝜙03
𝜙10 𝜙11 𝜙12 𝜙13
𝜙20 𝜙21 𝜙22 𝜙23
𝜙30 𝜙31 𝜙32 𝜙33
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
𝑖
𝑗
𝑘
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
or equivalently by the set of equations:
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𝜙(1) = 𝜙001 + 𝜙01𝑖+ 𝜙02𝑗 + 𝜙03𝑘
𝜙(𝐼) = 𝜙101 + 𝜙11𝑖+ 𝜙12𝑗 + 𝜙13𝑘
𝜙(𝐽) = 𝜙201 + 𝜙21𝑖+ 𝜙22𝑗 + 𝜙23𝑘
𝜙(𝐾) = 𝜙301 + 𝜙31𝑖+ 𝜙32𝑗 + 𝜙33𝑘,
where any 𝜙𝑢𝑣 is rational.
Easily 𝜙00 = 1, 𝜙01, 𝜙02, 𝜙03 = 0.
𝐴2 is quaternion algebra with Hilbert symbol
(︁−1,𝑁𝑏
Q
)︁
, so it holds:
−1 = 𝜙(−1) = 𝜙(𝐼2) = (𝜙101 + 𝜙11𝑖+ 𝜙12𝑗 + 𝜙13𝑘)2 = −𝜙211 + 𝑏𝜙212 + 𝑏𝜙213,
which gives 𝜙10 = 0 and
𝜙211 − 𝑏𝜙212 − 𝑏𝜙213 = 1.
Furthermore:
𝑁𝑏 = 𝜙(𝑁𝑏) = 𝜙(𝐽2) = (𝜙201 + 𝜙21𝑖+ 𝜙22𝑗 + 𝜙23𝑘)2 = −𝜙221 + 𝑏𝜙222 + 𝑏𝜙223,
which gives 𝜙20 = 0 and
𝜙221 − 𝑏𝜙222 − 𝑏𝜙223 = −𝑁𝑏.
Finally quaternion algebra structure requires:
𝜙(𝐾) = 𝜙(𝐼𝐽) = 𝜙(𝐼)𝜙(𝐽) = 𝜙(−𝐽𝐼) = −𝜙(𝐽)𝜙(𝐼),
which by basic computation gives 𝜙30 = 0, 𝜙31 = 𝑏(𝜙13𝜙22 − 𝜙12𝜙23),
𝜙32 = 𝜙13𝜙21 − 𝜙11𝜙23, 𝜙33 = 𝜙11𝜙22 − 𝜙12𝜙21, which is ensured by condition:
𝜙21𝜙11 − 𝑏𝜙22𝜙12 − 𝑏𝜙23𝜙13 = 0.
Lemma 5. Quaternion algebras
(︁−1,𝑏
Q
)︁
and
(︁−1,?^?𝑏
Q
)︁
are isomorphic and such an
isomorphism given by matrix has form⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 𝜙11 𝜙12 𝜙13
0 𝜙21 𝜙22 𝜙23
0 𝑏(𝜙13𝜙22 − 𝜙12𝜙23) 𝜙13𝜙21 − 𝜙11𝜙23 𝜙11𝜙22 − 𝜙12𝜙21
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
if and only if the set of equations
𝜙211 − 𝑏𝜙212 − 𝑏𝜙213 = 1
𝜙221 − 𝑏𝜙222 − 𝑏𝜙223 = −𝑁𝑏 (3.1)
𝜙21𝜙11 − 𝑏𝜙22𝜙12 − 𝑏𝜙23𝜙13 = 0
has rational solution.
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Proof. The set of equations (3.1) ensure 𝜙 is rational homomorphism between 𝐴1
and 𝐴2, so it is enough to proof, that matrix 𝜙{𝑢,𝑣} is non-singular.⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
1 0 0 0
0 𝜙11 𝜙12 𝜙13
0 𝜙21 𝜙22 𝜙23
0 𝑏(𝜙13𝜙22 − 𝜙12𝜙23) 𝜙13𝜙21 − 𝜙11𝜙23 𝜙11𝜙22 − 𝜙12𝜙21
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
=
= (𝜙211𝜙222 − 2𝜙11𝜙12𝜙21𝜙22 + 𝜙212𝜙221)−
−𝑏(𝜙213𝜙222 − 2𝜙12𝜙13𝜙22𝜙23 + 𝜙212𝜙223)+
+(𝜙213𝜙221 − 2𝜙11𝜙13𝜙21𝜙23 + 𝜙211𝜙223) =
= (𝜙11𝜙22 − 𝜙12𝜙21)2 − 𝑏(𝜙13𝜙22 − 𝜙12𝜙23)2 + (𝜙13𝜙21 − 𝜙11𝜙23)2 =
1
𝑏
(𝑏𝜙233 − 𝜙231 + 𝑏𝜙232) =
1
𝑏
𝜙(𝐾)2 = 1
𝑏
𝜙(𝐾2) = 1
𝑏
𝜙(𝑁𝑏) = 1
𝑏
𝑁𝑏 = 𝑁
3.2 Theorem about isomorphisms
Theorem 3. (︃−1, 𝑏
Q
)︃
∼=
(︃−1, 𝑁𝑏
Q
)︃
⇐⇒ 𝑁 = 𝛼2 + 𝛽2, 𝛼, 𝛽 ∈ Q
Proof. ⇐= Such isomorphism is given for example by matrix⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 𝛼 𝛽
0 0 −𝛽 𝛼
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
=⇒ By contradiction. Suppose, that such isomorphism exists, but 𝑁 cannot be
expressed as a sum of two rational squares. Existence of isomorphism (by Lemma
5.) is equivalent to the existence of rational solution of these set of equations:
𝜙211 − 𝑏𝜙212 − 𝑏𝜙213 = 1 (3.2)
𝜙221 − 𝑏𝜙222 − 𝑏𝜙223 = −𝑁𝑏 (3.3)
𝜙21𝜙11 − 𝑏𝜙22𝜙12 − 𝑏𝜙23𝜙13 = 0 (3.4)
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Now we proof that existence of a rational solution together with property that
𝑁 is not sum of two squares gives a contradiction.
1. Let |𝜙11| = 1. By easy computation, we get 𝜙12, 𝜙13 = 0 and so 𝜙21 = 0 and
𝜙222 + 𝜙223 = 𝑁 , which is contradiction with 𝑁 ̸= 𝛼2 + 𝛽2.
2. Let |𝜙11| ≠ 1, so we can put 𝑋 = 𝜙211−𝜙11 ∈ Q.
Now compute from the set of equations:
(3.3) + 2𝑋(3.4) +𝑋2(3.2) = −𝑁𝑏+𝑋2
𝜙221− 𝑏𝜙222− 𝑏𝜙223+2𝑋(𝜙21𝜙11− 𝑏𝜙22𝜙12− 𝑏𝜙23𝜙13)+𝑋2(𝜙211− 𝑏𝜙212− 𝑏𝜙213) =
= 𝜙221 + 2𝑋𝜙21𝜙11 + 𝜙211𝑋2 − 𝑏
3∑︁
𝑖=2,3
(𝜙22𝑖 + 2𝑋𝜙2𝑖𝜙1𝑖 + 𝜙21𝑖𝑋2) =
= (𝜙21 + 𝜙11𝑋)2 − 𝑏
∑︁
𝑖=2,3
(𝜙2𝑖 + 𝜙1𝑖𝑋)2 = −𝑁𝑏+𝑋2. (3.5)
But
(𝜙21 + 𝜙11𝑋)2 = (𝜙21 + 𝜙11
𝜙21
1− 𝜙11 )
2 = ( 𝜙211− 𝜙11 )
2 = 𝑋2
and thus:
(3.5) =⇒ −𝑏 ∑︁
𝑖=2,3
(𝜙2𝑖 + 𝜙1𝑖𝑋)2 = −𝑁𝑏,
which is repeatedly contradiction with 𝑁 ̸= 𝛼2+𝛽2. This completes the proof.
Altogether with Lemma 2. (which is stated in Chapter 1) we now can construct
isomorphism between two quaternion algebras in relatively many cases.
Example 10.
The quaternion algebras
(︁−4,−5
Q
)︁
and
(︁−9,−13
Q
)︁
are isomorphic. It can be shown
easily this way:(︂−4,−5
Q
)︂
𝐿𝑒𝑚𝑚𝑎2∼=
(︂−1,−5
Q
)︂
𝑇ℎ𝑒𝑜𝑟.3∼=
(︂−1,−1
Q
)︂
𝑇ℎ𝑒𝑜𝑟.3∼=
(︂−1,−13
Q
)︂
𝐿𝑒𝑚𝑚𝑎2∼=
(︂−9,−13
Q
)︂
.
As the proof of Theorem 3. is constructive, we are actually able to find the exact
isomorphism in matrix form. For simplicity we write only matrices
(︁ 𝜙11 𝜙12 𝜙13
𝜙21 𝜙22 𝜙23
𝜙31 𝜙32 𝜙33
)︁
instead of
(︃ 1 0 0 0
0 𝜙11 𝜙12 𝜙13
0 𝜙21 𝜙22 𝜙23
0 𝜙31 𝜙32 𝜙33
)︃
.
The final isomorphism 𝜙 :
(︁−4,−5
Q
)︁
→
(︁−9,−13
Q
)︁
can be compute as
𝜙 = 𝜙1 ∘ 𝜙2 ∘ 𝜙3 ∘ 𝜙4, where
𝜙1 =
⎛⎜⎜⎝
1
2 0 0
0 1 0
0 0 12
⎞⎟⎟⎠ , 𝜙2 =
⎛⎜⎜⎝
1 0 0
0 125
4
25
0 − 425 125
⎞⎟⎟⎠ , 𝜙3 =
⎛⎜⎜⎝
1 0 0
0 3 2
0 −3 2
⎞⎟⎟⎠ , 𝜙4 =
⎛⎜⎜⎝
3 0 0
0 1 0
0 0 3
⎞⎟⎟⎠ .
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So we have
𝜙 = 𝜙1 ∘ 𝜙2 ∘ 𝜙3 ∘ 𝜙4 =
⎛⎜⎜⎝
1
2 0 0
0 1 0
0 0 12
⎞⎟⎟⎠
⎛⎜⎜⎝
1 0 0
0 125
4
25
0 − 425 125
⎞⎟⎟⎠
⎛⎜⎜⎝
1 0 0
0 3 2
0 −3 2
⎞⎟⎟⎠
⎛⎜⎜⎝
3 0 0
0 1 0
0 0 3
⎞⎟⎟⎠
and
𝜙 =
⎛⎜⎜⎝
3
2 0 0
0 −15 4225
0 − 725 − 310
⎞⎟⎟⎠ .
Remark 5. It is not difficult to see that we have also isomorphism for
(︁
𝑎,𝑏
Q
)︁
,
(︁
𝑏,𝑎
Q
)︁
,
given by matrix:
𝜙 =
(︁ 0 1 0
1 0 0
0 0 −1
)︁
,
which even more enriches our opportunities for constructing isomorphisms.
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4 QUATERNION ALGEBRAAUTOMORPHISMS
In this chapter we state some results about automorphisms, which are constructed
by combining suitable isomorphisms. We use results from the previous chapter to
find such isomorphisms, and also Lemma 2. To simplify, we again write only a
submatrix of 𝜙, as we did at the end of the previous chapter.
Let 𝜙1, 𝜙2 be some isomorphisms such that 𝜙1(𝐴1) = 𝐴2, 𝜙2(𝐴2) = 𝐴1, then any of
these three cases may occur:
1. (𝜙1 ∘ 𝜙2) = I
2. (𝜙1 ∘ 𝜙2) ̸= I and (𝜙1 ∘ 𝜙2)𝑛 = I for appropriate 𝑛 ∈ N
3. ̸ ∃𝑛 ∈ N such that (𝜙1 ∘ 𝜙2)𝑛 = I
To prove, we only find an example for any of these three cases.
Example 11.
1. Let 𝐴1 =
(︂
−1,−1
Q
)︂
, 𝐴2 =
(︂
−1,−2
Q
)︂
and 𝜙1, 𝜙2 are given by these matrices:
𝜙1 =
(︁ 1 0 0
0 1 −1
0 1 1
)︁
, 𝜙2 =
(︃ 1 0 0
0 12
1
2
0 − 12 12
)︃
then it is easy to compute, that:(︁ 1 0 0
0 1 −1
0 1 1
)︁(︃ 1 0 0
0 12
1
2
0 − 12 12
)︃
= I
2. Let 𝐴1 =
(︂
−1,−1
Q
)︂
, 𝐴2 =
(︂
−1,−2
Q
)︂
and 𝜙1, 𝜙2 are given by these matrices:
𝜙1 =
(︁ 1 0 0
0 1 1
0 −1 1
)︁
, 𝜙2 =
(︃ 1 0 0
0 12
1
2
0 − 12 12
)︃
then (︁ 1 0 0
0 1 1
0 −1 1
)︁(︃ 1 0 0
0 12
1
2
0 − 12 12
)︃
=
(︁ 1 0 0
0 0 1
0 −1 0
)︁
̸= I
and just (︁ 1 0 0
0 0 1
0 −1 0
)︁4
= I
3. Let 𝐴1 =
(︂
−1,−1
Q
)︂
, 𝐴2 =
(︂
−1,−4
Q
)︂
and 𝜙1, 𝜙2 are given by these matrices:
𝜙1 =
(︂
1 0 0
0 −2 0
0 0 −2
)︂
, 𝜙2 =
⎛⎝ 13 13 132
3 − 13 16
2
3
1
6 − 13
⎞⎠
so we compute
(𝜙1 ∘ 𝜙2) =
(︂
1 0 0
0 −2 0
0 0 −2
)︂⎛⎝ 13 13 132
3 − 13 16
2
3
1
6 − 13
⎞⎠ =
⎛⎝ 13 13 13− 43 23 − 13
− 43 − 13 23
⎞⎠ ̸= I
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and it could be shown (and we show it in the following lemma), that even
more
̸ ∃𝑛 ∈ N,
⎛⎝ 13 13 13− 43 23 − 13
− 43 − 13 23
⎞⎠𝑛 = I.
For example: ⎛⎝ 13 13 13− 43 23 − 13
− 43 − 13 23
⎞⎠4 =
⎛⎝ 1781 − 2881 − 2881112
81
49
81 − 3281
112
81 − 3281 4981
⎞⎠ ,
⎛⎝ 13 13 13− 43 23 − 13
− 43 − 13 23
⎞⎠7 =
⎛⎝ − 15112187 5592187 5592187− 22362187 3382187 − 18492187
− 22362187 − 18492187 3382187
⎞⎠ .
Lemma 6. For matrix 𝐴 =
⎛⎝ 13 13 13− 43 23 − 13
− 43 − 13 23
⎞⎠, there exists no 𝑛 ∈ N, such that 𝐴𝑛 = I.
Proof. At first we need to realize, that for arbitrary 𝑖 ∈ N we can express 𝐴𝑖 in this
special form:
𝐴𝑖 =
(︂
𝑎 𝑏 𝑏
𝑐 𝑑 𝑒
𝑐 𝑒 𝑑
)︂
, 𝑎, 𝑏, 𝑐, 𝑑, 𝑒 ∈ Q.
But it is easy, because(︂
𝑎 𝑏 𝑏
𝑐 𝑑 𝑒
𝑐 𝑒 𝑑
)︂ (︁ 𝑥 𝑦 𝑦
𝑧 𝑢 𝑡
𝑧 𝑡 𝑢
)︁
=
(︃
𝑎𝑥+2𝑏𝑧 𝑎𝑦+𝑏(𝑢+𝑡) 𝑎𝑦+𝑏(𝑢+𝑡)
𝑐𝑥+𝑧(𝑑+𝑒) 𝑐𝑦+𝑑𝑢+𝑒𝑡 𝑐𝑦+𝑑𝑢+𝑒𝑡
𝑐𝑥+𝑧(𝑑+𝑒) 𝑐𝑦+𝑒𝑢+𝑑𝑡 𝑐𝑦+𝑒𝑢+𝑑𝑡
)︃
and we have only finitely many + and · for numbers in Q.
Now suppose 𝑛 ∈ N is minimal, such that 𝐴𝑛 = I, and distinguish two cases:
1. let 𝑛 be odd (𝑛 = 2𝑘 + 1), put 𝑖 = 𝑘, so 𝐴𝑘 =
(︂
𝑎 𝑏 𝑏
𝑐 𝑑 𝑒
𝑐 𝑒 𝑑
)︂
and
(𝐴𝑘)2 =
(︃
𝑎2+2𝑏𝑐 𝑏(𝑎+𝑑+𝑒) 𝑏(𝑎+𝑑+𝑒)
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+𝑑2+𝑒2 𝑏𝑐+2𝑑𝑒
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+2𝑑𝑒 𝑏𝑐+𝑑2+𝑒2
)︃
= 𝐴𝑛−1 =
⎛⎝ 13 − 13 − 134
3
2
3 − 13
4
3 − 13 23
⎞⎠ ,
where 𝐴𝑛−1 = 𝐴−1, which can be easily computed. From the previous equa-
tion, we have:
𝑎2 + 2𝑏𝑐 = 13 (4.1)
𝑏(𝑎+ 𝑑+ 𝑒) = −13 (4.2)
𝑐(𝑎+ 𝑑+ 𝑒) = 43 (4.3)
𝑏𝑐+ 𝑑2 + 𝑒2 = 23 (4.4)
𝑏𝑐+ 2𝑑𝑒 = −13 . (4.5)
Let us compute:
(4.4) + (4.5) : 2𝑏𝑐+ (𝑑+ 𝑒)2 = 13
(4.1)=⇒ 𝑎2 + 13 − (𝑑+ 𝑒)2 = 13 =⇒ 𝑎2 = (𝑑+ 𝑒)2
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(4.2) =⇒ 𝑎+ 𝑑+ 𝑒 ̸= 0 =⇒ 𝑎 = 𝑑+ 𝑒; 2𝑎𝑏 = −13 ; 2𝑎𝑐 = 43
(4.1) =⇒ 2𝑎4 + 2𝑎𝑏 · 2𝑎𝑐 = 2𝑎4 + (−13 · 43) = 23𝑎2; put 𝑥 = 𝑎2 and finally
9𝑥2 − 3𝑥− 2 = 0; 𝑥 = 𝑎2 ≥ 0 =⇒ 𝑥 = 23
and we have contradiction, because 𝑎 = ±
√︁
2
3 ∈ RrQ.
2. let 𝑛 be even (𝑛 = 2𝑘 + 2), put 𝑖 = 𝑘, so 𝐴𝑘 =
(︂
𝑎 𝑏 𝑏
𝑐 𝑑 𝑒
𝑐 𝑒 𝑑
)︂
and
(𝐴𝑘)2 =
(︃
𝑎2+2𝑏𝑐 𝑏(𝑎+𝑑+𝑒) 𝑏(𝑎+𝑑+𝑒)
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+𝑑2+𝑒2 𝑏𝑐+2𝑑𝑒
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+2𝑑𝑒 𝑏𝑐+𝑑2+𝑒2
)︃
= 𝐴𝑛−2 = (𝐴−1)2 =
⎛⎝ − 73 − 29 − 298
9
1
9 − 89
8
9 − 89 19
⎞⎠ .
From the previous equation, we have:
𝑎2 + 2𝑏𝑐 = −79
𝑏(𝑎+ 𝑑+ 𝑒) = −29
𝑐(𝑎+ 𝑑+ 𝑒) = 89
𝑏𝑐+ 𝑑2 + 𝑒2 = 19
𝑏𝑐+ 2𝑑𝑒 = −89 .
Similarly as before:
𝑎 = 𝑑+ 𝑒; 2𝑎𝑐 = −29 ; 2𝑎𝑐 = 89
2𝑎4 + (−29 · 89) = −149 𝑎2
81𝑥2 + 63𝑥− 8 = 0, 𝑥 = 𝑎2 ≥ 0 =⇒ 𝑥 = 19 and finally 𝑎 = ±13 .
Suppose at first 𝑎 = 13 , which implies:
𝑏 = −13 ; 𝑐 = 43
(𝑑− 𝑒)2 = 1; 𝑑+ 𝑒 = 13 =⇒ 9𝑒2 − 3𝑒− 2 = 0
𝑒1,2 = −13 , 12 ; 𝑑1,2 = 23 ,−13
𝐴𝑘1 =
⎛⎝ 13 − 13 − 134
3 − 13 23
4
3
2
3 − 13
⎞⎠ ; 𝐴𝑘2 =
⎛⎝ 13 − 13 − 134
3
2
3 − 13
4
3 − 13 23
⎞⎠ .
However, 𝐴𝑘2𝐴 = I and 𝑘 + 1 < 𝑛, so 𝑛 is not minimal and we have contradic-
tion. Furthermore
𝑑𝑒𝑡(𝐴𝑘1) = −1927 ,
though
𝑑𝑒𝑡(𝐴𝑘) = 𝑑𝑒𝑡(𝐴)𝑘 = 1,
27
hence 𝐴𝑘1, 𝐴𝑘2 ̸= 𝐴𝑘.
Secondly suppose 𝑎 = −13 . Then we have:
𝑏 = 13 ; 𝑐 = −43 ; 𝑒1,2 = 13 ,−23 ; 𝑑1,2 = −23 , 13 ;
𝐴𝑘3 =
⎛⎝ − 13 13 13− 43 − 23 13
− 43 13 − 23
⎞⎠ ; 𝐴𝑘4 =
⎛⎝ − 13 13 13− 43 13 − 23
− 43 − 23 13
⎞⎠ .
𝑑𝑒𝑡(𝐴𝑘3) = −1, hence 𝐴𝑘 = 𝐴𝑘4 and we have:
𝑛 = 2𝑘 + 2 =⇒ 𝐴𝑘 =
⎛⎝ − 13 13 13− 43 13 − 23
− 43 − 23 13
⎞⎠ .
Now we can also distinguish 𝑘 odd and 𝑘 even.
(a) 𝑘 even, so 𝑘 = 2𝑙. Put 𝑖 = 𝑙, so 𝐴𝑙 =
(︂
𝑎 𝑏 𝑏
𝑐 𝑑 𝑒
𝑐 𝑒 𝑑
)︂
and
(𝐴𝑙)2 =
(︃
𝑎2+2𝑏𝑐 𝑏(𝑎+𝑑+𝑒) 𝑏(𝑎+𝑑+𝑒)
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+𝑑2+𝑒2 𝑏𝑐+2𝑑𝑒
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+2𝑑𝑒 𝑏𝑐+𝑑2+𝑒2
)︃
= 𝐴𝑘 =
⎛⎝ − 13 13 13− 43 13 − 23
− 43 − 23 13
⎞⎠ ,
whence
𝑎2 + 2𝑏𝑐 = −13 ; 𝑏(𝑎+ 𝑑+ 𝑒) = 13 ; 𝑐(𝑎+ 𝑑+ 𝑒) = −43
𝑏𝑐+ 𝑑2 + 𝑒2 = 13 ; 𝑏𝑐+ 2𝑑𝑒 = −23
𝑎 = 𝑑+ 𝑒; 2𝑎𝑏 = 13 ; 2𝑎𝑐 = −43
9𝑥2 + 3𝑥− 2 = 0, 𝑥 = 𝑎2 ≥ 0 =⇒ 𝑎±
√︁
1
3 ∈ RrQ
.
(b) 𝑘 odd, so 𝑘 = 2𝑙 − 1. Put 𝑖 = 𝑙, so 𝐴𝑙 =
(︂
𝑎 𝑏 𝑏
𝑐 𝑑 𝑒
𝑐 𝑒 𝑑
)︂
and
(𝐴𝑙)2 =
(︃
𝑎2+2𝑏𝑐 𝑏(𝑎+𝑑+𝑒) 𝑏(𝑎+𝑑+𝑒)
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+𝑑2+𝑒2 𝑏𝑐+2𝑑𝑒
𝑐(𝑎+𝑑+𝑒) 𝑏𝑐+2𝑑𝑒 𝑏𝑐+𝑑2+𝑒2
)︃
= 𝐴𝑘−1 = 𝐴𝑘𝐴−1 =
⎛⎝ 79 29 29− 89 89 − 19
− 89 − 19 89
⎞⎠ ,
wherefrom:
81𝑥2 − 63𝑥− 8 = 0, 𝑥 = 𝑎2 ≥ 0 =⇒ 𝑥 = 89
and we have the final contradiction 𝑎 = ±
√︁
8
9 ∈ RrQ.
This chapter can be summarized such that the group of all automorphisms over
the quaternion algebra over Q is relatively complicated; mainly the fact that there
exists an automorphism, which rotates the space of rational quaternions infinitely
many times, but which does not return the space back. This is very interesting, but
it may also seem somewhat strange.
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5 MAXIMAL ORDERS
Let us start with the writing the first part of Theorem 6.2. in [7].
Let 𝐵 =
(︁
𝑎,𝑏
Q
)︁
with 𝑎 ≡ 3 mod 4, 𝑏 even and 𝑎𝑏 squarefree.
Then ℒ = Z[1, 𝑖, (1+𝑖+𝑗)2 , 𝑗+𝑘2 ] is maximal order in 𝐵.
This theorem is given without proof in James’s article and it makes the contra-
diction with our result about isomorphisms. But at first we need to state following
lemma.
Lemma 7. Let 𝐴 =
(︁
𝑎,𝑏
Q
)︁ 𝜙∼= 𝐵 = (︁ ?^?,?^?Q )︁, if 𝒪𝐴 is maximal order in 𝐴, then 𝜙(𝒪𝐴) =
𝒪𝐵 is maximal order in 𝐵.
Proof.
1. 𝒪𝐵 is Z-module in 𝐵. It can be done easily by restricting 𝜙 to 𝒪𝐴, which
gives Z-module isomorphism 𝜙
⃒⃒⃒
𝒪𝐴
: 𝒪𝐴 → 𝒪𝐵, because
∀𝑥, 𝑦 ∈ 𝒪𝐴; ∀𝑟, 𝑠 ∈ Z | 𝜙(𝑟𝑥+ 𝑠𝑦) = 𝑟𝜙(𝑥) + 𝑠𝜙(𝑦)
is trivially satisfied. Finally, because 𝒪𝐴 is finitely generated Z-module in 𝐴,
𝒪𝐵 is finitely generated Z-module in 𝐵.
2. 𝒪𝐵 is complete Z-lattice. But we know 𝒪𝐴 is complete Z-lattice, i.e.
𝒪𝐴 ⊗Z Q ∼= 𝐴 and using Corollary 6.16. from [8] we have:
𝒪𝐴 ∼= 𝒪𝐵 𝐶𝑜𝑟𝑜𝑙.6.16.=⇒ 𝒪𝐵 ⊗Z Q ∼= 𝒪𝐴 ⊗Z Q ∼= 𝐴 ∼= 𝐵,
hence 𝒪𝐵 ⊗Z Q ∼= 𝐵 and 𝒪𝐵 is also complete Z-lattice.
3. 𝒪𝐵 is order, i. e. 𝒪𝐵 is ring, but it follows instantly because 𝜙 is ring a
homomorphism.
4. 𝒪𝐵 is maximal. Suppose there exists 𝒪𝐵 ⊃ 𝒪𝐵 which is order in 𝐵. Then
∃𝑥 ∈ 𝒪𝐵 r 𝒪𝐵 and we can construct 𝒪𝐴 = 𝜙−1(𝒪𝐵), order in 𝐴, exactly
the same way as 𝒪𝐵 was constructed, only using bijection 𝜙−1. But then
𝜙−1(𝑥) ∈ 𝒪𝐴r𝒪𝐴 and 𝒪𝐴 is not maximal. Hence we have the contradiction,
and the proof is done.
Stated lemma gives us relatively powerful tool for finding basis of the max-
imal quaternion orders. Let 𝒪𝐵 be a maximal order of quaternion algebra 𝐵,
B = {𝑏1, 𝑏2, 𝑏3, 𝑏4} be basis of 𝒪𝐵 and let 𝐴 be quaternion algebra with maximal
order 𝒪𝐴 and basis A, such that 𝐴 is isomorphic to 𝐵 with isomorphism 𝜙 : 𝐵 → 𝐴.
Then for every 𝑥 ∈ 𝒪𝐴 there exist one and only one 𝑦 = 𝜙(𝑥)−1 ∈ 𝒪𝐵 such that
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𝑥 = 𝜙(𝑦). If we write down 𝑦 in basis B, we receive 𝑦 = 𝑦1𝑏1 + 𝑦2𝑏2 + 𝑦3𝑏3 + 𝑦4𝑏4
for unambiguous 𝑦𝑖 ∈ Z. Now compute:
𝑥 = 𝜙(𝑦) = 𝜙(𝑦1𝑏1 + 𝑦2𝑏2 + 𝑦3𝑏3 + 𝑦4𝑏4) = 𝑦1𝜙(𝑏1) + 𝑦2𝜙(𝑏2) + 𝑦3𝜙(𝑏3) + 𝑦4𝜙(𝑏4),
so every 𝑥 ∈ 𝒪𝐴 can be unambiguously given in basis A = {𝜙(𝑏1), 𝜙(𝑏2), 𝜙(𝑏3), 𝜙(𝑏4)},
which completely determines structure of 𝒪𝐴.
Example 12. Let 𝐴1 =
(︁−1,−2
Q
)︁
, 𝐴2 =
(︁−1,−10
Q
)︁
with bases {1, ?^?, ?^?, 𝑘}, {1, ?˜?, ?˜?, 𝑘}
and take 𝐵 =
(︁−1,−1
Q
)︁
, which is isomorphic to both 𝐴1, 𝐴2 and has basis {1, 𝑖, 𝑗, 𝑘}
and maximal order Z[1+𝑖+𝑗+𝑘2 , 𝑖, 𝑗, 𝑘]. The isomorphisms can be expressed explicitly
this way:
𝜙𝐵→𝐴1(1) = 1, 𝜙𝐵→𝐴1(𝑖) = ?^?, 𝜙𝐵→𝐴1(𝑗) = ?^?+𝑘2 , 𝜙𝐵→𝐴1(𝑘) =
−?^?+𝑘
2 ,
𝜙𝐵→𝐴2(1) = 1, 𝜙𝐵→𝐴2(𝑖) = ?˜?, 𝜙𝐵→𝐴2(𝑗) = 3?˜?+𝑘10 , 𝜙𝐵→𝐴2(𝑘) =
−?˜?+3𝑘
10 .
It’s enough to find image of 1+𝑖+𝑗+𝑘2 in both isomorphisms:
𝜙𝐵→𝐴1(1+𝑖+𝑗+𝑘2 ) =
1+?^?+𝑘
2 ,
𝜙𝐵→𝐴2(1+𝑖+𝑗+𝑘2 ) =
1+?˜?
2 +
?˜?+2𝑘
10
and we have just computed 𝒪𝐴1 = Z[1+?^?+𝑘2 , ?^?, ?^?+𝑘2 , −?^?+𝑘2 ],
𝒪𝐴2 = Z[1+?˜?2 + ?˜?+2𝑘10 , ?˜?, 3?˜?+𝑘10 , −?˜?+3𝑘10 ], maximal orders of 𝐴1, 𝐴2.
The algebras from the previous example wasn’t chosen randomly, but both of
them fulfill assumption of the first part of Theorem 6.2. in [7]. In the first case
(for 𝐴1) we easily can expressed any element of basis of Z[1+?^?+𝑘2 , ?^?,
?^?+𝑘
2 ,
−?^?+𝑘
2 ] as a
linear Z-combination of the basis given by James’s theorem: {1, ?^?, (1+?^?+?^?)2 , ?^?+𝑘2 } and
conversely. ⎛⎜⎜⎜⎜⎜⎝
1+?^?+𝑘
2
?^?
?^?+𝑘
2
−?^?+𝑘
2
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
1 1 −1 1
0 1 0 0
0 0 0 1
1 1 −2 1
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1
?^?
(1+?^?+?^?)
2
?^?+𝑘
2
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1
?^?
(1+?^?+?^?)
2
?^?+𝑘
2
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
2 −1 −1 −1
0 1 0 0
1 0 0 −1
0 0 1 0
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1+?^?+𝑘
2
?^?
?^?+𝑘
2
−?^?+𝑘
2
⎞⎟⎟⎟⎟⎟⎠
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Since this, James’s theorem holds for 𝐴1. Let us try to derive similar transition
between bases for orders in 𝐴2.⎛⎜⎜⎜⎜⎜⎝
1
?˜?
(1+?˜?+?˜?)
2
?˜?+𝑘
2
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
2 −1 −1 −1
0 1 0 0
1 0 1 −1
0 0 2 1
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1+?˜?
2 +
?˜?+2𝑘
10
?˜?
3?˜?+𝑘
10
−?˜?+3𝑘
10
⎞⎟⎟⎟⎟⎟⎠
This direction is alright and we have 𝒪𝐴2 ⊇ Z[1, ?˜?, (1+?˜?+?˜?)2 , ?˜?+𝑘2 ]. But for the
second direction we receive contradiction, because:
⎛⎜⎜⎜⎜⎜⎝
1+?˜?
2 +
?˜?+2𝑘
10
?˜?
3?˜?+𝑘
10
−?˜?+3𝑘
10
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
3
5
3
5 −15 25
0 1 0 0
−15 −15 25 15
2
5
2
5 −45 −35
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1
?˜?
(1+?˜?+?˜?)
2
?˜?+𝑘
2
⎞⎟⎟⎟⎟⎟⎠ .
It means, that basis of 𝒪𝐴2 cannot be expressed as a Z-combination
of {1, ?˜?, (1+?˜?+?˜?)2 , ?˜?+𝑘2 }, hence 𝒪𝐴2 ) Z[1, ?˜?, (1+?˜?+?˜?)2 , ?˜?+𝑘2 ] and Z[1, ?˜?, (1+?˜?+?˜?)2 , ?˜?+𝑘2 ] is not
maximal order.
From the previous it follows that maximal orders are not preserved by isomor-
phisms. Since this, one may ask whether at least automorphisms preserve maximal
orders. The answer is given by the theorem below, which can propably be the most
important statement of the thesis. We have not said it directly, but it could almost
be taken as an assumption that there exists one and only one maximal order in arbi-
trary quaternion algebra. However, it is definitely not true. Surprisingly, there even
exist infinitely many mutually distinct maximal orders of some quaternion algebras.
This is specified in the following theorem.
Theorem 4. Let 𝐴 be a quaternion algebra over Q, such that 𝐴 ∼=
(︁−1,−1
Q
)︁
. Then
there exists infinitely many mutually distinct sets 𝒪1,𝒪2... ⊂ 𝐴, such that every 𝒪𝑚
is a maximal order of 𝐴.
Proof. This is the well-known fact, that ℋ = Z[1+𝑖+𝑗+𝑘2 , 𝑖, 𝑗, 𝑘] is the maximal
order of 𝐵 =
(︁−1,−1
Q
)︁
. From the Example 11. in previous chapter, it follows,
that the mapping 𝛼 : 𝐵 → 𝐵 given by matrix (again in the simpler 3x3 form)
𝛼 =
⎛⎝ 13 13 132
3 − 13 16
2
3
1
6 − 13
⎞⎠(︂ 1 0 00 −2 0
0 0 −2
)︂
=
⎛⎝ 13 − 23 − 232
3
2
3 − 13
2
3 − 13 23
⎞⎠ is automorphism on 𝐵 and of course iso-
morphism too. So, by Lemma 7, 𝛼(ℋ) is maximal order of 𝐵, but
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𝛼(ℋ) = Z[12 + 56𝑖− 16𝑗 − 16𝑘, 13𝑖− 23𝑗 − 23𝑘, 23𝑖+ 23𝑗 − 13𝑘, 23𝑖− 13𝑗 + 23𝑘] ̸= ℋ, because⎛⎝ 1+𝑖+𝑗+𝑘2𝑖
𝑗
𝑘
⎞⎠ =
⎛⎜⎝
1 −1 0 0
0 13
2
3
2
3
0 − 23 23 − 13
0 − 23 − 13 23
⎞⎟⎠
⎛⎜⎝
1
2+
5
6 𝑖− 16 𝑗− 16𝑘
1
3 𝑖− 23 𝑗− 23𝑘
2
3 𝑖+
2
3 𝑗− 13𝑘
2
3 𝑖− 13 𝑗+ 23𝑘
⎞⎟⎠ ,
⎛⎜⎝
1
2+
5
6 𝑖− 16 𝑗− 16𝑘
1
3 𝑖− 23 𝑗− 23𝑘
2
3 𝑖+
2
3 𝑗− 13𝑘
2
3 𝑖− 13 𝑗+ 23𝑘
⎞⎟⎠ =
⎛⎜⎝
1 13 − 23 − 23
0 13 − 23 − 23
0 23
2
3 − 13
0 23 − 13 23
⎞⎟⎠
⎛⎝ 1+𝑖+𝑗+𝑘2𝑖
𝑗
𝑘
⎞⎠ ,
which means that nor the basis of ℋ can be expressed as Z-combination of the basis
of 𝛼(ℋ) and neither conversely. Since this, there exist at least two mutually distinct
maximal orders of 𝐵.
This process can be generalized to obtain infinitely many mutually distinct max-
imal orders. Put 𝒪1 = ℋ,𝒪2 = 𝛼(ℋ), ...,𝒪𝑛 = 𝛼𝑛−1(ℋ), ... and let 𝐵𝑛 be a basis
of 𝒪𝑛 obtained from basis 𝐵𝑛−1 by automorphism 𝛼. For the rest of the proof, let
𝑚,𝑛 ∈ N,𝑚 ̸= 𝑛. Then, 𝒪𝑚,𝒪𝑛 are the same orders if and only if 𝐵𝑚 can be
expressed as a Z-combination of basis 𝐵𝑛 and also conversely. On the other hand
𝒪𝑚 ̸= 𝒪𝑛 if at least one of these Z-combinations does not exist, i.e. at least one of
the matrices 𝑀𝑛𝑚,𝑀𝑚𝑛 for which
𝐵𝑚 =𝑀𝑛𝑚𝐵𝑛,
𝐵𝑛 =𝑀𝑚𝑛 𝐵𝑚
contains non-integer element. Now we show in five steps, that for arbitrary 𝑛,𝑚,
the matrix 𝑀𝑛𝑚 has form
𝑀𝑛𝑚 =
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼𝑚−𝑛0
0
⎞⎟⎟⎟⎟⎟⎠ .
1. This is obvious, that 𝑀𝑛𝑚 = (𝑀𝑚𝑛 )−1 holds.
2. Also easily we have 𝑀𝑚𝑙 𝑀𝑛𝑚 =𝑀𝑛𝑙 .
3. For every matrices
Ω1 =
⎛⎜⎜⎜⎜⎜⎝
∙ ∙ ∙ ∙
0
Ω10
0
⎞⎟⎟⎟⎟⎟⎠ ,Ω2 =
⎛⎜⎜⎜⎜⎜⎝
∙ ∙ ∙ ∙
0
Ω20
0
⎞⎟⎟⎟⎟⎟⎠
we have
Ω1Ω2 =
⎛⎜⎜⎜⎜⎜⎝
∙ ∙ ∙ ∙
0
Ω1Ω20
0
⎞⎟⎟⎟⎟⎟⎠ .
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And because of equality 𝛼(12 + ∙𝑖+ ∙𝑗 + ∙𝑘) = 12 + ∙𝑖+ ∙𝑗 + ∙𝑘, we receive
𝑀1𝑚 =
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼𝑚−10
0
⎞⎟⎟⎟⎟⎟⎠
by induction.
4. By the same argumentation we have:
𝑀𝑛1 =
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼1−𝑛0
0
⎞⎟⎟⎟⎟⎟⎠ .
5. Altogether, we have
𝑀𝑛𝑚 =𝑀1𝑚𝑀𝑛1 =
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼𝑚−10
0
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼1−𝑛0
0
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼𝑚−𝑛0
0
⎞⎟⎟⎟⎟⎟⎠ .
Now it is enough to show, that for arbitrary 𝑛,𝑚 there exists some element of matrix
𝑀𝑛𝑚, which is non-integer. Suppose that there exists 𝜖 ∈ N, such that all elements of
matrix 𝛼𝜖 =
(︃
𝛼𝜖11 𝛼
𝜖
12 𝛼
𝜖
13
𝛼𝜖21 𝛼
𝜖
22 𝛼
𝜖
23
𝛼𝜖31 𝛼
𝜖
23 𝛼
𝜖
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)︃
are integers. Easily 𝛼𝜖 has the form:
(︁ 𝑥 𝑦 𝑦
𝑧 𝑡 𝑢
𝑧 𝑢 𝑡
)︁
, and because
of 𝑖2 = 𝑗2 = 𝑘2 = −1 the equations ∑︀3𝑑=1(𝛼𝜖𝑒𝑑)2 = 1 are satisfied for 𝑒 = 1, 2, 3. From
these two conditions and from the fact that det(𝛼𝜖) = 1 we instantly have that 𝛼𝜖
has one of these forms:(︁ 1 0 0
0 1 0
0 0 1
)︁
,
(︂
1 0 0
0 −1 0
0 0 −1
)︂
,
(︁ −1 0 0
0 0 1
0 1 0
)︁
,
(︂ −1 0 0
0 0 −1
0 −1 0
)︂
.
Since (︁ 1 0 0
0 1 0
0 0 1
)︁2
=
(︂
1 0 0
0 −1 0
0 0 −1
)︂2
=
(︁ −1 0 0
0 0 1
0 1 0
)︁2
=
(︂ −1 0 0
0 0 −1
0 −1 0
)︂2
= I,
we have 𝛼2𝜖 = I. Hence(︂
1 0 0
0 −2 0
0 0 −2
)︂
I =
(︂
1 0 0
0 −2 0
0 0 −2
)︂
𝛼2𝜖 =
(︂
1 0 0
0 −2 0
0 0 −2
)︂⎡⎣⎛⎝ 13 13 132
3 − 13 16
2
3
1
6 − 13
⎞⎠(︂ 1 0 00 −2 0
0 0 −2
)︂⎤⎦2𝜖 =
=
⎡⎣(︂ 1 0 00 −2 0
0 0 −2
)︂⎛⎝ 13 13 132
3 − 13 16
2
3
1
6 − 13
⎞⎠⎤⎦2𝜖 (︂ 1 0 00 −2 0
0 0 −2
)︂
,
which implies ⎡⎣(︂ 1 0 00 −2 0
0 0 −2
)︂⎛⎝ 13 13 132
3 − 13 16
2
3
1
6 − 13
⎞⎠⎤⎦2𝜖 =
⎛⎝ 13 13 13− 43 23 − 13
− 43 − 13 23
⎞⎠2𝜖 = I,
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and it is contradiction with Lemma 6. Suppose now that there exists 𝜖 ∈ N such
that all elements of matrix 𝛼−𝜖 are integers. But then also all elements of matrix
(𝛼−𝜖)−1 = 𝛼𝜖 are integers, which is contradiction with previous. Altogether for
arbitrary 𝑛,𝑚 ∈ 𝑁 (still 𝑛 ̸= 𝑚), the matrix
𝑀𝑛𝑚 =
⎛⎜⎜⎜⎜⎜⎝
1 ∙ ∙ ∙
0
𝛼𝑚−𝑛0
0
⎞⎟⎟⎟⎟⎟⎠
has at least one non-integer element, hence 𝒪𝑚 ̸= 𝒪𝑛, and there exist infinitely
many mutually distinct orders in
(︁−1,−1
Q
)︁
. However, because of the isomorphism
𝜙 : 𝐴→
(︁−1,−1
Q
)︁
, also 𝜙−1(𝒪𝑚) are mutually distinct maximal orders in 𝐴 for all
𝑚 ∈ N. Finally, the relabeling 𝜙−1(𝒪𝑚)→ 𝒪𝑚 completes the proof.
The theorem above says that from the existence of a suitable automorphism over
the quaternion algebra 𝐴 it follows that there exist more than one maximal order in
𝐴. But on the other hand it is still not clear whether the existence of two distinct
maximal orders in 𝐴 also enforces existence of an automorphism which maps one
maximal order to the other one.
Nice corollary of this converse statement would be: Let 𝒪 be an arbitrary order
of arbitrary quaternion algebra. Then for all 𝑥 ∈ 𝒪 the standard conjugation 𝑥 lies
also in 𝒪. Even the existence of such automorphism is an unnecessarily strong as-
sumption to postulate such a corollary. However, the existence of the linear mapping
between such two maximal orders, which preserves 1, would be sufficient. Neverthe-
less this condition has not been proven yet either.
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Fig. 5.1: First 360 maximal orders 𝒪1,𝒪2, ...,𝒪360 of
(︁−1,−1
Q
)︁
projected to the axis
𝑖 and 𝑗.
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CONCLUSION
There is no conclusion in the most of the mathematical research papers. Neverthe-
less, let us recapitulate our results in one place. We succeeded with showing the
uniqueness of the discrete norm for the ring of integers and further for the orders
of the imaginary quadratic field. Next, we showed the existence of the standard
conjugation of an arbitrary element in suitable orders, from whence it follows as a
corollary, that the discrete norm for arbitrary quaternion orders is also unique.
The standard condition for two quaternion algebra to be isomorphic
(
(︁
𝑎,𝑏
Q
)︁ ∼= (︁𝑎𝑥2,𝑏𝑦2Q )︁) we were able to enrich by Theorem 3
(
(︁−1,𝑏
Q
)︁ ∼= (︁−1,𝑁𝑏Q )︁⇐⇒ 𝑁 = 𝛼2 + 𝛽2).
Finally, the Theorem 4, to which many fractional results are headed - and which
relatively surprisingly says that for every quaternion algebra with discriminant equal
to 2 there exist infinitely many mutually distinct maximal orders - can be regarded
as the most important result.
At the very end, let us say that there remains a relatively large group of unan-
swered questions, which could be an objective of further research. They are as
follows:
1. Is there exist a quaternion algebra, such that its maximal order could be
discretely normed?
2. Does it hold, that 𝑥 ∈ 𝒪 =⇒ 𝑥 ∈ 𝒪, for arbitrary order 𝒪 of arbitrary
quaternion algebra?
3. Are there infinitely many mutually distinct maximal orders also for the quater-
nion algebra with discriminant ̸= 2? In other words, is there any automor-
phism 𝛼 over arbitrary quaternion algebra such that ̸ ∃𝑛 ∈ N, 𝛼𝑛 = I?
4. Is there a general conditions for 𝑁 concerning existence of an isomorphism
between
(︁
𝑎,𝑏
Q
)︁
and
(︁
𝑎,𝑁𝑏
Q
)︁
? How could such isomorphism be found in the
explicit matrix form?
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