The 24.6 day eclipsing binary AI Phe contains two sharp-lined stars of comparable luminosity which undergo total eclipse, and yet are well separated. Radial velocity, photometric, and ultraviolet observations of this star have been remodeled using our improved version of the Wilson-Devinney code on the University of Calgary's Cyber 205 and Myrias SPS-2 computers. This version now has a new atmospheres option which makes use of Kurucz' model atmospheres to approximate the surface fluxes of the two stars. With the option, light curve fitting is now demonstrably improved for optical wavelengths. Rough empirical corrections result in still further improvement, with smaller discrepancies in U and u than are found using either the blackbody approximation or the previously used (Carbon-Gingerich) atmospheres option. For a specified temperature, wavelength, and logg, interpolation is performed within a table of values representing the ratio of blackbody to stellar atmosphere flux. The model atmosphere option simulates fluxes in Strömgren uvby or Johnson UAEK bandpasses, as well as in other bandpasses with widths A log X = 0.1 in the range 0.316 to 3.550 pm, and A log X = 0.05 in the UV (at 10 specified wavelengths from 0.100 to 0.282 ^m). The limb darkening of the hotter component in the far UY as it undergoes total eclipse is also investigated and compared with Kurucz models.
INTRODUCTION
The star AI Phoenicis is a 24.6 day binary with components which undergo eclipses, despite being well separated. The initial reason for our interest in this system was the possibility of being able to compare rocket ultraviolet limb darkening of the hotter component in the AI Phe system (then considered a solar type star) to that of the Sun (Kjeldseth Moe & Milone 1978) . IUE observations were obtained of the system during both ingress and egress of the primary minimum during two IUE shifts. Before that work was carried out, however, it was necessary to obtain a good geometric model for the system. Consequently Hrivnak & Milone (1984) obtained UBVRI light curves and made use of these and the existing radial velocity data of Imbert ( 1979) to solve the system. Subsequently, VandenBerg & Hrivnak (1985) considered the evolutionary state of the system. Andersen et al. ( 1988) , with the UBVRI data of Hrivnak & Milone ( 1984) , new uvby data, and much improved radial velocity curves, modeled the system further and, on the basis of their equivalent width determinations, concluded that the system was slightly metal-poor with respect to the Sun.
The previous solutions are of good quality but fail to obtain adequate simultaneous solution of all light curves, unless the temperature and luminosity of the second star are assumed to be uncoupled. Here we describe our efforts to make use of all the data, including both near-and far-ultraviolet data. This will involve, first of all, a discussion of an improved atmospheres option which could be expected to treat the ultraviolet flux more realistically than other modeling options, secondly, an examination of the precision of all the light curve data, and thirdly, a presentation of the results of modeling with the improved program and data.
It is fitting that the AI Phoenicis system be both the inspiration and beneficiary of this work. There are four reasons why AI Phe is a good target for improved modeling:
1. Since the observational elements of AI Phe are among the best determined for systems involving an evolved component (Batten, Fletcher, & MacCarthy 1988) , the goodness of fit of the model to the observations depends on the suitability of various model atmospheres to represent the data.
2. The cooler component has an effective temperature of less than 5500 K. For such stars, fitting the UV flux can be extremely difficult, and therefore a good test for model atmospheres.
3. The hotter star undergoes total eclipse at primary minimum, making it easier to sort out the flux belonging to each star.
4. The total eclipse of the hotter star in the AI Phe system at primary minimum makes it possible to investigate its limb 123 darkening in the far-UV, since the cooler star emits little radiation at these wavelengths (Milone et al. 1981 ).
THE REVISED ATMOSPHERES OPTION
As part of ongoing research programs on close binary stars at the Rothney Astrophysical Observatory, the powerful synthetic light curve program of Wilson & Devinney (1971; Wilson 1979) was adapted to the University of Calgary's Cyber 205 supercomputer (Milone 1988; Milone et al. 1989 ) and the Myrias SPS-2 parallel processor. Milone ( 1988) suggested several ways in which the program could be made a still more powerful analytical and diagnostic tool for close binary studies. One of these suggestions was to install a new "atmospheres" option, replacing the Carbon-Gingerich model from the late sixties. Here we report on the replacement of the atmospheres option by one of us (CRS), and its application to the wellseparated components of the AI Phoenicis system.
In modeling binary systems, it has usually been assumed that the components are blackbodies. However, this assumption is often a poor one. Wilson & Devinney (1971) therefore included the "atmospheres" option in their program, in an attempt to approximate more closely the flux distributions of real stars. Unfortunately, this option, based on main-sequence surface fluxes according to the model of Carbon & Gingerich (1969) , was not particularly accurate, and it was often not possible to model the light variations in all passbands with a single pair of temperatures for the two stars. However, the atmospheres provided by Kurucz (1979) , which were based on relatively accurate surface flux calculations involving almost a million spectral lines, provided a better alternative. The revised option is in the form of a table of values representing the ratio of a Kurucz model atmosphere to blackbody flux for a temperature-wavelength-log g grid, into which one interpolates for the specified temperature. The detailed spectral features of the model atmospheres required integration over the appropriate filter passbands. It should be noted that adoption of bandpasses over which the flux is integrated precludes con- In the far U V a bandpass given by A log X = 0.05 is assumed (at 10 specified wavelengths from 0.100 to 0.282 ¿¿m). Table 1 lists the input wavelengths used to specify the appropriate bandpasses. It is also possible to choose wavelengths which do not correspond to those given in Table 1 . In such cases (limited to the range 0.316 ^m < X < 3.55 um), the program will interpolate in wavelength as well as temperature into a table of flux ratios which have been computed using a bandpass of A log X = 0.10. This boxcar integration is crude and temporary, but suffices for the present application to the R and I fight curves.
Twelve different values of an input parameter "IFAT" may be chosen, to specify various values of log g (see Table 2 ), although not all values of log g are possible at all temperatures. In the original Wilson-Devinney program, IFAT was set to either 0 (blackbody) or 1 (Carbon-Gingerich atmosphere, logg = 4.5 assumed).
The data used in the atmospheres option are based on a grid of 154 solar abundance models with effective temperatures ranging from 5500 to 50,000 K. As noted in Buser & Kurucz (1978) , however, Kurucz atmospheres display two shortcomings in modeling colors and magnitudes:
1. there is a small systematic discrepancy in the calculated B -V color index for the coolest stars; and 2. there are serious discrepancies in the calculated U -B color index for T eff < 10,000 K.
To overcome these difficulties, correction factors were calculated by CRS for the brightnesses provided by the atmospheres subroutine in the U, B, and b bandpasses. First, the Kurucz atmospheres option was used to calculate {U-B) and {B -V) values for input values of log g and T cñ . The following corrections were found to represent satisfactorily the empirical log T eñ versus (B -V) relation (Buser & Kurucz 1978) :
Baser & Kurucz (1978) note that the bolometric corrections they derive are in excellent agreement with empirical results. One can then assume that AV = 0.0. Hence AB = A(B -V), and the corrected B brightness at a given temperature and gravity is given by l' B = l B X \0-°A AB (2) Similar corrections are made for v and 6. We estimate the corrections to be Av = 1.5AB Ab = 0.5AB.
For r eff < 10,000 K and 4.5 < log g < 3.0, corrected (U -B) values were obtained by interpolation into a table of values representing an empirical (U -B)-(B -V) relation (Table 3 and Mihalas & Binney (1981) and values of log g are from Gray ( 1988 ) .
the calculated U and u brightnesses at a given T eff and g were then given by an expression similar to equation ( 2 ). [ Note that The correction factors, dex(-0.4 Ax), are given as a grid of values among which interpolation for temperature is performed. Some sample values are given in Table 4 . The grid extends to temperatures as low as 4500 K, allowing one to extrapolate beyond the lowest temperatures for which Kurucz atmospheres have been calculated. Because the correction factors are contained in a separate subroutine, the user may TABLE 3 choose whether or not to include them. As noted in § 4, including correction factors results in a much better fit to the observations.
If the same temperature can be used to model all light curves from the visual to the infrared, it then becomes possible to investigate in detail phenomena such as ultraviolet excesses. In the past, failure to fit ultraviolet fight curves with parameters appropriate to the other optical passband fight curves has usually been taken only as a signal that ultraviolet fight curves were not to be trusted. Clearly, if the ultraviolet flux can be calculated with greater accuracy, the observed U and u fight curves are potentially much more valuable. The precision of the radial velocity curves and the Strömgren u, v, b, and y data of Andersen et al. (1988) together with the U, B, V, R, and / data of Hrivnak & Milone (1984) were examined to see if they presented any impediment to inclusion in a full model for AI Phe. A measure of the quality of the data is the mean standard error of a single observation as deduced from adjacent pairs of data, e 2 , given here by , _ Z (tt-H -y,) 2 w i !+l 2 2 w j l+l (4) where are the observed magnitudes ordered by phase. The weight /+1 is 0 where either y, or y i+l is omitted from the list of Hrivnak & Milone ( 1984) , or 1 otherwise. A weight of 1 was given each of the uvby data of Andersen et al. ( 1988) . Values of the parameter e 2 , which is a model-independent measure of the quality of the data, are provided in Table 5 for the data tabulated in Hrivnak & Milone ( 1984) and in Andersen et al. ( 1988) . As can be seen, the observations of Hrivnak & Milone ( 1984) are of equivalent quality to those given by Andersen et al. ( 1988 ) , despite the wider passbands. It is also interesting to note that although the / and R observations were given little weight by Andersen et al. ( 1988) these observations appear to be of no worse quality than the others, and all observations of the Hrivnak & Milone data were carefully transformed to a common system. We are of the opinion that light curves should not be excluded solely because they may depart from the model being tested. In the absence of compelling reasons for exclusion, they should be given appropriate weighting in the analyses.
{U -B) and {B -V) Grids
Primary eclipse light curves at 200, 224, and 251 nm were obtained with the IUE satellite, and values were determined by boxcar-integration over ranges of A log X = 0.05 of fully processed IUE spectra (see Milone et al. 1981 ) . As we will see in the next section, accurate prediction of fluxes at far-UV wavelengths is not yet possible, and these light curves were omitted in trying to construct a comprehensive model of the system. We next discuss the modeling procedures undertaken with the program and the resulting models.
THE MODELING
The modeling was carried out with the Differential Corrections (DC) portion of the Wilson-Devinney program, in which optimum changes to a selected set of parameters are determined by least squares. The initial values used in the modeling were taken from Andersen et al. ( 1988 ) , except that all of the limb darkening parameters were taken from Wade & Rucinski (1985) , who based their values on Kurucz model atmospheres. The parameters which were adjusted were the semimajor axis, ¿z, eccentricity, c, inclination, i, longitude of periastron, a;, systemic velocity, K T , mass ratio, q = M 2 / temperature of the cooler star, r 2 > an d potential of each star, Í2. The potential has been converted to the relative radius (the stars are essentially spherical in this case). Mode 2 of the updated Wilson-Devinney DC program was used. This mode couples the temperature and luminosity of each star, and makes use of the light curves in all passbands in the fitting. Most previous attempts to model this star used Mode 0, which effectively allows a different temperature for each passband. Also, light and velocity curves were modeled together, and not alternated as in Hrivnak & Milone ( 1984) . Following Hrivnak & Milone, it was assumed that there was no "third light", i.e., flux coming from a third component in the AI Phoenicis system.
The light curves in U, B, V, R, and / were converted to intensity units and then gathered into 50 average points per bandpass. Each average point represented from 1 to 9 individual observations. The average points were weighted according to the number of individual observations needed to compute the average, and the individual light curves were weighted according to the standard deviations obtained from individual observations outside eclipse (Hrivnak & Milone 1984) . The w, v, b, and y observations were treated in a similar fashion, with approximately 100 average points per bandpass. The standard deviations were 0.0084 in m, 0.0051 in v, 0.0037 in b, and 0.0055 in y. The radial velocity data were weighted on the basis of the mean error in a given radial velocity measurement. For both radial velocity and light curve data, the standard deviation specified in the Wilson-Devinney program input was that corresponding to an average point of weight 0.1.
The parameters of Andersen et al. ( 1988) were taken as a starting point, mainly on the basis of the improved spectroscopy which they had available. The values of the limb darkening parameters were obtained by interpolation (and, where needed, by extrapolation) in the tables of Wade & Rucinski ( 1985) , and are based on Kurucz atmospheres. These tables also include limb darkening parameters for the far-UV. The value of the gravity darkening parameter was taken to be 0.32 for both stars (Lucy 1967) . The values of V y and (A^/Afj) were not varied, and the temperature of the hotter star (which must be fixed) taken to be 6310 K, as per VandenBerg & Hrivnak (1985) and Andersen et al. ( 1988 ) . Albedoes of both stars were taken as 0.5. The resulting temperature of the cooler star, 5151 K, is actually below the 5500 K lower limit for Kurucz models, so that flux values for the atmospheres option were computed by extrapolation.
As per the suggestion of Wilson & Biermann ( 1976) , the adjusted parameters were divided into subsets whose members were not strongly correlated. The Wilson-Devinney code output provides a table of correlation coefficients. Each subset consists of the largest number of adjusted parameters which were uncorrelated. The adjustments from the subset with the smallest predicted 2 wr 2 were applied to the parameters of the next run of the program. The runs continued until adjustments were exceeded by their probable errors. For all the cases considered here, there was convergence to a solution in only a few iterations of the Wilson-Devinney program.
In all, five different models were fitted to the observations: Model 1 used blackbody approximations for both stars. As in previous investigations we found that the ultraviolet light curves could not be modeled simultaneously with the light curves in other passbands, and so they were omitted from the model fit. The parameters, once derived, were then applied to the ultraviolet light curves.
Model 2 used the old (Carbon-Gingerich) atmospheres option. Again, only the 2?, F, R, /, u, è, and y light curves were fitted, although the parameters were applied to the ultraviolet fight curves as well.
Model 3 used the new (Kurucz) atmospheres option, with IFAT = 2 (log g = 4.0) for the hotter star, and IFAT = 3 (log £ = 3.5 ) for the cooler star. B, V,R, /, u, b, and y fight curves were fitted, and the parameters were applied to the ultraviolet fight curves as well.
Model 4 used the new (Kurucz) atmospheres option, with the empirically derived corrections subroutine. The same values of IFAT were used as for Model 3.
Model 5 was essentially model 4, but for the first time in treating this system it was feasible and appropriate to include the U and u (but not the far-ultraviolet) fight curves in a comprehensive model.
RESULTS
The parameters of AI Phoenicis for various models, with their formal, internal probable errors, are shown in Table 6 which is divided into three sections. Table 6B , while the final, adopted model is shown in Table 6C . Note that there are few differences among the models except for temperature and for the precision with which the parameters are known. Both Model 3 and Model 5 parameters are fitted to the normal-points ground-based light curves in Figure 2 , to the radial velocities in Figure 3 , and to the far-ultraviolet in Figure 4 . The parameters of Andersen et al. ( 1988) also were fitted to the observations for comparison. Since they provided no details about the fitting procedure (other than that it employed the EBOP program), we assumed the blackbody approximation and adjusted only the wavelength-dependent quantities L u which have not been published previously. To this degree, the solution was optimized. Subsequently, the referee objected to this procedure since "EBOP solutions allow for departures from a blackbody law by keeping the central flux ratio as a free parameter in each color band." To us, this raised questions about the validity of the EBOP modeling process because the decoupling of T and L is a physically unrealistic procedure, but in the interests of presenting a broader picture, we investigated this type of fitting also. When the model obtained by Andersen et al. ( 1988 ) is fitted in Table  6 A, and are fine for the geometric elements. All the other models summarized in Table 6 were run in mode 2, which preserves the coupling. The fitting errors for all the models are produced in Table 7 . In this table, we present the standard deviation of a single data point for each passband and for the radial velocity curves, in units of unity for light curve maximum and in units of 100 km s ~1 for the RV curves. It is interesting to note that although the discrepancies in fittings for Model 5 are now smaller in the U and u passbands than for the other models, the fit is still not perfect, even with the "corrections" option. In Figure 1 we see that a small error inB -V can result in a much larger error in U -B. This is a likely source of discrepancy, since the B -V correction formula ( 1 ) is only a rough estimate for the coolest stars. The discrepancy in the Strömgren v passband, though small, may be attributable to the fact that equation (3) for the v correction is also only a rough estimate. Andersen et al. (1988) achieve an excellent fit to the individual fight curves-insofar as they do not attempt to couple L and T. This strategy is not a bad one in order to find geometric parameters alone, but can scarcely be described PHASE WASE The mode 0 fitting for the Andersen et al. ( 1988) parameters, effectively confirms that the geometric elements are well-determined, except for the flux-dependent parameters which we have optimized here. It is also clear that the Andersen et al. (1988) parameters are not optimized for the assumptions of the Wilson-Devinney program when the wavelength-dependent parameters are all fitted together and Tand L are coupled. By seeking a comprehensive solution, our goal is to retain the fitting precision of those elements as well to greatly improve the determination of the flux-dependent quantities also. We cannot yet claim better precision for this procedure than with the individual light curve analysis (mode 0) procedure, but there has been much improvement, as comparisons among the mode 2 columns of Table 6 indicate. The improvement in modeling capability is illustrated best by Figure 5 , in which the Model 5 solution to the t/light curve has been plotted, together with the predicted light curve of Models 1, 2, and 3. Following Hrivnak & Milone ( 1984) , we have also modelled the light curves individually. The results are shown in Table 8. Here 2 ht 2 includes the RV curve fitting, while a refers only to the light curves. 1 he a values are comparable to those of the Andersen et al. ( 1988 ) EBOP results. The models for the individual light curves generally predict lower temperatures and larger radii for the cooler star, or higher temperatures and smaller radii, than the combined model. Also, the values of jq in Table 8B differ significantly from those in Table 8A (in which x x was set at values determined from Wade & Rucinski 1985) , and also from Hrivnak & Milone ( 1984) . These may all be indications that the assumption of linear limb darkening is not a good one. Indeed, it can be seen from Wade & Rucinski (1985) that Kurucz atmospheres are well-fitted by a quadratic limb darkening relation, and poorly by a linear one, for a star of this temperature, surface gravity, and metal abundance. It is hoped to improve the Wilson-Devinney code in the future to allow for the provision of a quadratic limbdarkening law.
The temperature for the secondary derived in the present study is serendipitously close to that found by Hrivnak & Milone ( 1984) , even though we use a 100 K higher temperature for the hotter star. The program determines the temperature differences between the two stars, so that raising the temperature of the primary ought to result in the temperature of the secondary being raised. Thus the temperature difference (1159 Hrivnak & Milone ( 1984) ( 1070 K), and less than that found by Andersen et al. ( 1988) (1300 K).
Absolute parameters have been derived for AI Phoenicis. They are given, together with their standard errors, in Table 9 , together with previous results from Hrivnak & Milone ( 1984) and Andersen et al. ( 1988 ) . The quantity R is the radius of the components at periastron. The quantity T e for the primary is taken from VandenBerg & Hrivnak ( 1985) and Andersen et al. ( 1988) ; it corresponds to a star of spectral type about F6, according to Table 1 of Popper ( 1980) . The bolometric correction is based on the scale given by Popper, from whom the solar temperature (5780 K), M Vq = +4.83, and B.C. 0 = -0.14 are also taken.
We assume 7^ = 6310± 150 K, as per the discussion of VandenBerg & Hrivnak (1985) , and, from current modeling and Ti, obtain T 2 = 5151 + 150 K. Andersen et al. (1988) did not determine the error in T 2 from light curve modeling but assumed ± 120 K from the color indices at primary minimum ( J. Andersen 1990, private communication) . In our judgment, stellar temperatures obtained directly from the color indices at primary minimum depend no less on the accuracy of the calibrations, and also on the reddening and abundance, but we recognize this as a moot point. In their Table 1 , VandenBerg & Hrivnak ( 1985) suggest an even more pessimistic uncertainty for the determination of T 2 (200 K), and an uncertainty of ae 120 K stemming from an uncertainty in [Fe/H] of 0.5, and a problem with the Cj color index.
Despite improvements in fitting all wavelengths, it must be conceded that the far-UV observations still do not give a satisfactory fit (Fig. 4) . Such a discrepancy is not surprising, perhaps, since Kurucz's (1979) solar model also shows a large discrepancy with the observations at this wavelength.
The near-and far-ultraviolet results raise questions about the atmospheres models and the empirical corrections, in particular for stars of different chemical composition than that which the atmospheres model uses, viz., solar. For the far-UV, the relatively poor fit is probably attributable to poorer model spectra in this wavelength region. But that in the u and U might be attributable to a slight overabundance of metals. Indeed, VandenBerg & Hrivnak ( 1985 ) Hrivnak (1985) calculation of the [Fe/H] index. Given the uncertainties in such calibrations, the determination of [Fe/ H] on the basis of the spectral lines should be regarded as the more reliable. Although in this case the abundance is still relatively close to solar, it might be necessary to introduce corrections for systems where there are anomalous abundances of helium, or CNO elements, for example. The effect of differential line blocking on a U V passband is to dim the surface brightness of a more metal-rich component, and mimic a temperature difference where this component appears slightly cooler than in longer wavelength passbands. It is possible that the remaining UV discrepancies in AI Phe are due to this effect, but this is unconfirmable at present. Although the far-UV observations are not reliable indications of temperature, they can give valuable information about limb darkening, since the cooler star emits virtually no far-UV flux compared to its companion, and the hotter star undergoes a total eclipse. The linear and quadratic limb-darkening laws are given by the expressions
No. 1, 1992 ECLIPSING BINARY AI PHOENICIS 135 The coefficient u was determined by running the Wilson-Devinney code with all parameters fixed except the limb darkening coefficient for the hotter star. A least-squares fitting program was then written by CRS to determine the coefficients a and 6. At 251 nm, the values were u = 0.57±0.14, a = -4.0 ± 3.9, and Z? = 3.4 ± 2.8 (for comparison, the values of the coefficients obtained by extrapolation from Wade & Rucinski ( 1985) were m = 0.514, a = 2.833, and b = 3.431 ). The resulting limb-darkening models using our coefficients are fitted to the observations in Figure 6 . Even with a large degree of limb brightening, the quadratic gives an improved, but still unsatisfactory, fit to the "shoulder" on the light curve just after phase 0.10. This shoulder, and the deeper than expected minimum, both support the notion of a very bright limb on the hotter and smaller star in the far-UV. However, the reality of this feature should be verified before a detailed model is constructed for the UV surface brightness. More far ultraviolet observations are essential to resolving this case, especially if they are made at shorter exposures to improve spatial resolution and at higher flux levels to ensure good signal/noise ratios. Following the work described above, we were able to use a simplex-enhanced version of our Wilson-Devinney code recently developed by J. Kallrath at the University of Calgary. This work confirmed that the solution we report is in the absolute minimum region of parameter space. Operations with this code will be described elsewhere. 6. SUMMARY Using a revised atmospheres option based on Kurucz model atmospheres together with empirical correction factors, we have been able to model the parameters of AI Phe with the Wilson-Devinney program using a single temperature to parameterize all light curves from the ultraviolet to the infrared, with better agreement with observation than previous attempts using this mode, while in the decoupled or individual passband modes providing at least comparable precision to the restricted data set determinations of the past and restricted modeling techniques of the past. In doing so, we note the important ground-breaking work on AI Phe done previously. The model essentially agrees with that of Andersen et al. (1988) , based mainly on v, b, y, B, and Vdata, except that the value oîR x la we obtain is about 2 <r lower, our value of log g x is about 2 a higher, and our value of r 2 is about 1 g higher (using the more pessimistic values of sigma-theirs). The physical parameters we derive for the system are given in Table 9 . Note that although r 2 is well determined relative to Tj, the standard error in r 2 is here taken to be [c 2 ( AT 7 ) + e 2 {T x )] 1/2 = 150K. This is a conservative value, stemming directly from the combination of errors. It may be argued that the determination oîT 2 should be of higher precision, since that component is seen alone at primary minimum. This argument is a plausible one, but the Wilson-Devinney code computes AT 7 for a given T x , not r 2 . It is possible to work backwards, by assuming different values of T x and attempt to minimize fitting errors. We have attempted sufficient trials to see that the error in AT 7 is not improved with changes of order \ a in T x . Aside from modeling code restric- tions, it can be countered that the determination from spectral type or color index oí T 2 still requires calibrations; such techniques themselves carry uncertainties nearly comparable to those in the determination of 7^ as carried out by VandenBerg & Hrivnak (1985) ; if, however, T 2 were to be determined much better than T { , the resulting solution is readily enough tested by obtaining T l = -AT T 2 , and then carrying out a new modeling series. As we have noted elsewhere, the AT given by the Andersen et al. ( 1988 ) is found to be not the optimum value as determined by our modeling to this point.
The remaining discrepancies in the near ultraviolet light curves could possibly be due to differential line blocking, but we are neither able to confirm this suggestion at present nor suggest why such an effect would be present. It is therefore premature to speculate on the origin of such a condition. Far-UV light curves, although they are not fitted by the model as well as we would like, nonetheless contain valuable information. The limb darkening law in the far-UV for star 1 of the AI Phe system is very likely nonlinear, as predicted by Kurucz atmospheres, and as in fact observed for the Sun in the Skylab solar data (Kjeldseth Moe & Milone 1978) .
In summary, we have provided certain improvements to the Wilson-Devinney program which have demonstrated at least comparable determination precision of the geometric elements to the EBOP determinations used previously and to the nonenhanced Wilson-Devinney program results carried out previously, while demonstrating improved precision in coupled luminosity-temperature determinations, especially in fitting to the ground-based ultraviolet. We have also attempted the first far-UV fitting with some success. Finally, our fittings to IUE data suggest nonhnear limb darkening for the primary component, as was found for the Sun by Kjeldseth Moe & Milone (1978) . This is the second system which we have analyzed with our revised Wilson-Devinney code. The first was TY Boo (Milone et al. 1991) , but in that system the temperature difference between components was small, so that the advantages of the new atmospheres routine was not as obvious as here, except insofar as it permitted a formerly unusable ultraviolet light curve to be modeled. The authors will make available their annotated atmospheres subroutines for the Wilson-Devinney code, in machine-readable form, on request.
For the future, it is important to note that we are not quite finished with the code or the system. RLK is computing a new grid that will correct the problems of the 1979 grid and go to lower temperatures; when new limb-darkening calculations are completed, the results will be incorporated in the program. We are also seeking to reobserve the system in UBVRI at secondary minimum to check the behavior of the ascending branch. At that point, the evolutionary state of the components of AI Phe will be reconsidered.
