Abstract. We define triangulated factorization systems on triangulated categories, and prove that a suitable subclass thereof (the normal triangulated torsion theories) corresponds bijectively to t-structures on the same category. This result is then placed in the framework of derivators regarding a triangulated category as the base of a stable derivator. More generally, we define derivator factorization systems in the 2-category PDer, describing them as algebras for a suitable strict 2-monad (this result is of independent interest), and prove that a similar characterization still holds true: for a stable derivator D, a suitable class of derivator factorization systems (the normal derivator torsion theories) correspond bijectively with t-structures on the base D(1) of the derivator. These two result can be regarded as the triangulated-and derivatoranalogues, respectively, of the theorem that says that 't-structures are normal torsion theories' in the setting of stable ∞-categories, showing how the result remains true whatever the chosen model for stable homotopy theory is.
Introduction
Factorization systems surely form a conspicuous part of modern category theory; this is especially because they provide the category where they live in with a rather rich structure, and they are commonly found (although very few of them can be easily built): for example, a trace of what we would today call a factorization system on the category of groups appears in the pioneering [ML48] , published in 1948; more interestingly, as acknowledged by [Whi78] , any "synthetic" approach to homotopy theory inevitably relies on the notion of a -weak-factorization system. Soon after having reached a consensus on the definition for these gadgets [FK72] , category theorists wanted to make explicit the evident tight relation between (weak) factorization systems and (weakly) reflective subcategories on a same ambient category C: this culminated with the proof, given in [CHK85] , that under mild assumptions the reflective subcategories of C are in bijection with the so-called reflective pre-factorization systems on C.
Let us briefly recall this notion: a morphism f in C is left orthogonal to another morphism g (or g is right orthogonal to f ), in symbols f ⊥ g, if for any commutative square of solid arrows
there is a unique morphism d that makes the two above triangles commute (this defines strong orthogonality; in case at least one such d exist, we speak of weak orthogonality). Then,
• for a class X ⊆ C 2 (where C 2 is the arrow category) we let ⊥ X (resp., X ⊥ ) be the class of morphisms which are left (resp., right) orthogonal to each element in X;
• a pre-factorization system (pfs for short) on C is a pair (E, M) of subclasses of C 2 such that E = ⊥ M and E ⊥ = M; • a pre-factorization system F = (E, M) on C such that every map f ∈ C 2 can be factored as a composition f = m f • e f , for m f ∈ M and e f ∈ E is called a factorization system (fs for short; we informally call a morphism that can be factored by a pfs an F-crumbled arrow: then, a factorization system is such that every arrow is F-crumbled);
• a class X of morphisms of C is said to have the 3-for-2 property if, given two composable morphisms · f − → · g − → · in X, if two elements of the set {f, g, g • f } belong to X, so does the third.
A pfs F = (E, M) is said to be reflective if M has the 3-for-2 property and if any map of the form
is F-crumbled. For such a pfs, the associated reflective subcategory of C is M/0 := X ∈ C | X ↓ 0 ∈ M ⊆ C (uniqueness of lifts ensures that there is a functorial choice of an object in M/0 for each X ∈ C, precisely the object such that X eX − − → RX mX −−→ 0). It is a remarkable result that all the reflective subcategories of C arise in fact in this way: given such a subcategory S, there is a reflective pfs generated by all morphisms of S.
The authors of [CHK85] then specialize this result attempting to describe the tight relation between factorization systems and torsion theories, under similarly mild assumptions on C. This approach has been extended sensibly in [RT07] .
A factorization system F = (E, M) on C is said to be a torsion theory (tth for short) if both E and M have the 3-for-2 property. This gives (thanks to the above result and its dual) a pair of subcategories M/0 and 0/E whose inclusions in C admit respectively a left and a right adjoint: these two subcategories form the classes of so-called torsion and torsion-free objects respectively, and relate to the classical notion of a torsion theory given in [Dic66] .
Suppose indeed that C is an abelian category. A tth F = (E, M) on C is said to be normal if taking the F-factorization Applying the definitions, one can show that the pair (0/E, M/0) is a classical torsion theory (i.e. a torsion theory as defined in [Dic66] ). In fact, it is also true that every torsion theory arises this way (see [RT07] ); this gives a bijection between classical torsion theories and normal tths.
Switching to the triangulated context, the rôle played by classical tths in abelian categories is now played by t-structures ( [BBD82, Kel07] ). The analogy between these two concepts was made completely formal by Beligiannis and Reiten [BR07] where they introduced torsion pairs in pre-triangulated categories. In fact, if the pre-triangulated structure is inherited from the abelian-ness of the ambient category, then torsion pairs correspond bijectively to classical tths, while if the pretriangulated structure is triangulated, then torsion pairs correspond bijectively to t-structures.
The strong analogies between classical tths and t-structures suggests that there should be a way to describe them in terms of some kind of factorization systems, just like for tths in abelian categories. In fact, pursuing a similar characterization in the non-abelian setting is acknowledged in [RT07] as one of the most natural generalization of this technology. Nevertheless, the authors are not able to show a correspondence between t-structures on triangulated categories and factorization systems.
Somehow, this result has been prevented by a certain number of awkward properties of triangulated categories (see the introduction of [Mal07] for a good account on this). In this respect, it is remarkable that such a theorem can be stated and proved quite naturally by getting rid of all these unwieldy features, ascending to the realm of stable (∞, 1)-categories: the proof that t-structures on (the homotopy category of) a stable quasicategory correspond bijectively to normal torsion theories, regarded as particular ∞-categorical factorization systems, has been the central result of the first author's PhD thesis [Lor16] .
1
Our first point in this paper is that the reason for the absence of this theorem from the setting of triangulated categories D is that there is no notion of triangulated orthogonality ≈ for a pair of morphisms in D, with formal properties comparable to those of the orthogonality relation ⊥ but mindful of the triangulated structure.
The present work aims to fill this gap and solve the problem of finding a class of suitably defined triangulated factorization systems on D in bijection with the class of t-structures on D.
We start §1 describing the homotopy orthogonality relation f ≈ g for two morphisms in a triangulated category D (see Def. 1.1). After proving some natural properties, we mimic the classical theory showing that this definition is sound, in that it recovers basically all the formal properties enjoyed by the ⊥-orthogonality 1 The fact that few triangulated categories generate an interesting poset of factorization systems is probably due to the fact that a nice factorization system on a category A interacts with co/limits on A, and it is somehow generated by them: few triangulated categories have interesting co/limits, hence the fact that (for example) every proper factorization system, where the left class is contained in the class of epimorphisms, although really natural in a generic category must be trivial in a triangulated one.
relation (see 1.6-1.9). We introduce triangulated pfss via triangulated orthogonality, triangulated fss, triangulated tths and, finally, normal triangulated tths as the corresponding of each of the classical definitions.
We believe that this is the correct path to follow, as Def. 1.1 is exactly an orthogonality condition that keeps track of the triangulated structure of D: as an example of this flexibility, normality for a triangulated tth can be introduced exactly as normality for a tth but taking a homotopy cartesian square (see 1.8 for the definition) in (0.1) instead of a pullback square. So apparently the definition really captures the best of both worlds.
With the theory of triangulated fss at hand, in 2.11 we prove the following Theorem I: For a triangulated category D, the following map is bijective:
As mentioned above, [FL16] proved a ∞-categorical version of Thm. I in the setting of stable quasicategories. In fact, quasicategories support a fairly natural theory of fss, as rich as the classical one; we refer to [Joy08a] and [Lur09] (we briefly recall the relevant definitions in our §3.4 though).
Once quasicategorical fss are defined, one can mimic the definition of normal tth in this setting. The main results contained in [Lor16] tells us that, for a stable quasicategory C, the normal tths on C are in bijection with t-structures on the triangulated category Ho(C). An exercise in translation between models shows how the same result remains true
• in the setting of stable model categories, where one can speak about homotopy factorization systems following [Bou77, Joy08b] ; this leads to the definition of homotopy t-structures on stable model categories M as suitable analogues of normal torsion theories in the set hfs(M) of homotopy factorization systems on a model category M; • in the setting of dg-categories, where we speak about factorization systems (enriched in the sense of [DK74, LW14] ); this leads to the definition of dgt-structures as enriched analogues of normal torsion theories in the set of enriched factorization systems on a dg-category D. In both these settings, it is possible to recover a theorem that characterizes what, from time to time, you would like to call t-structures as a class in bijection with normal torsion theories defined in that specific model.
The second major result of the present paper is having established a similar result for again a different model of a stable homotopy theory, namely stable derivators: this has to be regarded as the nontrivial step towards a model-independence proof saying that t-structures are indeed normal torsion theories whatever our preferred model for stable homotopy theory is.
The fact that the present claims are the less easy part of this plan is especially true because it was the very definition of a factorization system on a derivator that had to be designed to perform this task, as this notion was absent from the general theory of the 2-category PDer. Building a flexible and expressive calculus of factorization systems on a (pre)derivator is then an important conceptual step per se, in view of a deeper understanding of the 2-categorical features of PDer. A thorough, systematic approach to the subject of factorization systems in PDer will probably be the subject of subsequent investigations.
The theory of derivators was introduced by A. Grothendieck in an extremely long and famous manuscript [Gro] , as an attempt to correct the above-mentioned unwieldy features of triangulated categories: currently, a few people hope that they can provide an algebraic, purely 2-categorical model for the theory of (what we call today) (∞, 1)-categories.
In modern terms, a pre-derivator D : Dia op → CAT is nothing more than a (strict) 2-functor, where Dia is a suitable sub-2-category of the 2-category Cat of small categories, while CAT is the "2-category" of categories (see the introduction to [Gro13] for all that regards set-theoretical issues in the basic theory of derivators).
We devote §3 to introduce and study the notion of derivator factorization system (dfs for short) on a pre-derivator D. Mimicking the classical theory, such a thing will be a pair of sub-functors E and M : Dia op → CAT of D 2 that are mutually "orthogonal" and that "crumble all the morphisms in D" in a suitable sense (see Def. 3.8, 3.13 and 3.18).
The precise definition of a dfs is fairly technical; let us just remark here that:
• if the pre-derivator D is representable, i.e. if there is a (large) category A such that D(I) = A I , then a pair of sub pre-derivators F = (E, M) is a dfs if and only if F I = (E(I), M(I)) is a classical fs in the category D(I); this shows how the definition really generalizes the classical setting;
• if D is a stable derivator (which ensures that each D(I) is, canonically, a triangulated category), then a pair of sub pre-derivators F = (E, M) is a dfs if and only if F I = (E(I), M(I)) is a triangulated fs in D(I). This shows how the definition of a triangulated factorization system is nothing more than the "shadow" left by a derivator factorization system on the base
Of course, it would be possible to make a general statement out of this remark: a triangulated factorization system as defined in 1.12 is the shadow left by the (∞, 1)-categorical definition by passing to the triangulated homotopy category of whatever model for our stable homotopy theory: it is worth to remark that the factorization systems arising in this way are seldom orthogonal (i.e. there is no unique solution to lifting problems), even though they come from orthogonal ones (where uniqueness is specified up to a suitable notion of homotopy specific to the model in study). In §4.2 we introduce the notion of normal derivator tth. For a stable derivator D, this corresponds to a dfs F = (E, M) for which each F I = (E(I), M(I)) is a normal triangulated tth in D(I). We then prove the following theorem, that summarizes all we said:
Theorem II: For a stable derivator D : fdCat op → CAT, the following map is bijective:
Notably, as a consequence of the above theorem we can recover the main result of [FL16] as a corollary.
In the last two sections of the paper we study some formal properties of dfss. For this, we extend to our setting the two main results of [KT93] . There, the authors start from the observation that any factorization systems is given by a so-called factorization pre-algebra, that is, a functor F F : C 2 → C (defined as a section of the composition map c :
To any such functor, one associates two functors e − , m − : C 2 → C that give us a functorial factorization of any given morphism f : X → Y in C,
with e f ∈ E and m f ∈ M. On the other hand, given a factorization pre-algebra F : C 2 → C, one defines E F := {h ∈ C 2 | m h is an iso} and M F := {k ∈ C 2 | e k is an iso}, and says that F is an Eilenberg-Moore factorization provided e f ∈ E F and m f ∈ M F for any f ∈ C 2 . The major result of [KT93, Thm. A] is that, for an EilenbergMoore factorization F , the pair (E F , M F ) is a fs. This beautiful piece of formal category theory ignited a certain amount of research: related topics led to what we call today algebraic factorization systems (see [Gar09, GT06] , also in connection with the definition of model category in [Rie11] ).
For a pre-derivator D, a factorization pre-algebra becomes a morphism F :
To such an F one associates two endo-1-cells
playing the same rôle of e − and m − above. Then one defines two sub pre-derivators E and M of D 2 , where
for any I ∈ Dia, and says that F is an Eilenberg-Moore factorization provided Orthogonal factorization systems can described as Eilenberg-Moore algebras for the squaring monad on CAT, that sends a category A into its functor category CAT(2, A). The authors explicitly suggest how the reason why this second statement holds relies on purely formal computations that can in principle be carried on in a sufficiently well-behaved 2-category other than CAT.
Our aim here is to catch this hint and follow these steps quite faithfully, exploiting the intimate connection between CAT and PDer; this allows us to reformulate quite easily those parts of [KT93] that depend on the features of CAT only on the surface.
Spelled out more explicitly, [KT93, Thm. B] regards orthogonal factorization systems as normal pseudo-algebras for the squaring monad: this is the monad T = ((−) 2 , µ, η), consisting of the strict 2-functor ( ) 2 : CAT → CAT such that C → C 2 , endowed with the natural transformations µ and η (multiplication and unit, respectively), where µ C : C 2×2 → C 2 is induced by the precomposition with the diagonal map ∆ that we define in 3.1: an object of C 2×2 , i.e. a commutative
, goes to its diagonal
, while η C : C → C 2 maps an object to its identity morphism. An important property for us (see [KT93, RW02] ) is that a factorization pre-algebra F : C 2 → C is forced to be an algebra by whichever isomorphism F F 2 ∼ = F µ C , that is then forced to be an extended associator interacting with the monad multiplication in the well-known way.
This can be regarded as a coherence result which is utterly specific to this particular monad, showing how the entire ( ) 2 -algebra structure for F is a little bit redundant: in this specific case, the unit alone is enough to uniquely determine an extended associator α m (see Def. 6.1).
We reformulate these results in the setting of pre-derivators as follows, and prove it as the last statement in §6.3:
Theorem IV: Let D be either a represented pre-derivator or a stable derivator. The following are equivalent for a normal factorization pre-algebra F : D 2 → D: (1) F can be endowed with the structure of an algebra over the squaring monad; (2) there exists an isomorphism α :
Acknowledgements. The first author thanks prof. J. Rosický, because it was possible to finish the hardest part of the present paper mainly thanks to the pleasant environment of Masaryk University. Both authors would like to express their gratitude to F. Mattiello, because he surely is a moral third author, and A. Gagna, for his careful reading of §3 and for having spotted an error in our initial argument linking derivator-and quasicategorical factorization systems. Notation and terminology. Among different foundational convention that one may adopt throughout the paper we assume that every set lies in a suitable Grothendieck universe. Throughout §1-4 this choice can be safely replaced by the more popular foundation using sets and classes. In §5-6 the need to consider the "category" of 2-functors PDer → PDer forces us to fix such a (hierarchy of) universe(s).
More in detail we implicitly fix an universe Ω , whose elements are termed sets; small categories have a set of morphisms; locally small categories are always considered to be small with respect to some universe: in particular we choose to adopt, whenever necessary, the so-called two-universe convention, where we postulate the existence of a universe Ω + ∋ Ω in which all the classes of objects of non-Ω -small, locally small categories live.
We denote Cat = Ω -CAT and CAT = Ω + -CAT for short, and we extend this notation somewhere without further mention: this means that, for example,
. Possibly large categories and higher categories will be usually denoted as boldface letters A, B, . . . ; generic classes of morphisms in a category are denoted as calligraphic letters E, M, X, Y, . . . ; when they are considered as objects of the category Cat, small categories are usually denoted as capital Latin letters like I, J, K, . . . , but so is an object of a possibly large category C; it is always possible to solve this slight abuse of notation.
Functors between small categories are denoted as lowercase Latin letters like u, v, w, . . . and suchlike (there are of course numerous deviations to this rule); the category of functors A → B between two categories is invariably denoted as CAT(A, B), B
A , [A, B] and suchlike; the canonical hom-bifunctor of a category A sending (c, c ′ ) to the set of all arrows hom(c, c ′ ) ⊆ hom(A) is almost always denoted as A( , ) : A op ×A → Sets, and the symbols , are used as placeholders for the "generic argument" of a functor or bifunctor; morphisms in the category CAT(A, B) (i.e. natural transformations between functors) are often written in Greek, or Latin lowercase alphabet, and collected in the set Nat(F, G) = B A (F, G).
The simplex category ∆ is the topologist's delta (opposed to the algebraist's delta ∆ + which has an additional initial object [−1]), having objects nonempty finite ordinals [n] = {0 < 1 · · · < n}; we denote ∆ n the representable presheaf on [n] ∈ ∆, i.e. the image of [n] under the Yoneda embedding of ∆ in the category sSet of simplicial sets; the notation ∆ J for J ⊆ {0, . . . , n} denotes the sub-simplex generated by the vertices in J (so, for example, ∆ {0,2} ⊆ ∆ 2 is the copy of ∆ 1 that sends 0 to 0 and 1 to 2). The notation Λ k [n] ⊂ ∆ n denotes the k th horn inclusion, i.e. the sub-simplicial set of ∆ n resulting from the union of all the images of the face maps d i , for i = k in {0, . . . , n}. More often the objects of ∆ are considered as categories via the obvious embedding ∆ ⊂ Cat: in this case, the object [n − 1] ∈ ∆ is denoted n ∈ Cat (so for example all along §5 we write 2 = {0 < 1}, and similarly 3 = {0 < 1 < 2}).
Apart from this, we indicate the Yoneda embedding of a category A into its presheaf category with よ A -or simply よ-, i.e. with the hiragana symbol for "yo"; this choice comes from [LB15] . Whenever there is an adjunction F ⊣ G between functors, the arrow F a → b in the codomain of F and the corresponding arrow a → Gb in its domain are called mates or adjuncts; so, the notation "the mate/adjunct of f : F a → b" means "the unique arrow g : a → Gb determined by f ". When there is an adjunction between two functors F, G we adopt F ǫ η G as a compact notation to denote at the same time that F is left adjoint to G, with unit η : 1 → GF and counit ǫ : F G → 1. The whiskering between a 1-cell F and a 2-cell α is denoted F * α or α * F .
Triangulated factorization systems
Throughout this section we let D be a (fixed but arbitrary) triangulated category, with shift functor Σ : D ≃ − → D. For a general background and notation on triangulated categories we refer to [Nee01] and [HPS97, Appendix A].
Even though this assumption is not requested, as we will state and prove our theorems for fully general triangulated categories (assuming only, from time to time, the existence of countable (co)products), the reader should keep in mind that in Section 3 will be clear how our motivating example for D is the underlying category D(1) of a stable derivator.
1.1. Homotopy orthogonality of morphisms. Our first task is to build a notion of orthogonality of morphisms mindful of the triangulated structure on D. 
We say that e is left homotopy orthogonal to m (while m is right homotopy orthogonal to e), in symbols e ≈ m, if the following conditions are satisfied:
ho1. the following map is trivial:
ho2. the following map is injective:
The concept of homotopy orthogonality seems quite artificial, but this notion arises naturally in the setting of stable derivators (see Section 3). Notice also that one can prove by standard arguments that homotopy orthogonality does not depend on the choice of triangles in (1.1).
Remark 1.2 : Condition 1.1.ho2 can be substituted by the following one:
ho2'. The unique morphism ϕ completing a morphism (a, b) : e → m in D 2 to a morphism of triangles, as in the following diagram, is ϕ = 0:
To see this equivalence, suppose that condition 1.1.ho2 is satisfied. Then, the map
so by the injectivity of this map, we deduce that ϕ = 0. On the other hand, suppose ho2' is satisfied and consider a morphism ψ ∈ D(C e , C m ) such that β m ψα e = 0; we have to show that ψ = 0. Indeed, since β m ψα e = 0 we can construct a morphism of triangles as follows:
Now one can complete the central square in the following diagram to a morphism of triangles:
Then, by ho2', ψ = 0 as desired.
In what follows we verify some properties that one should expect from any wellbehaved notion of orthogonality. Let us start with the following property, whose proof is an easy exercise:
The above proposition adopted an harmless abuse of notation, that is, it denoted H ≈ K the fact that each h ∈ H is left ≈-orthogonal to every morphism of K . To make this statement precise we introduce the following definitions. 
There is a related notion of orthogonality between an object X and a morphism f ∈ D 2 , based on the fact that we can blur the distinction between objects and their initial or terminal arrows; given these data, we say that X is right-orthogonal to f (or that X is an f -local object) if the hom functor D(−, X) inverts f ; in fact, the map D(f, X) is injective if and only if the pair (f,
) satisfies condition 1.1.ho1, while it is surjective if and only if (f,
satisfies condition 1.1.ho2. (Obviously, there is a dual notion of left orthogonality between f and B ∈ D, or a notion of a f -colocal object B which reduces to left orthogonality with respect to 0 → B).
By the above remark, it is natural to say that two objects B and X are homotopy orthogonal if
. In fact, it is not difficult to show that this happens if and only if D(B, X) = 0, that is, B ⊥ X in the usual sense.
The following lemma can be easily verified by hand:
and let f ′ be a retract of f , that is, there is a commutative diagram
Proof. Let (a, b) : f ′ → g be a morphism in D 2 and consider the following commutative diagram, whose columns are triangles:
Σa / / ΣG 0 and notice that the composition p • i is an isomorphism. To verify 1.1.ho1 we should prove that ϕ = 0, but in fact, ϕp = 0 for the same condition applied to the pair (f, g), so that ϕ ∼ = ϕp i = 0. On the other hand, to verify 1.1.ho2, consider a morphism ψ :
by the same condition applied to the pair (f, g). Remark 1.8 : To simplify the formulation of some of our forthcoming observations, let us recall that a homotopy cartesian square in D is a commutative diagram
We call β the homotopy pushout of α, and α the homotopy pullback of β. We refer to [Nee01, Ch. 1] for more details on this construction.
and consider a homotopy cartesian square:
Then the following statements hold true:
(1) if the pair (φ, ψ) satisfies 1.1.ho2, so does the pair (φ ′ , ψ); (2) if the pair (φ, ψ) satisfies 1.1.ho1 and (φ,
Proof.
(1) Given a morphism (a, b) : φ ′ → ψ, we get a commutative diagram:
we should prove that ψ = 0. By 1.1.ho2 applied to (φ, ψ) we get ψϕ = 0, but since ϕ is an isomorphism this allows us to conclude.
(2) Our two assumptions tell us that the map
By part (1) and φ ≈ ψ, the pair (φ ′ , ψ) satisfies 1.1.ho2. Furthermore, by part (2) and our assumptions,
Let us recall from [Nee91] that a morphism of triangles
is said to be middling good if it can be completed to a 3 × 3 diagram whose rows and columns are triangles and where everything commutes but the lower right square, which anti-commutes:
Let us recall that, given a morphism (a, b) :
is a middling good morphism of triangles.
and consider a middling good morphism of triangles as in (1.4). If a, Σa, c,
On the other hand, for a morphism (d, e) : b → χ, we get a commutative diagram whose columns are triangles:
Lemma 1.11 : Let ψ ∈ D 2 and consider two countable chains of morphisms
Proof. By Lemma 1.6, i∈N α i , Σ i∈N α i , Σ 2 α i i∈N ≈ψ, so it is enough to apply Lemma 1.10.
Triangulated factorization systems.
Using the notion of homotopy orthogonality we can define triangulated factorization systems as follows: Definition 1.12 : Let F = (E, M) be a pair of classes of morphisms in D.
(1) F is a triangulated pre-factorization system (△pfs for short) if -E ≈ = M and
(2) F is a triangulated factorization system (△fs for short) if it is a △pfs, and if any morphism in D is F-crumbled, i.e. it can be factored as a composition φ = m • e with e ∈ E, m ∈ M.
Notice that in the second condition defining a △pfs we could have equivalently
Remark 1.13 [left-and right-generated ≈-prefactorization]: It is evident that any class of morphism X ⊆ D 2 induces two △pfss on D, obtained by
By the properties proved in Section 1.1 we obtain the following closure properties for the classes composing a △pfs: Proposition 1.14 : Let F = (E, M) be a △pfs. Then
(1) E and M are closed under isomorphisms in D 2 ; (2) E ∩ M is the class of all isomorphisms; (3) E is closed under arbitrary coproducts and M is closed under arbitrary products; (4) E and M are closed under retracts; (5) E is closed under homotopy pushouts and M is closed under homotopy pullbacks; (6) E is closed under homotopy colimits in the sense that, in the same setting of Lemma 1.11, if α i ∈ E for any i ∈ N, then ϕ ∈ E. A dual property regarding homotopy limits holds for M.
The following two definitions are of capital importance for us, as they determine the class of factorization systems we are interested in: Definition 1.15 [triangulated torsion theory]: A △fs F = (E, M) is said to be a triangulated torsion theory (for short, △tth) if both E and D are 3-for-2 classes.
We say that F is normal if, whenever we have a factorization of a final map X → 0 as follows
and a triangle of the form R → X e − → T → ΣR, the map (R → 0) belongs to E.
The triangulated Rosetta stone
As in Section 1, let us fix throughout this section a triangulated category D with shift functor Σ :
) of full sub-categories of D that satisfy the following properties, where
and
t3) for any X ∈ D there is a distinguished triangle
that are respectively the right adjoint to the inclusion D ≤0 → D and the left adjoint to the inclusion D ≥1 → D.
Notation 2.2 : For an object X ∈ D we will generally write X ≤0 for τ ≤0 X and X ≥1 for τ ≥1 X. Furthermore, we will generally denote the unit of the co-reflection τ ≤0 and the co-unit of the reflection τ ≥1 by the following symbols:
For any n ∈ Z, we let τ ≤n := Σ −n τ ≤0 Σ n and τ ≥n := Σ −n τ ≥0 Σ n . We adopt similar notational conventions for these shifted functors.
Remark 2.3 :
We can equally define a t-structure as a single full additive subcategory t ⊆ D such that
This equivalent description of t-structures calls t an aisle and t ⊥ a coaisle. We will usually blur the distinction between a t-structure and its aisle, since the correspondence between the two is obviously bijective under D ≤0 ⇆ aisle.
2.1. The induced △fs of a t-structure. Fix a t-structure t = (D ≤0 , D ≥0 ) in D, and consider the following two classes of morphism
This subsection is devoted to the proof of the fact that
Lemma 2.4 [cartesian characterization of F t ]: In the above setting, a morphism (φ : X → Y ) ∈ D 2 belongs to E t if and only if the square
2 belongs to M t if and only if the square
is homotopy cartesian. Thus, if ψ ∈ M t , the cone of ψ belongs to D ≥0 .
Proof. Suppose first that φ ∈ E t . By [Nee01, Remark 1.3.15], the square in (2.2) can be completed to a good morphism of triangles
while by [BBD82, Prop. 1.1.9], the unique map completing the above square to a morphism of triangles is τ ≥1 φ. Thus, we get that the following candidate triangle is in fact a triangle
The above triangle is the direct sum of the following candidate triangles (see [Nee01, Lemma 1.2.4])
showing that the candidate triangle on the right-hand-side is a distinguished triangle (as it is a summand of a distinguished triangle). The existence of such a triangle means exactly that the square in (2.2) is homotopy cartesian.
On the other hand, suppose the square in (2.2) is homotopy cartesian. By [Nee01, Remark 1.4.5], this can be completed to a good morphism of triangles
Invoking again [BBD82, Prop. 1.1.9], we obtain that τ ≥1 φ is an iso.
Lemma 2.5 : Consider a homotopy cartesian square
≤0 is an isomorphism. In other words, E t is closed under homotopy pushouts and M t is closed under homotopy pullbacks.
Proof. Suppose first that φ ≥0 is an isomorphism. This means that
. We have to show the same property holds for ψ. Consider the following morphism of triangles:
, we obtain a morphism of long exact sequences:
. Now, by the Five Lemma we obtain that D(ψ, B) is an isomorphism for any B ∈ D ≥0 , that is, ψ ≥0 is an isomorphism. The proof of the second part of the statement is dual.
Lemma 2.6 : Any morphism in D is F t -crumbled.
Proof. Take a map φ : X → Y in D, and let us prove that φ is F t -crumbled. Let us start taking a homotopy pullback of the maps φ ≥1 and ρ Y :
Consider also the following commutative solid diagram
Then there exists a (non-unique, see [Nee01, p. 54]) map φ e : X → p that makes the diagram commute. Finally consider the following diagram, where the dotted arrow is obtained completing to a good map of triangles:
By construction φ = φ m φ e . It remains to show that φ e ∈ E t . By Lemma 2.4, we have to verify that the top left square is homotopy cartesian. Indeed, take the following mapping cone, which is distinguished since we took a good morphism of triangles in our construction:
This triangle is the direct sum of the following two candidate triangles (see [Nee01, Lemma 1.2.4]):
Lemma 2.7 : Given e ∈ E t and m ∈ M t , we have e ≈ m.
Proof. Complete e and m to triangles as follows:
By Lemma 2.4, there are morphisms of triangles, with φ = e ≤0 and ψ = m ≥1 ,
. Thus, D(C e , Σ −1 C m ) = 0 by condition 2.1.t1), giving us 1.1.ho1 It remains to verify condition 1.1.ho2, that is, suppose we have a map f : C e → C m whose image in D(E 1 , ΣM 0 ) is trivial and let us prove that f = 0. Indeed, we know that β m f α e = 0, so also β ′ m f α ′ e = 0 and thus we can find a morphism of triangles as follows
Hence, we can find a morphism of triangles as follows
, f 2 = 0 and so also f = 0, as desired.
Proposition 2.8 : The pair of sub categories
Proof. We have already seen that any morphism is F t -crumbled and that E t ⊆ ≈ M t . Let us show the converse inclusion. Indeed, let (φ : X → Y ) ∈ ≈ M t and choose a factorization φ = φ m φ e with φ e ∈ E t and φ m ∈ M t . By the usual 3 × 3-lemma in triangulated categories, we can complete the commutative square
to a diagram where all the rows and columns are distinguished triangles, and where everything commutes but the top left square, that anti-commutes:
2.2. t-structures are normal △tth. We now concentrate on showing how each t-structure on D naturally induces a △tth and vice-versa; the basic idea is to mimic the proof of [Lor16, Thm. 3.1.1] tailoring the argument to the triangulated setting.
Lemma 2.9 :
Proof. We have already proved that F t is a △fs, while the fact that E t and M t are 3-for-2 classes is a trivial consequence of their definition, as they are the pre-image (under τ ≥1 and τ ≤0 , respectively) of the class of all isomorphisms, which is a 3-for-2 class. It remains to show that F t is normal. Consider a factorization of a final map X → 0 as follows
and a triangle of the form R → X e − → T → ΣR. We should prove that the map
. Since e ∈ E t and using Lemma 2.4, we can construct a commutative diagram as follows:
, so the fact that the square on the left-hand-side in the above diagram is homotopy cartesian provides us with a distinguished triangle of the form
In particular, R ∼ = X ≤0 ∈ D ≤0 as desired.
Lemma 2.10 :
Proof. We verify the three axioms of a t-structure:
• Let X ∈ 0/E and Y ∈ M/0, we have to show that D(X, Y ) = 0. Indeed, let ϕ : X → Y and consider the following diagram
Notice that (0 → X) ∈ E. Furthermore, 0 → 0 is an isomorphism so it belongs to M, as well as Y → 0; since M is a 2-for-3 class, this means that also 0 → Y belongs to M. By condition 1.1.ho2, we get ϕ = 0.
• Let X ∈ 0/E. Reasoning as in verifying 2.1.t1) above, one can show that the 2-for-3 property of E implies that X → 0 belongs to E. Consider now the following homotopy cartesian square:
• Let X ∈ D, consider a factorization of the map X → 0 as follows:
Now we can complete the map e to a triangle to get
By the normality of F, R ∈ 0/E and T ∈ M/0. Theorem 2.11 [the triangulated Rosetta stone]: Let D be a triangulated category, then there is a bijective correspondence Φ :
Proof. We have already verified in the previous subsections that Φ and Ψ are welldefined. Consider now a t-structure t and let us show that t = ΦΨt, that is, we should verify that D ≤0 = 0/E t . But this is true since clearly X ∈ D ≤0 if and only if 0 → X belongs to E t , that is, X ∈ 0/E t .
On the other hand, let F = (E, M) and let us show that F = ΨΦF. Let φ ∈ E t F , that is, φ ≥1 is an isomorphism and consider the following commutative square:
Notice that ρ X and ρ Y belong to E (in fact these reflections are constructed taking an F-factorization of the final maps X → 0 and Y → 0, see the last part of the proof of Lemma 2.10). The composition ρ Y φ = φ ≥1 ρ X belongs to E since φ ≥1 ∈ E (as E contains any isomorphism) and we have already observed that ρ X ∈ E. For the 3-for-2 property this means that φ ∈ E. This shows that E t F ⊆ E. One proves in the exact same way that M t F ⊆ M, but these two conditions together mean that F = F t F , as desired.
Derivator factorization systems
For a given category of diagrams Dia, a pre-derivator is a 2-functor
A pre-derivator D is said to be representable if there is a category C such that D(I) = C I for any I ∈ Dia, for any functor u : J → I, the functor D(u) acts as
and it acts on natural transformations in the obvious way. In the above situation we say that D is represented by C, in symbols D = y(C).
A pre-derivator D is a derivator if it satisfies a series of four axioms (Der1)-(Der4), for which we refer to [Gro13] , as well as for the definitions of pointed, strong, and stable derivator.
Through this section let us fix the following minimal setting; from time to time we will to need work under stronger hypotheses (typically, we will assume that D is representable, or that it is a stable derivator): If D = y(C) for some category C, then dia I is an equivalence of categories for any I ∈ Dia, so (1), (2) and (3) are always satisfied for this kind of pre-derivators. In fact, condition (1) is exactly (Der2), so in particular it is fulfilled by any derivator. In the language of [Gro13] , condition (2) says that D is a strong pre-derivator. Finally, let us also remark that (1), (2) and (3) are satisfied by any stable derivator.
3.1. The comonoid 2. Consider the point functor pt : 2 → 1 that collapses the arrow category 2 to the point category 1. This functor has both a right and a left adjoint choosing respectively the terminal and initial object of 2:
where the left adjoint 0 : 1 → 2 sends the unique object of 1 to 0 ∈ 2, while the right adjoint 1 : 1 → 2 sends the unique object of 1 to 1 ∈ 2.
Remark 3.2 : Like every object of Cat, the category 2 has the structure of a comonoid, where the co-multiplication is give by the diagonal map ∆ : 2 → 2 × 2, and the counit by the point functor pt : 2 → 1 above. It is in fact easy to check by hand the co-associativity and co-unitality relations:
Applying D to these functors we obtain the following adjunctions and isomorphisms thereof:
It is in fact easy to see that pt
. Hence, we end up with the string of adjoint functors
(the functors are depicted from left to right respecting the adjointness relation, and functors on the same arrow are canonically isomorphic). Notice that all functors 1 ! , 0 ! ∼ = 1 * , and 0 * are fully faithful. This is obvious since intuitively these three functors send an object into its initial, identity, and terminal arrow respectively. Notation 3.3 : As a consequence of the fact that 0 ! is fully faithful, the composition
and Ω : D(1) → D(1) be respectively the cone, fiber, suspension and loop functors, as defined in
We conclude this subsection with two technical lemmas, which apply in case D is a stable derivator, that will make our life easier in the rest of the section.
Lemma 3.5 [The standard triangle of a coherent morphism]: Suppose D is a stable derivator. Given X ∈ D(2), there is a triangle of the form
where ϕ X : X → pt * pt ! X is the unit of the adjunction (pt ! , pt * ).
Proof. Complete ϕ X to a triangle as follows
The underlying diagram of the above triangle has the following form
It is then clear that K ∼ = 0 * C(X).
Notation 3.6 : For each i < j in {0, 1, 2} we denote by (i, j) the functor
this slightly unusual notation for the co-face maps {δ
Proof. We adopt a construction similar to one contained in [Por15] . Let ǫ 1 : 1 ! 1 * X → X and ǫ (0,2) : (0, 2) ! (0, 2) * X → X be the co-units of the respective adjunctions. These obviously give a map
−−−−−−→ X that can be completed to a triangle
Given how the functor (1, 2) ! acts on objects, K ∼ = (1, 2) ! Y for some Y ; we now aim to prove that such a Y is necessarily isomorphic to X (0,1) . For this, apply the functor (1, 2) * to the above triangle, to obtain the following triangle in D(2):
Notice that the obvious natural transformation γ : (0, 1) ⇒ (1, 2), can be viewed as a composition of natural transformations in the following two ways:
giving us the upper left square in the following commuting diagram in D[1]:
The commutative squares marked by (•) and (••) tell us that the triangle in (3.1) is isomorphic to a triangle of the form:
while the third commutative square shows that the following composition is trivial:
We obtain a map ϕ : X (0,1) → Y making the following diagram commutative:
To conclude our proof, it is enough to show that ϕ is an isomorphism. For this, it is enough to show that ϕ 0 : X 0 → Y 0 and ϕ 1 :
But in fact, applying 0 * and 1 * : D(2) → D(1) to the above diagram, we get the following diagrams in D(1):
respectively. This shows that ϕ 0 is a morphism that factors the kernel X 0 → X 1 ⊕ X 0 of the morphism X 1 ⊕ X 0 → X 1 through the kernel Y 0 → X 1 ⊕ X 0 of the same map. Hence, ϕ 0 is an isomorphism. A completely analogous argument shows that ϕ 1 is an isomorphism.
3.2. Coherent orthogonality. The objects of the category D(2) can be thought of as "coherent morphisms" of D(1) (as opposed to the "incoherent morphisms", which are the objects of D(1) 2 ); in general the underlying diagram functor dia 2 :
2 has no property whatsoever that ensures that a coherent diagram X ∈ D(2) leaves a faithful image in its associated incoherent diagram dia 2 (X) (however, in our Setting 3.1, dia 2 is at least full and essentially surjective).
In this subsection we are introducing a notion of coherent orthogonality for a pair of objects in D(2) that takes into account the richer structure of coherent diagrams. Indeed, let X, Y ∈ D(2) and consider the unit ϕ X : X → pt * pt ! X of the adjunction (pt ! , pt * ). Applying D(2)(−, Y ), and recalling that pt ! X ∼ = X 1 and pt * Y ∼ = Y 0 , we obtain a natural morphism
where ψ Y : pt * pt * Y → Y is the counit of the adjunction (pt * , pt * ).
Definition 3.8 [coherent orthogonality]: Given X, Y ∈ D(2), we say that X is left coherently orthogonal to Y (while Y is right coherently orthogonal to X), in symbols X = Y , if the map ϕ X,Y :
Given X ⊆ D(2), we let
Our first observation about coherent orthogonality is that, in case D is representable, we recover the classical notion of orthogonality of morphisms:
Lemma 3.9 : In Setting 3.1, consider X and Y ∈ D(2). If X = Y then for any commutative diagram
is representable, then X = Y if and only if, in the above diagram, there is a unique arrow d :
Proof. By condition (2) in Setting 3.1, a morphism (φ 0 , φ 1 ) : dia 2 X → dia 2 Y can be lifted to a morphism φ : X → Y such that dia 2 φ = (φ 0 , φ 1 ); if furthermore D is representable, than this lifting is unique. Now, X = Y if and only if, given φ : X → Y there is a unique morphism d :
such that the composition of the top row is φ 0 and that of the bottom row is φ 1 .
The second thing we would like to point out is that, in case D is a stable derivator, so that D(1) is canonically a triangulated category, then coherent orthogonality is equivalent to the homotopy orthogonality introduced in Definition 1.1: Lemma 3.10 : Suppose D is a stable derivator and let X, Y ∈ D(2). Then, X = Y if and only if dia 2 X ≈ dia 2 Y .
Proof. Consider the triangle X → pt * pt ! X → 0 * C(X) → ΣX, given by Lemma 3.5. Now apply D(2)(−, Y ) to this triangle to get the following long exact sequence:
this map is injective if and only if
is trivial (which is condition 1.1.ho1 for (dia 2 X, dia 2 Y )), while it is surjective if and only if the map
is injective (which is condition 1.1.ho2 for (dia 2 X, dia 2 Y )).
Another characterization of coherent orthogonality, this time for classes, in a stable derivator D, can be given using the composition functor (0, 2)
Lemma 3.11 : Suppose D is a stable derivator. The following are equivalent for a pair F = (E, M) of subclasses of D(2):
(2) letting D F (1) ⊆ D(3) be the full subcategory of those X ∈ D(3) such that (0, 1) * X ∈ E and (1, 2) * X ∈ M, the restriction
is fully faithful.
Proof. Given X, Y ∈ D(3), by Lemma 3.7 there is a triangle
Applying D(3)(−, Y ) to this triangle we get a long exact sequence:
Thus, the following canonical maps are isomorphisms:
showing that the two maps marked by ( * ) in the above long exact sequence are (split) surjections. This shows that the natural map
is an isomorphisms, that is, Ψ is fully faithful.
We omit the proof of the following easy result Proposition 3.12 : The following conditions are equivalent, for X ∈ D(2).
(1) X = X; (2) X is an isomorphism (i.e. dia 2 (X) is an isomorphism in D(1)); The pair F := (E, M) is a derivator pre-factorization system (dpfs for short) if E = I = M I and = M I = E I , for any I ∈ Dia.
The following lemma, whose proof is an easy consequence of Lemma 3.9, describes the dpfss on a representable pre-derivator.
Lemma 3.14 : Suppose that D = y(C) is representable and let F = (E, M) be a pair of sub pre-derivators of D 2 . Then, F is a dpfs if and only if each F I is an orthogonal pre-factorization system (see, for example, [Rie08, §1]).
Our next task is to describe the dpfss on a stable derivator D in terms of △pfss on its images. Before that, we prove the following lemma giving some useful closure properties of dpfss.
Lemma 3.15 : Suppose D is a derivator and let F = (E, M) be a dpfs on D. Given a functor u : J → I in Dia,
(1) if X ∈ E(J), then u ! X ∈ E(I); (2) if X ∈ M(J), then u * X ∈ M(I).
Proof. Let X ∈ E(J) and Y ∈ M(I), then
where we used that 1 * commutes with Kan extensions, see [Gro13, Prop. 2.6]. This shows that u ! x = Y for any Y ∈ M(I), and so u ! X ∈ E(I). This proves (1), the proof of part (2) is completely analogous.
Let D be a prederivator, F = (E, M) a pair of sub pre-derivators of D 2 and let D F : Dia op → CAT be a pre-derivator such that D F (I) ⊆ D(I × 3) is the full subcategory spanned by those X ∈ D(I × 3) such that X (0,1) ∈ E I and X (1,2) ∈ M I . Denote by
the restriction of the morphism of derivators (0, 2)
In case D is representable, it is known (and not difficult to verify by hand) that the Ψ F is fully faithful.
Definition 3.16 [Choric dpfs]:
In the above notation, F is said to be choric if Ψ F is fully faithful.
We do not known of any example of a non-choric dpfs. In fact, for stable (and representable) derivators, any dpfs is automatically choric. Furthermore, in the stable setting, it is equivalent to specify a dpfs and a "compatible family" of △pfss:
Theorem 3.17 : Suppose D is a stable derivator. Given X ⊆ D 2 (I) we denote X the isomorphism-closure of the class dia 2 (X) ⊆ D(I) 2 . The following are equivalent for a pair of sub pre-derivators F = (E, M) of D 2 :
(1) F is a dpfs; (2) F is a choric dpfs; (3) F I = (E I , M I ) is a △pfs in D(I) for any I ∈ Dia.
Proof. The implication "(2)⇒(1)" is trivial while "(1)⇒(2)" is implied by Lemma 3.11. For the equivalence "(3)⇔(1)", we obtain by Lemma 3.10, that (E I ) ≈ = M I and ≈ (M I ) = E I if and only if (E I ) = = M I and = (M I ) = E I . Then clearly (3) implies (1). For the converse, it is enough to show that E I is closed under suspensions, which is a consequence of Lemma 3.15.
Derivator factorization systems.
We are now going to give the definition of a derivator factorization system. Roughly speaking, this should be a dpfs F such that any map is "coherently F-crumbled"; in the following definition we translate this idea in the language of derivators.
Definition 3.18 [derivator factorization systems]: Let F = (E, M) be a pair of sub pre-derivators of D 2 and let Ψ F : D F −→ D 2 be the morphism defined in (3.2). We say that F is a derivator factorization system (for short, dfs) if it is a dpfs and if Ψ F (I) is essentially surjective for any I ∈ Dia.
Let us give an interpretation of the above definition in case D is representable:
Lemma 3.19 : In Setting 3.1, let F = (E, M) be a pair of sub pre-derivators of D 2 . If F is a dfs, then F I := (E I , M I ) is a weak factorization system (see, for example, [Rie08, §2]) on D(I), for any I ∈ Dia. Also, F I has the following cancellation properties:
(1) given a composition g • f ∈ D(I) 2 , if g • f and f ∈ E I , then g ∈ E I ; (2) given a composition g • f ∈ D(I) 2 , if g • f and g ∈ M I , then f ∈ M I .
If D = y(C) is representable, then F is a dfs if and only if each F I is an orthogonal factorization system.
Proof. By Lemma 3.9 it is clear that the two classes E I and M I are weakly orthogonal and, using the essential surjectivity of dia 3 (I), it is not difficult to show that any morphism in D(I) is F I -crumbled. To show that (E I , M I ) is a weak factorization system it enough to show that E I and M I are closed under retracts, which is an easy exercise. Let us now verify the cancellation properties (1) and (2). As in the proof of Lemma 3.7, consider the unique possible natural transformations γ : (0, 1) ⇒ (1, 2) and β : (0, 2) ⇒ (1, 2). Let Z ∈ D 3 (I) be an object such that
Suppose that Z (0,2) and Z (0,1) ∈ E(I), and let Y ∈ M(I). Given a morphism φ :
. This shows that g = dia 2 Z (1,2) is weakly orthogonal to dia 2 Y for any Y ∈ M I , so g ∈ E I . This proves (1), the proof of (2) is completely analogous.
The last statement follows by Lemma 3.14 and the fact that saying that Ψ F (I) is essentially surjective is equivalent to say that any morphism in D(I) is F I -crumbled when D is represented.
Before analyzing dfss in the context of stable derivators, let us give the following reformulation of their definition:
Lemma 3.20 : In Setting 3.1, let F = (E, M) be a pair of sub-2-functors of D 2 . Then, F is a dfs if and only if the following statements hold true for any I ∈ Dia:
(1) E(I) = M(I) (that is E(I) ⊆ = M(I) or, equivalently, M(I) ⊆ E(I) = ); (2) E(I) and M(I) are closed under isomorphisms in D 2 (I); (3) Ψ F is essentially surjective.
Proof. It is trivial to verify that if F is a dfs then it satisfies (1), (2) and (3). On the other hand, let I ∈ Dia, suppose (1), (2) and (3) are satisfied and let us prove that E(I) ⊇ = M(I) (the proof that M(I) ⊇ E(I) = is completely analogous). Indeed, let X ∈ = M(I) and consider an object X ∈ D F (I) such that Ψ F ( X) ∼ = X. By construction, (0, 1) * X ∈ E(I) ⊆ = M(I) and (0, 2) * X ∼ = X ∈ = M(I); by the same argument used in the proof of the cancellation properties in Lemma 3.19, one verifies that (1, 2)
* X) is an isomorphism. As a consequence, dia 2 (X) ∼ = dia 2 ((0, 1) * X) and, using Setting 3.1(1,2), this implies X ∼ = (0, 1) * X ∈ E(I).
We close the subsection showing that the bijections of Thm. 3.17 restrict to dfss:
Theorem 3.21 : Suppose D is a stable derivator. The following are equivalent for a pair of sub pre-derivators
(1) F is a dfs; (2) F is a choric dfs;
Proof. The equivalence "(1)⇔(2)" follows by Thm. 3.17, while the equivalence "(2)⇔(3)" easily follows from the definitions. The implication "(1)⇒(4)" follows by Lemma 3.10 and the fact that dia I,2 : D I (2) → D(I) 2 is full and essentially surjective for any I ∈ Dia. Finally, to prove the implication "(4)⇒(1)" notice that, by Lemma 3.10, we know that F is a dpfs, let us show that each Ψ F (I) is essentially surjective. For this, remember that the diagram functor
is full and essentially surjective. Let X ∈ D I (2) and choose two composable morphismsX e ∈Ē I andX m ∈M I such that dia I,2 X =X m •X e . We obtain a morphism
3 as in the following diagram:
Since dia I,3 is full and essentially surjective, we can lift the above diagram to a morphism f : (1, 2) * X → F , where the underlying diagram of F is exactly (X 0 → (X e (1) = X m (0)) → X 1 ), so F ∈ D F (I). To conclude, one should just prove that 2) is an isomorphism. To see this just notice that f (0,2) is an isomorphism if and only if 0 * f (0,2) and 1 * f (0,2) are isomorphisms but, by construction, 0 * f (0,2) = f 0 = id X0 and 1 * f (0,2) = f 2 = id X2 are clearly isomorphisms.
3.4. The relation with fs in ∞-categories. Recall that an ∞-category [Lur09] or quasi-category [Joy08a] is defined as a simplicial set X in which every inner horn
These liftings take care of the complicated ladder of coherence conditions for compositions in a (∞, 1)-category, as well as of the invertibility of all cells in dimension k ≥ 2, making quasicategories into a flexible model to re-enact classical categorical constructions inside X (co/limits, Kan extensions) and outside X (adjoints, monads, monoidal structures). We refer to the sources [Lur09] or [Joy08a] for a general background and the terminology and notation that we borrow.
Let's fix through this subsection an ∞-category C. In this subsection we are going to recall how to associate to C a pre-derivator D C and then, under suitable hypotheses, establish a natural bijection between the family of fss in C (in the sense of [Joy08a] ) and a family of dfss on D C called "maximal dfss". 
and q| ∆ {1} ×∆ 1 = g. We define a filler for q ∈ C ∆ 1 (f, g) to be an element s ∈ C(f 1 , g 0 ) such that
That is, s makes the two triangles in the following diagram commute up to homotopy:
We say that f left orthogonal to g (while g is right orthogonal to f ), in symbols f ⊥ g if, for any q ∈ C ∆ 1 (f, g), the space of fillers for q is contractible.
Definition 3.24 [orthogonality of a class]: Given a subclass X ⊆ C 1 we let
A pair F = (E, M) of sub-classes of C 1 is a pfs provided ⊥ M = E and E ⊥ = M. Furthermore, F is a fs if, for any f ∈ C 1 , there exist e ∈ E and m ∈ M such that f is homotopic to m • e. Now that we have fss defined in the setting of ∞-categories, let us describe their relation to dfss. For this we will need to associate to our ∞-category C a derivator D C of shape Dia, for a suitable category of diagrams Dia. Since we have taken C to be finitely bicomplete, the canonical choice for Dia is the 2-category of finite directed categories: Definition 3.25 : A category I is a finite directed category if it has a finite number of objects and morphisms, and if there are no directed cycles in the quiver whose vertices are the objects of I and the arrows are the non-identity morphisms in I. Equivalently, the nerve of I has a finite number of non-degenerate simplices. We denote by fdCat ⊆ Cat the 2-category of diagrams spanned by the finite directed categories.
Proposition 3.26 : [RV17, Remark 5.3.10] Given an ∞-category C, the composition
is a pre-derivator. If Dia is a category of diagrams such that C has all limits and colimits of shape Dia, then D C | Dia op is a strong derivator and it is pointed if and only if C is pointed. If C is stable then, by definition, C has all limits and colimits of shape fdCat, so D C | fdCat op is a derivator which, moreover, is stable.
In the rest of this subsection we will work in the following setting: we let C be an ∞-category, and D C : fdCat op → CAT be the associated pre-derivator. Let F = (E, M) be a fs in C. By [Joy08a, §24.10], for any I ∈ Dia we can define a fs M) is a dpfs on D C . In fact, the unique delicate part is to show that the orthogonality of 1-simplices in C implies orthogonality of the corresponding objects in D C (2). One can do that by hand or using [Lur09, Lem. 5.2.8.22]. Thus we have constructed a map
What we would like to understand is whether or not any dfs in D C arises from a fs in C. When C = N (A) is the nerve of a 1-category A, D C is the derivator represented by Ho(C) ∼ = A, so both the fss on C and the dfss on D C correspond bijectively with the (classical) factorization systems on A.
For the rest of this subsection we concentrate our efforts to find a similar bijection when C is stable. We start with the following lemma:
Lemma 3.27 : Let C be a stable ∞-category and let F = (E, M) be a dfs on D C . Let E and M be the simplicial subsets of C ∆ 1 spanned by E(1) and M(1) ⊆ C 1 , respectively. Given X :
If e ∈ E 0 and m ∈ M 0 , then p is an M-localization and q is an E-co-localization of X (in the sense of [Lur09, Def. 5.2.7.6]). In particular, M is reflective, E is coreflective in C ∆ 1 and any reflection of X in M (resp., any co-reflection of X in E) is equivalent to p (resp., q).
Proof. By definition of E-co-localization, we should verify that q induces, for any e ′ ∈ E 0 , a weak homotopy equivalence Map C (e ′ , e) → Map C (e ′ , X). According to Whitehead's theorem, we need to show that for every k ≤ 0, the map
is an isomorphism of abelian groups. We prove first the case k = 0. Indeed, fix a quasi-inverse
e).
For k ≤ −1, complete q to a fiber sequence
and, passing to the associated long exact sequence, we are reduced to prove that, for any k ≤ −1,
Since Σ −k e ′ , Σ −k+1 e ′ ∈ E 0 for any k ≤ −1, it is enough to prove that
for any e ′′ such that e ′′ and Σe ′′ ∈ E 0 . But this follows by the two conditions e ′′ ≈ m and Σe ′′ ≈ m in the triangulated category D C (1) (they imply that the map Σm 0 ) is both injective and trivial).
Using the above lemma, we can now mimic part of the proof of [Lur09, Prop. 5.2.8.17] to verify that a dfs on D C induces a fs on the original ∞-category C.
Theorem 3.28 : Let C be an ∞-category which is either stable or the nerve of a 1-category. Denote by D C : fdCat op → CAT the induced pre-derivator. Then there is a bijective correspondence
Proof. We have already mentioned that, if C is the nerve of a 1-category A, then both the fss on C and the dfss on D C correspond bijectively with the classical factorization systems on A. Hence, we concentrate on the case when C is stable, so that D C is a stable derivator. Given a dfs F = (E, M) on D C and letting (E, M) be the two classes of 1-simplices in C corresponding respectively to E(1) and M(1), we have to show that (E, M) is a fs in C. Our strategy will be the following: we faithfully repeat the argument of the proof of the implication (1)⇒(2) in [Lur09, Prop. 5.2.8.17] to show that the restriction map
is a trivial Kan fibration, where Fun E|M (∆ 2 , C) denotes the full subcategory of Fun(∆ 2 , C) spanned by those diagrams corresponding to a composition of an element in E followed by an element in M. By [Lur09, ibi] , the fact that p is a trivial Kan fibration is equivalent to say that (E, M) is a fs, thus concluding the proof.
Let us start observing that p is a categorical fibration, so it suffices to verify that it is a categorical equivalence. We do this in two steps. First we let D be the full subcategory of Fun(∆ 1 × ∆ 1 , C) spanned by those diagrams of the form
′ with e ∈ E, m ∈ M and g an equivalence. The map p factors as a composition
to the partially degenerate square
and p ′′ is given by restriction to the left vertical edge of the diagram. To complete the proof, it will suffice to show that p ′ and p ′′ are categorical equivalences. For p ′ , this is a general fact proved in [Lur09, ibi] (which does not depend on the properties of the pair (E, M)) so it remains only to show that p ′′ is a trivial Kan fibration. Let T denote the full subcategory of Fun(∆ 1 , C) × ∆ 1 spanned by those pairs (m, i) where either i = 0 or m ∈ M.
The projection map r : T → ∆ 1 is the cartesian fibration associated to the in-
is the full subcategory spanned by the elements of M. Using Lemma 3.27, we conclude that r is also a co-Cartesian fibration. Moreover, we can identify
with the full subcategory spanned by the co-Cartesian sections of r. In terms of this identification, p ′′ is given by evaluation at the initial vertex {0} ⊆ ∆ 1 and is therefore a trivial Kan fibration, as desired.
The fact that this correspondence really gives a bijection is a consequence of Corollary 4.6.
The Rosetta stone for derivators
We have seen in Theorem 2.11 that, given a triangulated category D, there is a bijection between t-structures and normal △tths on D. In this section we are going to prove a similar bijection for derivators. More precisely, we fix a stable derivator D of type Dia, and we show in Thm. 4.8 that there is a bijection between t-structures on the triangulated category D(1) and normal derivator torsion theories on D. As a consequence we recover one of the main results of [FL16] (see Corollary 4.9).
Lifting △fss.
Notation 4.1 : Given a finite directed category I, we define its length ℓ(I) ∈ N as the maximal length of a path of non-identity arrows in I. An object i in I is minimal, if there is no non-identity morphism starting in i. We denote by fdCat the full sub-2-category of CAT whose 0-cells are the finite directed categories. If I ∈ fdCat we denote I
• the subcategory of I spanned by the non-minimal objects. Note that for any minimal object i ∈ I of a finite directed category, if u : I
• ֒→ I denotes the inclusion, we have the inequalities
Finally, we denote ∂I := I \I
• (i.e. the subcategory spanned by all minimal objects).
Lemma 4.2 : [SSV18]
Let I be a category of finite length and let u : I • ֒→ I. Furthermore, given a stable derivator D : Dia op → CAT and X ∈ D(I), there is a distinguished, pointwise split triangle
induced by the counit maps ǫ i :
In what follows, we start with a △fs on the base D(1) of a stable derivator D and we want to show that this lifts point-wise to a △fs on D(I) for all I ∈ fdCat. In the following lemma we start proving that the liftings give homotopy orthogonal classes.
Lemma 4.3 : Let D : fdCat op → CAT be a stable derivator and letF = (Ē,M) be a △pfs on the triangulated category D(1). Let F = (E, M) be the pair of full subcategories of D(2) of those objects whose underlying diagrams are, respectively, inĒ andM. Given I ∈ fdCat, define
Then,Ē I ≈M I in D(I).
Proof. We proceed by induction on ℓ(I). The case ℓ(I) = 0 being trivial (in that case D(I) is a finite product of copies of D(1)), let us suppose ℓ(I) ≥ 1 and that our statement is verified for any finite directed category of shorter length. Let X ∈ E I and Y ∈ M I . By Lemma 4.2 we have a morphism of triangles as follows:
. .
O O
(we used that left Kan extensions commute with left Kan extensions and that functors of the form v * commute with both left and right Kan extensions). The isomorphisms in the above diagram come from our inductive hypothesis and so, by the 5-lemma, we can conclude that
It remains to verify that, for a given I ∈ fdCat, the pointwise △pfs we found in the above lemma is also a △fs. In the following lemma we reformulate this requirement in a way that will be easier to verify via Lemma 4.2:
Lemma 4.4 : For all I ∈ Dia, there is a bijection between the following classes:
(1) △fss in the triangulated category D(1);
Given a △fs F = (E, M) on D(1), let S ⊣ R be the associated co-reflection. For a morphism ϕ : SE → X in D(2), with E ∈ E, the map
is an isomorphism if and only if ϕ 0 is an iso and ϕ 1 ∈ M.
Proof. Given a △fs F = (E, M) in D(1), we have shown in Lemma 4.3 that E = M. Hence, the functor Ψ :
is an equivalence (see Lemmas 3.10 and 3.11), so we can choose a quasi-inverse Φ : D(2) → D F (1). The desired co-reflection is constructed as the following composition:
This is clearly a right adjoint to the inclusion S F : E → D(2), and it is not difficult to verify that the pair (S F , R F ) has the desired properties.
On the other hand, given a reflection R : D(2) ⇄ E : S as in the statement, we define
where the isomorphism marked by ( * ) is true since RM is an iso, so SRM ∼ = 1 * (SRM ) 0 and (ρ M ) 0 ∼ = (SRM ) 0 → M 0 is an iso. By the above isomorphisms one deduces that E = M , so that E (S,R) = M (S,R) , which is equivalent to say that E (S,R) ≈M (S,R) . These classes are also closed under taking isomorphisms, so it is enough to show that any morphism in D(1) is F (S,R) -crumbled. Indeed, let X ∈ D(2) and consider
For the last part of the statement, consider a morphism ρ : E → X with E ∈ E and X ∈ D(2), such that ρ 0 is an iso and ρ 1 ∈M. Then, for any given
where the second isomorphism is true since Φ(E ′ ) ∼ = (0, 1) ! E ′ , that is, the factorization of a coherent morphism E ′ in E is given by E ′ followed by an isomorphism. Furthermore, the last isomorphism is true since our hypotheses on ρ imply that dia 2 (X) ∼ = ρ 1 dia 2 (E), where ρ 1 ∈M, so this factorization is the F-factorization of dia 2 (X). Proof. Let E and M be the full subcategories of D(2) of those objects whose underlying diagrams are, respectively, inĒ andM. For any I ∈ fdCat, let
We want to show that F := (E, M), where E(I) := E I and M(I) := M I , is a dfs. By Lemmas 4.3 and 3.11, the functor
is fully faithful and so, by Thm. 3.21, it is enough to verify that Ψ F is essentially surjective. By Lemma 4.4, we know that there is a co-reflection
where S is the inclusion, and the co-unit ρ X : RX → X has the property that (ρ X ) 0 is an isomorphism for all X. It is enough to verify that, for any I ∈ fdCat, the inclusion S I : E I → D 2 (I) is co-reflective, with co-reflection R I : D 2 (I) → E I , and that the co-unit ρ I : R I → id D 2 (I) is such that (ρ I ) 0 is an isomorphism. We proceed by induction on ℓ(I). If ℓ(I) = 1, then I is a disjoint union of copies of 1 and there is nothing to prove.
By the inductive assumption, and given the inequalities noted in 4.1 there is an adjunction
an iso. Given an object X ∈ D(I), let us construct a coreflection ρ : E → X. We start considering the following triangle, constructed in Lemma 4.2:
For any minimal object i ∈ I, we consider the following commutative squares:
εi columns are triangles and everything commutes:
We start from the case when k ∈ I
• , and apply k * to the above 3 × 3 diagram, obtaining the following commutative diagram in D(1):
Using the fact that k * sends triangles to triangles, we get that A k = 0 and that
On the other hand, if k is a minimal object, applying k * to the above 3 × 3 diagram we get the following commutative diagram in D(1), where all the rows and columns are distinguished triangles:
in the first two rows are clearly isomorphisms by the construction of square (a). In particular, the first two rows are split triangles and the first arrow in the triangle
is the cokernel of the first maps in the first two columns. Since R(X k ) → X k is the co-reflection of X k in E by the construction of square (b), we get that M k ∈ M and (M k ) 0 ∼ = 0 as desired.
As a consequence of the above theorem we can deduce that a dfs on a stable derivator of type fdCat is completely determined by the △fs it induces on the base: Corollary 4.6 : Let D : fdCat op → CAT be a stable derivator and let F = (E, M) be a dfs on D. Given I ∈ fdCat, an object X ∈ D 2 (I) belongs to E(I) (resp., M(I)) if and only if X i ∈ E(1) (resp., M(1)), for all i ∈ I.
Proof. LetĒ :=Ē(1),M :=M(1), andF = (Ē,M). Then,F is a △fs on D(1) and, by the above theorem there is a second dfs
, where E ′ (I) and M ′ (I) ⊆ D 2 (I) are the full subcategories of those objects that are pointwise in E(1) and M(1), respectively. But now E ⊆ E ′ and M ⊆ M ′ , and these two inclusions imply that F = F ′ .
4.2. The Rosetta stone theorem. To prove that t-structures on D(1) correspond bijectively to normal derivator torsion theories on D, we should say what it means for a dfs F = (E, M) on D to be a normal derivator torsion theory. One easy way to say this is to ask that, for any I ∈ fdCat, the △fs F I = (E(I), M(I)) is a normal △tth. In the following definition we give a different (but equivalent) formulation that better fits into the language of derivators. Notice that the following definition makes sense in any pointed derivator D, not just for stable ones.
Definition 4.7 [normal derivator torsion theories]:
A sub pre-derivator X of D is said to have the 3-for-2 property if, for any I ∈ fdCat, given X ∈ D 3 (I) such that 2 objects in the set {X (0,1) , X 0,2 , X 1,2 } belong to X 2 (I), so does the third. A dfs F = (E, M) on D is said to be (1) a derivator torsion theory (for short, dtth) provided E and M have the 3-for-2 property; (2) left normal if, given I ∈ fdCat, X ∈ D(I) and F ∈ D 3 (I) such that F (0,2) ∼ = 0 * X, then 0 * 0 ! F (0,1) ∈ E(I); (3) right normal if, given I ∈ fdCat, X ∈ D(I) and F ∈ D 3 (I) such that
? F (1,2) ∈ E(I); (4) normal if it is both left and right normal.
Using the stability of our derivator D, it is not difficult to verify that a dfs is left normal if and only if it is right normal, if and only if it is normal. Theorem 4.8 : Let D : fdCat op → CAT be a stable derivator. There is a bijection between the following classes:
(1) t-structures in D(1); (2) normal dtths on D.
Proof. By Theorem 2.11 there is a bijective correspondence between t-structures and normal △tths in D(1). Using Corollary 4.6 it is not difficult to show that normal △tths in D(1) correspond bijectively to normal dtths on D.
Let now C be a stable ∞-category. We have seen in Theorem 3.28 that fss on C correspond bijectively with maximal dfss on the associated derivator D C : fdCat op → CAT and, by Corollary 4.6, any dfs on D C belongs to this family. Furthermore, it is not difficult to verify that a fs on C is a normal torsion theory (see [FL16] for the exact definition) if and only if the associated dfs on D C is a normal dtth. As a consequence we obtain the following corollary:
Corollary 4.9 : [FL16] Let C be a stable ∞-category. There is a bijection between the following classes:
(1) t-structures in Ho(C); (2) normal torsion theories in C.
Functoriality of factorizations
If D is a derivator, then u ⊛ has a left and a right adjoint as a 1-cell in the 2-category PDer, that we denote by u
Given K ∈ Dia, the components u
5.1. Factorization pre-algebras. Following [RW02] , given a category C, a functor F : C 2 → C such that F (id c ) = c for each c ∈ C, and not only a coherent isomorphism F (id c ) ∼ = c, is said to be a normal factorization pre-algebra. In this subsection we introduce a similar notion in the context of pre-derivators and we describe some of its elementary properties.
Remark 5.2 : We explicitly remark that there is no connection between the normality of a factorization pre-algebra and the normality of a (homotopy) torsion theory defined in 1.16; the coincidence of the two terms is only an unfortunate clash of terminology of the two sources from which we are extracting our main theorems.
Definition 5.3 [normal factorization pre-algebra]: A morphism F : D 2 → D in PDer is said to be a factorization pre-algebra provided there exists an isomorphism γ :
The reason to call these functors "pre-algebras" will be clarified in Section 6: factorization pre-algebras are just algebras over the squaring monad deprived of their extended associator. On the other hand, the use of the term "factorization" is justified by the validity of the following lemma in the context of pre-derivators: we recall the adjunctions 1 ⊛ η pt 
, where e, m are obtained whiskering F with the unit and counit above:
Conversely, for each pair of natural transformations e : 0 ⊛ → F and m : F → 1 ⊛ that factor κ via a 1-cell F and such that e • pt ⊛ ∼ = id, m • pt ⊛ ∼ = id, one has e = F * ǫ and m = F * η.
Proof. By the very definition of κ, the whiskering pt ⊛ * κ coincides with the counitunit composition pt
The last statement is a simple formal consequence of the zig-zag identities for the adjunctions 1
Lemma 5.7 : In the above notation, (i) there are adjunctions l ϕ ∆ ψ r : 2 → 2 × 2 (the counit of l ⊣ ∆ and the unit of ∆ ⊣ r are identities);
Definition 5.8 [coherent factorization and its pieces]: Given a pre-derivator D : Dia op → CAT and a normal factorization pre-algebra F : D 2 −→ D, we define the following morphisms of derivators:
and the following natural transformations:
We are now ready to prove the announced properties of Φ F :
Lemma 5.9 : In the above notation, the following statements hold true:
Proof. Since Φ F is a morphism in PDer, (1, 2) ⊛ • Φ F ∼ = F l as a consequence of the chain of isomorphisms
where we used Lemma 5.7.(v). This proves the first half of (1), the second half is completely analogous. Also, parts (2) and (3) follow similarly, using part (vi) and (vii) of 5.7, respectively.
Remark 5.10 : It is easy, though not needed in the following discussion, to define factorizations
and to show that these two triangles are, respectively, Φ F (F r X) and Φ F (F l X).
We conclude the discussion with the following remark that shows how working with factorization pre-algebras which are normal is not restrictive (this is completely analogous to [KT93, §2.2]):
Remark 5.11 [normalization lemma]: Given a factorization pre-algebra F : D 2 → D with a fixed isomorphism γ : F • pt ⊛ → id D we can find another morphism
while for a morphism φ :
id FI (X) otherwise.
5.2. Eilenberg-Moore factorizations. In this subsection we are going to prove that, under very mild assumptions, a normal factorization pre-algebra F : D 2 → D induces a dfs F = (E F , M F ) such that the functor Φ F of Def. 5.8 provides an inverse to the functor Ψ F of Def. 3.18.
Let us start defining the pre-derivators E F and M F :
Definition 5.12 : In the same setting and with the same notations of Def. 5.8, we define two sub pre-derivators E F and M F ⊆ D 2 where, for any I ∈ Dia,
What allows us to prove that the pair (E F , M F ) is a dfs is the rephrasing of the Eilenberg-Moore condition.
Definition 5.13 [eilenberg-moore factorization]: A normal factorization prealgebra F : D 2 → D is said to be a Eilenberg-Moore (em, for short) factorization provided F r (X) ∈ E F (I) and F l (X) ∈ M F (I), for any I ∈ Dia and X ∈ D 2 (I).
We can now prove our awaited Theorem III:
Proof of Theorem III. By Lemma 5.9,
This shows that Ψ F is essentially surjective and full. Consider now X ∈ E F I and Y ∈ M F I and let us show that the map
showing that ϕ X,Y is surjective; it remains to show injectivity. Indeed, consider two morphisms a, b :
2 bϕ X and so, in particular,
is an iso and, similarly, F (ϕ X ) is an iso. Hence, we obtain that a = F (pt * a) = F (pt * b) = b. This proves conditions (1) and (3) of Lemma 3.20, while condition (2) easily follows by construction, thus F is a dfs.
On the other hand, Let F ′ be a dfs and suppose that D is represented or that it is a stable derivator. In both settings we known that
′ is an em factorization and that
Coherence of factorization algebras
This last section of the paper is devoted to introduce all the background needed to discuss, precisely state and, finally, prove Thm. IV of the Introduction. First of all, in §6.1, we recall from [Lac02, §1] the relevant definitions of 2-monads and pseudo-algebras. After that, in §6.2, we specialize these general definitions to the so-called squaring monad on PDer. Thm. IV is then proved at the end of §6.3. 6.1. 2-monads. One of the most annoying features of higher dimensional monad theory is in how many place the coherence conditions can hide: the category K where the monad is defined, the monad T itself, the naturality for multiplication and unit, and their associativity and unitality constraints, as well as the compatibility conditions for a T -algebra, can all give rise to some diagrams that commute only up to a (invertible or non-invertible) 2-cell.
Of course, some of these combinations of laxity are quite uncommon: 2-dimensional monad theory often copes with strict 2-monads, or with strong monads that can be suitably "strictified". According to the existing zoology, here we need lax algebras for a strict pseudo-monad on a strict 2-category. However, having no interest in different flavours, we simply call it the category of "algebras for a 2-monad T ". We start with the definition of 2-monad, from [Lac02] .
Definition 6.1 [2-monad]: Let K be a strict 2-category. A 2-monad on K consists of a tuple T = (T, µ, η, ‫,ם‬ ‫)ה‬ where T is a strict endofunctor T : K → K endowed with a pair (µ, η) of 2-cells µ : T • T ⇒ T , η : id K ⇒ T subject to the following relations:
(mn) the components of µ and η fit into pseudo-commutative diagrams commutes when filled with invertible 2-cells ‫ה‬ r,K : id
Definition 6.2 [pseudo-algebras for a 2-monad]: Let T = (T, µ, η, ‫,ם‬ ‫)ה‬ be a 2-monad on K. A 2-algebra for T, or a T-algebra for short, consists of a tuple A = (a, α m , α u ) where a : T A → A is a 1-cell of K, and α m , α u are invertible 2-cells called respectively the extended associator and the normalizer of the algebra structure, such that the following diagrams of 2-cells commute:
Remark 6.3 : We often stick to denote a pseudo-algebra for a monad T simply as a T -algebra; we also call normal a T -algebra for which the normalizer α u is the identity map (so a•η A = id A and the coherence diagrams above obviously simplify). We will be mainly interested in normal T -algebras; this is not restrictive, as shown in 5.11.
6.2. The squaring monad and its algebras.
Definition 6.4 [the squaring monad on PDer]: Let Dia be a 2-category of diagrams and denote by PDer the 2-category of pre-derivators of type Dia. The squaring monad on PDer is the triple ((−) 2 , ∆ ⊛ , pt ⊛ ), where (−) 2 := sh(2, −), while ∆ and pt are defined in Section 3.1.
Using the shift functor sh(−, −) to transport the comonoid structure on 2 described in §3.1, one can see that the squaring monad is a 2-monad in the sense of [Lac02] but in a very strict sense, in that we have equalities (and not mere natural isomorphisms) in the following expressions
The strictness of the squaring monad can be used to greatly simplify the definition of pseudo-algebras given in [Lac02] : (1) γ * (id 2 ×pt) ⊛ = id F ; (2) γ * (pt × id 2 ) ⊛ = id F ; (3) (γ * (∆ × id 2 ) ⊛ ) • (γ * F 2×2 ) = (γ * (id 2 ×∆) ⊛ ) • (F * γ 2 ).
We will refer to a normal pseudo-algebra over the squaring monad simply as a normal ( ) 2 -algebra.
6.3. Coherence for factorization algebras. First of all, we are going to re-enact some technical results of [RW02] , in preparation for the proof of Thm. IV; these are simply the result of having adapted the most relevant results in [RW02, §2] from the 2-category CAT to the 2-category PDer.
Lemma 6.6 : Let F : D 2 → D be a normal factorization pre-algebra; then precomposition with l ⊛ induces a bijection
Proof. We start noticing that, in any 2-category, given a diagram of 2-cells 
Using the above general fact, one can easily prove that there is a bijection
which induces the desired bijection since ∆ ⊛ is co-fully faithful (for more details see [RW02, §2] 
(iv).
It is then clear that, being α invertible, the four arrows that point to F X are all invertible, and so are the components of m e , e m , and F F 2 * (µ ′ ) ⊛ , F F 2 * (ν ′ ) ⊛ . For the last statement we should verify that F r X ∈ E F and F l X ∈ M F , for any X ∈ D 2 (I), equivalently, one should verify that F l F r X and F r F l X are isomorphisms. But this is clear since the underlying diagram of F l F r X is exactly m eX , while the underlying diagram of F r F l X is e mX .
The above two lemmas were general facts about PDer. From now on, we will need to work under much stronger hypotheses, indeed, we will need to assume that our pre-derivator D is either representable or that it is a stable derivator. In fact, the unique point in which we will actively use these hypotheses is in the following lemma, which is the counterpart of [RW02, Cor. 2.9].
Lemma 6.8 : Suppose D is either a representable pre-derivator or a stable derivator. Let F : D 2 → D be a normal factorization pre-algebra and suppose that there is an isomorphism α : F F 2 → F ∆ ⊛ . Then, m e = F F 2 * (µ ′ ) ⊛ and e m = F F 2 * (ν ′ ) ⊛ . Furthermore, the following conditions are equivalent (i) α * v ⊛ = id F ; (ii) α * l ⊛ = (e m ) −1 ; (iii) α * h ⊛ = id F ; (iv) α * r ⊛ = m e .
Proof. By Lemma 6.7, F is an em factorization and so, by our hypotheses on D and the results in §3, Ψ F is fully faithful. Now consider the following functors (compare with (5.6)) V and where µ, µ ′ , ν and ν ′ are defined in the unique possible way. Also notice that V and H are constructed in such a way that V • ((0, 2) × id 2×2 ) = H • ((0, 2) × id 2×2 ) and µ * ((0, 2) × id 2×2 ) = µ ′ * ((0, 2) × id 2×2 ).
Given X ∈ D 2 (I), let Y := (0 × id 2 ) ! X ∈ D 3×2 (I) and notice that
Since Ψ F is faithful, we get that
A similar argument shows that F 2 * ν ⊛ = F 2 * (ν ′ ) ⊛ . With these equalities, it is not difficult to derive the equivalence among (i), (ii), (iii) and (iv) by just looking at the commutative diagram in the proof of Lemma 6.7.
At this point we can finally prove our Thm. IV. The arguments used in the proof are analogous to those of [RW02, Thm. 2.10 and Thm. 2.11]. 2 and ((0, 0), (0, 1) ) : 2 → 2 × 2 select respectively the upper left corner and the left horizontal arrow in 2 × 2; furthermore, the arrows in the first diagram are the unique possible, while the second diagram is obtained from the first one composing with F F 2 , after having applied D. Using the em condition, one can show that the arrows marked by (⋆) are in E F (since they are instances of the natural transformation e − ) and so, by the closure and cancellation properties of this class, also the remaining arrow, which is F F 2 * ǫ shows that F F 2 * ǫ ⊛ r does belong to M F . We can now define
and verify that it is the extended associator we are looking for. In fact, it is easy to show that α satisfies one of the equivalent conditions of 6.8, so that it satisfies conditions (1) and (2) of 6.5, as they are exactly (i) and (iii) of 6.8. It remains to check condition 6.5.(3). For this, consider the following diagram of 2-cells
(the equality (⋆) follows from naturality, and the equality (⋆⋆) follows from associativity). Notice that 6.5.(3) expresses exactly the commutativity of the above square. Thanks to 6.6 (applied twice), it is enough to check that it commutes when composed in the north-west corner with l and let us record some of its general properties. We first consider
We claim that the whiskering F F 2 F 2×2 l ⊛ D 2 * ν ⊛ is invertible, in fact,
