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Abstract
We study complex interpolation of variable Triebel-Lizorkin spaces, especially
we present the complex interpolation of Fαp(·),q and F
α(·)
p(·),p(·)
spaces. Also, some
limiting cases are given.
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1 Introduction
Interpolation of spaces have been a central topic in analysis, and are now of increasing
applications in many fields of mathematics especially harmonic analysis and partial
differential equations. For more details on this topic we refer the reader to Bergh
and Lo¨fstro¨m [2], and Triebel [17], where the complex interpolation for Besov and/or
Triebel-Lizorkin spaces are given. The main purpose of this paper is to establish the
complex interpolation for variable Triebel-Lizorkin spaces. Firstly we use the so-called
retraction method to present interpolation results in variable Triebel-Lizorkin spaces
F αp(·),q. Secondly we shall apply a method which has been used by [10] and [16], where
we shall calculate the Caldero´n products of associated sequence spaces. Then, from an
abstract theory on the relation between the complex interpolation and the Caldero´n
product of Banach lattices obtained by Caldero´n [3], Frazier, Jawerth [10], Mendez,
Mitrea [13] and Kalton, Maybororda, Mitrea [11], we deduce the complex interpolation
theorems of these sequence spaces. Under some assumptions the complex interpolation
theorems for F
α(·)
p(·),p(·) are lifted by the ϕ-transforms characterization of variable Triebel-
Lizorkin spaces. Finally we will present and briefly discuss some results concerning the
complex interpolation for the spaces F
α(·)
p(·),q(·).
As usual, we denote by Rn the n-dimensional real Euclidean space, N the collection of
all natural numbers and N0 := N ∪ {0}. The letter Z stands for the set of all integer
1
numbers. The expression f . g means that f ≤ c g for some independent constant c
(and non-negative functions f and g), and f ≈ g means f . g . f .
By supp f we denote the support of the function f , i.e., the closure of its non-zero
set. If E ⊂ Rn is a measurable set, then |E| stands for the (Lebesgue) measure of E
and χE denotes its characteristic function.
For v ∈ Z and m = (m1, ..., mn) ∈ Z
n, let Qv,m be the dyadic cube in R
n, Qv,m :=
{(x1, ..., xn) : mi ≤ 2
vxi < mi + 1, i = 1, 2, ..., n}. For the collection of all such cubes
we use Q := {Qv,m : v ∈ Z, m ∈ Z
n}. For each cube Q, we denote by xv,m the
lower left-corner 2−vm of Q = Qv,m and its side length by l(Q). Furthermore, we put
vQ := − log2 l(Q), v
+
Q := max(vQ, 0) and χQv,m = χv,m, v ∈ Z, m ∈ Z
n.
The symbol S(Rn) is used in place of the set of all Schwartz functions on Rn. We define
the Fourier transform of a function f ∈ S(Rn) by
F(f)(ξ) := (2π)−n/2
∫
Rn
e−ix·ξf(x)dx, ξ ∈ Rn.
We denote by S ′(Rn) the dual space of all tempered distributions on Rn. For v ∈ Z,
ϕ ∈ S(Rn) and x ∈ Rn, we set ϕ˜(x) := ϕ(−x), ϕv(x) := 2
vnϕ(2vx), and
ϕv,m(x) := 2
vn/2ϕ(2vx−m) = |Qv,m|
1/2ϕv(x− xv,m) if Q = Qv,m.
The variable exponents that we consider are always measurable functions p on Rn with
range in [c,∞[ for some c > 0. We denote the set of such functions by P0. The subset
of variable exponents with range [1,∞[ is denoted by P. We use the standard notation
p− :=ess-inf
x∈Rn
p(x) and p+ :=ess-sup
x∈Rn
p(x).
The variable exponent modular is defined by ̺p(·)(f) :=
∫
Rn
ρp(x)(|f(x)|)dx, where
ρp(t) = t
p. The variable exponent Lebesgue space Lp(·) consists of measurable functions
f on Rn such that ̺p(·)(λf) < ∞ for some λ > 0. We define the Luxemburg (quasi)-
norm on this space by the formula ‖f‖p(·) := inf
{
λ > 0 : ̺p(·)
(
f
λ
)
≤ 1
}
. A useful
property is that ‖f‖p(·) ≤ 1 if and only if ̺p(·)(f) ≤ 1, see [9], Lemma 3.2.4.
Let p, q ∈ P0. The Lebesgue-sequence space L
p(·)(ℓq(·)) is defined to be the space of all
family of functions fv, v ≥ 0 such that∥∥ (fv)v≥0 ∥∥Lp(·)(ℓq(·)) := ∥∥∥∥ (fv(x))v≥0 ∥∥ℓq(x)∥∥p(·).
It is easy to show that Lp(·)(ℓq(·)) is always a quasi-normed space and it is a normed
space, if min(p(x), q(x)) ≥ 1 holds point-wise.
We say that g : Rn → R is locally log-Ho¨lder continuous, abbreviated g ∈ C logloc , if there
exists clog(g) > 0 such that
|g(x)− g(y)| ≤
clog(g)
log(e+ 1/ |x− y|)
(1)
for all x, y ∈ Rn. We say that g satisfies the log-Ho¨lder decay condition, if there exists
g∞ ∈ R and a constant clog > 0 such that
|g(x)− g∞| ≤
clog
log(e + |x|)
2
for all x ∈ Rn. We say that g is globally-log-Ho¨lder continuous, abbreviated g ∈ C log,
if it is locally log-Ho¨lder continuous and satisfies the log-Ho¨lder decay condition. The
constants clog(g) and clog are called the locally log-Ho¨lder constant and the log-Ho¨lder
decay constant, respectively. We note that all functions g ∈ C logloc always belong to L
∞.
It is known that for p ∈ C log we have
‖χB‖p(·)‖χB‖p′(·) ≈ |B|. (2)
Also,
‖χB‖p(·) ≈ |B|
1
p(x) , x ∈ B (3)
for small balls B ⊂ Rn (|B| ≤ 2n), with constants only depending on the log-Ho¨lder
constant of p (see, for example, [9, Section 4.5]). Here p′ denotes the conjugate exponent
of p given by 1/p(·) + 1/p′(·) = 1.
Recall that ηv,m(x) := 2
nv(1+ 2v |x|)−m, for any x ∈ Rn, v ∈ N0 and m > 0. Note that
ηv,m ∈ L
1 when m > n and that
∥∥ηv,m∥∥1 = cm is independent of v.
1.1 Basic tools
In this subsection we present some results which are useful for us. The following lemma
is from [8, Lemma 6.1], see also [14, Lemma 19].
Lemma 1 Let α ∈ C logloc and let R ≥ clog(α), where clog(α) is the constant from (1) for
α. Then
2vα(x)ηv,h+R(x− y) ≤ c 2
vα(y)ηv,h(x− y) (4)
with c > 0 independent of x, y ∈ Rn and v, h ∈ N0.
The previous lemma allows us to treat the variable smoothness in many cases as if it
were not variable at all, namely we can move the term inside the convolution as follows:
2vα(x)ηv,h+R ∗ |f | (x) ≤ c ηv,h ∗ (2
vα(·) |f |)(x).
Lemma 2 Let p, q ∈ C log with 1 < p− ≤ p+ <∞ and 1 < q− ≤ q+ <∞. For m > n,
there exists c > 0 such that∥∥(ηv,m ∗ fv)v∥∥Lp(·)(ℓq(·)) ≤ c ‖(fv)v‖Lp(·)(ℓq(·)) .
The proof is given in [8, Theorem 3.2].
Now we introduce the following sequence space.
Definition 1 Let p, q ∈ P0 where 0 < p
+, q+ < ∞ and let α : Rn → R. Then for all
complex valued sequences λ := {λv,m}v∈N0,m∈Zn ⊂ C we define
f
α(·)
p(·),q(·) :=
{
λ : ‖λ‖
f
α(·)
p(·),q(·)
<∞
}
,
where
‖λ‖
f
α(·)
p(·),q(·)
:=
∥∥∥( ∑
m∈Zn
2v(α(·)+
n
2
)λv,mχv,m
)
v≥0
∥∥∥
Lp(·)(ℓq(·))
3
and
fα(·)∞,q :=
{
λ : ‖λ‖
f
α(·)
∞,q
<∞
}
,
where
‖λ‖
f
α(·)
∞,q
:= sup
Q∈Q
1
|Q|1/q
( ∞∑
v=v+Q
∫
Q
∑
m∈Zn
2v(α(x)+
n
2
)q |λv,m|
q χv,m(x)dx
)1/q
.
Notice that the supremum can be taken respect to dyadic cubes with side length ≤ 1.
Lemma 3 Let α ∈ C logloc , p, q ∈ C
log, 0 < p+, q+ < ∞, j ∈ N0, m ∈ Z
n and x ∈ Qj,m.
Let λ ∈ fα(·)p(·),q(·). Then there exists c > 0 independent of j and m such that
|λj,m| ≤ c 2
−j(α(x)− n
p(x)
+n
2
) ‖λ‖
f
α(·)
p(·),q(·)
.
Proof. Let λ ∈ f
α(·)
p(·),q(·), j ∈ N0, m ∈ Z
n and x ∈ Qj,m. Using the fact that
2j(α(x)−α(y)) ≤ c for any x, y ∈ Qj,m, we obtain
2jα(x)p
−
|λj,m|
p− = |Qj,m|
−1
∫
Qj,m
2jα(x)p
−
|λj,m|
p−χj,m(y)dy
≤ c|Qj,m|
−1
∫
Qj,m
2jα(y)p
−
|λj,m|
p−χj,m(y)dy.
Applying Ho¨lder’s inequality to estimate this expression by
c|Qj,m|
−1
∥∥2jα(·)p−|λj,m|p−χj,m∥∥p/p− ∥∥χj,m∥∥(p/p−)′ ≤ c ‖λ‖p−fα(·)
p(·),q(·)
∥∥χj,m∥∥−1p/p− 2−j np−2 ,
where we have used (2). Therefore for any x ∈ Qj,m
|λj,m| ≤ c 2
−j(α(x)− n
p(x)
+n
2
) ‖λ‖
f
α(·)
p(·),q(·)
,
by (3), which completes the proof. 
Proposition 1 Let α ∈ C logloc . Then λ = {λv,m ∈ C}v∈N0,m∈Zn ∈ f
α(·)
∞,q if and only if for
each dyadic cube Qv,m there is a subset EQv,m ⊂ Qv,m with |EQv,m| > |Qv,m|/2 (or any
other, fixed, number 0 < ε < 1) such that
∥∥∥( ∞∑
v=0
∑
m∈Zn
2v(α(·)+
n
2
)q|λv,m|
qχEv,m
)1/q∥∥∥
∞
<∞.
Moreover, the infimum of this expression over all such collections {EQv,m}v,m is equiv-
alent to ‖λ‖
f
α(·)
∞,q
.
The proof is given in [6]. We will make use of the following statement, see [7], Lemma
3.3.
4
Lemma 4 Let p ∈ C log with 1 ≤ p− ≤ p+ < ∞. Then for every m > 0 there exists
γ = e−2m/clog(1/p) ∈ (0, 1) such that( γ
|Q|
∫
Q
|f(y)| dy
)p(x)
≤
1
|Q|
∫
Q
|f(y)|p(y) dy +min (|Q|m , 1) g(x)
for every cube (or ball) Q ⊂ Rn, all x ∈ Q ⊂ Rn and all f ∈ Lp(·) + L∞ with ‖f‖p(·) +
‖f‖∞ ≤ 1, where
g(x) := (e + |x|)−m +
1
|Q|
∫
Q
(e+ |y|)−m dy.
Notice that in the proof of this theorem we need only that∫
Q
|f(y)|p(y) dy ≤ 1
and/or ‖f‖∞ ≤ 1. Moreover if |Q| ≤ 1, we have g(x) ≤ c η0,m(x) for any x ∈ Q, where
c > 0 is independent of x and m.
2 Variable Triebel-Lizorkin spaces
The definition of Triebel-Lizorkin spaces of variable smoothness and integrability is
based on the technique of decomposition of unity exactly in the same manner as in the
case of constant exponents. Select a pair of Schwartz functions Φ and ϕ satisfy
suppFΦ ⊂ B(0, 2) and |FΦ(ξ)| ≥ c if |ξ| ≤
5
3
(5)
and
suppFϕ ⊂ B(0, 2)\B(0, 1/2) and |Fϕ(ξ)| ≥ c if
3
5
≤ |ξ| ≤
5
3
(6)
where c > 0. It easy to see that
∫
Rn
xγϕ(x)dx = 0 for all multi-indices γ ∈ Nn0 .
Now, we define the spaces under consideration.
Definition 2 Let α : Rn → R and p, q ∈ P0 with 0 < p
+, q+ < ∞ . Let Φ and ϕ
satisfy (5) and (6), respectively and we put ϕv = 2
vnϕ(2v·). The Triebel-Lizorkin space
F
α(·)
p(·),q(·) is the collection of all f ∈ S
′(Rn) such that
‖f‖
F
α(·)
p(·),q(·)
:=
∥∥ (2vα(·)ϕv ∗ f)v≥0 ∥∥Lp(·)(ℓq(·)) <∞, (7)
where ϕ0 is replaced by Φ.
The Triebel-Lizorkin spaces with variable smoothness have first been introduced in [8]
under much more restrictive conditions on α(·). If p(·), q(·) and α(·) are constants,
then we derive the well known Triebel-Lizorkin spaces. Taking α ∈ R and q ∈ (0,∞]
as constants we derive the spaces F αp(·),q studied by Xu in [23] and [24]. The spaces
F
α(·)
p(·),q(·) are independent of the particular choice of the system {ϕv}v appearing in their
definitions. Moreover, if α ∈ C logloc and p, q ∈ P
log
0 with 0 < p
− ≤ p+ < ∞ and
0 < q− ≤ q+ <∞, then
S(Rn) →֒ F
α(·)
p(·),q(·) →֒ S
′(Rn). (8)
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Definition 3 Let α : Rn → R and 0 < q < ∞. Let Φ and ϕ satisfy (5) and (6), re-
spectively and we put ϕv = 2
vnϕ(2v·). The Triebel-Lizorkin space F
α(·)
∞,q is the collection
of all f ∈ S ′(Rn) such that
‖f‖
F
α(·)
∞,q
:= sup
Q∈Q
1
|Q|1/q
( ∞∑
v=v+Q
∫
Q
2vα(x)q |ϕv ∗ f(x)|
q dx
)1/q
<∞,
where ϕ0 is replaced by Φ.
For more information about these function spaces, consult [5] and [6], with different
notation. Notice that the supremum can be taken respect to dyadic cubes with side
length ≤ 1. One of the key tools to prove the interpolation property of the spaces is
their ϕ-transforms characterization, which transfers the problem from function spaces
to their corresponding sequence spaces. Let Φ and ϕ satisfy, respectively (5) and (6).
By [10, pp. 130–131], there exist functions Ψ ∈ S(Rn) satisfying (5) and ψ ∈ S(Rn)
satisfying (6) such that for all ξ ∈ Rn
FΦ˜(ξ)FΨ(ξ) +
∞∑
j=1
F ϕ˜(2−jξ)Fψ(2−jξ) = 1, ξ ∈ Rn. (9)
Furthermore, we have the following identity for all f ∈ S ′(Rn); see [10, (12.4)]
f = Ψ ∗ Φ˜ ∗ f +
∞∑
v=1
ψv ∗ ϕ˜v ∗ f
=
∑
m∈Zn
Φ˜ ∗ f(m)Ψ(· −m) +
∞∑
v=1
2−vn
∑
m∈Zn
ϕ˜v ∗ f(2
−vm)ψv(· − 2
−vm).
Recall that the ϕ-transform Sϕ is defined by setting (Sϕ)0,m = 〈f,Φm〉 where Φm(x) =
Φ(x −m) and (Sϕ)v,m = 〈f, ϕv,m〉 where ϕv,m(x) = 2
vn/2ϕ(2vx −m) and v ∈ N. The
inverse ϕ-transform Tψ is defined by
Tψλ :=
∑
m∈Zn
λ0,mΨm +
∞∑
v=1
∑
m∈Zn
λv,mψv,m,
where λ := {λv,m}v∈N0,m∈Zn ⊂ C, see [10].
Now we present the ϕ-transform characterization of these function spaces, see [8] and
[22].
Theorem 1 Let α ∈ C logloc and p, q ∈ C
log with 0 < p+, q+ < ∞. Suppose that Φ,
Ψ ∈ S(Rn) satisfy (5) and ϕ, ψ ∈ S(Rn) satisfy (6) such that (9) holds. The operators
Sϕ : F
α(·)
p(·),q(·) → f
α(·)
p(·),q(·) and Tψ : f
α(·)
p(·),q(·) → F
α(·)
p(·),q(·) are bounded. Furthermore, Tψ ◦ Sϕ
is the identity on F
α(·)
p(·),q(·).
Notice that this theorem is true for F
α(·)
∞,q spaces, with α ∈ C
log
loc and 0 < q <∞, see [5].
6
3 Complex interpolation
In this section we study complex interpolation of variable Triebel-Lizorkin spaces.
3.1 Complex interpolation for the spaces F α
p(·),q
In this subsection we study the complex interpolation of variable Triebel-Lizorkin
spaces F αp(·),q. We use the so-called retraction method which allows us to reduce the
problem to the interpolation of appropriate sequence spaces, see for instance the mono-
graphs [2, 17-18]. More information about complex interpolation of Besov and Triebel-
Lizorkin spaces of fixed exponents can be found in [17], [18], [19] and [20]. See [15]
for the complex interpolation (introduced by Triebel [17]) of Besov spaces and Triebel-
Lizorkin spaces with variable exponents. See also [1] for the complex interpolation of
variable Besov spaces. Complex interpolation between variable Lebesgue spaces and
BMO (or Hardy spaces) is given in [12].
Let A0 := {z ∈ C : 0 < Re z < 1} and A := {z ∈ C : 0 ≤ Re z ≤ 1}.
Definition 4 Let (X0, X1) be an interpolation couple of Banach lattices. Define F(X0, X1)
as the space of bounded analytic functions g : A0 → X0+X1, which extend continuously
to the closure A, such that the functions t→ g(j+ it) are bounded continuous functions
into Xj, j = 0, 1, which tend to zero as |t| → ∞. We endow F(X0, X1) with the norm
‖g‖F(X0,X1) := max
(
sup
t
‖g(it)‖X0 , sup
t
‖g(1 + it)‖X1
)
.
Further, we define the complex interpolation space
[X0, X1]θ := {f ∈ X0 +X1 : f = g(θ) for some g ∈ F(X0, X1)}, 0 < θ < 1
and
‖f‖[X0,X1]θ := inf{‖g‖F(X0,X1) : g ∈ F(X0, X1), g(θ) = f}.
Let X be a complex Banach space. A function f : Rn → X is said to be a simple
function if it can be written as
f =
N∑
j=1
ajχAj
with aj ∈ X and pairwise disjoint Aj ⊂ R
n, |Aj | < ∞ (j = 1, ..., N). Let p ∈ P.
The Bochner-Lebesgue spaces with variable exponent Lp(·)(Rn, X) is the collection of
all measurable functions f : Rn → X endowed with the norm:
‖f‖Lp(·)(Rn,X) := inf
{
λ > 0 : ̺Lp(·)(Rn,X)
(f
λ
)
≤ 1
}
.
The spaces Lp(·)(Rn, X) have been introduced by C. Cheng and J. Xu [4].
Let X0 and X1, be two complex Banach spaces, both linearly and continuously embed-
ded in a linear complex Hausdorff space A. Two such Banach spaces are said to be an
interpolation couple (X0, X1).
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Theorem 2 Let 0 < θ < 1. Let p0, p1 ∈ P with 1 ≤ p
+
0 , p
+
1 <∞ . We put
1
p(·)
:=
1− θ
p0(·)
+
θ
p1(·)
.
Further let (X0, X1) be an interpolation couple. Then
[Lp0(·)(Rn, X0), L
p1(·)(Rn, X1)]θ = L
p(·)(Rn, [X0, X1]θ).
Proof. Our approach follows essentially [2] and [18]. It is not hard to see, that the
space of simple functions is dense in Lp0(·)(Rn, X0) ∩ L
p1(·)(Rn, X1), and thus also in
Lp0(·)(Rn, X0), L
p1(·)(Rn, X1)]θ by [2, Theorem 4.2.2]. From now we consider only simple
functions. Let f(x) 6= 0 be a simple function,
f =
N∑
j=1
ajχAj (10)
with aj ∈ X0 ∩ X1 and pairwise disjoint Aj ⊂ R
n, |Aj | < ∞ (j = 1, ..., N). Let us
prove that
‖f‖[Lp0(·)(Rn,X0),Lp1(·)(Rn,X1)]θ ≤ ‖f‖Lp(·)(Rn,[X0,X1]θ) .
By the scaling argument, we see that it suffices to consider the case ‖f‖Lp(·)(Rn,[X0,X1]θ) =
1. We put for 0 ≤ Re z ≤ 1
g(x, z) = h(x, z) ‖f(x)‖
(
p(x)
p1(x)
−
p(x)
p0(x)
)
(z−θ)
[X0,X1]θ
,
where h ∈ F(X0, X1) for fixed x ∈ R
n, h(x, θ) = f(x) and h(x, z) = h(y, z) if x, y ∈
Aj , j = 1, ..., N and z is defined on the strip 0 ≤ Re z ≤ 1, h(x, z) = 0 for any
x ∈ Rn − ∪Nj=1Aj and
‖h(x, it)‖X0 , ‖h(x, 1 + it)‖X1 ≤ ‖f(x)‖[X0,X1]θ + ε,
ε is a given positive number. Using this we derive
̺Lp0(·)(Rn,X0)(g(it)) =
∫
Rn
|h(x, it)|p0(x) ‖f(x)‖
−
(
p(x)
p1(x)
− p(x)
p0(x)
)
θp0(x)
[X0,X1]θ
dx
≤
∫
Rn
‖f(x)‖
p(x)
[X0,X1]θ
dx+ ε′ = 1 + ε′.
Similarly,
̺Lp1(·)(Rn,X1)(g(1 + it)) ≤ 1 + ε
′.
Thus
‖g‖F(Lp0(·)(Rn,X0),Lp1(·)(Rn,X1)) ≤ 1.
This and g(·, θ) = f(·) we obtain
‖f‖[Lp0(·)(Rn,X0),Lp1(·)(Rn,X1)]θ ≤ 1.
Now let us prove that
‖f‖Lp(·)(Rn,[X0,X1]θ) ≤ ‖f‖[Lp0(·)(Rn,X0),Lp1(·)(Rn,X1)]θ .
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Let f be a simple function of type (10). Further, let g(x, z) ∈ F(X0, X1) where
g(x, θ) = f(x). We will prove that
‖f‖Lp(·)(Rn,[X0,X1]θ) ≤ c ‖g‖F(Lp0(·)(Rn,X0),Lp1(·)(Rn,X1)) .
From Lemma 4.3.2 in [2] and Ho¨lder’s inequality, we obtain
‖f(x)‖[X0,X1]θ ≤
( 1
1− θ
∫
R
‖g(x, it)‖X0 µ0(θ, t)dt
)1−θ
×
(1
θ
∫
R
‖g(x, 1 + it)‖X1 µ1(θ, t)dt
)θ
,
where µ0(θ, t) and µ1(θ, t) are the Poisson kernels for the strip A0,
1
1− θ
∫
R
µ0(θ, t)dt =
1
θ
∫
R
µ1(θ, t)dt = 1.
Using Ho¨lder’s inequality with respect to the variable t we get
‖f(x)‖[X0,X1]θ ≤
( 1
1− θ
∫
R
‖g(x, it)‖
p0(x)
X0
µ0(θ, t)dt
)(1−θ)/p0(x)
×
(1
θ
∫
R
‖g(x, 1 + it)‖
p1(x)
X1
µ1(θ, t)dt
)θ/p1(x)
.
Hence, again by Ho¨lder’s inequality with respect to the variable x we get
‖f‖Lp(·)(Rn,[X0,X1]θ) .
∥∥∥( 1
1− θ
∫
R
‖g(x, it)‖
p0(·)
X0
µ0(θ, t)dt
)1/p0(·)∥∥∥1−θ
p0(·)
×
∥∥∥(1
θ
∫
R
‖g(x, 1 + it)‖
p1(·)
X0
µ0(θ, t)dt
)1/p1(·)∥∥∥θ
p1(·)
.
The first norm is bounded by
‖g‖F(Lp0(·)(Rn,X0),Lp1(·)(Rn,X1)) .
Indeed,∫
Rn
1
1− θ
∫
R
∥∥∥g(x, it)
‖g‖F
∥∥∥p0(x)
X0
µ0(θ, t)dtdx =
1
1− θ
∫
R
∫
Rn
∥∥∥g(x, it)
‖g‖F
∥∥∥p0(x)
X0
dxµ0(θ, t)dt
≤
1
1− θ
∫
R
µ0(θ, t)dt = 1.
Similarly for the rest term. The proof of theorem is complete. 
Now we present complex interpolation of variable Triebel-Lizorkin space F αp(·),q. We
use the so-called retraction method which allows us to reduce the problem to the
interpolation of appropriate sequence spaces. We recall that a Banach space X is called
a retract of a Banach space Y if there are linear continuous operators R : Y → X
(retraction ) and S : X → Y (co-retraction ) such that the composition RS is the
identity operator in X .
First let us recall the Littlewood-Paley decomposition. Let Ψ be a function in S(Rn)
satisfying 0 ≤ Ψ(x) ≤ 1 for all x ∈ Rn, Ψ(x) = 1 for |x| ≤ 1 and Ψ(x) = 0 for
9
|x| ≥ 2. We put Fϕ0(x) = Ψ(x), Fϕ(x) = Ψ(
x
2
) − Ψ(x) and Fϕv(x) = Fϕ(2
1−vx)
for v = 1, 2, 3, .... Then {Fϕv}v∈N0 is a resolution of unity,
∑∞
v=0 Fϕv(x) = 1 for all
x ∈ Rn. Thus we obtain the Littlewood-Paley decomposition
f =
∞∑
v=0
ϕv ∗ f
of all f ∈ S ′(Rn) (convergence in S ′(Rn)). We define
S(f) = (ϕv ∗ f)v
and
R((fv)v) =
∞∑
v=0
ωv ∗ fv, (11)
where ωv = ϕv−1 + ϕv + ϕv+1.
Theorem 3 Let p ∈ C log with 1 ≤ p− < ∞, 1 ≤ q ≤ ∞ and α ∈ R. Let {Fϕv}v∈N0
be a resolution of unity. Then S is a co-retraction from F αp(·),qinto L
p(·)(ℓαq ) and R is a
corresponding retraction from Lp(·)(ℓαq ) onto F
α
p(·),q.
Proof. The convergence of the series (11) in S ′(Rn) can be obtained by Lemma 4.5
of [1], where one has to take into consideration Lp(·)(ℓαq ) →֒ ℓ
α
∞(L
p(·)). Clearly R is
a bounded linear operator from F αp(·),q into L
p(·)(ℓαq ). Moreover, RS is the identity
operator in F αp(·),q. Using the support properties of Fϕv and Fωv,
ϕv ∗R((fi)i) =
v+2∑
i=v−2
ϕv ∗ ωi ∗ fi
=
2∑
k=−2
ϕv ∗ ωk+v ∗ fk+v, v = 0, 1, ....
We can estimate |ϕv ∗ ωk+v ∗ fk+v| by
(ηv∗ |fk+v|
t)1/t, 0 < t < min(p−, q),
see [5]. Applying Lemma 2,
‖R((fi)i)‖Fα
p(·),q
.
2∑
k=−2
∥∥∥ (2vαfk+v)v≥0 ∥∥∥
Lp(·)(ℓq)
.
∥∥ (2vαfv)v≥0 ∥∥Lp(·)(ℓq).
The proof of theorem is complete. 
Now we are ready to formulate the main statement of this subsection.
Theorem 4 Let 0 < θ < 1. Let p0, p1 ∈ C
log with 1 ≤ p+0 , p
+
1 < ∞, 1 ≤ q0, q1 < ∞
and α0, α1 ∈ R. We put
1
p(·)
:=
1− θ
p0(·)
+
θ
p1(·)
,
1
q
:=
1− θ
q0
+
θ
q1
and α := (1− θ)α0 + θα1.
Then
[F α0p0(·),q0 , F
α1
p1(·),q1
]θ = F
α
p(·),q
holds in the sense of equivalent norms.
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Proof. The embedding (8) shows that (F α0p0(·),q0, F
α1
p1(·),q1
) is an interpolation couple. By
Theorem 3,
‖f‖[Fα0
p0(·),q0
,F
α1
p1(·),q1
]θ
≈ ‖(ϕv ∗ f)v‖[Lp0(·)(ℓα0q0 ),Lp1(·)(ℓ
α1
q1
)]θ
.
Now by Theorem 2 the left-hand side is equivalent to ‖(ϕv ∗ f)v‖Lp(·)(ℓαq ). 
3.2 Complex interpolation for the spaces F
α(·)
p(·),p(·) and some lim-
iting cases
In this subsection we present interpolation results in F
α(·)
p(·),p(·) spaces and some conse-
quences,. We follow the approach of Frazier and Jawerth [10], see also [16] and [19].
We start by defining the Caldero´n product of two Banach lattices. Let (A, S, µ) be
a σ-finite measure space and let M be the class of all complex-valued, µ-measurable
functions on A. Then a Banach space X ⊂M is called a Banach lattice of functions if
for every f ∈ X and g ∈ M with |g(x)| ≤ |f(x)| for µ-a.e. x ∈ X one has g ∈ X and
‖g‖X ≤ ‖f‖X .
Definition 5 Let (A, S, µ) be a σ-finite measure space and let M be the class of all
complex-valued, µ-measurable functions on A. Suppose that X0 and X1 are Banach
lattices on M. Given 0 < θ < 1, define the Caldero´n product X1−θ0 ·X
θ
1 as the collection
of all functions f ∈M satisfying
‖f‖X1−θ0 ·Xθ1
:= inf
{
‖g‖1−θX0 ‖h‖
θ
X1
: |f | ≤ |g|1−θ|h|θ, µ-a.e., ‖g‖X0 ≤ 1, ‖h‖X1 ≤ 1
}
.
Remark 1 Caldero´n products have been introduced by Caldero´n [3] (in a little bit
different form which coincides with the above one). Further properties we refer to,
Frazier and Jawerth [10], Mendez and Mitrea [13], Kalton, Mayboroda and Mitrea [11]
and Yang, Yuan and Zhuo [19].
We need a few useful properties, see [19].
Lemma 5 Let (A, S, µ) be a σ-finite measure space and let M be the class of all
complex-valued, µ-measurable functions on A. Suppose that X0 and X1 are Banach
lattices on M. Let 0 < θ < 1.
(i) Then the Caldero´n product X1−θ0 ·X
θ
1 is a Banach space.
(ii) Define the Caldero´n product ˜X1−θ0 ·X
θ
1 as the collection of all functions f ∈ M
satisfying
‖f‖ ˜X1−θ0 ·Xθ1
:= inf
{
M > 0 : |f | ≤M |g|1−θ|h|θ, ‖g‖X0 ≤ 1, ‖h‖X1 ≤ 1
}
.
Then ˜X1−θ0 ·X
θ
1 = X
1−θ
0 ·X
θ
1 follows with equality of norms.
Now we turn to the investigation of the Caldero´n products of the sequence spaces
f
α(·)
p(·),p(·).
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Theorem 5 Let 0 < θ < 1. Let p0, p1 ∈ C
log with 1 ≤ p+0 , p
+
1 < ∞ and α0, α1 ∈ C
log
loc .
We put
1
p(·)
:=
1− θ
p0(·)
+
θ
p1(·)
and α(·) := (1− θ)α0(·) + θα1(·). (12)
Then (
f
α0(·)
p0(·),p0(·)
)1−θ(
f
α1(·)
p1(·),p1(·)
)θ
= f
α(·)
p(·),p(·)
holds in the sense of equivalent norms.
Proof.
Step 1. We shall prove
(
f
α0(·)
p0(·),p0(·)
)1−θ(
f
α1(·)
p1(·),p1(·)
)θ
→֒ f
α(·)
p(·),p(·).
We suppose, that sequences λ := (λj,m)j,m, λ
i := (λij,m)j,m, i = 0, 1, are given and that
|λj,m| ≤ |λ
0
j,m|
1−θ|λ1j,m|
θ
holds for all j ∈ N0 and m ∈ Z
n. Let
g(x) :=
( ∞∑
j=0
∑
m∈Zn
2j(α(x)+n/2)p(x)|λj,m|
p(x)χj,m(x)
)1/p(x)
. (13)
Since,
2j(α(x)+n/2)p(x)|λj,m|
p(x)χj,m(x)
=
(
2j(α0(x)+n/2)|λj,m|χj,m(x)
)p(x)(1−θ) (
2j(α1(x)+n/2)|λj,m|χj,m(x)
)p(x)θ
,
then, Ho¨lder’s inequality implies that g(x) can be estimated by
( ∞∑
j=0
∑
m∈Zn
(
2j(α0(x)+n/2)|λj,m|χj,m(x)
)p0(x) )(1−θ)/p0(x)
(14)
×
( ∞∑
j=0
∑
m∈Zn
(
2j(α1(x)+n/2)|λj,m|χj,m(x)
)p1(x) )θ/p1(x)
.
Apply Ho¨lder’s inequality again but with conjugate indices p0(·)
(1−θ)
and p1(·)
θ
, we obtain
∥∥λ∥∥
f
α(·)
p(·),p(·)
≤
∥∥λ0∥∥1−θ
f
α0(·)
p0(·),p0(·)
∥∥λ1∥∥θ
f
α1(·)
p1(·),p1(·)
.
Step 2. Now we turn to the proof of
f
α(·)
p(·),p(·) →֒
(
f
α0(·)
p0(·),p0(·)
)1−θ(
f
α1(·)
p1(·),p1(·)
)θ
.
We will use Lemma 5. Let the sequence λ ∈ f
α(·)
p(·),p(·) be given with∥∥λ∥∥
f
α(·)
p(·),p(·)
6= 0.
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We have to find sequences λ0 and λ1 such that |λj,m| ≤ M |λ
0
j,m|
1−θ|λ1j,m|
θ for every
j ∈ N0, m ∈ Z
n and ∥∥λ0∥∥
f
α0(·)
p0(·),p0(·)
. 1 and
∥∥λ1∥∥
f
α1(·)
p1(·),p1(·)
. 1 (15)
with some constant c independent of λ. We follow ideas of the proof of Theorem 8.2
in Frazier and Jawerth [10], see also Sickel, Skrzypczak and Vyb´ıral [16]. Set
u(·) := p(·)θ
(α1(·)
p0(·)
− α0(·)
p1(·)
)
+ n
2
( p(·)
p0(·)
− 1
)
and
v(·) := p(·)(1− θ)
(α0(·)
p1(·)
− α1(·)
p0(·)
)
+ n
2
( p(·)
p1(·)
− 1
)
.
We put
λ0j,m := 2
ju(xj,m)
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
)p(xj,m)/p0(xj,m)
, xj,m = 2
−jm.
Also, set
λ1j,m := 2
jv(xj,m)
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
)p(xj,m)/p1(xj,m)
.
Observe that
|λj,m| ≤
∥∥λ∥∥
f
α(·)
p(·),p(·)
(
λ0j,m
)1−θ(
λ1j,m
)θ
,
which holds now for all pairs (j,m).
Estimation of
∥∥λ0∥∥
f
α0(·)
p0(·),p0(·)
. Set
I(·) :=
∞∑
j=0
∑
m∈Zn
(
2j(α0(·)+
n
2
)|λ0j,m|χj,m
)p0(·)
.
We use the local log-Ho¨lder continuity of α0, α1, p0 and p1 to show that
2ju(x) ≤ c 2ju(y) and 2j(α(x)−
n
p(x)
) ≤ c 2j(α(y)−
n
p(y)
), x, y ∈ Qj,m, (16)
where c > 0 is independent of m ∈ Zn and j ∈ N0. Now
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
) p(xj,m)
p0(xj,m) can be
rewritten us(
2
j(α(xj,m)+
n
2
− n
p(xj,m)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
) p(xj,m)
p0(xj,m)2
−j(α(xj,m)+
n
2
− n
p(xj,m)
)
p(xj,m)
p0(xj,m) .
After applying Lemma 3, we get
2
j(α(xj,m)+
n
2
− n
p(xj,m)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
. 1. (17)
Observe that
2
j(α(xj,m)+
n
2
− n
p(xj,m)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
=
1
|Qj,m|
∫
Qj,m
2
j(α(xj,m)+
n
2
− n
p(xj,m)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
dy
.
1
|Qj,m|
∫
Qj,m
2j(α(y)+
n
2
− n
p(y)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
dy
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for any m ∈ Zn and any j ∈ N0. Taking the
σ(xj,m)p(xj,m)
p0(xj,m)
-power, with p0(·)
p(·)
< σ(·) < 1
and σ ∈ C log, by (17) we can apply Lemma 4 and obtain that
(
2
j(α(xj,m)+
n
2
− n
p(xj,m)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
)σ(xj,m)p(xj,m)
p0(xj,m)
.
1
|Qj,m|
∫
Qj,m
(
2
j(α(y)+n
2
− n
p(y)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
)σ(y)p(y)
p0(y) dy + 2−jnhη0,h(xj,m).
Applying again Lemma 3, the last term with 1
σ(xj,m)
-power is bounded by
2
1
σ−
−1
|Qj,m|
∫
Qj,m
(
2j(α(y)+
n
2
− n
p(y)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
) p(y)
p0(y)dy + 2
1
σ−
−jnh+1η0,h(xj,m)
. ηj,ρ ∗
(
2j(α(·)+
n
2
− n
p(·)
) |λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
χQj,m
) p(·)
p0(·) (x) + 2−jnhη0,h(x)
for any h, ρ > 0 and any x ∈ Qj,m. Applying the second estimate of (16), the term(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
) p(xj,m)
p0(xj,m) can be estimated by
c ηj,ρ1 ∗
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
χQj,m
) p(·)
p0(·) (x) + c 2−j(nh+d)η0,h(x),
where
d =
(
(α+
n
2
−
n
p
)
p
p0
)−
and ρ1 = ρ− clog((α +
n
2
−
n
p
)
p
p0
).
From the estimations above, for any x ∈ Qj,m
2j(α0(x)+
n
2
)|λ0j,m| . ηj,ρ2 ∗̥j,m(x) + 2
−j(nh+d−(u++α+0 +
n
2
))η0,h(x),
where the implicit positive constant not depending on x,m and j, with
̥j,m = 2
j(α0(·)+
n
2
)+ju(·)
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
) p(·)
p0(·)χQj,m ,
where
ρ2 = ρ1 − clog(α0)− clog(u).
Hence
∥∥ (Ip0(·)(·))1/p0(·) ∥∥
p0(·)
is bounded by
c
∥∥∥( ∞∑
j=0
∑
m∈Zn
(
ηj,ρ2 ∗̥j,m
)p0(·) )1/p0(·)∥∥∥
p0(·)
+ c
∥∥η0,h∥∥p0(·)
( ∞∑
j=0
2−j(nh+d−(u
++α+0 +
n
2
))p−0
) 1
p
−
0 ,
where in the second estimate we used the embedding Lp(·)(ℓp
−
) →֒ Lp(·)(ℓp(·)). By
taking h large enough such that h > (α+0 +u
++ n
2
)/n− d
n
the second term is bounded.
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Taking ρ2 large enough and applying Lemma 2 to estimate the first expression by
c
∥∥∥( ∞∑
j=0
∑
m∈Zn
̥
p0(·)
j,m
)1/p0(·)∥∥∥
p0(·)
= c
∥∥∥( ∞∑
j=0
∑
m∈Zn
2j(α(·)+
n
2
)p(·)
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),p(·)
)q(·)
χQj,m
)1/p0(·)∥∥∥
p0(·)
,
since u(·)+α0(·) = α(·)
p(·)
p0(·)
+ n
2
( p(·)
p0(·)
−1
)
. Therefore,
∥∥ (Ip0(·)(·))1/p0(·) ∥∥
p0(·)
is bounded
by
c
∥∥∥( g(·)∥∥λ∥∥
f
α(·)
p(·),p(·)
)p(·)/p0(·)∥∥∥
p0(·)
+ c.
This term is bounded, since ∫
Rn
( g(x)∥∥λ∥∥
f
α(·)
p(·),p(·)
)p(x)
dx ≤ 1.
Estimation of
∥∥λ1∥∥
f
α1(·)
p1(·),p1(·)
. Replacing α0, p0 and u by α1, p1 and v, respectively
and this leads to the desired inequality. 
Notice that this theorem can be generalized to the case 0 < p+0 , p
+
1 <∞.
Theorem 6 Let 0 < θ < 1 and 1 ≤ q0, q1 < ∞. Let p0 ∈ C
log with 1 ≤ p+0 < ∞ and
α0, α1 ∈ C
log
loc . We put
1
p(·)
:=
1− θ
p0(·)
,
1
q
:=
1− θ
q0
+
θ
q1
and α(·) := (1− θ)α0(·) + θα1(·).
Then (
f
α0(·)
p0(·),q0
)1−θ(
fα1(·)∞,q1
)θ
= f
α(·)
p(·),q
holds in the sense of equivalent norms.
Proof.
Step 1. We shall prove (
f
α0(·)
p0(·),q0
)1−θ(
fα1(·)∞,q1
)θ
→֒ f
α(·)
p(·),q.
We suppose, that sequences λ := (λj,m)j,m, λ
i := (λij,m)j,m, i = 0, 1, are given and that
|λj,m| ≤ |λ
0
j,m|
1−θ|λ1j,m|
θ
holds for all j ∈ N0 and m ∈ Z
n. In (13) we replace p(x) by q and χj,m by χEQj,m
, with
EQj,m ⊂ Qj,m and |EQj,m| > |Qj,m|/2, we obtain (14) with q0 and q1 in place of p0(x)
and p0(x), respectively, and χEQj,m
in place of χj,m. Estimate the second factor by its
L∞-norm and using Propositions 1 we get
∥∥λ∥∥
f
α(·)
p(·),q
≤
∥∥λ0∥∥1−θ
f
α0(·)
p0(·),q0
∥∥λ1∥∥θ
f
α1(·)
∞,q1
.
Step 2. We prove
f
α(·)
p(·),q →֒
(
f
α0(·)
p0(·),q0
)1−θ(
fα1(·)∞,q1
)θ
.
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Let the sequence λ ∈ f
α(·)
p(·),q be given with∥∥λ∥∥
f
α(·)
p(·),q
6= 0.
Let δ = − q
q1
and γ(·) := p(·)
p0(·)
− q
q0
. Observe that γ is a constant function. We follow
ideas of the proof of Theorem 8.2 in Frazier and Jawerth [10]. Set
Aℓ,γ :=
{
x ∈ Rn :
( g(x)∥∥λ∥∥
f
α(·)
p(·),q
)γ
> 2ℓ
}
,
with ℓ ∈ Z. Obviously Aℓ+1,γ ⊂ Aℓ,γ for any ℓ ∈ Z. Now we introduce a (partial)
decomposition of N0 × Z
n by taking
Cγℓ := {(j,m) : |Qj,m ∩Aℓ,γ| >
|Qj,m|
2
and |Qj,m ∩ Aℓ+1,γ| ≤
|Qj,m|
2
}, ℓ ∈ Z.
The sets Cγℓ are pairwise disjoint, i.e., C
γ
ℓ ∩C
γ
v = ∅ if ℓ 6= v. Let us prove that λj,m = 0
holds for all tuples (j,m) /∈ ∪ℓC
γ
ℓ . Let us consider one such tuple (j0, m0) and let us
choose ℓ0 ∈ Z arbitrary. First suppose that (j0, m0) /∈ C
γ
ℓ0
, then either
|Qj0,m0 ∩ Aℓ0,γ| ≤
|Qj0,m0 |
2
or |Qj0,m0 ∩ Aℓ0+1,γ| >
|Qj0,m0 |
2
. (18)
Let us assume for the moment that the second condition is satisfied. By induction on
ℓ it follows
|Qj0,m0 ∩ Aℓ+1,γ| >
|Qj0,m0 |
2
for all ℓ ≥ ℓ0. (19)
Let D := ∩ℓ≥ℓ0Qj0,m0 ∩ Aℓ+1,γ. The family {Qj0,m0 ∩ Aℓ,γ}ℓ is a decreasing family of
sets, i.e., Qj0,m0 ∩Aℓ+1,γ ⊂ Qj0,m0 ∩Aℓ,γ. Therefore, in view of (19), the measure of the
set D is larger than or equal to
|Qj0,m0 |
2
. Hence ̺p(·)
(
g∥∥λ∥∥
f
α(·)
p(·),q
)
is greater than or equal
to ∫
Rn
( g(x)∥∥λ∥∥
f
α(·)
p(·),q
)p(x)
χQj0,m0∩Aℓ+1,γ(x)dx ≥ 2
ℓ p
−
γ |D|, ℓ ≥ max(ℓ0, 0).
Now ̺p(·)
(
g∥∥λ∥∥
f
α(·)
p(·),q
)
is finite, since λ ∈ fα(·)p(·),q, letting ℓ tend to infinity and using that
|D| ≥
|Qj0,m0 |
2
, we get a contradiction. Hence, we have to turn in (18) to the situation
where the first condition is satisfied. We claim,
|Qj0,m0 ∩Aℓ,γ| ≤
|Qj0,m0|
2
for all ℓ ∈ Z.
Obviously this yields
|Qj0,m0 ∩ A
c
ℓ,γ| >
|Qj0,m0 |
2
for all ℓ ∈ Z, (20)
again this follows by induction on ℓ using (j0, m0) /∈ ∪ℓC
γ
ℓ . Set E = ∩ℓ≥max(0,−ℓ0)Qj0,m0∩
Ac−ℓ,γ = ∩ℓ≥max(0,−ℓ0)hℓ. The family {hℓ}ℓ is a decreasing family of sets, i.e., hℓ+1 ⊂ hℓ.
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Therefore, in view of (20), the measure of the set E is larger than or equal to
|Qj0,m0 |
2
.
By selecting a point x ∈ E we obtain
2j0α(x)|λj0,m0 | ≤ g(x) ≤
∥∥λ∥∥
f
α(·)
p(·),q
2−ℓ/γ.
Now, for ℓ tending to +∞ the claim, namely λj0,m0 = 0, follows. We put, as in the
proof of Theorem 5,
u(·) := qθ
(α1(·)
q0
− α0(·)
q1
)
+ n
2
(
q
q0
− 1
)
and
v(·) := q(1− θ)
(α0(·)
q1
− α1(·)
q0
)
+ n
2
(
q
q1
− 1
)
.
If (j,m) /∈ ∪ℓ∈ZC
γ
ℓ , then we define λ
0
j,m = λ
1
j,m = 0. Let (j,m) ∈ C
γ
ℓ . We set
λ0j,m := λ
0, δ
γ
j,m,u,q0
:= 2ℓ+ju(xj,m)
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),q
)q/q0
.
Also, set
λ1j,m := λ
1, δ
γ
j,m,v,q1
:= 2ℓ
δ
γ
+jv(xj,m)
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),q
)q/q1
.
Observe that
|λj,m| ≤
∥∥λ∥∥
f
α(·)
p(·),q(·)
2−ℓ(1−θ+
δ
γ
θ)2−j(u(xj,m)(1−θ)+v(xj,m)θ)
(
λ0j,m
)1−θ(
λ1j,m
)θ
=
∥∥λ∥∥
f
α(·)
p(·),q(·)
(
λ0j,m
)1−θ(
λ1j,m
)θ
,
which holds now for all pairs (j,m). As in the proof of Theorem 5, We will prove the
following two inequalities∥∥λ0∥∥
f
α0(·)
p0(·),q0
. 1 and
∥∥λ1∥∥
f
α1(·)
∞,q1
. 1.
Estimation of
∥∥λ0∥∥
f
α0(·)
p0(·),q0
. We write
∞∑
j=0
∑
m∈Zn
(
2j(α0(·)+
n
2
)|λ0j,m|χj,m
)q0
=
∞∑
ℓ=−∞
∑
(j,m)∈Cγℓ
· · · =: I.
We use the local log-Ho¨lder continuity of α0 and α1 to show that
2ju(xj,m) ≤ c 2ju(t) and 2jα0(x) ≤ c 2jα0(t), x, t ∈ Qj,m,
where c > 0 is independent of ℓ and j. Therefore,
2j(α0(x)+
n
2
)+ju(xj,m) .
1
|Qj,m ∩ Aℓ,γ|
∫
Qj,m∩Aℓ,γ
2j(α0(t)+
n
2
)+ju(t)dt
.
1
|Qj,m|
∫
Qj,m∩Aℓ,γ
2j(α0(t)+
n
2
)+ju(t)dt
. ηj,h ∗ 2
j(α0(·)+
n
2
)+ju(·)χQj,m∩Aℓ,γ (x), j,m ∈ C
γ
ℓ ,
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where h > n and the implicit positive constant not depending on x, ℓ,m and j. Hence∥∥ (Iq0(·))1/q0 ∥∥
p0(·)
is bounded by
c
∥∥∥( ∞∑
ℓ=−∞
∑
(j,m)∈Cγ
ℓ
(
ηj,h ∗̥j,ℓ,m
)q0 )1/q0∥∥∥
p0(·)
,
where
̥j,ℓ,m = 2
j(α0(·)+
n
2
)+ju(·)+ℓ
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),q(·)
) q
q0 χQj,m∩Aℓ,γ .
Applying Lemma 2 to estimate the last norm by
c
∥∥∥( ∞∑
ℓ=−∞
∑
(j,m)∈Cγ
ℓ
̥q0j,ℓ,m
)1/q0∥∥∥
p0(·)
= c
∥∥∥( ∞∑
ℓ=−∞
∑
(j,m)∈Cγ
ℓ
2j(α(·)+
n
2
)q+ℓq0
(
|λj,m|∥∥λ∥∥
f
α(·)
p(·),q
)q
χQj,m∩Aℓ,γ
)1/q0∥∥∥
p0(·)
,
since u(·) + α0(·) = α(·)
q
q0
+ n
2
(
q
q0
− 1
)
. Observe that
2ℓ ≤
( g(x)∥∥λ∥∥
f
α(·)
p(·),q
)γ
for any x ∈ Qj,m ∩Aℓ,γ and since γ +
q
q0
= p(·)
p0(·)
, then
∥∥ (Iq0(·))1/q0 ∥∥
p0(·)
is bounded by
c
∥∥∥( g∥∥λ∥∥
f
α(·)
p(·),q(·)
)γ( g∥∥λ∥∥
f
α(·)
p(·),q(·)
)q/q0∥∥∥
p0(·)
= c
∥∥∥( g∥∥λ∥∥
f
α(·)
p(·),q(·)
)p(·)/p0(·)∥∥∥
p0(·)
.
Obviously, the last norm is less than or equal to one.
Estimation of
∥∥λ1∥∥
f
α1(·)
∞,q1
. By Proposition 1 with EℓQj,m = Qj,m ∩A
c
ℓ+1,γ,
∥∥λ1∥∥
f
α1(·)
∞,q1
.
∥∥∥( ∞∑
ℓ=−∞
∑
(j,m)∈Cγ
ℓ
2j(α1(·)+
n
2
)q1(λ1j,m)
q1χEℓQj,m
)1/q1∥∥∥
∞
.
Observe that
λ1j,m . 2
ℓ δ
γ
+jv(x)
( |λj,m|∥∥λ∥∥fα(·)p(·),q
) q
q1 ≤ 2jv(x)
( g(x)∥∥λ∥∥
f
α(·)
p(·),q
)− q
q1
( |λj,m|∥∥λ∥∥
f
α(·)
p(·),q
) q
q1
for any x ∈ EℓQj,m and any (j,m) ∈ C
γ
ℓ . Therefore,
∥∥λ1∥∥
f
α1(·)
∞,q1
. 1. Hence, we complete
the proof. 
Notice that this theorem for α0 = α1 = 0 and q0 = q1 = 2 was proved by T. Kopaliani,
[12, Theorem 3.1]. This theorem can be generalized to the case 0 < p+0 , p
+
1 , q0, q1 <∞.
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Suppose that X0 and X1 are Banach lattices on measure space (M, µ), and let X =
X1−θ0 ×X
θ
1 for some 0 < θ < 1. Suppose that X hus the property
f ∈ X, |fn (x)| ≤ |f (x)| , µ-a.e., and lim
n→∞
fn = f, µ-a.e. =⇒ lim
n→∞
‖fn‖X = ‖f‖X .
(21)
Caldero´n [3, p. 125] then shows that X1−θ0 ×X
θ
1 = [X0, X1]θ.
Now we turn to the complex interpolation of the distribution spaces F
α(·)
p(·),p(·).
Theorem 7 Let 0 < θ < 1. Let p0, p1 ∈ C
log with 1 ≤ p+0 , p
+
1 < ∞ and α0, α1 ∈ C
log
loc .
We put
1
p(·)
:=
1− θ
p0(·)
+
θ
p1(·)
and α(·) := (1− θ)α0(·) + θα1(·).
Then
[f
α0(·)
p0(·),p0(·)
, f
α1(·)
p1(·),p1(·)
]θ = f
α(·)
p(·),p(·) (22)
and
[F
α0(·)
p0(·),p0(·)
, F
α1(·)
p1(·),p1(·)
]θ = F
α(·)
p(·),p(·) (23)
holds in the sense of equivalent norms.
Proof. Since f
α0(·)
p0(·),p0(·)
and f
α1(·)
p1(·),p1(·)
are Banach lattices. Then, it suffices to use
Caldero´n’s result to X = f
α(·)
p(·),p(·) where the property (21) follows easily from the
dominated convergence theorem. Hence Theorem 5 yields (22). Now (23) follows
from (22) and Theorem 1. 
Similarly we formulate the main statement on complex interpolation of variable Triebel-
Lizorkin spaces F
α(·)
p(·),q.
Theorem 8 Let 0 < θ < 1 and 1 ≤ q0, q1 < ∞. Let p0 ∈ C
log with 1 ≤ p+0 < ∞ and
α0, α1 ∈ C
log
loc . We put
1
p(·)
:=
1− θ
p0(·)
,
1
q
:=
1− θ
q0
+
θ
q1
and α(·) := (1− θ)α0(·) + θα1(·).
Then
[f
α0(·)
p0(·),q0
, fα1(·)∞,q1 ]θ = f
α(·)
p(·),q
and
[F
α0(·)
p0(·),q0
, F α1(·)∞,q1 ]θ = F
α(·)
p(·),q
holds in the sense of equivalent norms.
Using a combination of the arguments used in the proof of Theorems 7 and 8 and the
fact that γ(·)
δ(·)
is a constant function with negative values, we arrive at the following
complex interpolation of variable Triebel-Lizorkin spaces.
Theorem 9 Let 0 < θ < 1. Let p0, p1, q0, q1 ∈ C
log with 1 ≤ p+0 , q
+
0 , p
+
1 , q
+
1 < ∞ and
α0, α1 ∈ C
log
loc . We put
1
p(·)
:=
1− θ
p0(·)
+
θ
p1(·)
,
1
q(·)
:=
1− θ
q0(·)
+
θ
q1(·)
, α(·) := (1− θ)α0(·) + θα1(·)
and
γ(·) :=
p(·)
p0(·)
−
q(·)
q0(·)
.
(i) We suppose that γ(x) = 0 for any x ∈ Rn. Then
[f
α0(·)
p0(·),q0(·)
, f
α1(·)
p1(·),q1(·)
]θ = f
α(·)
p(·),q(·)
and
[F
α0(·)
p0(·),q0(·)
, F
α1(·)
p1(·),q1(·)
]θ = F
α(·)
p(·),q(·)
holds in the sense of equivalent norms.
(ii) We suppose that q0 and q1 are constants. In addition, we assume that γ(x) 6= 0 for
any x ∈ Rn. Then
[f
α0(·)
p0(·),q0
, f
α1(·)
p1(·),q1
]θ = f
α(·)
p(·),q
and
[F
α0(·)
p0(·),q0
, F
α1(·)
p1(·),q1
]θ = F
α(·)
p(·),q
holds in the sense of equivalent norms.
Remark 2 It should be mentioned that if α0, α1, q0 and q1 are constants, Theorem 4
is more general than what has been given here.
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