In this paper, we consider an Ising model with three competing interactions (nearest neighbor, next-nearest neighbor, and ternary prolonged neighbor) on the Cayley tree of order two, investigated by Ganikhodjaev et al. We study translation-invariant Gibbs measures of the Ising model with these competing interactions. Also, we investigate the set of the extreme Gibbs measures called Markov random elds with memory 2 of the model.
Introduction and denitions
One of the central objects of equilibrium statistical mechanics is the Gibbs measure [1] , a branch of probability theory that takes its origin from Boltzmann [2] . Also, one of the main problems of the statistical physics is to describe all the Gibbs measures corresponding to the given Hamiltonian. It is well known that such measures form a nonempty convex compact subset in the set of all probabilistic measures. The purpose of this paper is to investigate the Gibbs measures of the Ising model [3] with ternary prolonged and nearest neighbor interactions on the Cayley tree of order two and to describe its extreme elements (pure phases). In [4] , we have studied phase diagram and extreme Gibbs measures of the Ising model on a Cayley tree in the presence of competing binary and ternary interactions. In [5] , we have obtained the extreme Gibbs measures of the Vannimenus model [6] .
We studied the Gibbs states (phases) that correspond in probability theory to what are called Markov chains with memory length 2 by using the method in [7] . In this paper, we combine the results obtained in [4] and [5] . Our model with competing nearest-neighbors, next-nearest neighbors, and prolonged next-nearest-neighbors ternary interactions is dened by the following Hamiltonian:
where the sum in the rst term ranges nearest-neighbors (NN), the sum in the second term ranges all next-nearest neighbors (NNN) and the sum in the third term ranges all prolonged ternary next-nearest-neighbors (PTNNN).
Here J 1 , J p , J t ∈ R are coupling constants (see [3] 
it splits into four components four single-trunk Cayley
Theorem 2.1. In order for µ to be an extreme Gibbs distribution on Γ k , it is necessary and sucient that there exist extreme Gibbs distributions n ≥ 2. We write l 1 ≺ l 2 if i(l 1 ) = x, y , i(l 2 ) = z, t and x ≺ y ≺ z ≺ t. We call the edge l 2 a direct successor of l 1 if i(l 1 ) = x, y , i(l 2 ) = y, z and x ≺ y ≺ z.
For given edge l x = x, y ∈ L l0 with x ≺ y the set of vertices V 
Proof : This also follows from Theorem III.1 [7] .
Denote as above by E = E(Γ Proof. The proof is the similar to the proof of the Theorem 3.3 in [5] .
Let µ ∈ F and {µ lx , x ∈ V l0 } be the corresponding Gibbs distributions on Γ k lx , x ∈ V l0 . Consider the distribution µ lx (σ(l x )) of the conguratio σ(l x ) with respect to µ lx writing it in the form µ lx (σ(l x )) = Z −1 exp(σ(x)σ(y)h xy,σ(x)σ(y) ), where h xy,σ(x)σ(y) ∈ R is the eective local external eld at the edge l x induced by µ lx and Z is the normalizing factor. Let l x = x, y , l y = y, z , where
Then for xed σ(x) = ±1 and σ(y) = ±1, we obtain the following recurrent equations:
= exp (h yz,++ + βJ p + βJ t + 2βJ 1 )
In this paper, our main aim is to solve the system of equations in (4). Therefore, there are three cases when this system of equations is solvable:
For each of these cases we will dene the transformation:
describe translation-invariant phases of the model (1).
Markov random elds with memory 2: phase transitions
In this section we consider the Gibbs states (phases) 
h1(y,t)+h2(y,t) b 2 + ac 2 e h1(y,t)+h2(y,t) ,
where exp(2βJ 1 ) = a, exp(βJ p ) = b, exp(βJ t ) = c and β = 1/T . Theorem 3.4. For any collection of the quantities {h l , l ∈ L 0 } satisfying these recurrent equations there exists the Gibbs distribution µ ∈ F (Γ k l0 ); moreover, the distribution is unique. 
If we choose as h
The xed points h = F (h) of Eq. (5), where h = (h 1 , h 2 ), describe translation-invariant phases of the model (1).
Let us investigate the xed points of the dynamic system (6): 
Assume that u = z 1 z 2 . If we multiply the identities in (7) then we obtain g(u) := a 2 ((bc) 2 u + 1)(ab 2 u + c 2 )
(au + (bc) 2 )(ac 2 u + b 2 ) = u.
