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AN ESTIMATE OF GREEN’S FUNCTION
OF THE PROBLEM OF BOUNDED SOLUTIONS
IN THE CASE OF A TRIANGULAR COEFFICIENT
V. G. KURBATOV AND I.V. KURBATOVA
Abstract. An estimate of Green’s function of the bounded solutions problem
for the ordinary differential equation x′(t) − Bx(t) = f(t) is proposed. It is
assumed that the matrix coefficient B is triangular. This estimate is a general-
ization of the estimate of the matrix exponential proved by Ch. F. Van Loan.
Introduction
Any square complex matrix A can be represented in the triangular Schur form
A = Q−1BQ, where B is triangular and Q is unitary. Moreover, the Schur
decomposition is calculated effectively and constitutes the preliminary stage of
many algorithms connected with spectral theory. Thus, in numerical analysis,
having a matrix A, one may assume that its triangular form is known. In its
turn, any triangular matrix B can be easily represented as the sum B = D +N
of a diagonal matrix D and a strictly triangular matrix N . In [25] it is established
the estimate
‖eAt‖ = ‖eBt‖ ≤ eαt
n−1∑
k=0
‖Nt‖k
k!
, t ≥ 0, (∗)
where the matrix A has the size n × n and α = max{Reλ : λ ∈ σ(A) }. For
other estimates of eAt, see, e.g., [4, 9], [16, ch. 9, § 1]. In this paper, we establish
an estimate similar to (∗) for Green’s function of the bounded solutions problem
(Theorem 4). Different estimates for Green’s function are obtained in [5, 10, 18].
We consider the differential equation
x′(t)− Ax(t) = f(t), t ∈ R, (∗∗)
where A is a square complex matrix. The bounded solutions problem is the prob-
lem of finding a bounded solution x that corresponds to a bounded free term
f . The bounded solutions problem is closely connected with the problem of ex-
ponential dichotomy of solutions. For the discussion of the bounded solutions
problem from different points of view and related questions, see [1, 2, 3, 6, 7, 11,
13, 14, 22, 23, 24] and the references therein.
It is known (Theorem 1) that equation (∗∗) has a unique bounded solution
x for any bounded continuous free term f if and only if the spectrum of the
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coefficient A is disjoint from the imaginary axis. In this case, the solution can be
represented in the form
x(t) =
∫ ∞
−∞
G(A, s)f(t− s) ds.
The kernel G is called Green’s function. Assuming that A is triangular or a trian-
gular form of A is known, we establish an effective estimate of Green’s function
(Theorem 4). Estimates of Green’s function are important, e.g., for numerical
methods [4, 5, 10, 17, 21].
1. The definition of Green’s function
For λ ∈ C and t ∈ R, we consider the functions
exp+t (λ) =
{
eλt, if t > 0,
0, if t < 0,
exp−t (λ) =
{
0, if t > 0,
−eλt, if t < 0,
gt(λ) =
{
exp−t (λ), if Reλ > 0,
exp+t (λ), if Reλ < 0.
These functions are undefined for t = 0. The function gt is also undefined for
Reλ = 0. For any fixed t 6= 0, all three functions are analytic on their domains.
Let A be a complex matrix of the size n × n. We consider the differential
equation
x′(t) = Ax(t) + f(t), t ∈ R. (1)
The bounded solutions problem is the problem of finding bounded solution x :
R → Cn under the assumption that the free term f : R → Cn is a bounded
function.
Theorem 1 ([7, Theorem 4.1, p. 81]). Let A be a complex matrix of the size n×n.
Equation (1) has a unique bounded on R solution x for any bounded continuous
function f if and only if the spectrum σ(A) of A does not intersect the imaginary
axis. This solution admits the representation
x(t) =
∫ ∞
−∞
G(A, s)f(t− s) ds,
where
G(A, t) = 1
2pii
∫
Γ
gt(λ)(λ1− A)−1 dλ, t 6= 0,
the contour Γ encloses σ(A), and 1 is the identity matrix.
The function G is called [7] Green’s function of the bounded solutions problem
for equation (1).
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Corollary 2. Let A = Q−1BQ, where Q is unitary. Then
‖G(A, t)‖2→2 = ‖G(B, t)‖2→2, t 6= 0,
where ‖·‖2→2 is the matrix norm induced by the norm ‖z‖2 =
√|z1|2 + · · ·+ |zn|2
on Cn.
Proof. It is well known that for any analytic function f
f(A) = Q−1f(B)Q. 
2. The estimate
Proposition 3. For any square matrices A and B of the same size with the
spectrum disjoint from the imaginary axis
G(A, t)− G(B, t) =
∫ +∞
−∞
G(A, t)(A−B)G(B, t) dt.
Proof. We organize the proof as a sequence of references. By [20, Corollary 47],
G(A, t)− G(B, t) = 1
2pii
∫
Γ
gt(λ)(λ1− A)−1(A− B)(λ1− B)−1 dλ,
where the contour Γ surrounds σ(A) ∪ σ(B). By [20, Theorem 45],
1
2pii
∫
Γ
gt(λ)(1− A)−1(A− B)(1− B)−1 dλ
=
1
(2pii)2
∫
Γ1
∫
Γ2
g
[1]
t (λ, µ)(λ1− A)−1(A− B)(µ1− B)−1 dµ dλ,
where g
[1]
t is the divided difference of the function gt, Γ1 surrounds σ(A), and Γ2
surrounds σ(B). We recall that the divided difference [8, 15] of a function f is
the function
f [1](λ, µ) =
{
f(λ)−f(µ)
λ−µ
, if λ 6= µ,
f ′(λ), if λ = µ.
(2)
For more about g
[1]
t , see, e.g., [17]. By [19, Theorem 23],
1
(2pii)2
∫
Γ1
∫
Γ2
g
[1]
t (λ, µ)(λ1− A)−1(A−B)(µ1− B)−1 dµ dλ
=
∫ ∞
−∞
G(A, s)(A− B)G(B, t− s) ds. 
The main result of this paper is the following theorem.
Theorem 4. Let a complex triangular matrix B have the size n × n and be
represented as the sum B = D+N of a diagonal matrix D and a strictly triangular
matrix N . Let γ− > 0 and γ+ > 0 be chosen so that the strip {z ∈ C : −γ+ <
Re z < γ− } is disjoint from the spectrum σ(B) of the matrix B. Let the norm
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on the space of matrices be induced by a norm on Cn and possesses the property
‖D‖ ≤ maxi |dii| for any diagonal matrix D. Then
‖G(B, t)‖ ≤ (η(t)e−γ−t + η(−t)eγ+t) n−1∑
k=0
‖N‖k
|t|k√γ|t| eγ|t|/2K−k− 1
2
(
1
2
γ|t|)
√
pik!
, (3)
where K is the modified Bessel function of the second kind [26], η is the Heaviside
function
η(t) =
{
1 if t > 0,
0 if t < 0
and
γ = γ− + γ+.
Remark 1. With the help of Corollary 2, in the case of the ‖·‖2→2 norm, Theorem 4
can be applied to any matrixA provided its triangular representation A = Q−1BQ
is known.
Remark 2. It can be shown that the function t 7→
tk
√
γt eγt/2K−k− 1
2
(
1
2
γt
)
√
pik!
is a
polynomial of degree k with the leading term
tk
k!
. For example, if B is normal,
then N = 0 and, thus,
n−1∑
k=0
‖N‖k
|t|k√γ|t| eγ|t|/2K−k− 1
2
(
1
2
γ|t|)
√
pik!
= ‖N‖0
|t|0√γ|t| eγ|t|/2K− 1
2
(
1
2
γ|t|)
√
pi0!
= 1.
Remark 3. Another similar estimate of Green’s function is proved in [18]:
‖G(A, t)‖ ≤ e−γ−t
m−1∑
j=0
j∑
i=0
(
l + i− 1
l − 1
)
tj−i
(j − i)!
(2‖A‖)l+j
γl+i
, t > 0,
‖G(A, t)‖ ≤ eγ+t
l−1∑
j=0
j∑
i=0
(
m+ i− 1
m− 1
)
tj−i
(j − i)!
(2‖A‖)m+j
γm+i
, t < 0.
Here m (respectively, l) is the number of eigenvalues of A counted according to
their algebraic multiplicities that lie in the open left (right) half-plane. In this
estimate the maximal powers of t are m−1 and l−1 whereas the highest power of
t in (3) is n− 1. On the other hand, estimate from [18] contains the factors ‖A‖k
instead of ‖N‖k in (3), which may be essentially smaller; for example, N = 0 if
A is normal.
Proof of Theorem 4. From Proposition 3 it follows that
G(B, t) = G(D +N, t) = G(D, t) +
∫ ∞
−∞
G(D +N, s)NG(D, t− s) ds. (4)
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We substitute this representation into itself:
G(B, t) = G(D, t) +
∫ ∞
−∞
G(D, s1)NG(D, t− s1) ds1
+
∫ ∞
−∞
∫ ∞
−∞
G(D +N, s2)NG(D, s1 − s2)NG(D, t− s1) ds2 ds1.
Then we substitute (4) again into the obtained formula several times:
G(B, t) = G(D, t) +
∫ ∞
−∞
G(D, s1)NG(D, t− s1) ds1
+
∫ ∞
−∞
∫ ∞
−∞
G(D, s2)NG(D, s1 − s2)NG(D, t− s1) ds2 ds1
+
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
G(D, s3)NG(D, s2 − s3)
×NG(D, s1 − s2)NG(D, t− s1) ds3 ds2 ds1 + . . .
+
∫ ∞
−∞
· · ·
∫ ∞
−∞
G(D, sn−1)NG(D, sn−2 − sn−1) . . .
×NG(D, s1 − s2)NG(D, t− s1) dsn−1 . . . ds1.
(5)
The subsequent terms are zero because of the following reason. Since the matrix
D is diagonal, the matrix function G(D, ·) is also diagonal. The matrix N is
strictly triangular. Therefore the diagonal of NG(··)NG(·) closest to the main
one is zero, and so on.
From representation (5) it follows that
‖G(B, t)‖ ≤ ‖G(D, t)‖+ ‖N‖
∫ ∞
−∞
‖G(D, s1)‖‖G(D, t− s1)‖ ds1
+ ‖N‖2
∫ ∞
−∞
∫ ∞
−∞
‖G(D, s2)‖‖G(D, s1 − s2)‖‖G(D, t− s1)‖ ds2 ds1 + . . .
+ ‖N‖n−1
∫ ∞
−∞
· · ·
∫ ∞
−∞
‖G(D, sn−1)‖‖G(D, sn−2 − sn−1)‖ . . .
× ‖G(D, s1 − s2)‖‖G(D, t− s1)‖ dsn−1 . . . ds1.
We set
h(t) =
{
e−γ
−t for t ≥ 0 ,
eγ
+t for t ≤ 0 .
Since the matrix D is diagonal,
‖G(D, t)‖ ≤ h(t).
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Therefore,
‖G(D +N, t)‖ ≤ h(t) + ‖N‖
∫ ∞
−∞
h(s1)h(t− s1) ds1
+ ‖N‖2
∫ ∞
−∞
∫ ∞
−∞
h(s2)h(s1 − s2)h(t− s1) ds2 ds1 + . . .
+ ‖N‖n−1
∫ ∞
−∞
· · ·
∫ ∞
−∞
h(sn−1)h(sn−2 − sn−1) . . . h(t− s1) dsn−1 . . . ds1.
We denote the k-fold convolution of h with itself by h∗k:
h∗k(t) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
h(sk−1)h(sk−2 − sk−1) . . . h(t− s1) dsk−1 . . . ds1.
With this notation, the previous estimate takes the from
‖G(B, t)‖ ≤
n−1∑
k=0
‖N‖kh∗(k+1)(t).
Next we calculate h∗k(t). We do some calculations with the help of ‘Mathe-
matica’ [27].
Clearly, the Fourier transform hˆ of h is
hˆ(ω) =
1
γ− + iω
+
1
γ+ − iω .
Therefore the Fourier transform ĥ∗k of h∗k is
ĥ∗k(ω) = hk(ω) =
( 1
γ− + iω
+
1
γ+ − iω
)k
=
k∑
j=0
(
k
j
)
1
(γ+ − iω)j
1
(γ− + iω)k−j
.
Further we have
1
(γ+ − iω)j
1
(γ− + iω)k−j
=
k−j−1∑
q=0
(
j + q − 1
q
)
1
γj+q(γ− + iω)k−j−q
+
j−1∑
q=0
(
k − j + q − 1
q
)
1
γk−j+q(γ+ − iω)j−q .
Consequently,
ĥ∗k(ω) =
k∑
j=0
(
k
j
)
1
(γ+ − iω)j
1
(γ− + iω)k−j
=
k∑
j=0
(
k
j
) k−j−1∑
q=0
(
j + q − 1
q
)
1
γj+q(γ− + iω)k−j−q
+
k∑
j=0
(
k
j
) j−1∑
q=0
(
k − j + q − 1
q
)
1
γk−j+q(γ+ − iω)j−q
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It is well known that the inverse Fourier transform takes the functions
ω 7→ 1
(γ− + iω)k−j−q
, ω 7→ 1
(γ+ − iω)j−q ,
respectively, to the functions
t 7→ η(t) t
k−j−q−1
(k − j − q − 1)!e
−γ−t, t 7→ − η(−t) (−1)
j−qtj−q−1
(j − q − 1)! e
γ+t.
Hence
h∗k(t) = e−γ
−t η(t)
k∑
j=0
(
k
j
) k−j−1∑
q=0
(
j + q − 1
q
)
1
γj+q
tk−j−q−1
(k − j − q − 1)!
− eγ+t η(−t)
k∑
j=0
(
k
j
) j−1∑
q=0
(
k − j + q − 1
q
)
1
γk−j+q
(−1)j−qtj−q−1
(j − q − 1)! .
We change the order of summation:
h∗k(t) = e−γ
−t η(t)
k−1∑
p=0
p∑
j=0
(
k
j
)(
p− 1
p− j
)
1
γp
tk−p−1
(k − p− 1)!
− eγ+t η(−t)
k∑
p=1
k−p∑
q=0
(
k
p+ q
)(
k − p− 1
q
)
1
γk−p
(−1)ptp−1
(p− 1)! .
First, we calculate the internal sums (here we essentially use ‘Mathematica’):
h∗k(t) = e−γ
−t η(t)
k−1∑
p=0
tk−p−1(k + p− 1)!
γp (k − 1)!p!(k − p− 1)!
− eγ+t η(−t)
k∑
p=1
(−1)k−ptk−p−1(k + p− 1)!
γp (k − 1)!p!(k − p− 1)! .
Then, by calculating the final sums (here we again essentially use ‘Mathematica’),
we arrive at
h∗k(t) = e−γ
−t η(t)
tk−1
√
γt e
1
2
γtK 1
2
−k
(
1
2
γt
)
√
pi(k − 1)!
+ eγ
+t η(−t)(−1)k−1
tk−1
√−γt e− 12γtK 1
2
−k
(−1
2
γt
)
√
pi(k − 1)!
= h(t)
|t|k−1√γ|t| eγ|t|/2K 1
2
−k
(
1
2
γ|t|)
√
pi(k − 1)! . 
(6)
Remark 4. When γ+ → +∞, we have eγ+t → 0 for t < 0 and (which is calculated
in ‘Mathematica’)
lim
γ+→+∞
|t|k√γ|t| eγ|t|/2K−k− 1
2
(
1
2
γ|t|)
√
pik!
= 1.
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Therefore estimate (3) turns into the estimate from [25]:
‖G(B, t)‖ ≤ η(t)e−γ−t
n−1∑
k=0
‖N‖ktk
k!
.
Sometimes ‖Nk‖ may decrease faster than ‖N‖k. In such a case it may be
more convenient to use the following variant of Theorem 4.
Corollary 5. Let the norm on the space of matrices be induced by the norm
‖z‖1 = |z1| + · · · + |zn| or the norm ‖z‖∞ = maxi |zi| on Cn. Then under the
assumptions of Theorem 4
|G(B, t)| ≤ (η(t)e−γ−t + η(−t)eγ+t) n−1∑
k=0
|N |k
|t|k√γ|t| eγ|t|/2K−k− 1
2
(
1
2
γ|t|)
√
pik!
,
where |A| is the matrix consisting of absolute values |aij | of the entries aij of
a matrix A, and the inequality A ≤ B for matrices means the corresponding
inequalities for their entries.
Remark 5. The idea of using the power |N |k was used in [12, Theorem 11.2.2] for
the estimating of the general function of a matrix.
Proof. Both the norms in question possess the evident properties: |A + B| ≤
|A|+ |B|, |A ·B| ≤ |A| · |B|, ‖A‖ = ‖|A|‖, and ‖|A|‖ ≤ ‖|B|‖ if |A| ≤ |B|. Hence,
from (5) we have
|G(B, t)| ≤ |G(D, t)|+
∫ ∞
−∞
|G(D, s1)NG(D, t− s1)| ds1
+
∫ ∞
−∞
∫ ∞
−∞
|G(D, s2)NG(D, s1 − s2)NG(D, t− s1)| ds2 ds1
+
∫ ∞
−∞
· · ·
∫ ∞
−∞
|G(D, sn−1)NG(D, sn−2 − sn−1) . . .
×NG(D, s1 − s2)NG(D, t− s1)| dsn−1 . . . ds1.
Therefore,
|G(B, t)| ≤ h(t)1+
∫ ∞
−∞
(h(s1)1)|N |(h(t− s1)1) ds1
+
∫ ∞
−∞
∫ ∞
−∞
(h(s2)1)|N |(h(s1 − s2)1)|N |(h(t− s1)1) ds2 ds1
+
∫ ∞
−∞
· · ·
∫ ∞
−∞
(h(sn−1)1)|N |(h(sn−2 − sn−1)1) . . .
× |N |(h(s1 − s2)1)|N |(h(t− s1)1) dsn−1 . . . ds1.
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Or
|G(B, t)| ≤ h(t)1 +
∫ ∞
−∞
h(s1)h(t− s1)|N | ds1
+
∫ ∞
−∞
∫ ∞
−∞
h(s2)h(s1 − s2)h(t− s1)|N |2 ds2 ds1
+
∫ ∞
−∞
· · ·
∫ ∞
−∞
h(sn−1)(h(sn−2 − sn−1) . . . h(s1 − s2)|N |n−1 dsn−1 . . . ds1
=
n−1∑
k=0
|N |kh∗(k+1)(t).
Now the proof follows from estimate (6). 
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