FINITE ELEMENTS IN TIME
The many solutions achieved by C. Bailey were generated by the Ritz method^ using a power series approximation in which globally defined polynomials are the basis functions. Ultimately the length of interval over which solutions may be generated as well as the detail to be provided in any subinterval will be limited by the degree of polynomial used as a basis. The pitfalls of using higher powered polynomials are well documented^ and partially account for the use of locally (piecewise) defined basis functions (finite elements) to solve problems in many branches of mathematical physics. The extraordinary accuracy and simplicity of procedure attained by Bailey, however, is not to be understated.
Apart from avoiding the problems which can arise when higher powered polynomials are employed as basis functions, finite element formulations have other advantages when used to solve problems in continuum mechanics. Even though the principal motivation for their use has been the need to handle complicated boundary shapes (non-existent in the time domain) finite elements are also well suited to handle sudden changes in load functions, extending the interval of solution indefinitely without restart, and providing great detail to the solution in any subinterval. Thus despite the reservations expressed by Zienkowicz," the extension of the finite element method to the solution of transient field problems is well motivated and was first reported by Argyris and Sharpf^ and later by Fried.^ Both of these works attempt to use Hamilton's principle as a starting point for the finite element formulation of initial value problems. As will be pointed out in the following section, this cannot be accomplished without some logical inconsistency when bringing the initial data into the formulation. In the sequel it will be shown that the use of Hamilton This equation applies to any system of N-particles, the ith particle having a position r^, a momentum Pj, and subject to a resultant applied force F^.
Under the assumption that the virtual work of the applied forces is derivable from a scalar V, a time Integration of equation (1) leads to
Hamilton's law of varying action: The bar signifies that in general the virtual work of the applied forces cannot be derived from any scalar function of the generalized coordinates.
Either of equations (2) 
GLOBAL AND PIECEWISE RITZ APPROXIMATIONS
Equations (2) and (3) differ only in the presence or absence of boundary terras. For the case of a single particle (N=l) having only one degree of freedom u(t), the Ritz procedure when applied to either of equations (2) leads to a scalar relation of the form:
whereas for equation (3):
Equations (4) and (5) are assumed to derive from applying the Ritz procedure whereby the displacement function u(t) is approximated as:
The relation (6) applies to the entire interval of solution when globally defined basis functions are used or to a particular sublnterval thereof when plecewlse functions (finite elements) are employed. When a global power series approximation is used U is a vector of generalized coordinates, the first 13 Tiersten, H. F., "Natural Boundary and Initial Conditions From a Modification of Hamilton' If piecewise cubic Hermite polynomials are used instead, the components of U are local values of u and u defined at the endpoints of a particular subinterval, and
where T = t/h, h being the length of the particular subinterval. Referring first to equation (5), it is noted that K tends to be singular of degeneracy one. For certain simple problems K may compute to be exactly singular. In general, however, K will only become singular in the limit as the number of basis functions employed in the Ritz approximation becomes infinite. The degeneracy of K represents the possibility that neither uCtj) or u(t2) has been specified. That is, if neither M^) or 6u(t2) vanishes, then mu must vanish at both endpoints as natural boundary conditions. Under these conditions u(t) may only be determined to within an arbitrary constant. Thus in equation (5) K may only be reduced to a nonsingular matrix by specifying values for u(ti) and/or u(t2) so that the variations of one or both of these quantities vanish. The essence of the discussion which follows is not changed if, in the sequel, it is assumed that uCt^ has been specified. This is known as a 'geometric' or 'imposed' constraint. Because SUj = 6^^) = 0 multiplies the first row of K in equation (5), this row is effectively removed from the formulation. Since the remaining variations are arbitrary the final set of equations to be solved is then:
where U^ = uCt^) is the specified value and n Is the dimension of K. Whether these equations derive from a global power series approximation or from one based on finite elements, one may readily verify that as n is increased their solutions do Indeed converge to the exact solution of the corresponding two point time-boundary value problem. Should one wish a solution to an initial value problem, however, equation (4) must be used instead of equation (5) . In this case, specifying values for u(ti) and u(ti) cause SUj and 6U2 to vanish thereby deleting the first two equations of this set. The resulting system of equations to be solved is thus:
In all cases attempted to date, solutions to equations (10) have been observed to converge to the exact solution if these equations are derived using a global power series approximation but not if they are formulated by finite elements. An example of this anomaly will be given in the next section. As the only difference between equations (4) and (5) is a subtraction of B in the former, and in as much as convergence is achieved when equation (4) derives from a power series approximation, one suspects that it is the finite element representation of the matrix B which is somehow at fault. It is therefore of Interest to know in more detail just how the subtraction of B is supposed to affect the coefficient matrix of the system. In contrast to the matrix K, the matrix K-B must tend to be singular of degeneracy two -no constraints having been assumed a priori. Thus when u(ti) 8 is specified and the first row of K-B is deleted, the regaining equations still must possess one degeneracy in the limit as the number of basis functions becomes infinite. Thus the effect of subtracting B must be to free the natural boundary condition at t 2 (inherent in equation (5)) and to introduces degeneracy. This remaining degeneracy can only be removed by specifying the value of u(t) at a time other than t l or a value for u, resulting in the deletion of another row of K-B.
ANOMALOUS BEHAVIOR OF FINITE ELEMENT FORMULATIONS
The degree to which the subtraction of the matrix B from K can both free the natural boundary condition at t 2 and introduce a degeneracy differs with the type of approximation employed. When global power series approximations are usec the B matrix is quite full and the subtraction affects many rows of K. When locally defined Hermite polynomials are used, however, B is very sparse and in fact contains only two non-zero components. Moreover, one of these appears in the first row of B which is deleted when u^) is specified.
In this case freeing the natural boundary condition and introducing a degeneracy depends on the subtraction from a single component of K. Even though both effects may actually be produced in the limit as the number of elements becomes Infinite, the degree to which they are approximated for any finite number of elements is evidently insufficient and the solutions do not converge to the correct result. This is exemplified in Figure 1 . The problem represented is that of a free oscillator of unit mass and stiffness, subject to the prescribed initial constraints of zero displacement and unit velocity. (4)) for this problem is as follows: 
*Note that Eq. (12) would also result from application of the Galerkin procedure, implying that the Galerkin method has physical justification for problems in dynamics. Since Uj^ is specified the first row of K -B is deleted. As the subtraction of B only affects one row of the reduced system, the only way in which a degeneracy can be introduced is for the next to last row to join the space defined by the rows remaining. Thus rows two through six in equation (13) ideally would become linearly dependent. This dependency among rows must be quite general as specification of any other of the Uj_ must remove it.
One suspects that a simple subtraction of unity from K55 in equation (13) may not do the best job of introducing a degeneracy or of freeing the natural boundary condition at ££ ■ '• One can gain some idea of how 'close' this subtraction brings the fifth row into the space of rows 2,3,4 and 6 by comparing it with its projection onto this space. Substituting ■n/l for h, the fifth row of equation (13) Further calculations show that if the interval of solution remains fixed and the number of finite elements is allowed to increase, closer agreement between the next to last row vector and its projection is observed but this is not accompanied by a convergence of the solution vector toward the exact solution to the problem. While the exact reasons for this instability are not known it is apparent that the rate at which the next to last row tends to become dependent is important. It stands to reason, therefore, that should one invoke the limit condition without actually proceeding to the limit, a convergent sequence may result and indeed this proves to be the case.
Asserting that the row vectors two through six are linearly dependent allows the fifth row (equation) of equations (13) to be replaced by a linear combination of the others. For example, let R 5 = a2R2 + a3R3 + a 4 R4 + a 6 R 6 (14) where Rj denotes the i^ row of K -B. After imposing the second initial constraint, U2 = 1, equations (13) Table I for formulations based on one, two, and six finite elements. 
H. and 6 are the Heaviside and Dirac functions respectively and for either of these cases equation (2) reads:
For case (a) four finite elements of equal length are used to approximate u(t) over the solution interval (0,2). The element polynomial shape function is Hermite cubic and an element length of one half takes advantage of the specific shape of the forcing function. Table II compares the calculated displacements and velocities with those computed from the exact solution.
In case (b) a discontinuity in velocity can be expected in the solution.
As the use of cubic shape functions enforces continuity of velocity throughout, a better solution might be expected when linear shape functions are employed. Table III compares the exact solution on the interval (0,1) with that obtained using ten such elements of equal length.
The two problems considered in this example demonstrate the manner in which the type of element and its points of attachment (i.e., the 'nodes' or 'grid points') may be varied to suit specified transient events. 
The function f(x,t) consists of a sum of inertial terms:
where g denotes the gravitational constant and 6 is the Dirac function. This problem is particularly interesting in that the conventional use of piecewise cubic shape functions to discretize the space variable only, introduces forces which are discontinuous functions of time into the resulting ordinary differential equations. These discontinuities are associated with the beam curvature load terra appearing in the expression (19). Since the piecewise cubic poiynorrials are discontinuous in the second derivative at the element attachments, the terra mv y"6(x-vt) -when multiplied by the shape function a(x) and integrated over the element length -will produce functions of time which are discontinuous whenever the moving mass arrives at any point of attachment. The element equations (20) are combined in the usual way to form N equations of motion for the combined structure. Symbolically:
Each of the matrices in equation (23) 
