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Die Arbeit beschreibt die Entwicklung und Anwendung eines Modells zur Repräsentation 
und Verarbeitung von Wissen auf dem Gebiet des Software Engineering. Im Fokus stehen 
die Strukturierung, Visualisierung und automatisierte Weiterverarbeitung von Experten-
wissen unter Einbezug modellbasierter Inferenzmechanismen. Dabei dienen verschiedene 
Deduktionsalgorithmen zur Ableitung automatisierter Schlussfolgerungen, die zur Lösung 
einer Software Engineering Fragestellung beitragen. Darüber hinaus werden unterschiedli-
che Möglichkeiten dargestellt, um Wissen induktiv, automatisiert aus bereits modelliertem 
Wissen ableiten zu können. Das entwickelte Modell soll Akteuren des Software- und 
Knowledge Engineering gleichermaßen dazu dienen, Expertenwissen in Entscheidungs-
prozesse einzubeziehen, um somit die Entwicklung von Softwarelösungen zu beschleuni-
gen. 
„Intelligence is mind implemented by any patternable kind of matter.” 
Allen Newell, Herbert Simon 
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1 Einleitung 
1.1 Motivation 
Umfangreiche Softwareentwicklungsprojekte, wie die Anfertigung einer Softwareprodukt-
linie oder die Erstellung komplexer und sicherheitsrelevanter Anwendungssysteme, beste-
hen aus den Teilaufgaben Anforderungsmanagement, Softwarearchitektur, Implementie-
rung, Test und Integration. Nach Abschluss des Projektes liegen die Ergebnisse der einzel-
nen Teilaufgaben in Form verschiedener Projektartefakte, wie Anforderungs- und Archi-
tekturdokumente, Quellcode oder Testergebnisse vor. Für einen geordneten Ablauf des 
Projektes muss der gesamte Entstehungsprozess dieser Projektartefakte vom Projektma-
nagement koordiniert und kontrolliert werden. Das Endergebnis des Softwareentwick-
lungsprojektes bildet bei erfolgreicher Projektumsetzung eine Software, die allen zuvor 
definierten Anforderungen und Projektzielen gerecht wird. Ein Projekterfolg ist demnach 
nur schwer vorhersehbar, da erst nach Fertigstellung der Software und nach Durchführung 
aller erforderlichen Tests festgestellt werden kann, inwieweit die Projektumsetzung der 
Planung entsprach und inwiefern das Resultat die Bedürfnisse des Auftraggebers wider-
spiegelt. Besonders bei komplexen Softwareentwicklungsvorhaben ist eine vollständige 
Planung jedoch schwer durchführbar, da das Projekt von verschiedenen Rahmenbedingun-
gen und unvorhersehbaren Ereignissen beeinflusst werden kann. Zudem sind diese Ein-
flussfaktoren von Projekt zu Projekt verschieden, was eine Abschätzung der Risikofakto-
ren erschwert.  
Um den definierten Projekterfolg erzielen zu können, muss das Softwareprojekt so gestal-
tet werden, dass die Projektumsetzung entsprechend der Planung verläuft. Dazu ist die In-
tegration aller Einflüsse und Rahmenbedingungen erforderlich, die sich negativ auf den 
Projekterfolg auswirken könnten. Beispielsweise muss zu Beginn des Projektes die Aus-
wahl softwaregestützter Werkzeuge, die zur Projektumsetzung dienen, den Erfahrungen 
der Projektbeteiligten und den Anforderungen an das Projektergebnis entsprechen. Soziale 
Faktoren, wie Motivation und Kenntnisse des Einzelnen und des Teams oder Disziplin und 
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Expertise der beteiligten Personen werden dabei meist unzureichend berücksichtigt oder 
sind zu Projektbeginn gänzlich unbekannt. Auch technische Rahmenbedingungen, wie 
Programmiersprache, verwendetes Betriebssystem oder Hardwarebeschränkungen können 
die Auswahl geeigneter Hilfsmittel zur Projektumsetzung und damit den Projektverlauf 
beeinflussen.  
Alle Faktoren zu berücksichtigen und ein Projekt entsprechend seiner Einflüsse zu gestal-
ten ist eine komplexe Aufgabe, die reichlich Erfahrung und die Fähigkeit voraussetzt, vo-
rausschauend über längere Zeiträume zu planen. Um Verantwortlichen diese Aufgabe zu 
erleichtern, ist ein eigens zu diesem Zweck entwickeltes Modell sinnvoll, das unter Be-
rücksichtigung der erwähnten Faktoren eine Zusammensetzung der Projekthilfsmittel vor-
schlägt und unter Umständen sogar die Auswahl verschiedener Werkzeuge und Vorge-
hensweisen selbständig vornimmt. Dieses Modell soll dazu dienen, Knowledge Enginee-
ring auf dem Gebiet der Softwareentwicklung zu unterstützen, indem die Teilaufgaben 
„Akquirieren“, „Strukturieren“ und „Visualisieren“, speziell auf Wissen über Software-
entwicklungsprojekte (z.B. soziale und technische Einflüsse, softwaregestützte Werkzeuge 
oder Softwareentwicklungsmethoden) angewandt wird. 
1.2 Zielsetzung 
Ziel dieser Dissertation ist die Erarbeitung eines Modells, um Wissen auf dem Gebiet der 
Softwareentwicklung gezielt in neue Entwicklungsvorhaben einzubeziehen und diese an 
projektabhängige Störgrößen und Rahmenbedingungen anpassen zu können. Die erforder-
lichen Teilaufgaben der Softwareentwicklung sollen durch Wissen, welches mithilfe des 
Modells digital überführt wird, projektspezifisch unterstützt werden, beispielsweise die 
Auswahl von Softwarewerkzeugen, die Prüfung einer geeigneten Softwareentwicklungs-
methode oder die Zusammenstellung eines Teams entsprechend ihrer Kenntnisse und Fä-
higkeiten. 
Das Modell soll insbesondere folgenden zum Teil ambivalenten Kernanforderungen ge-
recht werden: 
1. Das im Modell enthaltene Wissen soll grafisch und mathematisch darstellbar sein, 
um einen hohen Grad an Formalisierung zu erreichen.  
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2. Es existieren Vorgaben zu verschiedenen Assoziationstypen, die zur Verknüpfung 
von Wissenselementen dienen. Eigene Assoziationstypen des Modellierers sind 
nicht möglich, um den Formalisierungsgrad zu stabilisieren.  
3. Ein weiteres Formalisierungsmerkmal sind vorgegebene Elementklassen, die dem 
Modellierer beim Überführen des Wissens zur Verfügung stehen, wie die Untertei-
lung in Konkretisierung und Abstraktion oder die Integration von Handlungen, 
Aufgaben oder Tätigkeiten.  
4. Es wird eine Möglichkeit dargeboten, hierarchisch vorliegende Wissenskonstrukte 
zu zusammenhängendem Wissen zu kombinieren. 
5. Das Modell bietet die Möglichkeit, automatisiert aus dem modellierten Wissen Ab-
leitungen, Entscheidungen und andere Schlussfolgerungen zu treffen, zum Beispiel 
durch Induktions- und Deduktionsalgorithmen.  
6. Das Modell liefert eine Möglichkeit, Datenerfassung bzw. Nutzereingaben zu mo-
dellieren und in Schlussfolgerungsprozesse zu integrieren. 
Das Zielvorhaben soll zur IT-gestützten Entscheidungsfindung dienen, diese in geeigneter 
Weise kommunizieren und dabei alle notwendigen Schlussfolgerungsmechanismen enthal-
ten, um Erfolgs- und Risikofaktoren möglichst frühzeitig in die Planung eines Software-
projekts zu integrieren. 
1.3 Methodik 
Das Dissertationsziel soll in drei Schritten realisiert werden. Zunächst erfolgt die Beschrei-
bung aller erforderlichen Grundlagen, einschließlich einer Begriffsbestimmung des Termi-
nus „Knowledge Engineering“. Des Weiteren werden fachverwandte Themen, wie Know-
ledge Modeling und Ontology Engineering voneinander abgegrenzt. Letztere ist für die 
Erarbeitung der Zielstellung von besonderer Bedeutung und erhält daher eine ausführliche 
Betrachtung der wesentlichen Teilgebiete. Die Darstellung des aktuellen Forschungsstan-
des soll durch eine Literaturrecherche nach WEBSTER UND WATSON (2002) eingeleitet 
werden, bei der Arbeiten mit ähnlichen Zielstellungen analysiert werden. 
Aus den Ergebnissen der Literaturanalyse erfolgt im zweiten Schritt die mathematische, 
visuelle und textuelle Beschreibung des Modells. Der Fokus hierbei liegt auf der Integrati-
on eines besonders hohen Formalisierungsgrades, um die eingangs beschriebene Digitali-
sierung von Expertenwissen im Bereich der Softwareentwicklung standardisiert zu gestal-
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ten und darüber hinaus eine Grundlage zur Ableitung von Schlussfolgerungen zu schaffen.  
Die Schlussfolgerungen basieren auf dem im Modell enthaltenem Wissen und der zugrun-
deliegenden Struktur. Diese werden bei der Erarbeitung des Modells als Deduktionsalgo-
rithmen bezeichnet und sollen maßgeblich zur Entscheidungsfindung unter Berücksichti-
gung von Eingabeparametern dienen. 
Zur Ermittlung der Anwendbarkeit und zur Evaluierung des Systems wird ein Prototyp 
entwickelt, der als Webanwendung umgesetzt wird und das erarbeitete Modell als Archi-
tekturgrundlage nutzt. Das im Prototyp verarbeitete Wissen orientiert sich dabei an Exper-
ten des Software Engineering. Dieses Wissen wird für Entscheidungsprozesse herangezo-
gen, die anschließend durch eine Evaluierung auf einen erfolgreichen Einsatz des Modells 
in Produktivumgebungen geprüft werden sollen. 
1.4 Aufbau 
Die Dissertationsschrift ist in sechs Abschnitte gegliedert. Nach der Einleitung folgen in 
Kapitel 2 Begriffsbestimmungen sowie die Beschreibung des aktuellen Stands der For-
schung. Im Wesentlichen werden die zentralen Bereiche des Knowledge Engineering und 
derzeitige Methoden zur Repräsentation von Wissen betrachtet. Hierbei liegt der Fokus auf 
dem Ontology Engineering. Auf Basis dieser Grundlagen wird in Abschnitt 2.1 eine Litera-
turanalyse nach WEBSTER UND WATSON (2002) durchgeführt, womit die wichtigsten bis 
dato veröffentlichten Schriften zusammengetragen und ihre Bedeutung für die Bearbeitung 
der vorliegenden Zielstellung aufgeführt wird. Die mathematische und textuelle Beschrei-
bung des Modells folgt in Kapitel 3. Dabei werden die Modellierungstechnik aufgezeigt 
und verschiedene Möglichkeiten beschrieben, Wissen auf geeignete Weise durch das Mo-
dell zu digitalisieren.  
Neben der Modellierung von Wissen soll das zu entwickelnde System dazu im Stande sein, 
auf Basis verschiedener Methoden zu Lernen und Gelerntes anzuwenden. Daher soll die 
digitale Repräsentation von Wissen genutzt werden, um in Kapitel 1 Möglichkeiten zur 
Inferenzintegration darzulegen. Deren Ergebnisse können als Lösung einer softwarespezi-
fischen Fragestellung oder als Mittel zur Wissensableitung im Allgemeinen betrachtet 
werden. Darüber hinaus soll Kapitel 1 dazu dienen, einfache Zusammenhänge von Infor-
mationen und Abhängigkeitsstrukturen unterschiedlicher Wissensfragmente zu finden und 
lesbar aufzubereiten. Abschnitt 4.2 beschreibt, wie Lerncharakteristika in das Modell inte-
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griert werden. Es untersucht dabei Möglichkeiten, aus einfachen semantischen und prag-
matischen Zusammenhängen neues Wissen zu konstruieren, sowie mithilfe induktiver Infe-
renz Schlussfolgerungen zu bereits vorhandenem Wissen zu ziehen. 
Ein genaue Darstellung der Evaluierungsziele und –vorgehensweise erfolgt in Kapitel 1. 
Hierbei wird zunächst der softwarebasierte Modellprototyp einschließlich aller an ihn ge-
stellten Anforderungen betrachtet. Anschließend erfolgen eine Beschreibung der Architek-
tur und ausgewählte Beispiele der Implementierung. Mithilfe dieses Prototyps wird eine 
Evaluierung der Anwendbarkeit des Gesamtvorhabens durchgeführt. Die genauen Erläute-
rungen der Herangehensweise und die Analyse der Ergebnisse erfolgen in den Abschnitten 
5.2 und 5.3. 
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2 Stand der Technik 
2.1 Vorgehensweise zur Literaturanalyse 
Zur Identifikation relevanter Literatur wird eine Analyse nach WEBSTER UND WATSON 
(2002) durchgeführt. Ihre Methode wird häufig als Einstieg in ein Forschungsvorhaben 
oder als Ansatz zur Analyse des derzeitigen Stands der Technik, insbesondere im Bereich 
der Informationsverarbeitung, verstanden. Durch die Methode von WEBSTER UND WATSON 
(2002) kann unter Verweis auf bestehende Publikationen eine gegebene Thematik genauer 
spezifiziert oder erweitert werden. Darüber hinaus kann die Methode zur Entwicklung neu-
er Konzepte oder Modelle dienen, bei denen theoretische Ansätze vorangegangener Arbei-
ten die Basis bilden.  
 
Abb. 1 Basis der Literaturanalyse 
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Die Suchbegriffe der Literaturanalyse basieren die Thematik des Forschungsprojektes. Im 
Rahmen der Untersuchung derzeitiger Modellierungsmethoden, die zum Ontology Engine-
ering in der Softwareentwicklung dienen, bilden die in Abb. 1 dargestellten Schlagwörter 
die Basis der Literaturanalyse.  
Die wissenschaftlichen Publikationsdatenbanken Elsevier Science Direct, IEEE Xplore 
Digital Library und Springer Link werden zur Identifikation der relevanten Literatur ge-
nutzt. Wie Abb. 1 zeigt, ergeben sich 36 Suchausdrücke, die zur gezielten Suche in den 
jeweiligen Suchmaschinen bzw. Publikationsbibliotheken dienen. Anschließend können 
anhand der ermittelten Artikel und Autoren durch Rückwärts- und Vorwärtssuche weiteres 
Literaturmaterial eruiert werden. Der Veröffentlichungszeitraum wird zwischen 2000 und 
2016 festgesetzt. 
Bei den zu untersuchenden Literaturquellen werden insbesondere die in der Zielstellung 
dieser Arbeit aufgeführten Anforderungen an die enthaltenen Lösungsansätze gestellt:  
1. Die Autoren beschreiben eine Methode zum Modellieren von Wissen (mindestens 
aus der Domäne des Software Engineering) und beziehen sich dabei auf grafische 
und mathematische Darstellungen.  
2. Der untersuchte Ansatz bietet einen hohen Grad an Formalisierung. Er enthält Vor-
gaben zu verschiedenen Assoziationstypen (wie partOf, has, etc.), die zur Verknüp-
fung von Wissenselementen dienen. Eigene Assoziationstypen des Modellierers 
sind nicht möglich. Weiteres Formalisierungsmerkmal sind vorgegebene Element-
klassen, die dem Modellierer beim Überführen des Wissens zur Verfügung stehen, 
wie die Unterteilung in Konkretisierung und Abstraktion, oder die Integration von 
Handlungen, Aufgaben oder Tätigkeiten.  
3. Es wird eine Möglichkeit dargeboten, hierarchisch vorliegende Wissenskonstrukte 
zu zusammenhängendem Wissen zu kombinieren.  
4. Das Modell bietet die Möglichkeit, automatisiert aus dem modellierten Wissen Ab-
leitungen, Entscheidungen und andere Schlussfolgerungen zu treffen, zum Beispiel 
durch Induktions- und Deduktionsalgorithmen.  
5. Die aufgezeigte Methode liefert eine Möglichkeit Datenerfassung oder Nutzerein-
gaben, beispielsweise zur Erfassung sozialer Einflussfaktoren, zu modellieren und 
in die Schlussfolgerungsprozesse zu integrieren. 
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Knowledge Engineering in Verbindung mit Softwareentwicklung erfährt im Allgemeinen 
ein breites Anwendungsfeld. Dies wird besonders durch die zahlreich publizierten Schrif-
ten auf diesem interdisziplinären Gebiet deutlich. Aus insgesamt über 1000 Treffern in den 
erwähnten Publikationsdatenbanken konnten jedoch lediglich 44 Veröffentlichungen als 
dem Thema nahe Literatur identifiziert werden (Anhang, Tabelle 21, Seite xxxviii). Diese 
hohe Filterrate resultiert größtenteils aus den Domänen, auf die die Publikationen abzielen. 
Zwar erfolgt häufig eine Auseinandersetzung mit Ontologien und deren Anwendung, je-
doch kaum hinsichtlich einer Fokussierung auf Verarbeitung von Wissen über Software 
Engineering. Nachfolgend finden eine Begriffsabgrenzung und die Präsentation der aus der 
Literaturanalyse entstandenen Ergebnisse statt. 
2.2 Wissen strukturieren, organisieren und nutzbar machen 
Der erfolgreiche Einsatz wissensbasierter Systeme wird maßgeblich durch die Verarbei-
tung des enthaltenen Wissens bestimmt. Wesentliche Punkte bei der Entwicklung dieser 
Systeme sind die Erfassung und Strukturierung von Wissen, die Erarbeitung einer präzisen 
computergestützten Wissensbasis mit integrierten Inferenzmechanismen und schließlich 
die Dokumentation und Visualisierung aller Assoziations- und Wissenskonstrukte. Diese 
Punkte werden in der Literatur zu Knowledge Engineering zusammengefasst. (HOPPE 
1992, S. 29–30) 
Der Abschnitt beschäftigt sich mit allen für die Anwendung des Knowledge Engineerings 
notwendigen Voraussetzungen. Es wird zunächst eine genauere Betrachtung wesentlicher 
mit Knowledge Engineering verbundenen Begriffe und ihrer Bedeutung in der Praxis ge-
geben.  
2.2.1 Begriffsbestimmung und Einordnung 
Knowledge Engineering wird in der verwendeten Literatur häufig gleichbedeutend mit 
Knowledge Modeling verwendet. Auch im deutschen Kontext wird der Begriff Knowledge 
Engineering vielfach durch „Wissensmodellierung“ übersetzt. Trotzdem scheint es im ak-
tuellen Stand der Forschung eine Abgrenzung beider Begriffe zu geben. Was genau ist also 
Knowledge Engineering und wie kann es von Knowledge Modeling abgegrenzt werden?  
 10 
Knowledge Engineering 
Knowledge Engineering dient neben einer effektiven Strukturierung vor allem der 
Kommunikation und Wiederverwendung von Wissen. Durch Methoden wie Ontology 
Modeling können Informationen, Daten und deren Zusammenhänge in Wissensbasen 
einheitlich abgebildet und digital nutzbar gemacht werden. MATTA ET AL. (2002) und 
GUAGLIANONE ET AL. (2011) unterteilen Knowledge Engineering in Acquiring und 
Modeling zur gezielten Entwicklung von Experten Systemen und um Problemstellungen 
des Wissensmanagements zu lösen. HALL (2012) beschreibt, wie Wissen mithilfe des 
Knowledge Engineerings in Computersysteme integriert werden kann. CHAN (2002) 
betrachtet Knowledge Engineering in als Prozess, bei dem Expertwissen sichtbar gemacht 
und computergestützt organisiert wird, um digitale Wissensbasen zu schaffen. Dabei 
nimmt sich Knowlegde Engineering verschiedenen Methoden der menschlichen 
Informationsverabreitung an. CHAN (2002) erwähnt in seinem Artikel weiterhin: 
„Ontology Engineering kann als Nachfolger des Knowlege Engineering betrachtet 
werden“. Es verfolgt in höhrem Maße das Ziel einer langzeitig effizienten Gestaltung von 
Wissensbasen, auch in verteilten Systemen.  
Ontology Engineering  
Unter Ontology Engineering ist die Entwicklung wissensbasierter Systeme zu verstehen, 
deren Wissensbasis ontologiebasiert modelliert wurde. Bezugnehmend auf BREWSTER UND 
WILKS (2004) sowie HEPP (2007) sind Ontologiemodelle ein mit einem spezifischen Ziel 
erstelltes technisches Hilfsmittel, um umfangreiche deklarative Beschreibungen von 
Entscheidungsmodellen zu entwickeln. Diese sollen falsche Schlussfolgerungen 
(Inferenzen) weitestgehend verhindern und sinnvolle, automatisch erzeugte 
Interpretationen des integrierten Wissens ermöglichen. Die größte Herausforderung dabei 
bildet eine zeitlich stabile und langfristige Nutzung von Ontolgien. Zwar existieren eine 
Reihe von Werkzeugen zur Entwicklung von Ontologien, doch fehlt bislang im Bereich 
des Ontology Engineering ein Model, um zuverlässig Schlussfolgerungen skalierbar zu 
integrieren. Der Grund hierfür liegt im Charakter der Ontologien an sich. Sie stellen ein 
Werkzeug zur semiformalen Wissensrepräsentation dar und bieten bei umfangreichen und 
sich veränderndem Wissen kaum Möglichkeiten, eine ausreichend konsistente 
Formalisierung und Integrität des Modellierens zu erreichen. (HEPP 2007) 
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Knowledge Modeling 
Nach CHAN ET AL. (2002) werden Knowledge Acquisition und Knowledge Modeling zur 
Erfassung und Strukturierung von Wissen sowie zur Formalisierung von Wissensbasen 
genutzt. Bezugnehmend auf KALANA MENDIS ET AL. (2007) bezieht sich Knowledge Mo-
deling auf Sprachen, Werkzeuge, Techniken und Methoden zur Entwicklung abstrakter 
Modelle einer spezifischen Domäne oder Problemstellung. Werkzeuge und Methoden des 
Knowledge Modeling, die zur Strukturierung und Formalisierung von Wissen dienen, sind 
beispielsweise Semantische Netze, Topic Maps oder Ontologien. Von RAMIREZ UND 
VALDES (2011) wird beschrieben, wie Knowledge Modeling auch von kognitiven 
Systemen zur intelligenten Personalisierung genutzt wird. Er demonstriert 
Assoziationsmöglichkeiten zwischen bereits vorhandenem und zukünftig erlerntem 
Wissen, in dem er Basiselemente des semantischen Netzes nutzt. 
Abb. 2 stellt die Begriffe Knowledge Modeling, Knowledge Engineering und Ontology 
Engineering und ihre Zusammenhänge grafisch gegenüber. 
 
Abb. 2 Knowledge Modeling, Knowledge Engineering und Ontolgy Engineering 
Die Modellierung von Wissensbasen durch Knowledge Modeling und deren computerge-
stützte Verarbeitung durch Knowledge Engineering dienen dem gemeinsamen Zweck, 
Wissen zu verteilen und für unterschiedliche Anwendungsfälle anwendbar zu machen. Der 
Unterschied von Knowledge Modeling und Knowledge Engineering liegt demnach in der 
Art und Weise ihrer praktischen Verwendung. Während sich Knowledge Modeling mit 
Methoden und abstrakten Modellen zur Beschreibung von Wissen beschäftigt, dient 
Knowledge Engineering der computergestützten Verarbeitung von Wissen. Dabei verwen-
det Knowledge Engineering teilweise Knowledge Modeling Werkzeuge, wie beispielswei-
se Ontologien, was unter Umständen zu neuen Anwendungsfällen wie dem Ontology En-













2.2.2 Werkzeuge des Knowledge Modeling 
Ein Semantisches Netz ist ein Darstellungskonzept, bei dem ein gering formalisierter 
Graph mit Knoten und Kanten genutzt wird, um Wissen und Zusammenhänge zu struktu-
rieren. Topic Maps, die auch unter dem Begriff Knowledge Maps bekannt sind, bestehen 
formal aus Topics, Assoziationen und Ereignissen, den sogenannten Subjekten. Sie orien-
tieren sich an der menschlichen Verarbeitung von Wissen. Die Beschreibung dieses Wis-
sen erfolgt durch XML, weshalb Topic Maps einfacher lesbar für computergestützte Sys-
teme sind. In erster Linie dienen Topic Maps zur besseren Navigation und Suche im Inter-
net und zum Austausch von Metadaten zwischen verschiedenen Endpunkten (PEPPER 
2000).  
Ontologien als Methode des Knowledge Modeling bieten nach CHAN (2002) die Möglich-
keit, durch Terminologien und deren Abhängigkeiten ein beliebiges Fachgebiet zu be-
schreiben. Dies kann genutzt werden, um Wissensbasen zu schaffen, die Zusammenhänge 
realer oder imaginärer Umgebungen enthalten. Daher handelt es sich bei Ontologien um 
eine weitestgehend formale Repräsentation von Wissen, die durch Mechanismen der Ver-
erbung umgesetzt werden. Sie bieten die Möglichkeit einer einheitlichen Kommunikation, 
beispielsweise durch die Web Ontology Language. Eine erfolgreiche Anwendung im Be-
reich des Product Redesins wurde von LIU ET AL. (2010) vorgestellt. Hier dient ein ontolo-
giebasierter Knowledge Modeling Ansatz zur Wiederverwendung von Wissen im Bereich 
Maschinenbau. Die Methode namens Ontology Modeling zeigt, wie Herausforderungen 
der Wissensintegration bei existierenden Wissensbasen bewältigt werden können. Ziel die-
ses Ontology Models ist ein effizienterer und effektiverer Einsatz von digitalem Wissen, 
speziell in der Umgebung der Maschinenbauindustrie. 
In Anlehnung an BREWSTER UND WILKS (2004) zeigt Abb. 3 die beschriebenen Werkzeuge 
in Abhängigkeit ihres jeweiligen Formalisierungsgrads. Dieser ist entscheidend, um Algo-
rithmen zu integrieren, mit deren Hilfe Schlussfolgerungen aus dem hinterlegten Wissen 
gezogen werden können. Mind Maps weisen aufgrund ihrer frei vom Anwender wählbaren 
Darstellungsmöglichkeiten von Anwendungsfall zu Anwendungsfall eine völlig unter-
schiedliche Struktur auf. Daher symbolisieren sie in dieser Grafik den geringsten Grad der 
Formalisierung. 
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Abb. 3 Werkzeuge des Knowledge Modeling 
Eine ausführlichere Beschreibung von Ontologien zur Modelierung von Wissen erfolgt in 
Abschnitt 2.3 ab Seite 16. 
2.2.3 Wissensbasierte Systeme im Fokus des Knowledge Engineering 
Unter einem wissensbasierten System wird in den meisten Fällen eine Software beschrie-
ben, die anwendungsspezifische Entscheidungen unterstützen oder sogar selbstständig tref-
fen kann. Basierend auf Inferenzmechanismen, einer  Benutzerschnittstelle und einer Wis-
sensbasis ist solch ein System dazu in der Lage, Lösungen für spezifische Problemstellun-
gen hervorzubringen. Möglichkeiten zur Anwendung wissensbasierter Systeme sind viel-
fältig. Sie reichen von Data Mining über medizinische Überwachungs- und Diagnosesys-
teme bis hin zur planungsunterstützenden Anwendung im Unternehmensbereich. Als we-
sentlichste Vertreter wissensbasierter Systeme gelten Expertensysteme, die im Folgenden 
kurz vorgestellt werden. 
Expertensysteme 
Nach RUSSELL UND NORVIG (2010) kann ein Expertensystem beschrieben werden, als 
„System, das einige Komponenten menschlicher Intelligenz nachahmen kann“. Experten-
systeme werden mit dem Ziel entwickelt, Wissen eines Menschen zu akquirieren und in 
maschinenlesbaren Code zu transformieren. Nach CHAN (2002) ist die Entwicklung eines 
Expertensystems „ein wissensintensiver Prozess“, bei dem Knowledge Engineering und 
Methoden des Knowledge Modeling zur Erarbeitung der Wissensbasis eingesetzt werden.  
Um ein System auf Basis künstlicher Intelligenz zu schaffen, muss zunächst festgestellt 
werden, wie intelligentes, menschliches Verhalten von einem Computersystem nachgebil-
det werden kann (HWANG ET AL. 2011; KULINICH 2012). Dazu dienen Inferenzregeln, wie 
Ursache-Wirkung, Zustand-Reaktion oder Wenn-Dann. Auf diese Weise können Experten-
Grad der Formalisierung 
Potenzial zur Inferenz 
höher geringer 





systeme zur Problembehebung, zur Entscheidungsfindung, zum Entwerfen, Planen oder 
Überwachung genutzt werden (HWANG ET AL. 2011).  
Menschen haben Schwierigkeiten schnellstmöglich Probleme unter Einbezug aller Ein-
flussfaktoren zu erfassen und zu lösen, da die menschliche Wahrnehmung in diesen Fällen 
ihre Grenzen erreicht. Expertensysteme haben diesbezüglich einen entscheidenden Vorteil. 
Durch die weitestgehend freie Skalierbarkeit von Hard- und Softwarekomponenten, kann 
ein Expertensystem jederzeit multidimensional Wissen und Erfahrungen zur Lösung eines 
Problems einbeziehen. (NGUYEN UND KIRA 2000) 
GUAN UND LEVITAN (2012) sehen das Potenzial zukünftiger Expertensysteme vor allem bei 
der Akquise und Integration von Wissen unterschiedlicher Fachbereiche. Insbesondere bei 
der Zusammenführung unterschiedlicher Wissensbasen besteht derzeit hohes Entwick-
lungspotenzial.  
Lernende Expertensysteme 
Kombiniert mit Wissensbasen dienen beispielsweise künstliche neuronale Strukturen oder 
die Repräsentation von regelbasiertem Wissen zur Entwicklung lernfähiger Expertensys-
teme (TIAN ET AL. 1995; FENG UND LINWEN 2008). Mithilfe dieser Komponenten wird es 
möglich, Expertensysteme mit einer trainierbaren Wissensbasis auszustatten. Eine Kombi-
nation aus Nutzereingaben und akquirierten Wissen führt zu neuen Wissenskonstrukten, 
die von Inferenzmechanismen zu sinnvollen Schlussfolgerungen verarbeitet werden kön-
nen. Auf eine genaue Beschreibung von Funktionsweise und Aufbau künstlicher neurona-
ler Netze wird im Rahmen dieser Arbeit verzichtet. 
Abb. 4 verallgemeinert die Idee, Expertensysteme mit Trainingskomponenten zu kombi-
nieren. Die Abbildung demonstriert auf einfache Weise die inneren und äußeren Kompo-
nenten eines wissensbasierten Systems unter Einbezug von neuronalen Strukturen und 
symbolischer KI1. Darüber hinaus zeigt die Grafik den Zusammenhang von Knowledge 
Engineering, Knowledge Modeling und wissensbasierten Systemen. Wie in der Darstel-
                                                 
 
1 Ansatz der Künstlichen Intelligenz zur Repräsentation und Verarbeitung von Wissen und Infor-
mationen 
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lung zu sehen, bestehen wissensbasierte Systeme aus einem Inferenzsystem und einer Wis-
sensbasis.  
 
Abb. 4 Wissensbasierte Systeme im Fokus des Knowledge Engineering 
Basierend auf Regeln und Inferenzmechanismen kann das Inferenzsystem mit der Wis-
sensbasis kommunizieren. Zur Erstellung von Wissensbasen dienen die Werkzeuge des 
Knowledge Modeling. Die Wissensbasis als solche setzt sich zusammen aus Wissen von 
Experten, das manuell in das System eingepflegt wird und Wissen, welches aus der Verall-
gemeinerung von Beispielen induktiv erworben wird. Letzteres ist vom System eigenstän-
dig generiertes Wissen, das zum Beispiel durch symbolische KI als Trainingskomponente 
beeinflusst wird. Zur Repräsentation des Wissens dient eine Benutzerschnittstelle. Diese 
kann einerseits Eingaben zum langfristigen Speichern von Expertenwissen entgegen neh-
men, anderseits dient sie als Ausgabe entsprechender Ergebnisse nach Beendigung einer 
gezielten Problem- oder Fragestellung. 
Wie in den vorangegangenen Absätzen beschrieben, bilden Methoden zur Schlussfolge-
rung (Inferenz) und eine geeignete Wissensbasis die Grundlage wissensbasierter Systeme. 












































































































Bei der Entwicklung dieser Systeme bildet die Diskrepanz zwischen menschenlesbarer 
Darstellung des enthaltenen Wissens und der Erstellung von Wissen aus maschinellem 
Lernen eine der größten Herausforderung. Ein Modell, welches diese Lücke durch standar-
disierte Zusammenführung von Ontologien und Trainingsansätzen schließt, wäre ein ge-
eigneter Ansatz zur Zielerfüllung dieser Arbeit. 
2.3 Ontologie als formalisiertes Werkzeug des Knowledge Modeling 
Wie bereits im vorangegangenen Abschnitt beschrieben, bildet die Integration von Wissen 
die Basis zur Entwicklung eines intelligenten Systems. Die ganzheitliche Systementwick-
lung kann als Knowledge Engineering beschrieben werden. Knowledge Engineering orien-
tiert sich dabei am Prozess des Software Engineering (Anforderungsmanagement, Soft-
warearchitektur, Implementierung, etc.), richtet den Fokus dabei jedoch auf die Entwick-
lung von wissensbasierten Systemen. Neben der Betrachtung aller erforderlichen Ingeni-
eurleistungen, ist es vor allem notwendig, die beiden Kernkomponenten eines wissensba-
sierten Systems zu erarbeiten. Diese sind das Inferenzsystem zur Abbildung von Regel- 
und Inferenzmechanismen und die Wissensbasis, welche Experten- und Erfahrungswissen 
in strukturierter Form enthält. Die Modellierung einer Wissensbasis, also das Strukturieren 
und Visualisieren von Expertenwissen, wird als Knowledge Modeling bezeichnet. Für das 
Knowledge Modeling stehen derzeit verschiedene Werkzeuge zur Verfügung (vgl. Ab-
schnitt 2.2.2). Abschnitt 2.3 beschäftigt sich ausführlich mit dem derzeit bekanntestem 
Werkzeug des Knowledge Modeling: den Ontologien.   
2.3.1 Nutzen, Anwendungsbereiche und Aufbau von Ontologien 
Ihren Ursprung fanden Ontologien bereits zu Beginn der Frühmoderne in der Lehre der 
Philosophie. Hier dienen sie bis heute zur Beschreibung von Wirklichkeit und Sein, was 
sie zu einem Synonym der Metaphysik werden lässt (ZIMMERMANN 1998). Durch sprachli-
che Darstellungen von Zusammenhängen in Natur und Wirklichkeit verkörpern Ontologien 
auch aus philosophischer Sicht Wissen. Diese Eigenschaft, Wissen zu verkörpern, haben 
sie mit der in der Informatik üblichen Begriffsverwendung gemeinsam. Doch bezeichnet 
der Begriff Ontologie in der Informatik im Gegensatz zur Philosophie keine Lehre oder 
Disziplin, vielmehr dient er der Benennung eines Wissensmodells. Mit anderen Worten: 
Aus Sicht der Informatik existiert nicht die eine Ontologie, sondern je nach enthaltenem 
Wissen eine Vielzahl von Ontologien. 
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Die Informatik verwendet Ontologien zur formalen Repräsentation von Wissen. Es werden 
sowohl grafische als auch formal-sprachliche Hilfsmittel genutzt, um Begriffen Objekte 
zuzuordnen. Neben der Integration dieser Begriffe werden in Ontologien auch deren Zu-
sammenhänge verdeutlicht. In den meisten Fällen beziehen sich Ontologien auf einen kon-
kreten Gegenstandsbereich, also ein spezielles Fachgebiet. (GRUBER 1995) 
Wofür und wie Ontologien verwendet werden, wird in den folgenden Absätzen ausführli-
cher beschrieben. Sie gehen auf Anwendungsbereiche und Bestandteile von Ontologien 
ein, sowie auf verschiedene Typen und Sprachen dieses Modellierungswerkzeuges. Insbe-
sondere soll der Grad der Formalisierung genauer betrachtet werden, da dieser als Basis 
zur maschinellen Verarbeitung dient. Begonnen wird zunächst mit der Fragestellung nach 
dem eigentlichen Nutzen und den Zielen von Ontologien.  
Nutzen und Ziele von Ontologien 
Das wohl bedeutendste Ziel von Ontologien kann der Repräsentation von Wissen zuge-
schrieben werden. Dabei dienen sie nicht allein der Visualisierung mentaler Modelle. 
Vielmehr wird Wissen mithilfe von Ontologien strukturiert. Abstraktionen können geord-
net, verschiedene Zusammenhänge dargestellt und zu Konkretisierungen aufgelöst werden. 
Diese Eigenschaft von Ontologien ermöglicht es Ausschnitte der Realität abzubilden. JAN-
SEN ET AL. (2008) sprechen in diesem Zusammenhang von Realitätsrepräsentation.  
Durch Ontologien liegt Wissen explizit, vielfach sogar digitalisiert vor, was zu einem wei-
teren Nutzen dieser Modellierungsmethode führt: der einfachen Wiederverwendung von 
Wissen. Durch „formale und maschinenlesbare Definition einer Domäne“ können model-
lierte Informationen jederzeit nutzbar gemacht werden (DEGLE 2007). Ein weiterer Vorteil 
der formalen Definition liegt in der Erkennung von Abweichungen zwischen modelliertem 
Wissen und Ist-Zuständen der Realität. Daher können Ontologien als Datenbasis für Soft-
waresysteme dienen, die Ist-Daten mit Sollwerten vergleichen, um Fehler und Störungen 
zu erkennen und zu vermeiden. Weiteres wesentliches Ziel der formalen Definition in On-
tologien ist Interoperabilität. Ontologien ermöglichen den Austausch und die Kommunika-
tion von Wissen zwischen Mensch und Maschine und dienen somit als Basis zur automati-
sierten Schlussfolgerung in intelligenten Systemen. 
Nicht zuletzt erhalten Ontologien in den letzten Jahren besondere Aufmerksamkeit durch 
das Semantische Web. Ein aus ihnen hervorgegangenes Werkzeug mit dem Ziel, Inter-
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netressourcen maschinenlesbar zu gestalten. Dies kann beispielsweise zur Prozessoptimie-
rung im E-Commerce beitragen indem intelligente Agenten automatisiert Kaufentschei-
dungen treffen und direkt die Auftragsabwicklung durchführen.  
Anwendungsbereiche 
Wie bereits erwähnt werden Ontologien im Knowledge Engineering zum Knowledge Mo-
deling angewandt. Hierbei sollen sie zur Wissensrepräsentation dienen, da sie alle notwen-
digen Informationen in einem Modell integrieren. Dazu zählen neben der Integration einfa-
cher Daten, vor allem Unternehmensinformationen, Umweltausschnitte, Prozessabbilder 
oder softwarerelevante Artefakte.  
Da Wissen in Ontologien langfristig strukturiert vorliegt, erhöht dies die Möglichkeit In-
formationen auch nach langer Zeit wieder aufzufinden. Aus diesem Grund wird Ontologien 
auch im betrieblichen Wissensmanagement hohe Aufmerksamkeit zuteil, beispielsweise im 
Bereich der semantischen Suche. Sie dienen Anwendern und Anwendungen gleicherma-
ßen, da sie als gemeinsame Wissensbasis einer bestimmten Thematik zur Problemlösung 
herangezogen werden können.  
Darüber hinaus werden Ontologien eingesetzt, um Konzepte und Datenbankentwürfe zu 
modellieren. Sie können zwischen Beschreibung und Instanzen unterscheiden, was sie zu 
einem interessanten Werkezeug für die Architekturbeschreibung von Softwaresystemen 
werden lässt. So können Softwarekomponenten, Klassen und Entitäten zunächst abstrakt in 
einer beschreibenden Ebene von Ontologien integriert werden, die anschließend als kon-
krete Objekte instanziiert werden können.  
Populäre Anwendungen von Ontologien ergeben sich aus der Möglichkeit, Sprachverarbei-
tung zu unterstützen. In zahlreichen Projekten erfolgt dies durch die vollständige Einglie-
derung von WordNet, einer linguistischen Ontologie um natürlich-sprachliche Texte ma-
schinell verarbeitbar zu machen. Dabei handelt es sich um eine Ontologie, die semantische 
und lexikalische Zusammenhänge zwischen verschiedenen Wörtern enthält (MILLER ET AL. 
1990). Im Laufe der Zeit wurde WordNet um Synonyme, Akronyme und Hyperonyme 
erweitert. 
Weitere Anwendungsbereiche von Ontologien ergeben sich in der Biologie, der Anthropo-
logie, dem E-Commerce, der Bioinformatik, der Geosemantik, verschiedenen unternehme-
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rischen Anwendungen und in der Medizin (JANSEN ET AL. 2008). Vor allem in der Medizin 
wird die Thematik der Ontologien intensiv genutzt. Das sogenannte Unified Medical Lan-
guage System (UMLS) ist eine Ontologie zur computergestützten Kommunikation und 
Analyse menschlicher Krankheiten oder Symptome. Die Erarbeitung dieser Ontologie be-
gann bereits 1986 und wurde später von LINDBERG ET AL. (1993) vorgestellt. Seither er-
fährt diese Ontologie zunehmend Popularität und Nutzung. 
Komponenten einer Ontologie 
Ontologien bestehen im Wesentlichen aus Begriffen, Instanzen und Relationen (Abb. 5).  
 
Abb. 5 Komponenten einer Ontologie 
Begriffe, auch Konzepte (engl. concepts) oder Schlüsselkonzepte bezeichnet, sind aus ob-
jektorientierter Sicht Klassen von Objekten gemeinsamer Eigenschaften (HAARMANN 
2014). Ein Beispielkonzept ist Frucht. Jede Frucht besitzt eine Farbe. Gelb ist eine Farbe, 
weshalb auch Farbe eine Klasse ist. Banane ist eine Frucht, sie hat die Farbe Gelb. Banane 
ist ein konkretes Objekt, eine Instanz der Klasse Frucht. 
Neben Begriffen existieren demnach auch Instanzen in Ontologien. Diese repräsentieren 
konkrete Einzelobjekte einer Klasse oder eines Types. Typen (types) sind in Ontologien 
Verfeinerungsstufen von Klassen, die ihre Eigenschaften an konkrete Instanzen vererben 
können. Neben Begriffen, Typen und Instanzen werden in Ontologien Beziehungen ver-
wendet, um Zusammenhänge zwischen den Komponenten darzustellen. Dies kommt den 
Relationen aus dem Entity-Relationship-Model sehr nahe. Alle Objekte weisen Eigen-
schaften auf, die auch als Attribute bezeichnet werden, beispielsweise ist Farbe eine Eigen-









und Objekten Eigenschaften einer anderen Komponente zu vererben. Komponenten kön-
nen dabei auch von verschiedenen Objekten abgeleitet sein (Mehrfachvererbung). Die 
Vererbung wird auch als Ableitung oder Delegation bezeichnet. Es wird nach zwei ver-
schiedenen Hierarchierichtungen unterschieden. Bei der Bottom-Up-Hierarchie treten tran-
sitive Vererbungsstrukturen auf. Beispielsweise erbt MS Word alle Eigenschaften einer 
Software, wenn folgende Vererbungsstruktur vorliegt: MS Word ist Textverarbeitung. 
Textverarbeitung ist Software. Die zweite Hierarchierichtung ist die Top-Down-
Hierarchie, bei der das oberste Objekt nicht die Eigenschaften der unteren Hierarchieebe-
nen erbt. (HAARMANN 2014) 
Ontologien werden in leichtgewichtige (leight-weighted) und schwergewichtige (heavy 
weighted) Ontologien unterschieden. Im Unterschied zur leichtgewichtigen Ontologie, die 
ausschließlich Begriffe, Vererbungshierarchien und Relationen enthält, werden schwerge-
wichtige Ontologien um Axiome ergänzt. Diese Axiome können als Ausdrücke oder Aus-
sagen verstanden werden, die ergänzendes Wissen zweier in Beziehung stehender Objekte 
beinhalten. Axiome können zur Plausibilitätsprüfung herangezogen werden, da diese Aus-
drücke immer einer wahren Aussage entsprechen, beispielsweise „Die Erde ist nicht Mit-
telpunkt unseres Sonnensystems“. (COLLARD 2007, S. 38) 
2.3.2 Typisierung von Ontologien 
Ontologien können auf Basis zweier Betrachtungsgrade klassifiziert werden: dem Genau-
igkeitsgrad und dem Abhängigkeitsgrad (GUARINO 1997, S. 139–170). Dabei werden sie 
im Allgemeinen in vier Ontologietypen unterteilt. 
 
Abb. 6 Ontologietypen nach ihrem Anteil an Fachwissen (nach DEGLE 2007, S. 6) 
Domänen  
Ontologien Grad der Genauigkeit  
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Abb. 6 zeigt diese Ontologietypen in Abhängigkeit des Genauigkeitsgrades und der An-
wendungsbreite. Während Top-Level Ontologien eine breite Anwendung in zahlreichen 
fachspezifischen ontologiebasierten Systemen finden, können spezielle Application Onto-
logien nur für eine begrenzte Anzahl an Anwendung genutzt werden. Der Grad der Genau-
igkeit symbolisiert dabei das in der Ontologie enthaltene integrierte Fachwissen. 
Top-Level-Ontologien 
Ontologien, mit dem geringsten Spezifikationsgrad, werden als Top-Level-Ontologien be-
zeichnet (auch Upper- oder Foundation-Ontologien). Sie enthalten Wissen über allgemeine 
Begriffe und Konzepte und werden als Basis zur Charakterisierung von neutralem, unspe-
zifischem und allgemeingültigem Wissen verwendet. Einige Ontologiespezialisten, wie 
Barry Smith, Nicola Guarino oder Heinrich Herre verfolgen die Vision, dass weltweit nur 
eine Instanz dieses Ontologietypes erforderlich wäre. Top-Level-Ontologien enthalten Be-
schreibungen allgemeiner Terminologien und deren Zusammenhänge, wie Informationen 
über Zeit, Raum, Objekte, Fakten oder Situationen. Sie können daher als Grundlagenwis-
sen für zahlreiche Domänen genutzt werden. (DEGLE 2007, S. 6; ARP ET AL. 2015) 
Vorteile von Upper-Level-Ontologien liegen insbesondere in der Wiederverwendbarkeit 
ontologiebasierter Wissensmodellierung. Dieser Ontologietyp dient einer generischen 
Verwendung von Allgemeinwissen und ist daher zur freien Verwendung in spezifischen 
Domänen geeignet. Nach HOEHNDORF (2010) sind die meist genutzten Upper-Level-
Ontologien: BFO, DOLCE und SUMO. Sie werden im Folgenden kurz vorgestellt.  
Die BFO (Basic Formal Ontology), die vom Onto-Med der Universität Leipzig entwickelt 
wurde, ist eine sehr formale Top-Level-Ontologie mit dem Ziel der Integration von Infor-
mationen zwischen verschiedenen Fachbereichen. Hierbei werden im Wesentlichen zwei 
Konzepte unterschieden: Continuant und Occurent. Während Continuant ausschließlich 
zeitlich unabhängige Begriffe beschreibt, wie Mensch oder Festplatte, beschreiben Oc-
curents Begriffe mit zeitlichen Abhängigkeiten, wie bestimmte Prozesse oder Events. 
Durch ihren modularen Aufbau können verschiedene Wissensmodellierer an derselben 
Ontologie arbeiten. Dies vereinfacht die Wiederverwendung und die Prüfung des enthalte-
nen Wissens. BFO enthält keine Unterstützung für mathematische Daten, wie Zahlen oder 
Definitionen und keine Möglichkeit Boolsche Ausdrücke zu integrieren. Weiterhin wird 
durch BFOs nicht das Ziel verfolgt, spezifisches Domänenwissen zu modellieren, sondern 
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domänenneutrale Informationen zu strukturieren und digital verfügbar zu machen. (ARP ET 
AL. 2015) 
Hauptanwendungsbereiche der BFO sind in der Bioinformatik und in der Medizinischen 
Technik zu finden. Hier wird die BFO in zahlreichen Ontologien als Top-Level-Ontologie 
eingesetzt. Beispiele dieser Projekte sind OncoCl (Krebszellen Ontologie), BioTop (bio-
medizinische Top-Level-Ontologie), BLO (Blut), EO (Ontologie mit Evolutionsdaten) 
oder die HDOT (Ontologie zur Personalisierung in der Medizin). Durch die Integration 
von „Information Artifacts“ wird neben der Medizin auch in weiteren Anwendungsberei-
chen BFO eingesetzt. Somit sind Ontologien wie SWO (Software Ontology), OntoDM 
(Ontology of Data Mining), Computational Neurosience Ontology, Twitter Ontology oder 
die Population and Community Ontology entstanden. 
Eine weitere vielseitig eingesetzte Upper-Ontologie ist DOLCE (Descriptive Ontology for 
Lingustic and Cognitive Engineering). Sie enthält neben allgemeinem Wissen als Top-
Level-Ontologie auch Domänenwissen und legt ihren Fokus auf Linguistik mit dem Ziel 
kognitiven Systemen eine hinreichende Wissensbasis zugrunde zu legen. Entwickelt wurde 
diese Ontologie im Rahmen des „WonderWeb foundation ontologies library“-Projektes des 
Laboratory for Applied Ontology. Hauptmerkmal dieser Ontologie bilden Beschreibungen, 
deren Gebrauch in der natürlichen Sprache in Abhängigkeit von kulturellen und sozialen 
Faktoren steht. (ROBINSON 2011)  
DOLCE unterscheidet ähnlich der BFO Endurants, also zeitlich unabhängige Objekte, und 
Perdurants mit zeitlichem Bezug. Zur besseren Unterscheidung beider Klassifikationen 
können Begriffe auf ihre zeitliche Vergänglichkeit überprüft werden. Endurants sind Be-
griffe, die zu jeder Zeit existieren, sich während dieser Zeit jedoch ändern können. Als 
Beispiel für Endurants können physisch existierende Objekte genannt werden, wie Haus 
oder Baum. Perdurants hingegen sind durch ein Start- und ein Endzeitpunkt charakterisiert. 
Sie existieren also nur partiell für den Zeitraum, in dem sie sich befinden. Diese Art von 
Klassen können Events oder Prozesse darstellen, was sie zu Artverwandten der Occurants 
einer BFO macht. Sowohl Endurants als auch Perdurants können Bestandteile aufweisen, 
wie die Finger einer Hand oder das Fell des Löwen. Der Hauptunterschied zur BFO liegt in 
der Integrationsmöglichkeit physischer Objekte, bei denen es weitere Unterscheidungsebe-
nen gibt, wie Aggregate, Merkmale oder Lebendigkeit. Ähnlich zu den Vererbungsstruktu-
ren der BFO existieren auch in DOLCE Topologien, die es ermöglichen Merkmale oder 
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Eigenschaften einer Elternklasse an Kind- und Kindeskindklassen weiterzugeben. Durch 
die Möglichkeit der formalen Beschreibung von Abhängigkeiten zu Eigenschaften oder 
anderen Objekten ist es möglich in DOLCE das enthaltende Wissen zu prüfen. Die dabei 
modellierten Abhängigkeitsstrukturen, die zur Überprüfung real existierender Objekte her-
angezogen werden, befinden sich jedoch auf einem sehr hohen Abstraktionsgrad. Es exis-
tieren allgemein gültige Validierungsregeln, wie „alle Instanzen eines bestimmten Objektes 
haben ein sie eindeutig identifizierbares Merkmal“. (MASOLO ET AL. 2003) 
Anwendungsprojekte von DOLCE sind ODASP (Ontology Driven Analysis of Nominal 
Systematic Polysemy in WordNet), ILIKS (Interdisciplinary Laboratory on Interacting 
Knowledge Systems), MOSTRO (Modelling Security and Trust Relationships within Or-
ganizations), OntoWeb (Ontology-based information exchange for knowledge manage-
ment and electronic commerce) oder FOS (Fishery Ontology Service). 
Auch aus der Nutzung der Suggested Upper Merged Ontology (SUMO) ergeben sich zahl-
reiche Anwendungsfelder, die von NILES UND PEASE (2001) erstmals vorgestellt wurde. 
SUMO enthält mathematische Komponenten, was sie zu einer deutlich umfangreicheren 
Ontologie macht, als beispielsweise BFO. Ziele sind eine natürliche Sprachverarbeitung 
und Information Retrieval. Sie besteht aus Mengen und Graphenkomponenten und beinhal-
tet Zeitkonzepte, Vorgänge, Zahlen und Maße. Die SUMO wird beispielsweise in der 
Elektrotechnik verwendet, um verteilte und heterogene Sensordaten zu suchen. Dabei wird 
SUMO genutzt, um Basisbegriffe und ihre Zusammenhänge zu modellieren (EID ET AL. 
2007).  
Domain- und Task-Ontologien 
Die Domain-Ontologie weist im Vergleich zur Top-Level-Ontologie einen höheren Grad 
an spezifischem Wissen auf und verfolgt daher gezielt die Wissensintegration eines spezi-
ellen Anwendungsbereichs. Sie beschreibt das Vokabular einer spezifischen Domäne, wie 
Medizin, Nano- oder Softwaretechnik. Task-Ontologien enthalten domänentypische Be-
schreibungen bestimmter Abläufe oder Tätigkeiten. Dies wird realisiert, indem die Begriffe 
und Zusammenhänge einer Top-Level-Ontologie spezifiziert werden, um das Wissen eines 
konkreten Anwendungsbereiches zu modellieren. (DEGLE 2007)  
Da Domänen- und Task-Ontologien spezifisches Fachwissen enthalten, was sie zu speziel-
len Wissensspeichern werden lässt, beinhalten sie idealerweise alle relevanten Terminolo-
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gien eines Fachgebietes. Aufgrund der Fachgebietsvielfalt unseres Gesellschaftssystems 
existieren entsprechend vielfältige Anwendungsmöglichkeiten dieser Ontologietypen. Bei-
spielsweise haben MIZOGUCHI ET AL. (2000) in ihrer Veröffentlichung eine Domänen-
Ontologie für Pflanzen vorgestellt, in der sie Wissen über Pflanzen durch Labels, Axiome, 
Definitionen und Taxonomien strukturiert haben. Das am weitesten verbreitetste Anwen-
dungsgebiet von Domänen-Ontologien sind Medizin und Bioinformatik. Von KHELIF UND 
DIENG-KUNTZ (2004) wird eine Domänen-Ontologie vorgestellt, die das Ziel einer ontolo-
giebasierten Notation für Biochip-Experten verfolgt. Eine Domänen-Ontologie für medizi-
nische Terminologien, die zeitliche Entwicklungen von Krankheiten sowie Diagnosever-
fahren zur Behandlung von Patienten beinhaltet, bieten PALMA ET AL. (2006) Sie zeigen in 
ihrer Publikation ausführlich die Integration zeitlich veränderbarer Wissenskonstrukte und 
wie sich diese durch Historien in die Ontologien einbinden lassen. Auf dem Gebiet „Kolla-
borative Innovation“ wurde in einem Beitrag zur Integration von Wissen in Innovations-
netzwerken von HIRSCH ausführlich ein ontologiebasiertes Entscheidungsunterstützungs-
system vorgestellt. 
Schnittmengen und Überschneidungen von Terminologien verschiedener Fachgebiete stel-
len die größte Herausforderung der Domänenmodellierung dar. Der Begriff „Ebene“ einer 
Top-Level-Ontologie könnte in einer Domänen-Ontologie für Topografie eine geografi-
sche Bezeichnung einer Landschaft beschreiben, während er in einer Grafikbearbeitungs-
Domäne verschiedene Schichten eines Bildes darstellen würde. Da diese Art von Ontolo-
gien spezifisches Fachwissen enthalten, sind sie häufig nicht miteinander kompatibel, was 
die Zusammenführung zweier (oder mehr) Domänen-Ontologien erschwert. Domänen-
Ontologien, die auf derselben Ontologiestruktur basieren, lassen sich leichter automatisch 
integrieren. Dazu existieren bereits Versuche und Projekte, wie das an der Universität von 
Edinburgh entwickelte Verfahren ORS (MCNEILL UND BUNDY 2007). 
Application-Ontologie 
Den speziellsten Ontologietyp bilden die Application-Ontologien. Sie enthalten Beschrei-
bungen, denen in Abhängigkeit von einer Domänen- und einer Task-Ontologie meist spezi-
fische Komponenten einer Softwarearchitektur zugeordnet werden (DEGLE 2007). Diese 
von GUARINO (1997) erstellte Kategorie von Ontologien ist vergleichbar mit konzeptionel-
len Modellen zur Klassen- oder Datendefinition einer Softwareanwendung. Dabei verfol-
gen Application Ontologien das Ziel, anwendungsbezogene Use Cases in die Wissensbasis 
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zu integrieren. Beispiele für Application Ontologien sind die EFO (Experimental Factor 
Ontology) auf dem Gebiet der Genforschung oder das NIFSTD, eine auf Basis des Neuro-
Informatics Framework (NIF) aufgebaute Ontologie der Neuroforschung. NIFSTD enthält 
beschreibungen zu Anatomie, Zellen, Zellkulturen, Molekülen und Funktionen und Dys-
funktionen. HARRISON UND CHAN (2005) haben ein Decision Support System untersucht, 
das Managern und Ingenieuren bei der Beseitigung schädlicher Materialien in der Petrole-
umindustrie unterstützen soll. Die dafür erforderliche Wissensbasis wurde mithilfe einer 
Application Ontologie umgesetzt. 
2.3.3 Ontologiesprachen 
Bei der Erstellung von Ontologien werden Modellierungskonzepte benötigt, die auf forma-
ler Beischreibungslogik aufbauen. Nur so können eine maschinelle Lesbarkeit der Ontolo-
gie ermöglicht und alle Vorteile einer IT-gestützten Datenverarbeitung genutzt werden. 
Um das in der Ontologie enthaltene Wissen zwischen verschiedenen IT-Systemen austau-
schen und verarbeiten zu können, wird es mithilfe sogenannter Ontologiesprachen in eine 
einheitliche syntaktische Form überführt. Der Vorteil solcher Austauschformate liegt ins-
besondere in der Möglichkeit, verteiltes Wissen in unterschiedlichen Systemen verfügbar 
zu machen, um beispielsweise Techniken zur Schlussfolgerung oder Wissensergänzung 
von der Wissensrepräsentation zu entkoppeln.  
GÓMEZ-PÉREZ ET AL. (2004) unterteilen Ontologiesprachen in zwei Gruppen: Traditional 
Ontology Languages und Ontology Markup Languages. Letztere werden explizit für den 
Einsatz von Ontologien durch Internettechnologien herangezogen. Im Unterschied zu den 
traditionellen framebasierten, netzwerkartigen und objektorientierten Ontologiesprachen 
basieren die Ontology Markup Languages auf XML und enthalten sowohl grafische als 
auch textuelle Syntax und Semantik. Wesentliche Vertreter der Ontology Markup Langu-
ages sind beispielsweise DAML+OIL, SHOE und OWL. Zu den traditionellen Ontologie-
sprachen zählen LOOM, OCML oder FLogic. (KARAKOL 2016; GÓMEZ-PÉREZ ET AL. 
2004)  
Die Basis von Ontology Markup Languages bilden sogenannte Beschreibungslogiken 
(engl. Description Logic, kurz DL), die häufig als Formalismen zur expliziten und implizi-
ten Wissensrepräsentation beschrieben werden. Ziel dieser DLs ist die Abwägung aus 
schlanker Formalisierung und ausdrucksstarker Syntax, um menschliche Anwendbarkeit 
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mit der Erfassung komplexer Wissensstrukturen zu kombinieren. Auf Basis sogenannter 
Konstruktoren können mit DLs weniger komplexe oder atomare Konzepte zu komplexen 
Beschreibungen überführt werden. Die Anzahl an Konstruktoren wird dabei als Aus-
drucksmächtigkeit bezeichnet. Sie beeinflusst maßgeblich die Komplexität einer Beschrei-
bungslogik und damit den Grad der Anwendbarkeit automatischer Schlussfolgerungen 
(Automated Reasoning). (KARAKOL 2016)  
Mit Hilfe der OWL 2 DL SHROIQ(D) lassen sich beispielsweise Beschreibungslogiken in 
die Ontologiesprache OWL integrieren. Die Buchstaben SHROIQ(D) stehen dabei für die 
Konstruktoren, welche von der Beschreibungslogik unterstützt werden. Diese umfassen die 
Beschreibungssprache ALC, welche unter anderen Konjunktionen, Restriktionen, Quanti-
fizierer, Top und Bottom-Prinzipien, Negation oder Disjunktion enthält und unter Einbe-
zug von Transitivität den Buchstaben S darstellen. Die weiteren Buchstaben stehen für 
Hierarchien (H), Funktionen/Rollen (R), Konzepte (O), Umkehrfunktionen (I), nummeri-
sche Restriktionen mit Merkmalsbezug (Q) und Datentypen (D). 
DLs bestehen im Wesentlichen aus einer logikbasierten Semantik, die in die aus der künst-
lichen Intelligenz bekannten terminologischen und deklarativen Komponenten (Tbox und 
Abox) eingeteilt werden kann. Während in der Tbox Klassen und Beschreibungen, also 
Abstraktionen enthalten sind, beinhaltet die Abox Instanzen und Ausprägungen dieser 
Elemente. Drei der bekanntesten Vertreter von ontologiebasierten Beschreibungssprachen 
sind DAML+OIL, RDF und OWL. Sie werden im Folgenden kurz vorgestellt. (AHMAD 
2013, S. 304–305) 
RDF 
Als Grundlage verschiedenerer Description Languages dient RDF (Resource Description 
Framework). Ursprünglich diente RDF als Kerntechnologie, um Metadaten in Webanwen-
dungen einbinden und verteilen zu können. Dazu wird damals wie heute XML als Formali-
sierungssyntax verwendet. Als Ressourcen kommen alle Artefakte infrage, die eine eindeu-
tige Identifizierbarkeit aufweisen, beispielsweise durch URLs, ISBNs oder DOIs. Die Be-
schreibungen dieser Ressourcen erfolgt unter anderen auf Basis ihrer Eigenschaften, ihres 
Nutzens oder ihrer Zielgruppe. RDF liefert dabei ein Model (Framework), welches die 
Vielfältigkeit der Beschreibungsmöglichkeiten vereinheitlicht und somit maschinenlesbar 
aufbereitet. RDF kann zur Beschreibung von Artikeln in Online-Shops, zur Planung von 
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Web-Events, zur Beschreibung von Webseiten (Inhalt, Autor, Datum, etc.), zur Beschrei-
bung von Bildern, zur Platzierung von Informationen in Suchmaschinen oder für elektroni-
sche Bibliotheken genutzt werden. (w3schools 2016) 
Wie genau XML durch RDF genutzt und erweitert wird, zeigt das Beispiel in Abb. 7 der 
Onlinedokumentationsplattform w3schools. Darin wird im oberen Teil der Grafik eine 
Tabelle mit Informationen einer CD-Datenbank abgebildet, die im unteren Teil der Abbil-
dung zu einem RDF Dokument überführt wurden. RDF Dokumente beginnen zunächst mit 
dem in Zeile 3 dargestellten Wurzelknoten <rdf:RDF>. In der darauf folgenden Zeile 4 
wird durch xmlns:rdf ein Namespace spezifiziert, der Elementen mit diesem Prefix eine 
Namespace-Quelle von w3.org zuweist. Der xmlns:cd Namespace ordnet Elementen mit 
dem cd-Prefix zu den Namespace der Seite „recshop.fake“. Das <rdf:Description> Ele-
ment enthält Beschreibungen des Shopartikels, also der Ressource, die im rdf:about Attri-
but definiert wird. 
 
Abb. 7 Beispiel eines RDF Dokuments (Quelle: w3schools 2016) 
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Schließlich geben die Kindelemente mit dem vorangestellten „cd“ die Eigenschaften eines 
konkreten Shopartikels an. Diese Syntax kann zur automatischen Weiterverarbeitung durch 
RDF-Schema (RDFS) erweitert werden. Mithilfe von RDFS können Zusammenhänge der 
enthaltenen Beschreibungen, wie Taxonomie- oder Vererbungsstrukturen von Klasse oder 
Eigenschaften in das Dokument integriert werden. Auf diese Weise kann RDFS in leicht-
gewichtigen Ontologien zur Domänenbeschreibung und Wissensmodellierung genutzt 
werden. (KARAKOL 2016, S. 53) 
Die durch RDF und RDFS erreichte einfache syntaktische Darstellung von Informationen 
dient ausdrucksmächtigeren Ontologiesprachen, wie DAML+OIL oder OWL, als Grundla-
ge. Die folgenden Abschnitte erläutern, wie diese Sprachen in der Praxis genutzt werden 
können. 
Web Ontology Language (OWL) 
Aufbauend auf RDF und RDFS wird OWL als Nachfolger der Beschreibungssprachen 
DAML (DARPA Agent Markup Language) und OIL (Ontology Interface Layer) gesehen, 
welche seit 2001 nicht mehr weiterentwickelt wurden. Seit 2004 dient OWL (Web Ontolo-
gy Language) als W3C-Standard zur Beschreibung von Ontologien. Damals noch mit Ver-
sion 1.0, wird OWL 2.0 inzwischen von zahlreichen Systemen unterstützt, darunter be-
kannte Ontologie Editoren wie „Protege“ oder der „Stanford KSL Ontology Editor“. Durch 
OWL werden Termini einer Domäne und deren Zusammenhänge in Form einer Ontologie 
ausgedrückt und als Datenmodell durch XML Syntax gespeichert.  
Ziel ist es, Wissen zu strukturieren, es öffentlich zugängig zu machen und online zu ver-
breiten. OWL ist wesentlicher Bestandteil des Semantic Web, einer Initiative, durch die 
internetbasierter Content maschinenlesbar aufbereitet wird (CARDOSO UND SHETH 2005). 
OWL kann dabei mit Abfrage-Sprachen wie SPARQL kombiniert werden, was die Integra-
tion in Benutzerschnittstellen vereinfacht. OWL wird in drei Versionen mit unterschiedli-
cher Ausdrucksstärke unterteilt (KARAKOL 2016): 
- OWL-Lite zeichnet sich als wenig ausdruckstarke Teilsprache von OWL durch sei-
ne einfache Anwendung aus. Es zielt im Wesentlichen auf die Erstellung von Onto-
logien mit einfachen Taxonomien und unter Einbezug weniger Axiome. 
- OWL-DL erweitert OWL-Lite um DLs, weshalb sie ausdrucksmächtiger ist und 
„dem Anwender maximale Beschreibungsfähigkeit zur Verfügung stellt“ (KARA-
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KOL 2016). Durch die Kombination aus OWL und DL ermöglicht diese Sprache die 
Integration von Entscheidungsverfahren, also Algorithmen, um Elemente auf das 
Vorhandensein bestimmter Eigenschaften zu prüfen.  
- OWL-Full enthält die beiden Teilsprachen OWL-Lite und OWL-DL und erweitert 
diese um RDF-Schema. Daher kann diese Sprache als ausdrucksstärkste der drei 
Teilsprachen verstanden werden.  
Schlussfolgerungen basieren in OWL auf der sogenannten Open World Assumption (O-
WA), bei der grundlegend von einer Existenz von Wissenszusammenhängen ausgegangen 
wird, solange nicht explizit etwas anderes definiert wurde. Die Basiselemente von OWL 
sind aus der Objektorientierung bekannt. Es stehen Klassen, Eigenschaften und Instanzen 
zur Verfügung. 
Im Header (Abb. 8, Zeilen 2 bis 4) werden zunächst die erforderlichen Namensräume defi-
niert. An dieser Stelle können zusätzliche Informationen zur Versionskontrolle oder ver-
knüpften, ausgelagerten Ontologien enthalten sein. Durch rdf:ID werden Elementen in 
OWL eindeutige Bezeichner zugewiesen. Hierarchische Beziehungen werden durch Klas-
sen und Unterklassen ausgedrückt: <owl:Class …> bzw. <rdfs:subClassOf …>. Instanzen 
werden durch den Namen ihrer zugehörigen Klasse definiert, der gleichzeitig den Namen 
des XML-Knotens darstellt. In Abb. 8 verdeutlichen die Zeilen 8 bis 11 und die Zeilen 31 
bis 33 die Definitionen von Klassen, Unterklassen und Instanzen. (w3c 2016) 
Zur Beschreibung von Eigenschaften stehen ObjectProperty (hierarchische Objekteigen-
schaft) und DataTypeProperty (Datentypeigenschaft) zur Verfügung. Hierarchischen Ob-
jekteigenschaften  und Datentypeigenschaften werden durch domain einem Definitionsbe-
reich (z.B. in Zeile 23) und mittels range ein Wertebereich (z.B. in Zeile 22) zugewiesen. 
Darüber hinaus lassen sich verschiedene Eigenschaftsmerkmale definieren, beispielsweise 
transitive, symmetrische, funktionale Eigenschaften oder Umkehrfunktionen, wie Gegen-
teil-Beziehungen. Eine weitere Besonderheit ist ab Zeile 13 in Abb. 8 dargestellt: Be-
schränkungen von Eigenschaften, welche zu Ausnahmen innerhalb der Vererbungsstruktu-
ren führen. Diese werden durch <owl:Restriction> in der OWL definiert, um beispielswei-
se Gültigkeitsbereiche einer Eigenschaft anzugeben. In dem gezeigten Beispiel wird auf 
diese Weise die Konstante agile als Wert der Eigenschaft processType fixiert. (w3c 2016)  
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Abb. 8 Beispiel einer OWL Anwendung 
Gleichheitsbeziehungen lassen sich in OWL durch sameClassAs für gleiche Klassen, 
samePropertyAs zur Darstellung gleicher Eigenschaften und sameIndividualAs für Instan-
zengleichheit ausdrücken. Durch Schlüsselwörter wie differentIndividualFrom können 
Instanzen mit gleicher Bezeichnung oder Benennung klar voneinander abgegrenzt werden. 
Hintergrund ist die Zusammenführung von Ontologien unterschiedlicher Autoren, da ent-
sprechende Elemente in unterschiedlichen Ontologien verteilt sein können. Die damit ver-
bundene Identifizierung von Wissensüberlagerung bzw. –differenzierung ist daher not-
wendiger Bestandteil der OWL. Komplexe Klassenkonstrukte lassen sich durch Mengen-
operationen in OWL integrieren. Bekannte Operationen sind beispielsweise intersectionOf 
(Durchschnitt), unionOf (Vereinigung), disjointWith (Disjunktheit) oder complementOf 
(Komplement). (w3c 2016)  
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2.3.4 Vorgehensmodelle zur Ontologieentwicklung 
Dieser Abschnitt beschreibt Methoden und Vorgehensweisen, um Ontologien neu zu er-
stellen oder sie in bereits Vorhandene zu integrieren. In der Literatur wird dies unter Onto-
logy Engineering zusammengefasst. Es zielt auf die formale Repräsentation von Konzep-
ten (im Sinne einer Ontologie) und deren Zusammenhänge und bezieht sich dabei auf die 
bereits beschriebenen Ontologietypen und –sprachen (Abschnitte 2.3.2. und 2.3.3). Bereits 
Anfang der 1990er Jahre wurden diverse Methoden zur Ontologieerstellung vorgestellt. 
Einige dieser Vorgehensweisen werden im Folgenden präsentiert. Darunter die Cyc Me-
thode von Lenat und Guha, die Vorgehensweise von GRÜNINGER UND FOX (1995) und die 
METHONTOLOGY von FERNÁNDEZ-LÓPEZ ET AL. (1997) 
Cyc Method von Lenat und Guha (1990) 
Die bereits Mitte der 80er Jahre entstandene „Cyc” ist eine große Wissensbasis, die allge-
meine Zusammenhänge und Begriffe unsere Weltanschauung beinhaltet. Zur Erstellung 
der Cyc wurde eine eigens zu diesem Zweck entworfene Sprache verwendet: die CycL 
(Cyc Language). Sie enthält Inferenzmechanismen, um Vererbungsstrukturen, automati-
sierte Klassifizierung, Umkehrschlüsse, Bedingungsüberprüfung oder Suchalgorithmen in 
die Cyc zu integrieren. Darüber hinaus enthält CycL Möglichkeiten zur Überprüfung von 
Wahrheitsaussagen und zur Detektion von Inkonsistenzen, sowie ein Modul zur Beantwor-
tung allgemeiner Sachverhalte. (GÓMEZ-PÉREZ ET AL. 2004, S. 113) 
Das Vorgehen zur Erstellung einer Wissensbasis nach der Cyc Methode kann in drei unab-
hängige Prozesse unterteilt werden. Beim ersten Prozess wird Wissen manuell aus Quellen, 
bei denen das Wissen explizit vorliegt, extrahiert. Dieser Prozessschritt ist bei mangelnder 
Unterstützung von Automatisierungstechniken erforderlich, die zur Überführung von all-
gemeinem Wissen aus natürlicher Sprache in strukturiertes ontologiebasiertes Wissen hilf-
reich sind. Hierbei sollen insbesondere drei Zielstellungen erarbeitet werden (ELKAN UND 
GREINER 1993):  
- Kodierung des zugrundeliegenden Wissens, das für das inhaltliche Verständnis der 
Wissensquelle (Internetquelle, Zeitung, Buch, etc.) notwendig ist. Ziel dabei ist, 
Maschinenlesbarkeit der Wissensbasis zu gewährleisten.   
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- Überprüfung von unglaubwürdigen Inhalten, um herauszufinden, was im Allge-
meinen zur Unglaubwürdigkeit führt. Zum Beispiel: Usain Bolt läuft die 100 Meter 
in weniger als 5 Sekunden. 
- Identifizierung von Fragestellungen, die Leser nach dem Lesen der Quelle fähig 
sein sollten, sie zu beantworten.  
Im zweiten Prozess von Lenat und Guha dient bereits in der Wissensbasis enthaltenes Wis-
sen zur Kodierung von neuem explizit vorhandenem Wissen. Softwaretools, die zur Analy-
se von natürlicher Sprache oder zum maschinellen Lernen dienen, leiten allgemeingültiges 
Wissen aus verschiedenen Quellen auf Basis bereits existierenden Cyc-Wissens ab. Dabei 
wird menschliches Eingreifen zur Überprüfung und endgültigen Kodifizierung als wesent-
liches Unterscheidungskriterium zum dritten Prozess gesehen. Dieser ist durch nahezu 
vollständige Automatisierung während der Überführung von Wissen in die Cyc Ontologie 
charakterisiert. (ELKAN UND GREINER 1993) 
Cyc Ontologien dienen nicht ausschließlich zur Erstellung von Top-Level-Ontologien. Die 
Cyc Methode schlägt vor, nach Erarbeitung allgemeiner Begriffskonzepte die Repräsenta-
tion von Wissen auf spezifische Domänen anzuwenden, um allgemeingültige Begriffe 
fachspezifisch zu konkretisieren. Nach GÓMEZ-PÉREZ ET AL., S. 115 (2004) wurde diese 
Methode bis zum Zeitpunkt ihrer Veröffentlichung ausschließlich zur Erstellung der Cyc 
Wissensbasis genutzt.  
Vorgehensweise von GRÜNINGER UND FOX (1995) 
Auch GRÜNINGER UND FOX entwickelten bereits 1995 ein Vorgehensmodell zur Entwick-
lung und Evaluierung von Ontologien. Es entstand aus den Erfahrungen des gemeinsamen 
Projektes TOVE, welches an der Universität von Toronto durchgeführt wurde, um Wissen 
zu verschiedenen Unternehmensarchitekturen zu strukturieren.  
Abb. 9 zeigt das Vorgehensmodell von GRÜNINGER UND FOX (1995) und seine sechs Pro-
zessschritte zur Erstellung und Evaluierung von Ontologien. Der Prozess beginnt mit dem 
„Motivating Scenario“. Es umfasst die Erarbeitung von Anwendungsszenarien und Ein-
satzmöglichkeiten der zu erstellenden Ontologie. Dieser Schritt ist vergleichbar mit der 
Beschreibung der Vision und Idee bei einem klassischen Softwareentwicklungsprozess. Im 
zweiten Prozessschritt werden Fragestellungen formuliert, die zur späteren Evaluierung der 
Ontologie dienen. 
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Abb. 9 Erstellung und Evaluierung von Ontologien (nach GRÜNINGER UND FOX 1995) 
Die Erarbeitung der sogenannten Informal Competency Questions (deutsch etwa „formlose 
Fachfragen“) können im Wesentlichen als Testfälle betrachtet werden, die am Prozessende 
von der Ontologie erfüllt bzw. beantwortet werden müssen. Die Fragen werden in natürli-
cher Sprache (formlos) formuliert, zum Beispiel: 
a. Bei gegebener persönlicher Erfahrung eines Softwareentwicklers und verschiede-
nen äußeren Einflüssen (ökonomisch bedingt, persönliche oder berufliche Ziele, 
etc.), welche Software sollte der Softwareentwickler für die Beschreibung von An-
forderungen nutzen? 
b. Ist Scrum für ein gegebenes Team mit unterschiedlichen Einzelerfahrungen ein ge-
eignetes Vorgehensmodell zur Umsetzung eines bestimmten Softwareprojektes? 
Nach GÓMEZ-PÉREZ ET AL. ist eine Ontologie unzureichend umgesetzt, sollten diesen 
Competency Questions nur „einfachen Abfragen“ entsprechen. Als einfache Abfrage gel-
ten Fragestellungen, die so elementar formuliert sind, dass keine Untergliederung dieser 
Frage mehr möglich ist. Demzufolge besteht bei Competency Questions die Möglichkeit, 
sie in kleinere Teilfragen zu verfeinern. Die Beantwortung dieser Teilfragen kann dann 
genutzt werden, um komplexe Fragestellungen, wie die oben aufgelisteten beantworten zu 
können. Typischerweise enthalten die Beschreibungen von Competency Questions neben 
diesen Fragestellungen auch Informationen über die benötigten Eingabedaten, mögliche 
Bedingungen oder Schranken und Annahmen über Eingabe-Ausgabe-Verhalten. 
Der nächste Schritt des Vorgehensmodells (First-Order Logic: Terminology) beschäftigt 
sich mit der Beschreibung der in die Zielontologie zu integrierenden Terminologien. Diese 
Beschreibungen erfolgen auf Basis von Prädikatenlogik erster Stufe, um die Integration 

















informalen Fragestellungen genutzt, um den Inhalt der Ontologie zu extrahieren. Aus den 
enthaltenen Terminologien lassen sich Konzepte, Attribute, Axiome und Zusammenhänge 
ableiten, die mithilfe von Prädikatenlogik formalisiert werden.  
Nachdem die Competency Questions durch natürliche Sprache formuliert wurden und die 
Terminologien in die Elemente der Ontologie überführt werden konnten, erfolgen die 
Schritte zur Formalisierung des Ontologieinhaltes. In den Schritten vier und fünf werden 
die Competency Questions und die vorher definierten Axiome in Prädikatenlogik darge-
stellt. Auf diese Weise kann die Maschinenlesbarkeit der Problem- und Fragestellungen 
gewährleistet werden. Schließlich wird das Vorgehensmodell von GRÜNINGER UND FOX 
(1995) beendet, indem formal definiert wird, wann eine von der Ontologie vorgeschlagene 
Lösung als vollständig erklärt werden kann. 
Methontology von FERNÁNDEZ-LÓPEZ ET AL. (1997) 
Ein weiteres Modell zur Entwicklung von Ontologien bietet das sogenannte METHON-
TOLOGY Framework von FERNÁNDEZ-LÓPEZ ET AL. (1997). Es beinhaltet Methodiken zur 
Verwaltung, Entwicklung und Wartung von Ontologien und dient als Life Cycle Manage-
ment Methode von Ontologien und deren Prototypen. Der Prozess umfasst im Wesentli-
chen folgende Prozessschritte (FERNÁNDEZ-LÓPEZ ET AL. 1997): 
- Spezifikationsphase: In dieser Phase wird ein Dokument erstellt, das insbesondere 
die Ziele, den Formalisierungsbedarf und den Umfang der zu erstellenden Ontolo-
gie enthält. 
- Wissensakquirierung: Hierbei erfolgt die Extrahierung von Wissen durch manuelle 
Überführung aus Expertenbefragungen, Literatursichtungen, Abbildungs- und Ta-
bellenanalysen, oder aus bereits existierenden Ontologien. Dabei werden Techniken 
wie Brainstorming, Interviews, formale und informale Textanalysen oder Wissens-
generierung unter Zuhilfenahme von Softwareunterstützung vorgeschlagen. Das 
Ergebnis ist ein erstes Glossar mit potenziell relevanten Terminologien und ihren 
Bedeutungen.  
- Konzeptualisierung: Ziel dieser Phase ist die Strukturierung des Domänenwissens 
als Konzeptmodell. Dies erfolgt durch die Erarbeitung eines möglichst vollständi-
gen Glossars aller Terminologien (Glossary of Terms), das aus Klassen, Instanzen, 
Tätigkeiten und Eigenschaften besteht. Darüber hinaus erfolgt in dieser Phase die 
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Formalisierung dieser Begriffe, beispielsweise durch eine geeignete Ontologiespra-
che.  
- Integration: Zur Beschleunigung der Ontologieentwicklung kann es hilfreich sein, 
bereits existierende Ontologien auf gleiche oder ähnliche Terminologien zu unter-
suchen und diese in die geplante Ontologie zu integrieren. Als Ergebnis dieser Pha-
se schlägt METHONTOLOGY ein Integrationsdokument vor, welches die entspre-
chenden Begriffe, ihre Beschreibungen und die Ontologie ihrer Ursprungsdefinition 
enthält. 
- Implementierung: Bei der Implementierung der Ontologie wird eine Umgebung be-
nötigt, die Schnittstellen zu den integrierten Ontologien bereitstellt und ausreichen-
de Unterstützung gängiger Programmiertechniken gewährleistet. Während der Im-
plementierung entsteht Quellcode (auf Basis von CLASSIC, LOOM, Prolog, C#, 
etc.), der die finale Ontologie verkörpert.  
- Evaluierung: Um die Korrektheit des enthaltenen Wissens sicherzustellen, erfolgt 
in dieser Phase die Prüfung des Ausgabeverhaltens der Ontologie (Lösungsvor-
schläge, Aussagen, etc.) und der entstandenen Softwarelösung. 
- Dokumentation: Dokumente sind in METHONTOLOGY Bestandteil jeder Phase: 
In der Spezifikationsphase entsteht ein Anforderungsdokument, während der Wis-
sensakquirierung ein Glossar, nach der Konzeptualisierung ein Konzeptmodell und 
ein Dokument mit formalisierten Begriffen, nach der Integration ein Integrations-
dokument und während der Evaluierung ein Evaluierungsdokument.  
Diese sieben Prozessschritte von METHONTOLOGY sind insbesondere bei der Neuent-
wicklung von Ontologien geeignet, wobei FERNÁNDEZ-LÓPEZ ET AL. (1997) die Integration 
vorhandener Ontologien als besonders wertvoll einschätzen. Verschiedene Ontologie-
Editoren und Frameworks, darunter Pretegé, Apache Jena, SWeDE oder der KSL Ontology 
Editor bieten diverse Möglichkeiten einzelne Prozessphasen computergestützt durchzufüh-
ren.   
Weitere Vorgehensmodelle zur Ontologieentwicklung 
USCHOLD UND GRUNINGER stellten 1996 eine Methode vor, um Ontologien auf Basis vor-
gegebener Richtlinien zu erstellen. Ursprünglich dienten diese Vorgehensbeschreibungen 
zur Erstellung der Enterprise Ontologie, die im Rahmen des Enterprise Projektes an der 
Universität Edinburgh in Zusammenarbeit mit IBM, Unilever und anderen namenhaften 
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Unternehmen entstand. Im Wesentlichen unterteilt sich diese Methode in vier Teilprozesse. 
Der erste Schritt dient der Identifizierung von Wissensquellen und der Herausstellung von 
Zielstellungen. Die Entwicklung der Ontologie wird im zweiten Teilprozess durchgeführt. 
Hierbei wird das Wissen zunächst extrahiert, anschließend maschinenlesbar kodifiziert und 
schließlich gegebenenfalls in existierende Ontologien integriert. Die beiden letzten Teil-
schritte beschäftigen sich mit der Evaluation des enthaltenen Wissens und mit der Doku-
mentation der Ontologie. (GÓMEZ-PÉREZ ET AL. 2004, S. 115–119) 
Das Projekt „KACTUS“ der Universität Amsterdam wurde mit dem Ziel initialisiert, Wis-
sen aus technischen Domänen wieder zu verwenden. Es untersucht dabei die Bedeutung 
von Ontologien und schlägt ein Vorgehen für deren Erstellung unter Einbezug von 
Fremdontologien vor. Der Ontologie-Entwicklungsprozess von KACTUS ist in drei Stufen 
unterteilt (BREITMAN ET AL. 2007, S. 163). Die Vorstufe bildet eine Spezifikation der An-
wendung durch Auflistung anwendungsspezifischer Terminologien. Anschließend erfolgt 
ein vorläufiger Ontologieentwurf unter Einbezug (Selektion, Erweiterung, Integration) 
bereits existierender Top-Level Ontologien. Schließlich wird die ausgewählte Ontologie im 
dritten und letzten Schritt verfeinert, gegebenenfalls neu strukturiert und zur besseren 
Wartbarkeit modularisiert. (SCHREIBER ET AL. 1995) 
Die Semantic Web Best Practices and Deployment (SWBPD) Working Group befasste 
sich bis 2006 mit der Erarbeitung von Best Practices und Design Patterns zur Erstellung 
von Ontologien. Der Fokus liegt dabei auf Ontologien, das semantische Web betreffend. 
Dabei sind Ontologieentwurfsmuster entstanden, die in Teilen oder vollständig als Vorlage 
für neue Ontologien dienen. NOY UND RECTOR haben die Ergebnisse auf W3C zusammen-
gefasst zu „Defining N-ary Relations on the Semantic Web“. (NOY UND RECTOR 2006) 
2.3.5 Inferenzmechanismen beim Ontology Engineering 
Bei der Suche nach künstlicher Intelligenz in Ontologien werden von verschiedenen Auto-
ren zwei Stichworte immer wieder erwähnt: Ontology Learning und Reasoner. Dieser Ab-
schnitt gibt einen kurzen Einblick in die Thematiken der automatisierten Wissensgenerie-
rung durch Ontology Learning und dem logischen Schlussfolgern aus existierenden Wis-
sensstrukturen durch OWL Reasoner, wie Racer oder FaCT++. 
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Ontology Learning 
Typischerweise werden Ontologien erstellt, indem eine manuelle Überführung von Wissen 
aus textbasierten oder grafischen Quellen in eine geordnete Struktur stattfindet. Dieser 
Prozess beginnt bei den meisten Vorgehensmodellen, wie sie in Abschnitt 2.3.4 beschrie-
ben werden, durch die Sammlung essentieller Begriffe und Tätigkeiten, die in der Zielonto-
logie abgebildet werden sollen. Damit verbunden ist ein enorm hoher Ressourcenbedarf 
(Zeit, Arbeitskräfte, Kosten, etc.), da die Verfügbarkeit von Wissensquellen durch das In-
ternet in den letzten 20 Jahren stark gestiegen ist. Zur Verringerung des manuellen Auf-
wandes, liegt der Wunsch nach einer automatisierten Erarbeitung der erforderlichen Wis-
sensartefakte nahe. Diese Automatisierung zur Generierung von Wissen in ontologiebasier-
ten Wissensbasen wird als Ontology Learning bezeichnet.  
Ontologien können durch ihre verschiedenen Abstraktionsebenen charakterisiert werden. 
Sie sind in Abb. 10 schematisiert und bilden die Grundlage für Ontology Learning (BUI-
TELAAR ET AL. 2005).  
 
Abb. 10 Ebenen des Ontology Learning (nach BUITELAAR ET AL. 2005, S. 5) 
Das Fundament des Ontology Learnings bildet die Suche nach passenden Terminologien 
(Substantive, Verben, Adjektive, etc.). Ansätze zur Realisierung dieser Aufgabe finden 
sich vor allem im Information Retrieval. Anschließend müssen Begriffe herauskristallisiert 
werden, die zwar syntaktische Unterschiede aufweisen, aber dieselbe Bedeutung verkör-
pern (Synonyme). Dazu werden Techniken verwendet, bei denen durch Analyse semanti-
scher Verknüpfungen (beispielsweise über das Internet) Rückschlüsse auf die Bedeutung 
gezogen werden können. Auf Konzept-Ebene werden die gefundenen Begrifflichkeiten 








beschrieben. Dafür werden Ansätze wie das Latent Semantic Indexing oder verschiedene 
Werkzeuge wie Know-it-all oder OntoLearn genutzt. Diese Techniken und Softwaretools 
nutzen mathematische Operationen zur Mustererkennung von Begriffen und Zusammen-
hängen in Texten. (BUITELAAR ET AL. 2005) 
Um Vererbungsstrukturen zwischen den Konzepten in die Zielontologie zu integrieren, 
werden auf der Hierarchie-Ebene Taxonomien abgeleitet. Zur Bewältigung dieser Aufgabe 
dienen Methoden wie das Erkennen von syntaktischen Gleichheiten (lexicosyntactic pat-
terns) oder Cluster-Algorithmen, um automatisch hierarchische Beziehungen zwischen den 
Konzepten zu erkennen. Beziehungen, Eigenschaften, Zuordnungen oder Reichweiten von 
Konzepten werden beispielsweise durch Assoziationsregeln gelernt. Ansätze, um Bezie-
hungen in Ontologien aus Texten zu lernen, sind im Vergleich zu den Techniken der unte-
ren Ebenen weniger zu finden. Den Abschluss des Ontology Learning Prozesses bildet die 
automatische Ableitung von Axiomen. Dabei muss zunächst festgestellt werden, welche 
Konzepte und Assoziationen Axiome benötigen und wie genau diese aufgebaut sein müs-
sen. Je nach Prozesstiefe können auf Basis dieser Axiome komplexere Zusammenhänge 
zwischen den Konzepten und Beziehungen abgeleitet werden. (BUITELAAR ET AL. 2005) 
Es existieren bereits verschiedene Software-Tools zur Anwendung des Ontology Learning. 
Text2Onto der Universität Karlsruhe, welches von CIMIANO UND VÖLKER (2005) vorge-
stellt wurde, ist beispielsweise ein Vertreter zur strukturierten Überführung von Wissen aus 
textbasierten Quellen. Weitere Tools zur Textanalyse sind OntoLancs, DINO oder Onto-
Gen. Bedeutende Softwarewerkzeuge zur logischen Schlussfolgerung beim Ontology 
Learning sind OntoComp (Universität Dresden), RELExO (Universität Karlsruhe) oder der 
DL-Learner (Universität Leipzig). Als Ontology Learning Tools, die sowohl textbasierte 
Wissensakquise, als auch logische Schlussfolgerung zur Wissensüberführung nutzen, sind 
LeDA und SOFIE der Universität Karlsruhe bzw. Saarbrücken zu erwähnen. (CIMIANO 
2006, S. 23–26) 
Herausforderungen beim Ontology Learning bestehen in erster Linie in Bezug auf die kor-
rekte und konsistente Integration von Wissen. Daher wird im Zusammenhang mit Ontolo-
gy Learning meist von einer Teilautomatisierung gesprochen, bei der menschliches Ein-
greifen zur endgültigen Überprüfung der Wissensintegration notwendig ist.  
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Reasoner 
Wie bereits erwähnt kann OWL in drei Ausprägungen untergliedert werden: OWL-Lite, 
OWL-DL und OWL-Full. Die genaue Beschreibung der einzelnen Teilsprachen kann Ab-
schnitt 2.3.3 entnommen werden. Gegenüber OWL-Lite ist einer der Vorteile von OWL-
DL und OWL-Full die Verarbeitbarkeit durch einen sogenannten Reasoner (deutsch etwa 
Schlussfolgerer). Möglich wird dies, da OWL-DL und OWL-Full Beschreibungslogiken 
enthalten, die das integrierte Wissen formalisieren. Um Reasoner in die OWL-basierte On-
tologieerstellung einzubeziehen, stehen verschiedene Werkzeuge zur Verfügung, wie Ra-
cer, FaCT++ oder HermiT. Einbinden lassen sich diese Werkzeuge durch die „OWL-
Reasoner“-Schnittstelle.  
Reasoner können beispielsweise feststellen, ob eine bestimmte Klasse die Unterklasse ei-
ner anderen Klasse darstellt. Wird dieses Verhalten auf alle in der Ontologie enthaltenen 
Klassen angewandt, können Reasoner auf Taxonomien bzw. Klassenhierarchien innerhalb 
der Ontologie automatisch schließen. Weiterhin dienen Reasoner in Ontologien dazu, die 
Konsistenz von enthaltenem oder neuem Wissen zu überprüfen. Auf Basis der Axiome und 
Bedingungen, die Klassen und Beziehungen von Ontologien enthalten können, kann ein 
Reasoner Instanzen dieser Elemente logisch prüfen. Eine Klasse gilt als inkonsistent, wenn 
es aufgrund ihrer Axiome nicht zu einer Instanziierung kommen kann. Darüber hinaus die-
nen Reasoner als Werkzeug, um semantische Gleichheit von Konzepten zu erkennen (Sy-
nonyme bzw. Äquivalente finden) und als Logikinterpreter, um Abfragen in Ontologien zu 
ermöglichen. Inferenzprobleme, die mithilfe von Reasoner gelöst werden können sind:  
- Transitivitätseigenschaften: Existieren Beziehungen zwischen zwei nicht assoziier-
ten Objekten auf Basis von Transitivität? 
- Disjunktheit von Klassen erkennen: Wenn eine Instanz einer bestimmten Klasse 
angehört, kann sie eventuell keine Instanz einer bestimmten anderen Klasse sein. 
- Klassenzugehörigkeit: Ist eine Klasse in einer anderen Klasse enthalten? 
- Instanzerzeugung (Retrieval): Finde alle Instanzen einer bestimmten Klasse oder 
mit einer bestimmten Eigenschaft. 
Das Ziel dabei bildet die Ableitung von Wissen auf Basis der in der Ontologie enthaltenen 
Wissenszusammenhänge. Reasoner werden hauptsächlich auf Beschreibungslogik und 
nicht auf Prädikatenlogik erster Stufe (First Order Logic) angewandt, da First Order Logics 
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nur formalisierte Wissenszusammenhänge kennt und Probleme daher teilweise unvollstän-
dig aufgelöst werden. (HORRIDGE ET AL. 2004)  
Einer der meist genutzten Reasoner ist Racer. Er wurde an den Universitäten Lübeck und 
Concordia (Kanada) entwickelt und ist für zahlreiche OWL-Entwicklungswerkzeuge, wie 
Protégé verfügbar. Racer steht für Renamed ABox and Concept Expression Reasoner. Er 
kann als Bibliothek in Anwendungssoftware oder Webprojekten eingebunden oder per 
API-Aufruf verwendet werden. Zahlreiche Dokumente, darunter umfangreiche Dokumen-
tationen, Anwendungsbeispiele und OpenSource-Quellen stehen Anwendern auf den Inter-
netseiten der Universität Lübeck zur Verfügung. (HAARSLEV 2016) 
Grenzen und Herausforderungen 
Eine der wesentlichen Herausforderungen auf dem Gebiet des Ontology Engineering ist 
die Bewertung der Qualität von ontologiebasiertem Wissen. Da eine Ontologie eine iso-
morphe Repräsentation von Begriffen ist, die unsere Realität beschreiben, ist es problemlos 
möglich, zusammenhangsloses oder inkonsistentes Wissen zu integrieren (JANSEN ET AL. 
2008, S. 38). Es wird versucht, durch verschiedene Inferenzalgorithmen von Reasonern 
dieser Inkonsistenz entgegen zu wirken. Jedoch können keine Fehler vermieden werden, 
die bereits während der Modellierung des Wissens, beispielsweise bei der händischen Er-
stellung von Axiomen oder Bedingungen, entstehen. Weiterhin kann die Plausibilität von 
Begriffen nur bedingt gewährleistet werden (JANSEN ET AL. 2008, S. 40–42). So ist es bei 
der Integration von Mustererkennungstechniken, zum Beispiel durch Verknüpfung mit 
künstlichen neuronalen Strukturen, bedeutungslos, ob die Begriffe der Realität entsprechen 
oder nicht. Demnach können Aussagen über den Wahrheitsgehalt einer Schlussfolgerung 
kaum oder nur mit hohem Aufwand getroffen werden.  
In der Praxis werden Ontologien meist als schlichter Wissensspeicher verwendet, was zu 
einem geringen Formalisierungsgrad innerhalb der Ontologie führen kann. Damit verbun-
den ist die fehlende Möglichkeit Wissen inferenzbasiert zu speichern, sodass sich häufig 
keine Interpretierbarkeit der gespeicherten Wissensstrukturen durch Lern- und Schlussfol-
gerungsmethoden bieten. Zudem bilden zahlreiche Anwendungen lediglich Taxonomien 
und Klassenhierarchien ab. In diesem Zusammenhang wird auf die Integration von Axio-
men oder Bedingungen und damit auf den vollen Funktionsumfang von Beschreibungslo-
gik verzichtet.  
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Das Gebiet des Ontology Engineering umfasst mit all seinen Facetten ein breites Anwen-
dungsfeld, was zu einer Vielzahl an Werkzeugen, Vorgehensmodellen, Ontologiesprachen, 
Reasonern oder Methoden des Ontology Learnings führt. Viele dieser Artefakte sind auf 
den Einsatz in verschiedenen Domänen ausgerichtet. Einerseits wird ihre Anwendung auf 
diese Weise vereinheitlicht, andererseits durch den Versuch, multiple Anwendungsfälle 
abzudecken, stark verkompliziert. Darüber hinaus basieren die wenigsten Artefakte auf der 
Überführung von Wissen aus natürlicher Sprache in ein stark formalisiertes Datenmodell. 
Zwar kann Wissen mithilfe des Ontology Learnings aus natürlicher Sprache in Ontologien 
akquiriert werden, die Formalisierung des Wissens basiert dann jedoch auf komplizierter 
Beschreibungslogik oder Prädikatenlogik erster Ordnung. Eine objektorientierte Betrach-
tungsweise ontologiebasierter Wissensstrukturen kann diesbezüglich eine neue Sicht auf 
Ontologien eröffnen und diese stark vereinfachen.  
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3 Modellbeschreibung 
3.1 Ziele des Modells 
Insgesamt lässt sich nach der Literaturrecherche festhalten, dass keine der identifizierten 
Literaturquellen alle Anforderungen an den gesuchten Lösungsansatz erfüllt und nur weni-
ge Arbeiten dem hier vorgestellten Thema sehr nahe kommen. Einige Anforderungen wer-
den in Teilen von verschiedenen Publikationen abgedeckt. Darunter BEYDOUN ET AL. 
(2014), durch die beispielsweise eine Ontologie vorgestellt wird, die Anforderungen ent-
gegen nimmt, zu Wissensartefakten verarbeitet und während der Softwareentwicklung ei-
nen Konsistenzcheck vornehmen kann. Die Autoren beziehen sich jedoch nicht auf Deduk-
tionsalgorithmen oder eine Unterscheidung von beschreibender und konkreter Ebene. Letz-
tere ist in der Methode von GUIZZARDI UND ZAMBORLINI (2014) zur Modellierung von 
Ontologien zwar integriert, jedoch sind Datenerfassungen und soziale Einflüsse nicht ex-
plizit modellierbar. Zudem enthält ihre Modellierungsmethode keine konkreten Algorith-
men für automatisierte Schlussfolgerungen aus dem enthaltenen Wissen. Günther Ruhe 
beschäftigte sich bereits in zahlreichen Publikationen mit der Thematik „Software Engine-
ering Decision Support“. Seine Veröffentlichung RUHE 2003 enthält ausführliche Erläute-
rungen zur Bedeutung von entscheidungsunterstützenden Systemen im Software Enginee-
ring. Er beschreibt jedoch nur auf konzeptioneller Basis, wie Wissen die Softwareentwick-
lung entlang ihrer einzelnen Teilgebiete unterstützen kann. 
Um Ontologien zu erstellen, existieren verschiedene Vorgehensweisen (Abschnitt 2.3.4, 
Seite 31), welche die Ontologieerstellung als Prozess betrachten, der bei der Akquirierung 
von Wissen beginnt und bei der Evaluierung der fertigen Ontologie endet. Das Ziel des 
Modells dieser Arbeit ist nicht einen derartigen Vorgehensprozess zu beschreiben. Viel-
mehr soll eine Möglichkeit geschaffen werden, Wissen aus der Domäne des Software-
Engineering in einer formalisierten Form zu strukturieren und darstellbar zu machen. Es 
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handelt sich daher um ein abstraktes Modell, das die Architektur für die Anfertigung einer 
speziellen Ontologie verkörpert.  
Dieses Modell soll neben der Ontologie-Architektur auch Methoden bereitstellen, um 
Rückschlüsse aus dem in der Ontologie enthaltenem Wissen ableiten zu können. Schluss-
folgerungen dieser Art sollen Antworten auf folgende, exemplarisch aufgelistete Fragestel-
lungen darbieten können: 
- Ist Scrum als Softwareentwicklungsmethode für ein bestimmtes Projektteam geeig-
net, oder nicht? 
- Handelt es sich bei dem vorliegendem Codeausschnitt um ein Architekturmuster? 
- Um welches Architekturmuster handelt es sich im vorliegenden Fall? 
- Woraus besteht Software Engineering? 
- Welche Aufgaben sind mit Software Engineering verbunden? 
- Welche Eigenschaften hat ein „guter Programmierer“?  
- Welche Software existiert, um Anforderungen zu dokumentieren? 
- Wozu dient Jira? Wer oder was kann Jira nutzen?  
- Wer oder was kann Anforderungen beschreiben? 
- … 
Diese Fragestellungen stellen beispielhaft dar, welche Zielstellungen mit dem hier vorge-
stellten Modell zur Ontologieerstellung verfolgt werden. Besonders Ziel stellt die Minimie-
rung der Modellierungskomplexität dar. Ein Modellierer, der nach diesem Modell Ontolo-
gien erstellt, soll unabhängig von komplexen Ontologiesprachen wie OWL-DL oder OWL-
Full agieren können.  
3.2 Ebenen und Elementklassen 
Das Modell kann als Fünf-Ebenen-Architektur beschrieben werden. Die Ebenen ergeben 
sich aus einer Eingabe-, einer Datenüberführungs-, einer Informationsverarbeitungs- und 
einer Abstraktionsschicht. Die Ebenen repräsentieren unterschiedliche Informationsgrade, 
wodurch Wissen in verschiedener Detailtiefe gespeichert und verarbeitet werden kann 
(Abb. 11). Jede Ebene enthält mindestens ein Element. Elemente sind durch sich wiederho-
lende geometrische Figuren in Abb. 11 dargestellt und können durch verschiedene Assozi-
ationstypen miteinander in Beziehung gebracht werden. Diese Relationen können zwischen 
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Elementen einer Ebene oder zwischen Elementen verschiedener Ebenen gebildet werden. 
Assoziationsregeln, wie sie beispielsweise auf dem Gebiet der Künstlichen Intelligenz oder 
dem Data Mining angewandt werden, dienen dabei als geeignetes Mittel maschinelles Ler-
nen in das Modell zu integrieren (MCNICHOLAS UND ZHAO 2009). 
 
Abb. 11 Darstellung der unterschiedlichen Ebenen der Ontologie 
Das Prinzip der losen Kopplung wird auf jeder Ebene des Models angewandt, was zu einer 
hohen Austauschbarkeit und Erweiterbarkeit aller enthaltenen Elemente führt (ZHU 2005, 
S. 156–157). Jedes Element enthält implizit eine Problemstellung und explizit ein Ergeb-
nis, welches durch eine elementspezifische Logik gefunden wird und von anderen Elemen-
ten genutzt werden kann. Die hierarchische Struktur des Modells dient zusammen mit der 
Verknüpfung von elementbezogenen Logikkomponenten dazu, übergeordnete Problemstel-
lungen auf kleinere verarbeitbare Probleme aufzuteilen. Diese Vorgehensweise ist eines 
der Hauptparadigmen der Künstlichen Intelligenz (NORVIG 1992; BONABEAU ET AL. 1999; 
BROOKS 1986).  
Die oberste Ebene 𝐿0 bildet die Solution-Ebene. Das Ziel dieser Schicht ist die Erzeugung 
von Entwicklerpaketen, die aus unterschiedlichen Elementen zur Umsetzung des Projekts 
zusammengesetzt sind. Die Entscheidungen, welche Elemente miteinander kombiniert 
werden, basiert auf einem einfachen Tauglichkeitstest. Dabei überprüfen alle Assoziatio-
nen der Items ihre Projekttauglichkeit. Daraufhin bestimmt jedes Item die verknüpfte Zelle 
mit dem höchsten Tauglichkeitswert. Die entsprechenden Ergebnisse werden zu einer pro-
jektspezifischen Solution abstrahiert. Dieser Prozess wird als Deduktion bezeichnet und in 
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Kapitel 1 ab Seite 71 genauer erläutert. Die weiteren Ebenen (𝐿1 - 𝐿4) werden in den Ab-
schnitten 3.2.2 und 3.2.3 näher erläutert. 
3.2.1 Betrachtung des abstrakten Modells als Graph 
Abb. 12 zeigt das Metamodell als Graph, bei dem die Elemente als Knoten und die Assozi-
ationen als Kanten betrachtet werden können. Dabei ist eine baumartige Struktur des Mo-
dells zu erkennen, bei dem ein Solution-Element den Wurzelknoten bildet. In der Grafik 
wird jedoch auch deutlich, dass Kreisbeziehungen zwischen verschiedenen Elementen auf-
treten können. Diese sind mit einfachen Kompositionsmustern (baumartigen Architektu-
ren) nicht performant abbildbar, da eine Komposition sich selbst als Kindkomposition ihres 
eigenen Kindknoten übergeben bekäme. Darüber hinaus muss sowohl bei einer Deduktion 
als auch bei einer induktiven Inferenz ein Einstieg an jedem beliebigen Element gewähr-
leistet sein. Ausgehend von genau diesem Einstiegselement werden die Pfade gesucht, die 
zur Schlussfolgerung führen. Innerhalb des Modells kann demnach jedes beliebige Ele-
ment ein Wurzelknoten bilden, was die Betrachtung als einfachen Baum irrelevant werden 
lässt. 
 
Abb. 12 Darstellung des Graphen 
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Werden die fünf Schichten mithilfe mathematischer Definitionen aus Graphen- und Men-
gentheorie betrachtet, handelt es sich bei dem Modell um einen gerichteten, kantengewich-
teten Graphen 𝐺 = (𝑉, 𝐸, 𝑖). (GOLUMBIC 2004; FOREMAN UND KANAMORI 2010) 
Die Ebenen (𝐿0 bis 𝐿4) bilden geordnete Paare (𝑉, 𝐸), dabei ist  
- 𝑉(𝐺) die endliche Menge aller Knoten (Elemente),  
- 𝐸(𝐺) die Menge aller Kanten (Assoziationen) und  
- 𝑖 = 𝑖𝐺 die Abbildung, die jeder Kante 𝑒 ∈ 𝐸 ein Paar 𝑖(𝑒) = {𝑥, 𝑦} von Elementen 
𝑥, 𝑦 ∈ 𝑉 zuordnet.  
Wie Abb. 12 zu entnehmen ist, kann die Menge 𝑉 in fünf Teilmengen untergliedert wer-
den: 
𝐿0, 𝐿1, 𝐿2, 𝐿3, 𝐿4  ⊂ 𝑉(𝐺) 
Sie enthalten die Elemente der unterschiedlichen Ebenen des Models. Die Ebenen der 
Cells und Items stellen dabei eine Besonderheit gegenüber den übrigen Ebenen dar. Sie 
können als sinnvolle Teilgraphen 𝐶1, 𝐶2 ⊂ 𝐺 betrachtet werden. Auf diesen Ebenen sind, 
im Gegensatz zu den anderen Schichten, Verknüpfungen (also Kanten) zwischen den Kno-
ten (innerhalb der Ebene) möglich. Somit sind in 𝐶1 und 𝐶2 jeweils maximal  
(𝑛
2
) =  
𝑛(𝑛−1)
2




) =  
𝑚(𝑚 − 1)
2
 𝑚𝑖𝑡 𝑚 = |𝐿1| 
Assoziationen vorhanden (BISWAL 2015, S. 101). Diese maximal mögliche Anzahl an 
Knoten von 𝐿2 und 𝐿1 impliziert jedoch die Vollständigkeit der jeweiligen Teilgraphen. 
Sie kann nur erreicht werden, indem jedes Element einer Ebene mit jedem anderen Ele-
ment derselben Ebene verknüpft ist. 
Durch die Implementierung von Kantengewichten kann der Deduktionsprozess beschleu-
nigt werden. Ziel ist das Durchlaufen des Graphen auf priorisierten Pfaden, um schneller 
an bedeutsame Elemente (Knoten, Informationen) zu gelangen. Dabei wird ähnlich dem 
PageRank-Algorithmus von der Zentralität auf die Bedeutung eines Elements geschlossen. 
Die Bedeutung eines Knotens in einem Netz wird demnach in Abhängigkeit der Anzahl 
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seiner Verbindungen gestellt (SAINT-AUBIN UND ROUSSEAU 2008, S. 269). Genaue Erläute-
rung zur Gewichtung erfolgen in Abschnitt 4.2. 
3.2.2 Features, Data Sources und ihr Zusammenhang 
Die Ebenen 𝐿3 und 𝐿4 enthalten die Feature- und Data Source-Elemente des Models. Sie 
dienen als Anwendungsschicht und bilden die zentrale Kommunikation mit einzelnen Pro-
jektbeteiligten, den Nutzern. 𝐿4 erfasst durch ein einfaches Request/Response-Prinzip ele-
mentare Sachverhalte und ermöglicht auf diese Weise einen Istbestand des Projektumfel-
des aufzunehmen. Data Source-Elemente dienen also ausschließlich dem Zweck Daten in 
das Modell zu integrieren. Diese können verschiedenen Ursprungs sein. Sie können aus 
Nutzerfragen, Messinstrumenten oder Sensoren als Eingabeinstrumente in das System er-
folgen. 
Jedes Feature bildet dabei eine Einflussgröße auf das Projekt. Dabei wird jedem Feature 
ein Element aus der Data Source-Ebene zugeordnet. Beispiele für Feature sind „gesamtes 
Projektbudget“, „verwendetes Betriebssystem“, „persönliche Motivation“ oder „persönli-
che Erfahrung mit einem Prozessmodell“. Da Anzahl und Einfluss dieser Feature eng mit 
technologischen Fortschritten und neuen Erkenntnissen aus Wissenschaft und Forschung 
korrelieren, unterliegen sie einem besonders hohen Grad an Veränderbarkeit.  
Um eine Analyse der Ergebnisse zu ermöglichen, werden Feature in Nominal-, Ordinal- 
und Metrische-Skalen klassifiziert. Diese Klassifizierung erfolgt in Abhängigkeit der ver-
knüpften Datenquelle und unter Berücksichtigung des erwarteten Ergebnisses. Die Klassi-
fizierung der Feature, die mit Fragen verknüpft sind, richtet sich nach den Fragetypen 
„Multiple-Choice“ und „Single-Choice“, bzw. nach unterschiedlichen „Input“-Datentypen, 
wie Integer oder String. „Input“-Datentypen sind typischerweise Messinstrumente oder 
Fragen bei denen eine Nutzereingabe erforderlich wird. Multiple-Choice und Single-
Choice-Feature sind prinzipiell mit einer Nutzerfrage verbunden. Bei Multiple-Choice Fra-
gen kann der Nutzer aus verschiedenen Antwortmöglichkeiten mehrere auswählen. Bei 
Single-Choice Fragen hingegen wählt der Nutzer nur genau eine Antwort aus den vorgege-
benen Antwortmöglichkeiten aus. Die Auswahlmöglichkeiten ergeben sich aus Verknüp-
fungen zu Cells. Die Ergebnisse der verbundenen Cells werden vom Feature in Abhängig-
keit der Nutzerauswahl als „zutreffend“ (true) oder „nicht zutreffend“ (false) geschalten. 
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Abb. 13 visualisiert den Zusammenhang und die Klassifizierungsstufen der beiden Ebenen 
Data Source und Feature. 
 
Abb. 13 Klassifizierung von Daten in Feature- und Data Source-Ebene 
3.2.3 Cells und Items als A-Box und T-Box 
Jedes Feature ist mit mindestens einer Cell (oder einem Item) verbunden. Die Gesamtheit 
aller Cells wird auf einer weiteren Schicht des Models erfasst, der Ebene 𝐿2. Nach HA-
SENKAMP UND ROßBACH könnten Cells als Semantikbausteine und nach LANDAUER 1998 
als Kontextblöcke verstanden werden. Sie sammeln durch Auswertung ihrer Assoziations-
beziehungen Daten und interpretieren diese durch hinterlegte Algorithmen zu Informatio-
nen. Damit repräsentieren sie die Grundlage zum Erzeugen von Wissen. Durch Verknüp-
fung untereinander können sie, neben gezieltem Auswerten benachbarter Feature, auch auf 
Informationen anderer Cells zugreifen und in die eigene Analyse einbeziehen. Cells sind 
nach Anzahl ihrer Assoziationsbeziehungen unterschiedlich gewichtet und können Abhän-
gigkeiten untereinander aufweisen. Eine auf diese Weise aufgebaute Abhängigkeit ist zum 
Beispiel Scrumwise (ein softwaregestütztes Werkzeug zur Softwareentwicklung nach 
Scrum) und Scrum als Entwicklungsprozess.  
Die in den Cells gespeicherten Informationen werden von sogenannten Items genutzt, wel-
che in ihrer Gesamtheit die Ebene 𝐿1 bilden. Jedes Item beinhaltet eine abstrakte Kompo-
nente, die für die Umsetzung eines spezifischen Projektes erforderlich sein kann. Items 
dienen daher als partielle Lösung, um auf eine bestimmte Problemstellung oder Anforde-
rung zu reagieren. Daher müssen Items besonders genau untersucht werden, inwiefern sich 
ihr Einbezug auf den Projekterfolg auswirken würde. Sie können in unterschiedlichen Pro-
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jektabschnitten und dabei zur Bewältigung verschiedener Aufgaben von Nutzen sein. Bei-
spielsweise kann „Requirements Engineering“ als Item symbolisiert werden. Dieses Item 
ist wesentlicher Bestandteil des Produktmanagements und zwingend erforderlich für einen 
erfolgreichen Abschluss des Projektes. Weitere Beispiele für Items sind „Software Deve-
lopment Process“ oder „Software Architecture Pattern“.  
 
Abb. 14 Einfaches Beispiel: Cells als Blätter eines "is“-Pfad-Baumes  
Zum besseren Verständnis, worin sich Items und Cells unterscheiden: 𝐿1 (Items-Ebene) 
dient als beschreibende Sichtweise (T-Box, terminological component) auf das im System 
gespeicherte Wissen, während 𝐿2 (Cells-Ebene) eine entscheidende Sichtweise mit kon-
kreten Instanzen (A-Box, assertion component) liefert. Cells sind demnach grundsätzlich 
etwas Konkretes, wohingegen Items etwas Allgemeines, Abstraktes oder Klassifizierendes 
darstellen.  
Neben der manuellen Modellierung von T-Box und A-Box kann auch ein automatisiertes 
Schlussfolgern zur Unterscheidung der beiden Elementklassen erfolgen. Eine wesentliche 
Aufgabe von Ontology Reasoner ist das Finden von Unterklassen (vgl. Abschnitt 2.3.5). 
Wird dieses Vorgehen auf einen is-Pfad-Baum angewandt (Erläuterungen zur is-
Assoziation erfolgen in Abschnitt 3.3.2), kann jedes Blatt des Baumes als Konkretisierung 
seines Elternknoten verstanden werden. Da alles Konkrete im Modell als Cell interpretiert 
wird, bilden die Enden dieses Baumes Cells und alle inneren Knoten Items. Abb. 14 ver-
sucht diesen Zusammenhang zu visualisieren. 
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3.2.4 Activities und Combinings 
Um Aufgaben, Funktionen, Tätigkeiten oder Aktivitäten in die Wissensbasis einzupflegen, 
stellt das Modell sogenannte Activities zur Verfügung. Sie dienen in erster Linie der In-
tegration ausführbarer Handlungen, die eine Rolle, ein Individuum oder ein Subjekt durch-
führen kann. Im deutschen und englischen Sprachgebrauch sind Activities meist Tätig-
keitswörter (Verben), die einem aktiven oder einem passiven Charakter entsprechen kön-
nen. Abb. 15 enthält dazu zwei Beispiele. 
 
Abb. 15 Aktive und Passive Activities 
Ein Mensch kann laufen. Dieser Sachverhalt ist eindeutig und benötigt keine weiteren In-
formationen, um das zugrunde liegende Wissen nutzen zu können.  
Jira als Software kann etwas organisieren. Das Schlüsselwort zur Unterscheidung von 
aktiv und passiv ist in diesem Fall das Wort „etwas“, das implizit nach einer zusätzlichen 
Information verlangt: Was genau kann Jira organisieren? Ohne Zusatzinformationen würde 
passives Wissen keine ausreichende Grundlage zur Interpretation bieten. 
Zur Eingliederung in die mathematische Beschreibung des Modells sind Aktivities defi-
niert als Elemente der Menge 𝐴 ⊂ 𝐿2. Bezogen auf das Beispiel in Abb. 15 gilt demnach: 
𝑤𝑎𝑙𝑘, 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑒 ∈ 𝐴 ⊂ 𝑉. 
Activities verkörpern den Eingriff einer manuellen Handlung, bei der ein Verhaltensmuster 
implizit beim Menschen vorliegt. Sie definieren also nicht die Inferenzpfade und können 
daher selbst Gegenstand der Inferenz sein. Darüber hinaus können sie auch mit expliziten 
Verhaltensmustern versehen werden, um beispielsweise bestimmte Funktionen automati-
siert durchführen zu lassen. Diese Verhaltensmuster können Schaltungsabläufe, Geschäfts-
prozesse, Algorithmen, Bewegungsabläufe oder die Initialisierung von Mess- und Sensor-
techniken enthalten. 
Die Entscheidung, ob eine Tätigkeit als aktiv oder passiv einzustufen ist, ist stark von der 
Wahrnehmung des Modellierers abhängig (mentales Modell). Reden (aktiv) ist bei jedem 
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Menschen eindeutig mit einem bestimmten Verhaltensmuster verbunden, was dieser Tätig-
keit wenig Interpretationsspielraum bietet. Beschreiben (passiv) hingegen kann je nach 
Subjekt mit unterschiedlichem Verhalten verbunden sein. Eine Zusatzinformation Anforde-
rung beschreiben ist dagegen mit einem (weitestgehend) einheitlichen mentalen Modell 
verbunden. Daher führt die Verknüpfung eines Objektes2 mit einer passiven Aktivität meist 
zu einer Informationsanreicherung. Zu diesem Zweck stellt das Modell Combinings bereit. 
Ein Combining ist eine Zusammensetzung zweier Elemente: Zum Beispiel die eben er-
wähnte Verknüpfung von passiver Aktivität mit einem Objekt. Möglich ist auch die Ver-
knüpfung einer Eigenschaft mit einem Subjekt oder die Verbindung von Eigenschaften und 
Objekten. Combinings sind Elemente der Menge 𝐶 ⊂ 𝐿2.  
Abb. 16 zeigt anhand einer Erweiterung des vorherigen Beispiels die Verwendung von 
Combinings. Im Beispiel sind neben zwei Items (software, requirement) und einer Cell 
(jira) auch eine Activity (organize) und ein Combining (organize requirement) zu sehen. 
Die genaue Beschreibung der Verknüpfungstypen „is“, „can“ und „part-of“ erfolgt in Ab-
schnitt 3.3.2. 
 
Abb. 16 Combining mit passiver Activity 
Würde die Abbildung in natürlicher Sprache formuliert werden, entspräche dies folgendem 
Wortlaut: „Jira ist eine Software. Jira kann Anforderungen organisieren.“ Die Umkehrung 
der Herangehensweise, also die Überführung von Wissen aus natürlicher Sprache in das 
Modell (Ontology Learning, Abschnitt 2.3.5), lässt folgende Schlussfolgerung zu:  
                                                 
 
2 Objekte und Subjekte sind aus Sicht des Modells Instanzen, also Cells. Sie unterscheiden sich 
durch ihre Fähigkeit der Wahrnehmung. Während Subjekte das Erkennende darstellen, be-
schreiben Objekte den Erkenntnisgegenstand. 
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Es handelt sich um ein Combining, wenn folgende Satzzusammensetzung (eng-
lisch) vorliegt:  Subject can Activity Object.  
Dabei bildet „Activity Object“ das Combining, während „Subject“ und „Object“ konkrete 
Instanzen (Cells) darstellten. 
3.3 Assoziationsklassen 
Ontologien bieten die Möglichkeit Relationen zwischen den enthaltenen Terminologien 
anzulegen, deren Aufgabe die Beschreibung von Zusammenhängen darstellt. Diese Relati-
onen können auf beliebige Weise definiert werden. Folgendes Beispiel dient zur Verdeutli-
chung:  
In einer Ontologie seien die beiden Klassen Mensch und Fahrzeug definiert. Wei-
terhin sind zwei Instanzen durch Mensch(Bob) und Fahrzeug(LKW) vorhanden. Ei-
ne Relation zwischen Bob und LKW sei definiert als fahren(Bob, LKW).  
Durch diese freie Definition von Relationen wird ein einheitliches „Durchlaufen“ auf Pfa-
den des Ontologiegraphen3 und damit die Möglichkeit komplexe Schlussfolgerungen auf 
einfache Weise ziehen zu können, erschwert. Grund dafür ist die fehlende Formalisierung 
bei der Erstellung von Konzeptzusammenhängen. Um diesen Nachteil zu umgehen, ver-
wendet das vorliegende Modell eine Menge vordefinierter Verbindungstypen, die als As-
soziationsklassen bezeichnet werden. Im Gegensatz zur herkömmlichen Ontologie, bei der 
Zusammenhängen mit Tätigkeitscharakter über Kanten ausgedrückt werden, dienen hier 
Aktivitäten (Abschnitt 3.2.40., Seite 51), also Knoten, zur Repräsentation dieses Wissens. 
Auf diese Weise kann die Integration von Inferenzalgorithmen, beispielsweise zur Deduk-
tion (Abschnitt 4.1, Seite 71), stark vereinfacht werden. 
Die folgenden Abschnitte beschreiben die derzeitigen Assoziationsklassen genauer und 
beziehen sich dabei auf Beispiele ihrer Anwendung.  
                                                 
 
3 mathematische Betrachtung des Graphen, der sich aus den Elementen und Relationen der Ontolo-
gie ergibt 
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3.3.1 Assoziationstypen: optionale und verpflichtende Kanten 
Das Modell unterscheidet zwischen optionalen und verpflichtenden Assoziationen zwi-
schen Elementen. Somit können optionale Elemente in die Deduktion einbezogen oder von 
ihr vernachlässigt werden, zum Beispiel durch Befragung der Nutzerbedürfnisse. Ein opti-
onaler Pfad ist eine Kante zu einem Knoten, der während eines Schlussfolgerungsprozesses 
interessant sein kann, dessen tatsächliche Notwendigkeit aber erst zur Ausführungszeit des 
Deduktionsprozesses erkennbar ist. Die Menge aller optionalen Kanten wird definiert als 
𝐸𝑜𝑝𝑡(𝐺) = {𝑒𝑥,  … ,  𝑒𝑛}.  
Im Gegensatz zu optionalen Assoziationen, sind verpflichtende Kanten bindend für jeden 
beliebigen Schlussfolgerungsprozess, der die an den Kanten anliegenden Knoten durchlau-
fen muss. Dieser Typ entspricht dem Normalfall einer Kante und ist definiert in der Men-
ge: 𝐸𝑟𝑒𝑞(𝐺) = {𝑒𝑥,  … ,  𝑒𝑛}.  
 
Abb. 17 Visualisierung von optionalen und verpflichtenden Kanten 
Abb. 17 zeigt, wie die beiden Kantentypen visualisiert werden. Sie unterscheiden sich am 
Pfeilende: Verpflichtende Kanten sind durch eine ausgefüllte Pfeilspitze gekennzeichnet.  
3.3.2 Basis-Assoziationsklassen: is, has, can, part-of und used-for  
Neben der Typisierung von Assoziationen in verpflichtende und optionale Kanten, stehen 
im Modell verschiedene Assoziationsklassen zur Verfügung. Durch unterschiedliche Fall-
studien haben sich fünf Basis-Assoziationsklassen als besonderes bedeutend herausgestellt 
(Abb. 18).  
is: Vererbung und Instanziierung 
Die is-Assoziation (Abb. 18, a) wird genutzt um Vererbungsstrukturen, Klassenzugehörig-
keiten oder Instanziierungen im Modell zu integrieren. Zum Beispiel könnte die Beziehung 
zwischen „MS Visio“ und „Software“ mit einer is-Kante verdeutlicht werden: MS Visio is 
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Software. Diese Assoziationsklasse ist grundsätzlich an eine verpflichtende Kante gebun-
den. Der Grund: Die Entscheidung, ob ein bestimmtes Element ein Abbild oder ein Kind 
eines anderen ist, kann nicht optional vorliegen.  
 
Abb. 18 Assoziationsklassen des Modells 
used-for: Darstellung von Verwendbarkeiten 
Auch Pfade, die eine used-for-Beziehung zwischen Elementen repräsentieren, sind ver-
pflichtende Kanten. Diese Assoziationsklasse wird beispielsweise verwendet, um Activi-
ties von bestimmten Objekten oder Subjekten ausführbar zu machen. Sinngemäß kann die 
Beziehung zwischen den beiden Elementen aus Abb. 18, e) formuliert werden als: Element 
𝑣9 kann dazu genutzt werden, Element 𝑣10 zu aktivieren oder auszuführen, beispielsweise 
MS Word used-for Textbearbeitung.  
has: Modellierung von Eigenschaften 
Zur Modellierung von Eigenschaften dient die has-Assoziationsklasse. Dieser Beziehungs-
typ wird verwendet, um Elemente genauer zu spezifizieren und ihnen Attribute oder 
Merkmale zuzuweisen. Beispielsweise hat jede Software einen Preis und einen Installati-
onstyp. Bei der Modellierung des Wissens sind also drei Elemente erkennbar: Software, 
Preis und Installationstyp. Zudem ergibt sich folgender Zusammenhang: Software has 
Preis und Software has Installationstyp. Infolgedessen bekommt jede Instanz von Soft-
ware, also jeder „is“-Vorgänger, die Eigenschaften Preis und Installationstyp vererbt.  
 56 
part-of: Teil-Ganzes-Beziehungen 
Abb. 18, d) stellt eine weitere Assoziationsklasse dar, die part-of-Kante. Diese Klasse dient 
zur Modellierung von Teil-Ganzes-Beziehungen. Im Gegensatz zur has-Verknüpfung, bei 
der die verknüpften Elemente einzeln existieren können, verdeutlicht die part-of-
Beziehung eine bindende Zusammengehörigkeit. Demzufolge kann 𝑣7 nur bestehen, wenn 
auch 𝑣8 existiert. Als Beispiel dient die Teil-Ganzes-Beziehung zwischen Display und 
Notebook: Display part-of Notebook.  
can: Zuweisung von Fähigkeiten 
Die letzte Basis-Assoziationsklasse bildet die can-Beziehung (Abb. 18, c). Sie zielt auf die 
Modellierung von Fähigkeiten eines Objekts oder Subjekts ab und stellt den häufigsten 
Verknüpfungstyp zwischen Cells und Activities bzw. Combinings dar. Durch diese Klasse 
können beispielsweise bestimmte Rollen mit Aufgaben versehen werden, Subjekte ver-
schiedene Qualifikationen erhalten oder Objekten Funktionen und Befähigungen zugewie-
sen werden. Folgende Beispiele dienen zum Verständnis: Mensch can denken. Licht can 
leuchten. Google can suchen. Jira can ‚Anforderungen organisieren‘. ‚Product Owner‘ 
can ‚Anforderungen priorisieren‘. 
3.3.3 Erweiterte Assoziationsklassen 
Es ist modelltechnisch problemlos möglich, neben den Basis-Assoziationsklassen, beliebig 
viele Arten von Relationen für die Modellierung vorzugeben. Zur Integration komplexer 
Wissensstrukturen haben sich beispielsweise fünf weitere Verbindungsarten als notwendig 
herausgestellt. Diese können bei der Ontologieerstellung zur Wissensüberführung von 
Nutzen sein, werden jedoch im Rahmen dieser Arbeit für die Deduktionsalgorithmen  aus 
Abschnitt 4.1 (ab Seite 71) nicht genauer betrachtet. Folgende Assoziationsklassen dienen 
zur erweiterten Modellierung von Wissen: 
does: Beschreibung eines zeitlich konstanten Zustands 
Diese Klasse wird benötigt, um Zustände zu einem bestimmten Zeitpunkt 𝑇𝑥 in das Modell 
zu integrieren. Hintergrund ist die Wissensüberführung von statischen Gegebenheiten, die 
zu einer beliebigen Zeit zutreffend sind. Eine does-Relation erweitert demnach die can-
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Assoziation um eine zeitliche Komponente, da die can-Assoziation Potenziale und keine 
zeitlichen Zustände im Modell hinterlegt.  
Beispiel: Der Eifelturm steht in Paris. 
 
Abb. 19 does-Assoziation Beispiel: Eifelturm 
Bei diesem Beispiel existieren vier Knoten im Modell: die Cell eifelturm, die Activity ste-
hen in, die Cell paris und ein Combining aus Activity und Objekt stehen in paris. Abb. 19 
zeigt, wie der Zusammenhang zwischen diesen Elementen modelliert wird. stehen in und 
paris sind bindende Teile des Combinings stehen in paris, weshalb sie in part-of-
Beziehung zu diesem assoziiert wird. Dass der Eifelturm zum derzeitigen Zeitpunkt in Pa-
ris steht, beschreibt einen zeitlichen Zustand. Der Verbindungstyp muss demnach lauten: 
eifelturm does stehen in paris. Daraus ergibt sich die Schlussfolgerung, dass eifelturm die 
Fähigkeit besitzt, in etwas zu stehen (stehen in). Es kann also geschlussfolgert werden ei-
felturm can stehen in. 
*-not: Negation von Aussagen  
Die Annahme, dass jeder Zusammenhang aus den in der Ontologie enthaltenen Wis-
senselementen möglich sei, solange nicht explizit etwas anderes modelliert wurde, wird als 
Open World Assumption (OWA) bezeichnet.4 Wie in Abschnitt 2.3.3 (Seite 25) erwähnt, 
verwenden die meisten OWL-basierte Ontologien dieses Prinzip. Auch das vorliegende 
Modell zur Erstellung einer Ontologie verfolgt das Prinzip der OWA. Seien beispielsweise 
zwei Objekte Kunststoff und leitfähig in einer Ontologie enthalten. Dann lässt sich die Fra-
                                                 
 
4 Im Gegensatz zur OWA steht das Prinzipt der Closed World Assumption (CWA). Dabei wird 
Wissen nur aus den exakt formulierten Zusammenhängen abgeleitet. 
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ge „Ist Kunststoff leitfähig?“ nicht beantworten, solange keine konkrete Beziehung zwi-
schen Kunststoff und leitfähig existiert. Um dieses Wissen aussagefähig zu machen, sind 
weitere Assoziationsklassen notwendig, die einen Zusammenhang zwischen Elementen 
negieren. Dazu dient die *-not-Relation. Das Asterix steht dabei für eine beliebige Asso-
ziationsklasse, wie can-not, is-not oder not-part-of. Wird zwischen Kunststoff und leitfähig 
nun ein Zusammenhang modelliert kunststoff has-not leitfähig, wird die Eigenschaft leitfä-
hig aus der Gesamtheit aller Kunststoff-Eigenschaften ausgeschlossen. Dann kann die ein-
gangs gestellte Frage „Ist Kunststoff leitfähig?“ mit Nein beantwortet werden. 
must: Zuweisung von Activities 
Des Weiteren wird eine Verbindungsklasse benötigt, die Abhängigkeiten zwischen einer 
Activity und einem spezifischen Element erzwingt. Auf diese Weise können zum Beispiel 
bestimmten Rollen eines Software-Entwicklungsprozesses Aufgaben zugewiesen werden. 
Dieser Verbindungstyp entspricht der must-Assoziationsklasse. Während eine can-
Verbindung eine gegebene Fähigkeit eines Objektes oder Subjektes beschreibt, wird durch 
must eine Fähigkeit erzwungen.  
Beispiel: Product Owner und die mit dieser Rolle verknüpften Aufgabe, Anforderungen zu 
priorisieren. 
Der Zusammenhang zwischen der Scrum-Rolle und der Aufgabe kann modelliert werden 
als product owner must anforderungen priorisieren. Soll beispielsweise das Projektmit-
glied anna die Rolle product owner verkörpern, muss folgender Zusammenhang gewähr-
leistet werden, um dieser must-Verknüpfung gerecht zu werden: anna can anforderungen 
priorisieren. Existiert dieser Zusammenhang nicht und anna wird die Rolle dennoch zu-
gewiesen, kann auf eine can-Verknüpfung zwischen anna und anforderungen priorisieren 
geschlussfolgert werden.  
should: Integration „lockerer“ Zuweisung 
Ähnlich zur must-Klasse verhält sich eine should-Assoziation. Durch diese Klasse können 
Zusammenhänge zwischen Elementen modelliert werden, die nicht zwingend zutreffen 
müssen, deren Vorhandensein aber eine Bereicherung darstellt. Dies wird beispielsweise 
benötigt, um moralische, ethische oder politische Zusammenhänge in die Ontologie zu 
integrieren. Als Beispiel dient das Programmierparadigma „Modulare Programmierung“: 
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programmierer should modular programmieren. Dabei stellt modular programmieren ein 
Combining aus der Cell modular und der Activity programmieren dar.  
same-as: Synonyme und Sprachen 
Insbesondere zur Integration von Synonymen, also zur Darstellung inhaltlich gleicher In-
formation, die syntaktisch unterschiedlichen Terminologien entsprechen, wird eine weitere 
Assoziationsklasse notwendig, die same-as-Assoziation. Sie erlaubt die Definition von 
Elementen mit gleicher Bedeutung. Daher dient sie dem Modell auch zur Integration ver-
schiedener Sprachen. Beispiele für diesen Verbindungstypen sind festplatte same-as hard-
disc-drive, programmieren same-as implementieren oder laptop same-as notebook. 
3.4 Erzeugen von Ergebnissen 
Um Schlussfolgerungen in eine Ontologie zu integrieren, existieren verschiedene Ansätze. 
Die meisten basieren auf einem sogenannten Reasoner, der Axiome und andere Berech-
nungsgrundlagen nutzt, um Problemlösungen bereitzustellen. Abschnitt 2.3.5 (Seite 36) 
gibt einen Einblick in die Techniken des Ontology Learnings (Generierung von strukturier-
tem Wissen aus Textquellen) und in die Funktionsweise eines Reasoner. Auch in diesem 
Modell sollen Rückschlüsse auf Basis des im Modell enthaltenen Wissens durchgeführt 
werden können.  
Daher besitzt jeder Knoten ein spezifisches Ergebnis, das bei seinen Nachbarzellen in die 
Berechnung ihres eigenen Ergebnisses einfließen kann. Das Ergebnis eines Knotens 𝑣 ∈ 𝑉 
wird definiert als 𝑟(𝑣). Die Berechnung eines Ergebnisses kann auf unterschiedliche Weise 
erfolgen. Beispielsweise könnte es durch eine lineare Funktion bestimmt werden, deren 
Variable die Abhängigkeit zu einem benachbarten Ergebnis darstellt: 
𝑟(𝑣𝑥) = 𝑟(𝑣𝑦) − 4   𝑚𝑖𝑡 𝑣𝑦 ∈ 𝑁𝐺(𝑣𝑥) 
Dabei bildet 𝑁𝐺(𝑣𝑥) die Menge aller Nachbarknoten von 𝑣𝑥. Darüber hinaus ist es mög-
lich, ganze Knoten oder Knotenbezeichnungen in das Ergebnis eines bestimmten Elemen-
tes zu integrieren, zum Beispiel: 
𝑟(𝑣𝑥) = {𝑣𝑎, 𝑣𝑏 , 𝑣𝑐} 𝑤𝑖𝑡ℎ 𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐 ∈ 𝑁𝐺(𝑣𝑥) 
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In den folgenden Abschnitten wird die Erstellung des Ergebnisses in Abhängigkeit der 
verschiedenen Elementklasse beschrieben. Zudem erfolgt die Erläuterung von Bedingungs-
integration durch positive und negative Constraints und dem damit verbundenen Element 
Pruning während eines Deduktionsprozesses. 
3.4.1 Constraints und Deductive Reasoning Element Pruning 
Neben den Assoziationsklassen existieren im Modell zwei besondere Arten der Abhängig-
keitsformulierung, die als Negative- und Postive-Constraints (Bedingungen) definiert wer-
den. Mit ihrer Integration ist das Ziel verbunden, den Ontologiegraphen effizienter zu 
durchlaufen, indem das Abarbeiten der Elemente intelligent erfolgt und somit Ergebnisse 
mit einer geringeren Anzahl an Deduktionsschritten abzuleiten. 
Negative-Constraints 
Negative-Constraints können als Schranken verstanden werden, die dazu dienen, einen 
Pfad innerhalb des Ontologiegraphen aus der Menge aller Pfade auszuschließen. Auf diese 
Weise können Elemente mit festgelegten Bedingungen bzw. Voraussetzungen mit anderen 
Elementen (z.B. Feature) verbunden werden. Eine Abarbeitung des Elementes ist demnach 
nur erforderlich, wenn all seine Voraussetzungen erfüllt sind.  
Wenn mindestens ein Negative-Constraint eines Elementes false ist, kann das Element aus 
der Menge aller für eine mögliche Deduktion relevanten Knoten ausgeschlossen werden. 
Im Rahmen dieser Arbeit führt die Integration von Negative-Constraints beispielsweise 
schneller zu einer Liste mit möglichen Artefakten, die für die Umsetzung eines Software-
projektes als besonders geeignet gelten. Wie Negative-Constraints im Modell modelliert 
werden zeigt Abb. 20. Die Menge aller Negative-Constraints wird definiert als Γ(G) =
{𝛾1, … , 𝛾𝑛}. 
 
Abb. 20 Notation von Negative-Constraints 
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Ein einfaches Beispiel zur Anwendung von Negative-Constraints wird in Abb. 21 darge-
stellt. Darin enthalten ist eine Bedingung zwischen der Cell V1: Scrum Eignung und dem 
Feature V2: Anzahl der Teammitglieder. Eine Negative-Constraint 𝛾 wird der Kante 
𝑒(𝑉1, 𝑉2) zugewiesen als 𝛾(𝑒(𝑉1, 𝑉2)):  𝑟(𝑉2) < 5 ⋁ 𝑟(𝑉2) > 9. Dies bedeutet, das Er-
gebnis von 𝑉1 wird false, also 𝑟(𝑉1) = 𝑓𝑎𝑙𝑠𝑒, wenn das Ergebnis von 𝑉2 kleiner als fünf 
oder größer als neun ist. 
 
Abb. 21 Beispiel einer Negative-Constraint 
Ein sehr einfaches Praxisbeispiel lässt sich auf die Entscheidung zurückführen, welches 
Kleidungsstück getragen werden soll. In der Annahme, eine Software soll zwischen 
verschiedenen Jackenarten unterscheiden, sind mit dem Tragen dieser Jacken 
unterschiedliche Einflussfaktoren verknüpft. Die Betrachtung, ob eine Winterjacke 
sinnvoll ist, macht beispielsweise nur dann Sinn, wenn die Außentemperatur weniger als 
4° C beträgt. Eine Negative-Constraint der Winterjacke in Richtung der Temperatur könnte 
also lauten: 
𝛾(𝑒(𝑊𝑖𝑛𝑡𝑒𝑟𝑗𝑎𝑐𝑘𝑒, 𝐴𝑢ß𝑒𝑛𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟)): 𝑟(𝐴𝑢ß𝑒𝑛𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟) ≤ 4 
Aus Sicht der Software würde es nun zu einer Ineffizienz führen, bei einer 
Außentemperatur von 10° C die Winterjacke als engere Auswahl zu prüfen. 
Folgende Beispiele sollen verdeutlichen, dass Negative-Constraints nicht invertierbar sind: 
- r(apfel) = false  r(bananenförmig) == true  
Das Ergebnis von apfel wird false, wenn das Ergebnis von bananenförmig true ist. 
Die Umkehrung dieses Arguments ist nicht möglich: Wenn bananenförmig false 
ist, ist apfel nicht automatisch true 
- r(apfel) = false  r(essbar) == false 
Das Ergebnis von apfel ist false, wenn das Ergebnis von essbar false ist. Die Um-
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kehrung dieses Arguments ist nicht möglich: Wenn etwas essbar ist, muss es sich 
nicht automatisch um einen apfel handeln. 
Positive-Constraints 
Die zweite Abhängigkeitsart bei der Ergebniserstellung bilden die Positive-Constraints. 
Der Unterschied beider Bedingungen liegt in der Verknüpfung der Ausdrücke. Bereits das 
Nicht-Erfüllen nur einer Negative-Bedingung führt zur Negation (false) eines Ergebnisses. 
Anders verhält es sich bei Positive-Constraints. Hierbei müssen alle Bedingungen wahr 
sein, damit das Ergebnis des sie enthaltenden Knotens true wird. 
 
Abb. 22 Notation einer Positive-Constraint 
Abb. 22 zeigt, wie Positive-Constraints im Modell verwendet werden und enthält die Men-
gen-Notation Γpos(G), die alle Positive-Constraints beinhaltet.  
Das Beispiel aus Abb. 23 veranschaulicht die Anwendung einer Positive-Constraint zwi-
schen den Knoten V1: Scrum Eignung und V2: Anzahl an Teammitgliedern. Die Aussage 
hinter dieser Constraint lautet: Das Ergebnis von 𝑉1 ist true, wenn das Ergebnis von 𝑉2 
größer als fünf und kleiner als neun ist.  
 
Abb. 23 Beispiel einer Positive-Constraint 
Im Gegensatz zu Negative-Constraints, sind Positive-Constraints invertierbar. Dies wird 
anhand folgender Beispiele deutlich: 
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- r(apfel) = true  r(rund) == true  
Das Ergebnis von apfel ist true, wenn das Ergebnis von rund true ist. Die Umkeh-
rung des Arguments ist möglich: wenn rund false ist, ist es kein apfel. 
- r(apfel) = true  r(essbar) == true 
Das Ergebnis von apfel ist true, wenn das Ergebnis von essbar true ist. Wenn das 
Ergebnis von essbar false ist, ist auch apfel false. 
Deductive Reasoning Element Pruning 
Durch das Hinzufügen von Constraints lässt sich die Durchlaufzeit des Graphen verrin-
gern. Pfade, deren Bedingungen nicht erfüllt sind, können aus der Gesamtheit aller Pfade 
ausgeschlossen werden. Auf diese Weise wird der Deduktionsprozess effizienter, da weni-
ger Elemente auf Eignung geprüft werden müssen. Weiterhin kann durch das Auslassen 
von Knoten während der Deduktion die Interaktion mit dem Nutzer verringert werden.  
Dieser Vorgang der Knotenreduktion wird als „Deductive Reasoning Element Pruning 
(DREP)“ bezeichnet. Element Pruning ist ein aus der Literatur bekannter Begriff bei-
spielsweise für Selektionsalgorithmen (DOR UND ZWICK 1999; DOR 1995; ANAND UND 
GUPTA 1998) oder aus Clustering Methoden wie in (BISSON ET AL. 2000) oder (FERNANDES 
UND GARCÍA 2012). DREP ist demnach eine Optimierungsmaßnahme während der Deduk-
tion, die auf Basis von Constraints zu einem bestimmten Zeitpunkt 𝑇 die Anzahl der zu 
durchlaufenden Restelemente des Zeitpunkts 𝑇 + 1 verringern kann. 
Durch die Integration von DREP kann Parallelität zu Knotensprüngen führen, deren Pfade 
unter Umständen gar nicht mehr erreichbar sind, da sie durch Pruning abgetrennt wurden. 
Dies geschieht durch Pruning von Brückenkanten. Brücken, im Sinne der Graphentheorie, 
sind Kanten bei deren Trennung mindestens ein Weg des Graphen nicht mehr möglich ist. 
Unter Einbezug von Pruning beschleunigt parallele Abarbeitung demnach lediglich den 
vollständigen Deduktionsprozess, d.h. nur bei vollständigem Durchlaufen des Graphen ist 
paralleles Vorgehen sinnvoll. Für den Fall der Pruningintegration sollte daher entweder 
vollständig auf Parallelität verzichtet oder Gebrauch von einer eventbasierten Abarbeitung 
gemacht werden. 
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3.4.2 Ergebniserzeugung der einzelnen Elementklassen 
Die Erzeugung der Ergebnisse ist abhängig von der Klasse des Elementes, dessen Ergebnis 
erzeugt werden soll. Zusätzliche Bedingungen, die durch Negative- oder Positive-
Constraints definiert sind, beeinflussen ebenfalls die Erzeugung des Ergebnisses. Folgende 
Aussagen stellen die Kern-Methodiken zur Generierung der Ergebnisse dar: 
Die Ergebnisse von Items und Cells sind Boolean (true, false) bzw. (0, 1) oder leer: 
𝑟(𝑣𝑥) ∈ {0,1, ∅} 𝑚𝑖𝑡 𝑣𝑥 ∈ 𝐿1 ∪ 𝐿2 
Items sind true, wenn mindestens einer der adjazenten is-Vorgänger true ist: 
𝑟(𝑣𝑥) = 1 ⟺ ∃𝑣𝑦 = 1 𝑚𝑖𝑡 𝑣𝑦 ∈ 𝑁𝑖𝑠
−(𝑣𝑥) 𝑢𝑛𝑑 𝑣𝑥 ∈ 𝐿1 
Cells besitzen boolesche Ausdrücke um ihre Ergebnisse zu erstellen. Diese Ausdrücke 
hängen von den Negative- und Positive-Constraints einer Cell ab: 
𝑟(𝑣𝑥) = 𝛤𝑝𝑜𝑠(𝑣𝑥) ⋀ ! 𝛤𝑛𝑒𝑔(𝑣𝑥) 𝑚𝑖𝑡 𝑣𝑥 ∈ 𝐿2 
Demnach sind Cells true, wenn das Ergebnis jedes Negative-Constraint-Nachfolgers false 
ist und das Ergebnis jedes Positive-Constraint-Nachfolgers true ist: 
∀𝑣𝑥 ∈ 𝐿2: 𝑟(𝑣𝑥) = 1 ⟺ ∀𝛾𝑦 ∈ 𝛤𝑝𝑜𝑠(𝑣𝑥): 𝛾𝑦 = 1 𝑢𝑛𝑑 ∀𝛾𝑧 ∈ 𝛤𝑛𝑒𝑔(𝑣𝑥): 𝛾𝑧 = 0 
Des Weiteren kann das Ergebnis eines Input-Features jeder mögliche Eingabewert sein. 
Ein Choice-Feature kann das Ergebnis jeder adjazenten Cell setzen, solange sie part-of-
Vorgänger dieses Features ist. Questions, als besondere Form eines Data-Source-
Elementes, haben kein Ergebnis. Sie dienen lediglich der Ausgabe einer Fragestellung, um 
Nutzereingaben durch Feature genauer abfragen zu können. 
3.5 Anwendungsbeispiele 
Um die Anwendung des vorgestellten Modells zu verdeutlichen, erfolgt im Folgenden die 
Darstellung und Beschreibung ausgewählter Beispiele. Diese Beispiele orientieren sich 
nicht ausschließlich an Anwendungsfällen des Software Engineering. Um die Verwendung 
der einzelnen Modellkomponenten schrittweise zu demonstrieren, werden zum Teil sehr 
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einfache Wissenszusammenhänge modelliert. Entsprechend nimmt die Komplexität des 
enthaltenen Wissens mit jedem Beispiel zu, bis schließlich ein anwendungsnahes Beispiel 
aus der Softwareentwicklung die Praxistauglichkeit des Modells verdeutlichen soll.  
Beispiel I: Elemente- und Assoziationsklassen, Abstraktion und Konkretisierung 
Abb. 24 zeigt, wie die verschiedenen Element- und Assoziationsklassen anhand eines ein-
fachen Beispiels grafisch abgebildet werden. Die Grafik verdeutlicht einfache Wissenszu-
sammenhänge zwischen Frucht, Apfel und deren Eigenschaften. Die abstrakte Ebene 
(Items) wird durch die gelben Rechtecke symbolisiert. Dabei stellt frucht ein Konzept dar, 
welches zwei Eigenschaften besitzt: farbe und form. Konkrete Instanzen (Cells), dargestellt 
durch rote Ellipsen, einer farbe sind blau, rot und grün. Von frucht existiert im Beispiel 
nur apfel als Konkretisierung. Neben konkreten Farben existieren die konkreten Formen 
rund und eckig. 
 
Abb. 24 Elemente- und Assoziationsklassen, Abstraktion und Konkretisierung 
Da der hier modellierte Apfel die Instanz einer Frucht darstellt, bekommt er ihre Eigen-
schaften vererbt. Als Instanz besitzt er, im Gegensatz zur Frucht, jedoch keine abstrakten 
Eigenschaften, sondern deren konkrete Ausprägungen. Er muss also in Zusammenhang mit 
den Farben rot, blau oder grün und den Formen rund oder eckig gebracht werden. Diese 
Abhängigkeiten werden im Beispiel durch Positive- und Negative-Constraints ausgedrückt. 
apfel besitzt zwei Negative-Constraints. Eine zur Farbe blau und eine zur Form eckig. Soll-
te eines der beiden Elemente zutreffen, also sein Ergebnis „true“ entsprechen, führt dies 
zur Negation von apfel. Vereinfacht ausgedrückt: Ist das zu untersuchende Objekt blau 
oder eckig, handelt es sich nicht um einen apfel. Positive-Constraints besitzt apfel zu den 
modellierten Farben rot und grün, sowie zur Form rund. Diese ergeben sich aus dem boo-
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leschen Ausdruck, welcher dem Ergebnis von apfel zugewiesen ist. Er besagt, apfel wird 
true, wenn rund und zusätzlich entweder rot oder grün zutreffen.  
Beispiel II: Datenerhebung und Informationsverarbeitung 
Das Beispiel aus Abb. 25 umfasst Entscheidungswissen zur Auswahl einer Jacke in Ab-
hängigkeit von Temperatur und Wetter.  
 
Abb. 25 Datenerhebung und Informationsverarbeitung 
Wird zunächst die Modellierung von abstraktem und konkretem Wissen in diesem Beispiel 
betrachtet, können folgende Aussagen getroffen werden: 
- Es existiert ein abstraktes Konzept cloths, von der es drei abstrakte Ausprägungen 
gibt: pants, jacket und pullover. 
- Es sind 10 Cells modelliert, von denen favourite jacket, rain jacket und light jacket 
als konkrete Instanzen von jacket existieren.  
Um Aussagen treffen zu können, die in Abhängigkeit zu dynamischen Einflussgrößen, wie 
Wetter oder Temperatur stehen, bietet das Modell Feature und Data Source-Elemente (Ab-
schnitt 3.2.2, S. 48). Diese Elemente bilden die (Daten-)Eingabeschicht des Modells und 
werden im Beispiel durch ein Input-Feature temperature und ein Single-Choice-Feature 
weather verkörpert. Auf eine visuelle Unterscheidung von Input-, Range-, Single-Choice- 
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und Multiple-Choice-Feature wurde verzichtet. cloudy, sunny und rainy sind Auswahlmög-
lichkeiten des Single-Choice-Feature weather. Um diese Cells zu aktivieren oder zu deak-
tivieren, erfolgt die mit dem Feature verbundene Ausgabe der Frage „how’s the weather?“. 
Der Nutzer wählt aus einer der drei Antwortmöglichkeiten die Passende aus. Ihr Ergebnis 
wird true gesetzt, die restlichen Ergebnisse false.  
Wie eingangs erwähnt, soll bei der Jackenauswahl neben dem Wetter eine Abhängigkeit 
zur Temperatur erfolgen. Temperaturdaten können per Sensor gemessen oder wie hier mo-
delliert per Eingabe vom Nutzer erfasst werden. Diese Daten fließen in die Ergebnisgene-
rierung der Jackeninstanzen ein. Das Ergebnis von rain jacket lautet:  
r(rain jacket) = r(rainy) && r(temperature) < 20 
Damit rain jacket zutrifft, also das Ergebnis true wird, muss der Nutzer bei der Frage nach 
dem Wetter rainy ausgewählt haben und eine Temperatur unter 20°C eingegeben haben. 
Die Entscheidung, welche Jacke gewählt werden soll fällt nach Eingabe aller zu erfassen-
den Daten und den Ausführungen aller Ergebnisse auf diejenige, deren Ergebnis true ist. 
Konfliktfälle werden in Abschnitt 4.2.2 (Seite 81) näher betrachtet. 
Beispiel III: Modellierung komplexer Wissenszusammenhänge 
Abb. 26 zeigt einen Auszug des in Abb. 47 (Anhang, Seite xx) modellierten komplexen 
Wissens über die Eignung von Scrum und verschiedenen damit assoziierbaren Begriffen. 
Mit diesem Wissen kann Scrum hinsichtlich verschiedener Einflussgrößen, wie Teamdis-
ziplin oder Motivation, auf seine Eignung als Vorgehensmodell für ein Softwareentwick-
lungsprojekt geprüft werden. Zur besseren Orientierung wurde die Grafik in neun Felder 
untergliedert. Die Cell scrum eignung befindet sich im Feld 2C. Sie weist zahlreiche Ab-
hängigkeiten zu unterschiedlichen Elementen und Elementklassen auf. scrum eignung 
selbst bildet eine Instanz der Klasse eignung, welche wiederum als Eigenschaft einer soft-
ware entwicklungsmethode modelliert wurde. Als Instanz einer software entwicklungsme-
thode bekommt scrum (Grenze von 1C zu 2C) die konkrete scrum eignung als Eigenschaft 
vererbt. Das Ergebnis r(scrum) = r(scrum eignung) lässt darauf schließen, dass es sich 
immer dann um scrum handelt, wenn scrum eignung zutrifft. 
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Abhängigkeiten von scrum eignung ergeben sich insbesondere durch unterschiedliche Ne-
gative-Constraints. Bereits erläutert (u.a. in Abschnitt 3.4.1, Seite 60) führen diese zur Ne-
gation einer Cell. In diesem Fall beispielsweise bei homogener Wissenszusammensetzung 
(interdisziplinäres Wissen, Feld 3B) oder wenn von vornherein feststeht, dass Scrum als 
Entwicklungsprozess für das geplante Projekt nicht in Frage kommt (vorhaben scrumnut-
zung, Feld 3C und entsprechende Auswahlmöglichkeit „nein“, Feld 2C). 
 
Abb. 26 Komplexes Wissen am konkreten Beispiel (Auszug) 
3.6 Zusammenfassung: Abbildung von Wissen, Information und Daten 
Das Modell bietet vier unterschiedliche Elementklassen zur Repräsentation von Informati-
onen und Wissen. Combinings und Activities bilden erweiterte Elementklassen, die zur 
Integration von Fähigkeiten und zur Zusammensetzungen einzelner Wissenselemente die-
nen. Tabelle 1 enthält alle derzeit im Modell enthaltenen Elementklassen.  
   69 
Tabelle 1 Elementklassen 
  
Weiterhin stehen dem Modellierer unterschiedliche Assoziationsklassen zur Verfügung, 
mit denen Zusammenhänge zwischen den Wissenselementen abgebildet werden können. 
Die derzeit wichtigsten Assoziationsklassen sind in Tabelle 2 zusammengefasst. 
Tabelle 2 Assoziationsklassen 
 
Die Notation von Assoziations- und Elementklassen orientiert sich anhand bekannter 
Schreibweisen aus Mengen- und Graphentheorie. Einen Auszug aus den verwendeten 
Schreibweisen bietet Tabelle 3, welche die Notationen wesentlicher adjazenter Knoten 
enthält.  
Ziel ist es, die Erstellung von Ontologien anhand eines abstrakten Modells zu erleichtern, 
indem komplexe Sachverhalte aus dem Bereich des Software-Engineering auf einfache 
Weise abgebildet werden können. Die Komponenten des Modells dienen zur Modellierung 
von Daten und deren Erfassung bis zur Darstellung von Informationen und Wissen (Abb. 
46, Anhang S. xix). 
Basis-Assoziationsklassen 
is  Vererbung und Instanziierung  
has  Modellierung von Eigenschaften 
can  Zuweisung von Fähigkeiten 
part-of  Teil-Ganzes-Beziehungen 
used-for Darstellung von Verwendbarkeiten 
 
Erweiterte Assoziationsklassen 
*-not  Negation von Aussagen 
should  Integration „lockerer“ Zuweisung 
does  Beschreibung eines zeitlich konstanten Zustands  
must  Zuweisung von Activities 
same-as Synonyme und Sprachen 
Data Source Schnittstellen- bzw. Eingabeschicht zur Erfassung von Nutzer- 
und Sensordaten  
Feature Überführung von Daten zu Informationen und Wissen 
Cell  A-Box: Integration von konkreten Instanzen, Objekten, Subjekten 
Item  T-Box: Integration von abstrakten Begriffen, Klassen, Konzepten 
 
Combining Zusammenschluss von Elementen 
Activity Integration von Fähigkeiten, Tätigkeiten und Aufgaben 
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−(𝑣𝑥)  is-Vorgängerknoten des Knotens 𝑣𝑥  
𝑁𝑖𝑠
+(𝑣𝑥)  is-Nachfolgerknoten des Knotens 𝑣𝑥 
𝑁ℎ𝑎𝑠
− (𝑣𝑥)  has−Vorgängerknoten des Knotens 𝑣𝑥 
𝑁ℎ𝑎𝑠
+ (𝑣𝑥)  has-Nachfolgerknoten des Knotens 𝑣𝑥 
𝑁𝑝𝑎𝑟𝑡
− (𝑣𝑥)  part-of-Vorgängerknoten des Knotens 𝑣𝑥 
𝑁𝑝𝑎𝑟𝑡
+ (𝑣𝑥)  part-of-Nachfolgerknoten des Knotens 𝑣𝑥 
𝑁𝑢𝑠𝑒𝑑
− (𝑣𝑥)  used-for-Vorgängerknoten des Knotens 𝑣𝑥 
𝑁𝑢𝑠𝑒𝑑
+ (𝑣𝑥)  used-for-Nachfolgerknoten des Knotens 𝑣𝑥 
𝑁𝑐𝑎𝑛
− (𝑣𝑥)  can-Vorgängerknoten des Knotens 𝑣𝑥 
𝑁𝑐𝑎𝑛
+ (𝑣𝑥)  can-Nachfolgerknoten des Knotens 𝑣𝑥 
𝑁𝑝𝑜𝑠
− (𝑣𝑥)  positive constraint-Vorgängerknoten des Knotens 𝑣𝑥 
𝑁𝑝𝑜𝑠
+ (𝑣𝑥)  positive constraint-Nachfolgerknoten des Knotens 𝑣𝑥 
𝑁𝑛𝑒𝑔
− (𝑣x)  negative constraint-Vorgängerknoten des Knotens 𝑣𝑥 
𝑁𝑛𝑒𝑔
+ (𝑣𝑥)  negative constraint-Nachfolgerknoten des Knotens 𝑣𝑥 
   71 
4 Inferenzansätze auf Basis des Modells 
4.1 Schlussfolgerungen aus Deduktion, Assoziation und Vererbungsstruktur 
Die Wissensbasis besteht aus Elementen, die zur Ableitung von Wissen sinnvoll miteinan-
der kombiniert werden müssen. Es existieren Informationsfragmente unterschiedlicher 
Abstraktionstiefen, Daten und Assoziationstypen. Zudem ergeben sich aus der Basisarchi-
tektur zwei Sichten auf das Wissenssystem: eine beschreibende Sicht, die unabhängig vom 
Betrachter Wissen erzeugen kann und eine entscheidende Sicht, die Wissen auf Grundlage 
von äußeren Einflüssen erzeugt. Es kann zudem eine Vermengung beider Sichten erfolgen, 
um beschreibende Elemente unter Einfluss unterschiedlicher Parameter eindeutig zu identi-
fizieren. Um Wissen unter Einbezug von Sichten und Elementen ableiten zu können, sind 
unterschiedliche algorithmusbasierte Deduktionen notwendig. Basis dieser Deduktionsal-
gorithmen bilden die verschiedenen Assoziations- und Elementklassen des Models. Ziel 
ist, Schlussfolgerungen aus gegebenen Sachverhalten ableiten zu können, die sich, in Ab-
hängigkeit variabler Einflussfaktoren, speziell auf eine gesuchte Menge von Elementen 
beziehen.  
Aus den Zielen des Modells (Abschnitt 3.1, Seite 43) und den darin enthaltenen Fragestel-
lungen lassen sich die in Tabelle 4 aufgelisteten verallgemeinerten Problemstellungen ab-
leiten. 
Tabelle 4 Problemstellungen der Deduktionsalgorithmen 
Diese Liste entspricht lediglich einem Auszug aller möglichen Fragestellungen, um model-
1. Handelt es sich um ein Element einer gegebenen Sorte? 
2. Um welches Element handelt es sich konkret? 
3. Woraus besteht ein Element? 
4. Welche Eigenschaften besitzt ein Element? 
5. Finde Elemente einer bestimmten Klasse zur Erfüllung eines gegebenen 
Zwecks! 
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liertes Wissen abzuleiten. Es sind jedoch essenzielle Fragen, die dazu dienen Grundinfor-
mationen eines speziellen Sachverhaltes zu ermitteln.  
Im Modell lassen sich zwei Klassen von Deduktionsalgorithmen unterscheiden: Konkreti-
sierungs- und Abstraktionsalgorithmen. Beide Klassen beziehen Taxonomien und Verer-
bungsstrukturen, also hierarchische Zusammenhänge konkreter Instanzen und Konzepte in 
ihre Lösungssuche ein. Sie basieren beide auf der Untersuchung von Element- und Assozi-
ationsklassen. Ihr Unterschied lässt sich auf eine bindende Existenz konkreter Elemente 
zurückführen: Während Konkretisierungsalgorithmen ihre Entscheidungen ausschließlich 
anhand mindestens eines konkret verfügbaren Elementes treffen können, sind Abstrakti-
onsalgorithmen in der Lage, Fragestellungen auf Basis vollständig abstrakter Objekte oder 
Subjekte zu beantworten. 
Zu Beginn jedes Deduktionsprozesses existiert eine nicht leere Menge 𝑉(𝐺), welche alle 
Knoten des Graphen 𝐺 enthält. Weiterhin wird zu Beginn die endliche leere Knotenmenge 
𝑀 und die endlich leere Menge S benötigt.  
∃𝑉(𝐺)  ≠ ∅ 
∃𝑀(𝑉) = ∅ 
∃𝑆(𝑉) = ∅ 
𝑀 ⊆ 𝑉  
𝑆 ⊆ 𝑉 
Durch Integration von 𝑀 kann jeder beliebige Knoten als Start- und Zielknoten bestimmt 
werden. Sie ist eine Teilmenge von 𝑉 und dient während der Deduktionsprozesse zur suk-
zessiven Speicherung von Elementen. 𝑀 ist demnach diejenige Menge, die alle zu durch-
laufenden Elemente enthält. Durchlaufene Elemente sind Knoten, die sich auf dem Pfad 
während der deduktiven Inferenz befinden. Jedes Element aus 𝑉 darf höchstens einmal in 
𝑀 vorkommen.  
Bei den meisten hier aufgezeigten Algorithmen ist eine Lösungsmenge erforderlich, die 
alle gesuchten Elemente enthält. Diese wird als 𝑆 definiert. 
   73 
4.1.1 Konkretisierungsalgorithmen 
Isn’t-it? 
Während die Fragen 2-5 aus Tabelle 4 mindestens ein Element in ihre Antwort einbeziehen 
müssen, führt die Beantwortung von Frage 1 jeweils zu einem simplen Ja oder Nein, was 
den Deduktionsalgorithmus als einfach erscheinen lässt. Der Algorithmus, zur Klärung 
dieser Fragestellungen wird als Isn’t-it?-Deduktionsprozess bezeichnet und entspricht der 
Lösung eines einfachen Entscheidungsproblems. Konkrete Beispiele für „Handelt es sich 
um ein Element?“ lauten: Handelt es sich um Scrum? Handelt es sich um ein erfolgreiches 
Projekt? oder Ist Frau Mustermann eine Java-Expertin? 
Im Untersuchungsgegenstand dieser Arbeit kann der Isn’t-It?-Deduktionsprozess als simp-
ler Entscheidungsvorgang beschrieben werden, durch den das Ergebnis des gesuchten 
Elementes erzeugt und anschließend auf true oder false überprüft wird. Ziel dieses Algo-
rithmus ist demnach die Ergebniserzeugung des gesuchten Elementes unter Berücksichti-
gung aller auf dem Ergebnispfad assoziierter Einflüsse (Feature).  
Tabelle 5 enthält die neun Schritte, die für die Lösungssuche nach dem Isn’t-It?-
Algorithmus notwendig sind. Dabei entspricht 𝑣0 nicht dem 𝑣0 ∈ 𝐿0 von Seite 46. 
Tabelle 5 Isn't-It? Algorithmus  
1 Speichere gesuchtes Element als 𝒗𝟎 und setze den Zeiger 𝒗𝒙 = 𝒗𝟎 
2 Füge 𝑣𝑥 zu 𝑀 hinzu: 𝑀 ∪ {𝑣𝑥}  
Wenn es sich bei 𝑣𝑥 um ein Item handelt:   𝑣𝑥 ∈ 𝐿1 → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 3  
Wenn es sich bei 𝑣𝑥 um eine Cell handelt:   𝑣𝑥 ∈ 𝐿2 → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 4  
Wenn es sich bei 𝑣𝑥 um ein Feature handelt: 𝑣𝑥 ∈ 𝐿3 → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 5 
Wenn es sich bei 𝑣𝑥 um eine Datenquelle handelt: 𝑣𝑥 ∈ 𝐿4 → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 6 
3 Führe für jeden is-Vorgängerknoten von 𝑣𝑥 Schritt 2 aus: 
∀𝑣𝑖 ∈ 𝑁𝑖𝑠
−(𝑣𝑥)|𝑣𝑥 = 𝑣𝑖 
𝑣𝑥 ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 2 
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4 Führe für jeden part-of-Nachfolgerknoten, wenn es sich dabei um ein Feature handelt, 
und für jeden Constraint-Nachfolgerknoten Schritt 2 aus: 
∀𝑣𝑖 ∈ 𝑁𝑝𝑜𝑠
+ (𝑣𝑥) ∪ 𝑁𝑛𝑒𝑔
+ (𝑣𝑥) ∪ (𝑁𝑝𝑎𝑟𝑡
+ (𝑣𝑥) ∩ 𝐿3)|𝑣𝑥 = 𝑣𝑖 
𝑣𝑥 ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 2 
5 Führe für jeden has-Nachfolgerknoten, wenn es sich dabei um eine Data Source han-
delt, Schritt 2 aus: 
∀𝑣𝑖 ∈ 𝑁ℎ𝑎𝑠
+ (𝑣𝑥) ∩ 𝐿4|𝑣𝑥 = 𝑣𝑖 
𝑣𝑥 ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 2 
6 Suche von allen Elementen ohne Ergebnis aus 𝑀 ∩ 𝐿3  nach demjenigen mit der 




−(𝑣𝑖) | 𝑖 ∈ {1, … , 𝑛};  𝑛 = |𝑀 ∩ 𝐿3|};  𝑣𝑖 , 𝑣𝑥 ∈ 𝑀 ∩ 𝐿3 
𝑣𝑥 ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 7 
7 Versuche das Ergebnis von 𝑣𝑥 zu erzeugen. Wenn Ergebnis vorhanden, weiter mit 
Schritt 8. Sonst fahre mit Schritt 9 fort: 
𝑟(𝑣𝑥) ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 8 
𝑟(𝑣𝑥) = ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 9 
8 Wenn 𝑣𝑥 = 𝑣0 beende den Deduktionsprozess, sonst setze für jedes Constraint-
Vorgängerelement von 𝑣𝑥, das sich in M befindet und für jedes is-Nachfolgerelement 
von 𝑣𝑥, das sich in M befindet den Zeiger 𝑣𝑥 auf dieses Element und führe Schritt 7 
aus: 
𝑣𝑥 = 𝑣0 → 𝐸𝑛𝑑𝑒 
∀𝑣𝑖 ∈ (𝑁𝑛𝑒𝑔
− (𝑣𝑥) ∪ 𝑁𝑝𝑜𝑠
− (𝑣𝑥) ∪ 𝑁𝑖𝑠
+(𝑣𝑥)) ∩ 𝑀|𝑣𝑥 = 𝑣𝑖 
𝑣𝑥 ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 7 
9 Suche von allen Elementen, die sich in M befinden, noch kein Ergebnis haben und 
Constraint-Nachfolger oder is-Vorgänger von 𝑣𝑥 sind nach demjenigen mit dem 
höchsten Grad, setze auf dieses Element den Zeiger 𝑣𝑥 und führe Schritt 7 aus 
𝐴 = 𝑀 ∩ (𝑁𝑛𝑒𝑔
+ (𝑣𝑥) ∪ 𝑁𝑝𝑜𝑠




−(𝑣𝑖)|𝑖 ∈ {1, … , 𝑛};  𝑛 = |𝐴|} 𝑚𝑖𝑡 𝑣𝑖 , 𝑣𝑥 ∈ 𝐴 𝑢𝑛𝑑 𝑟(𝑣𝑖) = ∅ 
𝑣𝑥 ≠ ∅ → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 7 
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Eine Unterscheidung auf Basis der Modellebenen ist erforderlich, da die einzelnen Ele-
mentklassen ihre Ergebnisse unterschiedlich bilden können. Beispielsweise können Cells 
bei der Erzeugung ihrer Ergebnisse boolesche Ausdrücke einbeziehen, die aus den Positi-
ve- und Negative-Constraints hervorgehen. Items hingegen sind beschreibende Elemente 
konkreter Gegebenheiten. Demzufolge handelt es sich genau dann um ein bestimmtes I-
tem, wenn mindestens eine dem Item entsprechende Konkretisierung existiert. Elemente 
deren Negative-Constraints aufgrund eines adjazenten Ergebnisses nicht erfüllt sind, kön-
nen ausgeschlossen werden (Deductive Reasoning Element Pruning, Abschnitt 3.4.1, Seite 
60). 
Kind-of? 
Während der Isn’t-It?-Algorithmus ein Element auf seine pure Existenz überprüft, kann 
der Kind-Of?-Algorithmus darüber hinaus Instanzen bzw. Ausprägungen eines Elementes 
finden. Damit soll Problemstellung 2 (Tabelle 4, S. 71) beantwortet werden: Um welches 
Element handelt es sich konkret? Dafür wird im ersten Iterationsschritt der zuvor beschrie-
bene Isn’t-It?-Algorithmus ausgeführt, um anschließend alle Kindelemente auszugeben, 
die einer is-Assoziation entsprechen und als Ergebnis true aufweisen. Der Ablauf ist in 
Tabelle 6 zusammengefasst. 
Tabelle 6 Kind-of? Algorithmus 
1 Führe „Isn‘t-It?“-Algorithmus für 𝒗𝒙 = 𝒗𝟎 aus. Das Einstiegselement entspricht dabei 
𝒗𝟎.  
2 Wenn das Ergebnis von 𝑣𝑥 true entspricht, besteht die Ergebnismenge aus allen is-
Vorgängerelementen von 𝑣𝑥, deren Ergebnis ebenfalls true ist. Sonst kann der Deduk-
tionsprozess beendet werden, da es sich nicht um das gesuchte Element handelt:   
𝑟(𝑣𝑥) = 1 → 𝑆 ⊆ 𝑁𝑖𝑠
−(𝑣𝑥)|𝑣𝑖 ∈ 𝑁𝑖𝑠
−(𝑣𝑥) 𝑚𝑖𝑡 𝑟(𝑣𝑖) = 1  
𝑟(𝑣𝑥) = 0 → 𝐸𝑛𝑑𝑒 
 
Tabelle 21 Ergebnisse der Literaturrecherche verdeutlicht das Funktionsprinzip des Algo-
rithmus. Beispielsweise könnte der Wurzelknoten cloths als Einstiegselement 𝑣0 gewählt 
werden. 
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Nachdem der Algorithmus entsprechend der beschriebenen Schritte ausgeführt wurde, sol-
len die Ergebnisse der Kind- und Kindeskindknoten den in der Grafik ergänzten true- und 
false-Angaben entsprechen. Die Lösungsmenge 𝑆 enthält dann das Element jacket. Würde 
der Einstieg bei jacket erfolgen, besteht die Lösungmenge 𝑆 aus der Cell favourite jacket. 
4.1.2 Abstraktionsalgorithmen 
Parts? 
Problemstellung 3 (Tabelle 4, S. 71) „Woraus besteht ein Element?“ bildet die Zielstellung 
dieses Abstraktionsalgorithmus. Er dient in erster Linie der Suche nach Teil-Ganzes-
Beziehungen, um Fragestellungen, wie „Woraus besteht Software Engineering?“, beant-
wortet zu können. Wie Tabelle 7 zeigt, ist zur Lösung des Problems genau ein Schritt er-
forderlich. Grund hierfür ist das Modell selbst, welches bereits eine eigene Assoziations-
klasse „part-of“ für Teil-Ganzes-Relationen bereitstellt.  
Tabelle 7 Parts? -Algorithmus 
1 Setze den Zeiger 𝒗𝒙auf das gesuchte Element. 𝑺 ist die Menge aller part-of-
Vorgängerelemente von 𝒗𝒙.  
𝑺 = 𝑵𝒑𝒂𝒓𝒕
− (𝒗𝒙) 
Als Erweiterung dieses Algorithmus kann die Lösungsmenge anhand von Elementklassen 
gefiltert werden. Auf diese Weise können beispielsweise gezielt Aufgaben oder Fähigkei-
ten eines Objektes gefunden werden: „Welche Aufgaben sind mit Software Engineering 
verbunden?“ oder „Welche Aufgaben müssen für ein vollständiges Software Engineering 
erledigt werden?“. Die zur Filterung nach Activities und Combinings notwendigen Schritte 
sind in Tabelle 8 aufgelistet. 
Abb. 27 Verständnisbeispiel zum Kind-Of?-Algorithmus 
   77 
Tabelle 8 Parts?-Algorithmus Erweiterung 
1 Setze den Zeiger 𝒗𝒙 auf das gesuchte Element. 
2 Setze für jeden part-of-Vorgänger von 𝑣𝑥 den Zeiger 𝑣𝑥 auf dieses Element und führe 
Schritt 3 aus. 
∀𝑣𝑖 ∈ 𝑁𝑝𝑎𝑟𝑡
− (𝑣𝑥)|𝑣𝑥 = 𝑣𝑖 
3 Wenn 𝑣𝑥 eine Aktivität oder ein Combining mit einer Aktivität ist, speichere 𝑣𝑥 in 𝑆, 
sonst führe Schritt 2 aus. 
𝑣𝑥 ∈ 𝐴 ∪ 𝐶 → 𝑆 ∪ 𝑣𝑥 
𝑣𝑥 ∉ 𝐴 ∪ 𝐶 → 𝑆𝑐ℎ𝑟𝑖𝑡𝑡 2 
Characteristics? 
Dieser Algorithmus findet Eigenschaften von Elementen und dient daher zur Lösung von 
Problemstellung 4 aus Tabelle 4, Seite 71. Seine Ausführung beantwortet Fragestellungen, 
wie „Welche Eigenschaften hat ein guter Entwickler?“, „Was zeichnet Konrad Zuse aus?“ 
oder „Was ist Scrum?“. Die Besonderheit hierbei bildet die notwendige Differenzierung 
zwischen Cells und Items. Eigenschaften von Cells entsprechen konkreten Instanzen, die 
per Positive- und Negative-Constraint-Pfaden ermittelt werden können. Items können zu-
sätzlich Eigenschaften durch has-Assoziationen erhalten. Der Algorithmus sucht auch nach 
Klassenzugehörigkeiten, indem in Schritt 4 alle is-Nachfolger in die Ergebnisliste aufge-
nommen werden. Die unterschiedlichen Eigenschaften werden in Teilmengen von 𝑆 ge-
speichert:  
- 𝑆𝑝𝑜𝑠 ist die Menge, die alle Elemente enthält, die auf 𝑣𝑥 zutreffen müssen.  
- 𝑆𝑛𝑒𝑔 ist die Menge, die alle Elemente enthält, die auf 𝑣𝑥 nicht zutreffen dürfen.  
- 𝑆𝑖𝑠 ist die Menge, die alle Elemente enthält, die 𝑣𝑥 klassifizieren. 
Die Einzelschritte sind in Tabelle 9 aufgelistet. 
Tabelle 9 Characteristics?-Algorithmus 
1 Setze den Zeiger 𝒗𝒙 auf das gesuchte Element. Wenn es sich bei 𝒗𝒙 um ein Feature 
oder eine Data Source handelt, beende den Deduktionsprozess.  
𝒗𝒙 ∈ 𝑳𝟑 ∪ 𝑳𝟒 → 𝑬𝒏𝒅𝒆 
2 Füge jeden Positive-Constraint-Nachfolgerknoten von 𝑣𝑥 zu 𝑆𝑝𝑜𝑠 hinzu. 
∀𝑣𝑖 ∈ 𝑁𝑝𝑜𝑠
+ (𝑣𝑥)|𝑆𝑝𝑜𝑠 ∪ 𝑣𝑖  
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3 Füge jeden Negative-Constraint-Nachfoglerknoten von 𝑣𝑥 zu 𝑆𝑛𝑒𝑔 hinzu.  
∀𝑣𝑘 ∈ 𝑁𝑛𝑒𝑔
+ (𝑣𝑥)|𝑆𝑛𝑒𝑔 ∪ 𝑣𝑘 
4 Füge jeden is-Nachfoglerknoten von 𝑣𝑥 zu 𝑆𝑖𝑠 hinzu.  
∀𝑣𝑧 ∈ 𝑁𝑖𝑠
+(𝑣𝑥)|𝑆𝑖𝑠 ∪ 𝑣𝑧 
5 Wenn es sich bei 𝑣𝑥 um ein Item handelt, füge jeden has-Nachfolger von 𝑣𝑥 zu 𝑆𝑝𝑜𝑠 
hinzu.  
𝑣𝑥 ∈ 𝐿1 → ∀𝑣𝑛 ∈ 𝑁ℎ𝑎𝑠
+ (𝑣𝑥)|𝑆𝑝𝑜𝑠 ∪ 𝑣𝑛 
Find! 
Der derzeit umfangreichste und zugleich anwendungsstärkste Abstraktionsalgorithmus ist 
der Find!-Algorithmus. Dieser dient als Lösungsansatz der Problemstellung „Finde Ele-
mente einer bestimmten Klasse zur Erfüllung eines gegebenen Zwecks!“. Zum Beispiel 
lautet eine mögliche Aufgabenstellung „Finde Software, um Anforderungen zu beschrei-
ben!“. Dabei stellt „Software“ eine vorgeschriebene Klassifizierung der Lösungselemente 
dar. „Anforderungen beschreiben“ bildet das Ziel, in diesem Fall ein Combining aus Ob-
jekt und Activity, das mithilfe der Lösungselemente verfolgt werden soll.  
Die konkreten Elemente, die gefunden werden sollen, werden in der Menge 𝑆 abgelegt. 
Das abstrakte Element, welchem alle Elemente aus 𝑆 entsprechen müssen, wird als 𝑣𝑎 de-
finiert (z.B. Software). Das Element, für das alle Elemente aus 𝑆 genutzt werden können, 
wird als 𝑣𝑏 definiert (z.B. Anforderungen beschreiben). Tabelle 10 enthält die erforderli-
chen Schritte bis zur Problemlösung. Unter der Annahme einer vollständigen Induktion 
verringert sich die Komplexität des zweiten Schrittes: Jeder Knoten, dessen Kind- und 
Kindeskindknoten gleiche used-for-Vorgänger aufweisen, besitzt selbst diese use-for-
Vorgänger. Diese Schlussfolgerung ist in Abschnitt 4.2.2 (Seite 81) näher erläutert. 
Tabelle 10 Find!-Algorithmus 
1 Setze den Zeiger 𝒗𝒙 auf 𝒗𝒃. 
𝒗𝒙 = 𝒗𝒃 
2 Gehe auf die unterste part-of-Ebene von 𝑣𝑥. Die Schnittmengen aller used-for-
Vorgänger der Elemente dieser Ebene bildet 𝑆1. 
∀𝑣𝑖 ∈ 𝑁𝑝𝑎𝑟𝑡𝑚𝑎𝑥
− (𝑣𝑥)|𝑆1 = 𝑁𝑢𝑠𝑒𝑑
− (𝑣𝑖) ∪ 𝑁𝑢𝑠𝑒𝑑
− (𝑣𝑖+1) 
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2a Unter Annahme der vollständigen Induktion 
Füge alle used-for-Vorgänger von 𝑣𝑥 zu einer Menge 𝑆1 hinzu. Weiter mit Schritt 3  
𝑆1 = 𝑆1 ∪ 𝑁𝑢𝑠𝑒𝑑
− (𝑣𝑥) 
3 Setze den Zeiger 𝑣𝑥 auf 𝑣𝑎: 
𝑣𝑥 = 𝑣𝑎   
4 Füge alle is-Vorgänger von 𝑣𝑥 zu einer Menge 𝑆2 hinzu.  
𝑆2 = 𝑆2 ∪ 𝑁𝑖𝑠
−(𝑣𝑥) 
5 𝑆 ist die Schnittmenge aus 𝑆1 und 𝑆2. Beende den Deduktionsprozess. 
𝑆 = 𝑆1 ∩ 𝑆2 
4.2 Lernen und Gewichten 
Gerade im Software Engineering unterliegt Wissen einem hohen Grad an Veränderbarkeit. 
Neue Erkenntnisse in Wissenschaft und Forschung, neuentwickelte oder erweiterte Soft-
warewerkzeuge und eine rasante Entwicklung der Hardwaretechnologie führen zu einer 
stark-dynamischen Wissensspeicherung. Daher ist eine der wichtigsten Funktionen des 
Modells, neues Wissen zu lernen und Schlussfolgerungen abzuleiten. Im Ontology Engine-
ering stehen dafür verschiedene Methoden, wie das Ontology Learning oder Reasoner be-
reit (Abschnitt 2.3.5, Seite 36), an denen sich auch die hier vorgestellten Inferenzmecha-
nismen orientieren.  
Vorgestellt werden daher zwei Ansätze, um neues Wissen im Modell automatisiert erzeu-
gen zu können. Zum einen wird ein dem Ontology Learning ähnlicher Ansatz dargelegt, 
der durch Analyse von natürlichen Sprachelementen neues Wissen in die Wissensbasis 
aufnehmen kann. Der zweite hier präsentierte Ansatz basiert auf induktiver Schlussfolge-
rung und kann Zusammenhänge zwischen bereits vorhandenen Wissenselementen aufde-
cken und automatisiert modellieren. Dazu dient unter anderem eine Untersuchung des Mo-
dells hinsichtlich künstlicher neuronaler Strukturen, um Mechanismen zur Mustererken-
nung in die Lerngestaltung einzubetten. 
4.2.1 Lernen durch Pragmatik und Semantik 
Ein wesentlicher Bestandteil der Wissensakquise bildet die Überführung von Wissen aus 
natürlicher Sprache in die formale Struktur des Modells. Diese Überführung kann einer-
seits manuell durch einen menschlichen Modellierer erfolgen, dem die Komponenten des 
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Modells mit all seinen Element- und Assoziationsklassen bekannt sind. Darüber hinaus 
besteht die Möglichkeit, dieses Wissen automatisiert aus Textbausteinen herauszulösen 
und in die Wissensbasis zu übertragen. Dafür müssen dem Automatisierungsmechanismus 
neben Überführungsalgorithmen, also Methoden zur korrekten Speicherung der Wissensar-
tefakte, vor allem die Schlüsselbegriffe bekannt sein, aus denen sich Wissenszusammen-
hänge ergeben können. Diese Schlüsselbegriffe stehen in Abhängigkeit zur Textsprache 
(wie Deutsch, Englisch, Französisch, etc.). Daher ist beim Lernen durch Semantik und 
Pragmatik eine Aufteilung der Schlüsselbegriffe in verschiedene Sprachzentren unentbehr-
lich.  
Das Lernen erfolgt durch Analyse der zu überführenden Text- oder Sprachartefakte. Diese 
Analyse wird durch eine Semantikerkennung durchgeführt, die auf Basis der bereits er-
wähnten Schlüsselbegriffe semantische Zusammenhänge zwischen den im Text enthalte-
nen Begriffen feststellt. Ein Algorithmus überführt anschließend diese Zusammenhänge 
und Begriffe in die Komponenten des Modells (Cells, Items, Feature, Activities und Com-
binings). Abb. 28 veranschaulicht dieses Vorgehen grafisch. 
 
Abb. 28 Textbasiertes Lernen im Modell 
An einigen englischsprachigen Beispielen wird im Folgenden das Vorgehen verdeutlicht. 
Die initialen Schlüsselbegriffe a, each und all lassen grundsätzlich auf etwas Allgemeines 
bzw. Klassifizierendes schließen. Im Sinne des Modells werden sie demnach gefolgt von 
einem Item. Dagegen weist der Schlüsselbegriff the auf etwas Konkretes, also eine Cell, 
hin. Subjekt-Objekt-Beziehungen werden durch die sich aus den Assoziationsklassen erge-
benden Schlüsselwörtern can, is, used for, has, must, should oder same as deutlich.  
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Konkrete Anwendungsbeispiele zur Überführung von modellbasiertem Wissen aus natürli-
cher Sprache werden durch folgende Auflistung ersichtlich: 
1. Each human can walk. 
2. A person is a human. 
3. Person is a human. 
4. Franz is a person.  
5. Füßl is the last name of Franz. 
Im ersten Beispiel lässt das Schlüsselwort each darauf schließen, dass es sich bei human 
um eine abstrakte Klassen, also ein Item handelt. can hingegen weist auf die Activity walk 
hin. Zudem kann die Relation zwischen human und walk gebildet werden. Durch den zwei-
ten Satz wird eine Vererbungsstruktur zwischen person und human deutlich. Durch den 
Schlüsselbegriff a wird auch person zu einem abstrakten Item. Im Gegensatz dazu würde 
person als konkrete Instanz von human modelliert werden, wenn Beispielsatz drei zugrun-
de gelegt wird. Im vierten Beispiel wird franz als Cell angelegt. Sollte zu diesem Zeitpunkt 
person auch eine Cell sein, wird diese automatisch zu einem Item geändert, da eine Instanz 
nicht die Klasse einer weiteren Instanz bilden kann. Das letzte Beispiel beinhaltet komple-
xere Wissenszusammenhänge. Es werden die Cell füßl und das Item last name erzeugt. 
Dabei bildet füßl eine Instanz von last name. Zusätzlich erfolgt die Verknüpfung von franz 
zu füßl durch eine Postive-Constraint. Dazu wird das Hinzufügen des boolschen Ausdrucks 
r(franz) = r(füßl) erforderlich. An dieser Stelle ist unklar, ob jede person einen last name 
besitzt. Da franz die Instanz einer person bildet, liegt dieser Rückschluss jedoch nahe. Da-
her könnte ein systemseitiges Hinterfragen zu einer has-Assoziation zwischen person und 
last name führen, wofür ein Anwender die Frage Has each person a last name? positiv 
beantworten müsste. Dieses Lernverhalten nach Nutzerrücksprache wird im nun anschlie-
ßenden Abschnitt genauer beleuchtet. 
4.2.2 Lernen durch induktive Schlussfolgerungen 
Dieser Abschnitt betrachtet einige wesentliche Schlussfolgerungsregeln, die auf dem Zu-
sammenhang zwischen Klassen und ihren Konkretisierungen basieren.  
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Merkmalsübertragung einer Abstraktion auf eine Konkretisierung  
Etwas Konkretes, was durch eine is-Assoziation mit etwas Abstraktem in Beziehung ge-
setzt wurde, erbt die Eigenschaften des Abstrakten. Für den Fall, dass es sich beim erben-
den Element um eine Cell handelt, kann unter Umständen nicht genau prognostiziert wer-
den, welche konkrete Ausprägung der zu vererbenden abstrakten Eigenschaft auf das er-
bende Element zutrifft. Ein gängiger Ansatz, diesem Problem zu begegnen, ist der Einbe-
zug von Gewichten, Wahrscheinlichkeiten und Interaktionen.  
Jedes Item mit is-Assoziation zu einem anderen Item erbt die Eigenschaften des Elternele-
mentes. Neben abstrakten Eigenschaften wie Form oder Farbe, können Items auch konkre-
te Merkmale aufweisen. Zum Beispiel besitzt jedes Getränk die Eigenschaft „flüssig“, was 
eine konkrete Instanz eines Aggregatzustands darstellt. In diesem Fall würde auch das 
konkrete Merkmal an alle abstrakten Getränk-Klassen vererbt werden.  
Abb. 24 (Anwendungsbeispiele, Seite 65) verdeutlicht die Übertragung der abstrakten Ei-
genschaften farbe und form vom abstrakten Element frucht auf eine konkrete Instanz apfel. 
Diese Instanz bekommt konkrete Ausprägungen der Eigenschaften farbe und form durch 
Positive- und Negative-Constraints übertragen. Wird eine neue Instanz von frucht erzeugt, 
beispielsweise birne, kann durch die Übertragung der Eigenschaften erfragt werden: Ist die 
birne blau, rot oder grün und ist sie rund oder eckig? 
Auch Feature können an Kindelemente vererbt werden. Werden sie als Eigenschaft eines 
abstrakten Objektes modelliert, stellen sie eine übertragbare Komponente zur Datenerfas-
sung dar. Beispielsweise besitzt jede Software einen Preis, der erfasst werden muss, sobald 
eine neue Softwareinstanz in der Wissensbasis gebildet wird. Das item Software hat also 
die Eigenschaft Preis, welcher als Input-Feature modelliert ist. Dann wird beim Anlegen 
der neuen Cell MS Word, eine Dateneingabe zum Preis erforderlich. Diese Eingabe wird 
dann als Cell gespeichert und mit einer Positive-Constraint von MS Word assoziiert.  
Merkmalsübertragung von Teilen auf ein Ganzes  
Besteht ein Element aus mehreren Teilen, existiert also mindestens ein part-of-Vorgänger 
zu diesem Element, können alle Eigenschaften seiner Teile an das Element übertragen 
werden. Dieser Sachverhalt ist jedoch nur unter Einschränkungen gültig, da die Zusam-
menführung von Eigenschaften unter Umständen zu Konflikten führen kann. Beispielswei-
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se besteht ein Notebook aus leitfähigen und nicht leitfähigen Bauteilen. Die automatisierte 
Übertragung dieser Eigenschaften auf das Ganze (Notebook) wäre in diesem Fall unzuläs-
sig. Daher ist eine genaue Untersuchung von Merkmalsübertragungen von Teilen auf ihr 
Ganzes an dieser Stelle zielführend, jedoch nicht Bestandteil dieser Arbeit.  
 
Abb. 29 Übertragung von Assoziationen 
Ähnlich verhält es sich bei der Übertragung von Assoziationen seiner Teile auf ein Ele-
ment. Nach Abb. 29 liegt die Annahme nahe, dass jede Cell und jedes Item mit part-of-
Assoziationen dieselben Assoziationen übertragen bekommt, die alle seine Teile gemein-
sam haben. Dies trifft im Falle des in der Grafik dargestellten requirements engineering 
mit seinen Teilaufgaben beschreiben anforderungen, strukturieren anforderungen, etc. und 
der Software jira, die zur Umsetzung dieser Teilaufgaben genutzt werden kann, zu. Eine 
Verallgemeinerung ist jedoch ohne Berücksichtigung verschiedener Restriktionen nicht 
möglich. Auch hier ist eine weiterführende Untersuchung der genauen Übertragungsmoda-
litäten hilfreich. 
Erweiterung des Modells um Gewichte 
Bei der Ausführung eines Konkretisierungsalgorithmus kann es zu Konflikte kommen. 
Beispielsweise kann die Eingabe eines Input-Features auf unterschiedliche Positive-
Constraints verschiedener Elemente zutreffen. Diese Konflikte führen dazu, dass die Be-
antwortung einer Problemstellung nicht eindeutig vorgenommen werden kann, was unter 
Umständen Systementscheidung verhindert. Am Beispiel dreier Elemente mit identischem 
Positive-Constraint zum Feature temperature verdeutlicht Abb. 30 die Konfliktproblema-
tik. Im Beispiel beträgt der erfasste Wert der Temperatur: 19. Die Auswahl des Wetters 
erfolgte auf sunny. Diese Konstellation von Eingabeparametern führt zu einer Aktivierung 
der Elemente favourite jacket und light jacket. Eine eindeutige Entscheidung, welches 
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Element genau auf die Eingaben zutrifft ist demnach nicht möglich. Zudem ist beim Anle-
gen neuer Instanzen Konfliktpotenzial vorhanden, wenn vom Modell entschieden werden 
muss, welche konkreten Ausprägungen von Eigenschaften auf diese Instanzen zutreffen. 
 
Abb. 30 Beispiel einer konfliktbehafteten Entscheidung 
Eine Lösung des Problems liegt in der Integration von Gewichtungen und Wahrscheinlich-
keiten, sowie in der Interaktion mit Nutzern. Gewichte dienen demnach dem Umgang mit 
Konflikten, um beim Lernen zu entscheiden, welche konkreten Ausprägungen einer Elter-
neigenschaft auf das Kind zutrifft. Auch kann das Durchlaufen der Deduktionspfade durch 
Priorisierung der Assoziationen effizienter gestaltet werden.  
Die Gewichtung erfolgt indem jeder Kante ein Kantengewicht und jedem Knoten ein Kno-
tengewicht zugewiesen wird, das einer reellen Zahl entspricht (𝜔 ∶ 𝐸 → ℝ). Jeder Knoten 
und jede Kante des Graphen erhält eine Gewichtung in der Form:  
∀𝑒 ∈ 𝐸𝐺(𝑣): 𝜔(𝑒) und ∀𝑣 ∈ 𝑉(𝐺): 𝜔(𝑣) 
Dabei werden die Gewichte durch natürliche Zahlen vereinfacht: 𝜔 : 𝐸 → ℕ. Kantenge-
wichte setzen sich zusammen aus dem Grad eines adjazenten Knotens und einem vom Sys-
tem während des Lernens kalkulierten Faktor. Sollte eine Kante bereits eine höhere Ge-
wichtung erhalten haben, behält sie ihr ursprüngliches Gewicht bei: 
∀𝑒 ∈ 𝐸𝐺(𝑣): 𝜔(𝑒) <  𝑑𝐺(𝑣) → 𝜔(𝑒) =  𝑑𝐺(𝑣) 𝑚𝑖𝑡 𝑣 ∈ 𝑉(𝐺) 
Trial and Error: Zufall, Wahrscheinlichkeiten und Nutzerinteraktion 
Zur langfristigen Speicherung des auf Gewichtung basierten Wissens, stehen dem Modell 
zwei abstrakte Speicherzentren zur Verfügung: das Short-Term Memory (STM) zur kurz-
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fristigen Speicherung von gelernten Gewichtungen und das Long-Term Memory (LTM), 
welches Elemente und Gewichtungen langfristig speichert. Das Verhalten der beiden Wis-
sensspeicher orientiert sich an der menschlichen Wissensverarbeitung. Wissen wird lang-
fristig im menschlichen Gehirn gespeichert, wenn damit eine Emotion verbunden ist, oder 
die Information oft genug wiederholt wurde.  
Das STM enthält Elemente, die gänzlich neu oder bereits im LTM vorhanden sind und 
neue Gewichtungen erhalten haben. Jedes Element des STM besitzt einen Ablaufzeitpunkt 
und eine Anzahl, wie häufig das Element nach einer Nutzerentscheidung gewählt wurde. 
Das Ablaufdatum eines Elementes wird mit jeder Auswahl neu gesetzt. Nach siebenfacher 
Auswahl5, erfolgt die Speicherung des Elementes und all seiner Assoziationen langfristig 
im LTM. Jedes Element des LTM hat einen Ablaufzeitpunkt, welches sich analog zum 
STM verhält, jedoch einen deutlich höheren Wert aufweist. Ein Element, dessen Ablauf-
zeitpunkt vergangen ist verliert seine Gewichte. Auch alle anliegenden Kanten verlieren 
ihre Gewichte. Der Inhalt des Elementes wird nicht gelöscht. Auf diese Weise wird die 
Priorisierung während der Deduktion unter einen zeitlichen Einfluss gestellt, ohne dass 
inhaltliches Wissen verloren geht. Somit wird maschinelles Lernen um maschinelles Ver-
gessen ergänzt. 
Ein beispielhafter Ablauf zur Wissensspeicherung in STM und LTM orientiert sich an den 
in Abb. 30 enthaltenen Elementen. Es wird davon ausgegangen, dass der verursachte Kon-
flikt erstmalig auftritt. Nun stehen dem Modell drei verschiedene Möglichkeiten zur Ver-
fügung, mit dem Problem umzugehen: 
1. Das Modell wählt zufällig eine Jacke aus und fragt anschließend den Nutzer, ob die 
Auswahl korrekt war. Anschließend wird die Antwort des Nutzers in Form einer 
Gewichtung in die betreffenden Elemente integriert. Diese werden im STM abge-
legt.  
2. Das Modell verwendet zur Entscheidung, welche Jacke gewählt werden soll vor-
modellierte Wahrscheinlichkeiten, wonach im Konfliktfall beispielsweise favourite 
                                                 
 
5 Eine Faustregel besagt, dass ein Mensch etwas im Durchschnitt siebenmal wiederholen muss, bis 
er es sich eingeprägt hat. Beispielsweise BECKER 2011; WADHWA 2005 
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jacket mit einer Wahrscheinlichkeit von 0.8 der korrekten Auswahl entspricht. 
Auch hier erfolgt im Anschluss an die Auswahl eine Nutzerrückfrage, deren Ant-
wort die Wahrscheinlichkeiten ändert und im STM speichert. 
3. Das Modell lässt den Anwender direkt selbst entscheiden und speichert die Aus-
wahl per Gewichtung im STM. 
Tritt dieser Konflikt erneut auf, wird das Vorgehen unter Berücksichtigung der im STM  
gespeicherten Informationen wiederholt. Nachdem siebenmal dasselbe Element ausgewählt 
wurde, werden alle mit dem Konflikt verbundenen Gewichte im LTM gespeichert. In zu-
künftigen Arbeiten kann untersucht werden, wann die Rückkopplung zum Anwender tat-
sächlich notwendig ist. Beispielsweise könnte nur jedes zweite oder dritte Mal eine Nutzer-
rückfrage gestellt werden, ohne die Prognosegenauigkeit zu beeinträchtigen.  
Mustererkennung auf Feature- und Data Source-Ebene 
Die letzte hier vorgestellte Möglichkeit zum automatisierten Lernen beschäftigt sich mit 
der Integration von Mustererkennungstechniken, die beispielsweise aus dem Gebiet der 
künstlichen neuronalen Netze bekannt sind. Im Rahmen dieser Arbeit erfolgt die Beschrei-
bung des Ansatzes jedoch nur auf einem sehr modellhaften symbolischen Niveau, ohne 
vertiefte Techniken zur genauen Vorgehensweise darzulegen. Es soll lediglich die Vision 
aufgezeigt werden, die durch diesen Ansatz verfolgt wird.  
Kern des Modells bildet die Verarbeitung von Wissen, welches über eine Eingabeschicht 
in der Wissensbasis erfasst wird. Diese Eingabeschicht besteht aus sogenannten Data-
Source-Elementen, die durch Sensoren oder andere Messinstrumente als automatisierte 
Schnittstellen des Modells Daten erfassen können. Die Überführung dieser Daten in Infor-
mationen und Wissen wird anschließend durch Feature und Cells im Sinne des Modells 
vorgenommen (vgl. Abschnitt 3.2, Seite 44). Bei bisherigen Versuchen und Prototypen 
wurde die Datenerfassung manuell durch Nutzeraktivitäten vorgenommen. Sie kann jedoch 
auch vollautomatisiert während der Deduktion als Datenstrom in die Entscheidungsprozes-
se einfließen. Wird dieser Datenstrom um Mustererkennungstechniken ergänzt, kann dies 
zu einer automatischen Überführung von Daten zu Wissen führen.  
Abb. 31 stellt das bereits gezeigt Beispiel der automatischen Jackenwahl in den Fokus die-
ses Lernmechanismus. Auf der rechten Seite der Grafik sind Sensoren abgebildet, deren 
erfasste Daten in verschiedene Feature einer Ontologie übertragen werden. Welche Kom-
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bination der Daten dabei zu welcher Wissenszelle führt, wird der Ontologie vom Nutzer 
durch Interaktion beigebracht. Die Ergebnisse werden durch Verändern oder Hinzufügen 
von Positive- und Negative-Constraints der vom Nutzer zugeordneten Elemente in der 
Wissensbasis gespeichert. Dieser Prozess wird solange wiederholt, bis die Treffer des Sys-
tems akzeptabel sind. 
 
 
Abb. 31 Integration von Mustererkennung bei großen Datenmengen 
Dabei dienen Methoden und Verfahrensweisen aus dem Bereich der künstlichen neurona-
len Netze als Orientierungshilfe. Sinngemäß können die Ebenen der Feature und Data-
Source-Elemente als künstliches Neuronales Netze betrachtet werden, bei dem die einzel-
nen Elemente den Neuronen des Netzes entsprechen. Das Erfassen von Daten entspricht 
der bei mehrschichtigen feedforward-Netzen typischen Eingabeschicht. Auf diese Weise 
können bekannte Ansätze des maschinellen Lernens in das Modell integriert werden, wie 
Supervised Learning, Unsupervised Learning oder Reinforcement Learning. Auf weiter-
führende Erläuterungen zu den einzelnen Ansätzen wird im Rahmen dieser Arbeit verzich-
tet. 
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5 Evaluierung 
5.1 Prototypische Umsetzung des Modells als Webanwendung 
Die Evaluierung des Modells erfolgt in zwei Schritten. Zur Durchführung beider Schritte 
wird ein webbasierter Prototyp entwickelt, der alle erforderlichen Modellkomponenten und 
die beiden komplexesten Deduktionsalgorithmen „Isn’t-It?“ und „Find!“ unterstützt. Die 
Algorithmen „Parts?“, „Characteristics?“ und „Kind-Of?“ können im Rahmen weiterfüh-
render Arbeiten unkompliziert ergänzt werden. Dieser Abschnitt dokumentiert Anforde-
rungen, Architektur und Implementierung, einschließlich einer Gegenüberstellung von 
Soll- und Ist-Verhalten des Prototyps durch ausgewählte Testfälle.  
5.1.1 Anforderungsbeschreibung 
Trotz prototypischer Umsetzung unterliegt die zu entwickelnde Software einiger funktio-
naler und nicht-funktionaler Anforderungen. Auf die Auflistung von Qualitätsmerkmalen 
wird in diesem Zusammenhang verzichtet. Im Folgenden werden die Anforderungen an 
den Prototyp aufgelistet und genauer beschrieben: 
A01 – Elementklassen anlegen: Der Prototyp muss die Möglichkeit bieten, Items, Cells, 
Features, Combinings, Activities und Questions anzulegen und grafisch zu visualisieren. 
Die Visualisierung der Elemente erfolgt durch eine farbliche Differenzierung: Cells sind 
rote Ellipsen, Items sind gelbe Rechtecke, Feature sind blaue Rechtecke, Activities sind 
weiße Sechsecke, Combinings sind graue Ellipsen und Questions sind lilafarbene Rauten. 
Beim Anlegen wird jedem Element eine eindeutige ID zugewiesen. Jedes Element erhält 
einen Namen (Bezeichnung), der aus beliebig vielen alphanumerischen Zeichen besteht 
und bei Questions die genaue Fragestellung darstellt. Alle Sonderzeichen sind zugelassen. 
Im Falle einer Cell kann zusätzlich ein boolescher Ausdruck angegeben werden, der das 
Ergebnis der Cell bestimmt. Beim Anlegen eines Features soll der Nutzer zwischen den 
Featuretypen Single-Choice, Multiple-Choice oder Input-Feature wählen können. Ein 
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Combining besteht aus einer Activity oder einer Cell und einem Objekt (Cell oder Item). 
Beide Elementtypen können vom Nutzer bestimmt werden. 
A02 – Assoziationsklassen anlegen: Es muss möglich sein, die verschiedenen Basis-
Assoziationstypen used-for, part-of, can, is und has anzulegen, sowie die Abhängigkeitsbe-
ziehung „Negative-Constraint“. Jede Kante erhält eine eindeutige ID. Zusätzlich ist eine 
Unterscheidung nach optionaler und verpflichtender Kante konfigurierbar zu gestalten. Die 
Assoziationen müssen visualisierbar sein, indem beim Erzeugen der Kante der Klassenna-
men auf die Kante geschrieben wird. Negative-Constraints sind rot gepunktet. Beim Anle-
gen einer Assoziation muss der Quellknoten und der Zielknoten bestimmt werden können. 
Wird eine can-Assoziation erzeugt, kann zusätzlich eine Activity angeben werden, die in 
Verbindung mit dem Zielknoten zu einem Combining führt. Beim Anlegen eines Negative-
Constraints muss zusätzlich die Eingabe eines booleschen Ausdrucks ermöglicht werden, 
der sichtbar auf der Kante platziert wird. 
A03 – Benutzeroberfläche: Für den Prototyp muss eine Benutzeroberfläche zur Verfü-
gung stehen, bei der die Wissensartefakte (Element- und Assoziationsklassen) visuell dar-
gestellt werden. Ein Verschieben dieser Wissensartefakte soll per Drag’n’Drop ermöglicht 
werden. Eine Selektion von Knoten oder Kanten ist möglich. Wird ein Element selektiert 
kann es durch einen Buttonklick oder durch Drücken der Taste Entf gelöscht werden. 
Drückt der Nutzer die Taste n öffnet sich das „Elementklasse anlegen“-Menü. Bei Betäti-
gen der Taste e öffnet sich das „Assoziationsklasse anlegen“-Menü. Der Nutzer hat die 
Möglichkeit den Darstellungsbereich im Vollbild anzeigen zu lassen. Durch Betätigen des 
Mausrades kann der Anwender die Ontologie vergrößern bzw. verkleinern (zoomen). 
Durch Klicken und Halten der linken Maustaste kann der Nutzer den Fensterausschnitt 
verschieben. 
A04 – Ontologie laden/speichern: Der Nutzer hat die Möglichkeit, eine von ihm erstellte 
Ontologie in einem Verzeichnis seiner Wahl zu speichern oder von einem beliebigen Spei-
cherort zu laden. Dazu existieren jeweils Buttons, die bei Klicken ein entsprechendes Ab-
fragefenster aufrufen. Beim Speichern wird der Nutzer aufgefordert einen Namen (keine 
Einschränkungen) für die Ontologie anzugeben. 
A05 – Elementklasse bearbeiten: Hat ein Nutzer eine Elementklasse selektiert, besteht 
die Möglichkeit ein „Bearbeiten“-Button zu betätigen. Es öffnet sich ein Dialog, in dem er 
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die Klasse des Elementes und den Namen ändern kann. Für den Fall, dass es sich bei dem 
selektierten Element um eine Cell handelt, kann er zusätzlich den booleschen Ausdruck zur 
Erzeugung des Ergebnisses ändern. Möchte der Nutzer ein Element zu einem Combining 
ändern, ist er gezwungen die erforderlichen Objekte (Activity, Cell, Item) auszuwählen 
(siehe A01). Zusätzlich wird im „Bearbeiten“-Dialog die ID des Knoten angezeigt. Beim 
Bearbeiten eines Features kann der Featuretyp geändert werden.  
A06 – Ergebnisausdrücke: Ergebnisse einer Cell werden in Form von booleschen Aus-
drücken deklariert. Um das Ergebnis eines anderen Knoten in den Ausdruck zu integrieren 
wird die ID des anderen Knoten von runden Klammern umschlossen und durch ein kleines 
r eingeleitet (Beispiel: r(knoten_id)). Der Nutzer hat die Möglichkeit, die Vergleichsopera-
toren ==, &&, ||, >, <, >=, <= in den Ausdruck einzubeziehen und den Ausdruck durch 
runde Klammern zu verschachteln. Schließt der Nutzer durch Bestätigen des „Anlegen“- 
oder „Bearbeiten“-Dialoges die Eingabe ab, wird vom Prototyp eine Verknüpfung zu den 
im Ausdruck enthaltenen Knoten erzeugt. Die Verknüpfung wird als Positive-Constraints 
(grüne gepunktete Linie) dargestellt.  
A07 – Deduktionsmöglichkeit: Der Anwender hat die Möglichkeit verschiedene Dedukti-
onsalgorithmen auf die von ihm geladene Ontologie anzuwenden. Der Prototyp implemen-
tiert die komplexen Algorithmen „Isn’t-It?“ und „Find!“ und bietet darüber hinaus für alle 
vorgestellten Algorithmen die architektonische Grundlage, um die trivialeren Algorithmen 
(Kind-Of?, Parts? und Characteristics?) jederzeit ergänzen zu können. Für jeden Algorith-
mus existiert ein Button, der bei Klick einen Dialog öffnet, in dem der Nutzer weitere In-
formationen angeben muss. Beim Klick auf den Isn’t-It?-Button öffnet sich ein Dialog zur 
Auswahl des Knotens, der geprüft werden soll. Dazu gibt der Nutzer den Namen des ge-
wünschten Knotens in ein Textfeld ein. Ein Autocomplete stellt passende Ergebnisse dar, 
aus denen der Nutzer den gewünschten Zielknoten auswählt. Nachdem er einen Knoten 
gewählt hat, beginnt der Prototyp mit der Abarbeitung des Algorithmus. Sind während der 
Deduktion Nutzereingaben erforderlich, werden diese auf dem Bildschirm in Form von 
Dialogfenstern ausgegeben. Single-Choice-Feature werden durch Radiobuttons, Multiple-
Choice-Features durch Checkboxen und Input-Feature durch Textfelder dargestellt. Am 
Ende der Deduktion erscheint das Ergebnis auf dem Bildschirm durch eine Textausgabe: 
Es handelt sich um eine/n $ELEMENTNAMEN bzw. Es handelt sich nicht um eine/n 
$ELEMENTNAMEN. Dabei ist $ELEMENTNAMEN durch den Namen des Elementes zu 
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ersetzen, über das deduziert wurde. Beim Find!-Algorithmus muss der Nutzer zwei Infor-
mationen angeben: welche Abstraktion gesucht wird und für was das gesuchte Element 
genutzt werden soll. Ergebnis des Find!-Algorithmus ist eine Auflistung der Lösungsmen-
ge. 
A08 – Webbasiert: Der Prototyp soll webbasiert als Browseranwendung genutzt werden 
können und auf JavaScript, PHP, CSS und HTML basieren. Jede Form von Bibliotheken 
ist zulässig. Eine Nutzerauthentisierung oder Verschlüsselung ist nicht notwendig.  
5.1.2 Architektur und Implementierung 
Den Kern des Prototyps bilden aufgrund der Anforderung A08 PHP- und JavaScript- 
Komponenten. Die Darstellung der GUI erfolgt durch JavaScript, HTML und CSS. Die 
Basisarchitektur wird von dem PHP-Framework „Yii“ in Version 1.1 getragen. Es basiert 
auf einer Model-View-Controller (MVC) Architektur und bietet neben seiner sehr schlan-
ken Struktur und seines modularen Aufbaus einen hohen Grad an Effizienz und Erweiter-
barkeit. Yii wird mit dem Open Source CMS Wordpress kombiniert, um die Seitenstruktur 
und das Templatedesign der Anwendung für Administratoren zu erleichtern. Zusätzlich 
werden die JavaScript-Bibliotheken jQuery (Version 1.11) für verschiedene GUI-
Interaktion und cytoscape.js zur Integration von Graph-Elementen (Knoten und Kanten) 
verwendet. Abb. 32 zeigt die einzelnen Komponenten des Prototyen und ihre Zusammen-
hänge.  
Über den Web Browser werden durch HTML Formulare, die in den Wordpress Template-
Pages enthalten sind, mittels jQuery Nutzereingaben erfasst. cytoscape.js ist eine Biblio-
thek zur grafischen Darstellung und Interaktion mit Knoten und Kanten eines Graphen. Da 
das hier erarbeitete Modell als Graph betrachtet werden kann, wird cytoscape.js zur Visua-
lisierung der Modellklassen (Cell, Feature, Item, etc.) und damit zur Visualisierung des 
modellierten Wissens herangezogen. Zusammen bilden sie die View des MVC-Prinzips. 
Wissen, was auf diese Weise vom System erfasst wird, wird von internen JavaScript Klas-
sen in eine einheitliche Struktur gebracht und somit digital überführt. Dieses überführte 
Wissen wird anschließend an Yii übermittelt und vom Controller auf dem Web Server ver-
arbeitet. Die Weitergabe der Daten erfolgt via AJAX in Form von GET und POST Re-
quests. Das Format zum Austausch und zur Speicherung von Daten ist JSON. 
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Abb. 32 Grundarchitektur des Prototypen 
Architekturübersicht 
Basierend auf der internen MVC-Architektur des Yii-Frameworks ergeben sich für den 
Prototyp die in Abb. 33 dargestellten Klassen und Komponenten. Die Controller-Klassen 
enthalten logische Komponenten des Prototyps, die meist in Form sogenannter Actions 
implementiert werden. Diese Actions können aus dem View heraus per URL aufgerufen 
werden. Zudem initiieren die Controller das Laden einer View und die Verarbeitung von 
Daten durch angebundene Modells. Der KnowbaseController lädt den Mainview der 
knowbase-Viewkomponente und sorgt für das Speichern des überführten Wissens durch 
Erzeugen einer JSON-Datei. Der DeductionController lädt den Mainview der deduction-
Viewkomponente. Er enthält die Actions, die zur Ausführung der Deduktionsalgorithmen 
notwendig sind (bspw. Find!-Algorithmus). Zusätzlich enthält er die Logik zur Verarbei-
tung von Feature-Daten, die durch Nutzereingaben entgegen genommen werden. Der Wor-
dpressController sorgt schließlich für das Laden des Wordpress-Grundgerüstes. Er leitet 
jede Anfrage an die Wordpresskomponenten weiter, die nicht dem Knowbase oder Deduc-
tionController zugeordnet werden kann.  
Die Model-Ebene (im Sinne des MVC) wird maßgeblich durch eine dem Strategy Pattern 
entsprechende Architektur aufgebaut. Konkrete Strategien bilden die Klassen Item, Cell, 
Feature, Combining, Activity und Question. Diese erben von der abstrakten Klasse Node. 
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Ziel ist einheitliche Methodenaufrufe zur Ergebniserzeugung und zur Suche relevanter 
Knoten auf einem Deduktionspfad zu erhalten. Jeder Knoten (Node) kennt seine Vorgänger 
und Nachfolger, sowie die jeweiligen Assoziationsklassen, mit denen er mit seinen adja-
zenten Knoten verbunden ist. Die Klasse Graph beinhaltet alle in der Zielontologie enthal-
tenen (Wissens)-Knoten und Assozationen (Edges). 
 
Abb. 33 Detaillierte Sicht auf die MVC Architektur 
Eine besondere Rolle spielt die statische Helper-Klasse. Sie wird im Rahmen des Yii-
Frameworks als Komponente geladen und enthält statische Methoden, die von jeder Klasse 
des Prototyps genutzt werden können. Beispielsweise enthält Helper eine vom Factory 
Pattern abgeleitete Funktion zur Initialisierung konkreter Model-Strategien (Cell, Item, 
Feature, etc.). 
Datenmodell im JSON Format 
Zur Speicherung und zum Austausch von Wissenselementen (Cell, Item, etc.) unterstützt 
der Prototyp das JSON (Java Script Object Notation) Format. Dieses Format dient zum 
standardisierten Austausch von Daten in strukturierter Form. Ähnlich der XML bietet 
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JSON die Definition eigener Bezeichner und eine Methode diese mit Daten zu befüllen. 
Die für den Prototyp verwendete Struktur entspricht der aus Abb. 34. Jedes Datenobjekt 
besitzt Felder, die zur Visualisierung des Graphen notwendig sind (grün dargestellt) und 
Felder, die per AJAX an die serverseitige Verarbeitung in Controller und Models versendet 
werden (blau dargestellt). Die grau markierten Objekte sind verschachtelte Objekte, die 
ihrerseits eigene Attribute enthalten. Hybride Daten sind Daten, die sowohl zur Anzeige, 
als auch zur serverseitigen Datenverarbeitung dienen. Diese werden als lilafarbene Ellipsen 
visualisiert. edge und node sind hier nur als abstrakte Objekte zu betrachten, die in der 
JSON-Datei nicht explizit formuliert werden.  
 
Abb. 34 Datenmodell der beiden JSON Klassen edge und node 
Einen Auszug aus einer im Prototyp entstanden JSON-Datei ist Abb. 35 zu entnehmen. 
Darin enthalten sind ein node-Objekt und ein edge-Objekt mit ihren jeweiligen Attributen. 
Wie den Anforderungen zu entnehmen ist, soll jedes Element mittels GUID eindeutig iden-
tifiziert werden. Zudem bietet ein Knotenelement die Möglichkeit, einen Namen, einen 
Typ, einen booleschen Ausdruck, ein Ergebnis und für den Fall, dass es sich dabei um ein 
Feature handelt, den entsprechenden Feature Typ zu bestimmen. Im unteren Teil der Ab-
bildung sind die Datenfelder einer Kante aufgelistet. Im Unterschied zum Knotenobjekt 
werden hier eine source (Quellknoten) und ein target (Zielknoten) gespeichert. Dabei die-
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nen die IDs der Knoten als Referenzattribut. Zusätzliche Felder sind der entsprechende 
Assoziationstyp (hier part-of) und ein Kantenlabel.  
 
Abb. 35 Auszug aus einer JSON-Datei mit einem Knoten und einer Kante 
Zur Positionierung und Darstellung eines Elementes auf der Benutzeroberfläche stehen das 
position-Objekt und die Felder group, removed, selected, selectable, locked, grabbable und 
classes zur Verfügung. Diese Felder sind erforderlich, um den Graphen mithilfe der cytos-
cape.js darzustellen. 
Detaillierte Sicht auf die Klassen des Prototyps 
Abb. 36 zeigt die Model- und Controller-Klassen, ihre Methoden und Membervariablen 
sowie die Beziehungen zwischen den einzelnen Elementen. Die Klasse Graph wird beim 
Aufruf einer Deduktions-Action im DeductionController initialisiert. Sie enthält vier Ar-
rays, welche den in Abschnitt 3.2.1 (Seite 46) vorgestellten Mengen E, V, M und P ent-
sprechen. Der Graph Konstruktor wird unter Angabe eines Pfades aufgerufen. Dieser gibt 
den relativen Pfad zur Datei an, welche die zu ladenden Knoten und Kanten enthält. Das 
[{ 
        "data": { 
            "id": "b86c0bc2-a62b-1e93-39c1-4963528a937e", 
            "name": "anforderungsmanagement", 
            "type": "item", 
            "expression": "r(97f2e566-37cf-778e-98b5-b6cfaf2bcad7)>=2", 
            "result": null, 
            "featureType": null 
        }, 
        "position": { 
            "x": -773.3659228317438, 
            "y": -403.17072682176047 
        }, 
        "group": "nodes", "removed": false, "selected": false, "selectable": true,  
        "locked": false, "grabbable": true, "classes": "item" 
}, … ,{ 
        "data": { 
            "id": "5a6f480c-23da-4e4a-5f2b-e06513383ba4", 
            "source": "923e4129-8201-7b81-b6b3-97806d5d65f2", 
            "target": "dbd1877f-5905-e088-99b9-80f45b7371c0", 
            "type": "part-of", 
            "label": "part-of" 
        }, 
        "position": {}, 
        "group": "edges", "removed": false, "selected": false, "selectable": true, 
        "locked": false, "grabbable": true, "classes": "required" 
}, … , 
] 
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Importieren der Knoten und Kanten aus dieser Datei erfolgt in der privaten Methode im-
portFile(), welche vom Klassenkonstruktor aufgerufen wird. 
 
Abb. 36 Klassendiagramm für Graph, Node und Edge 
 98 
Die Methoden getNodeByName(string name) und getNodeById(string id) geben jeweils 
einen Knoten zurück, der zu den gesuchten Attributen passt. Hingegen werden von getNo-
des() alle Knoten der Menge V zurückgegeben. Mittels saveStm(Array<Node> nodes, 
string name) werden Zwischenergebnisse während der Deduktion in einer JSON-Datei 
abgespeichert. Diese Funktion wird nach jedem vom Nutzer neu erfassten Feature-
Ergebnis, also vom DeductionController aufgerufen. Die Funktionen addNode bzw. addE-
dge werden beim Importieren der Wissenselemente aus einer Datei aufgerufen. Sie erzeu-
gen Node- und Edge-Objekte aus dem im JSON-Format vorliegenden strukturierten Wis-
sen. Beim Erzeugen der konkreten Elementklassen (Cell, Item, usw.) bedient sich die 
Funktion der Factory Initialisierung aus der Helper-Methode newNode, die als Parameter 
den Typ des Elements übergeben bekommt und ein entsprechendes Objekt zurückgibt 
(Abb. 37): 
 
Abb. 37 Umsetzung des Factory Pattern in der Klasse „Helper“ 
Das von der Funktion newNode() zurückgegebene Objekt entspricht einer konkreten Node-
Strategie. Der Grund für die Anwendung des Strategy Pattern bezüglich der Elementklas-
sen des Modells liegt in der Erzeugung der Ergebnisse, die, wie Abschnitt 3.4.2 (Seite 64) 
zeigt, von Elementklasse zu Elementklasse abweichen kann. Die Strategien sind von der 
abstrakten Klasse Node abgeleitet. Jedes dieser Objekte enthält einen Namen, eine ID, ge-
gebenenfalls einen booleschen Ausdruck zur Erzeugung des Ergebnisses, das Ergebnis 
selbst, einen Status und alle seine Nachfolger und Vorgänger. Zur Initialisierung dieser 
Membervariablen existieren jeweils eigene Getter- und Setter-Methoden. Eine Besonder-
heit bildet die Node-Methode onResultCreate(), die als Event verstanden werden kann. 
Sobald ein Knoten sein Ergebnis erzeugt hat, wird von onResultCreate() veranlasst, dass 
bei allen Observern des Objektes, also bei allen Negative-Constraint- und Postive-
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Constraint-Vorgängern, sowie bei allen is-Nachfolger-Abstraktionen, das eigene Ergebnis 
erzeugt werden kann.  
Implementierung des Deduktionsalgorithmus: Isn’t-It? 
Die beiden Deduktionsalgorithmen Isn‘t-It? und Find! sollen vom Prototyp unterstützt 
werden (Anforderung A07). Da es sich bei dem Prototypen um eine Webanwendung han-
delt, ist die Implementierung der Algorithmen insbesondere des Isn‘t-It?-Algorithmus 
komplizierter, als beispielsweise bei einer Windowsanwendung. Der Grund für die erhöhte 
Komplexität liegt im Request/Response Prinzip zwischen serverseitigem und clientseiti-
gem Code. Zur Laufzeit der Anwendung erfolgt das Erfassen von Nutzereingaben per Ja-
vaScript und HTML über den Browser des Anwenders. Diese Eingaben werden dann 
asynchron an den Server per URL-Requests weitergeleitet und dort verarbeitet. Bei mehre-
ren aufeinander aufbauenden Nutzereingaben, wie das beim Isn‘t-It?-Algorithmus der Fall 
ist, müssen vorherige Eingaben zwischengespeichert werden und können nicht in einem 
Workflow verarbeitet werden.  
In Form eines Sequenzdiagramms enthält Abb. 38 die Laufzeitsicht auf die betroffenen 
Komponenten, die während des Isn’t-It?-Algorithmus aktiv sind. Diese Komponenten sind 
die Deduction-View index, der DeductionController, die Helper-Klasse und die Models 
Graph, Node, Edge, Feature und Question. Konkrete Node-Strategien wie Cell oder Item 
werden in der Grafik nicht berücksichtigt. Der Einstieg erfolgt über die View index. Diese 
ruft nach einem Button-Klick per AJAX die URL  
/deduction/isntit/startknoten_id/benutzer_name/ontology_name 
auf. Diese URL wird vom Yii-Framework an die Action actionIsntit() des DeductionCon-
trollers weitergeleitet. Sie beinhaltet das Initiieren eines Graph-Objektes durch Aufrufen 
des entsprechenden Konstruktors. Dabei wird der Pfad zur JSON-Datei übergeben, welche 
die modellierten Wissenselemente enthält.  
Im Graph-Konstruktor erfolgt durch importFile() die Überführung der textbasierten Ele-
mente in Objekte. Dazu dienen die Methoden addNode() und addEdge(). Durch Implemen-
tierung des Factory Pattern wird beim Aufruf von newNode() eine konkrete Node-Strategie 
an die addNode()-Methode zurückgegeben und in V gespeichert. Nachdem alle in der zu 
überführenden Datei enthaltenen Wissenselemente in V und E des Graph-Objekts gespei-
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chert wurden, ruft actionIsntit() den zu deduzierenden Startknoten aus dem Graph-Objekt 
auf und lässt sich alle erforderlichen Knoten geben, die auf dem Deduktionspfad liegen. 
 
Abb. 38 Sequenzdiagramm zu Isn‘t It?-Algorithmus 
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Die Wahl, welche Knoten für die Isn’t-It?-Deduktion erforderlich sind, bestimmt jeder 
Knoten in Abhängigkeit seiner Elementklasse selbst. Anschließend werden diese Elemente 
in einer eigenen Datei durch saveStm() unter einem eindeutigen Namen gespeichert. Da der 
Isn‘t-It?-Algorithmus auf Eingaben vom Nutzer angewiesen sein kann und diese Eingaben 
über Feature erfasst werden, sucht der Algorithmus nun nach dem ersten Feature ohne Er-
gebnis und gibt dieses über den Browser des Anwenders aus. Dazu übergibt er an die View 
die Fragestellung und den Feature-Type (multiplie-choice, single-choice oder input) zur 
automatisierten Auswahl einer entsprechenden Teilview. Der Aufruf der View erfolgt über 
renderPartial(), eine im Yii-Framework enthaltene Core-Funktionen, die jeder Controller 
erbt, der von CController abgeleitet ist.  
Nachdem die Eingabe eines Nutzers erfasst wurde, wird diese über die Action actionNew-
Result() an den DeductionController per POST-Request übermittelt. Die Action erzeugt 
daraufhin wieder ein Graph-Objekt aus der Datei, deren Namen an die Action übergeben 
wurde. Im Anschluss wird jedes übermittelte Ergebnis, das aus der Nutzereingabe resul-
tiert, durch setResult() des entsprechenden Knotens gesetzt. Sollte es sich bei der erfassten 
Eingabe um ein multipl-choice- oder singel-choice-Feature handeln, werden mehrere Er-
gebnisse übertragen, da diese Feature von allen angebundenen Auswahlmöglichkeiten 
(Cells) die Ergebnisse bilden können. Daher erfolgt der Aufruf der setResult()-Methode in 
einer Schleife. Wie bereits beschrieben, ruft ein Node-Objekt bzw. eine konkrete Node-
Strategie bei all seinen Observern die Methode createResult() auf, sobald dieses Objekt 
sein Ergebnis gesetzt (bekommen) hat. Auf diese Weise erfolgt die Abarbeitung der De-
duktionsknoten bis das Ergebnis des Startknoten gefunden wurde. 
Nach einem erneuten Speichern des Graphen wird geprüft, ob das Ergebnis des Startkno-
tens vorhanden ist. Sollte dies der Fall sein, wird sein Ergebnis an die View übergeben und 
der Algorithmus ist an dieser Stelle beendet. Kann kein Ergebnis vom Startknoten ermittelt 
werden, erfolgt die Ausgabe des nächsten „ergebnislosen“ Features und der Teilprozess 
„Feature Output“ beginnt erneut. 
Implementierung des Deduktionsalgorithmus: Find! 
Der Find!-Algorithmus dient zur Suche nach einem Element, welches einer bestimmten 
Klasse entspricht und zur Lösung einer konkreten Aufgabe genutzt werden soll. Abschnitt 
4.1.2 (Seite 76) beschreibt die Zielstellung und das Verhalten des Algorithmus genauer.  
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Abb. 39 Sequenzdiagramm zum Find!-Algorithmus 
Die Sicht auf das Laufzeitverhalten des Algorithmus im Prototyp wird in Abb. 39 darge-
stellt. Im Vergleich zum Laufzeitverhalten des Isn’t-It?-Algorithmus fällt hierbei die deut-
lich geringere Komplexität während der Deduktion auf. Auch bei diesem Algorithmus 
dient der Aufruf der Action actionFind() als Einstieg in die Implementierung. Wie im vo-
rangegangenen Beispiel wird auch hier zunächst ein Graph-Objekt mit allen enthaltenen 
Knoten und Kanten erzeugt. Anschließend werden die Knoten vb und va durch Aufruf der 
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Methode getNodeById() initialisiert. Sie entsprechen der gesuchten Klasse (va) und der 
gesuchten Aufgabenstellung (vb).  
Sind diese Elemente gefunden, erfolgt die Suche nach allen Abstraktionen von va. Dazu 
wird in einer Schleife die Funktion getPredecessors() unter Angabe des Parameters „is“ 
ausgeführt und die Ergebnismenge als S2 gespeichert. Die anschließende Unterteilung in 
die Alternativen vb != null und vb == null ermöglicht einem Anwender, auf die Angabe 
einer konkreten Aufgabenstellung zu verzichten. In diesem Fall würde der Algorithmus 
schlicht alle Konkretisierungen von va ausgeben, indem die gesuchte Menge S alle Ele-
mente aus S2 übertragen bekommt. Wurde vom Nutzer eine Aufgabenstellung angegeben 
(vb != null), wird zunächst nach allen „used-for“-Vorgängern von vb gesucht und in S1 
gespeichert. Die Suche erfolgt über die Methode findUsedForNodes(). Im nächsten Schritt 
wird die Schnittmenge aus S1 und S2 gebildet und als S gespeichert. Schließlich erfolgt die 
Ausgabe aller in S enthaltenen Elemente durch die Methode renderPartial(), welche die 
Menge an die index-View übergibt und somit auf dem Ausgabegerät des Anwenders dar-
stellt. 
5.1.3 Test 
Der Prototyp wird in zwei Schritten auf Korrektheit getestet. Im ersten Schritt erfolgt eine 
Überprüfung der Benutzeroberfläche und damit der Funktionen, die vom Nutzer ausgelöst 
werden und eine Veränderung der grafischen Oberfläche nach sich ziehen. Die Testfälle 
sind in Tabelle 19 im Anhang ab Seite xxv tabellarisch aufgelistet. Sie umfassen insgesamt 
26 Tests. Neben einer Beschreibung des durchzuführenden Verhaltens und den jeweiligen 
Verweisen zur zugehörigen Anforderung, werden für jeden Testfall Akzeptanzkriterien 
aufgezeigt, die zur Überprüfung einer erfolgreichen Testdurchführung dienen. Tabelle 11 
zeigt den Aufbau der Testfälle am Beispiel des Testfalls mit der Id „T22“. Er dient zur 
Überprüfung der Anforderung „A07“, welche auf die Deduktionsmöglichkeiten des Proto-
typs Bezug nimmt. Die Testfälle bauen aufeinander auf, weshalb in der Beschreibung von 
T22 auf weitere Testfälle verwiesen wird. Die erwähnten Akzeptanzkriterien werden als 
„Erwartetes Ergebnis“ erfasst. 
Im zweiten Schritt des Tests werden wesentliche Quellcode-Elemente auf ihr erwartetes 
Verhalten überprüft. Dabei erfolgt die Fokussierung auf Methoden und Klassen, die bei 
den beiden implementierten Algorithmen „Isn’t-It?“ und „Find!“ verwendet werden. Zur 
 104 
Durchführung dieser Testfälle wird auf Testdaten zurückgegriffen, die in Abb. 51 bis Abb. 
56 (Anhang ab Seite xxxii) in strukturierter Form aufgezeigt werden. Visualisiert nach den 
Vorgaben des Modells entsprechen diese Testdaten den in Abb. 40 gezeigten Elementen. 
Tabelle 11 Beispiel eines Testfalls aus Tabelle 19 (Anhang, Seite xxv) 
Id A.-Id Testfall 
T22 A07 Nutzer lädt die von ihm erstellte Ontologie mit dem booleschen Aus-
druck aus T20. Anschließend klickt er auf den Button "Isn't it?". Im Dia-
log wählt er die Cell aus T01 durch Eingabe des entsprechenden Namens 
und bestätigt den Dialog. 
Erwartetes Ergebnis: Ein Dialog öffnet sich mit einem Textfeld zur 
Eingabe eines Elementnamens. Nach Eingabe eines Buchstabens öffnet 
sich ein Autocomplete-Feld zur Auswahl eines Elementes. Nach Bestäti-
gen des Dialogs öffnet sich ein neues Dialogfenster zur Eingabe des Fea-
ture-Wertes aus T03. Darin enthalten ist ein Textfeld und die Fragestel-
lung der Question aus T06. 
Insgesamt 12 Testfälle sollen die wesentlichen Funktionen prüfen, die zur Durchführung 
der Deduktionsalgorithmen notwendig sind. Sie werden in Tabelle 20 (Anhang, Seite xxix) 
aufgelistet.  
 
Abb. 40 Visualisierung der Testdaten zur Durchführung von Quellcode-Tests 
Tabelle 12 enthält einen Auszug dieser Testfälle und zeigt an den Beispielen T34 und T35, 
wie die Beschreibung der Testfälle zu verwenden ist. Die Spalte „Klasse“ gibt das be-
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troffene Sourcecode-Element an, welches die zu testende Methode enthält. Jeder Testfall 
beinhaltet neben dem auszuführenden Code auch ein erwartetes Ergebnis, das für einen 
erfolgreichen Test zutreffen muss. Testfall T34 testet beispielsweise die Funktion findU-
sedForNodes() der Klasse Node. Dafür ist zunächst die Initialisierung eines Graph-
Objektes erforderlich, was mit den Testdaten aus der Datei „test_ontology_2.json“ befüllt 
wird. Anschließend wird der Knoten I1 gesucht und in die Variable $a gespeichert. Für 
einen erfolgreichen Test muss $b einem 1-dimensionales Array mit genau einem Element, 
der Cell C3, entsprechen. Das Setzen eines Ergebnisses und damit auch das Versenden an 
alle betroffenen Observer werden in T35 getestet. F1 wird ein Ergebnis zugewiesen. Da 
sich das Ergebnis von C1 aus dem Ergebnis von F1 zusammensetzt, kann es gebildet wer-
den. Der boolesche Ausdruck zur Ergebnisbildung von C1 lautet „r(F1) > 5“, was bei T35 
zu einem false-Wert führt. Da das Ergebnis von I2 vom C1-Ergebnis bestimmt wird, kann 
auch dieses Ergebnis gebildet werden. Da C1 false ist, ist auch I1 false. Alle anderen Er-
gebnisse lassen sich nicht ableiten, solange F2 noch kein Ergebnis besitzt (Testfall T36).   
Tabelle 12 Auszug aus Tabelle 20 (Anhang, Seite xxix) 
ID Klasse Testfall 
T34 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("I1"); 
$b = $a->findUsedForNodes(); 
Erwartetes Ergebnis: $b ist ein Array, das alle relevanten used-for-Knoten 
von I1 enthält: C3 
T35 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("F1"); 
$a->setResult("5"); 
Erwartetes Ergebnis: Das Ergebnis von $a ist 5. Das Ergebnis von C1 ist fal-
se. Das Ergebnis von I2 ist false. Alle anderen Knoten des Graphs besitzen 
noch kein Ergebnis (null). 
Insgesamt wurden 38 Testfälle zur Überprüfung des Prototyps definiert. Die Testfälle T01 
bis T24a wurden von einem Anwender geprüft. Alle Akzeptanzkriterien konnten erfolg-
reich getestet werden. Auch die Testfälle zur Überprüfung des Source-Codes T25 bis T36 
konnten erfolgreich durchgeführt werden. Dabei entsprachen alle Ergebnisse den Erwar-
tungen. Der Prototyp wurde demnach erfolgreich auf Korrektheit getestet. 
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5.2 Evaluierungsschritt I: Anwendbarkeit des Modells 
Im ersten Schritt der Evaluierung wird die Anwendbarkeit als Modellierungsmethode ge-
testet. Dazu modelliert ein unerfahrener Nutzer Wissen am Beispiel von Scrum mithilfe 
der vorgestellten Modellkomponenten. Wesentliches Ziel dabei ist, die Notwendigkeit und 
Vollständigkeit aller enthaltenen Element- und Assoziationsklassen zu überprüfen. Ein 
weiteres Ziel dieses Schrittes verfolgt die Herausstellung von Erweiterungspotenzial und 
Schwachstellen, die in Verbindung mit der Modellierung auftreten.  
5.2.1 Vorgehensweise 
Die Modellierungsmethode durchlief im Laufe ihrer Entstehung verschiedene Entwick-
lungs- und Erweiterungsschritte. Zur Überprüfung der aktuellen Methode, wird einem, 
bezüglich der Modellierungsmethode unerfahrenen, Anwender eine vorherige Entwick-
lungsstufe übergeben. Dem Probanden ist zum Zeitpunkt der Anwendung nicht bewusst, 
dass er eine ältere Version nutzt. Um die aktuelle Version der Modellierungsmethode zu 
untermauern, müsste der Proband mit der älteren Version auf Probleme stoßen, die durch 
die erweiterte Methode behoben sind.  
Die Anwendbarkeit wird anhand einer konkreten Modellierungsaufgabe überprüft. Dazu 
wird fachspezifisches Wissen von einem fachfremden Anwender modelliert. Im Rahmen 
einer studentischen Arbeit sollen diesbezüglich Probleme und Fragen im Umgang mit der 
Modellierungsmethode aufgedeckt werden. Es erfolgt zunächst eine selbständige Einarbei-
tung in die Modellierungsmethode. Am Beispiel der agilen Softwareentwicklungsmethode 
Scrum wird anschließend vom Probanden eine Ontologie erstellt und Schwierigkeiten, die 
während der Modellierung aufgetreten sind, erfasst. Zur Erstellung der Ontologie werden 
drei Literaturquellen über Scrum sukzessiv bearbeitet und mit jedem Bearbeitungsschritt 
die Wissensbasis verfeinert und optimiert. Die Ergebnisse dieses Praxistests werden im 
Folgenden zusammengefasst. 
5.2.2 Ergebnisse 
Wie beschrieben, wird die aktuelle Version des Modells durch die Anwendung einer älte-
ren Version gegenüber gestellt. Aufgetretene Probleme und Fragestellungen, die sich aus 
der Anwendung der älteren Variante ergeben haben, sind in Tabelle 13 aufgelistet. Die 
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Tabelle enthält neben der Problemstellung auch eine Problemlösung und eine Angabe, ob 
das Problem in der aktuellen, hier vorgestellten Modellversion behoben wurde. 
Tabelle 13 Probleme während der Anwendung (nach ORTLEPP 2016) 
Aufgedeckte Probleme Problemlösung  
Assoziationsklassen sind ausschließlich durch 
Pfeilspitzen voneinander abgegrenzt (bspw. is-
Assoziation ⊕). Dies führt zu schlechter Les-
barkeit. 
Assoziationsklassen im Klartext auf die 
Kante schreiben und die Pfeilspitze verein-
heitlichen  
 
Elementklassen werden ausschließlich durch 
geometrische Formen voneinander abgegrenzt 
(bspw. Feature  und Item ). Dies führt zu 
Verwechslungsgefahr. 
Deutliche Abgrenzung anhand farblicher 
Kennzeichnung 
 
Nur Elemente benachbarter Ebenen konnten 
miteinander assoziiert werden (bspw. Cell und 
Feature, aber nicht Item und Feature). Dies 
führte zu Problemen der Wissensabbildung.  
Eine Assoziation kann zwischen jeder Ele-
mentklasse gebildet werden. 
 
Dem Anwender war die Verwendung von 
Einzahl und Mehrzahl unklar (bspw. Rolle vs. 
Rollen) 
Mengen können über Positive-Constraints 
zu Input-Feature abgebildet werden. Es 
obliegt jedoch dem Anwender ein Wis-
senselement mit einer Mehrzahl zu be-
zeichnen. 
 
Die Modellierung von Aktivitäten war nicht 
möglich (bspw. Product Owner sichtet Eigen-
schaft).  
Integration von Activities und can-
Assoziation 
 
Negationen konnten nicht abgebildet werden 
(bspw. Scrum Master is not Product Owner). 
Abbildung von Negation kann über Negati-
ve-Constraints erfolgen oder durch die *-
not-Assoziationsklasse. 
 
Die Modellierung zeitlicher Abfolgen ist nicht 
möglich (bspw. Sprint Planung zu Beginn des 
Sprints). 
Eine Abbildung ist zwar mittels Constraints 
möglich, aber nicht die ideale Lösung.  
 
Nutzung von Synonymen ermöglichen. (Um-
setzungsteam und Entwicklerteam) 




Darstellung von gemeinsamen Aktivitäten 
zwischen verschiedenen Rollen war nicht 
möglich (bspw. Product Owner can zusam-
menarbeiten mit Customer).  
Einführung zusammengesetzter Wis-
senselemente wie Activity und Objekt 
durch die Elementklasse Combining 
 
Bei Benennung einer Aktivität kann es zu 
Redundanzen kommen (bspw. durchführen 
und ausführen). 
Die same-as-Assoziation verdeutlicht zwar 
diesen Sachverhalt. Der Nutzer erfasst ihn 
jedoch nicht immer händisch. Daher ist die 
Entwicklung einer Erkennung von Duplika-
ten erforderlich. 
 
Vermischung von deutschen und englischen 
Wörtern führt zu Redundanzen. 
Den Grundstein bildet erneut die same-as-
Assoziation. Es muss jedoch eine Integrati-
on von Sprachzentren ermöglicht werden. 
 
Regeln zu Transformationsschritten (Ände-
rungen) von Wissen in einer bereits vorhanden 
Ontologie 
Integration von STM und LTM –
Techniken.  
 
Die aufgetretenen Probleme konnten nahezu vollständig mit der in dieser Arbeit vorgestell-
ten Version des Modells gelöst werden. Erweiterungspotenzial bietet insbesondere eine 
Modellerweiterung zur Integration verschiedener Sprachen. Zudem kann derzeit nur be-
dingt eine Erfassung von zeitlichen Abfolgen in einer Ontologie erfolgen. Möglichkeiten, 
um diese zeitlichen Abhängigkeiten zu modellieren, werden vom Probanden als besonders 
wertvoll eingeschätzt. 
Nach Vollendung des Praxistests wird die Komplexität der Modellierungsmethode vom 
Probanden als besondere Herausforderung erachtet: „[…] erst bei einer intensiven Ausei-
nandersetzung mit der Modellierungsmethode [entsteht] das Verständnis für die Ebenen 
und Verbindungen [...]“. Es wird weiterhin erwähnt, „dass der unerfahrene Nutzer zunächst 
zahlreiche Ausdrücke mit der Modellierungsmethode formulieren muss, um einen sicheren 
Umgang damit erlangen zu können und somit die Ausdrücke korrekt zu formulieren“. 
(ORTLEPP 2016, S. 14) 
5.3 Evaluierungsschritt II: Schlussfolgerung 
Im zweiten Schritt der Evaluierung werden die Deduktionsalgorithmen und die aus ihnen 
hervorgehenden Ergebnisse validiert. Die dabei verwendete Methode ist eine Gegenüber-
stellung einer Expertenentscheidung mit einer modellbasierten Entscheidung, bei der spe-
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zielle Tools zur Softwareentwicklung unter Berücksichtigung verschiedener Kriterien aus-
gewählt werden sollen. 
5.3.1 Vorgehensweise 
Wie in Abb. 41 zusammengefasst, besteht das Vorgehen aus insgesamt fünf Teilprozessen. 
 
Abb. 41 Vorgehen bei Evaluierungsschritt II 
Der Teilprozess „Kriterienkatalog erstellen“ hat zum Ziel, eine Methode zu entwickeln, um 
Softwareprodukte auf ihren Nutzen für Softwareentwicklungsprojekte anhand ausgewähl-
ter Kriterien prüfen zu können. Die Auswahl der Kriterien erfolgt anhand einer nach WEB-
STER UND WATSON durchgeführten Literaturanalyse. In „Softwarelösungen vergleichen“ 
sollen auf Basis des im ersten Teilprozess erarbeiteten Kriterienkataloges vier ausgewählte 
Softwarelösungen in der Softwareentwicklung auf Vorhandensein und Ausprägung von 
Kriterien verglichen werden. Anschließend erfolgt die Übertragung des Kriterienkataloges 
und der Ergebnisse des Softwarevergleichs in den modellbasierten Prototypen. Dazu wer-
den die notwendigen Wissensartefakte durch Erstellen von Element- und Assoziationsklas-
sen formalisiert. Der nächste Teilschritt „Szenarien erarbeiten“ dient zur Schaffung einer 
einheitlichen Datenbasis zur späteren Durchführung der Experten- und Modellentschei-
dungen. Dabei werden unterschiedliche Anforderungen und Rahmenbedingungen entwor-
fen, was als Ausgangssituation für den letzten Teilprozess „Probanden- und Modellergeb-
nisse gegenüberstellen“ dient. Dieser soll schließlich die Richtigkeit der Modellergebnisse 
nachweisen, indem auf Basis der vorangegangenen Teilprozesse sowohl Probanden als 
auch das Modell, unabhängig voneinander, geeignete Software bestimmen. Die Ergebnisse 
werden in einem Fazit gegenüberstellt und analysiert.  
5.3.2 Kriterienkatalog erstellen 
Ziel des Kriterienkataloges ist die Analyse und Vergleichbarkeit von Softwarelösungen, 
die zur Softwareproduktentwicklung eingesetzt werden. Er enthält zahlreiche planungsre-
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levante Kriterien auf technischer und organisatorischer Ebene, die funktional Anwendung 
in derzeitigen Softwarelösungen finden.  
 
Abb. 42 Ausschnitt aus Kriterienkatalog (TRIEBEL 2015) 
Zur Erarbeitung des Kriterienkataloges wurde im Rahmen einer studentischen Arbeit von 
TRIEBEL eine Literaturanalyse nach WEBSTER UND WATSON durchgeführt. Auf dieser Basis 
erfolgte die Auswahl der Kriterien, die nach den Phasen des Softwareentwicklungsprozes-
ses kategorisiert wurden. Das Ergebnis enthält neben technischen und organisatorischen 
Faktoren, auch koordinatorische und kostenbezogene Rahmenbedingungen, in denen sich 
Softwarelösungen differenzieren.  
In Form von Kriterienbäumen wurden die unterschiedlichen Kriterien und ihre Ausprägun-
gen ermittelt und visualisiert. Anschließend erfolgte die Überführung in tabellarischer 
Form, um die Vergleichbarkeit von Softwarelösungen besser gewährleisten zu können. Die 
Kriterien wurden in sieben Hauptkategorien und insgesamt 30 Unterkategorien unterteilt. 
Im Rahmen des Evaluierungsschritt II der vorliegenden Arbeit werden vier aus sieben 
Hauptkategorien ausgewählt: Anforderungsmanagement, Projektmanagement, Systemvo-
raussetzungen und Kosten. Einen Ausschnitt aus dem tabellarischen Kriterienkatalog ent-




A 1 1 Mindmapping
A 1 2 B ainstormin
A 1 3 Rollenspiele
A 1 4 Interview
A 1 5 Modellbasierte Szenarien
A 2 Anforderungsdokumentation
A 2 1 Erfassen der Akzeptanzkriterien
A 2 2 Funktionale Anforderungen
A 2 3 Nichtfunktionale Anforderungen
A 2 4 Erstellung von Wireframes
A 2 5 Templateunterstützung (z.B. Volere)
A 2 6 auto. Generierung Lasten-/Pflichtenheft
A 2 7 Erstellen von Use-Case-Diagrammen
A 3 Anforderungsverwaltung
A 3 1 Identifikation als Projektitem
A 3 2 Allgemeine Lebensstati 
A 3 3 Strukturierung der Anforderungen
A 3 4 Anfordungsschätzung
A 3 5 Priorisierung der Anforderungen
A 3 6 Kategorisierung der Anforderungen
A 3 7 Ticketsystem
A 3 8 Änderungshistorie
A 3 9 Filtern von Anforderungen
E Projektmanagement
E 1 Benutzerverwaltung
E 1 1 Benutzerprofile
E 1 2 Benutzerrechte
E 1 3 Zugriffsrechte
E 2 Kommunikation
E 2 1 Nachrichten
E 2 2 Chat
E 2 3 Kommentare
E 2 4 Anhängen von Dateien
E 2 5 Reminder
E 2 6 Push-Nachrichten (eMail)
E 2 7 1 Export/Import CSV
E 2 7 2 Export/Import Word
E 2 7 3 Export/Import PDF
E 3 Projektstrukturplan
E 3 1 Ziele
E 3 2 Meilensteinplanung
E 3 3 Zeiten/Dauer
E 3 4 Ressourcenmanagement
E 3 5 Kosten-/Budgetmanagement
E 4 Pr jektk ntrolle
E 5 Softwareentwicklungsmethode
E 5 1 Wasserfall
E 5 2 Scrum
E 6 Schnittstellenverfügbarkeiten
E 6 1 Schnittstelle zu ERP Systemen




X 3 1 1 CPU Intel
X 3 1 2 CPU AMD
X 3 1 3 CPU Sonstiger
X 3 2 CPU Plattform
X 3 3 CPU GHz
X 4 bevorzugte Bildschrimauflösung
X 5 1 1 GPU NVIDEA
X 5 1 2 GPU Intel
X 5 1 3 GPU ATI
X 5 2 GPU RAM
X 5 3 GPU GHz
X 6 1 1 Windows 7
X 6 1 2 Windows 8
X 6 2 MAC OS X 10.9
X 6 3 Linux Mint 17
X 6 4 Sonstiges
X 7 1 Webbasiert
X 7 2 Anwendungssoftware lokal




Y 3 Abonnement 
Y 4 Open Source
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5.3.3 Softwarelösungen vergleichen 
Anhand der im vorherigen Abschnitt erarbeiteten Kriterien werden in diesem Abschnitt die 
Ergebnisse eines Softwarevergleichs präsentiert. Für den Vergleich wurden vier Software-
werkzeuge ausgewählt. Atlassian Jira als Projektplanungs- und Projektverfolgungs-Tool 
wird in allen relevanten Kategorien (Projektmanagement, Systemvoraussetzungen, Kosten 
und Anforderungsmanagement) untersucht. Eclipse ist eine integrierte Entwicklungsumge-
bung (IDE) und wird nachstehend auf die Attribute der Kategorien Projektmanagement, 
Systemvoraussetzungen und Kosten analysiert. Gleiches erfolgt mit den Softwaretools 
XStudio, einer Test Management Software, sowie Microsoft Visio als Softwaremodellie-
rungsanwendung. Die Resultate der Analyse befinden sich vollumfänglich in Tabelle 18 
(Anhang, Seite xxi), einen Ausschnitt bietet Abb. 43. 
 
Abb. 43 Ausschnitt aus dem Softwarevergleich anhand des Kriterienkataloges 
Für die im späteren Verlauf dieses Evaluierungsschrittes erfolgende Erarbeitung der Fall-
studie wurde die Software Jira als einzige in der Kategorie „Anforderungsmanagement“ 
auf ihre Funktionalitäten untersucht. Hingegen erfolgte eine tatsächliche Gegenüberstel-
Kriterien JIRA Eclipse XStudio MS Visio
A Anforderungsmanagement 76,19%
A 1 Anforderungsermittlung 20,00%
A 1 1 1 Mindmapping Astah
A 1 1 2 Brainstorming  -
A 1 1 3 Rollenspiele  -
A 1 1 4 Interview  -
A 1 1 5 Modellbasierte Szenarien ?
A 2 Anforderungsdokumentation 85,71%
A 2 1 Erfassen der Akzeptanzkriterien x
A 2 2 Funktionale Anforderungen x
A 2 3 Nichtfunktionale Anforderungen x
A 2 4 Erstellung von Wireframes Gliffy
A 2 5 Templateunterstützung (z.B. Volere) x
A 2 6 auto. Generierung Lasten-/Pflichtenheft  -
A 2 7 Erstellen von Use-Case-Diagrammen Plant UML
A 3 Anforderungsverwaltung 100,00%
A 3 1 Identifikation als Projektitem x
A 3 2 Allgemeine Lebensstati x
A 3 3 Strukturierung der Anforderungen x
A 3 4 Anfordungsschätzung x
A 3 5 Priorisierung der Anforderungen x
A 3 6 Kategorisierung der Anforderungen x
A 3 7 Ticketsystem x
A 3 8 Änderungshistorie x
A 3 9 Filtern von Anforderungen x
E Projektmanagement 95,45% 27,27% 40,91% 27,27%
E 1 Benutzerverwaltung 100,00% 0,00% 100,00% 0,00%
E 1 1 Benutzerprofile x - x  -
E 1 2 Benutzerrechte x - x  -
Kriterien JIRA Eclipse XStudio MS Visio
E 1 3 Zugriffsrechte x - x  -
E 2 Kommunikation 100,00% 0,00% 22,22% 33,33%
E 2 1 Nachrichten HipChat -  -  -
E 2 2 Chat HipChat -  -  -
E 2 3 Kommentare x -  -  -
E 2 4 Anhängen von Dateien x - x x
E 2 5 Reminder x -  -  -
E 2 6 Push-Nachrichten (eMail) x -  -  -
E 2 7 1 Export/Import CSV x - x  -
E 2 7 2 Export/Import Word x -  - x
E 2 7 3 Export/Import PDF x -  - x
E 3 Projektstrukturplan 100,00% 20,00% 0,00% 0,00%
E 3 1 Ziele x -  -  -
E 3 2 Meilensteinplanung x -  -  -
E 3 3 Zeiten/Dauer x Rabbit  -  -
E 3 4 Ressourcenmanagement x -  -  -
E 3 5 Kosten-/Budgetmanagement x -  -  -
E 4 Projektkontrolle x x x  -
E 5 Softwareentwicklungsmethode 50,00% 100,00% 100,00% 100,00%
E 5 1 Wasserfall  - x x x
E 5 2 Scrum x x x x
E 6 Schnittstellenverfügbarkeiten 100,00% 100,00% 50,00% 50,00%
E 6 1 Schnittstelle zu ERP Systemen x x ? x
E 6 2 Schnittstelle zu verwendetes Ticketsystem x x x ?
X Systemvoraussetzungen
X 1 Arbeitsspeicher/RAM 2 GB 1 GB 1 GB 1 GB
X 2 Festplattenspeicherplatz 1 GB 1 GB ? 2 GB
X 3 1 1 CPU Intel x x ? ?
X 3 1 2 CPU AMD ? x ? ?
X 3 1 3 CPU Sonstiger  - ? ?  -
X 3 2 CPU Plattform 32/64-bit 32/64-bit ? 32/64-bit
X 3 3 CPU GHz  2.27 1,5 1  1-2
X 4 bevorzugte Bildschrimauflösung ? ? 800×600  1024×576
X 5 1 1 GPU NVIDEA ? ? ? ?
X 5 1 2 GPU Intel ? ? ? ?
X 5 1 3 GPU ATI ? ? ? ?
X 5 2 GPU RAM ? ? ? ?
X 5 3 GPU GHz ? ? ? ?
X 6 1 1 Windows 7 x x x x
X 6 1 2 Windows 8 x x x x
X 6 2 MAC OS X 10.9 x x x  -
X 6 3 Linux Mint 17 x x x  -
X 6 4 Sonstiges  - ?  -  -
X 7 1 Webbasiert x  -  -  -
Kriterien JIRA Eclipse XStudio MS Visio
X 7 2 Anwendungssoftware lokal x x x x
X 7 3 Cloudbasiert  -  - x  -
Y Kosten
Y 1 Preis ab 10$/M kostenfrei ab 179$/J 399 €
Y 2 Einmalzahlung x  -  - x
Y 3 Abonnement x  - x  -
Y 4 Open Source x  -  -  -
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lung aller vier Softwareprodukte in den Kategorien Projektmanagement, Systemvorausset-
zungen und Kosten. Die Fallstudie soll zwei Anwendungsfälle abdecken. Zum einen soll 
eine vorgegebene Softwarelösung auf ihre Eignung als Hilfsmittel zur Durchführung eines 
beliebigen Schrittes innerhalb des Softwareentwicklungsprozesses geprüft werden. Dafür 
erfolgte die Analyse der Kriterien Anforderungsmanagement bezüglich der Software Jira. 
Der zweite Anwendungsfall basiert auf dem Direktvergleich der Softwarelösungen in den 
Kategorien Projektmanagement, Systemvoraussetzungen und Kosten. Hier sollen Proban-
den anhand verschiedener Vorgaben die passende Softwarelösung herausfinden können. 
5.3.4 Daten in das Modell überführen 
In diesem Teilschritt werden die Erkenntnisse aus den beiden vorangegangenen Abschnit-
ten in das in dieser Arbeit vorgestellte Modell überführt. Dazu werden zunächst die erar-
beiteten Kriterien in Form von Items, Cells, Feature und Questions über den in Abschnitt 
5.1 (Seite 89) gezeigten Prototypen angelegt. Anschließend erfolgt die Überführung des 
Softwarevergleichs, bei der die einzelnen Softwarewerkzeuge in die Beispielontologie in-
tegriert werden. Diesen Elementen werden daraufhin Positive- und Negative-Constraints 
zur Ergebnisbildung hinzugefügt. 
Abb. 44 zeigt auszugsweise, wie der Softwarevergleich und die Kriterien in Form des Mo-
dells visualisiert werden konnten. Einen Eindruck vom gesamten Umfang dieser Überfüh-
rung bietet Abb. 48 (Anhang, Seite xxiii). Die Kategorie „Anforderungsmanagement“ und 
ihre zugehörigen Unterkategorien wurden als Items angelegt. Einzelne Kriterien dieser 
Kategorie konnten meist als Combining aus einer Activity und einem Item erfasst werden, 
was in der oberen Hälfte von Abb. 44 deutlich wird. Die Combinings wurden dann als 
part-of-Vorgänger der jeweils zugehörigen Unterkategorie zugewiesen. Auf diese Weise 
konnte die hierarchische Struktur der Kriterienbäume erreicht werden. 
Die einzelnen Softwaretools wurden dann durch used-for-Assoziationen mit diesen Com-
binings verknüpft. Somit erfolgte eine eindeutige Zuordnung eines konkreten Software-
werkzeugs mit einem funktionsbezogenen Kriterium. Beispielsweise ergeben sich aus den 
Informationen  
a1. ‚kategorisieren anforderungen‘ part-of anforderungsverwaltung 
b1. anforderungsverwaltung part-of anforderungsmanagement 
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c1. jira used-for ‚kategorisieren anforderungen‘  
folgende Wissenszusammenhänge:  
a2. Teilgebiet des Anforderungsmanagement ist Anforderungsverwaltung. 
b2. Zur Anforderungsverwaltung zählt das Kategorisieren von Anforderungen. 
c2. Jira kann zum Kategorisieren von Anforderungen genutzt werden. 
 
Abb. 44 Ausschnitt aus dem überführten Softwarevergleich 
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Kriterien, die keine funktionalen Anforderungen an die Software stellen, benötigten eine 
andere Form der Modellierung. Hier wird nicht der Nutzen (used-for) der einzelnen Soft-
waretools modelliert, sondern es erfolgt eine Modellierung von unterschiedlichen Abhän-
gigkeiten zu konkreten Ausprägungen (beispielsweise Systemvoraussetzungen). Diese Zu-
sammenhänge werden, wie im unteren Abschnitt von Abb. 45 zu sehen, durch Positive- 
und Negative-Constraints erzeugt. Die Kriterien als solche, wie CPU-Typ oder Preis, wur-
den während der Überführung als Feature erfasst. Diese erfolgte in Hinblick auf die später 
stattfindende automatisierte Schlussfolgerung zur anwendungsfallabhängigen Auswahl der 
Softwaretools. Durch Verknüpfung mit Questions können die jeweiligen Systemvorausset-
zungen oder Budgetvorstellungen seitens der Anwender erfragt werden und somit in die 
Deduktionsalgorithmen einfließen. 
5.3.5 Szenarien erarbeiten 
Ziel dieser Evaluierung ist, zu beweisen, dass trotz zwei verschiedener Vorgehensweisen 
(empirische Befragung und automatische Deduktion durch das erarbeitete Modell) dieselbe 
Lösung gefunden wird. Um diesen Beweis durchzuführen, werden einheitliche Szenarien 
definiert, die beiden Herangehensweisen als Basis dienen. Tabelle 14 enthält zehn Szenari-
en und die jeweiligen erwarteten Ergebnisse. Die Szenarien 1-5 sollen den „Find!“-
Abstraktionsalgorithmus (Abschnitt 4.1.2, Seite 76) evaluieren. Die Szenarien 6-10 prüfen 
den Konkretisierungsalgorithmus „Isn‘t-It?“ (Abschnitt 4.1.1, Seite 73). 




1 Welche Software dient zur Anforderungsverwaltung? Jira 
2 Welche Software dient zur Erstellung von Wireframes? Gliffy 
3 
Mit welcher Software lassen sich funktionale Anforderungen erfas-
sen? 
Jira 
4 Welche Software bietet eine Benutzerverwaltung? Jira, XStudio 
5 
Welche Software deckt alle Teilgebiete des Anforderungsmanage-
ment ab? 
keine 
6 Prüfe ob Jira unter den Bedingungen aus Tabelle 15 (A) geeignet ist. geeignet 
7 Prüfe ob Jira unter den Bedingungen aus Tabelle 15 (B) geeignet ist. ungeeignet 
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8 








Prüfe ob MS Visio unter den Bedingungen aus Tabelle 15 (B) geeig-
net ist. 
geeignet 
Um die Szenarien zur Eignungsprüfung (Szenarien 6-10) nutzen zu können, müssen Rah-
menbedingungen definiert werden, die dem Ist-Zustand eines Umweltausschnittes entspre-
chen. Tabelle 15 beinhaltet neun Rahmenbedingungen, die sich aus den Kriterien für die 
Software-Systemvoraussetzungen ergeben. Es werden zwei fiktive Zustände (A und B) 
aufgelistet, welche sich in den Rahmenbedingungen 1, 2 und 8 unterscheiden. 
Tabelle 15 Rahmenbedingungen für Szenarien S5-S8 
Rahmenbedingung A B 
1 Verwendetes Betriebssystem MAX OS X 10.9 Windows 7 
2 Verwendeter Arbeitsspeicher 4 GB 1 GB 
3 Verwendeter Festplattenspeicher 1 TB 1 TB 
4 Verwendeter CPU Chipsatz Intel Intel 
5 Verwendete CPU Plattform 32/64-bit 32/64-bit 
6 Verwendete CPU Leistung 4 Ghz 4 Ghz 
7 Verwendete Bildschirmauflösung 1920x1080 px 1920x1080 px 
8 Gewünschte Laufzeitumgebung webbasiert Lokal 
9 Preis beliebig beliebig 
5.3.6 Ergebnisse gegenüberstellen 
Um die Qualität der Deduktionsalgorithmen zu testen, wurden die Szenarien zeitgleich von 
15 Probanden sowie durch den Prototyp auf Basis der gegebenen Rahmenbedingungen und 
des Kriterienkataloges beantwortet. Ziel dabei war der Beweis, dass die implementierten 
Deduktionsalgorithmen zu Entscheidungen führen, die dem Menschen gleichen.  
Für die empirische Befragung wurden zufällig 15 Studierende während einer Vorlesung 
ausgewählt. Ihre Aufgabe bestand darin, eine völlig selbstständige Beantwortung der Sze-
narien und die Dokumentation der Lösungen vorzunehmen. Als Hilfsmittel diente ihnen 
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der erarbeitete Kriterienkatalog. Die Ergebnisse sind in Tabelle 16 in ihrer absoluten Häu-
figkeit aufgelistet.  
Tabelle 16 Absolute Häufigkeit aller Antworten ohne Prototyp 
Szenario „Jira“ „Gliffy“ „XStudio“ „Visio“ „Ja“ „Nein“ „Keine“ Sonst. 
1 15 
       
2 7 9 
      
3 15 




    
5 7 


























Im Kopf der Tabelle stehen alle Ausprägungen der von den Studierenden gegebenen Ant-
worten. Dabei wurden die Antworten „Ja“ und „geeignet“, sowie die Antworten „Nein“ 
und „ungeeignet“ zusammengefasst. Unter Sonstiges fallen Antworten, die eine Mehr-
fachinterpretation zulassen (beispielsweise „?“). Die blau-markierten Felder entsprechen 
den erwarteten Antworten.  
 
Abb. 45 Erfüllungsgrad der Erwartung 
Bei Betrachtung der absoluten Häufigkeit und des Erfüllungsgrades aus Abb. 45 wird deut-
lich, dass sieben Szenarien (1, 2, 3, 4, 6, 7 und 9) die erwarteten Ergebnisse zu mindestens 












1 2 3 4 5 6 7 8 9 10
Erfüllungsgrad der Erwartung  
pro Szenario in Prozent 
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kann die Antwort „Jira“ als zulässiges Ergebnis gewertet werden, da „Gliffy“ ein Add-On 
der Software darstellt. In Bezug auf die restlichen acht Szenarien können Abweichungen 
bis zu rund 48 Prozent (Szenario 5) von der Erwartung festgestellt werden. Hier konnten 
die Befragten also keine eindeutigen Lösungen finden, was einerseits an der Formulierung 
der Fragestellung und anderseits am subjektiven Wahrnehmungsverhalten der Befragten 
selbst liegen könnte. 
Tabelle 17 Absolute Häufigkeit aller Antworten mit Prototyp 
Szenario „Jira“ „Gliffy“ „XStudio“ „Visio“ „Ja“ „Nein“ „Keine“ 
1 15 




     
3 15 




    
5 
      
15 
6 
















    
15 
  
Auch der Prototyp wurde von 15 Personen unbeeinflusst verwendet, um die Szenarien be-
antworten zu können. Im Unterschied zur vorherigen Befragung führten die Probanden die 
Lösungssuche ohne Kenntnis des Kriterienkataloges aus. Die Ergebnisse der Prototyp-
Anwendung sind in Tabelle 17 dargestellt. Darin wird deutlich, dass keinerlei Abweichung 
zu den erwarteten Antworten zustande kam. Bei allen Szenarien konnten zu 100 Prozent 
die Erwartungshaltungen erfüllen werden. 
Die dargebotenen Ergebnisse zeigen, dass die Verwendung des Prototyps zu einer dem 
Menschen ähnlichen Entscheidung führen kann und darüber hinaus Abweichungen in der 
Lösungssuche durch Vermeidung von subjektiven Wahrnehmungsverhalten verhindert.  
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6 Schlussbemerkungen 
6.1 Zusammenfassung 
Mit dieser Dissertation wurde ein Modell geschaffen, das Wissen aus der Domäne des 
Software Engineering repräsentiert und verarbeitet. Besonderes Ziel liegt dabei auf der 
Integration unterschiedlicher Störgrößen, welche die Umsetzung eines Softwareprojektes 
beeinflussen und den Projekterfolg gefährden. Solche Einflussfaktoren können sich bei-
spielsweise aus projekt- und produktabhängigem, personen- und gruppenbezogenem oder 
aus ökonomisch bedingtem Hintergrund ergeben. Sie können in den verschiedenen Phasen 
eines Softwareprojektes auftreten und sich unterschiedlich, beispielsweise auf die Planung 
und Durchführung der Softwareentwicklung, auswirken. Neben der Integration von Ein-
flussfaktoren, stellen die Visualisierung und Strukturierung von Wissen, sowie verschiede-
ne Schlussfolgerungsmethoden weitere wesentliche Ziele des Modells dar. 
Die formulierten Kernanforderungen an das zu erarbeitende Modell wurden zunächst mit-
hilfe einer Literaturanalyse auf bereits existente Forschungsansätze geprüft. Die Literatur-
recherche und die Analyse der erforderlichen Grundalgen zeigen, zur Umsetzung der defi-
nierten Ziele war die Erarbeitung eines neuen Modells erforderlich. Bestehende For-
schungsarbeiten, deren Ansätze zur Erreichung der Zielstellung dieser Arbeit beitragen, 
sind in das entstandene Modell integriert. Auf diese Weise konnten die sechs Kernanforde-
rungen wie folgt umgesetzt werden: 
1. Das im Modell enthaltene Wissen soll grafisch und mathematisch darstellbar sein, um 
einen hohen Grad an Formalisierung zu erreichen. 
Im Modell werden dem Anwender sechs verschiedene Elementklassen zur Verfügung ge-
stellt, um Wissen zu modellieren. Durch grafische Darstellungsunterschiede können abs-
trakte und konkrete Wissenskonstrukte im Modell visualisiert werden. Zudem erfolgt eine 
Unterscheidung in Dateneingabe- und Datenüberführungsebenen. Zusätzlich erhält ein 
Modellanwender die Möglichkeit, mithilfe unterschiedlicher Assoziationsklassen Zusam-
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menhänge zwischen Wissenselementen zu erzeugen. Eine mathematische Betrachtung im 
Sinne der Graphen- und Mengentheorie dient zur einheitlichen Beschreibung des Modells 
und trägt als wesentliches Merkmal zu Formalisierung bei. 
2. Es existieren Vorgaben zu verschiedenen Assoziationstypen, die zur Verknüpfung von 
Wissenselementen dienen. Eigene Assoziationstypen des Modellierers sind nicht mög-
lich, um den Formalisierungsgrad zu stabilisieren.  
Der Modellanwender kann auf fünf Basisassoziationsklassen und fünf erweiterte Assozia-
tionsklassen zurückgreifen, die in ihrer Gesamtheit in weiterführenden Arbeiten ergänzt 
werden können. Mithilfe dieser Assoziationsklassen lassen sich Anhängigkeiten wie Teil-
Ganzes-Beziehungen, Objekt- und Subjekteigenschaften, Taxonomien, Fähigkeitszuwei-
sungen, Gleichheitsbeziehungen, zeitliche Zustände oder moralische und ethische Zusam-
menhänge in das Modell integrieren. Das Erzeugen eigener Abhängigkeitsklassen ist nicht 
möglich. Der Anwender kann jedoch durch Anlegen sogenannter Activities beliebige Akti-
vitäten in Form von Wissensknoten im Modell verarbeiten. Im Gegensatz zu bisherigen 
Ontologiemodellen ist es auf diese Weise möglich, Aktivitäten nicht als Inferenzpfade zu 
betrachten, sondern sie zu Gegenständen der Inferenz selbst werden zu lassen. 
3. Ein weiteres Formalisierungsmerkmal sind vorgegebene Elementklassen, die dem 
Modellierer beim Überführen des Wissens zur Verfügung stehen, wie die Unterteilung 
in Konkretisierung und Abstraktion oder die Integration von Handlungen, Aufgaben 
oder Tätigkeiten. 
Ein Ziel des Modells ist die Integration der Knowledge Engineering Teilaufgaben. Diese 
umfassen das Akquirieren, Strukturieren und Visualisieren von Wissen. Das Akquirieren 
erfolgt im Wesentlichen auf zwei verschiedenen Wegen: (1) dem Erfassen von Daten und 
Überführen zu Informationen auf der Data Source- bzw. Feature-Ebene und (2) dem ma-
nuellen Erzeugen von Wissenselementen durch einen Modellierer. Diesem stehen neben 
den Elementklassen Data Source und Feature zwei weitere Kernklassen zur Verfügung: 
Cells und Items. Als Cells werden Konkretisierungen bzw. Instanzen abgelegt. Es handelt 
sich dabei um Wissenselemente, die keine weiteren Instanziierungen besitzen können. Eine 
Erweiterung der Elementklasse Cell bieten die sogenannten Activities. Sie dienen der Re-
präsentation von Fähigkeiten, Tätigkeiten, Aktivitäten, Aufgaben oder Handlungen. Items 
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sind Beschreibungen bzw. Abstraktionen, die mit Klassen im Sinne der Objektorientierung 
verglichen werden können.    
4. Es wird eine Möglichkeit dargeboten, hierarchisch vorliegende Wissenskonstrukte zu 
zusammenhängendem Wissen zu kombinieren. 
Aus der Kombination bereits existierender Wissenskonstrukte, beispielsweise aus der Zu-
sammenführung einer Cell und einer Activity, kann Wissen extrahiert werden, welches 
ohne eine Zusammenführung nur implizit vorliegt. Diese Kombination aus mindestens 
zwei Wissenselementen wird im Modell als Combining bezeichnet. Jedes Combining kann 
wiederrum selbst als einzelnes Wissenselement in eine Inferenz integriert werden. Auf 
diese Weise können implizit vorliegende Wissensstrukturen zu explizitem Wissen über-
führt werden. 
5. Das Modell bietet die Möglichkeit, automatisiert aus dem modellierten Wissen Ablei-
tungen, Entscheidungen und andere Schlussfolgerungen zu treffen, zum Beispiel durch 
Induktions- und Deduktionsalgorithmen.  
Um auf Basis des Modells vorhandenes Expertenwissen zur automatisierten Weiterverar-
beitung nutzbar zu machen, werden fünf verschiedene Deduktionsalgorithmen zur Ablei-
tung automatisierter Schlussfolgerungen vorgestellt. Diese können zur Lösung einer Soft-
ware Engineering Fragestellung beitragen und somit den Entwicklungsprozess von Soft-
warelösungen beschleunigen oder Entscheidungsfindungen unterstützen. Die beiden kom-
plexesten Algorithmen werden mithilfe eines Prototyps und auf Grundlage einer Proban-
denbefragung auf ihre Anwendbarkeit und Richtigkeit getestet. Darüber hinaus werden 
unterschiedliche Möglichkeiten dargestellt, um Wissen induktiv, automatisiert aus bereits 
modelliertem Wissen ableiten zu können.  
6. Das Modell liefert eine Möglichkeit, Datenerfassung bzw. Nutzereingaben zu model-
lieren und in Schlussfolgerungsprozesse zu integrieren. 
Zur Datenerfassung und Datenüberführung werden die zwei Ebenen Data Source und Fea-
ture genutzt. Data Source Elemente können Schnittstellen zu Sensoren enthalten, um bei-
spielsweise Messwerte in einen modellbasierten Entscheidungsprozess einfließen zu las-
sen. Außerdem können Nutzerinteraktionen durch Integration von Multiple-Choice, Sin-
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gle-Choice- und Input-Feature mit entsprechenden Fragestellungen (Data Sources) in Infe-
renzvorgänge einbezogen werden. 
6.2 Ausblick und kritische Würdigung 
Dem Modell kann aufgrund seiner regelbasierten Charakteristik bei automatisiert ablau-
fender Inferenz, des hohen Formalisierungsgrades und der generischen Architektur eine 
hohe Anwendungsbreite zugeschrieben werden. So sind Anwendungen auch außerhalb des 
Software Engineerings denkbar, beispielsweise in Domänen wie Medizin, Industrie oder 
Steuerungstechnik. Daraus ergeben sich weiterführende Untersuchungsfelder, aus denen 
zum Beispiel Parallelen zu Fuzzylogik und –reglern zur Integration von Hardwarekompo-
nenten resultieren.  
Hinsichtlich des in den letzten Jahren stark gewachsenen Interesses an der Verarbeitung 
großer Datenmengen (Big Data) können in weiterführenden Arbeiten Metriken zur Über-
prüfung von Skalierbarkeit eine wesentliche Rolle zur Potentialentfaltung des Modells bei-
tragen. Diese Thematik betrifft neben der Untersuchung umfangreicher Ontologien, bzw. 
Ontologien mit hoher Knoten- und Kantenanzahl, auch die Verarbeitung von Echtzeitsens-
ordaten mit hohen Datenraten. In diesen Fällen ist eine Analyse der vorgestellten Schluss-
folgerungsalgorithmen bezüglich Verarbeitungszeit und Anzahl an Deduktionsschritten ein 
entscheidender Erfolgsfaktor bei der Verfeinerung der im Modell enthaltenen Inferenzme-
chanismen.  
Neben der symbolischen KI des Modells zur regelbasierten Schlussfolgerung birgt insbe-
sondere bei der Verarbeitung verschiedener Sensordaten, wie Bild- und Tondaten, eine 
weiterführende Untersuchung zur Integration neuronaler Strukturen Erweiterungspotenzial. 
Einen ersten Anknüpfungspunkt liefert der in dieser Arbeit vorgestellte Ansatz zur Ver-
knüpfung des Modells mit künstlichen neuronalen Netzen.  
Trotz einer durch das Modell geschaffenen Umsetzung aller definierten Kernanforderun-
gen, besteht Potenzial bei der Implementierung, da der zu Evaluierungszwecken eingesetz-
te Prototyp die fünfte Kernanforderung nur teilweise unterstützt. Besondere Tragkraft hat 
daher eine im Rahmen zukünftiger Arbeiten durchgeführte Entwicklung einer Software-
umgebung, die die Anwendung aller im Modell existierenden Element- und Assoziations-
klassen, sowie die Umsetzung aller erarbeiteten Deduktionsalgorithmen und Induktions-
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mechanismen beinhaltet. Neben der Anwendung in industrieller Umgebung, kann eine 
derartige Softwarelösung auch zur Überprüfung der tatsächlichen Schlussfolgerungsgenau-
igkeit herangezogen werden. Dazu kann Expertenwissen über einen mittel- bis langfristi-
gen Zeitraum modelliert werden und als Basis zur Validierung von Schlussfolgerungser-
gebnissen dienen, beispielsweise mithilfe eines Turing-Tests oder durch eine qualitative 
Expertenbefragung. Auf diese Weise kann der Evaluierungsansatz, wie er in dieser Arbeit 
verfolgt wird, erweitert werden.  
   ix 
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Katalog zur Erfassung von Softwarevergleichskriterien 
Tabelle 18 Katalog mit ausgewählten Kriterien  für den Softwarevergleich 
        Kriterien JIRA Eclipse XStudio MS Visio 
A       Anforderungsmanagement 76,19%       
A 1     Anforderungsermittlung 20,00%       
A 1 1 1 Mindmapping Astah       
A 1 1 2 Brainstorming  -       
A 1 1 3 Rollenspiele  -       
A 1 1 4 Interview  -       
A 1 1 5 Modellbasierte Szenarien ?       
A 2     Anforderungsdokumentation 85,71%       
A 2 1 
 
Erfassen der Akzeptanzkriterien x       
A 2 2 
 
Funktionale Anforderungen x       
A 2 3 
 
Nichtfunktionale Anforderungen x       
A 2 4 
 
Erstellung von Wireframes Gliffy       
A 2 5 
 
Templateunterstützung (z.B. Volere) x       
A 2 6 
 
auto. Generierung Lasten-/Pflichtenheft  -       
A 2 7   Erstellen von Use-Case-Diagrammen Plant UML       
A 3     Anforderungsverwaltung 100,00%       
A 3 1 
 
Identifikation als Projektitem x       
A 3 2 
 
Allgemeine Lebensstati  x       
A 3 3 
 
Strukturierung der Anforderungen x       
A 3 4 
 
Anfordungsschätzung x       
A 3 5 
 
Priorisierung der Anforderungen x       
A 3 6 
 
Kategorisierung der Anforderungen x       
A 3 7 
 
Ticketsystem x       
A 3 8 
 
Änderungshistorie x       
A 3 9   Filtern von Anforderungen x       
E       Projektmanagement 95,45% 27,27% 40,91% 27,27% 
E 1     Benutzerverwaltung 100,00% 0,00% 100,00% 0,00% 
E 1 1 
 
Benutzerprofile x - x  - 
E 1 2 
 
Benutzerrechte x - x  - 
E 1 3   Zugriffsrechte x - x  - 
E 2     Kommunikation 100,00% 0,00% 22,22% 33,33% 
E 2 1 
 
Nachrichten HipChat -  -  - 
E 2 2 
 
Chat HipChat -  -  - 
E 2 3 
 
Kommentare x -  -  - 
E 2 4 
 
Anhängen von Dateien x - x x 
E 2 5 
 
Reminder x -  -  - 
E 2 6 
 
Push-Nachrichten (eMail) x -  -  - 
E 2 7 1 Export/Import CSV x - x  - 
E 2 7 2 Export/Import Word x -  - x 
E 2 7 3 Export/Import PDF x -  - x 
 xxii 
E 3     Projektstrukturplan 100,00% 20,00% 0,00% 0,00% 
E 3 1 
 
Ziele x -  -  - 
E 3 2 
 
Meilensteinplanung x -  -  - 
E 3 3 
 
Zeiten/Dauer x Rabbit  -  - 
E 3 4 
 
Ressourcenmanagement x -  -  - 
E 3 5   Kosten-/Budgetmanagement x -  -  - 
E 4     Projektkontrolle x x x  - 
E 5     Softwareentwicklungsmethode 50,00% 100,00% 100,00% 100,00% 
E 5 1 
 
Wasserfall  - x x x 
E 5 2   Scrum x x x x 
E 6     Schnittstellenverfügbarkeiten 100,00% 100,00% 50,00% 50,00% 
E 6 1 
 
Schnittstelle zu ERP Systemen x x ? x 
E 6 2   Schnittstelle zu verwendetes Ticketsystem x x x ? 
X       Systemvoraussetzungen         
X 1     Arbeitsspeicher/RAM 2 GB 1 GB 1 GB 1 GB 
X 2     Festplattenspeicherplatz 1 GB 1 GB ? 2 GB 
X 3 1 1 CPU Intel x x ? ? 
X 3 1 2 CPU AMD ? x ? ? 
X 3 1 3 CPU Sonstiger  - ? ?  - 
X 3 2 
 
CPU Plattform 32/64-bit 32/64-bit ? 32/64-bit 
X 3 3   CPU GHz  2.27 1,5 1  1-2 
X 4 
  
bevorzugte Bildschrimauflösung ? ? 800×600  1024×576 
X 5 1 1 GPU NVIDEA ? ? ? ? 
X 5 1 2 GPU Intel ? ? ? ? 
X 5 1 3 GPU ATI ? ? ? ? 
X 5 2 
 
GPU RAM ? ? ? ? 
X 5 3   GPU GHz ? ? ? ? 
X 6 1 1 Windows 7 x x x x 
X 6 1 2 Windows 8 x x x x 
X 6 2 
 
MAC OS X 10.9 x x x  - 
X 6 3 
 
Linux Mint 17 x x x  - 
X 6 4 
 
Sonstiges  - ?  -  - 
X 7 1   Webbasiert x  -  -  - 
X 7 2 
 
Anwendungssoftware lokal x x x x 
X 7 3   Cloudbasiert   -  - x  - 
Y       Kosten         
Y 1 
  
Preis ab 10$/M kostenfrei ab 179$/J 399 € 
Y 2     Einmalzahlung x  -  - x 
Y 3 
  
Abonnement  x  - x  - 
Y 4     Open Source x  -  -  - 
   xxiii 
Überführung des Softwarevergleichs in das Modell
Abb. 48 Wissensüberführung des Softwarevergleichs in das Modell 
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Testfälle zur Überprüfung der Anforderungen an die GUI 
Tabelle 19 Testfälle zur Überprüfung der GUI 
Id A.-Id Testfall 
T01 A01 Nutzer legt Cell an.  Er gibt den Namen der Cell  aus beliebigen alpha-
numerischen Zeichen ein. 
Erwartetes Ergebnis: Rote Ellipse erscheint auf der Zeichenfläche. Da-
rin  steht der Name der Cell. 
T02 A01 Wie T01, nur mit einem Item. 
Erwartetes Ergebnis: Gelbes Rechteck erscheint auf der Zeichenfläche. 
Darin steht der Name des Items. 
T03 A01 Wie T01, nur mit einem Feature. Nutzer wählt über ein Auswahlfeld den 
Featuretyp "Input Feature" aus. 
Erwartetes Ergebnis: Blaues Rechtecke erscheint auf der Zeichenflä-
che. Darin steht der Name des Feature. 
T04 A01 Wie T01, nur mit einer Activity 
Erwartetes Ergebnis: Weißes Sechseck erscheint auf der Zeichenfläche. 
Darin steht der Name der Activity. 
T05 A01 Wie T01, nur mit einem Combining. Nutzer gibt als Activity das Ele-
ment aus T04 an und als Objekt das Element aus T01. 
Erwartetes Ergebnis: Graue Ellipse erscheint auf der Zeichenfläche. 
Darin stehen die Namen der kombinierten Elemente (mit einem Leerzei-
chen getrennt). Zusätzlich sind part-of-Verbindungen zwischen den Ele-
menten aus T04 und dem neuen Combining und T01 und dem neuen 
Combining vorhanden. 
T06 A01 Wie T01, nur mit einer Question. Als Namen gibt der Nutzer eine Frage-
stellung ein. 
Erwartetes Ergebnis: Lilafarbene Raute erscheint auf der Zeichenflä-
che. Darin steht die Fragestellung der Question. 
T07 A02 Nutzer legt eine is-Assoziation zwischen der Cell (Source) aus T01 und 
dem Item (Destination) aus T02 an. 
 xxvi 
Erwartetes Ergebnis: Eine durchgezogene Verbindung zwischen den 
Elementen erscheint auf der Zeichenfläche. Sie enthält die Bezeichnung 
"is". 
T08 A02 Nutzer legt eine used-for-Assoziation mit Source T01 und Destination 
T04 an. 
Erwartetes Ergebnis: Eine used-for-Verknüpfung wird zwischen der 
gewählten Source und Destination erzeugt. 
T09 A02 Nutzer erstellt neue Cell und neue Activity. Anschließend legt er eine 
can-Assoziation an. Dabei wählt er als die neue Activity und als Zielkno-
ten die neue Cell. Source bildet die Cell aus T01. 
Erwartetes Ergebnis: Die neuen Activity und Cell erscheinen auf der 
Zeichenfläche. Zwischen der Cell aus T01 und der neuen Activity exis-
tiert eine can-Verbindung. Zusätzlich erscheint ein Combining aus den 
neuen Elementen und der entsprechenden part-of-Verbindungen. 
T10 A02 Nutzer erstellt eine Negative-Constraint von Cell aus T01 und Cell aus 
T08. Als booleschen Ausdruck wird "==true" angegeben. 
Erwartetes Ergebnis: Zwischen den Cells existiert eine rote, gepunktete 
Linie, auf der der "==true" steht. 
T11 A03 Nutzer verschiebt ein beliebiges Element. 
Erwartetes Ergebnis: Element lässt sich per Drag'n'Drop verschieben. 
T12 A03 Nutzer löscht ein selektiertes Element. 
Erwartetes Ergebnis: Element verschwindet von der Zeichenfläche. 
T13 A03 Nutzer betätigt Taste "n" auf seiner Tastatur. 
Erwartetes Ergebnis: Es öffnet sich der Element anlegen-Dialog. 
T14 A03 Nutzer betätigt Taste "e" auf seiner Tastatur. 
Erwartetes Ergebnis: Es öffnet sich der Assoziation erzeugen-Dialog. 
T15 A03 Nutzer klickt auf Button Vollbild. 
Erwartetes Ergebnis: Die Zeichenfläche wird auf Vollbild im Browser 
dargestellt. 
T16 A03 Nutzer betätigt Mausrad. 
Erwartetes Ergebnis: Zeichenfläche vergrößert bzw. verkleinert den 
Bildausschnitt. 
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T17 A04 Nutzer klickt auf Speichern-Button, gibt einen Namen für die Datei ein 
und Bestätigt den Dialog. 
Erwartetes Ergebnis: Es öffnet sich ein Speichern-Dialog mit einem 
Textfeld und einem Bestätigen Button. Nach Klicken auf Bestätigen wird 
die Datei heruntergeladen. 
T18 A04 Nutzer klickt auf Öffnen-Button, wählt die zuvor heruntergeladene Datei 
aus und Bestätigt. 
Erwartetes Ergebnis: Alle zuvor angelegten Elemente existieren und 
befinden sich an den gleichen Positionen wie vor dem Speichern. 
T19 A05 Nutzer selektiert die Cell aus T01 und klickt auf Bearbeiten. Im Dialog 
ändert er den Namen und klickt auf Speichern. 
Erwartetes Ergebnis: Der Bearbeiten-Dialog öffnet sich. Er enthält die 
ID des selektierten Elementes. Im Textfeld steht der aktuelle Name der 
Cell. Nach Klick auf "Bestätigen" erscheint der neue Name in der Cell. 
T20 A06 Nutzer selektiert die Cell aus T01 und klickt auf Bearbeiten. Im Dialog 
fügt er einen booleschen Ausdruck in das Feld "Ergebnis erzeugen" ein. 
Dabei integriert er durch "r(feature_id_aus_T03)" das Ergebnis des Fea-
tures aus T03 in den booleschen Ausdruck (die id des Features ist ent-
sprechend zu ersetzen). Beispielsweise könnte der Ausdruck lauten 
"r(feautre_id_aus_T03) > 3". Anschließend bestätigt er die Eingabe im 
Dialogfenster. 
Erwartetes Ergebnis: Eine grün-gepunktete Linie wurde zwischen den 
Elementen Cell aus T01 und Feature aus T03 erzeugt. 
T21 A06 Wie T20 nur mit anderen Operatoren im booleschen Ausdruck. Dazu 
ändert der Nutzer den vorhandenen booleschen Ausdruck der Cell aus 
T01. 
Erwartetes Ergebnis: Wird weiterhin nur auf das Feature aus T03 ver-
wiesen, bleibt die GUI unverändert. Die Änderung kann überprüft wer-
den, in dem der Bearbeiten-Button für diese Cell erneut geklickt wird. 
T22 A07 Nutzer lädt die von ihm erstellte Ontologie mit dem booleschen Aus-
druck aus T20. Anschließend klickt er auf den Button "Isn't it?". Im Dia-
log wählt er die Cell aus T01 durch Eingabe des entsprechenden Namens 
und bestätigt den Dialog. 
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Erwartetes Ergebnis: Ein Dialog öffnet sich mit einem Textfeld zur 
Eingabe eines Elementnamens. Nach Eingabe eines Buchstabens öffnet 
sich ein Autocomplete-Feld zur Auswahl eines Elementes. Nach Bestäti-
gen des Dialogs öffnet sich ein neues Dialogfenster zur Eingabe des Fea-
ture-Wertes aus T03. Darin enthalten ist ein Textfeld und die Fragestel-
lung der Question aus T06. 
T22a A07 Der Dialog zur Erfassung des Input-Wertes vom Feature aus T03 ist ge-
öffnet. Nutzer gibt einen Wert ein, der zu dem booleschen Ausdruck aus 
T20 passt und bestätigt den Dialog. 
Erwartetes Ergebnis: Der Feature-Dialog schließt sich. Auf der Brow-
serseite erscheint ein Text mit dem entsprechenden Ergebnis. 
T23 A07 Nutzer lädt eine Ontologie mit mehreren unterschiedlichen Featuretypen 
und Cells, die teilweise einem single-choice- oder multiple-choice-
Feature per part-of-Verknüpfung zugeordnet sind. Anschließend klickt er 
auf den "Isn't It?"-Button und wählt eine Cell, deren Ergebnis gefunden 
werden soll. 
Erwartetes Ergebnis: Alle Feature-Dialoge enthalten die entsprechen-
den Formularfelder. Die Auswahlmöglichkeiten bei single-choice- und 
multiple-choice-Featuren entsprechen den verknüpften Cells. 
T24 A07 Nutzer lädt die Ontologie aus T17 und klickt anschließend auf den 
"Find!"-Button. 
Erwartetes Ergebnis: Ein Dialog mit zwei Textfelder zur Auswahl der 
Klasse und der Aktivität öffnet sich. 
T24a A07 Nutzer gibt in das Klassen-Textfeld aus T24 das Item aus T02 und im 
Aktivität-Textfeld die Activity aus T04 ein. Anschließend bestätigt er 
den Dialog. 
Erwartetes Ergebnis: Der Name der Cell aus T01 erscheint im Brow-
serfenster als Ergebnis des Find!-Algorithmus. 
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Testfälle zur Überprüfung ausgewählter Quellcode-Elemente 
Tabelle 20 Testfälle zur Überprüfung des Quellcodes 
Id Klasse Testfall 
T25 Graph $graph = new Graph("test_ontology_1.json");  
$a = $graph->getNodeById("C1"); 
Erwartetes Ergebnis: $a ist ein Objekt vom Typ Cell mit der Id "C1", dem 
Namen "testnode", dem Status "created", keinem Ergebnis und keinem boole-
schen Ausdruck. 
T26 Graph $graph = new Graph("test_ontology_1.json");  
$a = $graph->getNodeByName("testnodeC2"); 
Erwartetes Ergebnis: $a ist ein Objekt vom Typ Cell mit der Id "C2", dem 
Namen "testnode2", dem Status "created", keinem Ergebnis und einer expressi-
on "r(C1)". 
T27 Graph $graph = new Graph("test_ontology_1.json");  
$a = $graph->getNodeById("F1"); 
Erwartetes Ergebnis: $a ist ein Objekt vom Typ Feature mit der Id "F1", dem 
Namen testfeature, dem Status "created", ohne Ergebnis, ohne expression und 
dem featureType "input" 
T28 Graph $graph = new Graph("test_ontology_1.json");  
$graph->saveStm(null, "test_ontology_1a"); 
Erwartetes Ergebnis: Ordner data/stmemory enthält eine Datei 
„test_ontology_1a.json“ mit den Knoten aus test_ontology_1.json 
T29 Graph $graph = new Graph("test_ontology_1.json");  
$a = $graph->getNodes(); 
Erwartetes Ergebnis: $a ist ein Array, das alle Knoten aus 
test_ontology_1.json enthält. 
T30 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("I1"); 
$pre = $a->getPredecessors(); 
Erwartetes Ergebnis: $pre ist ein Array, das alle Vorgängerknoten von I1 
enthält: C1, C2, C3 
T31 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("C1"); 
$suc = $a->getSuccessors(); 
 xxx 
Erwartetes Ergebnis: $suc ist ein Array, das alle Nachfolgerknoten von C1 
enthält: I1, I2 
T32 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("I1"); 
$b = $a->getIsntItNodes(); 
Erwartetes Ergebnis: $b ist ein Array, das alle relevanten Knoten zur Durch-
führung des Isn't It?-Algorithmus von I1 enthält: I1, C1, C2, C3, F1, F2, Q1 
T33 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("A1"); 
$b = $a->findUsedForNodes(); 
Erwartetes Ergebnis: $b ist ein Array, das alle relevanten used-for-Knoten 
von A1 enthält: C3 
T34 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("I1"); 
$b = $a->findUsedForNodes(); 
Erwartetes Ergebnis: $b ist ein Array, das alle relevanten used-for-Knoten 
von I1 enthält: C3 
T35 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("F1"); 
$a->setResult("5"); 
Erwartetes Ergebnis: Das Ergebnis von $a ist 5. Alle anderen Knoten des 
Graphs besitzen noch kein Ergebnis. 
T36 Node $graph = new Graph("test_ontology_2.json");  
$a = $graph->getNodeById("F1"); 
$b = $graph->getNodeById("F2"); 
$a->setResult("5"); 
$b->setResult("9"); 
Erwartetes Ergebnis: Das Ergebnis von $a ist 5. Das Ergebnis von $b ist 9. 
Das Ergebnis von C1 ist false. Das Ergebnis von C2 ist true. Das Ergebnis von 
C3 ist false. Das Ergebnis von I2 ist false. Das Ergebnis von I1 ist true. 
 
   xxxi 
Testdaten für Testfälle 
 
Abb. 49 Testdaten in test_ontology_1.json, Auszug 1 von 2 
[{ 
        "data": { 
            "id": "C1", 
            "name": "testnode", 
            "type": "cell", 
            "expression": "", 
            "result": null, 
            "featureType": null 
        }, 
        "position": { 
            "x": 0, 
            "y": 0 
        }, 
        "group": "nodes", 
        "removed": false, 
        "selected": false, 
        "selectable": true, 
        "locked": false, 
        "grabbable": true, 
        "classes": "cell" 
    }, { 
        "data": { 
            "id": "C2", 
            "name": "testnode2", 
            "type": "cell", 
            "expression": "", 
            "result": null, 
            "featureType": null 
        }, 
        "position": { 
            "x": 90, 
            "y": 2 
        }, 
        "group": "nodes", 
        "removed": false, 
        "selected": false, 
        "selectable": true, 
        "locked": false, 
        "grabbable": true, 
        "classes": "cell" 
    }, 
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Abb. 50 Testdaten in test_ontology_1.json, Auszug 2 von 2 
 
Abb. 51 Testdaten in test_ontology_2.json, Auszug 1 von 6 
{ 
        "data": { 
            "id": "F1", 
            "name": "testfeature", 
            "type": "feature", 
            "expression": null, 
            "result": null, 
            "featureType": "input" 
        }, 
        "position": { 
            "x": 40, 
            "y": 67 
        }, 
        "group": "nodes", 
        "removed": false, 
        "selected": false, 
        "selectable": true, 
        "locked": false, 
        "grabbable": true, 
        "classes": "feature" 
}] 
[{ 
        "data": { 
            "id": "I1", 
            "name": "i1", 
            "type": "item", 
            "expression": null, 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "item" 
    },  
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Abb. 52 Testdaten in test_ontology_2.json, Auszug 2 von 6 
    { 
        "data": { 
            "id": "F1", 
            "name": "c1", 
            "type": "cell", 
            "expression": "r(F1) > 5", 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "cell" 
    }, { 
        "data": { 
            "id": "F2", 
            "name": "c2", 
            "type": "cell", 
            "expression": "r(F2) < 10", 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "cell" 
    }, { 
        "data": { 
            "id": "F3", 
            "name": "c3", 
            "type": "cell", 
            "expression": "r(F2) > 10", 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "cell" 
    },{ 
        "data": { 
            "id": "E1", 
            "source": "C1", 
            "target": "I1", 
            "type": "is", 
            "label": "is" 
        }, 
        "group": "edges", 
        "classes": "required" 
    },  
 xxxiv 
 
Abb. 53 Testdaten in test_ontology_2.json, Auszug 3 von 6 
    { 
        "data": { 
            "id": "E2", 
            "source": "C2", 
            "target": "I2", 
            "type": "is", 
            "label": "is" 
        }, 
        "group": "edges", 
        "classes": "required" 
    }, { 
        "data": { 
            "id": "E3", 
            "source": "C3", 
            "target": "I2", 
            "type": "is", 
            "label": "is" 
        }, 
        "group": "edges", 
        "classes": "required" 
    }, { 
        "data": { 
            "id": "I2", 
            "name": "i2", 
            "type": "item", 
            "expression": null, 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "item" 
    }, { 
        "data": { 
            "id": "E4", 
            "source": "C1", 
            "target": "I2", 
            "type": "is", 
            "label": "is" 
        }, 
        "group": "edges", 
        "classes": "required" 
    }, 
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Abb. 54 Testdaten in test_ontology_2.json, Auszug 4 von 6 
    { 
        "data": { 
            "id": "F1", 
            "name": "f1", 
            "type": "feature", 
            "expression": null, 
            "result": null, 
            "featureType": "input" 
        }, 
        "group": "nodes", 
        "classes": "feature" 
    }, { 
        "data": { 
            "id": "F2", 
            "name": "f2", 
            "type": "feature", 
            "expression": null, 
            "result": null, 
            "featureType": "input" 
        }, 
        "group": "nodes", 
        "classes": "feature" 
    }, { 
        "data": { 
            "id": "E5", 
            "source": "C1", 
            "target": "F1", 
            "type": "positive-constraint", 
            "label": "" 
        }, 
        "group": "edges", 
        "classes": "positive-constraint" 
    }, { 
        "data": { 
            "id": "E6", 
            "source": "C2", 
            "target": "F2", 
            "type": "positive-constraint", 
            "label": "" 
        }, 
        "group": "edges", 
        "classes": "positive-constraint" 
    }, 
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Abb. 55 Testdaten in test_ontology_2.json, Auszug 5 von 6 
    { 
        "data": { 
            "id": "E7", 
            "source": "C3", 
            "target": "F2", 
            "type": "positive-constraint", 
            "label": "" 
        }, 
        "group": "edges", 
        "classes": "positive-constraint" 
    }, { 
        "data": { 
            "id": "A1", 
            "name": "a1", 
            "type": "activity", 
            "expression": null, 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "activity" 
    }, { 
        "data": { 
            "id": "I3", 
            "name": "i3", 
            "type": "item", 
            "expression": "", 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "item" 
    }, { 
        "data": { 
            "id": "E8", 
            "source": "C3", 
            "target": "A1", 
            "type": "used-for", 
            "label": "used-for" 
        }, 
        "group": "edges", 
        "classes": "required" 
    }, 
   xxxvii 
 
Abb. 56 Testdaten in test_ontology_2.json, Auszug 6 von 6 
  
    { 
        "data": { 
            "id": "E9", 
            "source": "A1", 
            "target": "I3", 
            "type": "part-of", 
            "label": "part-of" 
        }, 
        "group": "edges", 
        "classes": "required" 
    }, { 
        "data": { 
            "id": "Q1", 
            "name": "enter value", 
            "type": "question", 
            "expression": null, 
            "result": null, 
            "featureType": null 
        }, 
        "group": "nodes", 
        "classes": "question" 
    }, { 
        "data": { 
            "id": "E10", 
            "source": "F1", 
            "target": "Q1", 
            "type": "has", 
            "label": "has" 
        }, 
        "group": "edges", 
        "classes": "required" 
    }, { 
        "data": { 
            "id": "E11", 
            "source": "F2", 
            "target": "Q1", 
            "type": "has", 
            "label": "has" 
        }, 
        "group": "edges", 
        "classes": "required" 
}] 
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