Abstract-The polarity of a subjective sentence in customers' reviews depends on not only the semantic orientation of opinion words, but also their context, especially the modified features. An Appraisal Expression consists of an opinion word and the modified feature, and can accurately describe the holders' opinion about the feature. In this paper, we propose a novel method that uses generalized mutual information to automatically recognize the appraisal expressions from customers' reviews. Our method does not fill in any template and is domain independent. More important, our method can avoid the complex syntactic analysis while keeping the comparable accuracy, which greatly improves the efficiency of appraisal expression recognition. Our experimental results show that the F-measure of our method is up to 80.18% and 80.08% respectively, which is higher than the existing methods, and the efficiency is also comparable to the past methods.
I. INTRODUCTION
As the rapid expansion of e-commerce, the product reviews provided by users on the Internet is becoming more and more. These reviews express the customers' sentiment and opinions about the products or services. With the help of these reviews, potential customers can make a decision on whether to buy the products, and manufacturers can find the products' drawbacks to improve the design of products, and product sellers can design an appropriate marketing strategy. However, as the product reviews become more and more, it is difficult to read by potential customers. The large number of reviews also makes it hard for product manufacturers and sellers to keep track of customers' opinions on their products.
Sentiment Analysis, also known as Opinion Mining or Orientation Mining, means using the computer to process and analyze the subjective information on the Internet, and automatically recognizes the holders' sentiment and opinions about some persons, events, or products [1] . Sentiment Analysis can not only used to mine customers' opinions from product reviews, but also used to analyze web public sentiment from the posts of BBS, news comments, blogs and micro-blogs [2] [3] . Sentiment Analysis derives from the identification of subjective words and their semantic orientation [4] [5] . For example, how to automatically identify that the words beautiful and ugly are subjective and their polarities are positive, and negative respectively. Based on the identification of subjective words and their polarities, researchers gradually used word's polarity and machine learning methods to automatically predict the polarity of a subjective sentence or a short text, which is usually called sentiment classification [6] [7] . Support Vector Machine (SVM) is the common algorithm used in sentiment classification, and the new development of SVM was introduced by LIU Taian [8] . However, a subjective sentence may contain more than one topic, and the holder may have different sentiment or opinion on different topic, thus it is unreasonable to simply decide the polarity of a sentence to be positive or negative. Moreover, if we can know the users' opinion on different features of a product, it may be more useful. According to these, Liu B. et al. proposed feature-based opinion mining [9] [10] [11] [12] . These methods described an opinion as a four-tuple [Topic, Holder, Claim, Sentiment], in which the Holder believes a Claim about the Topic, and in many cases associates a Sentiment, such as good or bad, with the belief [9] . According to these four elements, the featurebased opinion mining needs some fundamental tasks to support, such as Holder Identification, Topic/Feature Mining and Opinion/Sentiment Word Extraction. Recently, researchers have proposed a lot of excellent methods for Feature Mining and Sentiment Word Extraction [13] [14] [15] [16] [17] [18] . However, whether the polarity of a subjective sentence is positive, negative or neutral depends on not only the semantic orientation of opinion words, but also their context, especially the topics or features they modified. For example, the polarity of the subjective sentence, the battery life is very long, is positive, but the polarity of another subjective sentence, the camera has long startup, is negative. [19] .
In this research, we focus on recognizing the Appraisal Expressions from customers' reviews. The Appraisal Expression is defined as a tuple [Topic, Sentiment Phrase], in which the Topic refers to a feature of products, and the Sentiment Phrase consists of sentiment words and some decorators, such as negative or degree adverbs. We first analyzed the existing methods of appraisal expression recognition, and then proposed a novel method based on generalized mutual information. Our method of appraisal expression recognition performs in two steps: 1) use the techniques of association rule mining and some filtering strategies to identify the opinion features and opinion words, 2) and then calculate the generalized mutual information of each pair of opinion feature and opinion word in the same sentence, and choose the pairs which exceed the threshold as the proper appraisal expression. Our method is based on the observation that the opinion features and opinion words appear frequently in the reviews and the collocation of opinion features and opinion words is usually stable. Our experimental results with a large number of customer reviews of 2 types of products on Amazon show that the F-measure of our method is respectively up to 80.18% and 80.08%, and the efficiency is also comparable to the past methods.
II. RELATED WORK
Although appraisal expression was firstly presented in Bloom, Garg and Argamon's work [20] until 2007, there has been some related work before. Until now, the methods of appraisal expression recognition fall into three categories: the methods based on distance, the methods based on hand-crafted templates and rules, and the methods based on syntactic path.
The distance-based methods used the distance between opinion feature and opinion word to identify the appraisal expressions. Kim and Hovy firstly identified the opinion holders using the techniques of Name Entity Identification, and then chose the adjective between the opinion holder and the given topic as the opinion word [9] . Hu and Liu firstly used the techniques of association rule mining and some filters to extract the opinion features, and then chose the nearby adjective as the feature's effective opinion [10] . The distance-based methods are simple to implement, however, the accuracy is not high because most of time opinion word is far away from its topic.
The second methods proposed to manually craft some templates or rules according to the relationship between the opinion feature and its opinion word, and then used the techniques of pattern matching to recognize the appraisal expressions in one-time. Kobayashi [20] . Similar to Bloom's work, Popescu et al. used MINIPAR Parser to analyze the dependency relationship of many subjective sentences, and manually summarized 10 grammatical templates to recognize the appraisal expressions [22] . The template/rule-based methods used the co-occurrence relationship or syntactic relationship between opinion features and their opinion words, which greatly improved the accuracy of appraisal expression recognition. However, it is difficult to manually summarize enough templates or patterns to cover all relationship between opinion features and their opinion words, so the recall rate is not very high.
In order to reduce the difficulty of manually crafting templates and rules, Zhao et al. proposed a method that used syntactic path to automatically recognize the appraisal expressions [23] . First, the syntactic paths are automatically collected to describe the relationship between the polarity words and their corresponding targets. Next, an exact syntactic path matching method and an edit distance based syntactic path matching strategy are used to recognize the appraisal expressions. This method can automatically learn syntactic path templates from corpus using statistical method, and avoid to manually crafting syntactic path templates. However, it depends on the techniques of syntactic analysis, which are not mature and the efficiency is low. Besides, this method used the HowNet to recognize the opinion words firstly, which does not contain enough opinion words.
Motivated by the above remarks, we attempt to use generalized mutual information for automatic recognition of appraisal expressions. Our method is different from the distance-based methods, because our method uses generalized mutual information to relate the opinion words with opinion features. Our method considers the co-occurrence pattern between opinion words and opinion features, so it is more accurate. Our method is also different from the methods based on rules or syntactic paths, because our method does not fill in any template and is domain independent. More important, our method can avoid the syntactic analysis but keep the comparable accuracy, which greatly improves the efficiency of appraisal expression recognition. 
A. Opinion features and opinion words identification
The existing researches have suggested that the opinion features are usually nouns or nouns phrase in review sentence, and the opinion words are usually adjectives or adverbs. Moreover, the opinion features and opinion words frequently appear in one kind of product reviews. According to these, we firstly split each review into sentences and produce the part-of-speech tag for each word. After that, we choose the nouns and nouns phrases as the candidates of opinion features, and choose the adjectives or adverbs as the candidates of opinion words. Finally, we use frequency filtering strategy and redundancy pruning techniques to remove meaningless and redundant opinion features and opinion words.
Currently there have been a lot of perfect methods and tools for text segmentation and part-of-speech (POS) tagging. We use the Natural Language Toolkit (NLTK) [25] to split each review into sentences and produce the part-of-speech tag for each word. NLTK is a leading platform for building Python programs to work with human language data. It provides easy-to-use interfaces to over 50 corpora and lexical resources such as WordNet, along with a suite of text processing libraries for classification, tokenization, stemming, tagging, parsing, and semantic reasoning. The following shows a sentence with POS tags.
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As some opinion features are nouns phrases, thus we further use shallow analysis to identify the nouns groups, such as battery life, color screen, voice dialing and so on. After the POS tagging and simple chunk parsing, we extract the nouns and nouns phrases as the candidate set of opinion features, and extract the adjectives and adverbs as the candidate set of opinion words. The following shows the POS tags of candidate opinion features and opinion words.
OPINION FEATURES: NN, NNS, NNP, NNPS, NP OPINION WORDS: JJ, JJR, JJS, RB, RBR, RBS The opinion features and opinion words discovered by POS Filter contain a lot of meaningless and redundant items, which will reduce the efficiency and accuracy of appraisal expression recognition later. Thus we use two strategies to remove the meaningless and redundant items. The first strategy is frequency filtering, and the second strategy is redundancy pruning. The reason of using frequency filtering is the observation that the words converge when customers comment on the features of the same kind of products. Thus using frequency filtering can find the items which are more likely to be opinion features and opinion words. Although frequency filtering can remove some infrequent opinion features and opinion words, it is not important for the results because most of people do not care of them. Redundancy pruning is mainly used to remove the redundant opinion features that contain single words. To describe the meaning of redundant opinion features, Liu et al. proposed a concept p-support (pure support) [10] . If the p-support value of an opinion feature is lower than the minimum p-support, and the feature is a subset of another feature phrase, it is pruned.
B. Recognize the appraisal expressions using generalized mutual information
The same opinion word may have the different semantic orientation when modifies the different features or be in different context. After identify the opinion features and opinion words, we should proceed to relate the opinion words with its opinion features.
According to analyzing the review corpus, we found that an opinion word is usually not appropriate to modify all opinion features, and the modified opinion features is usually stable. It means that opinion features and opinion words are interdependent. Mutual information statistic was popularly used to measure the interdependence of two signals in a message. If we look the opinion feature and opinion words as two random variables, then we can use their mutual information as a measure of their interdependence. Although mutual information statistic can reveal the interdependence between opinion features and opinion words, it can not make use of the contextual information. Thus Magerman and Marcus proposed an improved method named generalized mutual information to measure the interdependence of two adjacent n-grams [26] . Generalized mutual information is actually the weighted average of mutual information with different contextual window size. For example, for a window size w=4, give the context 4 
(
The purpose of generalized mutual information is to identify the constituent boundary in a sentence, so Magerman and Marcus used the standard deviation of the values of the bigram mutual information vector of an ngram as the weighting function. However, it is not suitable for our method, because the opinion features and opinion words are usually not adjacent. We suppose that 1) if a pair of opinion feature and opinion word is a correct appraisal expression, its mutual information should be larger than the mutual information with some context; 2) and the mutual information between opinion feature and opinion word is more important than the mutual information with some context. Thus we use the ratio of the value of mutual information against the sum of all mutual information as the weighting function.
In summary, if a customer review is represented as D =w 1 w 2 w 3 …w i …w j-1 w j w j+1 …, the term w i is an opinion feature, and the term w j is an opinion word, i≠j, for a window of size n, the generalized mutual information of w i and w j is defined to be:
In the formula (2) (2), we can calculate the generalized mutual information of each pair of opinion feature and opinion word in one review, and choose the ones that exceed the threshold as the correct appraisal expressions.
IV. EXPERIMENT

A. Dataset and Evaluation Method
To the best of our knowledge, there is not a public benchmark data for appraisal expression recognition until now, so we manually construct a small-scale test corpus in the experiment. The test corpus consists of 500 sentences that come from the reviews of MP3/4 Player and 500 sentences that come from the reviews of Portable Digital Camera in Amazon, and each sentence contains more than 10 words. We gave these 1000 sentences to two annotators respectively, and asked them to manually find out the appraisal expressions. The percentage of agreement is used to measure the inter-rater reliability. The results are up to 87% and 89%, which suggests the consistency and validity of the test corpus. We used the coincident results as the benchmark in the experiment. The following TABLE I shows the statistical information of the test corpus.
According to the statistical information in TABLE I, we can find that 1) the average frequencies of opinion features and opinion words are 759/38=17.34, 759/74=10.26 in the reviews of MP3/4 Player, and they are 893/52=17.17, 893/96=9.30 in the reviews of Portable Digital Camera. These results suggest that opinion features and opinion words are frequently appeared in customer reviews, and the frequency filtering strategy is appropriate for identification of opinion features and opinion words; 2) the average frequency of each appraisal expression in reviews of MP3/4 Player is 759/92=8.25, and it is 893/107=8.35 in reviews of Portable Digital Camera. These results are consistent with our initial assumption that opinion features and opinion words are interdependent, and mutual information statistic is suitable for appraisal expression recognition.
Evaluation of the experimental results was performed using standard Information Retrieval (IR) metrics Precision, Recall and F-score that are defined in formula (3), (4) and (5), respectively. In addition, we used the total time to evaluate the efficiency of the three methods. In above formulas, TP is the number of appraisal expressions that the system recognized correctly, FP is the number of appraisal expressions that recognized falsely by the system, and FN is the number of appraisal expressions which the system fails to recognize.
B. Experimental Method and Results
To evaluate the performance of the proposed method, in experiment, we implemented three methods of appraisal expression recognition: the nearest neighbor method, the method based on syntactic path and the method based on generalized mutual information. The nearest neighbor method supposes that an appraisal expression consists of an opinion feature and its nearby adjective [10] . The second method first automatically collects the syntactic paths to describe the relationship between the opinion feature and its corresponding opinion word, and then uses syntactic paths matching to recognize the appraisal expressions [23] . The proposed method also first collects the opinion features and opinion words, and then uses the generalized mutual information to predict their relationship. All of the three methods need to firstly identify the candidates of opinion features and opinion words, but they are different when relate the opinion word with its corresponding opinion feature. The first method relates the opinion word with its nearest opinion feature, and the second method uses the syntactic path to relate the opinion word with its opinion feature, and our method relates the opinion word with its opinion feature according to their generalized mutual information. Accordingly, the implementation of our experiment can be divided into the following five steps.
Use the NLTK to parse each review to split the review into sentences and to produce the POS tags, and then further use chunking analysis to identify the nouns phrases. Lemmatize each word according its POS tag and count its frequency, and then group the words by POS tags and sort them by their frequency. After that, we choose the top 120 adjectives and adverbs as the candidate set of opinion words. For the candidate set of opinion features, we choose the nouns and nouns phrases which are in the top 100 and their p-support must exceed 0.5. Implement the nearest neighbor method. For each review in review database, identify the opinion features according to the candidate set of opinion features which produced in above step, and then choose the nearest adjective as its opinion word. The statistic information of experimental results is shown in the third row of the TABLE II. Implement the second method based on syntactic paths. We used the Stanford Parser [26] to parse the grammatical structure of each review sentences, and then extracted and generalized the syntactic paths between the identified opinion feature and the identified opinion word. We respectively chose the top 35, 40, 45, 50, 55, and 60 frequent syntactic paths, and used the exact path matching method to recognize the appraisal expressions. The experimental results shown in figure 2 suggest that it is best when choose the top 45 frequent syntactic paths to recognize the appraisal expressions. The fourth row of TABLE II shows the experimental results when we chose the top 45 frequent syntactic paths. Implement the proposed method based on generalized mutual information. For each review in review database, we first identified the opinion features and opinion words, and build the inverted index of the reviews. We only used the opinion features and opinion words as the index terms. After that, we calculated the generalized mutual information of each pair of opinion feature and opinion word. When calculate the generalized mutual information, we only considered the context of opinion words, which means the contextual window size of opinion feature was set to 0, and the context window size of opinion word was set to 3. Additionally, we respectively observed the experimental results when the threshold of generalized mutual information was set to 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, and 0.60. According to the figure 3, we can see that it is best when the threshold is set to 0.4 in our experiment. The last row of TABLE II shows the experimental results at the moment. The TABLE II shows the comparison between our proposed method and two baselines. According to the results, we can find that: 1) the precision, recall and Fscore of our method based on generalized mutual information are all higher than the nearest neighbor method, but the efficiency of our method is lower than the nearest neighbor method. We think the reason is that the constraint of generalized mutual information is stricter than the nearest position, so it is more accurate. In addition, according to observing the recognized appraisal expressions, we found that our method can identify the appraisal expressions in which opinion word is far away from opinion features. However, our method needs to acquire the statistical information of the co-occurrence of opinion features and opinion words, thus it is less efficient than the nearest neighbor method.
2) The Fscore, recall and efficiency of our method based on generalized mutual information is higher than the method based on syntactic path, but the precision of our method is slightly lower than the method based on syntactic path. We think the reason is that the syntactic path used the grammatical relationship, the constraint of which is stricter than the generalized mutual information, so the precision of the method based on syntactic path is higher than our method. However, the recall of our method is higher than the method based on syntactic path, as a result, the F-score of our method is slightly higher than the method based on syntactic path. Besides, as our method can avoid the complex syntactic analysis, so the efficiency of our method is higher than the method based on syntactic path. In summary, according to the comparison between our method and the two baselines, we can clearly see that the proposed method is much more effective for the recognition of appraisal expressions.
V. CONCLUSION
In this paper, we analyzed the problems of the existing methods of appraisal expression recognition, and proposed a novel method based on generalized mutual information. Our experimental results indicated that the proposed method is very promising in automatically recognizing the appraisal expressions from the customers' reviews. It does not fill in any template and is domain independent. More important, it can avoid the complex syntactic analysis while keeping the comparable accuracy, which greatly improves the efficiency of appraisal expression recognition.
However, the precision of the proposed method is somewhat dependent on the identification of opinion features and opinion words. In addition, we did not consider the verbs, nouns in the process of opinion words extraction. In our future work, we will further improve and refine our method, and deal with the problems above.
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