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Abstract 
We introduce a new version of Rabin automata for which the construction of an automaton 
for the union, the intersection and the complement is very simple. Furthermore, these automata 
admit a natural reduction of their acceptance condition. This leads to a new characterization of 
the Rabin index of an w-language. 
1. Introduction 
In 1963, Muller introduced a class of o-automata, now known as Muller automata 
[8]. The acceptance condition of these automata is very ‘expressive’ since it specifies 
the set of infinitely often repeated states. Indeed, it is known, since McNaughton’s the- 
orem [7], that deterministic Muller automata re equivalent o nondeterministic ones. 
There are strong connections between the structure of the Muller automaton and the 
topological complexity of the o-language recognized by this automaton. This was first 
pointed out by Landweber [6] who characterized eterministic Muller automata recog- 
nizing o-languages that are in the Bore1 class Gd. 
Rabin introduced in [ 10,l l] a particular class of Muller automata now known as 
Rabin automata. The acceptance condition of these automata is given by a family 
(Li, Ri) of pairs of sets of states. A path is successful if there is a pair such that Li is 
reached infinitely often and Ri is not. These automata enlighten the connection between 
topology and automaton complexity. They introduce a hierarchy among o-languages. 
It is based on the Rabin index of w-languages. This index is the minimal number of 
pairs (Li,Ri) needed in the acceptance condition to recognize the o-language. 
The Rabin index also measures the topological complexity of the o-language. Indeed, 
it can be shown that the Rabin index is the smallest integer n such that X can be written 
X = Xl - X2 + . . f X,,, where the Xi form a chain of Ga recognizable w-languages, 
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i.e., satisfy Xi 1.. . IX,. This measure of complexity has been studied by Wagner 
[12] who gave in particular a algorithm to compute the Rabin index. 
In this paper, we introduce a particular class of Rabin automata called chain au- 
tomata because the sequence L,, RI, Lz, Rz, . . . is a chain. This class is large enough so 
that these automata have the same power as usual Rabin automata but many operations 
are effective when dealing with chain automata. This really contrasts with usual Rabin 
automata for which, simple operations like intersection are difficult tasks. Our results 
are the following. 
l We give an algorithm which computes a equivalent chain automaton from a Rabin 
automaton. If the starting Rabin automaton has n states and p pairs, the resulting 
chain automaton has O(nJ’4’J”) states and also p pairs. 
l Given two chain automata recognizing w-language X and Y, we describe simple 
constructions for chain automata recognizing the complement Xc, the intersection 
X n Y and the union X U Y. If the length of chains of the starting automata are p 
and q, the length of the chains the resulting ones are p + 1, p + q and p + q. It can 
be shown that this is optimal. 
l Given a chain automaton, we describe a process which reduces the length of the 
acceptance chain to the Rabin index of the w-language recognized by the automa- 
ton. The length of the chain becomes then minimal. Using, the first and the third 
algorithm, we obtain a new result: we can compute from a given Rabin automaton 
a new Rabin automaton with the minimal number of pairs. 
This paper is organized as follows. In Section 2 we introduce some notation and we 
define the chains and recall some results about them. Section 3 defines the background 
material on automata and o-languages. In Section 4, we define chain automata and 
we describe the constructions for the complement, the intersection and the union. At 
the end of this section, we prove that any Rabin automaton is equivalent to a chain 
automaton. Section 5 is devoted to the reduction process. 
A short version of this paper was presented at IFIP’94 [2]. 
2. Chains 
For X and Y two subsets of E, the complement of X is denoted by Xc. The union 
of X and Y is denoted by X+ Y and the intersection is denoted by XY. The difference 
set X \ Y = X n Yc is denoted by X - Y. 
Now we give some basic definitions. We also recall some results about chains. 
A chain of subsets is a sequence RI,. . . , R, of sets such that 
R, >Rl >...>R,. 
A sum of d@erences of length m is an expression 
X=(X1 -&)+(X3 -X,)+...+(X,_i -X,) if m is even, 
x=(x1 -&)+(x,-x,)+“‘+& if m is odd. 
0. Carton1 Theoretical Computer Science 161 (1996) 191-203 193 
A chain of differences (or simply a chain) is a sum of differences where the sequence 
of subsets Xl,. . . , X,,, is a chain. In this case, we write 
x=x, -x,+x3 -...*x, 
where the sign f in front of X, depends on the parity of m. We recall some results 
about chains. If the subsets X and Y are, respectively, equal to the chains 
x=x, -x*+x, -...ztx,, 
Y=Y,-Y2+Y3-..*fYn, 
the intersection XY is equal to the chain 
XY=Zi -Z2+Z3-...*Z,+,_i, 
where the Zi are defined by 
Z2i= C xkYI9 
&+1=2i+l 
z2i+l = C xkyl 
kfl=2&2 
k odd 
and the union X + Y is equal to the chain 
x + Y = zi - z2 + z3 - * * * f Zm+n 
where the Zi are defined by 
z2i = c xkyl, 
k+l=2i 
k even 
z2i+l = c xkyl. 
k+l=2i+l 
(1) 
(2) 
These formulas can be found in [4]. A new proof of them can be found in [ 11. 
3. Languages and automata 
An alphabet is a finite set of whose elements are called letters. The alphabet is 
usually denoted by A. 
A jinite word on A is a finite sequence of letters. A word will be denoted by writing 
letters one after another. The length of a word U, denoted by ]u( is the number of its 
letters. The empty sequence is denoted by E and is called the empty word. The set of 
all words is denoted by A* and the sets of all nonempty words is denoted by A+. 
An injinite word is an infinite sequence of letters. It is an application from N into 
A. The set of all infinite words is denoted by AW. We call language a subset of A* 
and o-language a subset of Aa. 
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An automaton is a quadruple &’ = (Q,A, E,I), where Q is a finite set of states, A 
is an alphabet, E a subset of Q x A x Q called the set of transitions and I c Q is the 
set of initial states. Two transitions (pi, al, 41) and (~2, a2, q2) are said consecutive if 
q1 = ~2. A path of the automaton is a sequence of consecutive transitions 
f~ = (qo,al,ql), f2 =(41,a2,q2), . . . . fn =(q,-l,hh) 
also denoted 
q$+q, zq,... an qn-1 + qn or simply qo al...a, qn 
The state qo is the origin of the path and the state qn is its end. One says that the path 
goes through states qo, 91,. . . , q,,. The word ala2 . . . a, is the label of the path and the 
integer n its length. 
An infinite path of the automaton is an infinite sequence of consecutive transitions. 
fl = (qo,%q1), f2 = (41,a2,q2), ..’ 
also denoted 
qo %q, zq,... 
The state qo is the origin of the infinite path and the infinite word ula2 . . . is its label. 
One says that the path c goes injinitely often through a state q (or that the state q is 
infinitely repeated) if there exists an infinite number of state q,, such that qn = q. The 
set of the infinitely repeated states of c is denoted by Inr(c). 
An automaton d = (Q,A, E,I) is deterministic if for each state p E Q and for each 
letter a E A, there exists at most one state q such that (p, a, q) is a transition and if 
the set of initial state contains only one element. 
An automaton d = (Q,A, E,I) is complete if for each state p E Q and for each 
letter a E A, there exists at least one state q such that (p,a, q) is a transition. 
A subset R c Q of Q is called essential if there exists a finite path p = q 1 q such 
that p goes through every state of R and through no other state. We say that the path 
p defines the essential set R. 
A Btkhi automaton is a quintuplet JZZ = (Q, A, E,Z,F) where (Q, A, E,Z) is an au- 
tomaton and F is the set ofjinal states. An infinite path c of the automaton is successful 
if the origin of the path is an initial state and if the path goes infinitely often through 
a state of F, i.e., Inr(c) n F # 0. An infinite word is recognized by the automaton 
if it is a label of a successful path of the automaton. The set of successful paths is 
denoted by IdI and the o-language of the recognized words is denoted by L”(d). An 
o-language X is recognizable if there exists an automaton d such that X = Lo(d). 
A Rabin automaton d is a quintuplet (Q, A, E, qo, 9) where (Q,A, E, qo) is a deter- 
ministic automaton and W = (Rl,R2, . . . , R,) is a sequence of sets of states. To simplify 
the notations, we note Ro = Q. For a subset of states R c Q, we define IRI as the set 
I&RI of the successful paths of the associated Buchi automaton &R = (Q,A,E,qo, R). 
For instance, IRoJ is the set of all paths of the automaton. In the same way, we define 
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LO(R) as the set of the labels of the paths of /RI. If the automaton is complete, the 
language LW(Rc) is equal to AU. The set of the successful paths of the automaton is 
defined by the sum of differences 
The sequence W is usually given (cf. [9]) as a set of pairs of sets of states 9 = 
{(Lj, Uj) ) 1 <j <n}. In this case, a path p is successful if there exists an integer 
1 d j <n such that p goes infinitely often through Lj and only a finite number of times 
through Uj. It means 
3 1 <jdn Im(p) n L/ # 8 and k(p) n Uj = 8. 
Both definitions are obviously equivalent. An infinite word is recognized by the au- 
tomaton & if it is a label of some successful path of &‘. The set of all recognized 
word is equal to the the sum of differences 
LU(d) = (LW(R,) - LW(R2)) + (LW(R3) - LW(R4)) + . . . 
The number m of sets Ri is by definition the Rabin index of the automaton. The Rabin 
index of a w-language X is the smallest Rabin index of a Rabin automaton recognizing 
this language and is denoted bu ind(X). 
A Muller automaton ~6’ is a quintuplet (Q,A,E,q0,F) where (Q,A,E,qo) is a de- 
terministic automaton and y, called the table, is a set of essential subsets of Q. An 
infinite path c is successful if the origin of the path is an initial state and if k(c) 
belongs to the table y. An infinite word is recognized by the automaton if it is a label 
of a successful path of the automaton. The set of successful paths is denoted by Id] 
and the w-language of the recognized words is denoted by Lo(&). 
Rabin automata re a particular case of Muller automata. Each Rabin automaton 
d = (Q,A,E,qo,W) with W = (RI, . . . , R, ) is equivalent to a Muller automaton d’ = 
(Q,A, E,qo, F) where the table y is defined by 
4. Chain automata 
A chain automaton is a Rabin automaton d = (Q, A, E, qo, 9) of which sequence 9
is a chain, In this case, the sum of differences defining the successful paths is a chain 
IdI = l&l - lR2l+ lR3l - . ..f l&l. 
The sum of differences defining the recognized o-language is also a chain 
Lw(&‘) = P(R,) - LW(R2) + L”‘(R3) - . . . f P(R,). 
Thus chain automata re a particular case of Rabin automata. 
From chain automata recognizing the o-languages X and Y, we build new chain 
automata recognizing the o-languages Xc, XY and X + Y. 
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Lemma 1. Any w-language recognized by a Rabin automaton (resp. chain automaton) 
is also recognized by a complete Rabin automaton (resp. complete chain automaton) 
with the same Rabin index. 
Proof. Let d = @,A, E,q,-,,B?) be a Rabin automaton. If d is not complete, we 
define d’ = (Q’, A, E’, qo, 6%‘) where Q’ and E’ are defined by Q’ = Q + {o} and 
E’ = E + {(q,a,o) 1 Vq’EQ (q,a,q’) $Z E} + {(o,a,o) 1 a&4}. This new automaton 
is complete and equivalent o d. If J$ is a chain automaton, ~4’ is also a chain 
automaton. 0 
Proposition 1. Let d = (Q,A,E,qo, 92) with 9%’ = (RI,. . . , R,) a complete chain au- 
tomaton recognizing an o-language X. The new automaton d’ = (Q, A,E,qo, 2”) 
where W’ is defined by 92’ = (Q, RI,. . . , Rm), recognizes the complement Xc of X. 
Proof. The w-languages recognized by the automata d and d’ are respectively equal 
to the chains 
LO(&) = LO(R1) - LU(R2) + . . . f LO(R,) 
Y(d’) = LW(Ro) - LW(RI) + LW(R2) - . . . F L@(R,) 
Because the automaton d is complete, LW(Ro) = AW and the w-languages recognized 
are the complement of each other. Cl 
Let two chain automata d = (P, A, E, p0,9) and S? = (Q,A, F, qo,Y) with 9’ = 
(&,S2,.*., S,,,) and y = (T,,Tz,..., T,,) recognizing, respectively the w-languages X
and Y. We build two automata 55’1 = (R,A, G,ro, 42) and %2 = (R,A, G,ro, V) recogniz- 
ing the o-languages XY and X + Y. We first describe the common part: the automaton 
%? = (R,A, G, ro). Let B = (0, 1) the set of boolean values with the usual operations 
denoted by A and V. We do not distinguish a proposition from its value in B. 
The set of states is equal to P x Q x &,,,(I3 x B). Each state is a triple composed 
of one state of d, one state of CJ and one m x n-matrix of pairs of boolean values. 
For one state, we write (p, q,M) or (p, q, eij,fij) if we want to explicit the coefficients 
(eij, fij) of the matrix for 1 <i<m and 1 <j<n. 
The initial state ro of the automaton is defined by r-0 = (po,qo,eij, fij) where the 
boolean values are given by (e;i,fG) = (PO E Si, qo E Tj). 
The set G of transitions of the automaton % is the set of all transitions (p,q,eii, fij) 
5 (p’, q’, ejj, f b.) for which p 3 p’ and q 3 q’ are, respectively, transitions of d 
and S? and where the eb, f b are defined by 
e& = I PI E Si if eij A f ij = 1, p’ E Si V eij otherwise, 
(3) 
f; = 
q’ E Tj if eU A fv = 1, 
4’ E Tj V f ij otherwise. 
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Fig. 1. Automaton .d. 
Fig. 2. Automaton ~8. 
a 
a 
b 
b 
a 
Fig. 3. Automaton W. 
Example 1. Let A = a + b be the alphabet. Let d and g be the automata S$ = 
({1,2},A,E, I,9) and @ = ({1,2},A,E, 1,5) with the respective tables 9’ = (St = 
{1,2},& = (1)) and Y = (rr = {1,2},T2 = (2)) (Figs. 1 and 2). The Rabin index 
m and n of the automata A? and S!? are, respectively, m = 2 and n = 2. The state of 
the automaton V are composed of one state of d (1 or 2), one state of 9J (1 or 2) 
and a 2 x 2-matrix of pairs of boolean values (Fig. 3). 
Before describing the sequences ‘49 and V of states, we state some properties of the 
automaton %. 
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Lemma 2. Let (p,q,M) a state of the automaton V, p 5 p’ a transition of d and 
q 5 q’ a transition of B. There exists a unique state (p’,q’,M’) of ($2 such that 
(p, q,M) 5 (p’, q’,M’) is a transition of V. 
Proof. The states p, q, p’, q’ and the matrix A4 being fixed, there exists a unique 
matrix M’ calculated according to the formulas (3) such that (p, q,M) s (p’, q’,M’) 
is a transition of %. 0 
Lemma 3. If both automata d and g are complete, then the automaton % is com- 
plete. 
Proof. For each state (p, q,M) of %? and for each letter a of A, there exists p -% p’ 
a transition of d and q 5 q’ a transition of 24 since d and g are complete. By the 
previous Lemma, there exists a transition (p, q,M) 5 (p’, q’,M’) of %. 0 
Lemma 4. if (p, q,M) -5 (p’, q’,M’) is a path of %? labeled u E A*, then p 5 p’ 
and q z q’ are paths of d and 98. 
Proof. The proof is straightforward by induction on the length of the word Jul. 0 
We define the sets of states 
Hoe = R, 
&o = {(p,q,ey,fy) E R ( P E &} for ldk<m, 
HO/ = {(p,q,eij,fij) E R I 4 E T/} for l<l<n, 
Hkl = {(P,Q,eij, fij) E R 1 ekl A fkl = 1) for l<k<m and l<l<n. 
Example 2. For the example of Fig. 3, the membership of the states of the automaton 
% into the different sets Hij is summerized in a tabular form (Table 1). 
Table 1 
Lemma 5. Let (p, q, M) % (p’, q’, M’) be a path of % labeled by u E A*. Zf the paths 
p 5 p’ of _cz2 and q $ q’ of 98 go, respectively, through a state of & for 0 <k <m 
and through a state of Tl for 0 < I <n, then the path (p, q, M) 5 (p’, q’,M’) goes 
through a state of Hkl. 
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Proof. We write the path (p, q,M) 5 (p’, q’,M’) 
where r is the length of the path, ui ...ur = u, (po,qo,Mo) = (P,q,M) and (pnqr,Mr) = 
(p’, q’,M’). The cases m = 0 or n = 0 are straightforward. We suppose now m 2 1 and 
13 1. Let ((e;,f{)) be the elements of the matrix A.& of the state (pm,qm,M,). By 
hypothesis, there exists two integers m2 and m3 such that pm2 E Sk and qms E Tt. Then, 
we have er/ = 1 and fkm; = 1. Let m. be the smallest integer m 3 1 such that e; = 1 
and ml the smallest integer such that f ‘$ = 1. If mo = ml, the state (p,, , qm, ,M,, ) 
belongs to Hkl. Otherwise, we can suppose that mo < ml. By definition of ml, we have 
f E = 0 for m. <m < ml. The formulas (3) imply e; = 1 for mo d m <ml and also 
(P,,,qm,,M,,) E Hkt. Cl 
Lemma 6. Let (p, q,M) J.!+ (p’, q’,M’) be a path of GT? labeled by u E A*. If the path 
(p, q,M) $ (p’, q’,M’) goes through a state of Hkt, then the paths p 5 p’ of .d 
and q z q’ of 99 go respectively through a state of & and through a state of Tt. 
Proof. We use the same notations as in the previous Lemma. The cases m = 0 or n = 0 
are again straightforward. Since (pr,qr,M,.) E Hkl, we have eir = 1 and f;, = 1. Let 
mo be the smallest integer m 2 1 such that ez = 1 and ml the smallest integer such that 
f g = 1. If mo = 1, the formulas (3) imply that p1 E & since ei, = 1 and f il = 1. If 
mo > 1, we have e2-l = 0 and ez = 1 by definition of mo. The formulas (3) imply 
again that pm0 E Sk. We also have q,,,, E TI. 0 
We state now the key-property of the automaton %‘?. 
Lemma 7. An infinite path c of the automaton 59 goes infinitely often through Hkt 
tf and only if the paths of the automata SZ? and B with the same label go infinitely 
often through Sk in & and through Tl in B. Thus we have 
L”(Hkj) = Lw(&)Lo(Tl). 
where Lo(&), L”(Tt) and L”(Hkt) are, respectively, the sets of labels of the paths 
going infinitely often through Sk, Tt and Hkt in the automata d, L?a and %?. 
Proof. Each infinite path c of the automaton 9? going infinitely often through Hkt 
can be decomposed into a sequence of paths (p, q,M) 5 (p’, q’,M’) where the states 
(p, q, M) and (p’, q’, M’) belong to Hkt. By Lemma 6, the paths with the same label 
go infinitely often through Sk in d and through Tt in 9. 
Conversely, if the paths with the same label go infinitely often through Sk in d and 
through Tt in 99, the path c can be decomposed into a sequence of paths (p, q,M) 1: 
(p’, q’,M’) where the paths p 5 p’ of ~4 and q -% q’ of 99 go, respectively, through 
Sk and through Tt. By Lemma 5 we finish the proof. 0 
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These constructions lead to the following results. 
Corollary 1. Each Rabin automaton is equivalent to a chain automaton with the 
same Rabin index. 
Proof. The result is true if the Rabin index m is equal to 1. If m = 2, The automaton 
(QA E,qo, {Rl,Rz}) is equivalent to the chain automaton (Q,A, E, qo, {RI + R2,R2}). 
We finish the proof by induction on m. 0 
Corollary 2. For any recognizable w-languages X and Y, we have 
ind(XY) < 
{ 
ind(X) + ind(Y) - 2 ifm and n even, 
ind(X) + ind( Y) - 1 otherwise, 
ind(X + Y) d 
ind(X) + ind(Y) - 1 if m and n odd, 
ind(X) + ind( Y) otherwise. 
5. Reduction 
If the length of the acceptance condition of a given Rabin automaton is not minimal, 
i.e., equal to the Rabin index of the recognized o-language X, the automaton cannot 
be easily transformed into another Rabin automaton having a minimal acceptance con- 
dition. On the contrary, we have the following theorem for chain automata. 
Theorem 1. Let d = (Q,A, E,qo,W) be a chain automaton recognizing an w-language 
X. There exists another chain 9’ of subsets of Q whose length is the Rabin in- 
dex ind(X) of the o-language X and such that the automaton J& = (Q,A,E,qo,W’) 
also recognizes the o-language X. 
We first need a lemma which characterizes the Rabin index. The following lemma 
gives a lower bound of the Rabin index in mean of the length of alternating chains of 
essential subsets in a Muller automaton. 
Lemma 8. Let ~4 = (Q,A, E, qo, r) be Muller automaton. Zf there exists a chain 
R,c... c R, of essential sets such that RI E 9 and the Ri alternately belongs and 
does not belong to the table r (i.e., Ri E y + Rt+l 6 y), then the Rabin index of 
the o-language recognized by the automaton & is at least m. 
The result can be found in [12, Corollary 7, p. 1571. We warn the reader that in 
Wagner’s terminology, the Rabin index is the number of accepting pairs as we count 
twice each pair. 
Another proof of this result can be also found in [l] or in [3]. 
0. Carton/ Theoretical Computer Science 161 (1996) 191-203 201 
Given W a chain RI > RI 3.. . 2 R, of a set Q, we note RO = Q and we define the 
sequence 9(S) of the differences by 
Do=Ro-RI, 
D, =R, - R2, 
D2=R2-R3, 
D,_l = R,_l - R,, 
D, =R,. 
Given a sequence 9 of disjoint sets, we can find back the chain 9. So we do not 
distinguish subsequently between the chain 9 and the sequence 9. We define the 
weight of a chain 9 by 
wgt(W) = m + card(Dt ) + 2 card(D2) + 3 card(D3) + . . . + m card(D,) . 
Let d = (Q, A, E, qo, 52) be a chain automaton recognizing an o-language X. For a 
subset R of Q, we define the integer Iac(W, R) and the set Eac(W,R) by 
Iac(9, R) = max{k 1 R CY Rk # 0} 
=nMX{k 1 RnDk # 8}, 
Eac(B,R) = R n RI~~(s,R). 
When this is unambiguous, we omit the reference to the chain 9. For a state q, we 
write Iac(q) instead of Iac({q}). For an essential subset R, the integer Iac(R) determines 
if this subset is accepting or not. Indeed, an infinite path c with origin qo such that 
Inr(c) = R is successful if and only if the integer Iac(R) is odd since, by definition, 
the set of successful paths is defined by the chain of differences 
1~4 = IRi1 - IR21+ I& - . ..f l&l. 
In fact, the chain automaton & = (Q, A, E, qo, W) is equivalent to the Muller automaton 
B = (Q,A, E, qo, F) where the table T is defined by 
5 = {R c Q ( Iac(R) is odd}. 
We describe now several transformations which decrease the weight of the chain W 
without changing the o-language recognized. Two chain B and W’ are said equivalent 
if for every essential subset R of the automaton, we have Iac(W, R) = Iac(#,R) 
(mod 2). 
Transformation 1. We suppose that R, = 8. The chain 9’ = (Ro, . . . , R,,_l) satisfies 
wgt(W’) = wgt(B) - 1 
The chains W and W’ are obviously equivalent, 
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Transformation 2. We suppose that there exists a state q E Dk with k 2 1 such that 
there is no essential subset R satisfying q E Eat(R). The chain 9’ defined by 0; = 
Do -I- {q}, D: = Dk - (4) and 0: = Di for each i not different from 0 and k satisfy 
wgt(9’) = wgt(W) - k 
Furthermore, every essential set satisfies Iac(W’,R) = Iac(W,R) and the chains W 
and ~4%‘~ are equivalent. 
Transformation 3. We suppose that there exists a state q E Dk with k 2 2 such that 
for every essential subset R, we have 
q E Eat(R) + R f? Dk--l = 8. 
If the essential set R satisfies Eat(R) = {q}, we have Iac(W’,R) = Iac(g,R) - 2. 
Otherwise, we have Iac(W’, R) = Iac(W, R). The chains W and 9’ are then equivalent. 
Let & = @,A,!$ qo, %?) be a chain automaton such that no transformation can be 
applied to the chain 9% Such a chain can be obtained by applying the transformations 
l-3 until it stops. this process must stop since the weight is an integer and decreases 
a each step. We show that such a chain satisfies that its length is equal to the Rabin 
index of the o-language recognized by the automaton. 
Since the Rabin index of the o-language is smaller than the length of the chain, we 
just have to prove that it is greater than the length of the chain. Since no transformation 
applies, the set R, is not empty and for each state q E Dk there exists an essential 
subset R such that q E Eat(R). If moreover k 2 2, there is an essential subset R satisfy- 
ing q E Eat(R) and R rl Dk-1 # 8. We show that we can find a chain Tl C . . . C T, of 
essential subsets atisfying the hypothesis of Lemma 8. We choose one state q,,, E R, 
and an essential subset S,,, such that q,,, E Eac(S,) and S,,,flD,_l # 0. Then we choose 
one state qm_, E S,,, fl D,_I and an essential subset S,_i such that q,,,_l E Eac(S,-i ) 
and S,,_ I II D,,,-2 # 0. We repeat he process and find essential subsets Si, . . . , S,,, such 
that Iac(Si) = i for 1 <i <m and Si n &+I # 0 for 1 <i <m - 1. This last property 
implies that the set Ti = Sl+. . . +Si is also an essential subset. Furthermore, we have 
Iac(Ti) = i for 1 d i <m. By Lemma 8, we finish the proof. 
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