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1 - INTRODUCÃO 
O es~udo em simulação numérica de ondas propagando em 
meios acús~icos não limi~ados ~em sido largamen~e desenvolvido 
devido a sua relevância em problemas de in~eresse geo~isico. 
Es~e ~enómeno ~isico é modelado ma~ema~icamen~e por uma 
equação di~erencial parcial. 
Na busca de soluções para es~a equação é preciso 
introduzir ~ron~eiras ar~i~iciais por causa da capacidade 
~inita do compu~ador. Com a in~rodução destas bordas ao modelo 
são necessárias condições de ~ronteira para garantir uma 
solução úni~a. A utilização de condições do tipo Dirichlet ou 
Neumann geram re~lexões na ~ronteira. ~azendo com que as 
soluções geradas não sejam compatíveis com o ~enómeno ~isico 
simulado. 
Existem distin~as ~ermas de tra~ar o problema de 
reduzir es~as re~lexões. James Sochack et al [lQ] sugerem a 
adição de um choque absorvente na equação de ondas na na 
região vizinha ao modelo. de modo que condições do tipo 
Dirichlet ou Neumann podem ser usadas. 
Mo~ivados por esta suges~ão e vislumbrando uma 
possivel solução do problema acrescen~ando posteriormente na 
equação o termo de amor~ecimento. partimos para o estudo 
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numórico da equaç~o de ondas res~ri~a a um dominio re~angular 
e com condições de fron~eira do ~ipo Dirichle~. 
Na inves~igaç~o de ~écnicas numéricas usadas nas 
aproximações das soluções da equações diferenciais parciais 
encon~r amos os mé~odos var i acionais dos Resi duos Pender a dos, 
aplicáveis a uma a~ensa classe da equações. 
Nes~a ~écnica o problema é pos~o em uma forma 
variacional equivalen~e e a solução aproximada é assumida como 
uma combinaç~o de funções ~es~es. Assim. o problema 
substituido por uma saquência da problemas de dimensão finita 
de resoluç~o automá~ica. gerando funções que supostamente 
convergem para a equação original. 
Na lit.erat.ura especializada possi vel encontrar 
resultados que fornecem cri~érios para a avaliação das 
soluções aproximadas obtidas por distintos métodos 
var i acionais. entra os quais podemos destacar o método de 
Galerkin. o método de Rayleigh-Ri~z. o método dos Quadrados 
Minimos a o método da Colocação. 
A meta inicial que ado~amos foi estudar com mais 
cuidado o método de Galerkin juntament-e com a ~écnica dos 
Elementos Finitos, que usa polinômios por partes como escolha 
das funçees testes. 
Apesar da eficiência comprovada deste método, o 
objetivo des~e es~udo é auxiliar na compreensão da técnica que 
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combina o mét.odo de Galerkin com Direçeses Alt.ernadas [081, 
escolhida para o t.rat.ament.o numérico do problema. 
Est.a escolha é devi da principal ment.e aos r esul t.ados 
obt.i dos por est.e mét.odo em [ 1 Ol, na resolução do problema 
usando element.os lineares na base dos Element.os Finit.os. 
Segundo Fernandes [10], o mét.odo de Galerkin apresenta 
di~iculdades quant.o ao espaço de memória disponivel, t.ant.o a 
ni vel de mi cro-comput.ador es pessoais t.i po IBM-PC quant.o no 
computador VAX/VMS versão 4.5 da UNICAMP; os métodos da 
Colocação Nat.ural com B-Splines e Colocação Ort.ogonal nos nós 
gaussianos da partição apresentaram problemas de instabilidade 
numérica. 
Ist.o post.o, part.imos para a implement-ação 
computacional do mét.odo de Gal e r k in com Di r eçê:Ses Al t.er nadas 
usando polinômios de Hermit.e Cúbico na base do Element.o 
Finito, no int.uit.o de obt.ermos melhores aproximações. 
Em seguida, modificamos adequadamente esta 
implementação de maneira a incluir o t.ermo de amort.eciment.o na 
equação, conforme os objet.ivos iniciais. 
Most.ramos também os t.est.es realizados e os result.ados 
obtidos, assim como as conclusões e sugest.ões a t-rabalhos 
fut.uros. 
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2 MÉTODO DE GALERKIN 
2.1 INTRODUCÃO 
Nes~e capi~ulo deduziremos a equação de propagação de 
ondas. para o problema das vibrações de uma membrana 
hor i zont.al di s~endi da. e mos~raremos as idéias t'undamen~ai s 
sobre como obt.ar aproximações para a solução des~a equação. 
usando o mé~odo de Galerkin. O obje~ivo do es~udo dest.e mét.odo 
é ajudar na compreensão do ~ra~ament.o numérico aqui usado -
que é uma combinação do mé~odo da Galerkin com o da Direções 
Al t.er nadas. 
Na seção 2.3 encont.ra-se a t'ormulação a part.ir da qual 
se const.roi uma solução discra~a bem como os espaços vet.oriais 
necessários à corret.a det'inição do problema. As demonst.raçe5es 
das proposições cont.idas nes~a seção es~ão desenvolvi das 
em [ 1 4) . Em segui da, apr esen~ar emos os mé~odos de Gal ar k in 
cont.inuo e discret.o no ~empo. sugeridos em [09). e os espaços 
de aproximação normalment.e ut.ilizados. Para o mét.odo de 
Galerkin discret.o no t.empo será t'eit.a uma est.imat.iva de erro. 
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2.2 EQUACÃO DE PROPAGACÃO DE ONDAS 
Considera uma membrana horizon~al dis~endida em ~odas 
as direções por meio de uma ~ens~o T Cpor unidade de 
comprimen~o). Vamos supor que os pon~os des~a membrana podam 
~ar somen~e deslocamen~os ~ransvarsais Cver~icais) e que. além 
da ~ens~o T, n~o haja nenhuma ou~ra força horizon~al a~uando 
sobre a membrana. Suponha ~ambém que a membrana n~o of'ereça 
resis~ência ao deslocamen~o de modo que o ve~or de ~ens~o T é 
f'unção de x e y. 
Seja uCx.y.~) o deslocamen~o da membrana e C a 
projeção da car~a par~e da membrana no plano Cx,y) com 
fron~eira S. Para a dedução da equação das oscilações da 
membrana, aplique o ~eorema do i ncremen~o da quan~i dada de 
moviman~o a variação da quan~idada de moviman~o é igual ao 
impulso das componen~es var~icais das forças de ~ensão e das 
forças e~ernas, FCx,y.~). Des~a f'orma, ob~emos a equação das 
oscilações da membrana na forma in~egral [22] 
I [ ôuCu, y, ~ ) ~ 2 ôuC u , y • ~ ) ] -.r ) d d ~ i ~x,y x y :::: 
s 
= dsd~ + J~2J F dxdydt 
~ s 
i 
onde p<x, y) é a dansi dada superf'icial da membra na e 
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(2.1) 
T~ a 
an 
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componen~e ver~ical da ~ensão. 
Para passar para a equação di~erencial da membrana, é 
preciso supor que a ~unção uCx,y.~) possua derivadas segundas 
con~inuas. Usando o ~eorma da Divergência [12), a in~egral de 
con~orno que aparece em C2.1) se ~rans~orma em uma in~egral de 
super~icie, ou seja. 
ds = J 'il. C 1Vu) dxdy. 
s 
Consequen~emen~e. a equação das oscilações da membrana se 
reduz a seguin~e ~orma : 
- 'il. C 1Vu) - F ] dxdyd~ = o (2. 2) 
Aplicando o ~eorema do valor médio e tendo em conta a 
arbi~rariedade nas escolhas de S e do segmento de tampo 
Ct ,t), podemos concluir que a expressão entre chaves em 
j. 2 
(2. 2) é identicamente nula. Assim, chegamos a equação 
de propagação de ondas : 
p = 'il. C1Vu) F 
onde p(x,y) á a densidade de super~icie da membrana e FCx.y,t) 
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a densidade das :forças ext.ernas. No nosso t-rabalho, 
est-udaremos os casos onde a equação de propagação de ondas 
poda ser ascrit.a na :forma : 
= 'il. C c "lu) :f (2. 3) 
onde cCx, y) = TCx,y)/p, com densidade superficial p 
const.ant.e, a :fCx,y,t,) é a densidade de :força. 
A função u = uCx,y.t.) deve sat-isfazer cert.as condiç~es 
no con~orno. Port.ant.o. t-omaremos a condição de Dirichlet. nula. 
u = O no cont.orno para qual quer t,, o que si gni :fica que as 
bordas da membrana est.ão :fixas. Finalment-e, o movimen~o da 
membrana será de~erminado pelas condições iniciais. que 
indicam o daslocamant.o inicial da membrana a a velocidade 
inicial 
{ 
uCx,y,O) = 
8uCx,y,0) = 
~ 
u Cx,y) 
o 
u c x. y) 
t 
2.3 FORMULACÃO FRACA 
A equação da propagação de ondas :foi obt.ida a par~ir 
de uma equação int-egral, dada pela expressão C2.1). O fenômeno 
:fi si co as~á mat.emat.i cament.e ·represent.ado por est.a equação e. 
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port.ant.o. seria possive1 t.ent.ar resolvê-la diret.ament.e para 
obt.er a sol uç~o u. Ent.ret.ant.o cost.uma-se supor que u t.enha 
mais regularidade para que seja possi ve1 const-ruir a 
~ormulaç~o cl~ssica da equaç~o di~erencia1 equivalent-e C2.3). 
Soluçe!íes com t.a1 regularidade, e que sat.is~açam a equação 
pont.ualment.e, requerem hip6t.eses adicionais e art.i~iciais 
sobre os dados do prob1 ema. Tais sol uçe!íes são denominadas 
clássicas e ~oram est-udadas por D'Alembert. [11). Porém exist.em 
sit.uações ~isicas relevant-es em que t.ais condições de 
regularidade são violadas. Para cont.orná-las. re~o•mula-se o 
problema de modo a admit.ir condiçe!íes ~racas sobre a solução e 
suas derivadas. Tal ~ormulação é chamada Fraca ou Variacional 
e ~oi, provavelment-e. mot.ivada pela ~arma int.egral da equação. 
' E precisament.e est.a ~ormulação que é usada para const-ruir as 
aproximações da solução usando o mét.odo de Galerkin. 
Para t-ornar mais clara a noção de solução ~raca da 
equação di ~erenci al hiperbólica de segunda ordem são 
necessárias algumas consideraçe!íes sobre Dist.ribuições 
Vet-oriais e a de~inição de espaços de Sobolev. 
2.3.1 DISTRIBUICÕES 
Ant.es de int-roduzir o conceit-o de Dist.ribuição, 
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define-se a noç~o de converg~ncia para sucess~es de funç~es em 
Coo( '"'' • ·~ que é o espaço ve~orial 
o 
das funç~es infinitamente 
deriváveis em O, com suporte compac~o contido em O, um aberto 
do IR2 • 
NOÇAO DE 
A 
CONVERGENCIA 
Diz -se que uma sucess~o { u } de funções de C00CO) 
o ,.... 
converge para zero, quando as seguintes condições foram 
satisfeitas 
todas as funções u possuem seus suportes contidos em um 
,.... 
compacto fixo de O; 
a sucessão { u > converge uniformemen~e para zero em O, 
,.... 
juntamen~e com todas as suas derivadas. 
Uma sucess~o { u > de funções de C00Cm converge para 
n O 
uma função u de C00C m . 
o 
quando a sucessão { 
para zero no sen~ido acima definido. 
ESPAÇOS DE DISTRIBUIÇÕES 
o espaço vetorial com 
convergência, denorni na -se o espaço das 
representado por IDCO). 
u - u } 
,.... 
converge 
esta noção de 
funções t-est-es, 
Uma Dist-ribuição T sobre O é um funci anal 1 i near e 
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continuo no sentido da convergência definida em ~CC.O. O espaço 
das Distribuições sobre O. * ~CO), é o dual de ~(O). Como 
exemplo, seja O um aberto do ~2 e u ~ espaço vetorial 
das funções localmente integráveis em O. A forma linear T 
u 
definida em IDCC.O por : 
T C f> ) 
u 
= J
0 
ucx.y)~x.y) dxdy 
é uma Distribuiç~o sobre O. * Neste espaço vetorial D CO), uma 
sucessão { T } de Distribuições sobre O converge par a uma 
n 
Distribuição T sobre O. quando para toda função f> E [D(O), a 
sucessão numérica T C f> ) converge para o número real TC tp ) . 
Seja T uma Distribuição sobre um aberto O do ~2 . 
Denomina-se derivada primeira deTem relação a x .• i=1,2, ao 
funcional representado por 
segui nt.e modo : 
õf c f' ) 
tfX 
'1. 
~ 
e definido am [D(O) do 
= - T C ôtp ) 
ii)C 
~ 
para toda tp E IDCC.O. Pode-se mostrar que toda Distribuição é 
der i vával a sua derivada é uma nova Distribuição. Seja 
k=Ckl,k2) um valor de números inteiros não negativos e 
lk l=k1+k2. Define-se a derivada de ordem de uma 
Di st.ri bui ção T sobre um abert.o O, como sendo o funcional 
DkT definido em ~CO) por : 
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TC f' ) = " ) 
---- ----
bxki.bxk2 
i 2 
para loda f' em IDC O). 
2.3.2 - ESPACOS DE SOBOLEV 
Seja O um abert.o do IR2 e LPcm o espaço das f'unçé5es 
mensuráveis f', def'inidas em O com valores reais t.ais que 
I I f' I P dxdy < +oo 
o 
Se f E LPcm. def'ine-se a norma de f em LPcm da seguinte 
forma 
11 f 11 = 
LP 
c Jo 1 r IP dxdy )t./p 
Os espaços LPcm, 1 ~ p < +oo , são de Banach e quando p=2, 
2 L CCD é um espaço de Hilbert. com o seguint.e produt.o int.erno 
< f • g > = 
ESPAÇOS DE SOBOLEV DE ORDEM UM 
2 f,g e LCCD 
Denomina-se o espaço de Sobolev de ordem um, e 
pág.11 
CAP.2 
t 2 
represent..a-se por H em. ao espaço das !'unções v e L em t..ais 
que t..odas derivadas primei r as ltv/lJx .• 
~ 
i =1 • 2. pert..encem a 
As derivadas devem ser ent..endidas no sent..ido das 
Dist..ribuições. 1 Def'ine-se o seguint..e produt..o int..erno em H em : 
<u,v> = 
H1 JC'l u.v dxdy + JC'l 'O'u.'O'v dxdy, 
para t..odo par U,V E O espaço vet..or i al com esse 
produt..o int..erno é um espaço de Hilbert.. 1 Um subespaço de H C O) , 
que será necessário às condições de cont..orno, 
2 M/ôx eL em. i=1,2. e que se anulam na front..eira }. 
\. 
most..rar que H 1 Cn:> é um espaço de Hilbert.. O espaço 
o 
Pode-se 
vet..orial 
das formas lineares cont..inuas sobre H 1 C m denomina -se o o • 
dual e escreve-se 
Hilbert.. 
-t H . 
• 
ESPAÇOS DE SOBOLEV DE ORDEM r 
est..e t..ambém um espaço de 
O espaço da Sobolev de ordem r sobre 0, Hrcm. é o 
espaço de t..odas as funções cujas derivadas, no sant..ido de 
dist..ribuições, da ordem menor ou iqual a r pert..encam a L 2 Cffi. 
Defina-se a norma de u em Hrcm da seguint..a forma : 
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= 
:S r 
Da~ina-sa o espaço da Sobolev HrCO) como sendo o ~acho 
o 
da c:cr.o com respait.o a norma 11 u llr· Poda-se most.rar que 
ast.a norma am HrCO) á equivalant.a a norma 
11 u llr,o = 
= r 
2.3.3 - DISTRIBUICÕES COM VALORES VETORIAIS 
Consí der e 1 :S p < +oo e um espaço de Hí 1 ber t. real .AI.. 
Represent.a-se com LPCO,T;~. O < T < +oo, o espaço das funções 
vet.oriais v: CO. D ---+ ...M. mensuráveis. li mi t.adas e 
e 
-
v< e} 
t.ais que 
li v li co.n ---+ IR 
t 
---+ 11 v< L> li .A\ 
pert.ence a LPCf.D. De~ine-se em LPCO.T;ÃD a norma : 
p ~./p 
[ 
T ] Io 11 vCs) II.A! ds 
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Caso p (X) : +oo, a norma em L CO,T;ÃD é dada por 
flvlloo: 
L (O,T; ÂD 
sup ess li vCs) II.At 
O<e<T 
e pode-se provar que LPCO,T;ÃD. 1~ p ~ +oo, é um espaço de 
Banach. 
Ao espaço das aplicações 1 i neares de IDC O. D em .H., 
cont-1 nua no sent-ido da convergência em IDCO, D. LCIDCO. D; .At). 
dá-se o nome de Espaço das Dist-ribuições Vet-oriais sobre 
co.n. Como exemplo seja V E L PC O T· .At) • 
• • • 
uma Dist-ribuição 
Vet-orial em IDCO,D em .At pode ser derinida da seguint-e forma : 
T 
Y v C f> ) = J vC s) f>( s) ds , f> e IDCO, D 
o 
Dada qual quer Di st.r i bui ção Vet-orial Y, der i na-se sua 
derivada de ordem k p::::>r : 
c f> ) = c -1 )k YC 
para t-oda p e IDCO,D. 
2.3.4 - SOLUCÃO FRACA PARA A EQUACÃO DA ONDA 
Considere o problema de det-erminar uma r unção 
O abert-o do IR 2 , que 
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sa~isfaça as seguin~es condições 
iJ2u '\1. C c '\lu) = f em o X co. D 
~2 
uCx,y.~) = o em iJO X co.n (2. 4) 
uCx.y,O) = u Cx.y) em o o 
iJu/~( x. y. 0) = u c x. y) em o ~ 
onde O < c :S cCx,y) :S c 
Tn<1X 
< +oo e ~ambém são conhecidas as 
funções f, u a u .O obja~ivo agora é in~roduzir o concei~o de 
o i 
Solução Fraca da equação diferencial. Mul~iplicando-sa a 
equação C2. 4) por e i n~agrando-se com raspei ~o a 
variável espacial em O : 
v '\1. C c '\lu) v dxdy = J 
o 
f v dxdy dxdy 
- J 
o 
Como 'V. Cc'\/u)v = 'V. C vc'Vu) c'\/u.'\/v, pelo ~aorema da 
Divergência [12) ~amos que : 
'V. Cc'Vu)v dxdy = J 
{10 
c iJu .v 
ar;-
ds c'Vu.'\/v dxdy J 
o 
A primei r a i n~egral do lado dirai~o é nula pois V E 
Logo. a equaç~o ~orna-se : 
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I v dxdy + c 9u.9v dxdy = f' v dxdy 
o 
Observe que es~a equaç~o pode ser reescri~a como. 
I 8 u v dxdy ~ + 9u.9v dxdy = v dxdy C2. 5) 
o 
Defina agora 
aC u. v) = J 
0 
c 'lu. 'lv dxdy 
e. <f. g> = um produ~o in~erno em L2 CCD. 
Logo. a equação C2.5) se escreve sob a forma 
8 < 8 uC ~).v> + aCuCt).v) = <f"Ct). v> 
~ 8t, 
1::1 v E H 1 C(D 
o 
tE <O.TJ 
Portanto. podemos entender por Solução Fraca do 
problema hi per ból i co. uma função u: CO. T) 
tal que : 
d < d uC t). v> 
dt dt, 
+ aC uC t). v) = <:fC'l).v), 
-
sendo a igualdade entendida no sentido das Distribuiç~es sobre 
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T 
v v E H t c m e v ec t) E [)C o. D • 
o 
T T 
CAP.2 
J ~<~uCt),v>eCt)dt dt dt + J aCuCO,v)9C0dL = J <f'CD ,v>OCOdL 
o o o 
Nesta notação, de~ine-se o problema em sua Formulação 
Fraca como : 
Dados ~ 2 2 1 2 E L c o. T; L c m) . u E H c m • u E L c m , achar 
o o i 
u CO, D -----+ H1 CCD satis~azendo as seguintes condições : 
o 
c 1 ) 
c 2 ) 
c 3 ) 
c 4 ) 
c 5 ) 
c 6 ) 
d/dt <u'Ct),v> + aCuCt) v) = <~Ct),v>, 
~ 
no sentido de ID CO,D 
uC 0) = u C x, y) 
o 
u'CO) = u Cx,y) 
t 
com u'Ct) = d uCt) 
dt 
u' 'Ct) = d 2 uCt) 
dt 2 
Podemos demonstrar que este problema possui solução 
única. O método da demonstração, que está apresentada na 
referência (14), consiste em apro~mar a solução que se deseja 
encontrar por soluções de pr obl emas análogos, porém de 
dimensão ~inita. Para tal, usa-se o ~at-o de H1 CCD ser um 
o 
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espaço de Hilber~ separável. A di~iculdade reside em se provar 
que es~a sucesslll:o de soluções ob~i das em di mansão ~i ni ~a, 
converge para a solução do problema colocado na sua ~ormulação 
~raca. A exis~ência da solução aproximada resul~a do ~a~o oe 
que ela es~á de~inida por um sis~ema linear de equações 
di~eranciais ordinárias com valores iniciais, nas condições do 
~aorema de exis~ência de Cauchy ( 20]. Para se demons~rar a 
unicidade, procede-se da maneira usual. 
2.4 - MÉTODO DE GALERKIN CONTÍNUO NO TEMPO 
Es~e mé~odo permi ~e aproximar soluções de equações 
di~erenciais parciais, pos~as em sua ~arma Variacional ou 
Fraca. Ele consis~e em de~inir ~ormulações discret.as, sobra 
subespaços de dimensão ~ini~a. que geram sequências de ~unções 
que supos~amen~e convergem à solução da equação di~erencial. O 
mét.odo de Galerkin sará aplicado para a equação hiperbólica 
C2.4) cuja ~ormulação ~raca pode ser resumida por 
< 
(2. 6) 
d 2 u 
------,v> + < c~u.~v > = < ~.v>. 
dt.2 
uC 0) = u C x, y) 
o 
u'CO) = u Cx,y) 
S. 
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A axi s;t,IJnci a. doso &ubespaços da a.proxi ma.ç~o .Ath c .At vem 
do fat.o d "" H'cm bl e .m., 
0 
no nosso pro ema, ser um espaço de 
00 Hilbert, separ.ãvel, ou seja, admit-e uma. base <W )_ enumerável. 
\. \. "'' 
Seja .Ath gerado pelos N primeiros vet.ores de .At, 
<W , W , ••• , W ) • O mét..odo de Galerkin cont..inuo no t..empo 
t 2 N 
consist..e em encont..rar uma funç~o UC t,): C O. TJ - .Ath, duas 
vezes diferenciável em relação a t., sat..isfazendo : 
< 
d 2 U 
------,V> + < cVU,VV > = < f,V >, 
dt.2 
(2. 7) UCO) U Cx,y), lim u = = u om Om o 
m ... 00 
U'CO) = u Cx,y), lim u = u 1m 1m 1 
m ..... 00 
Escrevendo UCt.) em função da base de .Ath, 
N 
UCt.) = 
i =t 
e subst.it.uindo est.a expressão em C2.7) com V = W. 
\. 
v v E .At h 
o :$ t. < T 
em H 1 Cffi 
o 
em L 2 C m 
i =1 , ... , N, 
obt-ém-se o seguint-e sist.ema de equações diferenciais 
ordl.ná.rias, 
A + B {1Ct.) = gCt..) C2. 8) 
pá.g. 1 g 
CAP.2 
onde. A e B s~o matrizes definidas por 
{ A = a ) i. I j NXN B ~ b ) 
i. , j NXN 
a = < w • w. > 
L 1 j i. J 
b = < c'\lW • '\lW > i. I j i. J 
e. gCt) e {Kt) vetores da forma 
{ gCt) = f . Ct) ) L NXt (Kt) = [ ~. Ct) ] 
L NXt 
f c t) = < f. w > 
i L 
Pode-se mostrar que o sistema acima possui solução única para 
cada escolha de UCO) e u•co) [201. A questão da convergência 
das funções UCt). quando N -+ oo. é tratada em vários livros 
especializados, [ OQ) e [ 21 J • Também é impor tant..e estabelecer 
estimativas para o erro jjU-ujj em normas convenientes; em 
[OQJ pode-se encontrar um estudo a respeito. 
2.5 - MÉTODO DE GALERKIN DISCRETO NO TEMPO 
A idéia do método é obter soluções aproximadas para o 
conjunto de equações diferencias ordinárl.as c 2. 8). 
A 
discretizando a variávEill t... SEilja t = M.t.t, onde .t.t = T/M, e 
M 
~Cx.y)=UCx,y.t ) a solução discreta da equação (2.7) no n1vel 
M 
de tempo t . Escrevendo ~Cx.y) em função da base de .AI. • 
w h 
t.em-se : 
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N 
tt'cx.y) = 
i.=:l 
Como aproximaç~o para a derivada segunda em relaç~o a 
t. usa-se, por exemplo, 
seguinte forma : 
= 
diferenças finitas centrais 
UM+1 - 2UM + UM-1 
c ll.t) 2 
da 
Pode-se agora estabelecer o método de Galerkin discreto no 
tempo : 
Achar tal que, V V e ~ • 
h 
C2. Q) 
onde, 
fN = fCx,t ) 
N 
fMK = KCfN+ 1 + fN- 1 ) + C1-2K)fN 
Em [QQJ, temos que para K ~ 1/4 este método é estável 
independentemente de ll.t e ~h. Substituindo em C2.G) 
expressões para ~- 1 • ~ e ~· 1 em :função da base de ~h. 
as 
com 
V=W, i=1 •...• N. obtém-se um sistema de equações lineares, em 
\. 
cada passo de tempo. 
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Para que esse mé~odo seja compe~i~ivo com o mé~odo de 
difer.enças fini~as, é preciso que ele apresen~e menos 
dificuldades na ob~enç~o das soluções dos sis~emas. A 
cons~ruç~o dos espaços ~h usando polinómios por par~as garan~e 
o sucesso do mé~odo pois fornece sis~emas esparsos de 
equações, cujas sol uçõas s~o f aci 1 man~e ob~i das por t-écnicas 
próprias. De fa~o. uma escolha apropriada das funções da base 
da .Ath, produz em C2. 9) sis~emas que possuem es~ru~uras de 
banda. Quando o espaço da aproximação ~h é gerado por funções 
que são poli nómi os por par~es, o mét-odo de Galerkin é 
denominado de mét-odo do Elemen~o Fini~o. Ou~ros mé~odos 
discret-os no t-ampo podam ser vist-os na referência [09) a, no 
próximo capit-ulo, descreveremos o mét-odo que combina direções 
alt-ernadas com o processo de Galerkin. 
Vamos apresent-ar agora os espaços conhecidos por 
Splines ou polinômios de Harmi~e por par~as que ~êm s~do 
amplament-e ut-ilizados pois possuem propriedades de 
aproximações e possibili~am a const-rução da bases locais. Seja 
n a=x <x < ... <x <x =b uma par~ição regular do in~ervalo 
J. 2 N N+1 
I=[a,bJ, com h=Cb-a)/N e I =[x .• x J, 
J J J+1 
j =1 •... , N. Considere 
P CE) o conjunt-o dos polinómios em E da grau no maximo s . 
.. 
Daf in~ mos o espaço 1 i naar • ~C D) • dos poli nómi os por par -Las 
como : 
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j =1 •... , N } 
onda O :S k < s, denota a rastriç~o da v ao intervalo I a 
J J 
o conjunto das f' unções com dar i v a da até ClcCI) representa a 
ordem k continuas em I. Como exemplo, considere o espaço dos 
polinômios da Hermita por partas def'inido em n. H<m>Cn), como 
sendo o seguinte conjunto de polinômios por partes : 
vj 1 e P CI ) 2m-:l J j ; j =1 •...• N } 
Em particular. para m=2 temos o espaço que f'oi u~ilizado nos 
nossos experiment..os computacionais, denominado espaço de 
Hermi ~e Cúbico. <2> 1 Um element..o de H Cn) é uma f'unção p e C CI) 
def'i ni da em cada subintervalo [ x .• x. J de n por um poli nómi o 
J J+:l 
de grau 3 tal que 
dk 
dx k 
dk 
dx lc 
onde k=0.1 e 
pCx) = d~k> 
J J J 
p(x ) = d<k> 
J J+:l J+:l 
d<k> 
J 
são parâmetros i nterpol antes. 
ver i f' i c ar que existe em cada subi nter valo (X .• X ] 
J J+:l 
fácil 
um único 
polinômio interpolante nestas condições [09). Denotaremos por 
H<m> C n) 
0 
o espaço 
H<m>C n) (') { v / v se anula na f'ron~ei r a ) . 
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Para est.abel ecer o resul t.ado básico que f"ornece a 
est.i~t.ivas para o erro do esquema C2.9), discret-o no espaço e 
no t-empo, t-orna-se necessário apresent-ar o seguint-e result-ado 
da t-eoria de aproximações por Splines ( 09]: seja ...... 
h 
um 
subespaço de dimensão f"init.a de Hkcm. Diz-se que ...... é de 
h 
classe s k,r em se para qualquer u E Hjcm. exi st.i r u E .AI. h e 
uma const.ant.e c, 1 ndependent.e de h e u, t.al que 
li u - u 11, $ ·t c hJ- li u li J c 2. 1 0) 
com O $ l $ k e l $ j $ r. Assim, como exemplo, se .Ath é de 
classe s c m • t.em-se 
t,r 
l = o li u - u 11 J 
l = 1 li u - u llf. $ c hrt li u li • J 
ou seja, as aproximaçê5es são da ordem de hr, OChr), para 
funçê5es U E Analogament-e, 
soem se (2.10) acont-ece 
k , r 
para u E Port.ant.o, 
es~as propriedades dos espaços de aproximação .111. se relacionam 
h 
com o est-udo da ordem de precisão do mét-odo de Galerkin. 
Os espaços possuem a pr opr i edade de que para 
qualquer exis~e u E e uma 
cons~ant.e c, independent-e de h e u, ~al que 
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. l . 
c h J- I I D'u I I 
L2 
c 2. 11) 
para lodo O :S l :S m e l :S j :S 2m. Port.ant.o. para cada m. 
é uma f amil i a de espaços de classe s o (!). 
m,2m 
Para os 
espaço de Hermit.a Cúbico Cm=2) t.amos 
l = o c hj li u li 2 
L 
ou seja. as aproximaçe5es são da ordem de h 4 • CX:h4 ). para 
funções u 
l = 1 I I rx u - ~) I I 2 :s 
L 
c hj-1 li Du li 
2 L 
ist.o é, a aproximação da derivada é da ordem de h 3 • CX:h 3 ), 
para !unções No t.eorema apresentado abaixo 
encont.ram-se as est.imat.ivas para o erro do esquema discret.o no 
t..empo, C2. 8). 
onde W 
TEOREMA 
00 r 2 r Suponha que u e L CO. T;H (O)), ôu/ôt. e L CO. T;H (O)). 
li CU-W)t/2 li 2= OC hr + C.t.l)z ) 
L 
(2.12) 
[O. TJ --+ .Ath é t.al que <c( 'VC W-u). W> +< W-u. V> = O, 
pág.25 
CAP.2 
" V V e ~h. En~~o 3 uma cons~an~e c ~al que, para OS M $ M-1, 
sendo ~h um subespaço de classe 
iJ~ = a 
l 
s em. r ~ 2 
i.,r 
~ + tfH1 
2 
C2. 13) 
e 
As aproximações iniciais U0 e U1 devem ser escolhidas 
de ~al forma que (2.12) é sa~isfai~a. Em [QQ], encon~ram-se, 
além des~e ~eor ema. algumas ~écni c as para a escolha desses 
valores. 
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3 GALERKIN COM DIRECÕES ALTERNADAS 
3.1 INTRODUCÃO 
Nes~e capi~ulo veremos como o mé~odo de Direções 
Al~ernadas poda ser aplicado na f'ormulaç~o da Galarkin, para 
ob~enção da soluç~o discra~a da equação de propagaç~o de ondas 
em maios acús~icos C2. 4). Os rasul~ados aprasan~ados aqui 
foram desenvolvidos por Douglas e Dupon~ em [06) e, se limi~am 
ao..s domi ni o..s r et.angul ares do {R2 • 
A i doi o;. ut.i li :zõõtdõõt per Douglõõt::. o Dupont. f" oi mocli f" i cõõtr 
a aquaç~o C 2. 4) • i n~r oduzi ndo dois ~ar mos, de modo que o 
problema, colocado na sua Formulação Fraca, possa ser fa~orado 
num produ~o ~ensorial. Fazendo uma escolha apropriada do 
subespaço de aproximação no processo de Galerkin, é possivel 
separar, nes~e produ~o ~ansorial, as variáveis espaciais. 
Consegue-se, por~an~o, como no mé~odo de Direções Al~ernadas, 
reduzi r o problema bi di mensi anal a um conj un~o de problemas 
unidimensionais. 
No próximo capi~ulo apresan~aremos os de~alhes da 
implemen~ação comput.acional dest.e algorit.mo quando usamos 
Hermi~a Cúbico como espaço de aproximação. 
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3.2 PROBLEMA APROXIMADO 
Seja o = [0,1) X [0,1). Considere a seguin~e 
modi~icaç~o da equaç~o C2.4) : 
) + 
(3.1) 
+ ) = "l. C c '\lu) + 
onde À é um parâme~ro de es~abilidade que deve assumir valores 
maiores que C1/4)c 
meu< 
onde c é o valor máximo da ~unção 
mo.x 
cC x. y) [ 06). 
Na cons~ruçã:o das aproxi maçeses da solução de c 3. 1) • 
usando o mé~odo de Galerkin, é necessária. como vimos no 
capit-ulo 2. a sua Formulação Fraca. Para ~al. mul~iplica-se 
est-a equação por e int-egra-se com respei~o a 
variável espacial em O, ou seja. 
v dxdy ) v dxdy 
+ ) v dxdy = 
= Jo 9.Cc9u) v dxdy + (3. 2) 
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Como ~oi ~ei~o em 2.3.4, u~ilizando o ~a~o de 
e v E 
9.Cc9u)v = 9.Cvc9u) - c9u.9v, 
pelo ~eorema da Divergência ~emos que 
I 9.Cc9u) v dxdy = 
n 
-I c9u.9v dxdy 
n 
CAP.3 
Assim, ~ornando na equação acima c = 1 2 2 e u = C iJ u/~ ) • ~emos 
) v dxdy = ) . 9v dxdy 
In~egrando por par~as a ~erceira in~egral de (3.2), uma vez 
em cada direção x e y. ob~emos : 
) v dxdy = dxdy 
Subsliluindo as~es resul~ados em C3.2). ~icamos com a saguin~e 
equação : 
Jo 
ê 2u 
v dxdy À c .t.~) 2 J 9 ( iJ2u )· 9v dxdy + + ~2 ~2 
o 
À 2 c .t.l). I 82 ( iJ2u ) iJ2v dxdy + = âxity ~2 âxiJy n 
= 
- I c9u.9v dxdy + J ~ v dxdy 
o o 
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Colocando a equaç~o acima na no~aç~o do produ~o 
in~erno de~inido na seção 2.3.4, ~amos a Formulação Fraca da 
equação C3.1) : 
Dados ~ , u e u , de~ ar mi nar u co.n 
o t 
sa~isfazendo : 
Cl) < d
2
u 
• v > À c t.~)2 < '\/( d
2
u ) • '\/v > + + 
dt 2 dt 2 
À2 c t.t..). < 
ô2 d 2 u ) . ô
2
v 
+ ~ > = 
âxôy dt.-2 âxôy 
(3. 3) = - < c'\/u,'\/v > + < ~.v>. 
O :$ ~ < T 
por 
~ 
no sen~ido de ID CO,D. 
(2) uCO) = u Cx,y) 
o 
C3) u'CO) = u Cx,y) 
t 
Seja .A\ um subespaço de aproximação de H1 Cm gerado 
h o 
{ w.w •...• w }. 
s 2 N 
O primeiro problema aproximado para 
(3.3) consist-e em encont-rar uma ~unção UCt):[O,TJ 
duas vezes diferenciável em relaç~o a t.., sat-isfazendo 
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< v > + À c ,ât,) 2 < '\/( 
+ À2 c ,ât,). < "2 c d 2 U ) ---- 8 2 V > = 
étxéJy dt.2 étxity 
(3. 4) 
= - < c '\lU • 'i7V > + < f' • v >. v VCt.) 6 ...At h 
o :S t, < T 
UCO) = U Cx,y). lim u = u OY OY o am H.tCO) o 
"' 
... <X) 
U'CO) = u ex. y). lim u = u iN tY i em L 
2 C0) 
N ... <X) 
Escrevendo UCt.) em !'unção da base de ...At , t.emos 
h 
N 
U(t,) = n c t.)W 
l \. 
i.= .t 
e subst.it.uinào est.a expressão am (3.4) com V= W, i=l, ... ,N, 
I. 
obt.ém-se um sist.ema de equações ordinárias. 
O procedi ment.o agora é procurar soluções aproximadas 
para est.e sist.ema, discret.izando a variável t.. Seja t, = M t.t., 
N 
onde t.t. = T/M, e ~Cx,y)=UCx,y.t. ) a solução da equação (3.4) 
Jd 
no nivel de t.empo t, . Escrevendo ~Cx,y) em !unção da base de 
N 
...At , 1icamos com a expressão : 
h 
~Cx,y) = 
N 
i. =.t 
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Como aproximaç~o para a derivada segunda em relaç~o a 
t. usaremos. como na seção 2.5. diferenças finitas centrais. 
Ficamos, portanto, com o seguinte problema aproximado : 
(3. 5) 
< 
+ 
~+s_ 2Uw + Uw-s • V > 
C~t) 2 
iJxôy 
= - < c~~ • ~ > 
+ 
onde, f)d = f( x. y. t ) 
w 
Vamos considerar Jt1.h = .A( 
hx 
® .At 
hy 
onde .At 
hx 
> = 
iJxôy 
V V e .Ath 
e .At 
hy 
são 
subespaços de dimensão finita de HsC [0.1] ). cujas bases são 
o 
{ a(x), i=l •...• N} e { (1Cy), j=l •...• N >.respectivamente. 
\. J 
Então, .Ath é gerado por < ot{1. 
i 2 
OI. (1 • o o o • 
i 3 
Escrevendo ~Cx.y) em função desta base temos 
N N 
~cx.y) = LL 
\.=i j=i 
M 
n .. 
\. J 
ot.Cx)(1_Cy) 
\. J 
C3. 6) 
e substituindo esta expressão em C3.5) com V=ot (1, obtemos 
K L 
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À <_}:c 
\.. j 
= 
< .2 
l,J 
N+S 
Y'l . . 
\. J 
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C N+t 2 w w-s ) n n Y'/ .. - n . + n.. oc.F .• a,, > 
lJ \. J lJ \. J K L 
+ 
2 N N-S , n n• ) 7) . . + Y'l . . ) c oc. , ~ .• oc. , J • 
\. J \. J \. J \. J 
• c oc. (3 • oc (?. ) > + 
K L K L 
M+S 
Y'l . . 
\. J 
2 N Y'l . . lJ 
w-s 
+n. )a~f?·. 
\. J \. J 
• a•(?• > 
K L = 
- < c~ • 'ila (? > 
K L 
+ 
N 
<f .a(3 > K L (3. 7) 
Definimos em L2 C[0,1]) os seguin~es produ~os in~ernos: 
< f • g > = 
X 
< f J g > = 
y 
s 
I f g dx 
o 
s 
I f g dy 
o 
Usando est.a definiçé'5es em (3. 7) e as propriedades do produt.o 
in~erno, pode-se ob~er 
+ 
+ 
.2:< Ot,a > < (? .(?. > \. I< :X L J y z i j 
l,J 
À .2 c < a• ,oc' > < [? (5 > + < \. K X L, J y oc .• oc > < \. I< :X 
~ • J 
a' ,or' > < f',(?' > Z 
\. K X L J y tj = 
= - < c~ , 'ila (? > 
K L 
N 
+<f ,a(?) 
K L 
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f'L'''j > ) z. + y lJ 
(3. 8) 
onde. M+t 2 = TI . i. j l.J 
... 
- 2r, . 
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De~inimos o produ~o ~ansorial en~re duas ma~rizes 
quaisquer A e B como. 
MxN RxS 
a B a B a B 
l tt 12 t.N A e B = (3. Q) a B a B a B Nt N2 NN 
onde A e B ~em MR linhas e NS colunas. Em [021. encon~ramos 
as seguin~es propriedades do produ~o ~ensorial 
{ 
1) 
( 3. 1 0) 
2) 
C A + B) e C C + 0) = A 0 C + A 0 D + B 0 C + B 0 D 
CA e B) CC e 0) = CAC) e CBD) 
1 .. 
c" = f OtCx)OtCx) dx c.Y = I ~. Cy)~ Cy) dy \. J \. J \.j I. J o o 
c 3. 11) 
1 1 
A" = J Ol.Cx)Ol·cx) dx Ay = J ~·cy)~·cy) dy \.j \. j I.J I. J 
o o 
Subs~i~uindo es~as de~iniçê5es em c 3. 8). 'Lemos 
c" 0 cY z + À c A" 0 cY + c" e Ay ) z + 
(.6.~)2 
+ À 2( A 'L) 2 A" e Ay 2 = - < c~ • "VOl ~ > + < ~ .. • OI I<~ L > J< L 
pág.34 
CAP.3 
onde, 2 = [2 .l 2 com 2 = N+s ~ w + w-s é um vet.or de n . . - ~n. . n . . 
\.jNXl \.j \. J \. J \. J 
compr i mant.o N2 const.rui do fixando \.. \.=1 •...• N. e variando 
j =1 , ... , N. 
Mult.iplicando est.a equação por c l:.t.) 2 e usando a 
propriedade 1 do produt.o t.ensorial, é possivel separar as 
variáveis espaciais que aparecem nest.e produt.o, como most.ra a 
equação abaixo 
= 
onde, 
C3. 12) { 2 M+l 2nN w-s M ~ 1 = .,.., + .,.., c ~w ) = - < c9tl' • '\lo. ~ > + < fw • 01/~L > KL J< L 
Podemos observar em C3. 12) que a mat.riz do sist.ema é 
const.it.uida de um produt.o t.ensorial ent.re mat.rizes cujos 
element.os só envolvem uma variável espacial. Além di st.o, 
not.amos que para iniciar o processo é preciso especificar n° e 
s n , ou seja, 
o U Cx,y) 
1 U Cx,y) 
para, ent.ão, 
N N 
L L o o.Cx)~ Cy) = .,.., . \. J \. J 
\. =s j=s 
N N 
L L s o. Cx)~(y) = TJ . . \. J \. J 
i.=s j=1 
a 
obt.er 2 .,.., . .,.., . . . . . usando C3. 12). 
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C3.14) 
Varemos na 
CAP.3 
seç~o 3.3 os procedimen~os ado~ados para o cálculo das 
aproximações iniciais. 
Vamos apresen~ar agora a express~o que fornece uma 
es~imaliva de erro para as aproximações calculadas pelo 
esquema (3.12), sem os detalhes de sua demonslraç~o. que podem 
ser encontrados na referência [06]. Definimos ew = N u - ttt. 
onde u:w = u( x. y, l ) e u"' é a apr oxi maç~o da sol uç~o no ni vel 
.. 
A 
de ~empo l , com l =M6l e âl=T/M. Sejam, 
:w :w 
11 v 11 2 2 = 
.MxL 
llvll 00 
..A1.xL 
= 
M=O 
2 
11 VN 11 bl 
..A1. 
11 
..A1. 
Fazendo uma escolha apropriada para a função leste V 
em C 3. 5) • manipulações algébricas e. usando a condição de 
es~abilidade Ã.>Cl/4)c e o lema discre~o de Gronwall [09), 
ma.x 
Douglas e Duponl mostram que 
li Át e 11 2 2 oo + 
L xL 
+ 
li e 11 2 1 00 + H xL 
o 
e 
o 
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2 
2 co 
L xL 
+ li é1 6 u 11 2 
H1 xL2 
+ 
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... li â2 6u 112 + 
t. L 2 xL 2 
11 22 2}] 
L xL 
onde, óu = U- u • V UC~) e ~h eu é soluç~o de C2.4). 
â .. W+1 .. ô óu .. 6u M+1 6u N-1 e = e e = -t. â~ 2ât 
â óu .. 6u W+2 óu N+1 óu N óu N-1 C3. 15) = - - + l 
2C ât) 2 
Desta expressão vemos que os valores das aproximações i ni ci ais 
U0 e tf devem ser escolhidos de modo que 
11 o 11:,0 11 1 li:' o e + e + 
li âe o 112 Cât) 4 li 82 c b e o ) 112 ~ + ... t. L2 ôxôy t. L2 
~ C [ CÃt) 4 + os erros das aproximações J C3. 16) 
para preservar a ordem de grandeza da estimativa. Os termos 
li ô óu 112 ... 
L 2 xL 00 
li Âz 6u 112 
t LzxLz 
são delimitados através da expressão (2.11) uma vez que 
estamos usando H<2 >C n) e admiti nào como hipótese que a solução 
o 
anal i ti c a está em Assim, podemos cone! ui r que a 
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delimi~aç~o final é 
li 2 00 + 
L xL 
li 9 li + 
Hs.xL00 li 2 00 L xL 
~ ~ { c .t.~) 2 + h. } 
3.3 APROXIMACÕES INICIAIS 
3.3.1 CÁLCULO DE U0 
No cálculo da aproximação da solução no ~empo ~=0, U0 , 
poda-se usar, por exemplo, Quadrados Minimos [16]. Para ~al, 
proje~a-se u 0 = uCx,y,O) = u no espaço da aproximação .At • da 
o h 
saguin~e forma 
o 
u • cx(3 >=O 
K L 
o 
<U ,cx(3 >=<u ,cx(1 > K L O K L 
K,L = 1.2, ... ,N c 3. 1 7) 
K,L = 1,2, ... ,N c 3. 18) 
Subs~i~uindo C3.13) em C3.18) a u~ilizando as propriedades do 
produ~o in~arno, ob~amos 
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.l .l \.= t J = t < a. ~. • a ~ > r,~ . \. J K L \. J = < u o • a ~ > K L 
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que pode ser escri~o. usando as de~iniç~es dadas em C3.11). da 
seguint-e ~orma 
c 3. 19) { onde. = = < u o • a ~ > K L 
Resolvendo es~e sist-ema linear podemos det-erminar o r, . No 
ent-ant-o, o procedimen~o ado~ado por Douglas e Dupont, em [06) 
foi t-omar a seguint-e projeção. 
o 
< U -u , a ~ > 
O K L 
+ < ) a ~ > K L = 
+ 
o 
de modo a obt-er a es~ima~iva desejada em (3.16). Subst-it-uindo 
a expressão de U0 na equação acima e usando as definições 
dadas em C 3. 11) • det-ermina remos abaixo o esquema que ser à 
usado para 
C3. 20) 
o 
o cálculo de r, . 
onde, 
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a ~ > + < 'i7u 
K L O 
'i7cx ~ > + 
K L 
+ < .::l2 u .::l2 ~ v , v ex ,, 
UxUy O ~ K L 
> 
CAP.3 
Douglas e Dupont demonstram em [061 que 
11 o li :.o + 11 8 2 e o 112 ~ c [ li 6uo ll:.o + e 
iJx/iY La 
+ 11 8 2 6u0 112 + c lit) 4 ] 
iJxity L2 
c 3. 21) 
U C 3 ~o) "'-1 1 de n ° d · mi i sar o esquema .  para o C4 cu o ., 1 nu o 
esforço computacional pois possibilit.a, com pequenas 
modificações, aproveitar o procedimento do caso geral C3.12). 
3.3.2 CÁLCULO DE U1 
Seja u = uCx,y,t.) solução de C2.4). O desenvolvimento 
em série de Taylor de u em relação a t, em torno do pont.o t.=O, 
é dado por : 
uCx,y.lit.) = uCx,y,O) 
+ c lit.) 2 
--2-
+ lit. 8 uCx,y,O) 
ôt. 
2 ô uCx, y, 0) + 
ôt-2 
+ 
Subst.it.uindo nest.a equação as condições dadas em C2.4), 
consegue-se uma aproximação para 
1 
u = u + lit.u o 1 
pâ.g.40 
1 
u = uCx,y,lit.), ou seja, 
Considere l s = u u 
o 
CAP.3 
Vamos tomar a segui nt.e 
projeção de s em ~h 
l o 
+ .ât < 9C u -u ) -9s • '\lo. ~ > 
K L 
+ 
+ C.6t) 4 < 8 2 CUt-U0 ) - 8 2 s = o 
onde 
s = 
ex ex 
K L 
.6tu + 
t 
são 
étxity 8xity 
os element.os 
o C 9C c'Y'u ) +f ) • 
o 
da base de e 
de maneira a obt.er a 
a est.imativa desejada em C3.16). Subst.it.uindo nesta equaç~o as 
expressões de e dadas em C3. 13) e C3.14). 
respect.ivament.e. e as definições apresent.adas em C3.11), 
obtemos : 
[c" + 
= 
t o c n - n ) + 
C3. 22) onde, 
C 4> t ) = < s. ex ~ > + Ã"t< 9s, '\lo. ~ > 
J<L K L I< L 
Em seguida, apresent.amos a est.imat.iva de erro 
calculada por Douglas e Dupont. em (06] para o esquema (3.22) : 
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li A e o 11 2 C At.)- • li • o 11: ,O + e - e + l L2 
+ CM.-) 4 11 él2 ( A e o ) ~~=,O :s; élxély l 
C3. 23) 
~ c [ li t:. 6u0 li=. o + l 
+ c .ó.t.). li él2 c .6. 6u0 ) 11 2 + C.ó.l) 4 ] 
élxiTy l f 2 ..... 
Com as est.imalivas dadas em (3.21) e C3.23) podemos concluir 
o 1 que ~ e ~ são aproximaç~es iniciais sat.is~at.órias, ou seja, 
estão de acordo com condição exigida em C3.16). 
Nele que C3.22) não pode ser ~alorado como em C3.20), 
logo, vamos modi~icá-la da seguínt.e ~orma : 
[ ex @ cY + .ó.t. c A X @ Cy + Cx @ Ay ) + 
+ C.ó.l) 2 Ax @ Ay ] c 1 o ) [ -C.ó.t.) 4 Ax @ Ay ~- ~ = + 
+ C.ó.l) 2 Ax e Ay ] c 1 o ) </J1 ~- ~ + 
Agrupando os lermos da equação, ~icamos com o 
1 processo ilerat.ivo para o cálculo de n : 
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seguint.e 
onde, 
C3. 24) 
e<q> 
= 
mostrar que 
li e<q+t> 112 + L2 
+ 
:S 
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+ 4>1 
z s o = T} - T} 
c 4>1 ) = < S:,Ot (? > + .t:.t< '17s,'I70t (? > I<: L 1<: L 1<: L 
c 
com s 
t o 
n -n 
= ~t. 
) 
+ 
u + 
s 
c 
C~t) 4 < 
C~t) 2 C 
-2-
t o 
n -n 
2 2 iJ S, iJ OI{? > 
éJxéty iiXlfY 1<: L 
'17C c'l7u ) + f' o ) 
o 
) <q>. possi vel 
~t. li e<q+t> 11:, o + 
1 C~t) 2C1 +C~t) 2) li iJ2 e <q+t > 11 2 ~ 
--"2 éJxiJy L2 
1 c .t:.t.) 2 C 1 -c .t:.t) 2 ) li 82 e<q> 112 ~ éJxiJy L2 
port.anto, a iteração converge. 
3.4 PROCEDIMENTO GERAL 
Nesta seção apresentaremos resumidamente o algoritmo 
usado par a det.er minar as sol uçeíes aproxima das par a a equação 
de propagaç~o de ondas, C2. 4). Em cada passo de tempo. é 
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preciso resolver o seguin~e sis~ema linear 
onde, 
no ~empo t = O, lemos 
1-l = 1 
z = T1 
C3. 25) 
c B ) 
KL 
o 
= < u 
o 
01 f1 > + < 'i7u , 'i70t f1 > + 
K L O K L 
+ < Ô 2 u 2 • ô 01{1 
étx.ây O étx.ây K L 
> 
no ~empo ~ = Ãl, lemos 
z =c r/- n° )<q+~) 
C3. 26) 
com, c 4;/ ) = < S,Ot {1 > + .6.~< 'i7s,'i70t f1 KL K L K L 
+ CÃl) 4 < 2 2 ô s, ô Ot f1 
iJx ity étx.ity K L 
s = .6.~ u + c .6.~) 2c 'i7Cc'i7u ) + f' o ) 1 
-2- o 
~ 
nos ~empos ~ = i Á~, i=2,3, ... ,M, ~e mos 
C3. 27) N+ 1 2 N N-1 z = n - n + n M ~ 1 
> 
> 
C B ) 
KL = 
C .t..t) 2 C - < c 'V~. 'i70t f1 
K L 
N > + < 1 ,Ot {1 > ) 
K L 
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Est..e procediment-o é. port..ant..o. um esquema de passo 
múlt..iplo. ou seja. a soluç~o em um de~erminado t..empo depende 
das soluções nos dois t..empos imediat..ament..e ant..eriores. Para 
iniciar mos o processo s~o necessárias as condições iniciais 
dadas pelos esquemas C3.25) e (3.26). 
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4 IMPLEMENTACÃO COMPUTACIONAL 
4.1 INTRODUCÃO 
Nest-e capit-ulo descreveremos como elaboramos um 
programa que resolve os procediment-os descrit-os em 
C 3. 25). C 3. 26) e C 3. 27) que i mpl ament..ado em um comput..ador 
fornece a sol uç~o da equaç~o de propagação da ondas C 2. 4) . 
Primeirament-e, apresent-aremos a base para o espaço de 
aproxi maç~o ut..il: zado no nosso t..rabal ho - espaço de Hermi t..e 
Cúbico. 
Nosso programa foi desenvolvido na linguagem FORTRAN e 
i mpl 18ffi4'21nt.ado, inic::ialm~nt~~ SE?m mi r.::: r or.:::omput.ador 1?-S do tipo 
IBM-PC. Foi possi vel t-est-ar nest..es aparelhos soment-e os 
cálculos e a ordem de aproximação das soluções aproximadas nos 
t-empos iniciais, e tf. Passamos, ent..ão, a usar os 
comput-ador VAX da UNI CAMP, onde obt.emos os resul t..ados que 
ser~o apresent-ados no próximo capit-ulo. 
4.2 - BASE PARA O ELEMENTO FINITO 
No nosso t-rabalho escolhemos element-os cúbicos em cada 
direção como base par a Jt1. • ou seja. Jt1. =Jtl. =H< 2 >C l:0 . Uma base 
hx hy 
convenient-e para o espaço de Hermit.e Cúbico, H<2 >Cl0, é : 
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{ 01i.,k C .x) • i.=1 •.••• N+1 e K=O,l } 
onde os elQmen~os 01 (x) possuem as seguin~es propriedades 
\.,JC 
com 
e 
I 
I 
6 
01. Cx.) = 6 \. . o J ij 
a' Cx ) = O \..o J 
01. Cx.) =O 
\. • 1 J 
a' Cx ) = 6 
i. • 1 j l.j 
= c se iJ se i=j i.;rt!j 
a (x) é zero fora 
i.,k 
i • j = 1 •...• N+l 
i , j = 1 •...• N+1 
do in~ervalo [x 
\.-i 
~emos os gráficos das funções de base a. 
1.,0 
(x ,x J. 
1.-i \.+i 
FIGURA 4.1 
.x ). 
t.+t 
e a 
l.,i 
Na fig. 4.1 
de f i ni das em 
Devido à condição de solução nula na fron~eira C2.4), 
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OI e OI Este novo n~o tomaremos na base as f'unçeses 
S,O N••, O 
conj un'lo gera o espaço das f'unç~es u e H<z>c tD que se anul am 
na f'ron'leira, denominado H< 2 >(/D. 
o 
Se f'C x) e H<2 >c .6.) , temos : 
o 
N N+i 
f(x) = L L j Y) OI. (x) \. \.,i (4.1) 
i.=2 i. =1 
Por tanto, a di mens~o do espaço H<z > C /D é 2N. Agora, considere 
o 
a seguinte renumeração dos elementos da base 
OI (x) = OI (x) 2\.-1 i.,s , i. = 1,2, ... ,N 
(4. 2) OI (x) = OI (x) 2N N+1,1 
OI (x) = Ol (x) 2i. -2 i.,O • i. = 2,3, ... ,N 
Substit-uindo C4. 2) em C4.1) e usando as propriedades das 
funções da base, podemos escrever f'(x) como 
2N 
L ..... f'(x) = Y) Ol. (x) \. \. (4. 3) 
i. =1 
com f( X ) = f( X ) = o l N•l 
f( X ) = 772i-2 \. ,i. = 2,3,. ,N 
f'( X ) = 772\.- 1 \. •'" = 1,2, ... ,N 
f'( X ) = Y)2N N•1 
Normalment-e, o procedimento adotado nos cálculos que 
envolvem as funções de base á tomá-las definidas no elemento 
padrão [ -1,1 J e usar uma mudança de variável que leva no 
elemento genérico [ x ,x ] . 
\. 1.+1 
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(.~~ . ~ 
/~ : ~ 1-1 --~----------------:~i 
I --~ 
i ~~ 
' 
FIGURA 4.2- Base Elemen~o Padrão 
PS derinições das runções de base no elemen~o padrão, 
denominadas base local. são dadas por 
ct> (~) = 0.25(2+~)(1-~) 2 
1 
<P c 'L) = 0.25C1+~)C1-'L) 2 
2 
<P c 'L) = 0.25C2-t.)C1+~) 2 
a 
cf> Ct.) = Q_ 25C~-1)C1 +t-) 2 
• 
Seja xC~) a ~ransformação que faz a seguint.e mudança 
de variável 
onde xC t.) 
relações 
genérico 
= 
xC t.) : [ -1 • 1 ] 
~ 
~ c X + 
2 I. 
X 
---+ [x. ,x J 
I. 1.+1 
---+ x(~) 
) + c X - X. )t. )_ 
1.+1 1.+1 I. 
ent.re as r unções de base derinidas 
[X ,X. ] e as funções de base local sã c 
I. 1.+1 
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no element.o 
dadas por : 
CAP.4 
{ (x(t)) = 4> c t) { (:;.:( t.)) h 4> ( t.) Ol Ol = --(4. 5) 2\.-2 s 2i.-S 2 2 .... h Ol c xC t.)) = 4> c t.) Ol c xC t.)) = ~ Ct) 
2\. a 2i.+S 2 • 
No nosso trabalho optamos pelo conjunto de funções 
{a\.)7:s. defini do por 
C4. 6) 
Ol 
s 
Ol 
= 
2\.-2 
a 
2\.- 1 
Ol = 
2N 
2 
h 
= 
= 
2 
h 
Ol \. = 2, 3,. .N 
2i.-2 
2 1,2 •. ,N 
--
Ol \. = . h 2\.-s 
Ol 
2N 
como base para Portanto, substituindo C4.6) em C4. 5) 
obtemos a9ora a seguinte relação entre as funções de base 
·jefinidas no elemento genérico [x ,x ) e no elemE:'l"'-O padrão: 
\ \.+S. 
(4. 7) { { Ol . c xC t)) = 4> c t) 2\.-2 i a. CxCt.)) = ,P Ct.) 21.-i 2 a CxC'l)) = 4> Ct.) 
2i. 9 
a CxC'l)) = ~ Ct) 
21.+1 • 
FIGURA 4.3 
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Et-c r ""'V""ndo ~'( x) ~ H< 2 >C A) ~' .., d • b 
- -- ~ - em unç o eso~a nova asolii' e 
o 
us;ando (4.3) e C4.6), t-emos; 
com f'( X ) = t 
f'( X_ ) = 
\ 
f''( X ) = \. 
f''( X ) 
N+t 
f'(x) 
f'( X ) 
N+t 
T)Zi.-2 
2 
h T)2i.-t 
2 
= T)2N h 
2N 
=I 
\. _, 
= o 
T), Ot(x) 
\. i. 
,i. = 2,3,. ,N 
,\. = 1,2,. ,N 
Das relações acima podemos observar que o vet.,or íJ• cont.,ém os 
valores de f'(x) e de f''(x) calculados nos pont-os da 
part.,i ção em x. 
Tomando element..os cúbicos em cada direção, ou seJa, 
.. -- "" --H< 2 >c "'"", d . ã "" " "" d .,.. .,. ~ o espaço e aproXl maç o ..m. =vn ® vn é gera o 
hx hy O h hx hy 
por {~ ~ ,Ot ~ •••• ,Ot Ot ••.• ,Ot Ot }. 
1 1 1 2 t 2N 2N 2N 
Escrevendo a soluç~o 
aproximada a cada nive1 de t..empo em !'unção dest.,a base,t.,emos : 
2N 2N 
t!'cx, y) = \ T)N Ot(x)Ot Cy) L "J \. J (4. 8) 
1.=1 j=1 
onde o vet.,or T), de compr i ment.,o C 2N) 2 , cont.,ém os valores da 
solução aproximada e suas derivadas parei ais calculadas nos 
pont-os da rede, ou seja, 
tl'cx.. Y) 
\. J = 
N 
T) . . 2\-2,2J-2 i., j =2, 3, ... , N 
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U:cx .• y_) 2 .. { \. c:1 • 2 •... ,N = n . . '1. J h 2'1.-f.,2J-2 j =2. 3, ... ,N 
t!'cx • y _) 2 .. j=2. 3 •... ,N = n . X N+f. J h 2N,2J-2 
t!'cx. ,y _) 2 .. { \. =2. 3, ... • N = n . . y '1. J h 2'1.-Z,ZJ-f. j =1. 2, ... ,N 
t!'cx .• y ) 2 .. \. =2, 3, ...• N = 
n2j-2,2N y '1. N+f. h 
:f' Cx. ,y .) "' .. '-• j =1. 2, ...• N = n . . xy '1. J h2 2 '1. _,. 2 J _, 
ti" Cx ,y .) "' ... j =1 • 2 •...• N = n . xy N+f. J h2 2N,2J-f. 
UM Cx ) "' 
M 
i. =1. 2 •...• N i. •YN+f. = n . xy 2 21.-f.,ZN 
h 
ti' Cx ) "' .. N+ t • y N+t = TIZN,ZN xy h2 
onde ti" = éJUN ti" = 81.1" e UN = 82t!' 
X iiX y 8Y xy 8x8y 
Com es~as relações podemos localizar no ve~or n os resul~ados 
que desejarmos. 
4.3 - PROGRAMA COMPUTACIONAL 
4.3.1 - FLUXOGRAMA 
Apresen~aremos agora o f'luxograma resolve 
numericamen~e a equação de propagação de ondas C2.4).usando os 
procedimen~os propos~os em (3.25). (3.26) e C3.27). 
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ENTRADA DOS DADOS 
CONSTRUÇÃO DA REDE 
CONSTRUÇÃO DA BASE 
I T = 1 • NNT 
s:Iw 
CALCULA O LADO DIREITO 
DO SISTEMA - B 
RESOLVE O SISTEMA 
SIM 
SOLUCAO EM T=<IT-i>•HT 
SAI DA DOS, RESULTADOS 
ATUALIZACAO DA _j 
SOLUCAO 
Lo.------;---
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MONTA A MATRIZ 
DECOWP. DE CHOLESKV 
SIM 
MODIFICA B 
i 
I 
i 
FIGURA 4.4 
NNT = NUMERO DE INTERVALOS 
DE TEMPO 
T = INDICADOR DE TEMPO 
HT = CONPR. DO SUB-INTERV. 
NO TEWPO 
IT = ITERACAO NO TEMPO 
CAP.4 
Mostramos abaixo as sub-rotinas que realizam os 
procedimentos citados na ~igura 4.4. Apresentaremos cada 
sub-rotina detalhadamente no decorrer deste capitulo. 
ENTRADA 
I REDE 
i liAS E 
MATRIX 
PROO. PRINCIPAL I CHYSTR 
SISTEMA 
I INTEGRAL 
TENSORIAL 
SAI DA 
FIGURA 4.6 
4.3.2- VARIÁVEIS COMUNS 
Alguns el ement.os do nosso programa est.ão organizados 
em blocos comuns. listados abaixo 
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** COMMON / ELEMENTO / N.M 
N ~ Número de elemen~os por direç~o 
M ~ 2•N 
** COMMON / DOMINIO / Xl.X2.Yl,Y2.Tl.T2 
fXl,X2lxfY1,Y2l ~ Dominio de det'iniç~o 
espaciais 
das 
fT1,T2J ~ In~ervalo de det'inição da variável ~ 
** COMMON / PCENTR / XO,YO 
CAP.4 
variáveis 
CXO.YO) ~ Pon~o cen~ral do dominio das variáveis espaciais 
** COMMON / PARTIÇÃO / H. HT 
H ~ Comprimen~o so sub-in~ervalo no espaço 
HT ~ Comprimen~o do sub-in~ervalo no ~empo 
** COMMON / PTEMPO / I T 
IT ~ Indicador do nivel de ~empo 
** COMMON / NPINTEG / NPI 
NPI ~ Número de pon~os de in~egração por direção na t'órmula 
da Quadra~ura Gaussiana 
** COMMON / PARAMETRO / LAMBDA 
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LAMBDA ~ Par~me~ro de es~abilidade 
.- COMMON / PESO / T,Z 
T ~ Ve~or com os zeros do polinômio de Legendre 
Z ~ Ve~or com os pesos da ~6rmula da Quadra~ura Gaussiana 
** COMMON / BANDA / I WB 
IWB ~ Comprimen~o da semi-banda da ma~riz do algori~mo 
** COMMON / FUNCOES / FI,DFIX,DFIY.DeFIXY 
FI ~ Ma~riz com o produ~ o en~re as ~unções de base 
DF'IX ~ Ma~riz com o produ~o en~re as ~unções de base e suas 
derivadas em relação a variável X 
DF'IY ~ Ma~riz com o produ~o en~re as ~unções de base e suas 
derivadas em relação a variável y 
D2FIXY Ma~r i z com o produ~o en~re as derivadas. em 
relação a x e y, das ~unções de base 
4.3.3- PROGRAMA PRINCIPAL 
Vamos apresen~ar i ni c i al men~e as variáveis que 
aparecem no programa principal e que não es~ão organizadas nos 
blocos comuns de~ i ni dos na seção an~er i ar . Na cons~r ução da 
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rede,temoso 
X ~ Vetor que contém a partiç~o em x 
Y ~ Vetor que contém a partiç~o em y 
TP ~ Vetor que cont.ám a part.iç~o em t 
NT ~ Número de int.ervalos de t.empo 
ISE ~ Indica na sub-rotina ENTRADA se o problema 
possui soluç~o exat.a 
As constant-es I TERMAX e EPS1 s~o os c r i tér i os de parada do 
processo it.erativo no cálculo da soluç~o em t.=ât.. As matrizes 
UO, U1. e UN guardam as soluç~es aproximadas nos tempos t=O, 
t=.àt. e t=Mll.t. t-Q:2, respectivamente. Em UPPER armazenaremos a 
matriz do sist.ema em cada it.eraç~o do tempo. As mat.rizes BS e 
Z1 s~o usadas no cálculo iterativo da solução aproximada no 
tempo t=.6t e o vet.or U aparece na sub-rot.ina que constroi o 
arquivo para saida grá~ica. 
C **M*MMMNMNKNKMMNNMNMNMMMNMNKMNMKNKMK***KKKNKKKNKK*WK**-K*W 
C * PROGRAMA QUE RESOLVE A EQUACAO DA ONDA BIDIMENSIONAL * 
C * PELO METODO DE GALERKIN COM DIRECOES ALTERNADAS COM * 
C * CONDICOES DE FRONTEIRA TIPO DIRICHLET * 
C NKMKKMNKKMNKNMMKMKKMKNNKMMNNM*WKK**KKKMMMMMKKK*WK*WKNMMMMN 
PARAMETER C NMI N = 40 ) 
PARAMETER C NEXP = NMIN•NMIN ) 
PARAMETER C NMAX = BO ) 
PARAMETER C NTEMP = 130 ) 
REAL•B X1,X2,Y1,Y2,T1,T2,H.HT.XCNMIN),YCNMIN),TPCNTEMP) 
REAL*B UOCNMAX,NMAX),U1CNMAX,NMAX),UNCNMAX,NMAX) 
REAL*B UPPERCNMAX,4),BCNMAX.NMAX),U1ICNMAX.NMAX),UCNEXP) 
REAL*B TC5),2C5),FIC5,5,4,4),DFIXC5,5,4.4) 
REAL*B DFIYC5,5,4,4),02FIXYC5,5,4,4) 
REAL*9 EPSl.LAMBDA,PR.EMAX.ER,XO,YO 
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INTEGER N.M •• NT.NNT.NPI.IWB.NITER.ITERMAX.IT.IMOD.ISE 
CHARACTER RESM1 
COMMON / ELEMENTO / N.M 
COMMON / DOMINIO / X1.X2.Y1.Y2.T1.T2 
COMMON / PCENTR / XO. YO 
COMMON / PARTICAO / H.HT 
COMMON / NPINTEG / NPI 
COMMON / BANDA / IWB 
COMMON / PESO / T.Z 
COMMON / FUNCOES / FI.DFIX.DFIY.D2FIXY 
COMMON / PTEMPO / IT 
COMMON / P ARAMETRO / LAMBDA 
C ** ENTRADA DOS DADOS ** 
CALL ENTRADAC NT. EPS1 • I TERMAX • I SE) 
IWB = 3 
M = 2-wN 
NNT = NT + 1 
NITER = O 
C ** CONSTRUCAO DA REDE ** 
CALL REDECNT.X.Y.TP) 
C ** DAOOS PARA A I NTEGRACAO ** 
CALL BASE 
C ** APROXIMACAO INICIAL CPROCESSO ITERATIVO EM T=HD ** 
00 10 I =1.M 
00 10 J=l.M 
U1ICI.J) = 0.00 
10 CONTINUE 
C ** I TERACAO NO TEMPO ** 
00 20 IT=1.NNT 
C ** MONTAGEM DA MATRIZ E SUA DECOMP~CAO DE CHOLESKY ** 
IFCIT.LT.4) THEN 
IFCIT.EQ.1) THEN 
pá.g.98 
PR = 1.00 
CALL MATRIXCNMAX,PR,UPPER) 
CALL CHKYSTRCNMAX,UPPER) 
ELSE IFCIT.EQ.2) THEN 
PR = HT 
CALL MATRIXCNMAX.PR,UPPER) 
CALL CHKYSTRCNMAX,UPPER) 
ELSE 
PR = LAMBDAwHTwHT 
CALL MATRIXCNMAX,PR,UPPER) 
CALL CHKYSTRCNMAX,UPPER) 
END IF 
END IF 
C ** CALCULO DO LADO DI REI TO DO SISTEMA - B ** 
CALL I NTEGRALC NMAX , X , Y , TP. U1 , B) 
C ** RESOLUCAO DO SISTEMA ww 
DO 30 I=1,M 
DO 30 J=l,M 
UNC I , J) = BC I • J) 
30 CONTINUE 
80 CALL SI STEMAC NMAX, UPPER, UN) 
C ** PROCESSO ITERATIVO - SOLUCAO NO TEMPO T=HT ** 
IFCIT.EQ.2) THEN 
C ** CRI TERI O DE PARADA ** 
EMAX = 0.00 
DO 40 I=1,M 
DO 40 J=l,M 
ER = DABSC UNCI,J) - U1ICI,J) ) 
IFCER.GT.EMAX) EMAX = ER 
40 CONTINUE 
IFCEMAX.LE.EPS1) GO TO 60 
NITER = NITER + 1 
IFCNITER.GE.ITERMAX) GO TO 60 
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C ** A TU ALI ZACAO DA SOLUCAO NO PROCESSO ITERATIVO ** 
pá.g.69 
00 60 I=l.M 
00 60 J=l.M 
U1ICI.J) = UNCI.J) 
60 CONTINUE 
C ** CALCULO 00 PRODUTO TENSOR! AL ** 
CALL TENSORIALCNMAX,NITER,U1l,UN) 
DO 70 I=1,M 
DO 70 J=l.M 
UNCI.J) = UNCI.J) + BCI,J) 
70 CONTINUE 
GO TO 80 
END IF 
C ** CALCULO DA SOLUCAO NO TEMPO T=CIT-l)•HT ** 
50 IFCIT.LT.3) THEN 
IFCIT. EQ.l) THEN 
DO QO I=1.M 
DO 90 J=l.M 
UOCI,J) = UNCI,J) 
QO CONTINUE 
ELSE 
DO 100 I =1 .M 
DO 100 J=l ,M 
U1Cl,J) = UNCI.J) + UOCI.J) 
1 00 CONTINUE 
END IF 
ELSE 
DO 110 I =1. M 
DO 110 J=1.M 
UNCI,J) = UNCI.J) + 2.DO•U1CI.J)- UOCI,J) 
11 O CONTINUE 
END IF 
C ** SAI DA DOS RESULTADOS ** 
IFCIT.LT.4) THEN 
CALL SAIDACNMAX,X.Y.TP.NT,NITER.ISE,U.UN) 
ELSE 
I MOD = MODC I T. 4) 
IFCIMOD.EQ.O.OR.IT.EQ.NNTJ THEN 
CALL SAIDACNMAX,X.Y,TP,NT,NITER,ISE,U.UN) 
END IF 
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END IF' 
C ** A TU ALI ZACAO DA SOLUCAO MM 
IFCIT.GT.2) THEN 
DO 120 I =1 ,M 
DO 120 J=1 ,M 
UOCI.J) = U1CI.J) 
U1CI,J) = UNCI.J) 
120 CONTINUE 
END IF' 
20 CONTINUE 
STOP 
END 
4.3.4 - ENTRADA DOS DADOS 
CAP.4. 
Na sub-ro~ina ENTRADA. descri~a abaixo. 1ornecemos os 
dados necessários ao problema. Acredi~amos que devido a sua 
simplicidade não são necessárias maiores explicações. 
c 
c 
c 
SUBROUTI NE ENTRADAC NT. EPS1 • I TERMAX. I SE) 
REAL•9 X1.X2.Y1.Y2.T1.T2.EPS1.LAMBDA.XO.YO 
INTEGER N.M.NT.NPI.ITERMAX.ISE 
COMMON / DOMINIO / X1.X2.Yl.Y2.Tl.T2 
COMMON / ELEMENTO / N.M 
COMMON / NPINTEG / NPI 
COMMON / PCENTR / XO.YO 
COMMON / PARAMETRO / LAMBDA 
WRI TEC *•1 0) 
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1 O FORMA TC /. T1 O, 'PROGRAMA QUE TESf A A SOLUCAO EM T c O' • 
* // • T20, ' ENTRADA DOS DADOS : ' , //, T6, ' DOMI NI O DE' , 
* ' DEFINICAO: CX1,X2JxCY1,Y2l',/.TS,'ENTRE COM 0', 
* ' VALOR DE: './,T10,'X1 = ',$) 
READCM,M) X1 
WRITEC•,20) 
20 FORMATC/,T10,'X2 = ',$) 
READC•,•) X2 
WRITECM,30) 
30 FORMA TC /, T1 O. • Y1 = • , $) 
READC•, *) Y1 
WRITECM,40) 
40 FORMATC/,T10,'Y2 = ',$) 
READC *, *) Y2 
WRITECM,60) 
90 FORMA TC /, T6, 'ENTRE COM O PONTO CENTRAL DO DO.MI NI O • , 
* '[XO,YOl : './,TS,'ENTRE COM O VALOR DE: ',T10,'XO =' 
* .$) 
READCM,JE) xo 
WRI TEC *, 60) 
60 FORMATC/,T10,•Yo = ',$) 
· REAIX *, M) YO 
WRITEC•,70) 
70 FORMATC/,TS,'NUMERO DE ELEMENTOS POR DIRECAO '.$) 
REAIX•.*) N 
WRITECM,80) 
80 FORMATC/,TS,•INTERVALO DE TEMPO: CT1,T2J•,/,TS, 
'ENTRE COM O VALOR DE: ",/,T10.'T1 = ',$) 
90 
100 
110 
REAIX *, *) T1 
WRITEC•. 90) 
FORMATC/, TIO, 'T2 = 
READC *, *) T2 
WRI TEC *, 1 00) 
FORMATC/,TS,'NUMERO 
READC*,*) NT 
WRI TEC •,110) 
FORMATC/,TS,'NUMERO 
• • 4) f : f • $) 
REAIX *, M) NPI 
WRITEC•.120) 
•• $) 
DE INTERVALOS DE TEMPO ' • $) 
DE PONTOS DE I NTEGRACAO C 2, 3 OU • • 
120 FORMA TC //, TS, 'PROCESSO ITERATIVO NO CALCULO DA' • 
130 
* ' SOLUCAO NO TEMPO T=l : ",//,T5,'ENTRE COM o·. 
* ' NUMERO MAXI MO DE I TERACOES : f • $) 
READC *, *) I TERMAX 
WRI TEC *. 1 30) 
FORMATC/,TS,'ENTRE COM A PRECISAO DESEJADA 
READC •, •) EPS1 
WRI TEC *. 1 40) 
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140 FORMA TC //, T6, 'ENTRE COM O P ARAMETRO DE ESI" ABI LI DADE • , 
* . , $) 
READC *, M) LAMBDA 
WRITECM,150) 
150 F'ORHATC//,1'5, 'POSSUI SOLUCAO EXATA CSIM=1) ?' ,$) 
READCM, M) ISE 
RETURN 
END 
4.3.5 - CONSTRUCÃO DA REDE 
Aqui serão cons~ruidos os elemen~os da rede, ou seja, 
as par~ições com os comprimen~os dos sub-in~ervalos no espaço 
e no ~empo. Como vimos, os ve~ores X e Y guardam as 
coordenadas no espaço e o ve~or TP as coordenadas no ~empo. 
c 
c 
c 
SUBROUTTNE REDECNT,X,Y,TP) 
REALM8 Xl,X2,Yl,Y2,T1,T2,H.HT,XCM),YC•),TP(M) 
INTEGER N,M,NT 
COMMON / ELEMENTO / N,M 
COMMON / DOMINIO / X1,X2,Y1,Y2,T1,T2 
COMMON / PARTI CAO / H, HT 
C N = NUMERO DE ELEMENTOS POR DIRECAO 
C NT = NUMERO DE INTERVALOS DE TEMPO 
C H = COMPRIMENTO DO SUB-INTERVALO NO ESPACO 
C HT = COMPRIMENTO DO SUB-INTERVALO NO TEMPO 
C ** PARTI CAO NO ESP ACO ** 
H = CX2 - X1)/DBLECFLOATCN)) 
XC1) = Xl 
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YC1) = Y1 
00 10 I=2.N 
XCI) = XCI-1) + H 
YCI) = YCI-1) + H 
10 CONTINUE 
c 
XCN+1) = X2 
YCN+1) = Y2 
** PARTICAO NO TEMPO ** 
HT = C T2 - T1 ) /DBLEC F'LOA TC ND) 
TPC1) = T1 
00 20 I=2.NT 
TPCI) = TPCI-1) + HT 
20 CONTINUE 
TPCNT+1) = T2 
RETURN 
END 
4.3.6- RESOLUCÃO DOS SISTEMAS LINEARES 
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Em primeiro lugar vamos det.erminar a est.rut.ura da 
mat..riz dos coeficient..es K = Cx+l-lAx = CY+I-lAY para o caso de 
.M =.M =H<2 >C1D. Usando a numeraç~o das funções de base dada 
hx hy O 
em (4. 2) e o fat.o de et . e et . se anularem fora do 
21.-2 21.-~ 
int..ervalo [x .x. l. t..ernos 
1.-j. \.+j. 
para I k-L I > 3. Port.ant..o. as mat.rizes Cx e Ax são de banda 
set..e. Usando as relações dadas C4. 7) podemos calcular as 
seguint.es int.egrais. definidas no element.o genérico rx .• x. J. 
I. l.+l 
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' I 
X 
\.+i 
Otk C x) Otl C x) dx = h 
--2 I cf>. C t..) 4> .C t..) \ J dt.. 
I 
X. 
\ 
X. 
\.+ s 
X. 
\ 
Ot • C x) 01 • C x) dx = k l 
onde 01' C x) = 
k 
h 
--2 
const..roi-se as mat-rizes 
_, 
' I 4>' c t..) cf>'. c t..) \. J 
_, 
d 
dt.. 
79 
22 
27 
-13 
292 
42 
-292 
42 
dt.. 
22 
9 
13 
-6 
42 
112 
-42 
-29 
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{ 
k. l =2i -1 •...• 2i 
i • j =1 • 2 •...• 4 
{ 
k • l =2i -1 •...• 2\ 
i. j =1. 2, ...• 4 
27 
13 
79 
-22 
-292 
-42 
262 
-42 
Des'la forma. 
-13 ] 
-6 
-22 
9 
42 ] 
-29 
-42 
112 
onde CCx+~A~· é denominada ma'lriz de rigidez por element-o e ~ 
é o parâmet-ro definido em (3. 29) ,(3. 26) e C3. 27). Fazendo 
adequadament-e o agrupament.o dos el ement.os 
obt.êm-se a ma'lriz dos coeficient.es, K = CCx+~A~. onde 
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e 13 -e o o 13 166 o 27 -13 
-6 o 16 13 -6 o 
h o 27 13 166 o ex 
= 
cY 
= 210 -13 -6 o -13 o 
-6 o 
166 o -13 
o -6 o 16 -6 
o -13 -6 9 
(4. Q) 
112 -42 -29 o o 
-42 604 o -262 42 
-29 o 224 -42 -29 o 
1 o -262 -42 604 o Ax 
= 
Ay 
= 210h 42 -29 o 42 o 
-29 o 
604 o 42 
o -29 o 224 -29 
o 42 -29 112 
Por~an~o. a ma~riz K é de ordem 2N, simé~rica, de banda 7 e 
posi~iva-def'inida [16). Aprovei~ando es~a es~ru~ura, K será 
armaz9nada am uma ma~riz r12<~angular UPPER, de dimens~o 2Nx4, 
con~endo a diagonal principal na primeira coluna e as demais 
diagonais superiores nas colunas res~ant..es. Observe que a 
mont..agem da ma~riz dos coef'icien~es K só é necessária nas ~rês 
primeiras i~erações, uma vez que K não se modif'ica nas demais. 
Apresent..aremos agora a sub-ro~ina que mon~a a ma~riz K, que 
depende do parãme~ro ~· denominado PR, do número de elemen~os 
em cada direção e de H. 
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C MMMM**M***MM**NMMMMMMN**W**MMMNMNMMMMMMMNMMMMMMWMMNNNN 
C * SUB-R~NA QUE MONTA A MATRIZ DOS COEFICIENTES * 
C MMMNMNNNMNMMMNNNNNMMM*WMMMMNNNNNNNNNMM*NNNNNNNNNNMMMMM 
SUBROUTI NE MA TRI XC NMAX • PR. A) 
REALM8 ACNMAX.•).H.HT.PR.AUX.AUX1,AUX2.HH 
INTEGER N.M.KK 
COMMON / ELEMENTO / N,M 
COMMON / PARTI CAO / H, HT 
HH = H•H 
AUX = 210.DOMH 
C ** ZERA A MATRIZ ** 
00 10 J=1. 4 
00 10 I =1 .M 
ACI,J) = 0.00 
10 CONTINUE 
C ** DIAGONAL PRINCIPAL ** 
AC1,1) = C8.DONHH + 112.DONPR)/AUX 
AC M • 1 ) = AC 1 • 1 ) 
AUX1 = C166. DO•HH + 604. DO•PR)/AUX 
AUX2 = C16.DONHH + 224.DO•PR)/AUX 
KK = 2 
DO 20 I=1,CN-1) 
ACKK,1) = AUX1 
AC KK +1 • 1) = AUX2 
KK = KK + 2 
20 CONTINUE 
C ** PRIMEIRA DIAGONAL SUPERIOR ** 
ACM-1.2) = C-6.DONHH- 28.DOMPR)/AUX 
AUX1 = C13.DONHH- 42.DO*PR)/AUX 
KK = 1 
00 30 I =1 • C N -1 ) 
ACKK,2) = AUX1 
ACKK+1,2) = 0.00 
KK = KK + 2 
30 CONTINUE 
C ** SEGUNDA DIAGONAL SUPERIOR ** 
AUXl = AC M-1 • 2) 
AUX2 = C 27. DO*HH - 262. DONPR) / AUX 
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KK = 1 
DO 40 I =1 ,CN-1) 
ACKK,3) = AUX1 
ACKK+1,3) = AUX2 
KK = KK + 2 
40 CONTINUE 
c 
ACM-2,3) = C-13.DOMHH + 42.DO•PR)/AUX 
MM TERCEIRA DIAGONAL SUPERIOR MM 
AUX1 = ACM-2,3) 
AC1,4) = O. DO 
KK = 2 
DO 50 I =1 • C N -2) 
ACKK, 4) = AUX1 
ACKK+1,4) = O.DO 
KK = KK + 2 
50 CONTINUE 
RETURN 
END 
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Vimos na seção 3.4 que o sis~ema que queremos resolver 
possui a seguin~e es~ru~ura 
c 4. 1 0) 
Usando em (4.10) a propriedade 2 do produ~o ~ensorial. dada em 
ob~emos um sis~ema equivalen~e. 
que pode ser decompos~o em dois sis~emas mais simples 
{ [ C Cx + J..L A~ 0 I ) y [ I e ccY + J..L AY) J z 
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Resumindo, t.emos que resolver 
M 'Y = B (4. 11) 
e 
N z = 'Y (4.12) 
com { M = ccx + 1-l A~ e I N = I e ccY + 1-l Ay) 
Varamos, am primeiro lugar, a est.rat.égia usada para 
resolver o segundo sist.ema. (4.12). Fazendo o produt.o 
~ensorial, definido em C3.Q), an~re I e K=CCY+ 1-l AY), ob~emos 
a mat.riz N, 
K o K 
N = 
o K 
diagonal por blocos e de ordem C2N) 2 . Considere os ve~ores 2 e 
y. de compr i ment.os C 2N) 2 • di vi di dos em 2N blocos de t.amanho 
2N. ou seja. 
,.. 
2 = r = 
'Y2N 
J>.ssl m. resolver N 2 = 'Y é o mesmo que resolver, para cada 
i., o sist.ema 
K Zt. = 'Yt. t.=l. 2, ...• 2N (4. 13) 
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onde K é uma ma~riz simé~rica, de banda 7 e posi~iva-de~inida. 
Para ob~ermos a soluç~o des~e sis~ema, para cada ;,., faremos 
inicialmen~e a decomposiç~o de Cholesky [04] da ma~riz K, ou 
seja. escreveremos K na ~orma 
onde L é ~riangular inferior e LT a t.ranspos~a da ma~riz L. 
Nes~a decomposição es~aremos aprovei~ando a est.rut.ura de banda 
7 da ma~riz; ent-raremos com a ma~riz UPPER, que foi mont-ada na 
sub-rot-ina MATRIX. e sairemos com sua decomposição de Cholesky 
armazenada na própria mat-riz UPPER. 
c 
c 
c 
c 
c 
c 
XX*kkkkkkkkkkkkkkXXXXXXXXMXXXXMXXXXXMXXXX***XMXXXM**X 
x SUB-ROTINA QUE FAZ A DECOMPOSlÇÃO DE CHOLESKY x 
x SEM PIVOTEAMENTO DE UMA MATRIZ UPPER. SI~TRICA x 
X E DE SEMI -BANDA I WB. X 
XXXXMXXM****XXXXXXXXXMXXXXXXXXXXXXXMXXMXX**M*XXXMXXXX 
SUBROUTINE CHKYSTRCNMAX,UPPER) 
REALxS UPPERCNMAX,x),EPS,SOMA.ARG 
INTEGER N.M.IWB.NN.MM.II.JJ,KJ 
COMMON / ELEMENTO / N.M 
COMMON / BANDA / I WB 
DATA EPS / 1. D-16 / 
xx CALCULO DA PRIMEIRA LINHA DA MATRIZ UPPER xx 
IFCUPPERC1,1).LT.O.D0) GO TO 70 
UPPERC1.1) = DSQRTCUPPERC1.1)) 
I FC DABSC UPPERC 1 • 1)) . LE. EPS) GO TO 60 
DO 10 J=2.CIWB+1) 
UPPERC1.J) = UPPERC1.J)/UPPERC1.1) 
10 CONTINUE 
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DO 60 I=2.M 
NN = I + IWB 
SOMA = O. DO 
MM = 1 
IFCI.GT.CIWB+1)) MM = I - IWB 
DO 20 K = MM.CI-1) 
II = CI -K) + l 
SOMA = SOMA + UPPERCK.I!)MUPPERCK.II) 
20 CONTINUE 
C ** CALCULO DA DIAGONAL PRINCIPAL ** 
C ** VERIFICA SE A MATRIZ E DEFINIDA-P~TIVA ** 
ARG = UPPERC I • 1 ) - SOMA 
IFCARG.LT.O.DO) GO TO 70 
UPPERC I • l ) = DSQRTC ARG) 
C ** CALCULO ACIMA DA DIAGONAL PRINCIPAL ** 
IFCCM-I).LT.IWB) NN = M 
DO 40 J = CI+l).NN 
SOMA = O. 00 
JJ = CJ-I) + 1 
DO 30 K = MM.CI-1) 
II = I - K + 1 
KJ = J - K + 1 
IFCKJ.GT.CIWB+1)) GO TO 30 
SOMA = SOMA + UPPERCK.I!)MUPPERCK.KJ) 
30 CONTINUE 
C ** VER! FICA SE A MA TRI 2 E SINGULAR ** 
I FC DABSC UPPERC I • 1)) . LE. EPS) GO TO 60 
UPPERCI.JJ) =C UPPERCI.JJ) -SOMA )/UPPERCI.l) 
40 CONTINUE 
50 CONTINUE 
RETURN 
60 WRITECM.100) 
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100 FORMATC6C/).T10,.NAO E P~VEL A DECOMPOEaCAO•,///) 
STOP 
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200 PORMATC6(/),T10.'MATRIZ NAO E DEPINIDA-POSlTIVA',///) 
STOP 
END 
Pei~a a decomposiç~o de Cholesky de K, o sis~ema 
(4.13), para cada~. assume a forma L LT Zi. = r~. que pode 
ser represen~ada por dois sis~emas mais s~mples, 
L Zi. = y\. c 4. 14) 
e 
(4. 16) 
são ve~ores de comprimen~o 2N. Em primeiro 
lugar det..ermi namos Zi. em C 4. 14) e depois Zi. em C 4. 16). 
c 
c 
c 
c 
c 
********************************************* 
* SUB-ROTINA QUE RESOLVE L LT 2 = B , * 
* ONDE L E: UMA MATRIZ TRIANGULAR INFERIOR * 
********************************************* 
SUBROU1iNE SOLVECHKYCNMAX,UPPER,B) 
REAL*B UPPERCNMAX,*),BC•),SOMA 
INTEGER N,M,IWB,II,MM,JI 
COMMON / ELEMENTO / N.M 
COMMON / BANDA / I WB 
** RESOLUCAO DO SISTEMA TRIANGULAR INFERIOR ** 
BC1) = BC1)/UPPERC1,1) 
II = IWB + 1 
DO 20 I=2.M 
SOMA = O. 00 
MM = 1 
IFCI.GT.II) MM =I - IWB 
DO 10 J = MM.Cl-1) 
JI = I - J + 1 
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SOMA= SOMA+ UPPERCJ.Jl)MBCJ) 
10 CONTINUE 
BCI) =C BCI) -SOMA )/UPPERCI.1) 
20 CONTINUE 
c ** RESOLUCAO DO SISTEMA TRIANGULAR SUPERIOR ** 
BCM:> = BCM:>/UPPERCM.1) 
DO 40 I=CM-1).1.-1 
SOMA = O. DO 
MM = M 
IFCCM-I).GT.IWB) MM =I + IWB 
DO 30 J = CI+l),MM 
JI = J - I + 1 
SOMA= SOMA+ UPPERCI,JI)•BCJ) 
30 CONTINUE 
BCI) =C BCI) -SOMA )/UPPERCI,1) 
40 CONTINUE 
RETURN 
END 
Agora,subs~i~uindo a decomposiç~o de Cholesky de K na 
ma~riz M do primeiro sis~ema, (4.11), ~amos : 
M = CL LT) @ I 
Usando a propriedade 2 do produ~o ~ensorial, dada em (3.10). 
T 
com A= L. B =L e C= D =I, ob~emos um sis~ema equivalen~e. 
CL ® I) CLT ® I) y = B. 
que pode ser decompos~o em dois sis~emas mais simples, 
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CL ~ I) o = B (4.16) 
CLT ~ !) r = o (4. 17) 
Fazendo o produt..o t.ensoria.l que aparece em C4. 113). da f'orma 
como foi definido em C3.9). encont-ramos uma ma~riz ~riangular 
inferior por blocos, onde cada bloco Ci.,j) é uma mat..riz de 
dimensão 2N. com a seguint..e est..rut..ura 
l o i.j 
(4. 18) 
o l 
\. j 
onde l é um el ement..o de L. Considera os vet.ores c e B. de 
\.) 
compr 1 ment..os C 2N) 2 , di vi di dos em 2N blocos de t..amanhos 2N. 
Para resolver (4.16) proceda como em (4.14). ~rat..ando cada 
element-o da mat.riz como um bloco da f"orma (4.18). Port..ant.o. 
cada operação dest..e processo será repet..ida 2N vezes. 
Analogamen~e. resolvemos C4.17). 
Resumindo, para obt.ermos a solução do sist.ema 
CL ~ I) CLT ~ I) r = B. podemos aproveit-ar. com pequenas 
modificações. a sub-rot.ina SOLVECCHKY que resolve um sist..ema 
da forma 
c 
c 
c 
c 
KKKKXKKKXKKXKXXXKKKXKKKK*************XKXXKXKKKKKK*X**X 
* SUB-ROTINA QUE RESOLVE CL ~!)CLT ~ 1) r = B. * 
* ONDE L ~ UMA MATRIZ TRIANGULAR INFERIOR * 
KKKKKKK*X*XKKKKKKKKX******X*X*X***XXX*XK************** 
pàg.74 
SUBROUTINE SOLVECNMAX.UPPER,B) 
REAL*B UPPERCNMAX,M),BCNMAX,M),SOMA 
INTEGER N,M,IWB.II.MM,JI 
COMMON / ELEMENTO / N.M 
COMMON / BANDA / I WB 
C ** RESOLUCAO DO SISTEMA TRIANGULAR INFERIOR ** 
00 1 I =1 ,M 
BC1,!) = BC1,l)/UPPERC1,1) 
1 CONTINUE 
II = IWB + 1 
00 20 I=2.M 
00 2 K=1.M 
SOMA = O. DO 
MM = 1 
IFCI. GT. II) MM = I - IWB 
DO 10 J = MM.CI-1) 
JI = I - J + 1 
SOMA= SOMA+ UPPERCJ.Jl)MBCJ,K) 
10 CONTINUE 
BCI,K) =C BCI,K) -SOMA )/UPPERCI.l) 
2 CONTINUE 
20 CONTINUE 
CAP.4 
C ** RESOLUCAO DO SISTEMA TRIANGULAR SUPERIOR ** 
DO 3 1 =l.M 
BCM,l) = BCM.I)/UPPERCM.l) 
3 CONTINUE 
DO 40 I =C M-1) ,1 , -1 
DO 4 K=l,M 
SOMA = O. DO 
MM = M 
IFCCM-l).GT.!WB) MM =I + IWB 
DO 30 J = CI+l),MM 
JI = J - I + 1 
SOMA= SOMA+ UPPERCI.JI)*BCJ,K) 
30 CONTINUE 
BCI.K) =C BC!,K)- SOMA )/UPPERC!,l) 
4 CONTINUE 
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40 CONTINUE 
RETURN 
END 
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Vimos que para resolvermos os sistemas (4.11) e (4.12) 
é preciso inicialmente a decomposição de Cholesky da matriz K, 
que é ~eita na sub-rotina CHKYSTR. Como a montagem da K s6 é 
necessária nas 3 primeiras iterações. também a sua 
decomposição da Cholesky não será necessária nas demais 
i ter açêSes. 
Concluindo, para obtermos a solução do sistema (4.10), 
conhecidos o vetor B e a decomposição de Cholesky de K, temos 
a sub-rotina SISTEMA, descrita abaixo, que 
procedimentos SOLVECHKY E SOLVE. 
c 
c 
c 
c 
c 
KKKKKKKKKKKKKKKKKKKKKKKKKKK**KKKKKKKM** 
* SUB-ROTINA QUE RESOLVE O SISTEMA * 
KKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKK 
SUBROUTI NE SI STEMAC NMAX. UPPER. 8) 
REALxS UPPERCNMAX,x),BCNMAX,x) 
REALx8 BBC90) 
INTEGER N.M 
COMMON / ELEMENTO / N.M 
** RESOLUCAO DO PRIMEIRO SISTEMA ** 
CALL SOLVECNMAX.UPPER.B) 
** RESOLUCAO DO SEGUNOO SISTEMA ** 
DO 10 I =1. M 
00 20 J=1.M 
BBC J) = BC I • J) 
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20 CONTINUE 
CALL SOLVECHKYCNMAX,UPPER.BB) 
DO 30 K=1.M 
BC I • K) = BBC K) 
30 CONTINUE 
10 CONTINUE 
RETURN 
END 
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Observe que. apesar do produ~o ~ensorial en~re as 
de C2N) 2 equações, iremos resolver sis~emas cujas ma~rizes são 
de dimensão 2Nx4. Por~an~o. a escolha do mé~odo de Elemen~os 
Fini~os com Direções Alternadas signi~icou um ganho quan~o ao 
espaço de memória requerido. 
4.3.7 - MODIFICA B 
Vimos que no ~empo ~=ll.~ ~emos um processo i tera~i vo 
onde o ~ermo do lado direi~o do s1s~ema, B. é dado por 
e C~~)kt não se al~era em cada i~eração. Nosso in~eresse agora 
é mos~rar como ~oi cons~ruiào o pr1meiro termo de B. Para 
com a seguin~e es~ru~ura de bloco : 
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2 = 
ZzN 
Usando C4.9) e fazendo o produ~o CAx ~ AY) 2 obtemos o vetor 
2 2 
onde 9( = C fl.t..) C 1 -c .6~) ) • com a seguinte 
estrutura de bloco : 
AYc 1122~ 4222 - 2829 ) 
AYC 
-4222- + 50422 2522.c. + 4225 ) 
AYC 
-282t + 22423 4224 - 2825 ) 
AYC 
-252Az - 4229 + 50424 - 262Zcs + 4227 ) 
v = 9( 
210h AYC 4222 2829 + 22425 - 42Zcs - 2827 ) 
c 4. 19) 
J 
Para construi r mos o vetor ac~ ma é necessa.r i a i ni ci al mente a 
montagem da matriz Ax = AY. de:finida em (4. Q). No programa 
esta matriz é denominada MATe possui. devido a sua estrutura, 
2N linhas e 4 colunas. 
c ************************************************ 
C * SUB-ROTINA QUE CONSTROI A MATRIZ C210H A~ * 
c ~--·······************************************ 
SUBROUTI NE MA TRI G<. A) 
RE/>.LK8 AC 80 • K) 
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INTEGER N.M.KK 
COMMON / ELEMENTO / N.M 
C ** DIAGONAL PRINCIPAL ** 
AC 1 • 1 ) = 11 2. DO 
ACM.1) = 112. DO 
KK = 2 
DO 1 O I =1 • C N -1 ) 
ACKK.1) = 604.00 
ACKK+1.1) = 224.00 
KK = KK + 2 
10 CONTINUE 
C ** PRIMEIRA DIAGONAL SUPERIOR ** 
ACM-1.2) = -28.00 
KK = 1 
DO 20 I =1. C N-1) 
ACKK.2) = -42.00 
ACKK+1.2) = O.DO 
KK = KK + 2 
20 CONTINUE 
C ** SEGUNDA DIAGONAL SUPER! OR ** 
KK = 1 
DO 30 I =1. C N-1) 
ACKK.3) = -28.00 
ACKK+1.3) = -262.00 
KK = KK + 2 
30 CONTINUE 
ACM-2.3) = 42.00 
C ** TERCEIRA DIAGONAL SUPERIOR ** 
AC1.4) = 0.00 
KK = 2 
00 40 I =1. CN-2) 
ACKK.4) = 42.00 
ACKK+1,4) = O.DO 
KK = KK + 2 
40 CONTINUE 
RETURN 
END 
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\.=1 • 2 • .•. • 2N • que aparecem na 
def' i ni ç~o do vet..or fJ em C 4. 1 9) • são f' e i t..os separ adament..e na 
sub-rot..ina PRODUTO, descrit..a abaixo. IWB represent..a 
compriment-o da semi-banda da mat..riz simét..rica AY. 
c 
c 
c 
c 
c 
1 
c 
* 
w 
w 
SUB-ROTINA QUE CALCULA O PRODUTO DE UMA * 
MATRIZ A • SI METRI CA COM ESTRUTURA DE BANDA. w 
POR UM VETOR Z : Awz = B w 
SUBROUTI NE PRODUT<X A. Z. B) 
REALwS ZCw),BC.w).SOMA.EPS 
REALwS ACSO,w) 
INTEGER N.M.IWB.MM.KI 
COMMON / ELEMENTO / N.M 
COMMON / BANDA / I WB 
DATA EPS / 1.D-19 / 
DO 1 I =1. M 
IFCDABSCZCI)). LE. EPS) ZCI) = O. DO 
CONTINUE 
** CALCULO DE BC 1) ** 
SOMA = O. DO 
MM = 1 + IWB 
DO 10 J=l.MM 
SOMA= SOMA+ AC1.J)w2CJ) 
10 CONTINUE 
BCl) = SOMA 
DO 20 I=2.M 
o 
c ** CALCULO DOS ELEMENTOS DA DIAGONAL E ACIMA DELA ** 
SOMA = O. DO 
MM = I + IWB 
IFCCM-I).LT.!WB) MM = M 
DO 30 J=I .MM 
KI = J - I + 1 
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SOMA= SOMA+ ACI.KI)•ZCJ) 
30 CONTINUE 
C ** CALCULO DOS ELEMENTOS ABAIXO DA DIAGONAL ** 
MM = I - IWB 
IFCCI-IWB).LE.O) MM = 1 
DO 40 J=MM. Cl -1) 
KI=I-J+1 
SOMA= SOMA+ ACJ.Kl)MZCJ) 
40 CONTINUE 
BCI) = SOMA 
20 CONTINUE 
RETURN 
END 
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Observe que a mon~agem da ma~riz Ay para o cálculo de 
v é necessária apenas no primeiro passo do processo i~era~ivo. 
ou seja, quando NITER = 1. Na sub-ro~ina TENSORIAL, descri~a 
abaixo, efe~ivamos o cálculo de v. 
C MMMMMMMMMMMMMMMMMMMMMMMMMKMMMMMMMMMK**M**-**** 
C • SUB-ROTINA QUE CALCULA O PRIMEIRO TERMO * 
C * DE B NO PROCESSO ITERATIVO NO TEMPO T=A T • 
C MMMMMMMMKKKKKKKKKKKKKKKMMMMKKMMMMMMMMMMMKKKKKK 
SUBROUTI NE TENSOR! ALC NMAX • NI TER. 21 , 22) 
REAL•B H,HT,Z1CNMAX,•),Z2CNMAX.•),AUX,AUX1.AUX2,EPS 
REAL•B MATCB0,4),V1C80),V2CB0) 
INTEGER N,M,NITER.II,JJ 
COMMON / NPINTEG / NPI 
COMMON / ELEMENTO / N.M 
COMMON / PARTI CAO / H. HT 
DATA EPS / 1. D-18 / 
IFCNITER.EQ.1) THEN 
CALL MA TRI GC MA D 
END IF 
AUX1 = HT•HT 
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AUX2 = 210.DOw210.DO•H•H 
AUX = AUX1wC1.DO - AUX1)/AUX2 
DO 1 I =1 ,M 
DO 1 J=1,M 
IFCDABSCZ1CI,J)).LE.EPS) Z1CI,J) = 0.00 
1 CONTINUE 
C ** CALCULO DE Z2C1,1), I=1,M ** 
DO 10 I =1 ,M 
CAP.4 
V1Cl) =C 112.DOwZ1C1,I)-42.DOMZ1C2,!)-29.DOMZ1(3,1) ) 
M MAUX 
10 CONTINUE 
CALL PRODUTCX:: MA T, V1 , V2) 
DO 20 I=l,M 
Z2C1, I) = V2CI) 
20 CONTINUE 
C ** CALCULO DE 22C2,I), I=l,M ** 
DO 30 I=l,M 
Vl(l) =C -42.DOwZ1Cl,I)+604.DOw21C2,l)-262.DO*Z1C4,I) 
* +42. DOwZ1C6. I) )wAUX 
30 CONTINUE 
CALL PRODUTCX:: MA T. Vl , V2) 
DO 40 I =1. M 
22C 2. I ) = V2C I) 
40 CONTINUE 
C ** CALCULO DE Z2C3,!), I=l,M ** 
DO 60 I=1,M 
VlC!) = C -29. DOw21C1,I)+224. DOwZ1C3,!)-42. DOw21C4,I)-
* 28. DO*Z1C5.I) )wAUX 
60 CONTINUE 
CALL PRODUTCX:: MA T • Vl • V2) 
DO 60 I =l.M 
Z2C3,I) = V2CI) 
60 CONTINUE 
C ** CALCULO DE 22CJ.I), J=4,CM-3) E I=l,M ** 
II = 2 
JJ = 4 
DO 70 K=l .CN-3) 
C ** CALCULO DE 22C2*J,!), J=2,CN-2) E I=1.M ** 
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DO 80 I=1.M 
V1CI) =C -262.DO•Z1CI!,I)-42.DO•Z1CII+l,I)+604.DOM 
* Z1CII+2,I)-262.DOMZ1CII+4,!)+42.DO•Z1CII+6,I) )MAUX 
90 CONTINUE 
CALL PRODUTOC MA T, Vl , V2) 
DO QO I=l,M 
Z2CJJ,l) = V2Cl) 
QO CONTINUE 
C ** CALCULO DE 22C2MJ+1,I), J=2,CN-2) E I=l,M ** 
DO 100 I=1,M 
V1Cl) =C 42.DO•Z1CII,I)-2B.D0•21CII+l,I)+224.DO* 
* 21CII+3,l)-42.DOM21CII+4,!)-2B.D0•21CII+6,1) )MAUX 
1 00 CONTINUE 
CALL PRODUTOC MA T. V1 • V2) 
DO 110 I =1. M 
22CJJ+1,I) = V2CI) 
11 O CONTINUE 
II = II + 2 
JJ = JJ + 2 
70 CONTINUE 
C ** CALCULO DE BCM-2,I), 1=1,M ** 
DO 120 I=1,M 
V1CI) =C -262.DO•Z1CM-4,I)-42.DO•Z1CM-3,I)+604.DO* 
* ZlCM-2,1)+42. D0MZ1CM.l) )MAUX 
120 CONTINUE 
CALL PRODUT<X MA T. V1 , V2) 
DO 130 I =1,M 
Z2CM-2,I) = V2Cl) 
1 30 CONTINUE 
C ** CALCULO DE BCM-1,!), I=1,M ** 
DO 140 I =1 ,M 
VlCl) =C 42.DO•Z1CM-4,!)-2B.DO*Z1CM-3,!)+224.DO* 
* Z1 C M-1. I) -29. DO*Z1 C M, I) )*AUX 
140 CONTINUE 
CALL PRODUTOC MA T, V1 , V2) 
DO 160 I=l,M 
Z2CM-1, !) = V2Cl) 
160 CONTINUE 
C ** CALCULO DE BCM.I), 1=1. ,M ** 
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00 160 I=l,M 
V1Cl) =C 42.DOMZ1CM-2,!)-28.DOMZ1CM-1,!)+112.DOM 
w Z1CM,I) )wAUX 
160 CONTINUE 
CALL PRODUTOC MAT • V1 , V2) 
DO 170 I =1 ,M 
Z2C M. I) = V2C I) 
1 70 CONTINUE 
RETURN 
END 
4.3.8 - CÁLCULO DAS INTEGRAIS 
Para ob~ermos o lado direi~o do sis~ema linear, B, é 
preciso calcular in~egrais dos seguin~es ~ipos : 
onde. 
t- = o 
(4. 23) 
- nos ~empos iniciais : 
1 - < GC x. y) • OI OI > 
JC L 
2 - ( 'ilGC X, y) • \101 OI ) 
K L 
3 - < 2 GCx.y), iJ 
GCx,y) = u Cx.y) 
o 
itxity 
OI OI 
JC L > 
C B ) = < u 
KL O 
01 (S > + < \lu • \101 (S > + 
JC L O JC L 
+ < ...,2 u ...,z n .., • v OI fJ 
itxity O itxity K L 
> 
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(4. 20) 
(4. 21) 
(4. 22) 
t. = ât. 
(4. 24) 
onde, 
GCx. y) = sCx. y) = 
C B ) 
ICL 
At. u 
' 
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onde. C (jJ' ) = < s • a (3 > + ât.< Vs. V a (3 > 
ICL JC L JC L 
- nos demais t.empos : 
< GC x. y) • a a > 
IC L 
4 - < cCx.y)V~.Va a > 
IC L 
(4. 26) 
t. = \. .àt. { 
(4. 26) 
M GCx.y) = f' = f'Cx,y,t. ) 
M 
A int.egral em C4.26) é dif'erent.e da int.egral do t.ipo 
dois. (4. 21). pois ~ é um vet.or, ou seja, o gradient.e da 
solução numérica no t.empo i medi at.ament.e ant.er i or. e não uma 
expressão algébrica como no caso de GCx,y). Port.ant.o, exist.em 
basicament.e quat.ro t.ipos de int.egral que precisamos 
resolver,C4.20),C4.21),C4.22) a (4.26). O mét.odo numérico 
adot.ado, em qualquer it.eração no t.empo, f' oi Quadrat.ura 
Gaussiana com a opção de 2,3 ou 4 nós em cada direção por 
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element.o ( 051. 
A t.it.ulo de exemplo. suponhamos que est.ejamos 
int.eressados em calcular as int.egrais para o caso de k=3 e 
L=4. As funções de base o. Cx) e o. Cy) possuem seus suport.es 
a • 
defini dos em [X , X J 
~ a 
e [y ,y ] • 
2 • 
logo o pr odut.o o. C x) o. C y) 
a • 
é 
diferent.e de zero soment.e no ret.ângulo [X , X ] x[ y , y ] , 
s a 2 • 
como 
most.ra as figuras abaixo. 
/ ~ ---------------·------------·--~ 
'lã: 'ld )''i 
FIGURA 4.6 
Det..er minar e mos as expressões para o cálculo das 
int.egrais em II = [x ,x lx[y .y l. lembrando que o valor t.ot..al 
~ 2 g • 
da int..egral é dado pela soma nos quat..ro quadrant.es. Em II. as 
funções de base locais correspondent.es a Ot Cx:> 
8 
e Ot Cy) 
.. 
são 
t:fJ Ct..) e t:fJ Ct..). respect..ivament..e. e as relações ent..re elas dadas 
.. l 
em C4.7). Para a int..egral do t..ipo 1, (4.20), t..emos : 
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JJ 
II 
onde. 
GCx, y)Ot Cx)Ot Cy) dxdy 
a " 
= 
= 
{ xCt) = yCz) = 
.. .. I J GCxCt.) ,y(z))<'f>.,Ct.)<'/>~Cz) dtdz 
-~ -~ 
~ 
2 
l 
--2 
C Cx 
l 
C Cy 
a 
+ X ) + h t.) 
2 
+ y ) + h z) 
" 
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dxdy 
C4. 27) 
A f'unç~o que f'az est.as mudanças de variáveis é def'inida no 
nosso programa da seguinte forma : 
c 
c 
c 
****************************************** 
* FUNCAO QUE FAZ A MUDANCA DE VARIA VEL * 
···········•*****************•············ 
REAL*B FUNCTI ON TRANSFC T. A. 8) 
REAL*B T,A.B 
TRANSF = CA + 8 + C8 - AJ•D*O. 500 
RETURN 
END 
Usando Quadratura Gaussiana com NPI pont.os por elemento em 
cada direç~o. obtemos : 
JJ GCx.y)Ot (x)Ot Cy) dxdy 3 " = 
II C4. 28) 
NPI NPI 
h2 I z. = ~ \. I Z GCxCt.),y(t)) <'f>(t)<'f>Ct) J \. J " \. l J 
i=t j = l
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onde t.. são os zeros do poli nOrni o de Legendr e e Z. , os pesos 
~ ~ 
da fórmula da Quadrat.ura Gaussiana. Usando o mesmo 
procediment.o, conseguimos as expressões para as out.ras 
i nt.egr ais. 
II V'G< x, y) V' o. C x.) o. C y) dxdy a "' = 
II C4. 29) 
NPI NPI 
h L z = --z i L Z. C G CxCt. ),y(t. )) cp•ct..)cp Ct.) J X \. J 4\. :t J + 
\.=:t j=:t 
+ G CxCt.),y(t..)) cp Ct..)cp•ct..)) 
y I. J .. \. :t J 
II 2 2 iJ G< x, y) iJ o. ( x.) o. C y) dxdy ôx.ity ôx.iJy a "' = 
II (4. 30) 
NPI NPI 
= L z \ I Z. G CxCt..),y(t. )) cp'Ct.)cp'Ct.) J xy \. J .. 1. :t J 
JJ cC x, y) V'll" V'o. C x.) CA. C y) dxdy 3 .. = 
II (4. 31) 
h 
=~ cCxCt..) ,yCt. )C tl'cxet. ) .yCt .))cp'Ct. )</J ct. ) + \. J X 1. J 41. :t J 
+ tl'cxet. ) .yet )) 4> ct. )cp•ct. ) ) y \. J .. \. :t J 
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Observe que nas expressões para o cálculo das 
integrais é necessário o produto das funç~es de base locais e 
suas derivadas calculadas nos n6s gaussianos. Estes valores 
s~o construidos na sub-rotina BASE e armazenados nas matrizes 
FI,DFIX,DFIY,D2FIXY, def'inidas na 4.3.2. Também 
f'ornecemos em BASE os pesos da fórmula da Quadratura 
Gaussiana. 
PHICI,II) representa a f'unç~o de base local II 
calculada no nó gaussiano TCI). 
DPHI C J. J J) representa a derivada da funç~o de base 
local JJ calculada no nó gaussiano TCJ). 
c 
c 
c 
c 
c 
* SUB-ROTINA QUE FORNECE OS DADOS PARA A * 
* I NTEGRACAO E CONSTROI AS BASES LOCAIS * 
SUBROUTI NE BASE 
REAL*8 TC5),ZC5),PHIC5,4),0PHIC6,4),FlC5.5,4,4) 
REAL*8 DFIXC5,5,4,4),0FIYC5,5,4,4),D2FIXYC5,5,4,4) 
INTEGER NPI,II,JJ 
COMMON / NPINTEG / NPI 
COMMON / PESO / T.Z 
COMMON / FUNCOES / FI,DFIX,DFIY,D2FIXY 
** FORNECE OS PONTOS E OS PESOS PARA A I NTEGRACAO ** 
IFCNPI.EQ.2) THEN 
TC1) = -0.5773502700 
TC2) = -TC1) 
ZC1) = 1.00 
ZC2) = 1. DO 
ELSE IFCNPI.EQ.3) THEN 
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TC1) = -0.774696669241483DO 
TC2) = O. DO 
TC3) = -TC1) 
ZC1) = 6. D0/9. DO 
ZC2) = 8. D0/9. DO 
2(3) = ZC1) 
ELSE IFCNPI. EQ. 4) THEN 
TC1) = -0.86113631DO 
TC2) = -0.3399910400 
TC3) = -TC2) 
TC4) = -TC1) 
ZC1) = 0.3478649600 
2(2) = 0.66214616DO 
2(3) = 2(2) 
2(4) ZC1) , = 
ELSE IFCNPI. EQ. 6) THEN 
TC1) = -0.9061799600 
TC2) = -0.6394693100 
TC3) = 0.00 
TC4) = -TC2) 
TC6) = -TC1) 
2(1) = 0.2369269900 
2(2) = 0.4796296900 
ZC3) = 0.6698889900 
ZC4) = 2(2) 
2(6) = ZC1) 
ELSE 
WRITEC*.10) 
10 FORMATC//.TS.•ENTROU COM O NUMERO DE PONTOS DE GAUSS 
c 
c 
* ERRADO •) 
STOP 
END IF 
CALCULA AS FUNCOES DE BASE LOCAL E SUAS 
DERIVADAS EM TCI). 1=1 ...• NPI 
DO 20 I =1 • NPI 
C ** CALCULO DAS FUNCOES NO ELEMENTO P ADRAO ** 
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PHI<I.1) = 0.2500*C2.00 + TCI))*C1.00- TCI))M 
* C1.00- TCI)) 
PHICI.2) = 0.2500*<1.00 + TCI))*Cl.DO- TCl))M 
* C 1 . DO - TC I ) ) 
PHICI.3) = 0.2500*<2.00- TCI))*Cl.OO + TCI))M 
* (1.00 + TCI)) 
PHIC1.4) = 0.25DO*CTCI) - 1.00)*C1.00 + TCI))* 
* C 1 . DO + TC I)) 
C ** CALCULO DAS DER! V ADAS ** 
DPHICI.1) = -0.7500•<1.00- TCI)•TCI)) 
CAP.4 
DPHI<I.2) = -0.2600*<1.00- TCI))*C1.00 + 3.DO•TC!)) 
DPHI<I.3) = 0.7600*<1.00- TCI)•TC!)) 
DPHICI. 4) = 0.2600*<1.00 + TC!))*C3.DO•TCI) - 1.00) 
20 CONTINUE 
C ** CALCULO DOS PRODUTOS ** 
DO 30 11=1.4 
DO 30 JJ=1.4 
DO 30 I =1 • NPI 
DO 30 J=l.NPI 
FICI.J.II.JJ) = PHICI.II)•PHICJ.JJ) 
DFIXCI.J.II.JJ) = DPHICI.II)*PHICJ.JJ) 
DFIYCI.J.II.JJ) = PHICI.I!)MDPHICJ.JJ) 
DeFIXY<I.J.II.JJ) = DPHICI.II)*DPHICJ.JJ) 
30 CONTINUE 
RETURN 
END 
As expressões dos soma~órios que de~inem as in~egrais 
podem ser resumidos da seguin~e ~arma : 
c z 
I 
I J 
onde. C é uma cons~an~e e 
2 FF<I.J.II.JJ) 
J 
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(4. 32) 
FF = { Dl•FI DGX•DFIX + D2Y•DFIY D3•D2FIXY 
com, D1 = G 
{ D2X = G X D2Y = G y 
{ D2X = c UM X D2Y = c UM y 
03= G 
xy 
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em C4. 28) 
em C4.29) e C4.31) 
em C4.30) 
em C4. 29) 
em C4. 31) 
O segundo somatório em (4. 32) é feito na sub-rotina 
SOMAY, fornecendo as somas parciais, SY1,SY2,SY3 e SY4, das 
integrais dos tipos 1,2,3 e 4, respectivamente. As definiç~es 
das funç~es 01 , D2X • D2Y e 03 em cada i ter ação no tempo podem 
ser encontradas em (4.23), (4.24) e C4.26). 
No vetor XT temos os valores xC t ) • i=1 , ... , NPI, e em 
1. 
YT os valores de yC t _) • j =1 •... , NPI. Nas matrizes DUNX e DUNY 
J 
encontramos as derivadas da solução UM imediatamente anterior, 
avaliadas em CXT,YT). Veremos depois como obter estes valores. 
C MMMXXXXXXMMMMMX**tftfXXXMXMMX*****M****XXXXMMMXXXMMXX*** 
C * SUB-ROTINA QUE CALCULA AS SOMAS EM Y DAS INTEGRAIS * 
C MXMXXMMXXXMK****MXXMXMMMMXMMXXXXMXXXXMMXMMMXXMXX**tftf*M 
SUBROUTINE SOMAYCK.I.XT,YT,TP,II,JJ,DUNX,DUNY,SY1,SY2, 
* SY3,SY4) 
REAL•S H,HT.XT,YTCx),T?Cx),SY1,SY2,SY3,SY4,TRANSF 
REAL•S D1,02X,D2Y.D3,UO,DUOX,DUOY,D2UOXY,S,DSX,DSY 
REAL•S D2SXY,VALFN,VALFC,FC,FIC5,5,4,4),DFIXC5,5.4,4) 
REALxS DFIYC5,5,4,4),02FIXYC5,5,4,4) 
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REALWS TC5).ZC5),0UNXC40.5.*)•0UNYC40,5,*), 
INTEGER IT.I.NPI,II,JJ,K 
COMMON / PARTI CAO / H, HT 
COMMON / NPINTEG / NPI 
COMMON / PESO / T,Z 
COMMON / FUNCOES / FI,DFIX,DFIY,DeFIXY 
COMMON / PTEMPO / I T 
C SUB-ROTINA QUE CALCULA AS SOMAS EM Y 
C DAS SEQUI NTES INTEGRAIS : 
C 1) <F.PHICi)PHICj)> 
C 2) <GRA!XF). GRAIXPHICi)PHICj))) 
C 3) <DeCF)/OXDY.DeCPHICi)PHICj)/OXDY> 
C 4) <GRAIXUN) ,GRAIXPHICi)PHICj)> 
C I I • J J : NUMERO DA FUNCAO DE BASE 
C II,JJ = 1,2.3 ou 4 
C INTERVALO DE INTEGRACAO EM Y: CY1.Y2J 
DO 1 O J =1 • NPI 
IFCIT. EQ.1) THEN 
CALL VALFCXT.YTCJ),UO,DUOX,DUOY,D2UOXY) 
01 = uo 
DeX = DUOX 
DeY = DUOY 
03 = DeUOXY 
ELSE IFCIT.EQ.2) THEN 
CALL VALF1CXT.YTCJ),S,DSX,DSY.D2SXY) 
01 = s 
oex = osx 
DeY = DSY 
03 = DeSXY 
ELSE 
D1 = VALFNCXT.YTCJ),TPCIT-1)) 
FC = VALFCCXT,YTCJ)) 
DeX = FCMDUNXCK.I.J) 
D2Y = FC•DUNYCK.I.J) 
END IF 
IFCIT.LT.3) THEN 
SY 1 = SY 1 + ZC J) *Dl -tEFI C I . J • I I . J J) 
SY2 = SY2 + ZCJ)*C D2X•DFIXCI,J.II.JJ) + 
* DeY*DFIYCI.J.II,JJ) ) 
SY3 = SY3 + ZCJ)*D3*DeFIXYCI.J.II.JJ) 
ELSE 
SY 1 = SY 1 + 2C J) *Dl -tEFI C I • J • I I • J J) 
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SY4 = SY4 + ZCJ)WC D2XttDFIXCI .J .II .JJ) + 
* D2YttDFIYCI.J.II.JJ) ) 
END IF 
10 CONTINUE 
RETURN 
END 
CAP.4 
Na sub-ro~ina SOMAX fazemos a soma dos diferen~es 
~ipos de in~egral que aparecem em cada i~eração do ~empo. para 
a cons~rução do lado direi~o do sis~ema. 
c ********************************************* 
C * SUB-ROTINA QUE FAZ A SOMA DAS INTEGRAIS * 
c ********************************************* 
SUBROUTI NE SOMAXC SX1 • SX2. SX3. SX 4 • SOMA) 
REAL*8 H. HT. SX1 • SX2. SX3. SX4. SOMA 
INTEGER IT 
COMMON / ? ARTI CAO / H. HT 
COMMON / ?TEMPO / I T 
IFCIT. EQ. 1) THEN 
SOMA = SX1 *H*HMO. 2500 + SX2*HMO. 600 + SX3 
ELSE IFCIT.EQ.2) THEN 
SOMA= SX1MH*HM0.2600 + SX2*H*0.600*HT + 
* SX3•HTMHT•HT*HT 
ELSE 
SOMA = CSXl*H*HMO. 2600 - SX4*HMO. 6DO)*HT*HT 
END IF 
RETURN 
END 
Nas deduções das fórmulas para os cálculos das 
in~egrais podemos no~ar a necessidade de relacionarmos as 
funções de base envolvidas. Ol • 
p 
p=1 •...• 2N. 
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com as funções de 
CAP.4 
base local,~ .• \.=1,2,3,4. Como exemplo, vamos most.rar, nas 
I. 
t-abelas 1 e 2, est.as relações para o caso das int-egrais que 
envolvem os produt-os Ol, Ol eOt. Ol 
21.-t q 21.-2 q q = 1, ... , 2N. Est.as 
relações s~o mant-idas para \.=2,3, ... ,N alt-erando-se, é claro, 
os int-ervalos de int.egraç~o. Quando i=l t-emos soment-e a 
segunda coluna da t.ab.l com o int-ervalo em x iqua1 a [x ,x J, 
t 2 
e para i=N, a primei r a coluna de t.ab. 2 com [X ,X J. 
N N+1 
o 
procediment-o geral usado para o cálculo das int.egrais foi 
caminhar na rede da esquerda para a di rei t.a e em faixas da 
forma [x .x. Jx[y ,y J. \.=1 •... ,N. Assim. o lado direit.o 
1.-1 1.+t 1 N+1 
do sist.ema. a. será calculado por blocos e obedecerá o produt.o 
t.ensorial envolvido. Na sub-rot.ina BLOCO obt.emos cada um 
dest.es blocos de B. 
Nos vet.ores XT1 e YT1 t.emos os valores xCt.) e yCt.) • 
t J 
i. j =1, ...• NPI. quando est.es pont.os pert.encem à faixa 
[xk .xkJx[y ,y J e, XT2 e YT2 quando pert-encem à faixa 
-1 1 N+ 1 
seguint.e. [X , X ) x( y , y ) , 
k k+i 1 N+ t 
k=2 •...• N. JJ e KK indicam 
quais funções de base local ent.ram no cálculo das int.egrais. 
Se JJ=O, significa que est.amos calculando o primeiro bloco de 
B e. para KK=O. o úl t.imo bloco. Em DUNX1 e DUNYl t.emos os 
valores de tr e tr nos pont.os CXT1. YT1) e em DUNX2 e DUNY2 os 
X y 
valores de UM e UM nos pont.os CXT2. YT2). 
X y 
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PRODtJTOS : OI OI 
Z\.-1 q 
[ X. • X. ] [ X. • X, ] '1.-1 'L \. '1.+1 
(y1.y2 l tt>,. t/>2 t/>2 t/>2 q = 1 
[y1.y2 ] tt>,. ti> a tf>z r/J3 
q ,. 2 
[ y • y ] 2 3 tt>,. r/Jt 4'2 r/Jt 
[ y • y ] 
1 2 t:P,. t:P,. 4'2 
"'· q = 3 [ y • y ] 2 3 t:P,. 4'2 4'2 4'2 
(yN.yN+1 ] 4'4 4'4 tp2 t:P,. q = ZN 
TABELA 1 
PRODUTOS : Ol Ol 2\.-2 q 
[ X. . X ] [ X. • X. ] \.-1 i. 'L \.+1 
[y ,y ] 4'3 4'2 4'1 t:/12 q = 1 1 2 
[y ,y J 4'3 tP'3 4'1 4'3 t 2 
q = 2 
[y2.y3 ] 4'3 tPS. 4'1 tP1 
[y ,y ] 4>3 tP,. t:/;1 r:/>4 t 2 
q = 3 
[y ,y ) 4>'3 rpz t:/;1 t:/12 2 3 
[yN.yN+1 ) tP3 rp4 tp1 t:P.., q = 2N 
TABELA 2 
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c ·················***·······--**········· C * SUB-ROTINA QUE CALCULA UM BLOCO DO * 
C * LADO DIREITO DO SISTEMA LINEAR * 
c ************************•••••-*•••••**** 
SUBROUTINE BLOCOCXP.Y,TP.JJ,KK,DUNX1,DUNY1, 
* DUNX2,DUNY2,B) 
REAL*B XP,YCM),TPC*),BCM),H,HT,XI,XM.XF,YI,YM,YF 
REAL*B SX1 • SX2. SX3. SX4. SX11 , SX22. SX33. SX44 
CAP.4 
REAL*B SY1 • SY2. SY3. SY 4. SY11 • SY22. SY33. SY 44. SOMA 
REAL•B TC6),ZC5),XT1C5),XT2C5),YT1C5),YT2C5),TRANSF 
REALMB DUNX1C40,5,M),DUNY1C40,5,M) 
REAL*B DUNX2C40,5,M),DUNY2C40,6.*) 
INTEGER IT.JJ,KK,N.M.NPI.II 
COMMON / ELEMENTO / N.M 
COMMON / PARTICAO / H, HT 
COMMON / NPINTEG / N?I 
COMMON / PESO / T,Z 
COMMON / ?TEMPO / IT 
XI = X? - H 
XM = X? 
XF = X? + H 
YI = YC1) 
YM = YC2) 
YF = YC3) 
C SX1 ,SY1 = SOMAS EM X E EM Y NO CALCULO 
C DA ?RIMEI RA INTEGRAL 
C SX2. SY2 = SOMAS EM X E EM Y NO CALCULO 
C DA SEGUNDA INTEGRAL 
C SX3. SY3 = SOMAS EM X E EM Y NO CALCULO 
C DA TERCEIRA INTEGRAL 
C SX4,SY4 = SOMAS EM X E EM Y NO CALCULO DA 
C QUARTA INTEGRAL 
C SUB-ROTINA SOMAY : CALCULA AS SOMAS EM Y DAS INTEGRAIS 
C ** CALCULO DE BC1) ** 
DO 1 O I =1 • NPI 
XT1CI) = TRANSFCTCI).XI.XMD 
XT2CI) = TRANSFCTCI),XM,XF) 
YT1CI) = TRANSFCTCI).YI.YMD 
10 CONTINUE 
SX1 = O. DO 
SX2 = O. 00 
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20 
SX3 = O. DO 
SX4 = O. DO 
DO 20 I=l,NPI 
SYl = O. DO 
SY2 = O. 00 
SY3 = O. 00 
SY4 = O.DO 
IFCJJ.NE.O) THEN 
CALL SOMAYC1,l,XT1CI),YT1,TP,JJ.2,DUNX1,DUNY1. 
* SY1. SY2, SY3, SY4) 
END IF 
IFCKK.NE.O) THEN 
CALL SOMAYC1.I,XT2CI),YT1,TP,KK,2.DUNX2.DUNY2. 
* SY1 • S."Y2. SY3. SY 4) 
END IF 
SX1 = SXl + 2CI)*SY1 
SX2 = SX2 + 2CI)*SY2 
SX3 = SX3 + ZCI)*SY3 
SX4 = SX4 + 2CI)*SY4 
CONTINUE 
CALL SOMAXC SXl • SX2. SX3. SX4. SOMA) 
BC1) = SOMA 
C SXl .SX2.SX3,SX4 = SOMAS EM X DAS INTEGRAIS. PARA 
C O CALCULO DE BC!), I=2,N 
C SY1,SY2,SY3,SY4 = SOMAS EM Y DAS INTEGRAIS. PARA 
C O CALCULO DE BC!), I=2.N 
CAP.4 
C SX11 ,SX22,SX33.SX44 = SOMAS EM X DAS INTEGRAIS. PARA 
C O CALCULO DE BCI +1). I =2. N 
C SY11.SY22,SY33,SY44 = SOMAS EM Y DAS INTEGRAIS. PARA 
C O CALCULO DE BCI+1). I=2,N 
C ** CALCULO DE BC!) E BCI+l). I=2.N ** 
II = 2 
00 30 K=2,N 
00 40 I =1 • NPI 
YT2CI) = TRANSFCTC!),YM.YF) 
40 CONTINUE 
SX1 = O. DO 
SX2 = O. DO 
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SX3 = 0.00 
SX4 = 0.00 
SX11 = 0.00 
SX22 = 0.00 
SX33 = 0.00 
SX44 = 0.00 
00 60 I =1, NPI 
SY1 = 0.00 
SY2 = 0.00 
SY3 = 0.00 
SY4 = 0.00 
IFCJJ.NE.O) THEN 
CALL SOMAYCK-1.I,XT1CI),YT1,TP,JJ,3,DUNX1,DUNY1. 
* SY1 ,SY2,SY3,SY4) 
CALL SOMAYCK,I,XT1CI),YT2,TP,JJ,1,DUNX1,DUNY1, 
* SY1,SY2,SY3,SY4) 
END IF 
IFCKK.NE.O) THEN 
CALL SOMAYCK-1.I.XT2CI).YT1,TP,KK.3,DUNX2.DUNY2. 
* SY1,SY2,SY3,SY4) 
CALL SOMAYCK,I.XT2CI),YT2,TP,KK,1,DUNX2,DUNY2, 
* SY1. SY2, SY3, SY 4) 
END IF 
SX1 = SX1 + ZCI)*SY1 
SX2 = SX2 + ZCI)•SY2 
SX3 = SX3 + ZCI)*SY3 
SX4 = SX4 + ZCI)*SY4 
SY11 = O. DO 
SY22 = 0.00 
SY33 = O. DO 
SY44 = 0.00 
IFCJJ.NE.O) THEN 
CALL SOMAYCK-1.I,XT1CI),YT1,TP,JJ,4,DUNX1,DUNY1. 
* SY11 • SY22, SY33. SY 44) 
CALL SOMAYCK,I.XT1CI),YT2,TP,JJ,2,DUNX1,DUNY1, 
* SY11.SY22.SY33,SY44) 
END IF 
IFCKK.NE.O) THEN 
CALL SOMAYCK-1,I,XT2Cl).YT1,TP,KK,4,DUNX2.DUNY2. 
* SY11.SY22,SY33,SY44) 
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CALL SOMAYCK.I.XT2CI).YT2.TP.KK.2.DUNX2.DUNY2. 
* SY11.SY22.SY33.SY44) 
END IF 
SX11 = SX11 + ZC!)MSY11 
SX22 = SX22 + ZCl)*SY22 
SX33 = SX33 + ZCI)*SY33 
SX44 = SX44 + ZCI)*SY44 
60 CONTINUE 
CALL SOMAXCSX1. SX2. SX3. SX4. SOMA) 
BCll) = SOMA 
CALL SOMAXC SX11 • SX22. SX33. SX44. SOMA) 
BC I I +1) = SOMA 
II = II + 2 
Y'M = Y'F 
Y'F = YF + H 
00 60 I =1 , NPI 
YTlCI) = YT2CI) 
60 CONTINUE 
30 CONTINUE 
C ** CALCULO DE BC2N) ** 
SXl = 0.00 
sxa = 0.00 
SX3 = 0.00 
SX4 = 0.00 
00 70 I =1. NPI 
SYl = 0.00 
SY2 = 0.00 
SY3 = 0.00 
SY4 = 0.00 
IFCJJ.NE.O) THEN 
CALL SOMAYCN.I.XT1Cl).YT1.TP.JJ.4.DUNX1.DUNY1. 
* SYl. SY2. SY3. SY4) 
END IF 
IFCKK.NE.O) THEN 
CALL SOMAYCN.I.XT2CI).Y'T1.TP.KK.4.DUNX2.DUNY2. 
* SY1,SY2,SY3.SY4) 
END IF 
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70 
SX1 = SX1 + ZCI)wSY1 
SX2 = SX2 + ZCI)wSY2 
SX3 = SX3 + ZCI)wSY3 
SX4 = SX4 + ZCI)wSY4 
CONTINUE 
CALL SOMAXCSX1, S"X2,SX3,SX4. SOMA) 
BCM:> = SOMA 
RETURN 
END 
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Para o cálculo das in~egrais do ~ipo 4. C4.31), 
precisamos do valo r das derivadas da solução i medi a t.ament.e 
ant.er i or • UN e UM. nos pont.os xC t.) • onde t.. i=2. 3 ou 4. são 
X y \. I. 
os nós gaussianos. No en~an~o. vimos na seção 4. 2 que o 
algori~mo fornece estas derivadas nos pont.os da rede. 
Portant.o. é preciso fazer uma int.erpolação para ob~ermos es~es 
valores. Como exemplo, veremos como calcular UNC xC ~ ) • yC ~ ) ) 
X I. J 
para CxC~_),yCt )) 
I. J 
E [X , X ) x[ y , y ) . 
1 2 2 3 
Temos abaixo os 
gráficos das funções de base definidas nest.e retângulo. 
FIGURA 4.7 
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Usando a def'inição de dada em (4. 8). a 
transf'ormação de variáveis (4.4) e as relaç~es C4.7). temos 
3 5 
U14C xC t.) • y( t ) ) = 
X ~ J ~ ~ T}: ,L a~CxCti.)) aL Cy(t ?) 
k= :l L= 2 
2 
= 
"-Fl T},. <P. c xC t . ) ) <P c y( t .) ) ll.x<p > • ll.y < q > p ~ q J 
p=2 q=t 
onde, T 'l.x = c o • 1 • 2 • 3) e T ll.y = C 2. 3, 4, !5) . Nestes vetores 
guardamos a nu me r ação global das der i v a das e das f'unçeíes de 
base. 
As sub-rotinas VDUNFl. M VDUNFI e VDUNFN f'ornecem U e 
X 
nos pontos pert..encentes às f'aixas da rede, 
(x,xJx(y,y ], 
1 2 1 N+:l 
[X. .x. Jx[y ,y ] 
~ ~+:l :l N+:l 
i=2 •... , N e 
( x , x J x( y • y ) • respectivamente. Temos em DUNXl e DUNYl 
N N+:l 1 N+1 
estas derivadas, e u". y calculadas na f'aixa 
[x. ,x lx[y ,y J. e em DUNX2 e DUNY2 estes valores na f'aixa 
\.-1 ~ 1 N+1 
seguinte [ X. , X. ) X ( y , y ] , 
\. \.+1 1 N+1 
i=2, ...• N. Nos vetores NGX e NGY 
encontramos a numeração global das derivadas e das !'unções de 
base. 
c 
c 
c 
c 
c 
~~~~~~~~~~*-**~•******************************* 
* SUB-ROTINA QUE CALCULA AS DERIVADAS DE Uw * 
* NA FAIXA [X .X lx[Y • Y l 00 DOMINIO * 
* 
:l Z 1 N+1 
* 
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SUBROUilNE VDUNF1CNMAX,NGX,UN,DUNX,DUNY) 
REAL•B H, HT • UNC NMAX , M) , SOMl , SOM2 
REAL•B FIC9,6,4,4),0FIXC9,6,4,4) 
REAL*B DFIYC6,9,4,4),DeFIXYC9,9,4,4) 
REAL*B DUNXC40,6,M),OUNYC40,9,M) 
INTEGER N,M,NPI,NGXC•),NGYC4),KK 
COMMON / ELEMENTO / N,M 
COMMON / PARTI CAO / H, HT 
COMMON / NPINTEG / NPI 
COMMON / FUNCOES / FI,DFIX.DFIY,02FIXY 
C ** CALCULOS EM [XC1),XC2)Jx[YC1),YC2)J ** 
NGYC1) = O 
DO 10 K=2,4 
NGYCK) = NGYCK-1) + 1 
10 CONTINUE 
DO 20 I =1 • NPI 
DO 20 J=1, NPI 
DUNXC1,l,J) = O.DO 
DUNYC1,I,J) = O.DO 
DO 30 K=2,4 
SOMl = O. DO 
SOM2 = O. DO 
DO 40 L=2.4 
SOMl = SOMl + UNCNGXCK).NGYCL))MOFIXCI.J,K,L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))MDFIYCI.J.K,L) 
40 CONTINUE 
DUNXCl,!.J) = DUNXC1,I,J) + SOMl 
DUNYCl,I.J) = DUNYC1,!,J) + SOM2 
30 CONTINUE 
DUNXC1,I.J) = 2.DO*DUNXC1,I,J)/H 
DUNYCl,l,J) = 2.DOMDUNYC1,I,J)/H 
20 CONTINUE 
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C ** CALCULO$ EM [XC1),XC2)Jx[YCI),YCI+l)J, I=2,N-1 ** 
DO 50 KK=2.CN-1) 
DO 60 K=1,4 
NGYCK) = NGYCK) + 2 
50 CONTINUE 
DO 70 I =1 ,NPI 
DO 70 J=l ,NPI 
DUNXCKK.I,J) = 0.00 
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DUNYCKK,l,J) = O.DO 
00 80 K=2,4 
SOM1 = O. DO 
SOM2 = O. DO 
00 QO L=1,4 
SOM1 = SOM1 + UNCNGXCK),NGYCL))*DFIXCI,J,K,L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))MOFIYCI,J,K,L) 
90 CONTINUE 
DUNXCKK.l.J) = DUNXCKK,l,J) + SOM1 
DUNYCKK,l,J) = DUNYCKK,l,J) + SOM2 
80 CONTINUE 
DUNXCKK.l,J) = 2.DO*DUNXCKK,l,J)/H 
DUNYCKK,l,J) = 2.DO*DUNYCKK,l,J)/H 
70 CONTINUE 
50 CONTINUE 
C ** CALCULOS EM [XC1),XC2)Jx[YCN),YCN+1)J ** 
NGYC1) = M - 2 
NGYC2) = NGYC1) + 1 
NGYC 4) = NGYC 2) + 1 
00 1 00 I =1 • NPI 
DO 100 J=1 .NPI 
DUNXCN,I,J) = O.DO 
DUNYCN,I,J) = 0.00 
00 110 K=2,4 
SOM1 = O. DO 
SOM2 = O. DO 
DO 120 L=1,4 
IFCL. EQ. 3) GO TO 120 
SOM1 = SOM1 + UNCNGXCK),NGYCL))MDFIXCI,J.K.L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))MDFIYCI,J.K.L) 
120 CONTINUE 
DUNXCN,I,J) = DUNXCN.I,J) + SOMl 
DUNYCN,I,J) = DUNYCN.I,J) + SOM2 
11 O CONTINUE 
DUNXCN,l,J) = 2.DO*DUNXCN,I,J)/H 
DUNYCN,I,J) = 2.DO*DUNYCN,I,J)/H 
1 00 CONTINUE 
RETURN 
END 
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C MMMKKMMMMMMMMMMMMMMMMMMMMMM*WM**MMMMMM*W***M**M 
C * SUB-ROTINA QUE CALCULA AS DERIVADAS DE UM * 
C * NAS FAIXAS [ X • X . l x [ Y • Y l DO OOMI NI O * 
c * \. =2 •...• N. I. I.+ 1 1 N+ 1 * 
C *WM**M**MMMKMMMN***M********-MMMMNMMMM*W**W*M*W 
SUBROUTINE VDUNFICNMAX.NGX.UN.DUNX.DUNY) 
REAL*S H • HT. UNC NMAX • M) • SOM1 • SOM2 
REAL•S FIC5.5,4.4),DFIXC5.5,4.4) 
REALM8 D2FIXC5.4.4).02FIXYC5.6,4,4) 
REALM8 DUNXC40,5,*),0UNYC40.5.*) 
INTEGER N.M.NPI.NGXCM).NGYC4).KK 
COMMON / ELEMENTO / N.M 
COMMON / PARTI CAO / H. HT 
COMMON / NPINTEG / NPI 
COMMON / FUNCOES / FI.DFIX.DFIY,D2FIXY 
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C Slffi-ROTINA QUE CALCULA OS VALORES DftS DERIVADAS PARCIAIS DA 
C SOLUCAO APROXIMADA. UNCX.Y), NOS PONTOS DE GAUSS. PERTENCENTE 
C A FAIXA DO DOMINIO [XCI),XCI+l)Jx[YCl),YCN+l)J, I=2.N-1 
C ** CALCULOS EM [XCI),XCI+l)Jx(YC1),YC2)J ** 
NGYC1) = O 
DO 10 K=2.4 
NGYCK) = NGYCK-1) + 1 
10 CONTINUE 
DO 20 I =1 , NPI 
DO 20 J=1. NPI 
DUNXCl,I.J) = 0.00 
DUNYCl.I,J) = 0.00 
DO 30 K=1.4 
SOM1 = O. DO 
SOM2 = O. DO 
00 40 L=2.4 
SOM1 = SOM1 + UNCNGXCK),NGYCL))MDFIXCI,J,K.L) 
SOM2 = SOM2 + UNCNGXCK).NGYCL))MDFIYCI.J.K.L) 
40 CONTINUE 
DUNXC1.I,J) = DUNXC1,!,J) + SOM1 
DUNYCl,!,J) = DUNYCl,!,J) + SOM2 
30 CONTINUE 
DUNXCl.I,J) = 2.DO*DUNXC1,!,J)/H 
DUNYC1.I,J) = 2.DO*DUNYC1,I.J)/H 
20 CONTINUE 
C ** CALCULOS EM [XCI).XCI+1)Jx[YCJ).YCJ+l)J. J=2.N-1 ** 
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DO 50 KK=2,CN-1) 
DO 60 K=1,4 
NGYCK) = NGYCK) + 2 
60 CONTINUE 
DO 70 I =1 , NPI 
DO 70 J=l, NPI 
DUNXCKK,!,J) = O.DO 
DUNYCKK,l,J) = O.DO 
DO eo K=1,4 
SOM1 = O. DO 
SOM2 = O. DO 
DO 90 L=1.4 
SOMl = SOMl + UNCNGXCK),NGYCL))*DFIXCI.J.K,L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))*DFIYCI,J.K,L) 
90 CONTINUE 
DUNXCKK.I,J) = DUNXCKK,!,J) + SOMl 
DUNYCKK.I,J) = DUNYCKK,!,J) + SOM2 
80 CONTINUE 
DUNXCKK,!,J) = 2.DO*DUNXCKK.I,J)/H 
DUNYCKK.!.J) = 2.DO*DUNYCKK.l.J)/H 
70 CONTINUE 
50 CONTINUE 
C ** CALCULOS EM [XCI),XCI+l))x[YCN),YCN+l)) ** 
NGYC1) = M - 2 
NGYC2) = NGYC1) + 1 
NGYC4) = NGYC2) + 1 
DO 1 00 I =1 , NPI 
DO 100 J=1 ,NPI 
DUNXCN,I,J) = O.DO 
DUNYCN.I,J) = O.DO 
DO 110 K=1,4 
SOM1 = O. DO 
SOM2 = O. DO 
DO 120 L=1.4 
IFCL.EQ.3) GO TO 120 
SOM1 = SOM1 + UNCNGXCK),NGYCL))*DFIXCI,J,K,L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))*DFIYCI,J,K.L) 
120 CONTINUE 
DUNXCN,I.J) = DUNXCN,l,J) + SOMl 
DUNYCN.I,J) = DUNYCN,l,J) + SOM2 
11 O CONTINUE 
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DUNXCN.I.J) = 2.DO•DUNXCN.I.J)/H 
DUNYCN.I.J) = 2.DO•DUNYCN,I.J)/H 
1 00 CONTINUE 
RETURN 
END 
c *********************************************** 
C * SUB-ROTINA QUE CALCULA AS DERI V AD/'>S DE UM * 
C * NA FAIXA [ X • X l x[ Y , Y l DO DOMI NI O * 
C M N NH. ~ N+~ * 
C *MM*M*MMMMMMMMMMMMMMMM**M**MMMMkkkM************ 
SUBROUTINE VDUNFNCNMAX,NGX.UN,DUNX,DUNY) 
REAL*8 H . HT, UNC NMAX • M) , SOM1 , SOM2 
REAL*B FIC5,6,4,4),DFIXC6,6,4,4) 
REAL*B DFIYC6.5,4,4),02FIXYC6,6,4,4) 
REAL*8 DUNXC40.6,*),DUNYC40,6,*) 
INTEGER N,M,NPI,NGX(M),NGYC4),KK 
COMMON / ELEMENTO / N,M 
COMMON / PARTI CAO / H, HT 
COMMON / NPINTEG / NPI 
COMMON / FUNCOES / FI.DFIX.DFIY,D2FIXY 
C ** CALCULOS EM [XCN).XCN+1)Jx[YC1).YC2)J ** 
NGYC1) = O 
00 10 K=2.4 
NGYCK) = NGYCK-1) + 1 
10 CONTINUE 
00 20 I=l,NPI 
DO 20 J=1,NPI 
DUNXC1,l,J) = O.DO 
DUNYC1,I.J) = O.DO 
00 30 K=1.4 
IFCK.EQ.3) GO TO 30 
SOMl = O. DO 
SOM2 = O. DO 
DO 40 L=2.4 
SOM1 = SOM1 + UNCNGXCK) ,NGYCL))MDFIXCI ,J ,K,L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))*DFIYCI,J,K,L) 
40 CONTINUE 
DUNXC1,I,J) = DUNXC1,l,J) + SOM1 
DUNYC1,I,J) = DUNYC1,1,J) + SOM2 
30 CONTINUE 
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DUNXC1,!,J) = 2.DOMDUNXC1,!,J)/H 
DUNYC1,!,J) = 2.DO*DUNYC1,l,J)/H 
20 CONTINUE 
CAP.4 
C ** CALCULOS EM [XCN),XCN+1)lx[YCJ),YCJ+1)l, J=2,N-1 ** 
DO 50 KK=2,CN-1) 
DO 60 K=1.4 
NGYCK) = NGYCK) + 2 
60 CONTINUE 
DO 70 I =1 .NPI 
DO 70 J=1. NPI 
DUNXCKK.I,J) = 0.00 
DUNYCKK,l,J) = 0.00 
DO 80 K=1,4 
IFCK.EQ.3) GO TO 80 
SOM1 = O. DO 
SOM2 = O. DO 
00 90 L=1,4 
SOM1 = SOM1 + UNCNGXCK),NGYCL))*DFIXCI,J,K,L) 
SOM2 = SOM2 + UNCNGXCK),NGYCL))*DFIYCI,J.K.L) 
90 CONTINUE 
DUNXCKK.I,J) = DUNXCKK,l,J) + SOM1 
DUNYCKK.I,J) = DUNYCKK,!,J) + SOM2 
80 CONTINUE 
DUNXCKK,!,J) = 2.DO*DUNXCKK,!,J)/H 
DUNYCKK,I,J) = 2.DO*DUNYCKK,I,J)/H 
70 CONTINUE 
50 CONTINUE 
C ** CALCULOS EM CXCN),XCN+1)Jx(YCN),YCN+1)] ** 
NGYCl) = M - 2 
NGYC2) = NGYC1) + 1 
NGYC4) = NGYC2) + 1 
00 100 I =1 ,NPI 
DO 100 J=1 ,NPI 
DUNXCN,I.J) = O.DO 
DUNYCN,I,J) = O.DO 
DO 110 K=l ,4 
IFCK.EQ.3) GO TO 110 
SOM1 = O. DO 
SOM2 = O. DO 
DO 120 L=1,4 
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IFCL. EQ. 3) GO TO 120 
SOH1 = SOM1 + UNCNGXCK) ,NGYCL))wDFIXCI .J .K.L) 
SOM2 = SOM2 + UNCNGXCK).NGYCL))wDFIYCI.J,K.L) 
120 CONTINUE 
DUNXCN.I,J) = DUNXCN,I,J) + SOM1 
DUNYCN,I,J) = DUNYCN,I,J) + SOM2 
11 O CONTINUE 
DUNXCN,I.J) = 2.DOwDUNXCN,I,J)/H 
DUNYCN,l,J) = 2.DOwDUNYCN.I,J)/H 
1 00 CONTINUE 
RETURN 
END 
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Podemos agora apresent.ar a sub-rot.ina INTEGRAL que, 
chamando t.odas as out.ras sub-rot.inas descrit.as nest.e capit.ulo. 
efet.iva o cálculo do lado direit.o do sist.ema, B. em cada 
it.eração do t.empo. 
c ************************************ 
C * SUB-ROTINA QUE CALCULA O LADO * 
C * DIREITO DO SISTEMA. B * 
c ************************************ 
SUBROUTI NE I NTEGRALC NMAX , X , Y , TP. UN, 8) 
REAL*B XC*),YC*),TPC*),UNCNMAX,w),BCNMAX.*) 
REAL*B DUNX1C40,5,6),0UNY1C40,5,5) 
REAL*B DUNX2C40,6,6),0UNY2C40,6,5),88CB0) 
INTEGER N.M.IT,NPI,NGXC4),II.KK 
COMMON / ELEMENTO / N.M 
COMMON / NPINTEG / NPI 
COMMON / ?TEMPO / I T 
C A SUB-ROTINA CALCULA AS SEQUINTES INTEGRAIS PARA 
C CONSTRUI R O LADO DI REI TO DO SISTEMA 
C 1) <F.PHICi)PHICj)> 
C 2) < GRADC F) , GRAIX PHI C i) PHI C j)) > 
C 3) <D2CF)/0XDY,D2CPHICi)PHICj)/DXDY> 
C 4) < GRADC UN) • GRADC PHI C i) PHI C j)) > 
C **CALCULO DE BCl,J), J=l,M ** 
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IFCIT.GT.2) THEN 
NGXC1) = O 
DO 10 I =2. 4 
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NGXCI) = NGXCI-1) + 1 
10 CONTINUE 
CALL VDUNF1CNMAX.NGX.UN.DUNX1,DUNY1) 
END IF 
CALL BLOCOCXC2).Y.TP.2.0.DUNX1,DUNY1.DUNX2.DUNY2.BB) 
DO 20 I =1 .M 
BC 1 • I ) = BBC I ) 
20 CONTINUE 
C **CALCULO DE BCI.J) E BCI+l.J). I=2,N E J=1.M ** 
li = 2 
DO 30 I=2.N 
IFCIT.GT.2) THEN 
IFCI. LT. N) THEN 
DO 40 J=1.4 
NGXCJ) = NGXCJ) + 2 
40 CONTINUE 
CALL VDUNFICNMAX.NGX.UN.DUNX2.DUNY2) 
ELSE 
NGXC1) = M - 2 
NGXC2) = M - 1 
NGXC4) = M 
CALL VDUNFNCNMAX.NGX.UN.DUNX2.DUNY2) 
END IF 
END IF 
CALL BLOCOCXCI).Y.TP.3.1.DUNX1.DUNY1.DUNX2,DUNY2.88) 
00 50 J=l.M 
BCII .J) = BBCJ) 
50 CONTINUE 
CALL BLOCOCXCI).Y.TP.4.2.DUNX1.DUNY1.DUNX2.DUNY2,8B) 
DO 60 J=l,M 
BCII+l.J) = BBCJ) 
60 CONTINUE 
IFCIT.GT.2) THEN 
00 70 KK=l.N 
00 70 K=l. NPI 
00 70 J =1 • NPI 
DUNXlCKK.K.J) = DUNX2CKK.K.J) 
DUNYlCKK.K.J) = DUNY2CKK.K.J) 
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70 CONTINUE 
END IF 
II = II + 2 
30 CONTINUE 
C **CALCULO DE BC2N,J), J=l,M ** 
CALL BLOCOCXCN),Y,TP,0,4,DUNX1,DUNY1,DUNX2,DUNY2,BB) 
DO 80 I=l,M 
BC M, I ) = BBC I ) 
80 CONTINUE 
RETURN 
END 
4.3.9 - FUNCÕES 
Mos~raremos agora como definimos no programa as 
condições iniciais, a fon~e e as ou~ras funções u~ilizadas 
nos cálculos das in~egrais. Como exemplo. apresent..aremos as 
!unções para a equação de propagação de ondas C2. 4). cuja 
f"ont..e é dada pela expressão. 
fCx,y.t..) 2 2 2 = lOOexpC -50C Cx-xo) +Cy-yo) ) - 40~ ) 
e as condições iniciais. por 
u c x. y. ~) = o 
o 
u c x. y. t..) = o 
1 
Resolvemos numericamen~e es~e problema e os result..ados obt..idos 
encont..ram-se no próximo capit..ulo. 
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C **MMMMMMM******MMMMMMMMMMM*************MMMMMMMM 
C * SUB-ROTINA QUE SAI COM O VALORES I NI CI AIS * 
C * DA SOLUCAO E DE SUAS DERIVADAS * 
C ***MMMMMMMMMMM*M*****MMM**MMM*M*M**M***MMMM**** 
SUBROUTINE VALFCX.Y,UO,DUOX.DUOY.DeUOXY) 
REAL•S X,Y.UO,DUOX,DUOY.DeUOXY 
uo = 0.00 
DUOX = 0.00 
DUOY = 0.00 
D2UOXY = O. DO 
RETURN 
END 
c ***********••••••••••••••**************** 
C * SUB-ROTNA QUE SAI COM OS VALORES DA * 
C * FUNCAO S E DE SUAS DERIVADAS * 
c ***************************************** 
SUBROUTINE VALF1CX,Y,S,DSX,DSY.DeSXY) 
REALM8 H,HT.X.Y.FO.DFOX.DFOY.D2FOXY,AUX 
REAL•B S,DSX,DSY.D2SXY.XO.YO,AUX1 
COMMON / PARTI CAO / H. HT 
COMMON / PCENTR / XO.YO 
C FONTE NO TEMPO ZERO = FO 
C DFOX = DERIVADA DE FO EM RELACAO A X 
C DFOY = DERIVADA DE FO EM RELACAO A Y 
C DeFOXY = DERIVADA DE FO EM RELACAO A X E Y 
AUX1 = 5.D1*C CX-XO)*CX-XO) + CY-YO)*CY-YO) ) 
IFCAUX1.LT.3.D1) THEN 
FO = 1.D2MDEXPC-AUX1) 
DFOX = -1.D4*CX-XO)•DEXPC-AUX1) 
DFOY = -1.D4*CY-Y0)MDEXPC-AUX1) 
D2FOXY = 1.D6MCX-XO)MCY-Y0)MDEXPC-AUX1) 
ELSE 
FO = 0.00 
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DFOX = O.DO 
DFOY = O.DO 
D2FOXY = O. DO 
END IF 
S = AUX*FO 
DSX = AUX•DFOX 
DSY = AUX *DFOY 
D2SXY = AUX•DeFOXY 
RETURN 
END 
c ************************ 
C * VELOCIDADE DO MEIO * 
c ************************ 
REAL*8 FUNCTI ON V ALFCC X. Y) 
REAL*8 X.Y 
VALFC = 1. DO 
RETURN 
END 
c ****************************************** 
C * FONTE DO PROBLEMA EM TODOS OS TEMPOS * 
c ****************************************** 
REAL*8 FUNCTION VALFNCX.Y.TP) 
REAL*8 X.Y.TP.XO.YO.AUX1.AUX2.ESPACO.TEMPO 
COMMON / PCENTR / XO.YO 
AUX1 = 5. Dl*C CX-XO)*CX-XO) + CY-YO)*CY-YO) ) 
IFCAUX1.LT.3.01) THEN 
ESPACO = 1.D2*DEXPC-AUX1) 
ELSE 
ESPACO = O. DO 
END IF 
AUX2 = 4. 01 *TP*TP 
IFCAUX2.LT.3.D1) THEN 
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TEMPO = DEXPC-AUX2) 
ELSE 
TEMPO = O. DO 
END IF 
V ALFN = ESP A CO* TEMPO 
RETURN 
END 
4.3.10 - SAÍ DA DOS RESULTADOS E DO ERRO 
CAP.4 
A sub-rotina SAl DA f"or nece as seguintes opções na 
salda dos resultados avaliação da medida do erro no caso de 
se conhecer a solução exata. a construção de arquivos que 
contém as soluções aproximadas para saidas gràf"icas ou. 
simplesmente. a apresentação das soluções em determinadas 
iteraçê5es no tempo. Na avaliação do erro usamos a norma do 
SUP, 
11 u - u max 
i:$ i , j :SN 
u( X • y. • 0) - ;Jc X • y .) 
\. J L J 
e a norma L2 • def"inida na seção 2.3.2 e cuja integração f"oi 
resolvida pelo método de Simpson [051. Caso o problema tenha 
solução exata. devemos colocar em SOL a def"inição desta 
solução. Na sub-rotina GRAFICO é f"eit.a a vetorização da 
solução aproximada. para ser utilizada em GRAF3D na construção 
do ar qul vo par a sai da gráf"i ca. Usamos o aplicativo 
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ENERTRONICS GRAFIT para ob~ermos os grá~icos. 
C ************************************MMMMM*****MMMKM 
C * SUB-ROTINA QUE SAI COM OS RESULTADOS E O ERRO * 
C **********************************-*WNNNNNM*tfM*M**tf 
SUBROUTINE SAIDACNMAX,X.Y.TP.NITER.ISE,U,UN) 
REAL*B H,HT.XC*),YC*),TPC*),UC*),UNCNMAX.*),ERRO.SOL 
REAL*B L2NOR.SUPNOR.XO.YO 
INTEGER N.M.NN.NITER,ISE.NTNOS.KI.KJ 
CHARACTER NOME*15.RES*1 
COMMON / ELEMENTO/ N,M 
COMMON / PARTICAO / H.HT 
COMMON / PTEMPO / I T 
COMMON / PCENTR / XO.YO 
WRI TEC *. 1 0) I T 
10 FORMATC//,T16,'ITERACAO = • ,!2) 
C * ANALISA O ERRO SE POS8UcrR SOLUCAO EXATA ** 
IFCISE.EQ.1) THEN 
50 WRITEC*,20) 
20 FORMATC/,T5,'DESEJA A SOLUCAO E O ERRO CS/N) ?',$) 
READC*. 30) RES 
30 FORMA TC A1) 
60 
70 
IFCRES.EQ. 'N') GO TO 40 
IFCRES.NE. 'S') GO TO 50 
WRITEC*.60) 
FORMA TC /, T5. • ENTRE COM O NOME DO ARQUIVO 
REAIX *. 70) NOME 
FORMA TC A15) 
OPENCUNIT=BO.FILE=NOME.~JrATUS='NEW') 
WRITEC80,90) 
•• $) 
90 FORMATC/,T4,'X',T15,'Y',T28,'SOL. EXATA'.T42. 
* 'SOL.APROX. ',T56.'ERRO',//) 
SUPNOR = O. DO 
L2NOR = 0.00 
DO 100 I =2.N 
KI = 2*CI -1) 
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00 100 J=2,N 
KJ = 2*CJ-1) 
SOL = 
ERRO= DABSCSOL- UNCKI.KJ)) 
L2NOR = L2NOR + ERRO*ERRO 
IFCSUPNOR.LT.ERRO) SUPNOR =ERRO 
WRITEC80,110) XC!),YCJ),SOL,UNCKI,KJ),ERRO 
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110 FORMATCT2,F9.6,T13,F9.6,T24,D12.5,T3B,D12.5,T52,D12.5) 
1 00 CONTINUE 
L2NOR = H*DSQRTCL2NOR) 
WRITEC*,120) SUPNOR,L2NOR 
120 FORMATC///,T15,'ERRO NA NORMA DO SUP = '.E12.5,//,T15, 
* 'ERRO NA NORMA L2 CTRAPEZ!O) = ',E12. 5,///) 
IFCIT.EQ.2) THEN 
WRITEC*.130) NITER 
130 FORMATCT15.'NUMERO DE ITERACOES = ',12) 
END IF 
CLOSECUNIT=BO) 
ELSE 
C ** SAI COM A SOLUCAO ** 
170 WRITEC*.l40) 
140 FORMATC/,T5,'DESEJA A SOLUCAO NUMERICA CS/N) ?',$) 
READC *, 160) RES 
150 FORMATCA1) 
190 
190 
I FC RES. EQ. ' N • ) GO TO 1 60 
IFCRES. NE. 'S') GO TO 170 
WRITEC*,180) 
FORMA TC /. T5. 'ENTRE COM O NOME DO ARQUIVO 
REAIX *. 1 90) NOME 
FORMA TC A16) 
OPENCUNIT=200.FILE=NOME,STATUS='NEW') 
WRITEC200,210) 
•• $) 
210 FORMATC/,T5,'X',T20,'Y',T33,'SOL. APROX',//) 
DO 220 I=2,N 
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KI = 2*<:1-1) 
DO 220 J=2,N 
KJ = 2*CJ-1) 
WRITEC200.230) XCI).YCJ),UNCKI.KJ) 
230 FORMATCT3,F9.5.T18.F9.5,T29.D12.5) 
220 CONTINUE 
CLOSECUNIT=200) 
C ** MONTA O ARQUIVO PARA SAI DA GRAFI CA ** 
160 NN = N + 1 
NTNOS = NN*NN 
CALL GRAFI coe NMAX , TP • NN . NTNOS. UN, tJ) 
END IF 
40 RETURN 
END 
CAP.4 
c *************************************************** 
C * SUB-ROTINA QUE FAZ A VETORIZACAO DA SOLUCAO E * 
C * CHAMA A SUB-ROTINA GRAF3D * 
c *************************************************** 
SUBROUTI NE GRAFI coe NMAX • TP. NN. NTNOS. UN • tJ) 
REAL*8 TPCx),UNCNMAX,*),U(x) 
INTEGER N,M,NN,NTNOS,IT,KI,KJ.FREQ 
CHARACTER RES*l 
COMMON / ELEMENTO / N.M 
COMMON / PTEMPO / I T 
50 WRITECX,20) 
20 FORMATC/,T5,'DESEJA O GRAFICO CS/N)? ',$) 
READC*. 30) RES 
30 FORMATCAl) 
60 
IFCRES.EQ. 'N') GO TO 40 
IFCRES.NE. 'S') GO TO 50 
WRI TEC *. 60) 
FORMATC//.T6,'FREQUENCIA PARA SAIDA GRAFICA 
REAIX *, X:) FREQ 
C ** VETORIZACAO DA SOLUCAO ** 
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•• $) 
00 70 I =1 • NTNOS 
UC!) = O. DO 
70 CONTINUE 
00 90 I=2.N 
Kl = 2MCI -1) 
00 90 J=2.N 
KJ = 2MCJ-1) 
K = J + Cl-1)*NN 
UCK) = UNCKI ,KJ) 
80 CONTINUE 
C ** CH~~A DA SUB-ROTINA QUE MONTA O ARQUIVO ** 
CALL GRAF3IX TP. NN. FREQ, U) 
40 RETURN 
END 
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C **********************************MXMXX*************** 
C * SUB-ROTINA QUE MONTA O ARQUIVO PARA SAlDA GRAFICA * 
C **XXMXXXX*-****MXXMXM************MXXXXMMMMXXXXMXXMMXXM 
10 
20 
SUBROUTI NE GRAF3IX TP. NN. FREQ, ID 
REAL*S TPC*),U(*) 
INTEGER N,M,NN,FREQ,IT 
CHARACTER NOME*15 
COMMON / ELEMENTO / N.M 
COMMON / PTEMPO / I T 
WRITEC *•1 0) 
FORMA TC //. T5, • ARQUIVO PARA SAI DA GRAFI CA 
READC *• 20) NOME 
FORMA TC A15) 
OPENCUNIT=30,FILE=NOME.STATUS='NEW') 
•• $) 
WRI TEC 30. *) • I T = •• I T •• WMXMX)I( • •• TPC I D = •• TPC I D 
WRI TEC 30. tO • 
WRI TEC 30, *) ' 
WRI TEC 30. *) ' 
WRI TEC 30 • *) ' 
WRITEC30,*) •33,33,-1.1,-1,1• 
WRITEC30.*) '2,2,1.200,70' 
WRI TEC 30. *) '45, 45.3 •. O' 
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DO 40 I=l.NN.FREQ 
DO 40 J=l.NN.FREQ 
K = J + CI-1)wNN 
WRITEC30.50) UCK) 
50 FORMA TC 012. 5) 
40 CONTINUE 
CLOSECUNIT=30) 
RETURN 
END 
CAP.4 
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5 RESULTADOS E APLICACÕES 
INTRODUÇÃO 
Os primei r os testes que f' i zemos procuram aval i ar a 
ef'iciência do nosso programa na obtenção das soluções 
aproximadas nos tempos iniciais. t=O e t=ât. e os cálculos nas 
demais iterações no tempo. Para isto. construimos exemplos com 
soluções analiticas conhecidas. sem o cuidado de simular 
situações ~isicas reais. A seguir. procuramos um exemplo que 
tivesse um sentido ~islco. Tomamos uma ~onte que se aproxima 
de uma função delta de Dirac [11 J localizada no centro do 
domi ni o e mostramos. através de grá~i cos. o comportamento da 
solução no decorrer do tempo. 
No final deste capitulo apresentamos uma sugestão de 
como resolver o problema em simulação numérica de ondas 
propagando na terra. ou seja, quando o dominio de interesse em 
C2. 4) é in~init.o. -co< x < co. y ~ O e t ~ O. Mostraremos como 
foi possivel usar, com algumas modi~icações. o nosso programa 
e os resultados que obtivemos. 
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TESTE 1 
O primeiro ~es~e obje~iva analisar o compor~amen~o da 
solução aproximada no t-empo t.=O. ou seja. t-est-ar a part-e do 
programa que resolve o algorit.mo descrit.o em C3. 26). 
Mos~raremos t.ambém. como exemplo. o comport-amen~o da derivada 
em relaç~o a x da soluç~o aproximada. Tomamos 
uCx. y. ~) = 1 OxCx-1 )y(y-1) 
como solução exat.a de C2.4) em [0.1lx[0.1J e ob~emos os 
seguint.es result.ados: 
onde. 
NPI 
N 2 3 
8 6.1127 E-06 1. 0002 E-16 
16 3.3700 E-07 2.8863 E-16 
32 2.1600 E-08 9.4662 E-16 
TABELA 1 - Avaliação da solução aproximada 
2 C Erro na norma L ) 
NPI = Número de pon~os de int-egração em cada direção 
N = Número de element.os em cada direç~o 
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N 
8 
16 
32 
NPI 
2 3 
6.2160 E-06 2.035Q E-16 
7.6210 E-06 1.1786 E-16 
0.2992 E-07 0.0401 E-17 
TABELA 2 - Avaliação da derivada 
C Erro na norma L 2 ) 
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Como nest.e exemplo a solução pert.ence ao espaço de 
aproximação, o erro é devido a int.egração numérica. Quando 
usamos t.rês pont.os de int.egraçã:o na fórmula da Quadrat.ura 
Gaussiana. t.emos a int.egral exat.a para polinômios de grau 
cinco. Observe que precisamos resolver nest.e problema 
int.egrais de polinômios de graus no máximo cinco em cada 
direção, port.ant.o, t.omando NPI = 3 encont.ramos soment.e erros 
de arredondament.o. como confirma a t.abela 1. 
TESTE 2 
Agora est.amos int.eressados em verificar a ordem de 
aproximação que obt.emos nest.e procediment.o que calcula a 
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soluç~o no tempo l=O. Teoricamente, como estamos usando 
Quadra dos M1 ni mos e f' unções de Her mi le Cúbico, a ordem de 
4 
aproxi maç~o deve ser igual a h [ 16] . 
Par a i slo. precisamos determinar o valor de a na 
relaç~o 
li li ~ K h ot. u - u 
..... 
onde u é a solução exala e u a solução aproximada. Para isto. 
considere 
E li "' li h OI = u - u ;;;: K J. 1 J. 
E = li u - u li ..... K h a = 2 2 2 
"' h/2 com h = . u e u duas soluções aproximadas. Assim. 2 S. S. 2 
dividindo E por E e aplicando o logaritmo. obtemos : 
J. 2 
oc ;;;: ln CE /E) / ln 2 (5.1) 
J. 2 
Tomando como solução exala da equacão C2.4) a 'função 
uCx.y.t) = senC nx )cose TICy+0.5) ) 
no dominio 0=[0,1lx[0,1J, construimos a tabela 3. Usando estes 
resultados na equação C5.1) calculamos os valores de ex que. 
como podemos observar na tabela 4, conf'irmam a ordem de 
aproximação teórica. 
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HPI 
N 2 3 
e 1. 0036 E-04 3.1437 E-OS 
16 6.4462 E-06 2.0660 E-06 
32 3.8166 E-07 1.S6G4 E-07 
TABELA 3 - Erro na norma L 2 
N NPI 2 3 
B / 16 3.96 3.93 
16 / 32 4.00 3.72 
TABELA 4 - Valores de a 
TESTE 3 
Es~e experimen~o veri~ica os cálculos ~ei~os no 
processo i~era~ivo que de~errnina a solução aproximada no ~empo 
~=~~. descri~o em C3.26). Tomemos a ~on~e de modo que 
ucx. y. ~) 2 = 1.00xCx-1)yCy-1)t- • 
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pertencente ao espaço de aproximaçl.'ro, seja soluçliro exata da 
equaç~o em [0,1lx[0,1). Como usamos no esquema geral 
diferenças finitas centrais na discretização do tempo e a 
sol uçilo exata é um pol i nOmi o em tz, o erro obtido neste 
exemplo deve ser da ordem da precisão desejada. Os resultados 
apresentados na tabela 6 foram obtidos para um número fixo de 
pontos em cada direção,N=16, e para NPI = 3. Os critérios de 
parada que usamos nes~e processo itera~ivo s~o dados por 
ITERMAX = Número máximo de iterações 
EPS = Precisão desejada 
e, definimos ITER como o número de iterações ob~idas. 
NT 
EPS=l.D-07 16 32 64 128 
ITERNAX=20 
ERRO 1.1968E-07 5.1069E-08 1.2641E-08 2.9248E-09 
!TER 19 8 4 2 
TABELA 6 
TESTE 4 
Agora es~amos interessados em 1nvestigar a ordem de 
aproximação que obtemos neste processo iterativo que calcula a 
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soluç~o aproximada no ~empo ~=6~. Para is~o. ~ornamos a runç~o 
ucx.y.~) 2 = xCx-l)yCy-1)( 1-expC-~) ) 
como soluç~o exa~a da equaç~o em [0.1lx[0.1J. Fixando o número 
de pon~os em cada direç~o • N = 16 • e variando os in~ervalos 
em ~ ob~emos os resul ~ados dados na t..abel a 6. Com es~es 
valores cons~ruimos. como an~eriormen~e. a ~abela que rornace 
(3 em 
Exparimen~almant..e. o erro de aproximação ob~ido nes~e processo 
i~era~ivo para o cálculo da solução em ~=6~ é da ordem de 
4 (6~) • como mos~ra a ~abala 7. 
NT 
EPS=~.D-0? 
ITERMAX=<SO 16 32 64 128 
NPI=9 
ERRO 2.6398E-04 1.6889E-05 9.9350E-07 6.2922E-08 
ITER 55 20 8 3 
TABELA 6 
N 
EPS=s..D-0? 16/32 32/64 64/128 
ITERNAX=<SO 
NPI = 8 4.00 4.00 3.98 
TABELA 7 - Valores da (3 
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TESTE 5 
Visa verif'icar o procediment.o C3. 27) que calcula as 
soluções aproximadas nos demais t.empos, t.=\.At. 3. Tomamos 
como solução anal1t.ica conhecida da equação C3.1), a função 
2 
ucx.y.t.) = 100xCx-1)yCy-1)t. 
e iniciamos o processo com as soluções exat.as. Usando um 
número pequeno de pont.os em cada direção, obt.ivemos os erros 
na ordem de precisão da máquina, como most.ra a t.abela 8, 
signif'icando que os cálculos est.ão sendo f'eit.os corret.ament.e. 
Nest.e exemplo t.ivemos as seguint.es ent.radas : 
O= (0,1Jx[0,1J T = [0,1J 
N = 8 (Número de int.ervalos em cada direção) 
NT = 16 CNúmero de int.ervalos no t.empo) 
NPI = 3 CNúmero de pont.os de int.egração em cada direção) 
À= 0.26 Cparâmet.ro de est.abilidade) 
TEMPO ERRO NA NORMA L2 
0.26 aeg. 4.0664 E-18 
0.60 eeg. 1.0679 E-17 
0.76 ... g. 3.2361 E-17 
1. 00 ••9· Q.63QB E-17 
TABELA 8 
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TESTE e 
Objetiva testar o programa para o problema cuja 
soluç~o exata é 
uCx,y,t) = senCrrx)senCrry)cosC~ rrt) 
no domlnio O = [0,1 lx[0,1 l. Na ref"erência [101. temos este 
exemplo par a o caso de usarmos elementos lineares em cada 
direção, ou seja, .At. = .At. = H<t> c n) . 
hx hy 
Tomando os dados de 
entrada usados em [101 e reduzindo o número de elementos por 
direção de N = 40 para N = e. conseguimos resultados com a 
mesma ordem de aproximação. 
Entradas 
T = [0,11 
N = 8 CNúmero de intervalos em cada direção) 
NT = 100 (Número de intervalos no tempo) 
NPI = 3 (Número de pontos de integração em cada direção) 
À = 10 (Parâmetro de estabilidade) 
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Result-ados 
TEMPO ERRO NA NORMA Lz 
0.00 ••g 3.1410 E-06 
0.10 seg 6.9686 E-04 
0.20 seg 2.9069 E-03 
0.30 eeg 6.7866 E-03 
0.40 seg 8.0786 E-03 
0.60 seg 8.6346 E-03 
0.60 eeg 6.3160 E-03 
0.70 eeg 1.2937 E-03 
0.80 eeg 5.8112 E-03 
0.90 eeg 1.3628 E-02 
1. 00 seg 2.0429 E-02 
TABELA 9 
TESTE 7 
Most-r-aremos um exemplo que procura simular uma 
sit-uação ~isica real. Tomamos uma ~ont,e que se aproxima de um 
delt-a de Dirac. 
~( x. y. t,) 2 2 2 = 100 expC -60Cx + y) - 40l ) • 
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localizada no cen~ro do dominio. [-3.3lx[-3,3J, e as seguin~es 
condiçaes iniciais : 
u Cx,y,O) = O 
o 
u Cx,y,O) = O. 
t 
Lembra-se que es~amos resolvendo o problema com condiç~o de 
Di r i chl e~ nula. Com as en~r adas dadas abaixo con~r ui mos os 
gráficos que aparecem a seguir. 
T = [0.6J 
N = 32 
NT = 64 
NPI = 2 
c = 2 
À= 0.6 
T:O. 000000 T=O. 18750 
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I j 
I j 
I j 
I j 
T=i. 40C:SZ5 T:2.156Z5 I J 
I J 
I J 
I J 
I J 
IJ 
IJ 
I 
j 
j 
j 
j 
j 
T=Z. POC:SZ5 T=B.c:s5C:SZ5 j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
T::::5. 15C:SZ5 j 
T=cs. ooooj 
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APLICAÇÃO 
Est-amos int-eressados agora no problema de det-erminar 
uma função u=uCx,y.t.) definida em -oo < x < +oo • y > O e t, ~ o. 
que sat-isfaça as seguint-es condiç~es 
iJ2u c '\l2.u = f -oo < X < 00 y > o 
at.2 t, ~ o 
(5. 2) 
B uCx. O, t,) = pCx. y) t, ~ o 
u( x. y, 0) = u Cx,y), 8u Cx.y.O) = u ex. y) -oo < X < 00 o ~ 1 y > o 
onde B é a condição de superficie e pCx.y) é a font-e de 
super f i c i e. 
A primeira consideração que deve ser feit...a nos 
problemas em simulação numérica de ondas propagando na t-erra é 
que, como o comput-ador t-em capacidade de memór ~a fi ni t...a. o 
modelo est...udado t-em que ser reduzido em t-amanho. Port-ant-o, a 
nova região de definição das variáveis espaciais é da seguint-e 
forma : 
{ -M X M o y L 
como most,ra a figura 5.1. Consequent-ement,e, condições de 
front,eira devem ser impost,as.nas bordas dest,a nova região para 
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produzir soluçeses únicas. Condiçeses do t..ipo Dirichlet.. nula 
causar-iam ref'l exeses indesejadas na f'ront..ei r a [ 173. Port..ant..o. 
muit..as das condiçeses de f'ront..eira geralment-e usadas em 
soluções numéricas de ondas s~o aproximações de condições de 
front..eira perf'eit..ament..e absorvent-es e dependem do ângulo de 
incidência da onda de chegada. 
-M o M X 
L 
y 
Figura 5. 1 
Clayt,on e Engquist.. [03J, Engquist.. e Majda [07) e [08], 
Reynolds [17] e Srnit..h [18] encont-raram aproXimações para as 
condições de f'r-ont..ei r a absorvent-es que t..r-abal ham mui t..o bem 
par-a ondas que bat.em na front..aira art..if'icial com pequeno 
ângulo de incidência. Out..ra forma de r-eduzir as reflexões 
indesejadas é considerar a região linut..ada muit..o grande, de 
forma a rat..ardar as ref'lexêSes [01] e [13]. O mét..odo descrit-o 
em [19) e que usaremos nest..e t-rabalho sugere a adiç~o de um 
choque absorvent-e na equação da onda na região vizinha ao 
modelo. de modo que condições do t..ipo Dirichlet. podem ser 
usadas no lugar da f'ront..eiras absorvent-es. 
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In~roduziremos no modelo o ~ermo de amor~ecimen~o 
2AC x. y) u • onde 
l 
ACx,y) = O para -M < x < M e O < y < L 
ACx.y) é uma ~unção posi~iva na região vizinha. 
como mos'lra a ~igura S. 2. A equação agora para o modelo se 
t.orna : 
(5. 3) 
= 
uC-M-~.y.~) = uCM+~.y.'l) = uCx.L+l.t.) = O 
B uCx.O.'l) = pCx,'l) 
ucx.y.O) = u Cx,y) 
o 
ut.Cx.y.O) = u
1
Cx.y) 
Em [19) encon~ramos as propriedades que a ~unção 
ACx.y) deve possuir para que as ondas re~let.idas t.enham 
decaiment.o su~icien'lemen'le próximo de zero nas ~ron'leiras 
assim como algumas de~iniçeíes para es'la ~unção de 
amort,ecimen'lo. 
-M-m -M O M M+m. X 
--------~- ---------~~---------
u=O ACx.y)=O u=O 
[---------------------
L+l u=O 
y 
Figura 5.2 
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Como o ~ermo de amor~ecimen~o é par~e da equaç~o. uma 
variedade de ~écni c as numéricas pode se usada par a resolver 
es~e modelo. No nosso ~rabalho vamos u~ilizar o mé~odo de 
Galerkin com Direções Alternadas aproveitando com algumas 
modi~ições o programa desenvolvido no capitulo 4. 
Seguindo os procedimentos descri~os na seç~o 3.2 e a 
no~ ação ut.ilizada, podemos obt.er o seguin~e problema 
aproximado para a equação C5.3) 
= 
onde. 
z M+1 21) M N-1 M ~ 1 = Y) + Y) 
c ~N ) = - < cW • '9a ('1 ) + < f'w. aK(?L > -K.L K. L 
- < 2A C ti' -
.Ó.l 
UN-1 ) . aK(1L > 
Como aproximação para a derivada primeira de U em relação a t.. 
usamos dif'erenças f'init.as : 
Dest.a forma. o ~ermo de amor~ecimen~o que acrescen~amos à 
equaç~o C2. 4) modifica somen~e o lado direi~o do sis~ema. 
Sendo assim. é preciso al t.erar no nosso programa apenas a 
sub-rot.ina INTEGRAL. somando o t.ermo 
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- < 2A C u" - v"- 1 , • o ~ > • 
Âl K L 
ao 1 a do di r e i ~o do si s~ema. Observe que es~a i n~egr al é do 
~ipo calculado em (4.31). 
o Para o cálculo da solução aproximada no ~empo ~=0, U , 
podemos usar o mesmo procadimen~o aprasen~ado na seção 3.3.1, 
ou seja, as mesmas da~iniç~as dadas em C3.25). A expressão da 
sem (3.26). para o caso da equaç~o com amor~9ciman~o C5.3), é 
da saguin~e ~orma 
s = â~u 
1 
+ c â~) 2 [ c ..,:Z. u 
-2- o 
+ 1" 0 - 2A u 
1 
] (5. 4) 
Por~an~o. para o cálculo da solução aproximada no ~empo ~=.6~. 
U1 • usaremos o mesmo procedimen~o descri~o em C3. 26), porém 
com a expressão de s dada por C5.4). 
TESTE B : 
Tomamos a !"unção 
2 2 2 :fCx,y.~) = 100 expC -SOCx + y) - 40~ ) 
como fon~e do problema C6.3), localizada no can~ro do dominio 
[-3.3Jx[-3.3]. com as condições 
amor~ecimen~o de:finidas abaixo. 
Condições Iniciais : 
u Cx,y) = O 
o 
ucx.y) =o 
1 
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Funç~o de Amor~ecimen~o 
ACx.y) o 2 2 ~ R2 = X +y 1 
c c 2 2 ) R2 2 2 R2 exp C Cx +y) < X +y ~ 2 1 1 2 
u 2 2 > Rz 
me1x 
X +y 
2 
onde. v = u / u 1 me1x m\.n 
v = Rz R2 2 2 1 
c = logC v ) / v 1 1 2 
c = u expC -c /R2 ) 
2 m\.n 1 1 
Com as en~radas dadas abaixo cons~ruimos os gráficos que 
aparecem a seguir. 
T = C0.6J 
N = 32 
NT = 128 
NPI = 2 
c = 1 
À = 0.26 
Dados para a definição da função de amor~ecimen~o 
R = 1.5 1 
R = 3.0 2 
u = o. 01 m\.n 
u = 10 
max 
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T=3. 703125 
T=5. 203125 
T=cs. oooooo 
j 
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CONCLUSÕES E SUGESTÕES 
Os es~udos realizados comprovam que o mé~odo de 
Gal ar k in com Di r ações Al ~ar nadas f' o r nace boas aproximações 
para a simulaç~o numérica de propagaçã:o de ondas em maios 
limi~ados. 
O uso dos poli n6mi os de Her mi 'L e Cúbico si gni f' i c ou um 
aprimoramento nas respostas obtidas pala aplicaç~o da Galarkin 
com Direções Alternadas tomando como base elementos lineares 
[ 10] • sem no en'Lando tornar a implemen~ação por demais 
complicada. 
Podemos observar também que a combinação da estratégia 
de Direções Alternadas com o mé~odo de Galerkin reduziu 
signif'icamen'Le a memória necessária á sua 1mplaman~ação. Esta 
f'a'Lo é impor'Lan~a pois permite que a técnica seja aplicável em 
equi pamen'Los compu'Laci onai s compat.i vei s com a realidade da 
maioria dos centros da pesquisas nacionais C ex: a maioria das 
Universidades brasileiras ). 
Quanto ao problema de eliminar ou pelo menos reduzi r 
as ref'lexêSes consequen'Las 
consideramos este ~rabalho 
da 
como 
limi 'Lação do 
uma ref'lexão 
dominio, 
inicial. 
Acredi~amos ser importante e sugerimos sua continuidade, o que 
car~ament.e trará grandes banaf'icios a diversas áreas da 
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aplicaç~o. 
Também sugerimos a comparação dos resul lados obtidos 
nesta trabalho com a utilizaç~o de condições de contorno 
absorventes como é recomendado nos trabalhos [03). [073. [08], 
[17J e [18J. Outra alternativa é misturar as duas técnicas 
propostas na biblogra~ia especializada. isto é. usar uma 
camada absorvente aliada a condições da fronteira também 
absorventes; embora seja uma alternativa mais cara. esta seria 
uma solução otimizada. 
Na nossa opinião, no caso de aplicações práticas 
repeti li vas, o programa computacional poder i a sofrer algumas 
modi~icações de maneira a ot.i mi zá-1 o; apesar da 'lermos 
investido na direção de elaborar o programa da maneira mais 
e~icienta. não somos especialist-as na área. Esta seria uma 
sugestão na direção da um trabalho com en~oque comput-acional 
como prioridade que podaria inclusiva analisar sua 
implementação em equipamentos com arquitetura em paralelo. 
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CONVENCÕES 
A numeraç~o dos ~ópicos e sub~ópicos em cada capi~ulo 
obedece à seguin~e ordem número do capi ~ ul o. segui do do 
número do ~ópico e pos~eriormen~e do número do sub~ópico. 
As fórmulas em cada capi~ulo s~o numeradas ~ornando 
inicialmen~e o número do capi~ulo e depois o número que indica 
a ordem de aparição da fórmula den~ro do capi~ulo, is~o para 
aquelas que necessi~am ser mencionadas pos~eriormen~e. 
As figuras e t-abelas são numeradas como as fórmulas. 
precedidas dos nomes FIGURA E TABELA. 
Usaremos nes~e ~rabalho, além da no~ação usual da 
~eoria ma~emá~ica. as seguin~es convenções : 
O = aber~o do lR2 
ao = fron~eira de o 
I = [a,b] = in~ervalo fechado { x; a ~ x ~ b ) 
[O,TJ = in~ervalo fechado no ~empo { ~; O~~~ T) 
n a=x <x < ... <x <x =b, par~ição regular de I 
1 2 N N+l 
h = X - X 
1. 1.-l 
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ât.. = t t 
I. 1.-1 
LPCO) = espaço das funç~es p integràveis sobre n. 
HrCO) = espaço de Sobolev de ordem r 
Htm>Cn) = espaço dos polinômios de Hermite de grau 2m-1 
Vu = vetor gradiente de u 
9.u =divergente deu 
2 9 . u = 1 aplaciano de u 
[a_ .J = matriz de ordem N 
I.J NXN 
[ b . J = vetor de compr i manto N 
I.J Nxl 
K 0 L = produto tensorial entre as matrizes K e L 
f ds = integral sobre o contorno C 
J f dxdy = integral sobre a superficie S 
s 
pàg.143 
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