Electronically steerable arrays of microphones have a variety of uses in speech data acquisition systems. Applications include teleconferencing, speech recognition and speaker identi cation, sound capture in adverse environments, and biomedical devices for the hearing impaired. An array of microphones has a number of advantages over a single-microphone system. It may be electronically aimed to provide a high-quality signal from a desired source location while simultaneously attenuating interfering talkers and ambient noise, does not necessitate local placement of transducers or encumber the talker with a hand-held or head-mounted microphone, and does not require physical movement to alter its direction of reception. Additionally, it has capabilities that a single microphone does not; namely automatic detection, localization, and tracking of active talkers in its receptive area. This paper addresses the speci c application of source localization algorithms for estimating the position of speech sources in a real room environment given limited computational resources. The theoretical foundations of a speech source localization system are presented. This includes the development of a source-sensor geometry for talkers and sensors in the near-eld environment as well as the evaluation of several error criteria available to the problem. Several practical algorithms necessary for real-time implementation are developed, speci cally the derivation and evaluation of an appropriate time-delay estimator and a novel closed-form locator. Finally, results obtained from a real system are presented to illustrate the e ectiveness of the proposed source localization techniques as well as to con rm the practicality of the theoretical models.
Introduction

Sensor Arrays for Speech-Related Applications
Microphone arrays have become a rapidly emerging technology in the eld of speech processing. These systems may be electronically steered to enhance a desired source signal while attenuating interfering talkers and ambient noise. An array of microphones can typically outperform a single, well-aimed, highly-directional microphone without requiring local placement of transducers or inconveniencing the talker with a hand-held or head-mounted microphone. These features make it advantageous in settings involving multiple or moving sources. In addition, they possess capabilities that a single microphone does not; namely automatic detection, localization, and tracking of active talkers in its receptive area. Existing array systems have been used in a number of applications. These include teleconferencing (Flanagan 1985b; Kellerman 1991; Flanagan 1985a; Flanagan, Berkley, Elko, West, and Sondhi 1991) , speech recognition (Silverman 1987; Che, Rahim, and Flanagan 1992; Che, Lin, Pearson, deVries, and Flanagan 1994; Giuliani, Omologo, and Svaizer 1994) , speaker identi cation (Lin, Jan, and Flanagan 1994) , speech acquisition in an automobile environment (Grenier 1992; Oh, Viswanathan, and Papamichalis 1992) , sound capture in reverberant enclosures (Flanagan, Surendran, and Jan 1993; Jan, Svaizer, and Flanagan 1995; Adugna 1994 ), large-room recording-conferencing (Flanagan, Johnson, Zahn, and Elko 1985) , acoustic surveillance Omologo and Svaizer 1993) , and hearing aid devices (Greenberg and Zurek 1992 ).
An essential requirement of these sensor-array systems is the ability to locate and track a speech source. For audio-based applications, an accurate x on the primary talker, as well as knowledge of any interfering talkers or coherent noise sources, is necessary to e ectively steer the array, enhancing a given source while simultaneously attenuating those deemed undesirable. Location data may be used as a guide for discriminating individual speakers in a multi-source scenario. With this information available, it would then be possible to automatically focus upon and follow a given source. Additionally, the speaker location estimates can be applied to aiming a camera or series of cameras in a video-conferencing system. In this regard, the automated localization information eliminates the need for a human or number of human camera operators.
In addition to high accuracy, these location estimates must be updated frequently to be useful in practical tracking and beamforming applications. Consider the problem of beamforming to a moving speech source. It has been shown that for sources in close proximity to the microphones, the array aiming location must be accurate to within a few centimeters to prevent high-frequency rollo in the received signal (Flanagan and Silverman 1992) . An e ective beamformer must therefore be capable of including a continuous and accurate location procedure within its algorithm. This requirement necessitates the use of a location estimator capable of ne resolution at a high update rate. Additionally, any such estimator would have to be computationally non-demanding to make it practical for real-time systems.
Source Localization Strategies
Existing source localization procedures may be loosely divided into three general categories: those based upon maximizing the output power of a steered-beamformer, techniques adopting highresolution spectral estimation concepts, and approaches employing only time-di erence of arrival (TDOA) information. These broad classi cations are delineated by their application environment and method of estimation. The rst refers to any situation where the location estimate is derived directly from a ltered, weighted, and summed version of the signal data received at the sensors. The second will be used to term any localization scheme relying upon an application of the signal correlation matrix. The last category includes procedures which calculate source locations from a set of delay estimates measured across various combinations of sensors.
Steered-Beamformer-Based Locators
The rst categorization applies to passive arrays for which the system input is an acoustic signal produced by the source. The optimal Maximum Likelihood (ML) location estimator in this situation amounts to a focused beamformer which steers the array to various locations and searches for a peak in output power. Termed`focalization', derivations of the optimality of the procedure and variations thereof are presented in (Bangs and Schultheis 1973; Carter 1977; Hahn and Tretter 1973) . Theoretical and practical variance bounds obtained via focalization are detailed in (Bangs and Schultheis 1973; Carter 1977; Hahn 1975 ) and the steered-beamformer approach has been extended to the case of multiple-signal sources in (Wax and Kailath 1983) . The optimality of each of these procedures is dependent upon a priori knowledge of the spectral content of both the primary signal and background noise. However, in practice this information is rarely available. The physical realization of the ML estimator requires the solution of a nonlinear optimization problem. The use of standard iterative optimization methods, such as steepest descent and NewtonRaphson, for this process was addressed by (Wax and Kailath 1983) . A shortcoming of each of these approaches is that the objective function to be minimized does not have a strong global peak and frequently contains several local maxima. As a result, this genre of e cient search methods is often inaccurate and extremely sensitive to the initial search location. In (Alvarado 1990 ) an optimization method appropriate for a multimodal objective function, Stochastic Region Contraction (SRC), was applied speci cally to the talker localization problem. While improving the robustness of the location estimate, the resulting search method involved an order of magnitude more evaluations of the objective function in comparison to standard iterative optimization techniques. Overall, the computational requirements of the focalization-based ML estimator, namely the complexity of the objective function itself as well as the relative ine ciency of an appropriate optimization procedure, prohibit its use in the majority of practical, real-time source locators.
The practical shortcomings of applying correlation-based localization estimation techniques without a great deal of intelligent pruning is typi ed by the system produced in (Silverman and Kirtman 1992) . In this work a sub-optimal version of the ML steered-beamformer estimator was adapted for the talker-location problem. A source localization algorithm based on multirate interpolation of the sum of cross-correlations of many microphone pairs was implemented in conjunction with a real-time beamformer. However, because of the computational requirements of the procedure, it was not possible to obtain the accuracy and update rate required for e ective beamforming in real-time given the hardware available.
High-Resolution Spectral-Estimation-Based Locators
This second categorization of location estimation techniques includes the modern beamforming methods adapted from the eld of high-resolution spectral analysis: autoregressive (AR) modeling, minimum variance (MV) spectral estimation, and the variety of eigenanalysis-based techniques (of which the popular MUSIC algorithm is an example). Detailed summaries of these approaches may be found in (Johnson and Dudgeon 1993; Haykin 1991) . While these approaches have successfully found their way into a variety of array processing applications, they all possess certain restrictions that have been found to limit their e ectiveness with the speech-source localization problem addressed here.
Each of these high-resolution processes is based upon the spatiospectral correlation matrix derived from the signals received at the sensors. When exact knowledge of this matrix is unknown (which is most always the case), it must be estimated from the observed data. This is done via ensemble averaging of the signals over an interval in which the sources and noise are assumed to be statistically stationary and their estimation parameters (location in this case) are assumed to be xed. For speech sources, ful lling these conditions while allowing su cient averaging can be very problematic in practice. These algorithms tend to be signi cantly less robust to source and sensor modeling errors than conventional beamforming methods (Vural 1979; Compton Jr. 1988) . The incorporated models typically assume ideal source radiators, uniform sensor channel characteristics, and exact knowledge of the sensor positions. Such conditions are impossible to obtain in real-world environments. While the sensitivity of these high-resolution methods to the modeling assumptions may be reduced, it is at the cost of performance. Additionally, signal coherence, such as that created by a multipath condition, is detrimental to algorithmic performance, particularly that of the eigenanalysis approaches. This situation may be improved via signal processing resources, but again at the cost of decreased resolution (Shan, Wax, and Kailath 1985) . With regard to the localization problem at hand, these methods were developed in the context of far-eld plane waves projecting onto a linear array. While the MV and MUSIC algorithms have been shown to be extendible to the case of general array geometries and near-eld sources (Schmidt 1981 ), the AR model and certain eigenanalysis approaches are limited to the far-eld, uniform linear array situation. Finally, there arises the issue of computational expense. A search of the location space is required in each of these scenarios. While the computational complexity at each iteration is not as demanding as the case of the steered-beamformer, the objective space typically consists of sharp peaks. This property precludes the use of iteratively e cient optimization methods. The situation is compounded if a more complex source model is adopted (incorporating source orientation or source directivity e ects, for instance) in an e ort to improve algorithm performance. Additionally, it should be noted that these high-resolution methods are all designed for narrowband signals. They can be extended to wideband signals, including speech, either through simple serial application of the narrowband methods or more sophisticated generalizations of these approaches, such as (Krolik 1991; Wang and Kaveh 1985; Buckley and Gri ths 1988) . Either of these routes extends the computational requirements considerably.
TDOA-Based Locators
With the third localization strategy, the measure in question is not the acoustic data received by the sensors, but rather a set of relative delay estimates derived from the time signals. This approach to nding a source location has been adopted for a variety of applications where a single source may be assumed to be present in the operating environment. These applications range from navigational systems (Etten 1970; Janiczek 1980) where the TDOA information is calculated from clocking signals transmitted from various known transmitter positions to sonar devices (Carter 1981) in which the time delays must be estimated from underwater acoustic signals detected by passive hydrophones. For the locators in this class, the TDOA and sensor position data are used to generate hyperbolic curves which are then intersected in some optimal sense to arrive at a source location estimate. A number of variations on this principle have been developed. (Schmidt 1972; Smith and Abel 1987; Lee 1975; Marchand 1964) are examples. They di er considerably in the method of derivation, the extent of their applicability (2-D vs. 3-D, near source vs. distant source, etc.), and their means of solution.
Given solely a set of TDOA gures with known error statistics, obtaining the ML location estimate necessitates solving a set of nonlinear equations. The calculation of this result requires iterative methods that can be computationally expensive and may exhibit convergence di culties, though considerably less so in either of these respects than estimators belonging to the two previously discussed genres. There is an extensive class of sub-optimal, closed-form location estimators designed to approximate the exact solution to the nonlinear problem. These techniques are computationally undemanding and, in many cases, su er little detriment in performance relative to their more compute-intensive counterparts. (Schmidt 1972; Smith and Abel 1987; Lee 1975; Marchand 1964; Friedlander 1987; Chan and Ho 1994; Brandstein, Adcock, and Silverman 1995a) are typical of these methods.
Regardless of the solution method employed, this third class of location estimation techniques possesses a signi cant computational advantage over the steered-beamformer or high-resolution spectral-estimation based approaches. However, TDOA-based locators do present several disadvantages when used as the basis of a general localization scheme. For the case of acoustic sources where a time signal is available, the two-stage process requiring time-delay estimation prior to the actual location evaluation is suboptimal. The intermediate signal parameterization accomplished by the TDOA procedure represents a signi cant data reduction at the expense of a decrease in theoretical localization performance. However, in real situations the performance advantage inherent in the optimal steered-beamformer estimator is lessened because of incomplete knowledge of the signal and noise spectral content as well as unrealistic stationarity assumptions. In practice, the computational savings a orded by these less intensive procedures can far outweigh the moderate decline in precision. The primary limitation of delay-based locators is their inability to accommodate multi-source scenarios since these algorithms assume a single-source model. The presence of several simultaneous radiators and/or coherent noise sources in the sensor eld typically results in ill-de ned TDOA gures and unreliable location xes. A TDOA-based locator operating in such an environment would require a means for evaluating the validity and accuracy of the delay and location estimates.
Elements of the Speech-Source Localization Problem
A speech source, whether associated with a human talker or mechanical transducer, does not represent an ideal, spherical radiator. In the case of a room-size, near-eld environment, any realistic source possesses a clear degree of directionality and spatial attenuation. This implies that a sensor which the talker is facing will tend to receive a stronger signal than those o to the side or physically behind the source. Similarly, remote sensors will be exposed to a relatively attenuated signal by virtue of the additional propagation distance. Other more subtle factors, such as the room acoustics, non-uniformity of the sensor channels, features of the talker's head and body, as well as the actual content of the speech can introduce deviations from the ideal radiator case and pose serious di culties to accurately modeling the speech sources.
The computational liabilities and the inability to realistically model the speech sources under a wide variety of conditions prevent the use of either of the rst two genres of source locators discussed for this scenario. The approach taken throughout this work will be to employ a two-stage localization procedure; delay estimation followed by a location evaluation. Studying the problem from this perspective has several clear advantages over the stated alternatives. It is computationally non-intensive and may be parallelized in a straightforward manner. By not being overly dependent upon speci c modeling conditions, it is robust and applicable to a range of situations. Furthermore, as will be demonstrated, the shortcomings associated with these techniques, most notably the di culties with multiple coherent sources, may be overcome in practice through judicious use of appropriate detection methods at each stage in the process.
Each of the localization methods to be presented are based upon a speci c source-sensor geometry; the basic unit of which consists of a pair of closely-spaced sensors and a single delay estimate associated with the potential source. Delay estimates are evaluated exclusively with respect to the particular sensor pair. There is no attempt made to de ne TDOA values relative to a single reference sensor or an absolute scale. This philosophy is motivated by several arguments. Primarily, in a near-eld source environment such as this, source directionality can create signi cant signal dissimilarities at spatially distant sensors. Under such conditions the acquired signals may exhibit distinct disparities in spectral content beyond being delayed and attenuated replicas of one another. In the interest of obtaining accurate and reliable TDOA estimates, the individual sensors in each pair must be kept close together. Additionally, the precision of the location estimate is dependent upon the placement of the sensors relative to the actual source location. In general, this may necessitate placing sensors in a wide variety of positions throughout the enclosure. Given only a xed number of available sensors and the requirement of spatially local sensor pairs, it is not prudent and frequently not possible, to evaluate all the TDOA gures relative to a single sensor location. The sensor-pair geometry advocated in Section 3.1 addresses the problem of source localization given these autonomous sensor pair-TDOA units.
Scope of This Work
This work addresses the speci c application of TDOA-based source localization algorithms for estimating the position of one or more speech sources in a real-room environment. It is assumed that limited degree of computational resources are available and that the quantity and placement of the sensors are constrained. The following section summarizes a time-delay estimator and source detection statistic appropriate for a speech source environment. Section 3 presents and investigates various aspects of the TDOA-based location estimation procedure. These include a source-sensor geometry for talkers and sensors in the near-eld environment, several error criteria available to the problem, an empirically-based detection criteria for evaluating the validity of a given location estimate, as well as a novel closed-form locator that closely approximates the more computationally demanding, search-based locators. Section 4 brings together these individual facets within the context of several experiments incorporating a physical system. Results are presented to illustrate the e ectiveness of the proposed source localization techniques as well as con rming the practicality of the theoretical models. The nal section contains some conclusions and topics for further study.
Time-Delay Estimation and Speech Source Detection
The initial step in the two-stage localization strategy involves the estimation of the relative time delay between signal arrivals at distinct sensor locations. (Brandstein, Adcock, and Silverman 1995b) describes a frequency-domain TDOA estimator designed speci cally for a speech source application. The estimator's features include intra-sample precision, minimal computational requirements, and a high update rate ( 70 independent estimates a second). The following section summarizes the estimation procedure as well as presenting a source detection statistic associated with the TDOA estimate. The precision and detection capability of the TDOA estimator is then illustrated for a number of scenarios.
TDOA Estimation
First, assume there are two microphone receivers in the acoustic-eld of a single speech source. Also assume that microphone placement is such that relative signal attenuation between the microphones due to propagation distance and source size and orientation are negligible. Then the sampled received signals, r 1 (l) and r 2 (l), may be expressed as: r 1 (l) = s(l) + n 1 (l) r 2 (l) = s(l ? ) + n 2 (l)
where l is the discrete-time index, n 1 (l) and n 2 (l) are background noise sources with known statistical characteristics and assumed to be uncorrelated to s(l) and each other, and is the TDOA in sample units of the source wavefront between the receivers.
The problem here is to estimate from nite-duration sequences of the processes r 1 (l) and r 2 (l).
Because of the time-varying nature of the source signal it is advantageous to estimate periodically using a small analysis window and to avoid inter-frame averaging in the signal analysis. In what follows, a restriction is imposed that the proposed TDOA estimator must compute an independent estimate of from a single 20-30 ms frame of data. The DFT coe cients of the N-point, windowed received signals in (1) and their cross-spectrum are given by
where W(k) is the N-point DFT of the analysis window, k = 0; 1; : : :; N 2 , ! k = 2 k N , and and 0 denote the convolution and complex conjugate operators, respectively. The TDOA now appears as part of the complex phase term and as such, is not restricted to integer values. The phase of the cross-spectrum, may be expressed as
(2) Here k , the phase deviation, is a random variable that summarizes the contributions of the noise terms and analysis window to the overall phase term at each discrete frequency. With the signal and noise models assumed above k is zero-mean for all k. The expected value of the phase term, k , is directly proportional to the discrete radian frequency, ! k , with the constant of proportionality being the signal delay, . In this sense may be interpreted as the slope of the line that \ ts" the series of phase terms. The best linear unbiased estimator of is given by the expression (Kay 1993):
where W k are weighting coe cients equivalent to the reciprocal of the phase deviation variance.
The variance associated with the estimate^ is calculated from:
The above analytical expression for calculating^ is computationally simple, does not necessitate the use of search methods, and, as will be shown, is capable of intra-sample precision.
In practice, the variance terms required for (3) and (4) are unavailable a priori and must be evaluated directly from the data. Given the 20-30ms analysis interval restriction, the error variance is estimated independently for each data frame using the following approximation.
Where the 1k and 2k coe cients are derived from the ensemble average of the background noise power at each receiver as follows:
with M 1j (k) and M 2j (k) being the DFT coe cients of individual windowed frames of the background noise sources n 1 (l) and n 2 (l). It should be noted that the acoustic background noise being estimated is non-stationary in general. In practice the 1k and 2k coe cients should be reevaluated periodically over a nite set of background noise segments. The variance estimate may be interpreted as the sum of the approximate inverse S/N ratios at each receiver. With the phase deviation variance approximated in this manner, the weighting coe cients used in (3) and (4) are calculated from:
A practical issue that must be considered when applying the proposed estimator is that of phase continuity. The cross-spectrum phase k as evaluated by (2) is modulo 2 whereas the delay estimator (3) requires a phase angle that varies in a continuous linear fashion with the radian frequency. This situation necessitates the use of a \phase-unwrapping" algorithm to remove the 2 discontinuities from the initial k before evaluating^ . Several algorithms for this purpose are available from cepstral processing applications, (Tribolet 1977 ) is typical. In (Brandstein, Adcock, and Silverman 1995b) an alternative solution to the phase discontinuity problem is employed. Given a frame of modulo 2 cross-spectrum phase terms, k , and their associated weighting coe cients, W k , the frequency bins are reordered with respect to the weighting terms (high to low). The linear t calculated by Equation (3) is performed by progressively summing over the ordered set of frequency components. At each step the intermediate slope estimate is used to predict the value of the next phase term. The measured value of the phase angle is unwrapped around this predicted value (by adding an integer multiple of 2 to minimize their di erence) before it is included in the linear-t sums. A second pass is performed to correct values of k that may been improperly unwrapped due to the variation of the slope estimate over the course of the linear-t/phase-unwrapping process. Because the unwrapped value of the initial phase term in the series is undetermined, this process must be repeated several times with di erent potential unwrapped versions of this starting phase. The case that provides the best linear-t to the now unwrapped phases, 0 k , provides the nal TDOA estimate.
Source Detection with the TDOA Estimator
The TDOA estimate^ is readily shown to be the delay value that minimizes the weighted-leastsquares error:
This LS error may be interpreted as the`line t' error associated with the unwrapped phase terms, 0 k , and the line with slope . The minimum error, Error(^ ), provides a useful statistic for evaluating the signi cance of the TDOA estimate^ . A relatively small error indicates that the single source model is applicable to the windowed signal frame and that^ is a reliable measure of the true TDOA. Large values demonstrate that the estimated TDOA is not valid, either through imprecision or because of an inconsistency between the data and the single source model. The e ect may also be due to the presence of simultaneous interfering sources, in which case the derivation model is inappropriate. A further possible cause could arise from severe reverberations. In acoustically live environments, the TDOA estimate possesses an increased inaccuracy similar to the e ects of diminished SNR conditions (B edard, Champagne, and St ephenne 1994) . Each of these situations is manifested through an enlarged LS error.
In practice, this detection statistic is calculated from a normalized version of the weighted LS error:
The appearance of the denominator term is necessary to adjust the error to a uniform scale across a range of signal SNR situations. The constant A, discussed below, is used to regulate D error relative to a precalculated non-source error. The use of line-t error as a detection statistic is outlined in (Chan, Hattin, and Plant 1978) . However, the statistic presented there is an unweighted version of (7) and the subsequent decision rule was found to be ine ective for speech signals.
During periods of silence, the received sensor signals are assumed to be uncorrelated noise. At each frequency, the real and imaginary components of the corresponding signal spectra consist of uncorrelated random variables with equal variance. The cross-spectrum phase, k , and the corresponding phase deviation terms, k , are derived as a function of the ratio of these random variables and can be shown to be uniformly distributed between ? and (Shiavi 1991). Under these conditions the second-order statistics for k are:
and the predicted expectation of D error simpli es to: E(D error j silence) = A( 2 =3) (8) However, when the TDOA estimator encounters a silence frame, the estimation procedure produces an arbitrary value of that minimizes Error( ). The actual values of D error produced from this process are biased below the predicted expectation A( 2 =3). The degree of bias is dependent upon the power spectral density of the noise and the frequency components included in the TDOA estimate summation. In practice, given an interval ( 1?2s) of background silence conditions, a condition-dependent correction term may be evaluated to produce a uniform D error statistic. This is done by estimating the TDOA and D error values for the silence interval. The sample mean and standard deviation for D error are then computed and the constant A is selected to scale the statistic mean to 1. Once the D error silence statistics have been determined, a detection threshold may be calculated for a predetermined false-alarm rate, . Using the central-limit theorem (Papoulis 1984) Figure 1 illustrates the elements of the TDOA estimation procedure for a single, moving speech source. The talker was recorded by a pair of dipole microphones, placed 20.5cm apart, and digitally sampled at 20kHz. Plot (A) in the gure represents 1.25s of speech, the utterance \One Two Three", received at one of the microphones. The background noise statistics and detection normalization constant were estimated using a 1s sampling of silence conditions. In this case, the background noise is dominated by the noise from a computer fan in the vicinity. The TDOA estimates were evaluated using the 512-point, half-overlapping Hanning window, a 1024-point DFT, and a frequency band range of 100Hz to 5kHz. With these parameters, 97 independent analysis windows are applied to the 1.25s speech segment. Plot (B) graphs the detection statistic, D error , as a function of the sample midpoint in each analysis window. A value of 1 in this plot corresponds to a silence frame, while a 0 indicates an ideal source. The horizontal line represents the detection threshold, D 0 = :35, calculated from a desired false-alarm rate of :05. Plot (C) shows the TDOA estimates for those analysis frames in which a source was detected. The vertical axis in this graph has been scaled by the speed of sound, c, so that the values represent the di erence in source propagation distance.
Finally, Plot (D) illustrates the predicted standard deviation associated with each TDOA estimate. As is apparent from the plots, the detection statistic e ectively isolates source/silence periods in the speech while the TDOA estimator provides reasonable values along with the time-resolution necessary to track moving talkers.
Multiple Talkers
In the previous demonstration, the detection statistic was incorporated into a source/silence decision rule. However, the signi cance of the D error value may also be applied as a means for validating the consistency of the single source model that has been assumed in the derivation of the TDOA estimator. This is especially useful in situations in which several speech sources may be simultaneously active. In this context the D error statistic detects when an analysis frame contains speech from a single talker versus periods of multiple or no source activity. Typical speech patterns contain distinct intervals of active talking interspersed with silence. For single-talker speech the average silence duration is on the order of 120ms (Gruber 1982) , equivalent to nearly 10 of the TDOA estimator's overlapped analysis windows. With conversational speech, fewer than 20% of the overall frames include more than a single active talker (Brady 1965) . Under these conditions, the TDOA estimator presented here will have ample access to signal frames containing each of the active talkers speaking, essentially, in isolation, and given the e ectiveness of the detection statistic, will be able to identify these valid frames.
To demonstrate the performance of the TDOA estimator in a multiple-talker scenario three recordings were done with a pair of dipole microphones, separated by 16.5cm. The rst two recordings were each done with a single source speaking continuously at a distinct, xed location. The third recording repeated the same two utterances, this time simultaneously. Each of the speech signals was pre-recorded and played out by a computer to insure synchronization from the individual to simultaneous scenarios. This represents a particularly extreme two-talker case. Since the individuals are not engaging in a conversation, but rather talking continuously and simultaneously, the signal overlap is much greater than would be expected in a typical (polite) dialogue. Indeed, while the individual recordings are quite clear, the dual recording is unintelligible. The background statistics and TDOA estimation parameters were adjusted as in the previous example.
Figures 2 and 3 display the results of the TDOA estimation for 1s segments (77 analysis frames) of each recording with the false-alarm rate set at a conservative 10 ?3 level. Each of the individual recordings in Figure 2 exhibits a near constant TDOA throughout the utterance. The recorded signal in Figure 3 appears to be the summation of the two signals in Figure 2 . The detection statistic in this case has e ectively identi ed those frames in which a single source contributes predominant energy and the subsequent TDOA estimate is a valid representation of that source's true TDOA. This is further veri ed by the bottom plot in Figure 3 which shows an enlarged version of the TDOA estimates graphs for all three recordings. The single source results are denoted by '.' while the simultaneous recording TDOA values are indicated by 'o'.
The results of these experiments illustrate the ability of the TDOA estimator to provide reliable source delay gures over a range of scenarios. The estimator is robust to signal/noise conditions, capable of a high update rate necessary for tracking, and is able to distinguish individual sources in a multi-party environment. Furthermore, the computational requirements of the algorithm are nondemanding, allowing for real-time hardware applications. Because of these features, the estimator presented in this section is an e ective means for generating the sensor-pair TDOA information required by the source localization procedures detailed in the following section.
Source Localization Issues
The second step in this two-stage localization strategy employs the TDOA estimates to produce a location estimate. This section is intended to present various aspects of this procedure. These include a source-sensor geometry for talkers and sensors in the near-eld environment, several error criteria available to the problem, an empirically-based detection criteria for evaluating the validity of a given location estimate, and a closed-form locator that closely approximates the more computationally demanding, search-based locators.
Source-Sensor Geometry
Consider the i th pair of sensors, m i1 and m i2 , with spatial coordinates (x; y; z) denoted by the vectors, m i1 ; m i2 2 R 3 , respectively. The unit vector through m i1 and m i2 is denoted by a i and m i will be used to designate the midpoint of the sensors:
where j j is the Euclidean distance measure. In general, the pressure waves of a signal source radiating in this region will require a speci c period of time to propagate to each sensor. Given that the radiator may be modeled as a point source and the medium is uniformly ideal, these propagation times are directly related to the source's distance from the speci c sensor. 
The estimate of this true TDOA, the result of a time-delay estimation procedure involving the signals received at sensors m i1 and m i2 , will be given by i . In practice, the TDOA estimate is a corrupted version of the true TDOA and in general, i 6 = T(fm i1 ; m i2 g; s).
For a single sensor-pair, TDOA-estimate combination, the locus of potential source locations in 3-space which satisfy the equation i = T(fm i1 ; m i2 g; s) corresponds to one-half of a hyperboloid of two sheets. This hyperboloid is centered about m i and has a i as its axis of symmetry.
For sources with a large source-range to sensor-separation ratio, the hyperboloid may be wellapproximated by the cone with vertex at the sensors' midpoint, having a i as a symmetry axis, and a constant direction angle relative to the sensor axis. The direction angle, i , for a sensor-pair, TDOA-estimate combination is given by:
In this manner each sensor-TDOA combination may be associated with a single parameter, i , which speci es the angle of the cone relative to the sensor pair axis. For a given source and TDOA estimate, i will be referred to as the direction-of-arrival (DOA) relative to the i th pair of sensors while (fm i1 ; m i2 g; s) will be used to denote the true DOA associated with a sensor pair and source location s.
Localization Error Criteria
Given a set of N sensor-TDOA combinations and their respective loci of potential source locations, the problem remains as how to best estimate the true source location, s. Ideally, s will be an element of the intersection of all the potential source loci. In practice, however, for more than two pairs of sensors this intersection is, in general, the empty set. This disparity is due in part to imprecision in the knowledge of system parameters (TDOA estimate and sensor location measurement errors) and in part to unrealistic modeling assumptions (point source radiator, ideal medium, ideal sensor characteristics, etc.).
With no ideal solution available, the source location must be estimated as the point in R 3 which best ts the sensor-TDOA data or more speci cally, minimizes an error criterion that is a function of the given data and a hypothesized source location. Three non-linear least squares (LS) error criteria will be investigated. The rst is motivated from a Maximum-Likelihood standpoint and the remaining two are heuristically derived from estimate-dependent distance measures.
The J TDOA LS Error Criterion
If the time-delay estimates at each sensor pair, i , are assumed to be independently corrupted by zero-mean additive white Gaussian noise with known variance, varfT i g, then the Maximum Likelihood (ML) location estimate, can be shown to be the position which minimizes the LS error criterion:
The location estimate is found from:
The J DOA LS Error Criterion 
and the corresponding location estimate is given by:
In the above expression, the squared DOA di erences are weighted by the reciprocal of the DOA variance. Assuming that the pdf of the TDOA noise is concentrated near its mean, the moments of i may be approximated in terms of the moments of i (Papoulis 1984 The variance of the DOA is dependent upon the estimated DOA with the minimum occurring in the broadside source case ( i = 2 ) and peaks for the end re conditions ( i = 0; ). The above approximation is most appropriate for broadside angles and small TDOA estimation variances. Intuitively, i is least sensitive to the precision of the TDOA estimation procedure for source locations directly in front of the sensor pair.
Given TDOA estimates corrupted by additive white Gaussian noise,ŝ DOA does not possess the Maximum-Likelihood property as does the estimatorŝ TDOA . However, the J DOA error criterion does have several properties that make it preferable in speci c situations. These stem from its use of a distance measure in R 3 and the emphasis provided via its weighting coe cients. Speci cally, the J DOA weighting coe cients place more value on the sensor pairs with large sensor separation and/or small TDOA estimates (corresponding to broadside sources). As (16) suggests, these DOA's are proportionately less susceptible to noise in the TDOA estimates from which they are derived.
Favoring speci c DOA's based upon sensor placement allows the J DOA error criteria to utilize knowledge of the array geometry in addition to the delay-estimate information when evaluating the plausibility of an hypothesized source point. The net e ect is to provide the estimator with greater robustness in unfavorable conditions. As will be shown in the analysis to follow,ŝ DOA possesses a performance advantage in situations where the source is o -broadside to the array and the TDOA estimates are poor.
The J D LS Error Criterion
Finally, an error criterion based upon the distance from the hypothesized source to the individual loci of potential source locations is considered:
with 
where R i is the range of the hypothesized source to the midpoint of the sensor pair. The J DOA and J D error criteria are similar in that they both evaluate a distance measure in R 3 . However, the J D criterion, by virtue of the R i term in (19), has a strong tendency to bias the J D -based estimatorŝ D to the bene t of hypothesized source locations with small ranges. The e ect is to dramatically pull the estimate towards the sensor array. The J DOA error criteria possesses no such dependency on source range and does not exhibit this trend in practice. The weighting coe cients in (17) are set identically to those those for the J DOA criterion, not as the reciprocal of the measure variance as was adopted with the earlier criteria. A true reciprocal variance weighting exacerbates this inward-biasing. The use of weights based upon the DOA variance does not increase the J D criterion's range dependence yet does provide for the advantageous e ects of favoring certain sensor pairs.
An Analysis of the Least-Squares Error Criteria
The properties of these three error criteria were evaluated through a series of Monte Carlo simulations. In each case, a ten-element, bi-linear sensor array as depicted in Figure 4 was employed. Sensor spacings were set at 0:5m and the eight pairings of diagonally adjacent sensors (i.e. sensors 1 and 4, 2 and 3, 3 and 6, 4 and 5, etc.) were selected as the sensor pairs used for TDOA calculations.
The rst simulation compared the three LS error-based location estimators using four sources with a common range of 4m and varying bearing angles (90 , 45 , 30 , and 15 ) relative to the array center. Figure 4 shows this experimental-setup. The true TDOA values for each sensor pair were calculated and then corrupted by additive white Gaussian noise of various power levels. For those instances where the corrupted TDOA value exceeded the maximum time-delay possible for a given sensor pair separation distance (i.e. when jc i j > jm i2 ?m i1 j), the TDOA value in question was set equal to the maximum possible TDOA for that sensor pair.
For each set of corrupted TDOA gures, three location estimates were computed via minimization of the appropriate error criterion. The estimates in (13), (15), and (18) were computed via a Quasi-Newton search method with the initial guess set equal to the true location. Clearly this is not a practical algorithm since it requires prior knowledge of the actual source location, but for the purposes of comparing the statistical properties of these three estimators it is a computationally reasonable alternative to a more comprehensive search. One-hundred trials were performed at each of eleven noise levels. The standard deviation of the noise added to the true TDOA values ranged from the equivalent of 10 ?3 m to 10 ?1 m when scaled by the propagation speed of sound in air (c 342 m s ). The sample means and standard deviations were calculated from the source location DOA and range estimates generated by the three error criteria at each noise condition.
For each estimator, at a constant noise level, the location-estimation accuracy was greatest for the 90 broadside source and progressively declined as the source was moved further toward the end re condition. All of the estimators exhibited some degree of bias. This bias generally grew as the variance of the additive noise was increased and as the source was moved away from the broadside location. This situation was most extreme for the J D -based estimator which displayed signi cantly greater bias in both range and DOA estimation when compared to its J TDOA and J DOAbased counterparts. The reason behind this behavior was alluded to earlier and was attributed to the range term in (19).
Given these estimator biases, it is more appropriate to consider the root-mean-square error (RMSE) of each estimator rather than the estimator's variance or bias alone. The RMSE is de ned by:
wherex is the estimate of the true value x. In practice, the expectation operator is replaced by the ensemble average. The RMSE can also be written as, RMSE x] = q biasfxg 2 + varfxg and thus the RMSE incorporates the tradeo between bias and various into a single statistic. Figure 5 displays the RMSE simulation results versus additive TDOA noise level for the source DOA estimates produced by each of the three error criteria. The four graphs correspond to the distinct source locations. For the broadside source at 90 there is very little to distinguish the performance of these three estimators in the low to moderate noise conditions. However, at the two most extreme noise levels the J D -based estimator exhibits a marked increase in RMSE value. This distinct`knee' in the J D performance line is apparent at all four positions and occurs at progressively smaller noise levels as the source's angle of arrival is decreased. In general, the J D estimate is the least robust of the three to the additive noise and DOA conditions. The J TDOA and J DOA estimators display a speci c trend as well. At low noise levels, the J TDOA -based estimate, which is the ML estimate in this case, possesses a distinct performance advantage over the J DOA estimate. However, with the higher noise levels this situation is reversed and the J DOA is superior. The performance crossover point occurs at lower noise levels the more end re the source is positioned.
Based upon these results a second simulation was performed, this time xing the source DOA and noise level to 15 and :01m, respectively, and allowing the source range to vary from 2 to 10m. The DOA estimate RMSE results are displayed in Figure 6 . At a roughly constant 2 RMSE, the J DOA -based estimator o ers consistently better performance than its counterparts.
The independence of source DOA estimate precision from the source range is a desirable estimator property, particularly in applications where only the source's bearing is of interest (pointing some cameras, for instance).
To summarize the results of these simulations: For broadside sources and clean TDOA estimates, the location estimateŝ TDOA , which is based entirely on a least-squares error criterion employing the time-delay estimates alone, proved advantageous. However, under less favorable noise conditions and with sources located o -broadside to the sensor array, the DOA-based location estimator, s DOA , appears to o er preferable performance. None of the data available advocated the use of the distance-based estimator,ŝ D , and it will not be considered further.
Detection of Sources
A practical localization system requires a means of validating a source's existence as well as a method to assess the validity of the resulting source estimate. The rst of these issues is handled in part by the detection statistic associated with the TDOA estimator. However, once a location estimate has been acquired, it is advantageous to apply a second, location-based detection test to verify the consistency of the estimate in light of the TDOA gures used to produce it. More details regarding this speci c detection problem can be found in (Brandstein 1995) . Given a source/nonsource model, statistically optimal detection tests may be developed. However, in practice, a clear statistical model is unavailable. Under these circumstances an empirical approach based upon the physical clustering of the estimated DOA bearings relative to the estimated source was found to provide satisfactory performance. The details of this non-statistical detection measure are presented below.
Given a source location estimate,ŝ, the empirical detection measure, , is de ned as the average of the absolute value of the di erences between the estimated DOA, i , and the true DOA associated with the locationŝ relative to each sensor pair, i.e. This expression is a re ection of the degree that the estimated bearings are clustered aboutŝ. A tight clustering produces a small value for and is indicative of a valid source location estimate. Excessive values are typical for an inaccurate estimate or a situation where a single source is not present. In practice, a detection threshold of 1 to 2 provides an e ective means of identifying valid source locations.
A detection statistic which incorporates average bearing angle deviation is preferable to tests based upon TDOA disparity or overall distance. With regard to physical signi cance, a bearing angle measure is advantageous to a TDOA approach. Because of the nonlinear mapping from spatial bearings to TDOA values, displacements stated in terms of time-delay gures will have varying physical interpretations depending upon source bearing. A mean distance measure is unfavorable due to its bias towards locations close to the sensors. This was the shortcoming of the J D error criterion presented earlier.
Remote sources, in general, possess a greater total distance from the DOA cones thereby making it di cult to devise a detection threshold that is independent of source range. The use of a detection measure based upon direction of arrival alone avoids both these di culties. It is invariant to both source bearing and range as well as possessing a physical signi cance suitable for a source/nonsource selection.
A Closed-Form Source Localization Algorithm
Each of the LS criterion-based estimators detailed in Section 3.2 involves the minimization of an error measure that is a nonlinear function of the potential source location. As a result, these estimators require a numerical search of a potential location space (a subset of R 3 ). While the utility of these objective spaces for minimization by e cient search algorithms that rapidly converge to the desired location estimate may be demonstrated (Brandstein 1995) , there may be applications where a full-search is not feasible due to limited computational resources. This is particularly true for real-time situations requiring a high update rate and/or many sensors. These circumstances necessitate the development of closed-form location estimators that, while providing sub-optimal localization data, are computationally inexpensive. For those circumstances where the optimal estimate is required, the closed-form solution may be used as an intermediate solution, providing the initial starting point for a less burdensome, partial search.
A closed-form solution to the source localization problem, termed the linear intersection (LI) method, is presented in (Brandstein, Adcock, and Silverman 1995a) . The algorithm was derived in the context of the sensor-pair geometry developed in this work and was shown to provide results on par with the search-based estimators. The Linear Intersection algorithm is brie y summarized here.
The Linear Intersection Algorithm
As presented in Section 3.1, the locus of potential source locations in 3-space associated with a sensor pair and TDOA estimate may be well-approximated by a cone with vertex at the sensor's midpoint. For two pairs of sensors with their placement positions constrained to lie on the midpoints of a rectangle so that the pairs are orthogonal and mutually bisecting, the locus of potential source points common to the two generated cones corresponds to a bearing line in 3-space. Given several such sensor quadruples and their corresponding bearing lines, a multitude of intermediate source locations may be produced by determining the points on each bearing line that come closest to each of the remaining bearing lines. Each of these intermediate source locations is weighted based upon its probability conditioned on the observed set of TDOA estimates and the nal location estimate is then calculated as the weighted average of the intermediate source locations. Figure 7 depicts the LI localization method for the case of four square arrays (16 microphones total) centered along the walls of a rectangular room. Note that each of the four quadruple units satis es the LI sensor positional constraint when sensor-pairs are selected from the diagonal elements at the vertices of each square. The top graph in the gure displays the bearing lines projecting from the quadruple units for a simulated source at location (2m; 4m; 3m). To generate this situation, the true TDOA values have been corrupted by additive noise with a standard deviation of :01m. In the next section The linear intersection method will be used in conjunction with several real microphone-array systems. It will be shown to be an e ective source localization procedure when used alone or as a means of providing initial search conditions to the more computationally demanding search-based algorithms.
Experiments with Real Systems
The source localization procedures detailed in the preceding sections are evaluated through a series of experiments conducted with a real microphone array system, a 10-element bilinear array mounted in a laboratory environment. For each of the experiments reported, recordings were obtained and processed o ine. All positioning measurements were done by hand using an ultrasonic measuring device and are subject to limited accuracy, on the order of centimeters.
The 10-element bilinear array represents a scaled realization of the bilinear array rst introduced in the simulations of Section 3.2. The array itself consists of dipole microphones mounted in a wire mesh at .25m intervals along two parallel rows. This structure is horizontally centered at a height of 1.58m along one wall of a 3:0m 3:5m enclosure as illustrated in Figure 9 . Sensor pairs consist of the eight diagonally adjacent microphones (i.e. sensors 1 and 4, 2 and 3, 3 and 6, 4 and 5, etc.) for a total of 8. The 4 sensor quadruples 1-2-3-4, 3-4-5-6, 5-6-7-8, and 7-8-9-10 obey the bisection-orthogonality constraint required by the LI algorithm.
Approximately 70% of the surface area of the enclosure walls is covered with 7.5cm acoustic foam, the 3m ceiling is untreated plaster with large semi-cylindrical cavities, and the oor is light carpet over concrete. The reverberation time within the enclosure is approximately 250ms. The enclosure is a partially walled-o area contained within an acoustically-untreated workstation lab. The primary source of background noise in the recording area is computer equipment located both within the experimental enclosure and in the room surrounding the enclosure. Figure 8 presents a ow chart of the procedures conducted in each of the localization experiments presented in this Section. At the top level, the time signals (sampled at 20kHz and digitized with 12-bit A/D converters) from the sensors were fed to TDOA estimation blocks, one per sensor pair. The TDOA estimator presented in Section 2 was employed for all of the experiments. The silence information and detection thresholds required by the TDOA estimators were derived by processing a two-second segment of background noise. The source-detection thresholds were calculated using a false-alarm rate of 10 ?5 . Within each TDOA estimation block, the signals were bandlimited to the range 100Hz to 5kHz and segmented into individual frames using a 512-point (25.6msec) 50% overlapping Hanning window. A 1,024-point FFT was applied, and the TDOA estimate, a variance gure, and the detection error were calculated. Those frames possessing a detection error less than the speci ed threshold were declared valid, and their respective TDOA estimates and variances were made available to the localization algorithms. No TDOA information is reported for non-valid frames.
The closed-form linear intersection (LI) location estimate of Section 3.4 is evaluated rst. The LI method requires that, for each of the quadruple sensor units, both sensor-pair TDOA estimates must be available to generate a bearing line. While the LI method can generate an estimate given just two bearing lines, a minimum of three valid TDOA pairs, corresponding to three bearing lines, were required for the LI processing. This restriction was imposed to insure some redundancy in the localization algorithm and provide more reliable results. The LI algorithm is guaranteed to produce at least six intermediate source locations which were then weight-averaged to produce the nal location estimate. For those frames not satisfying the three-pair valid TDOA limit, no LI estimate was evaluated. Each reported LI estimate was then subjected to the source-detection test detailed in Section 3.3 employing a 1 cuto threshold. Given that the TDOA estimators evaluate a source/non-source decision based upon the pairs of time signals, this second detection test may be interpreted as a means of verifying the consistency of the location estimate with the TDOA data and the known sensor locations.
The TDOA and DOA localization schemes of Section 3.2 were processed next. For those frames in which an LI estimate has passed the source-detection test, the LI location was used as the initial value for the search routines required in minimizing the J TDOA and J DOA LS-error criteria. When a valid LI estimate was not available, this initial value was established as the search region's center. The TDOA-and DOA-based localizers do not possess a TDOA valid-pair restriction as does the LI method, however they do require a minimum of three valid TDOA estimates from a set of non-collinear sensor pairs to identify a unique location in 3-space. For added reliability this limit is set at four. Any frames not possessing this minimal number of valid TDOA estimates are left unreported. The TDOA and DOA locations that were estimated were then subjected to a source detection test similar to that performed on the LI estimate. The LI, TDOA, and DOA location estimates declared valid by the source detection test are reported as the nal location estimates.
Experiment #1: A Source Grid
This rst experiment evaluated the performance of the localization schemes over a regular grid of positions within the enclosure. The experimental locations were spaced at .5m intervals along the axis of the array, x, and 1.0m intervals in the direction normal to the array, y. The symmetry of the array-enclosure setup allowed for two distinct heights. Locations on the left-side of the grid were placed at the height of the array midline, 1.58m, while the right-side was at 1.08m. These heights correspond to those of standing and sitting talkers, respectively. There were a total of 18 test locations.
A loudspeaker was used to play back a recording of the two-second spoken phrase \h-e-i-n-z". At each location the speaker was oriented toward the center of the array and the recorded phrase was simultaneously played back and recorded by the 10 microphones. The peak recorded signal-tonoise ratio ranged between 5 and 30 dB, varying as a function of speaker location and orientation relative to the microphone in question. Figure 10 contains overhead plots of the location estimates generated by the three localization procedures and validated by the source detection test. Individual location estimates are denoted by`.', the microphones by`o', and speaker positions as rectangular boxes. The plots represent a projection of each of these elements onto the xy-plane of the enclosure. The two distinct heights are indicated by the dashed rectangular regions.
For the windowing parameters applied in these experiments, there are 77.5 independent analysis frames per second of recorded signal. The two-second recordings used here therefore contain 155 analysis frames. The number declared valid is a function of the speech signal, the recording conditions, the localization scheme, and the detection criterion. The utterances and their playback volume are identical in each case. However, the SNR of the received signals diminishes as the source-sensor distance is increased. Subsequently, valid source detection in the TDOA and location estimators becomes less frequent as the source range is enlarged. This trend is evident in Figure 10 . In general, remote source positions generate a smaller number of valid estimates than positions in close proximity to the sensors. A further cause for variations in valid frame numbers is the localization procedure employed. The three valid TDOA-estimate-pair minimum imposed as a prerequisite for performing LI localization eliminates a number of analysis frames from contention as potential LI estimates. The TDOA restrictions for the TDOA-and DOA-based search procedures are less stringent and thus many frames not considered by the LI procedure produce acceptable TDOA and DOA location estimates. Additionally, with some frames the LI estimation is performed and the result deemed non-valid by the detection test, but the search-based locators succeed in nding a valid location.
Each of the localization schemes exhibits some degree of range bias in its estimates. The tendency to underestimate a source's distance from the bilinear array was apparent in the simulations conducted in Section 3.2 and found to progress as the precision of the TDOA estimates decreased and the source's range was expanded its bearing moved further from broadside. The broadside, close-range sources display very little range bias while o -broadside, remote positions possess a signi cant shift towards the array center, as much as .5m in the worst cases. In addition to the range bias inherent in a source's actual location, this detrimental result is exacerbated by the lower SNR and less accurate TDOA estimates that accompany the more distant sources. It is feasible that this systematic disparity in range measurements could be calculated as a function of the estimated location and the TDOA variances. It would then be possible to correct the location estimate in those instances where the range gure was critical. However, it should also be remarked that this bias is a consequence of the array-enclosure geometry. A more general placement of sensor-pairs within the enclosure would improve this situation and increase the overall accuracy of the location estimates within the enclosure as a whole. For instance, placing microphones on each of the walls rather than concentrating them all into a single bilinear array has been shown to yield a marked improvement in localization accuracy (Brandstein, Adcock, and Silverman 1996) .
The closed-form LI locator has the smallest cluster total standard deviation for the majority of the 18 speaker locations. However, this is at the expense of markedly fewer valid frames. In some cases the search-based methods were found to detect up to 50% more frames. Comparing the search-based estimators alone, with their nearly identical valid frame numbers, the DOA procedure possesses a mild advantage over the TDOA estimator in terms of cluster variance and bias. Overall, the closed-form LI localization procedure demonstrates performance characteristics just mildly less desirable than those of the more costly, search-based methods. For those situations, where the additional computational expense is unwarranted, use of the LI method will not incur signi cantly inferior results. When one of the search-based methods is required, the DOA-based procedure appears to narrowly surpass the TDOA-based alternative.
Experiment #2: Multi-Talkers
In Section 2.3.2 the proposed TDOA estimator was applied to the case of two simultaneous and continuous-speech sources. The detection statistic associated with the TDOA estimator was shown to e ectively identify those frames in which a single source contributes predominant energy and the subsequent TDOA estimate is a valid representation of that source's true TDOA. Here, the multisource experiment is taken a step further and the locations of the individual talkers are evaluated. Again, three recordings were taken. The rst two recordings were each done with distinct xed sources while the third repeated the same two utterances simultaneously. The content of these utterances is identical in pattern and speed to those employed in Section 2.3.2 and once again represents a particularly extreme two-talker case with signi cant periods of signal overlap.
The results of this experiment are presented in Figures 11 and 12 . The rst of these gures illustrates the valid x, y, and z-positions as functions of time. These estimates were generated using the DOA localization method. The top two plots represent the individual recordings and their respective location data. Note that in each case the positions remain nearly constant throughout the utterances, indicating xed sources. For each of these two-second recordings, the signals were segmented into 155 analysis frames. Talker #1 possessed 66 valid frames, and talker #2 had 49 valid frames. The lower graph in the gure illustrates the same information for the simultaneous recording. The single talker positions are replotted as`.' while the simultaneous location estimates are given by`o'. This time 52 valid frames were detected. Once again, as in the case of the TDOA estimation, the algorithm is correctly able to discriminate periods of single-source activity from multi-source intervals. The location estimates achieved clearly demonstrates the two-party nature of the received signal. Despite the overlapping nature of the signals, a signi cant fraction of each of the valid individual estimates are preserved in the simultaneous recording. Figure 12 contains 3-dimensional scatter plots of the position versus time data of Figure 11 . The top graph presents the results of the two individual recordings and the lower graph shows the simultaneous situation. In each case, the 3-dimensional location is denoted by`*' and a`.' is used to show the orthogonal projection of the location onto the respective planes. Two distinct sources are evident in these graphs. Each is approximately 1.75m from the array. Talker #1 is in front of the extreme left sensors at a height of 1.60m and Talker #2 is at the right edge of the array at height 1.20m.
Experiment #3: Moving Talkers
With a 25.6ms analysis window and the ability to generate independent location estimates on the order of 70 times per second, the localization algorithms presented here are appropriate for tracking moving speech sources. As a result of the short analysis interval, a source's change of location within the estimation period is insubstantial and has minimal impact on the precision of the calculated delays and derived location. The high update rate allows for near continuous localization of even the most rapidly moving sources in a typical talker scenario. Figure 13 illustrates the ability of the location algorithm to track a moving talker. In this example, a talker spoke the phrase \One Two Three Four" while walking towards the bilinear array. Only the valid location results obtained from the DOA-based locator are displayed. The top graph shows the time signal received at a single microphone along with the x-, y-, and z-positions of the valid locations as functions of time. The lower graph contains 3-dimensional scatter plots of this same location information. Once again, the locations themselves are plotted with`*', and a`.' is used to denote their projections onto the back planes. Note the relative consistency of the x-and z-positions as the y value steadily decreases. While there was no mechanism available to accurately determine the exact path traversed by the talker, the smooth, nearly linear path detected by the locator certainly suggests the algorithm was performing accurately. For this particular recording, the talker was speaking quite softly and as the time signal indicates, the signal to noise ratio at this microphone is relatively poor. The SNR condition results in fewer valid locations, 34 out of 233 analysis frames, and reduced estimate accuracy.
In practice, the product provided by these algorithms may be combined with single and multisource tracking schemes to follow and discriminate individual talkers in a multi-party environment. To achieve these results many tracking techniques may be adapted from sonar and radar applications (Johnson and Dudgeon 1993; Bar-Shalom and Fortmann 1988; Bar-Shalom 1990; Bar-Shalom 1993) . One important distinction between this situation and the radar/sonar scenarios is the sourcemotion model employed. The latter may assume that tracked elements are constrained to roughly linear motion with limited acceleration potential. Furthermore, because these methods are usually active or rely on a continuous source signal, location updates are available on a regular basis. However, for a typical multi-talker situation, location information is evaluated only when a particular source is speaking. These periods may be well separated. This di culty is compounded by the fact that talker motion is subject to a variety of discontinuities, necessitating the use of a much more general source-motion model. A general model, Kalman lter approach to tracking a single speech source was explored in (Brandstein 1993) . The multi-source problem is signi cantly more complicated, and, in addition to more sophisticated tracking methods, may bene t tremendously from the incorporation of speaker identi cation procedures applied to the received microphone signals (Lin, Jan, and Flanagan 1994) .
Conclusions and Future Work
The goal of this work has been to detail an e ective system for the localization of one or more speech sources in a real-room environment. The advocated method employed a two-stage procedure in which relative time-delays are rst evaluated and then incorporated as the basis of a location estimator. Through the incorporation of a short analysis window and source detection methods, this approach is capable of tracking moving sources reliably and identifying individual talkers in multi-source scenarios. A second set of experiments employing a 14-element array consisting of three autonomous units placed in a conference room setting is detailed in (Brandstein 1995) . The results obtained with this alternative system are similar to those reported here, further illustrating the utility of the localization procedures presented.
Along the lines of this research, there are several avenues available for future study. First, the problem of tracking and distinguishing multiple sources given the location data provided by these procedures was alluded to in the discussion within Section 4. Considerable work still remains in this area for adapting existing tracking methods and creating novel techniques appropriate for the speci c application. Second, the estimation and correction for source orientation is an important aspect of the talker localization problem. In the context of this work, the orientation angle was e ectively lumped into the larger parameter of signal SNR, but in many scenarios knowledge of a talker's orientation in addition to location may be vital. The research in this area, referred to in Section 4, has taken important steps in characterizing source radiation patterns and may eventually provide acoustic tools for assessing talker orientation as well as other parameters. Finally, there is the practical issue of sensor calibration. For the experiments presented here, the sensors were placed and measured by hand while the signal processing channels (anti-aliasing lters, A/D converter, etc.) were adjusted in an informal fashion. Each of these procedures introduces a degree of imprecision into the overall results and provides for a practical inconvenience. The development of methods to automatically and accurately identify sensor positions as well as calibrate the acquisition channels, will be required to facilitate the incorporation of this technology into desirable commercial products. Figure 11 . The top graph presents the results of the two individual recordings and the lower graph shows the simultaneous situation. In each case, the 3-dimensional location is denoted by`*' and a`.' is used to show the orthogonal projection of the location onto the respective planes. Figure 13: Experiment #3: Talker Moving Normal to Array Axis. The top graph contains plots the signal received at a single microphone as well as the valid x-, y-, and z-positions of the moving source as a function of time. The lower graph presents the localization data in 3-dimensional scatter plot. A`*' denotes the location estimates while a`.' is used to show the orthogonal projection of the location onto the respective planes.
