To learn a new language, it is necessary for the learner to succeed in segmenting the continuous stream of sounds into significant units. Previous behavioral studies have shown that it is possible to segment a language or musical stream based only on probabilities of occurrence between adjacent syllables/tones. Here we used a sung language and tested participants' learning of both linguistic and musical structures while recording electroencephalography. Although behavioral results showed learning of the linguistic structure only, event-related potential results for both dimensions showed a negative component sensitive to the degree of familiarity of items. We discuss this component as an index of lexical search, also pointing to the greater sensitivity of the event-related potentials compared to the behavioral responses. NeuroReport 21:928-932
Introduction
The very first steps in language acquisition require the ability to segment speech into separate words. Speech being a continuous stream of linguistic sounds, the challenge is to be able to segment it into separate (and possibly) meaningful units or words. Several studies have been conducted to better understand the cognitive mechanisms underlying language learning, and more precisely, its segmentation. These studies have shown the importance of regularities and statistical structure in word segmentation and confirm the observation that conditional probabilities between adjacent syllables, namely the probability of a syllable Y given the occurrence of a syllable X, are typically higher within words than between words [1] .
The importance of conditional probabilities in language acquisition in infants and adults has been shown by Saffran and colleagues [1, 2] . In these studies, the authors built an artificial language in such a way that the only cues to word segmentation were conditional probabilities between syllable pairs, which were high within words and lower across word boundaries. The design typically used in such studies comprises a passive listening session followed by a two-alternative forced choice procedure (or head turn procedure when studying infants) in which participants have to choose the most familiar of the two items. Thereafter, this type of design also proved effective in showing implicit learning in the visual modality [3] and in the auditory modality for nonlinguistic stimuli, such as tone sequences [4] or timbre sequences [5] . Recently we showed that performance in the test with spoken items is facilitated when the learning material is a sung language compared with a spoken language [6] . Overall, these results point to the fact that a similar learning mechanism might be at work independent of the modality (auditory or visual) or stimulus type (linguistic or musical) of the input.
In this study, we used a sung artificial learning language and we collected behavioral and electrophysiological responses during two separate tests on linguistic and musical dimensions. The aim was two-fold. First, we wanted to compare the sensitivity of the behavioral and electrophysiological measures and the extent to which they correlate. Second, we wanted to compare eventrelated potentials (ERPs) with linguistic and musical items with ERPs described in the literature on the familiarity effect.
Concerning the first aim, we hypothesized that ERP measures might be more sensitive than behavioral measures to the subtle changes that may undergo implicit learning [7] . Indeed, while behavior reflects the combined effects of several processing stages, ERPs, thanks to their continuous time resolution, can (sometimes) show differences in the brain activity even when this is not backed by an overt behavioral response [8, 9] .
Concerning the second aim, few earlier studies have attempted to investigate statistical learning using electroencephalography (EEG) [10] [11] [12] [13] [14] , reporting learning-related modifications of two well-known ERP components, the N100, related to perceptual processing, and the N400 whose amplitude is sensitive to lexical/semantic memory processes [15] . With one exception [13] the above cited studies recorded (or reported) ERPs during the learning phase only. Overall, while earlier studies investigated the emergence of 'lexical units', we investigated the contrast between more or less stable/familiar (lexicalized) units directly after the learning phase. Earlier research showed that unfamiliar words give rise to a larger N400 than familiar words possibly reflecting the greater difficulty in accessing semantic memory for unfamiliar words [16] . In this study, as in general in artificial language learning studies, participants are familiarized to a language during passive listening. This seems to allow lexicalization of the learning output [17] ; also enabling participants to choose, during the test session, the more familiar out of the two presented items. Therefore, we hypothesized that unfamiliar items would yield greater N400-like responses than familiar items for both linguistic and musical dimensions.
Methods

Participants
Fourteen native French participants (mean age 25 years, 13 right handed, 11 males, nonmusicians) were paid for their participation in the experiment (approved by the national ethical committee).
Material
The sung language was that used by [6] . Eleven syllables were combined to give rise to six trisyllabic sung words. Each syllable was associated with a distinct tone (C3, D3, F3, G3, A3, B3, C4, Db4, D4, E4, and F4); therefore, each word was always sung on the same melodic contour (gimysy C3 D3 F3, mimosi E4 Db4 G3, pymiso B3 E4 F4, pogysi D4 C3 G3, sipygy G3 B3 C4, sysipi F3 G3 A3).
Transitional probabilities ranged from 0.31 to 1.0 within words and from 0.1 to 0.2 across word boundaries. This was obtained by combining 216 repetitions of each of the six words in pseudorandom order (same word was never repeated twice in a row). The language stream was synthesized using the Mbrola speech synthesizer (http:// tcts.fpms.ac.be/synthesis/mbrola.html).
Procedure
During the learning phase, participants were asked to listen carefully to the sound stream. During the linguistic test, participants had to press one of two buttons to indicate which of the two strings (first or second spoken item) resembled the most to what they just heard in the stream (Fig. 1) . In each of the 36 trials, while one item was a 'word' from the nonsense language, the other was not (hereafter, part-word). The part-words consisted of either the last syllable of a word plus the first syllable pair of another word, or the last syllable pair of a word plus the first syllable of another word (gysimi, mosigi, pygymi, pysipi, sogimy, and sypogy). All items were pronounced using a flat contour, that is, without melodic information. During the musical test, the stimuli were 'midi' sequences of three notes generated with a piano sound. The six sequences, called tone-melodies, were built with the same pitches defining the melodic contour of the words heard during the learning phase (C5 D5 F5, E6 Eb6 G5, B5 E6 F6, D6 B5 G5, G5 B5 C5, F5 G5 A5). The sequences, called part-tone melodies, were built using the pitches of the part-words. The instructions were the same as in the linguistic test. Stimuli were presented using loudspeakers. Both the linguistic and musical tests lasted 5 min each and their order was counter balanced across participants (Fig. 1) .
Data acquisition and analysis
The EEG was recorded from 32 scalp electrodes located at standard positions (international 10/20 system sites: Fz, Cz, Pz, Oz, Fp1, Fp2, Af3, Af4, F3, F4, C3, C4, P3, P4, P7, P8, Po3, Po4, O1, O2, F7, F8, T7, T8, Fc5, Fc1, Fc2, Fc6, Cp5, Cp1, Cp2, and Cp6). The data were then re-referenced offline to the algebraic average of the mastoids. Four participants were discarded because of major EEG artifacts. Artifacts were detected by eyeballing and using a 75 mV maximum amplitude criterion (in approximately 10% of trials). The EEG was amplified by Biosemi amplifiers (Amsterdam University) with a band pass of 0-102. 4 Hz, digitized at 512 Hz and analyzed using Brain Vision Analyzer (Brain Products, Munich, Germany).
ERPs were analyzed by computing the mean amplitude, starting at the onset of the stimulus presentation and ending after 1500 ms, using latency windows of 50 ms. Analyses were performed for correct trials only and for all trials (correct and incorrect trials). A repeated measures analysis of variance was used for statistical assessment. To test the distribution of the effects, six regions of interest Learning phase (15 
Musical test
The experimental design. A learning phase using a sung language was followed by two tests on linguistic and musical structures. Stimuli were presented in the auditory modality.
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(ROIs) were selected: frontal, central, and parietal (left and right). P values were adjusted using the GreenhouseGeisser correction, when appropriate, and Sidak tests were used in post-hoc comparisons. Owing to the increased likelihood of type I errors associated with the large number of statistical tests, only effects that reached significance (P < 0.05) in at least two consecutive time windows were considered significant.
Results
Behavioral data
The participants' level of performance in the linguistic test was significantly above chance (62.2% of correct responses, P = 0.007, Wilcoxon test). By contrast, performance in the musical test (54.5%) fell between performances with linguistic material (P = 0.06, Wilcoxon test) and chance level (P = 0.2, Wilcoxon test). We also ran nonparametric one-way analyses of variances using the items as a factor (six levels). Items analysis showed no effect of item type in the musical task (P = 0.1, Friedman test). By contrast, there was a significant item effect in the linguistic task: two items with low-transitional probabilities (P = 0.5 and 0.41) were not learned as well as the others (P = 0.002, Friedman test).
Electrophysiological data Language
A negative ERP component starting 200 ms after stimulus onset and lasting until 1400 ms is visible at fronto-central sites (Fig. 2) . The amplitude of this component is modulated by the degree of familiarity: part-words elicited a larger negativity between 450 and 800 ms than words. The main effect of familiarity was significant between 600 and 750 ms [F(1,9) = 7.5, P = 0.03; 2.4 mV of effect size: unfamiliar-familiar]. Interestingly, an even stronger difference was found in the same latency band when using all trials rather than correct trials only [F(1,9) = 9.4, P = 0.01; 2.6 mV of effect size].
The correlation between the effect size (main effect of Familiarity in the 600-750 ms latency range) and performance was significant (r = 0.77, P = 0.018). Thus, the higher the participants' performance, the greater is the difference between part-words and words.
Music
A negative ERP component starting 250 ms after stimulus onset and lasting until 1300 ms is visible at fronto-central sites (Fig. 2) . The amplitude of this component was modulated by the degree of familiarity, with part-tone words eliciting a larger negativity between 600 and 1000 ms than tone-words. The interaction of familiarity and ROIs was significant between 750 and 900 ms [F(2,18) = 5.1, P = 0.03]. Indeed part-tone words elicited a larger negativity over fronto-central regions than tone-words. Interestingly, an even stronger difference was found in the same latency band when using all trials rather than correct trials only [F(2,18) = 6.3, P = 0.01]. This effect size did not significantly correlate with performance. Finally, a main effect of familiarity was also significant between 1250 and 1400 ms, with part-tone words eliciting a larger positivity than tone-words [F(1,9) = 5.7, P = 0.04, 1.81 mV of effect size].
Discussion
The aim of this study was two-fold. First, we wanted to compare the sensitivity of behavioral and electrophysiological responses. Second, we wanted to compare ERPs to linguistic and musical items to ERPs described in the literature on familiarity effect. Participants were asked to [ms] 400
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Grand average across all participants for the linguistic and musical sessions. Solid lines illustrate ERPs to words/tone sequences; dashed lines illustrate ERPs to part-words/part-tone sequences. Each trace represents the mean of the three electrodes included in the ROI (LC, left central; LF, left frontal; LP, left parietal; RC, right central; RF, right frontal; RP, right parietal). Maps illustrate the topographical distribution of the peak of the familiarity effect (unfamiliar-familiar).
listen to a continuous stream of sung language, built using a pseudo-random concatenation of six sung words and were then tested on both the linguistic and musical dimensions using a two-alternative forced choice task.
Concerning the sensitivity of the methods, while the performance in the musical test was not significantly different from chance at a group level, ERP data revealed a significant familiarity effect. Interestingly, this familiarity effect was even stronger when using all trials rather than correct trials only. This seems to point to the fact that participants, on average, learned the musical structure better than they actually performed in the behavioral test. It seems that, after learning has taken place, tone and part-tone sequences do have distinct, although probably, poor quality representations. These poor quality representations might be enough to yield different ERP responses, but might be hidden by the noise surrounding the decisional and response-related processing required by the task (see Ref. [18] for a graded perspective on conscious and unconscious cognition).
Results in the linguistic test also point in the same direction. Although there was quite a robust positive correlation between participants' performance and the amplitude of the ERP effect (part-words-words) in the 600-750 ms time windows, ERPs seem to be more sensitive than behavior. In fact, all participants, but one had the expected ERP effect. Thus, even participants whose performance was barely above chance (e.g. two participants with 55% of correct responses) show the typical familiarity effect ( -2.2 and -3.2 mV).
Concerning the comparison of ERPs with linguistic and musical items, electrophysiological data from both the sessions showed a larger negativity at fronto-central sites in the 400-900 ms latency band for part-words (or parttone sequences) than for words (or tone-sequences). To interpret this ERP difference it is important to clarify the respective 'linguistic' status of the two conditions. In fact, because each word/tone-sequence has been repeated 216 times, they have 'popped out' of the continuous sung stream, thanks to statistical learning or associative mechanisms. By contrast part-words/part-tone sequences are heard five times less frequently during learning. Therefore, the linguistic status of the items used in the test is that of more or less familiar item (words and part-words, respectively).
Earlier ERP studies have already shown that, compared with high-frequency (familiar) words, low-frequency (unfamiliar) words elicit a larger negativity peaking around 400 ms [16, 19] . This negative component is often referred to as N400 and its amplitude seems to be sensitive to the ease of retrieving long-term memory traces [20] . In our study, only sufficiently reinforced (repeated) items may 'survive' concurrent interference and end up being stored in a long-lasting manner [21] . The negative ERP components found in the linguistic and musical tests might be an index for the search of the memory traces that have been stored during implicit learning [17] . It is interesting to note that the topographic distribution of this ERP component is similar in the linguistic and musical tests (only one significantly different ROI out of six). Although this ERP component peaks later in the musical test, such a difference might be because of the fact that participants needed more time in the musical test than in the linguistic test to 'search' whether an item was familiar or not.
Conclusion
In the framework of implicit language learning, the electrophysiological approach seems to be more revealing than the behavioral approach. Finally, our findings showed that superposition of two identical linguistic and musical structures in song facilitates segmentation of both linguistic and musical information.
