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Introduction
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General Introduction
Human activities have been proven to have a strong impact on the climate system; the
induced changes to the climate, in turn, have hazardous feedbacks on human welfare.
Economics of climate change addresses the challenging tasks of estimating the costs asso-
ciated with the human-induced changes to the climate and finding efficient ways to cope
with these changes. Using various scenarios of socio-economic development and their
implications for the climate, it derives optimal climate policies and determines the best
time to implement these policies. The practices of climate–economic analysis strive to
provide robust inference despite the computational constraints that they face and the
lack of established methodology.
This dissertation focuses on development and implementation of new methods to improve
conventional practices in climate–economic modeling and also on using data analysis to
understand the mechanism of incorporating the information about changes in climate
patterns into financial markets. Two out of the three chapters of this dissertation con-
tribute to the integrated assessment modeling literature. Integrated assessment modeling
comprises the challenge of fitting both the Earth’s climate and the world economy within
the computational constraints of a single model. It requires simplified yet realistic rep-
resentations of the climate system and the economy—the representations that feature
ensemble runs and simulations and could be embedded into an optimization framework.
Chapter 1 addresses the task of constructing such simplified representations of the climate
system. In this chapter we propose a method to construct low-dimensional approxima-
tions of climate models of high complexity and demonstrate its application on the climate
model MAGICC (all citations are given in respective chapters). Using a one-line statisti-
cal model we are able to approximate the climate response projected by MAGICC—the
rise of global atmospheric temperature—to anthropogenic CO2 emissions.
The core of the proposed emulation technique is the construction of uncorrelated emis-
sions scenarios derived from orthogonal polynomials. We compare the use of the newly
designed scenarios to that of the Representative Concentration Pathways (RCPs), which
represent all scenarios of anthropogenic greenhouse gas emissions considered plausible in
the literature. We perform simulations to show that uncorrelated scenarios are much
3
4better suited to the task of emulation than the RCPs universally used in the literature,
including approximation studies. The scenarios for these simulations are constructed in
such a way that they evolve similarly to RCPs but span an even broader range of CO2
emissions. For each such scenario the proposed model approximates the increase in atmo-
spheric temperature very closely, with an average error of only 0.02°C, whereas training
the emulator on the RCP scenarios doubles the error.
Uncorrelated scenarios feature high efficiency, in that they reduce the required number of
runs of the emulated complex model. A successful emulation of MAGICC, for example,
required only three model runs. The technique thereby economizes substantially on the
computational resources spent on emulation.
Together with the method of emulation, we supply ready-to-use specifications of the
model that can predict the atmospheric temperature anomaly driven by CO2 emissions or,
alternatively, by changes in CO2 concentrations. This model can be directly implemented
in integrated assessment frameworks as a simple yet plausible representation of the climate
system, and thereby relieve the burden of high dimensionality.
We additionally examine the sensitivity of the model to the characteristics of the under-
lying climate processes; namely, to the assumptions about the physical processes in the
climate system implied by the emulated complex model. Even when calibrated to the
same initial conditions and run with the same forcing scenarios, the predictions of the
complex climate models are known to diverge greatly, and these differences can under-
mine the accuracy of the emulating models. Our goal in this regard is to ensure that
the proposed approach is not restricted to a single climate model but may potentially
be applied to any of the existing ones. To do this, we test whether the method works
equally well for 200 different sets of parameters obtained by combining each of the 20
climate settings with each of the 10 carbon cycle settings offered by the emulated model
MAGICC. Despite some notable differences among the individual climate and carbon
cycle settings, the prediction error stays very low on average and does not exceed 0.07°C
even in the most extreme cases.
Chapter 2 departs from working with climate–economic models and explores observational
and forecast climate data from an econometric viewpoint. As is acknowledged in the
literature, even the predictions of state-of-the-art climate models exhibit systematic biases
over time and space. From the economic perspective, these biases transfer into potential
losses, in particular in agriculture. If the markets for the commodities sensitive to weather
are efficient, the prices on these markets would capture the best knowledge available to the
participants about the weather conditions for the following growing seasons. Following
this intuition, in Chapter 2 we explore whether the market participants are informed
5about the future changes in climate patterns over the areas where crucial crops grow.
On an example of corn and its largest producer—the US—we investigate whether the ex-
pectations on the futures market for this crop are superior (predict the weather conditions
for the following growing seasons better) to those based on the best publicly available
forecasts of climate models. We use climate predictions from the North American Multi-
Model Ensemble database, which provides high-resolution forecasts from the major North
American climate models. The spatial data is then processed so that they are suitable
for relating to economic and financial data in the agricultural sector.
We use regression analysis to investigate to which extent the information incorporated
into financial returns can add to the forecasts of future climate conditions issued by the
ensemble of climate models and how far in advance this relationship can be detected. The
results of the analysis do not allow us to claim a robust statistically significant relation-
ship. Even though the literature suggests that the corn futures markets are efficient, the
mild biases of the climate forecasts revealed by our data set cannot be unambiguously
linked to financial returns.
Chapter 3 presents a general framework for robust inference from climate–economic mod-
els. These models are the frontline tools used to provide policy makers with practical
guidance on timely climate actions. Yet the inference from these models has proven
highly vulnerable to their initial assumptions and to the calibrated values of their input
parameters. We therefore see the analysis of robustness of model inference as a critical
matter that has not gained enough attention in the literature and lacks common good
practice.
In this chapter we propose bringing the methods of global sensitivity analysis, which has
gained wide recognition and enjoys widespread use in risk analysis, to climate economics.
To demonstrate how integrated assessment modeling can benefit from such scrutiny, we
apply a highly efficient method of global sensitivity analysis to the most popular model
in the literature, DICE. The key feature of the method—the use of polynomial chaos
expansions—enables a clear, comprehensive decomposition of the uncertainty in a model’s
output at very low computational costs, and hence makes the method potentially appli-
cable to integrated assessment models of higher complexity.
Along with the methodological demonstration, the application to DICE suggests two
important insights. First, sensitivity analysis of a selected subset of parameters of in-
terest (often performed in the literature) is misleading in that it might overlook the
most influential factors. Second, the opposite strategy—of pooling all existing parame-
ters together—carries the danger of triggering spurious significance due to their internal
mutual dependence. One key message of the study, therefore, is the importance of careful
6analysis that fully covers the uncertainty in the model and at the same time respects its
fundamental features.
Overall, the work provides both methodological and practical contributions to efficient,
precise practices in the field of the economics of climate change. Chapter 1 and Chap-
ter 3 establish new practices of more robust inference from climate–economic models—
practices that economize on computational resources and contribute to a more sound
basis for decision-making in the compelling challenge of changes to the climate. Chapter
2 suggests a way to utilize the information available on the financial markets along with
the projections of state-of-the-art climate models to assess of the present awareness of
the ongoing changes in climate patterns.
Part II
Three Essays in Economics of
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Statistical Approximation of Climate Models1
Alena Miftakhova, University of Zurich
Kenneth L. Judd, Hoover Institution, Stanford University
Thomas S. Lontzek, School of Business and Economics, RWTH Aachen
Karl Schmedders, University of Zurich
Abstract
In many studies involving complex representation of the Earth’s cli-
mate, the number of runs for the particular model is highly restricted
and the designed set of input scenarios has to be reduced correspond-
ingly. Furthermore, many integrated assessment models, in particular
those focusing on intrinsic uncertainty in social decision-making, suffer
from poor representations of the climate system due to computational
constraints. In this paper we propose a general emulation method for
constructing low-dimensional approximations of complex dynamic cli-
mate models. Our method uses artificially designed uncorrelated CO2
emissions scenarios, which are much better suited for the construction
of an emulator than are conventional emissions scenarios. We apply
our method to the climate model MAGICC to approximate the impact
of emissions on global temperature. Comparing the temperature fore-
casts of MAGICC and our emulator, we show that the average relative
out-of-sample forecast errors in the low-dimensional emulation models
are below 2 percent. Our emulator offers an avenue to merge modern
macroeconomic models with complex dynamic climate models.
Note: A version of this paper has been accepted to publication in the Journal of Econo-
metrics.
1We thank the participants at the 2014 Initiative on Computational Economics at the Hoover Institu-
tion, at the conference “Econometric Models of Climate Change 2016” at the University of Aarhus, and
at the 23rd Annual Conference of the European Association of Environmental and Resource Economists
(2017) for helpful comments. We are indebted to Marc Paolella for his helpful advice and to Dave
Brooks for excellent editorial support. Alena Miftakhova gratefully acknowledges financial support from
the Swiss National Science Foundation.
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1.1 Introduction
In many studies involving complex representation of the Earth’s climate, the number of
runs for the particular model is highly restricted and the designed set of input scenar-
ios has to be reduced correspondingly. Integrated assessment models (IAMs) combine
dynamic models of the climate system with dynamic economic models to study their
interactions and formulate policies related to limiting greenhouse gas emissions. Many
IAMs, in particular those focusing on intrinsic uncertainty in social decision-making, suf-
fer from poor representations of the climate system due to computational constraints. In
this paper we address this problem by constructing a low-dimensional dynamic system
that accurately represents the impact of world CO2 emissions on world average global
temperature. This is a valid reduction, because CO2 disperses rapidly in the atmosphere
and the major impact of climate change can be represented by average world tempera-
ture. The basic procedure for constructing a reduced model (often called an emulator) is
to specify a set of emissions paths, use each one as input into a complex climate model,
observe the resulting temperature paths, and use these simulated emissions and temper-
ature data2 to specify an approximating dynamic system. The structure has a pooled
cross-sectional nature since each path is a time series and multiple paths are used. Given
the high computational costs of running complex climate models, one important crite-
rion for the input emissions paths is their efficiency in “extracting” information from the
system. We construct uncorrelated CO2 emissions scenarios, and show that, when used
as input for simulations, they prove more efficient than conventional scenarios. In the
demonstrative case of emulating a climate model, forecast errors decrease by almost half
when we use uncorrelated scenarios.
IAMs, deterministic or stochastic, should use as many state variables as required to en-
sure a realistic specification of the climate. One commonly used climate model is the
Model for the Assessment of Greenhouse-gas Induced Climate Change (MAGICC), a
reduced-complexity climate emulator (Meinshausen et al., 2011a). Since the computa-
tional complexity of solving dynamic models increases with their dimensionality, a dy-
namic system of the size of MAGICC is too large to be commonly applied in stochastic
economic models with continuous state and control variables and large time horizons.
Using our approximation approach, we construct an emulator of MAGICC that produces
reliable predictions of temperature response to CO2 emissions at a much lower cost.
Although statistical approximations seem alien to the physical nature of climate models,
2 The word “data” in econometrics conventionally means observations of the real world. In the climate
change literature, in turn, “data” can refer both to historical observations and to the simulated scenarios
of the future climate, as in the IPCC Data Distribution Centre (IPCC-TGICA, 2007). Following this
terminology, all references to data in the present paper refer to the simulated output of the climate model
concerned.
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they are in fact closely connected to it. Studies show that statistical methods can produce
models that adhere to basic climate physics. Kaufmann et al. (2013) test two time series
models that link radiative forcing to global surface temperature as simulated by complex
climate models and conclude that the model with a stochastic trend is supported more
strongly by the data. They also show that this statistical model is consistent with the
relation characterized by a globally averaged energy balance model, which is based on the
physical relationship between radiative forcing and surface temperature. Pretis (2015)
extends this analysis to a two-component (ocean–atmosphere) energy balance model by
showing its equivalence to a cointegrated time series relation of the modeled climate
variables.
Often, the methodology for emulating high-dimensional models assumes the preexistence
of some input–output data sets from computer simulations. The general requirement for
the input scenarios is that they are “carefully chosen” and “excite” the emulated system
sufficiently (Young and Ratto, 2011; Castelletti et al., 2012). The existing data sets of cli-
mate models’ simulations contain the predictions of complex climate models in response
to some commonly prescribed scenarios (e.g., IPCC-DDC, 1998). A widely known ex-
ample of such common scenarios is the Representative Concentration Pathways (RCPs)
adopted in the most recent assessment report of the Intergovernmental Panel on Climate
Change (IPCC, van Vuuren et al., 2011). These scenarios are designed to provide a con-
sistent base for scientific research, from single studies to large intercomparison projects.
In this paper, however, we show that they are not a wise choice for the particular task of
approximation.
In cases when additional simulations are not computationally expensive, researchers gen-
erate a large collection of emissions paths and the resulting temperature paths. For
example, to emulate a climate model of intermediate complexity, Holden and Edwards
(2010) construct an ensemble of possible future concentration profiles using the Latin
hypercube method, and apply dimensionality reduction techniques to construct an em-
ulator. A few studies consider statistical emulation an applicable data compression tool
when storing the full data sets from climate models’ runs proves too costly (Castruccio
and Genton, 2016; Guinness and Hammerling, 2017). With the increasing volumes of
generated climate data, the methodology enables the compression of data sets while pre-
serving their distributional properties. For such experiments it is especially important
to design the runs of the emulated complex models in such a way that the resulting
input–output data sets are as informative as possible.
Unfortunately, the most detailed and complex climate models are costly to run: it can
take several months to simulate a few hundred model years (Dringnei et al., 2008). This
limits the collection of existing simulations. If the existing data is deemed insufficient to
design a robust emulator, it is expensive to significantly increase the available data set.
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In a recent study, Castruccio et al. (2014) recognize the need to run more scenarios of the
Community Climate System Model, version 3 (CCSM3) (Collins et al., 2006; Yeager et al.,
2006). They design five new scenarios specifically for emulation and demonstrate that the
trajectories of temperature and precipitation can be emulated using CO2 concentrations
paths. In choosing new scenarios, they do not follow any experimental design procedure,
but make part of the scenarios similar to those readily available in multimodel experiments
and let the other part induce rapid changes in CO2 concentrations.
The key distinction of the present paper is our focus on the procedure for designing
efficient input scenarios. We do not aim for our scenarios to resemble the existing runs
of the complex climate models, but propose a task-driven approach to scenario creation.
The computational cost of running complex climate models makes it imperative that
input scenarios are chosen to maximize the information gained from these computations.
This paper takes a mathematical view motivated by approximation theory. Intuitively,
the input scenarios should be orthogonal in some sense. But when we apply principal
component analysis (PCA) to the four conventional RCPs, we find that they jointly
contain little more information than one scenario would. We, therefore, propose, instead,
to use a family of orthogonal polynomials as a base for constructing the input scenarios
for emulation. These scenarios obviously do not look like anything we expect will happen
to the climate system; but this is not important for our task. And indeed, as intuition
from approximation theory would indicate, we find that our four orthogonal polynomial
input scenarios produce a significantly better emulator than the four standard RCPs.
We test the usefulness of our emulation approach for stochastic IAMs by evaluating its
ability to accurately simulate the distribution of temperatures in response to a stochastic
emissions process. We find that it is very good at this task.
Our emulator can be directly used to improve IAMs. Currently, most IAMs are deter-
ministic, assuming that the future climate and economy are perfectly predicable. These
perfect foresight models do not entail random variability within the model but attempt
to incorporate uncertainty by applying Monte Carlo simulation techniques (see, for ex-
ample, Mastrandrea and Schneider, 2004 or Hope, 2013). These deterministic models are
solved many times, each time with their parameters being drawn from a distribution. The
approximation of the stochastic framework is then presented by probabilistically averag-
ing the results of all deterministic simulations. These models certainly produce valuable
insights, for example regarding the range of possible model outcomes. However, they
do not model economic and climate-related uncertainty in the decision-maker’s problem,
and therefore miss real features of decision-making under uncertainty. Crost and Traeger
(2013) show that the Monte Carlo approach can produce misleading implications for
policy making.
Even studies that account for some kind of uncertainty often point to the “curse of dimen-
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sionality” as an explanation for their simplified representations of the climate (EPA, 2010;
Webster et al., 2012; Newbold et al., 2013; Jensen and Traeger, 2014). Moreover, stochas-
tic IAMs often rely on very simple assumptions when formulating the actual stochastic
processes.3 However, recent advances in computational methods have described ways to
solve high-dimensional economic models, even beyond 100 dimensions (Maliar and Maliar,
2015; Judd et al., 2011; Cai et al., 2015; Brumm and Scheidegger, 2017). Combining our
approach to the construction of emulators with these new computational methods offers
the potential to build more realistic models.
The remainder of the paper is organized as follows: in Section 1.2 we describe the meth-
ods used for approximation; we motivate the use of uncorrelated scenarios, explain the
procedure of constructing them, and present the general model we estimate. Based on
the results of the estimations, Section 1.3 states the specifications for recommended rep-
resentations of the climate system and assess our emulator’s performance on alternative
scenarios and under different sets of initial parameters of the climate model. Section 1.4
concludes.
1.2 Approximation of high-dimensional models
In this section we describe our approach to the construction of an emulator of a complex
climate model. First, we briefly describe our source of temperature predictions, MAGICC.
Second, we explain why conventional emissions scenarios are not a good source for the
construction of an emulator. Next, we derive a set of uncorrelated emissions scenarios,
which is ideally suited for the derivation of an emulator. And finally, we depict our
general constructive approach.
1.2.1 MAGICC model
MAGICC is a carbon cycle–climate model used to emulate the insights from large and
complex Atmosphere–Ocean General Circulation Models (AOGCMs). The emulation
task is to generate global temperature responses (the output variable) to various ex-
ogenous emissions scenarios (the input variable). In the climate research community,
MAGICC is considered to be a reduced complexity climate model. Yet, it includes repre-
sentations of the most essential physical and biological components of complex AOGCMs.
The emulation is performed in four steps shown in Figure 1.1. Each of the four modules
contains its own set of equations; the total number of involved parameters exceeds 400.
The first module of MAGICC includes terrestrial and ocean carbon cycles, which infer the
3Cai et al. (2015) and Lontzek et al. (2015), among others, discuss the implications of structural
assumptions in IAMs regarding modeling the risk of abrupt and irreversible catastrophic climate events.
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Figure 1.1: Schematic overview of the MAGICC model showing the key steps of inferring
climate response from emissions scenarios. The labels A1 to A4 refer to the corresponding
sections in the Appendix A in Meinshausen et al. (2011a).
Source: Fig A.1. in Meinshausen et al. (2011a); retrieved from http://wiki.magicc.
org.
concentrations of CO2 and other forcing gases in the atmosphere based on their individual
cycles and atmospheric life-times. For example, the change in CO2 concentrations is in-
duced by anthropogenic emissions and ocean and terrestrial fluxes (net uptakes or releases
of CO2 by ocean and land) calculated in separate box models. The changes in concentra-
tions are subsequently transformed into induced radiative forcings (net flows of energy
into the atmosphere) of the gases according to assumed approximating relationships.4
Finally, the changes in radiative forcing are aggregated over the two hemispheres and
transfer into the change in global average temperature level via a global energy-balance
equation.5
Despite being a “simple” model, MAGICC performs exceptionally well in emulating the
results of the large AOGCMs (see Meinshausen et al., 2011a). MAGICC was therefore
used in the recent IPCC reports (Pachauri et al., 2014) as the prime tool for evaluating
carbon and climate responses to various emissions scenarios. MAGICC is publicly avail-
able and easy to operate. According to Meinshausen et al. (2011a), MAGICC is flexible
enough to deliver accurate results when running scenarios outside of the original calibra-
4For example, following the IPCC convention, CO2 radiative forcing,4RCO2 , is assumed proportional
to the logarithm of the ratio of the current CO2 concentration, S, to its preindustrial level, S0,
4RCO2 = α log(S/S0),
with the latest estimate of the value of α equal to 5.35Wm−2 (Myhre et al., 1998). Radiative forcings
of methane, nitrous oxide, and other gases are modeled via similar relations.
5The global mean radiative forcing comprises atmospheric and oceanic energy fluxes. The general
form of the energy-balance equation,
4RG = λGTG + dH
dt
,
relates the global mean radiative forcing, 4RG, and the temperature anomaly, TG, through the feedback
factor, λG. The last term in the equation denotes the ocean energy flux and is assumed equal to zero
in equilibrium state. The energy balance equations for both hemispheres additionally take into account
ocean and land feedback factors as well as land-ocean and hemispheric heat exchanges.
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(a) CO2 emissions, RCP scenarios. (b) Temperature anomaly, RCP scenarios.
Figure 1.2: RCP emissions scenarios (a) and corresponding predictions of temperature
(b).
tion space. For the purpose of the present paper, MAGICC is, therefore, best suited to
generating reliable responses of global temperature to any emissions scenario—responses
that we use as benchmarks for evaluating the accuracy of our statistical model.
We chose the model MAGICC because its computer implementation is very fast (a matter
of seconds on many computers at the time of writing of this paper). This speed of
implementation makes it feasible for us to compare the temperature forecasts of our
emulator to those of MAGICC for 200 different alternative model settings (see Section
1.3.4). In addition, even for such a fast climate model an emulator may make it much
easier to incorporate the model’s insights into a complex macroeconomic model.
1.2.2 Conventional emissions scenarios
The four basic RCPs endorsed by the IPCC are the most common and ready-to-use
scenarios and currently serve as a coherent base for integrated climate–economic modeling
and model intercomparison projects (Taylor et al., 2012). Each RCP is a distinct pathway
of radiative forcing named after the level of forcing it achieves in 2100. RCP2.6, RCP4.5,
RCP6, and RCP8.5 thus imply forcing of 2.6 to 8.5 W/m2 by the end of the century. Each
scenario also specifies the associated levels of emissions and concentrations of greenhouse
gases and other forcing agents. Figure 1.2 displays the decadal CO2 emissions paths
implied by the RCPs and the corresponding temperature rises as predicted by MAGICC.6
The lowest-forcing scenario is the only one that does not hit the critical value of warming
the atmosphere to 2 above the preindustrial level; the most aggressive scenario among
the four—RCP8.5—implies warming of above 4.
6The RCP scenarios are specified on a decadal scale; MAGICC uses their linear interpolation to
produce the corresponding annual paths of temperature anomalies.
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Figure 1.3: Variance decomposition from principal component analysis of the RCP sce-
narios.
The RCPs are an example of a scenario set designed to provide reference pathways to
scientists, integrated assessment modelers, and policy makers (Moss et al., 2010). They
were selected to represent scientific agreement with regard to the probable trajectories of
future climate and socioeconomic conditions. It is not the ultimate goal of such universal
scenarios to serve as an input for approximations. We show below that common scenarios
such as the RCPs are not suitable for estimating model parameters, and that the shape
of scenarios should be determined by the purpose of their use.
Principal component analysis indicates that the RCPs are not likely to be a good set
when it comes to estimating an emulator. Figure 1.3 displays the variance decomposition
implied by PCA, and shows that the first principal component carries more than 94
percent of the total variance in the set; the first principal component, which is a linear
combination of the four RCPs, provides nearly as much information about emissions as
the four scenarios do collectively.
The statistical approach to emulator construction uses the emissions–temperature pairs
to estimate a single time series model where temperature is the dependent variable and
lagged dependent and independent variables are on the right-hand side. The structure
is similar to that of a pooled cross-section problem. Even though we use terms like
“statistical approach”, it needs to be emphasized that there is no underlying stochastic
structure to the problem. The problem is really one of approximation, where we want
to find a simple dynamic model relating temperature to emissions with small prediction
errors.
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1.2.3 Orthogonal emissions scenarios
To motivate our choice of emissions scenarios for the construction of an emulator, it is
helpful to take a closer look at the underlying problem. Suppose some scientists or policy
makers would like to consider an additional scenario of CO2 emissions, E(t), for years t =
t0, t1, . . . , tL. Unfortunately, they cannot quickly access a complex dynamic climate model
to forecast the resulting temperature anomalies, and therefore must resort to an emulator.
Such an emulator relies on inputs from certain previous emissions scenarios, Ek(t), k =
0, 1, . . . ,m, for which temperature predictions were gathered from that aforementioned
complex model. But in which cases will an emulator trained on some existing scenarios,
Ek(t), provide a good approximation for the new scenario, E(t)?
We argue that the most likely or most popular emissions scenarios, such as the four
afore-mentioned RCPs, are not necessarily a good set of input scenarios for training an
emulator, because such scenarios are likely to be strongly correlated. (The four RCPs are
a case in point.) Instead, a desirable condition of a good training set of emissions scenarios
is that they span as large a set of reasonable scenarios as possible. Put differently, for
any reasonable future scenario we would like there to exist weights, ak, k = 0, 1, . . . ,m,
such that
E(t) ≈
m∑
k=0
akEk(t) (1.1)
for all t.
The first of several questions that naturally arise is whether such an approximation of a
new scenario by using previous scenarios is even possible. An answer in the affirmative
will require that the set of scenarios employed for the approximation offers sufficient
flexibility and scope to approximate any new (reasonable) scenario. RCP scenarios such
as those depicted in Figure 1.2(a) are (discrete) time series of CO2 emissions with fixed
start and end dates. Therefore, a natural method of approximating them is a least squares
regression approach using a suitable set of basis vectors.
Trefethen (2013) provides an excellent introduction to the approximation of one-dimensional
functions in theory and practice. He strongly advocates interpolation methods relying
on Chebyshev polynomials for the practical approximation of functions on intervals, and
literally refers to such methods as “unbeatable”. Moreover, this particular family of
orthogonal polynomials appears also to be the most popular choice for approximation
problems in which we want to use more points than the maximum order of the Cheby-
shev polynomials. When the number of conditions exceeds the number of basis elements
we need to resort to a regression approach.
In this paper we use Chebyshev polynomials to create basis vectors of CO2 emissions.
These newly created scenario vectors, Ek, are then used as explanatory variables in a
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regression with a new emissions scenario vector, E, as the dependent variable. If the
scenario vectors Ek are a good basis for the approximation of an arbitrary scenario E,
they can also be a good input set for creating an emulator that ultimately needs to
provide forecasts for that new scenario.
Chebyshev polynomials and regression
For an excellent treatment of Chebyshev polynomials we refer interested readers to Tre-
fethen (2013). Here, we only provide a brief introduction to Chebyshev polynomials,
which suffices for our purposes.
Without loss of generality, consider the interval [−1, 1]. Consider the following recurrence
relation:
P0(x) = 1, P1(x) = x, Pk(x) = 2xPk−1(x)− Pk−2(x) for k = 2, 3, . . . .
The polynomial7 Pk is called the kth Chebyshev polynomial. The Chebyshev polynomials
P0 through P7 are as follows:
P0(x) = 1 P4(x) = 8x
4 − 8x2 + 1
P1(x) = x P5(x) = 16x
5 − 20x3 + 5x
P2(x) = 2x
2 − 1 P6(x) = 32x6 − 48x4 + 18x2 − 1
P3(x) = 4x
3 − 3x P7(x) = 64x7 − 112x5 + 56x3 − 7x.
For each k ≥ 1, Pk is a polynomial of degree k with a leading coefficient 2k−1; it satisfies
−1 ≤ Pk(x) ≤ 1 for x ∈ [−1, 1] and it has the k zeros
xn = cos
(
(2n+ 1)pi
2k
)
for n = 0, 1, . . . , k − 1,
which all lie in the interval [−1, 1]. These zeros are also called Chebyshev nodes.
For our study, an important property of Chebyshev polynomials is their discrete orthog-
onality property. If {xn}k−1n=0 are the k zeros of Pk, then for all i, j ≤ k
k−1∑
n=0
Pi(xn)Pj(xn) =

0 : i 6= j,
k : i = j = 0,
k/2 : i = j 6= 0.
So, for i 6= j, the vectors of the values of Pi and of Pj at the Chebyshev nodes {xn}k−1n=0
are orthogonal and thus uncorrelated.
7We deviate from the standard notation and denote Chebyshev polynomials by P instead of by T
or C. We need the letters T and C for the time series of temperatures and cumulative CO2 emissions,
respectively.
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All Chebyshev zeros lie in the interval [−1, 1]. For an approximation on a general interval,
[a, b], we use the standard linear transformation,
t =
(
b− a
2
)
x+
a+ b
2
, (1.2)
for t ∈ [a, b] and x ∈ [−1, 1].
To apply the standard Chebyshev regression approach, we could now proceed as follows:
First, choose a number of n Chebyshev nodes—that is, all zeros of Pn—and evaluate the
Chebyshev polynomials of degrees 0 to m at these n points in order to obtain m + 1
basis vectors of length n. Second, determine the values of the to-be-approximated new
scenario at the n nodes. Since the n nodes would not coincide with integer values—
the years 2005, 2006, . . . , 2100—we would need to use interpolated values from the new
scenario. Third, determine the regression coefficient by minimizing some criterion—for
example, the sum of squared residuals.
We do not pursue this standard approach because it encounters the following problem:
Both the input scenarios and the temperature output of a typical climate change model
are annual figures—that is, they are given for the years 2005, 2006, . . . , 2100. Therefore,
we must determine the values of the Chebyshev polynomials at these integer points,
instead of at the Chebyshev nodes, when we want to enter the corresponding base scenario
into a model such as MAGICC. But then the adjusted values of the base vectors at the
integer points are no longer uncorrelated. While some small correlation among the base
scenario vectors may do only little harm to the regression, we would like to avoid it
if possible. Therefore, we generate the data for the regression approach in a slightly
different way.
Design of uncorrelated scenarios
The first step of our regression approach is identical to that of the general approach
described above. We choose n to be the number of years in our simulated data; here
n = 96, since we consider scenarios for the time period 2005–2100. For the n zeros of Pn,
we evaluate the Chebyshev polynomials of degrees 0 to m at these n points in order to
obtain m + 1 basis vectors of length n. By construction, these m + 1 basis vectors are
pairwise uncorrelated. Now we treat the ith element of each basis n-vector as the value for
the year 2004 + i. As a result, in the second step, we no longer need to interpolate values
for the new scenario but can just take the given scenario values. Using this different
vector as the independent variable we can determine regression coefficients and check
whether the new scenario can be approximated well.
When we determine and evaluate the linear approximation,
∑m
k=0 akEk(t), for a new sce-
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(a) CO2 emissions, uncorrelated scenarios. (b) Temperature, uncorrelated scenarios.
Figure 1.4: Uncorrelated emissions scenarios (a) and corresponding predictions of tem-
perature (b).
nario, E(t), the transformation of the Chebyshev polynomials to the domain [2005, 2100]
suffices and we do not need to adjust the range value. However, before we can feed the
corresponding emissions scenarios into a model such as MAGICC, we also need to lin-
early transform the range of the polynomials in order to obtain CO2 emissions scenarios
of reasonable sizes. Since the four RCPs in Figure 1.2(a) span a range of 29.6708, we
use (1.2) to transform the m scenarios based on the Chebyshev polynomials of degrees
1 to m to the range [−5, 29.6708]. The zero-degree polynomial is an exception: it corre-
sponds to a scenario of constant annual emissions, or a steady state of the economy, and
is therefore set to the last historical value of CO2 emissions.
The resulting values represent CO2 emissions levels for the n = 96 years, 2005–2100.
For the baseline case for our analysis, we set m = 3 so that using four uncorrelated
scenarios can be compared to using the four RCPs. Figure 1.4(a) depicts the resulting
CO2 emissions scenarios. When we enter them into MAGICC we must also specify
scenarios for some other gases. For simplicity, in this study we set the annual emissions
of all other gases in the years 2005–2100 to their average levels across the four RCP
scenarios. The emissions of all gases for all years prior to 2005 are kept at their historical
values. Figure 1.4(b) shows the resulting temperature anomalies forecasted by MAGICC
for the four uncorrelated scenarios.
Figure 1.5 shows the variance decomposition from a principal component analysis of the
four base scenarios. By construction, each of the first three components explains a third
of the variance. The degree-zero polynomial (a constant) obviously does not carry any
variance but is nevertheless included in the set of the base scenarios. Recall that a good
set of input scenarios for emulation should provide a base for the linear approximation
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Figure 1.5: Variance decomposition from principal component analysis of the four uncor-
related scenarios.
(1.1). For a successful linear approximation, the set of basis vectors has to include a
constant.
The set of base scenarios, besides carrying the zero correlation property, should trigger
a strong enough response in the approximated system. The advantage of the scenarios
based on the Chebyshev polynomials is that they include the chosen extreme values of
emissions. Each Chebyshev polynomial of degree k ≥ 1 has k + 1 extrema, with their
values at the endpoints of the range [−1, 1]. Each corresponding emissions scenario scaled
to a range [a, b] reaches the minimum and maximum emissions levels a and b at those
extreme points. This property ensures that we observe the simulated response of the
climate system when the CO2 emissions levels reach their extreme values, at a slower or
faster rate.
Clearly, future emissions paths will not look anything like the base scenarios based on the
degree two or degree three Chebyshev polynomials. But the task here is not to discuss
what the likely emissions paths are. The task is to find a collection of emissions scenarios
that enable us to extract as much information as possible from a mathematical model
of the climate such as MAGICC. The key property of the uncorrelated base scenarios
is that they produce good approximations of the standard RCP scenarios, which are of
particular interest in the literature. Fig. 1.6(a) demonstrates that the designed uncorre-
lated scenarios, while unrealistic, provide an excellent basis for close approximations of
the RCPs; in fact, the root-mean-squared error (RMSE) of the approximation is only 0.36
gigatons of carbon per year (GtCyr−1). The RCPs, designed to represent likely paths,
do not form a suitable collection for emulator construction. Figure 1.6(b) shows that
they do not approximate the uncorrelated base scenarios well, and produce an RMSE of
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(a) Approximation of RCP scenarios. (b) Approximation of base scenarios.
Figure 1.6: Approximation of the RCP scenarios with uncorrelated base scenarios (a)
and approximation of base scenarios with the RCP scenarios (b).
2.55GtCyr−1. This result is consistent with PCA, which shows that the four standard
RCPs together contain little more information than the best one on its own.
1.2.4 Construction of an emulator
With the uncorrelated emissions scenarios at hand, we can proceed to building an emula-
tor of a climate model of our choice. To generate the data for emulation, we run the four
designed emissions scenarios in MAGICC and collect its temperature forecasts for each
of them. The particular structure of an emulator is defined by its purpose and potential
application. In this paper we provide an example of an emulator that can be first of
all used in integrated assessment modeling, where dynamic models need a simple way of
producing forecasts for temperature rise if they are to assess its feedback effect on the
economy.
Our emulator takes the following general form of a dynamic linear model:
Yt = β0 + β1Yt−1 +
J∑
j=2
βjXj,t−1 + εt, (1.3)
where Yt is the predicted variable in year t, Xj,t is the jth covariate in year t, and J
is the number of covariates in the model. To capture the residual autocorrelation, we
assume that model errors follow an ARMA(1,1) process and that its residuals are normally
distributed,
εt = aεt−1 + but−1 + ut, ut
iid∼ N(0, σ2). (1.4)
The temperature anomaly forecasts produced by MAGICC are the benchmark values of
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the predicted variable Y . The candidates for covariates come from the input scenarios and
depend on the ultimate goal of the emulation. An emulator that predicts temperature
response to CO2 emissions can serve as a substitute for the entire climate module in
an integrated assessment model. Alternatively, an IAM can preserve its carbon cycle
representation as a distinct feature—in this case, emulation covers the transition from
concentrations to temperature rise. Consequently, we consider CO2 emissions, cumulative
CO2 emissions, and CO2 concentrations as the available set of variables to include in X.
For each potential set of covariates, we pool the simulated data from the four runs of
the climate model together and find the best values for the parameters using a maximum
likelihood estimator. To test our model, we take the CO2 emissions scenarios given by the
four RCPs—they constitute our out-of-sample testing set. We use the average RMSE of
predictions for this out-of-sample set of scenarios to assess the quality of their predictions.
1.3 Results
Using different combinations of the available covariates, we choose an exact form for the
emulator (1.3). This section presents the results for the best two- and three-dimensional
models, according to the quality of their out-of-sample predictions.
1.3.1 Best-performing low-dimensional model
In all our specifications, the dependent variable is the temperature anomaly T with
respect to the preindustrial temperature level—that is, the increase in temperature since
1765. We find that the following model specification with cumulative CO2 emissions, Ct,
as a single exogenous variable produces the best predictions:
Tt = β0 + β1Tt−1 + β2Ct−1 + εt, (1.5a)
εt = aεt−1 + but−1 + ut, ut
iid∼ N(0, σ2). (1.5b)
Here, cumulative CO2 emissions, Ct, are accumulated from the year 1765 to t and mea-
sured in GtC · 103. The scenarios themselves provide values for the lagged cumulative
emissions starting in 2005. For each uncorrelated emissions scenario, we obtain temper-
ature anomalies from MAGICC for t ∈ {2005, 2006, . . . , 2100}. And so, the number of
data points for the estimation of this model is 96 times the number of scenarios, m. The
first row of Table 1.1 reports the estimated values for the parameters of model (1.5) and
the model’s average errors of out-of-sample prediction. The average RMSE across all four
testing scenarios is only about 0.03; the prediction errors are on average 1.62% of the
level of temperature rise.
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Table 1.1: Approximation results for different model specifications. The last two columns
report the average errors of prediction for the testing set of the RCP scenarios. RMSE
is the root-mean-squared error; MAPE is the mean absolute percentage error. The esti-
mated standard errors of the coefficients are given in parentheses.
Model β0 β1 β2 β3 a b σ RMSE MAPE
(1.5) 0.2500 0.7650 0.3632 0.9805 0.2128 0.0022 0.0338 1.62%
(0.0344) (0.0227) (0.0345) (0.0031) (0.0636) (0.0001)
(1.6) 0.1188 0.6874 0.1503 0.9878 0.1854 0.0018 0.0426 1.75%
(0.0401) (0.0193) (0.0089) (0.0012) (0.0558) (0.0001)
(1.7) 0.1230 0.6820 0.0286 0.1445 0.9873 0.1832 0.0018 0.0411 1.68%
(0.0396) (0.0209) (0.0399) (0.0121) (0.0013) (0.0572) (0.0001)
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Figure 1.7: Out-of-sample temperature predictions of the best-fitting model (1.5).
Figure 1.7 demonstrates that the model produces very accurate predictions. With cu-
mulative emissions being the best candidate for an exogenous variable, our results are
consistent with recent studies that suggest a linear-proportional relationship between
global warming and the level of cumulative CO2 emissions (Allen et al., 2009; Zickfeld
et al., 2009; Matthews et al., 2009; Alexander et al., 2013). In other words, even when
only CO2 emissions data are available, the temperature anomaly can be approximated
instantly, leaving out the emulation of the carbon cycle and any other intermediary steps.
The required number of scenarios becomes a very important question when complex,
computationally expensive models, such as AOGCMs, are emulated. Our approach sug-
gests that emulation does not necessarily benefit from running the complex model as
many times as possible. Figure 1.8 demonstrates that only up to three runs contribute
significantly to the precision of the approximation, after which the prediction errors level
off. The key to successful emulation in such a case is that the input data set is efficiently
designed before the emulated climate models are run. Furthermore, our recommended
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Figure 1.8: Average out-of-sample prediction error as a function of the number of uncor-
related scenarios used as input.
prediction model can be embedded within a dynamic system of equations, such as is often
employed in integrated assessment models. Many IAMs—in particular those focusing on
intrinsic uncertainty in social decision-making—suffer from poor representations of the
climate system due to computational constraints. Given the accuracy of our predictions,
integrated assessment modelers may now include this simple yet accurate low-dimensional
mapping of emissions to temperature levels in their models.
Given the structure of the two dynamic equations from above, Tt = f(Tt−1, Ct−1, εt) and
εt = g(εt−1, ut−1, ut), an economic IAM would also require adding a dynamic equation
for cumulative emissions, Ct = h(Ct−1, Et), where Et is some emissions scenario resulting
from the model’s economic framework.
1.3.2 Alternative specifications
Here, we present alternative functional forms of two-dimensional and three-dimensional
representations of the climate system.
The alternative two-dimensional model includes CO2 concentrations, St, measured in
ppm · 102 in year t as an exogenous covariate,
Tt = β0 + β1Tt−1 + β2St−1 + εt, (1.6a)
εt = aεt−1 + but−1 + ut, ut
iid∼ N(0, σ2). (1.6b)
The results reported in Table 1.1 show that cumulative CO2 emissions are a better pre-
dictor; however, if only CO2 concentrations are available, the resulting emulator would
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(a) Two-dimensional model (1.6). (b) Three-dimensional model (1.7).
Figure 1.9: Out-of-sample temperature predictions of the alternative models.
also generate good predictions.
The suggested three-dimensional model includes both CO2 concentrations and cumulative
emissions,
Tt = β0 + β1Tt−1 + β2St−1 + β3Ct−1 + εt, (1.7a)
εt = aεt−1 + but−1 + ut, ut
iid∼ N(0, σ2). (1.7b)
The results in the last row of Table 1.1 indicate that the extended model does not out-
perform the two lower-dimensional ones.
Figure 1.9 shows the out-of-sample predictions of temperature levels produced by the
two alternative models. Visually, the approximations delivered by the alternative models
look similar to those of the best model (see (1.5)).
1.3.3 Performance verification
Advances in climate and economic research bring with them new knowledge about likely
paths of socioeconomic development and estimated climate impacts. An ongoing process
of scenario creation addresses the research community’s need for new scenarios that are
consistent with the current understanding of possible global developments and that reflect
the associated uncertainty (Moss et al., 2010). The most recent example of such is
the concept of Shared Socioeconomic Pathways, which complement existing scenarios by
including various paths of socioeconomic development (Riahi et al., 2017; O’Neill et al.,
2014).
As new generations of scenarios are incorporated into integrated assessment modeling,
they become a new common base for scientific research in this field. However, models
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(a) CO2 emissions scenarios. (b) Temperature anomaly.
Figure 1.10: Statistical distributions of the simulated scenarios (a) and of the correspond-
ing temperature predictions of MAGICC (b).
trained on traditionally used scenarios, such as the RCPs, might perform poorly as these
new scenarios come into play.
It is therefore important for us to ensure that the proposed emulator works on the entire
range of scenarios considered plausible in the literature. Since the RCPs were created to
represent the wide range of scenarios present in the prior literature, we would like to as-
sess the performance of our model on this range of scenarios. In particular, we construct
a stochastic process that allows us to generate a large testing set of CO2 emissions paths
similar in their nature to those present in the RCPs. We then verify whether the tem-
perature levels predicted by our emulator for the simulated scenarios are close to those
produced by MAGICC.
In principle, the following simple stochastic process can generate the decadal CO2 emis-
sions paths of the four RCP scenarios:8
Eτ = Eτ−1 + ετ , ετ ∼ N(µτ , στ ), (1.8)
where Eτ is the annual CO2 emissions level in decade τ . The parameters µτ and στ can
be estimated from the four RCP scenarios for each τ . Using the method of moments,
µˆτ =
1
n
n∑
i=1
εˆi,τ , σˆτ =
√√√√ 1
n
n∑
i=1
(εˆi,τ − µˆτ )2, for τ = 2010, 2020, . . . , 2100,
where εˆi,τ = Ei,τ − Ei,τ−1 and n = 4 for each decade τ .
8Because the RCP scenarios are specified on a decadal scale, we first generate decadal scenarios and
then linearly interpolate them to use the resulting annual paths.
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(a) Model (1.5) with cumulative emissions. (b) Model (1.6) with concentrations.
Figure 1.11: Out-of-sample prediction errors of models (1.5) (a) and (1.6) (b) for sim-
ulated scenarios in the cases of using covariates from uncorrelated scenarios and RCP
scenarios for training the models.
We generate a testing set of 10,000 realizations of the stochastic process (1.8) (Figure
1.10) and run these realizations in MAGICC to obtain the benchmark predictions of
temperature levels. We then compare the predictions of our emulator with the benchmark
values in the cases of training the emulator on the uncorrelated scenarios and on the
RCP scenarios. In the case of using the uncorrelated scenarios as a training set and
the best-fitting model (1.5) as an emulator, we obtain an average RMSE of only 0.02.
The corresponding error in the case of using the RCP scenarios is almost twice as big.
A statistical comparison of the performance of the uncorrelated scenarios with that of
the RCP scenarios as input sets for models (1.5) and (1.6) (Figure 1.11) confirms that
the average prediction error decreases significantly when the designed input paths are
uncorrelated.
1.3.4 Performance on alternative model settings
The predictions of complex climate models are known to diverge greatly from one another—
even when calibrated to the same observational data and run with the same forcing sce-
narios they span a wide range of possible system forecasts. These discrepancies might
stem from differences in assumptions, modeled components, and the structure of those
components (Tebaldi and Knutti, 2007a), and can have a significant impact on the accu-
racy of emulating models (Meinshausen et al., 2011a).
So far, we have used in our analysis only one (default) combination of the 20 AOGCMs
and 10 carbon cycle models emulated in MAGICC (Meinshausen et al., 2011b). However,
as documented by numerous intercomparison projects, there is great variability among
complex models in terms of their predictions of climate response to emissions scenarios
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Figure 1.12: RMSEs for combinations of 20 AOGCM settings (horizontal axis) and 10
carbon cycle settings (vertical axis). The settings used in MAGICC as default values are
marked with red rectangles.
(Taylor et al., 2012; Palmer et al., 2005).
We would like, therefore, to ensure that our approach is not restricted to a single climate
model, but may be applied to any of the existing ones. To do so, we additionally check
whether the method performs equally well for the 200 different sets of parameters obtained
by combining each of the 20 AOGCM settings with each of the 10 carbon cycle settings
emulated with MAGICC. Figure 1.12 shows the heat map of the magnitude of RMSE in
each of these 200 cases.
We find that the average RMSE across all settings is only about 0.04, and that in most
of the 200 model combinations in MAGICC the average RMSE does not exceed 0.07. In
general, we find that all combinations produce low approximation errors.9 The insights
from Figure 1.12 could be useful for improving emulation exercises in the future, and
for estimating the certainty levels of models’ predictions. Overall, we conclude that our
emulation technique and the recommended low-dimensional model perform very well for
9There are some notable differences among the individual climate and carbon cycle models, such as
“Hadley” and “IPSAL”, which are both known for strong carbon cycle feedbacks.
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the plausible settings of the underlying model parameters.
1.4 Conclusion
New emissions scenarios and socioeconomic pathways are constructed on a regular basis.
As the work on the next IPCC Assessment Report has commenced, emulation of large
and complex climate models will certainly be on the research agenda. The known re-
source limitations of running large climate models call for efficient emulation techniques.
Our study complements the existing emulation literature by addressing the task of de-
signing efficient input scenarios for emulation. We recommend the use of uncorrelated
emissions scenarios for an efficient yet accurate approximation of climate models. These
uncorrelated scenarios, based on Chebyshev polynomials, display quite unrealistic emis-
sions paths. However, the purpose of using such scenarios is purely technical—namely,
to extract as much information as possible from the complex model.
Using the global temperature anomaly as a predicted response variable, we produce an
econometric model—a low-dimensional system of mapping emissions to temperature lev-
els for the twenty-first century. Our simulations confirm that the model performs well
on conventional scenarios: the precision of approximation stays high under various set-
tings of climate and carbon cycle parameters. The designed system of equations can be
directly implemented in the dynamic stochastic general equilibrium models often used in
macroeconomics, allowing one to study optimal policies for dealing with global warming
under conditions of uncertainty in terms of social decision-making.
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Financial Markets and Climate Models:
An Empirical Study on Corn Futures1
Alena Miftakhova, University of Zurich
Walter Pohl, Norwegian School of Economics
Abstract
Some economic sectors—particularly agriculture—are sensitive to
weather conditions and hence to the accuracy of available forecasts.
Unfortunately, even forecasts of the near future made by the most ad-
vanced climate models suffer from relatively low accuracy due to imper-
fect modeling of the climate system with its highly complex and uncer-
tain nature. Participants in the markets for agricultural commodities
would therefore benefit from improved prediction systems—the systems
that would facilitate better knowledge about the harvest in the coming
season and suggest better strategies to be deployed on financial mar-
kets. If these markets are efficient, the prices of those commodities
sensitive to weather are expected to reflect the best knowledge about
the conditions for the following growing seasons.
In this paper we look for evidence that the expectations of the financial
markets for the coming growing seasons are superior to those formed
purely from publicly available climate forecasts. We analyze the ac-
curacy of the climate forecasts across corn growing areas of the largest
producer of corn—the US—and find no evidence of corn futures markets
having more information about future climate conditions than that con-
tained in the publicly available forecasts of the multi-model ensemble
studied here.
1We thank the participants at the seminar Advances in Computational Economics and Finance at
the University of Zurich (2017) and at the Fourth Young Finance Scholars Conference at the University
of Sussex (2017) for helpful comments. We are indebted to Per O¨stberg for his helpful advice and to
Dave Brooks for excellent editorial support. Alena Miftakhova gratefully acknowledges financial support
from the Swiss National Science Foundation.
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2.1 Introduction
The forecasts of state-of-the-art climate models are in great demand with both private
and public decision-makers (National Research Council, 2010). Accurate predictions of
future changes to the climate facilitate timely actions in agriculture, fishing, energy,
and water management among other economic sectors. However, even the short-term
forecasts of the most advanced climate models exhibit systematic biases when verified
against observational data. This issue stems from the low predictability of the highly
uncertain and complex climate system on the time scale of weeks, let alone years or
decades.2
Decision-makers on all levels—from farmers to insurance companies and governments—
are sensitive to the quality of climate forecasts; any information that adds accuracy to
these forecasts could help them hedge against potential losses due to adverse climate
conditions, or profit should these conditions improve. If agents had access to better
prediction systems (e.g., statistical models, heuristics, or climate models with higher
skills), they would incorporate this knowledge into the decisions they make with regard to
the market. Efficient financial markets would therefore reflect all the intrinsic knowledge
of the involved parties in the prices of commodities affected by climate conditions.
In the agricultural sector, the expected weather conditions over the crop growing season
are the determinants of planting, harvesting, and storing decisions. In the financial
framework, these expectations with regard to the supply of crops form the prices on the
corresponding futures markets.
In this study we investigate whether financial markets include any information additional
to the predictions supplied by climate models. Our research is inspired by Roll (1984),
who finds some predictive power of futures markets for frozen orange juice with respect
to corresponding future weather conditions. The high sensitivity of orange plants to
freezing temperatures makes the weather the major factor influencing the price; and the
participants of the futures market happen to hold expectations superior to those based
solely on the forecasts of the US Weather Service.
Today, warmer temperatures might constitute a larger concern than freezes. Extremely
hot temperatures that were hardly encountered three decades ago are much more likely
to be observed now. In particular, according to Hansen et al. (2012), a large share of the
recent temperature anomalies fall more than 3 standard deviations away from what would
be the mean of the normally distributed temperatures in the reference period preceding
2Climate forecasts are different from weather forecasts in that they include many more processes that
characterize the climate system over longer time scales. Weather forecasts, in contrast, cover only up
to few days and are derived from the initial state of the atmosphere alone, assuming many other forces
remain unchanged over such short periods. The skill (i.e., accuracy) of climate forecasts, therefore, is
typically much lower than that of weather forecasts (Kennedy and Kopp, 2000).
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rapid global warming.
The ongoing warming of the climate can be beneficial for crops, but the positive effect
diminishes rapidly after a certain temperature threshold. For example, for corn and
soybeans Schlenker and Roberts (2006) set such a threshold at 30 and reveal a strong
negative effect of temperatures that exceed this level. Lobell et al. (2014) attempt to
quantify the associated damage and attribute a decline of almost 4 percent in the global
production of corn to regional changes in weather patterns. In their study, which covers
the global weather patterns over the period 1980–2008, only the United States remains
an exception to the general warming trend. Hansen et al. (2012) come to a similar
conclusion; however, the updated online version of their study includes observations for
the last decade and suggests that this pattern—of higher mean temperatures together
with wider variation around the mean—does apply to the United States in the summer
season.
The forecasts of modern climate models are, in general, to a large extent consistent with
the observed trends in temperatures. When considered at a higher resolution, however,
they can display strong spatial and seasonal patterns, together with low forecast skills
beyond the shortest forecast period of two to four weeks (Slater et al., 2016).
Corn futures markets, in turn, are known to exhibit short-term inefficiencies but are
considered efficient in the long run (McKenzie and Holt, 2002). In an early paper Lukac
et al. (1988) find evidence of short-term inefficiency by examining 12 trading systems,
five of which generate significant profits when trading corn futures. Garbade and Silber
(1983) show that corn futures market plays a bigger role in establishing prices than the
corresponding cash market—that is, the futures market reflects new information before
the cash market does. In their study on whether the corn futures market anticipates
weather conditions, Zulauf and Irwin (1998) conclude that the market incorporates some
essential information on growing-season droughts into its estimation of the harvest price
and is therefore an unbiased predictor of future spot prices.
According to Sumner and Mueller (1989), to have an effect on markets, relevant in-
formation (in our case publicly available forecasts and reports) should concern market
participants, be issued in a time of decision-making, contain news, and be trusted by
the participants (agents). If these criteria are fulfilled, agents adjust their expectations
accordingly. For agricultural markets in the US, US Department of Agriculture (USDA)
reports are conventionally considered the most relevant and trusted source of information;
their public forecasts of corn harvests prove more accurate than those of private agencies
(Egelkraut et al., 2003; Good and Irwin, 2006).
The evidence of market reaction to USDA reports is controversial. Some studies find
no evidence of any price adjustment on the days reports are issued (Fortenbery and
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Sumner, 1993; McNew and Epinosa, 1994). Others report significant reactions of corn
futures market to the release of weekly USDA reports (Sumner and Mueller, 1989) and
state that the market continues to react even when private forecasts are readily available
(McKenzie, 2008). Early research also detected some lasting effect of the days following
announcement days, suggesting market inefficiency (Sumner and Mueller, 1989). In later
studies, however, market reaction is rapid and adequate, which is consistent with the
efficient market hypothesis (Lehecka, 2014). The literature identifies several reports that
affect the expectations of traders: the monthly Crop Forecast report (Sumner and Mueller,
1989) and those weekly Crop Production and Export Inspections reports (Colling et al.,
1996) issued in the quarter from December to February (Fackler, 1985; Lehecka, 2014),
and the monthly World Agricultural Supply and Demand Estimates (Isengildina-Massa
et al., 2008).
While these monthly reports are not based on climate predictions (Good and Irwin,
2006), the weekly reports are prepared in collaboration with the National Oceanic and
Atmospheric Administration (NOAA) and the National Weather Service (NWS)/Climate
Prediction Center (CPC),3 which suggests an implicit link between the forecasts provided
by the climate models developed in the CPC and markets’ expectations.
In this paper we investigate—using the example of corn (maize), a vital crop—whether a
futures market reflects any knowledge additional to the projections4 of climate models. In
particular, we study if the biases in short-term climate forecasts for agricultural regions
growing corn correlate with the returns on the futures market. We focus our analysis on
the United States, the world’s largest corn producer and exporter, in the period 1990–
2010.
The rest of the paper is structured as follows. Section 2.2 provides detailed descriptions
of the climatic, agricultural, and financial data used in this study and of the way these
data are aggregated and aligned together. Section 2.3 outlines the regression methods
used in the analysis and presents the obtained results. Section 2.4 discusses the results
and the reasons why the relation we seek is hardly identifiable in the chosen framework.
Section 2.5 concludes.
2.2 Data collection and processing
The data that can help us discover the abovementioned relation can be divided into three
groups. First, the forecasts of climate models offer their predictions of temperature over
the region of our interest. The accuracy of these forecasts can be verified against obser-
3https://www.usda.gov/oce/weather/partners.htm.
4We adapt the language of the climate modeling literature and the USDA reports and use the terms
“project”, “predict”, and “forecast” interchangeably.
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vational data; any patterns in the forecast errors revealed by such verification represent
potential room for improvement. Second, the data on corn production across the coun-
try offer a selection of the regions where the crop in question (in our case, corn) grows
and where changes to the “normal” climate conditions can significantly affect production
volumes. Third, financial data from commodities markets reflect the expectations of the
involved market participants with regard to adverse or beneficial developments in the
climate conditions. The rest of this section describes in detail all three data groups used
in the analysis.
2.2.1 Climate forecasts and observations
As climate data, we utilize the North American Multi-Model Ensemble (NMME) data set
(Kirtman et al., 2014). The NMME is a multi-model prediction experiment supported
by the National Oceanic and Atmospheric Administration (NOAA), National Science
Foundation (NSF), National Aeronautics and Space Administration (NASA), and US
Department of Energy (DOE). The database includes the forecasts generated by a set
of climate models issuing from the leading US and Canadian climate centers. It also
contains their hindcasts. Hindcasts are forecasts initiated at past points in time, for
which observations are already recorded. These “forecasts for the past” are useful for
analyzing forecast skills and identifying biases and error patterns.
The data are archived and stored at the International Research Institute for Climate and
Society (IRI).5 We use all models of the ensemble that can be pooled together without in-
troducing an obvious bias; that is, we select one model of each type. For example, the two
FLOR models—FLOR-B01 and FLOR-A06—are almost identical, with two components
improved in the former (Vecchi et al., 2014); we thus use FLOR-B01 here. Similarly,
the ECHAM4p5-AC (anomaly coupled) model, not the ECHAM4p5-DC (direct coupled)
model, is chosen because anomaly coupling usually corrects the model to match the clima-
tology better.6 We also exclude the CFSv1 model because the updated CFSv2 performs
much better (Saha et al., 2014). Next, the CESM1 model is based on the CCSM4 struc-
ture, with enhanced representation of the atmospheric chemistry (Meehl et al., 2013),
and therefore is used here. Out of the NASA models—NASA-GEOSS2S, NASA-GMAO,
and GMAO-062012—the last one is used. The selected models are listed in Table 2.1.
Typical hindcast periods for the models that participate in the NMME are 1981–2010
and 1982–2010. Every month in this period serves as a starting point for forecasts from
1 to 12 months ahead; these forecasts are called “leads”. All projections are made at the
resolution 1° latitude by 1° longitude. Out of the set of variables reported by every model
in the ensemble we select the variable tref, which stands for the monthly mean surface
5http://iridl.ldeo.columbia.edu/SOURCES/.Models/.NMME/.
6See for example Kirtman et al. (2002) for a comparison of the two coupling strategies.
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Table 2.1: Models from the NMME used in this study, with the characteristics of their
runs: the period of hindcast, number of runs for each forecast, and the number of leads
(months) that the forecasts project.
Model Agency Hindcast period Runs Leads Reference
CanCM4 CMC2 1981–2010 10 0–11 Merryfield et al. (2013)
FLOR GFDL 1981–2010 12 0–11 Vecchi et al. (2014)
ECHAM IRI 1982–2010 12 0–7 DeWitt (2005)
GMAO NASA 1981–2010 12 0–8 Vernieres et al. (2012)
CESM1 NCAR 1980–2010 10 0–11 Marsh et al. (2013)
CFSv2 NCEP 1982–2010 24 0–9 Saha et al. (2014)
temperature level at 2 meters above ground level, measured in degrees Kelvin.7 This
variable has six dimensions—realization, meaning model run; forecast period, meaning
the lead of forecast; height (always equal to 2m by the definition of the variable); months
since 1960-01-01, indicating the month of the forecast release; latitude; and longitude.
The actual observational data are provided by the Global Historical Climatology Network
and Climate Anomaly Monitoring System (GHCN + CAMS; Fan and van den Dool, 2008)
as a part of the same data set. Adjusted to have the same resolution, the data are stored
in the IRI archive and include the same variable (monthly mean surface temperature
level) for our period of interest.
A multi-model ensemble is a more reliable and stable forecasting system than any sin-
gle model that it incorporates (given no “absolutely poor” model in the set—Hagedorn
et al., 2005). Studies document a beneficial effect of multi-model pooling on the quality
of both average predictions and probabilistic distributions of climate variables (Richard-
son, 2001; Weigel et al., 2008). The higher forecast skill of a combination of individual
predictions of independent models stems simply from error cancellation and reductions
in the overconfidence8 of single models (Fritsch et al., 2000; Tebaldi and Knutti, 2007b).
More sophisticated methods of combining individual models into an ensemble can some-
times outperform simple averaging (Thompsom, 1976; Krishnamurti et al., 1999; Pavan
and Doblas-Reyes, 2000; Rajagopalan et al., 2002); in many cases, however, the equally
weighted multi-model mean proves viable if not superior to other weighting schemes (Peng
et al., 2002; Kharin and Zwiers, 2002).
7We consider temperature and do not consider precipitation because the latter is in general much
harder to predict and because the two are highly correlated (Huang and van den Dool, 1993). With
regard to anomalies, climate models tend to have similar skills in predicting high temperature extremes
and low precipitation extremes, although the performance for precipitation varies greatly among the
models (Krakauer, 2017; Becker et al., 2013).
8“Overconfidence”, in the climate modeling literature, means that the forecasts of a given model have
smaller variability than the corresponding observations.
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Consistent with this evidence, in the case of the NMME the ensemble proves to be a
superior and more stable forecasting system than any of the models taken separately
(Zhang et al., 2011; Becker et al., 2014; DelSole and Tippett, 2014; Kirtman et al., 2014).
This property applies in particular to our variable of interest, the surface temperature
(Krakauer, 2017), and to the geographical region of interest, the continental US in general
and its individual regions (Slater et al., 2016). To take advantage of this property, we
aggregate the predictions by computing the grand average—that is, we compute the
means across all runs of each model and take an average across these means.
Comprising the most advanced climate models, the NMME undergoes regular assess-
ments of the accuracy of the produced forecasts; as results of these assessments, a few
weaknesses are currently attributed to the system. The NMME slightly underestimates
the frequency of hot extremes and overestimates that of cold extremes (Kirtman et al.,
2014). The ensemble is overconfident, with individual participating models exhibiting the
same property to an even higher degree. When compared to the historical climatology,
the NMME predicts both the mean and percentiles of the temperature distribution better,
but its performance becomes rather poor beyond the shortest leads (Slater et al., 2016;
Krakauer, 2017). The same studies document strong spatial and temporal patterns in the
actual forecast skill, with particularly low (almost none) potential skill in the Midwest
region—our major region of interest, where most of US corn production is concentrated.
2.2.2 Corn production
The United States has traditionally been the leading producer and leading exporter of
corn. According to the Foreign Agricultural Service (FAS) of USDA, for the last two
decades the United States has maintained a proportion of around 40 percent of global
corn production, as shown in the top panel of Figure 2.1. With the latest statistic of over
35 million hectares reserved for this crop, production has grown from 8 billion bushels
(201 million tonnes) in 1990 to 15 billion bushels (385 million tonnes) in 2016. Most
of the corn produced is used for ethanol production or livestock feed; with respect to
the latter, corn covers almost the entire volume (96 percent) of feed grains used in the
country.9 Around 14 percent of US corn production is exported to other countries,10 with
the largest demand coming from Japan, Taiwan, and Mexico. The global market for corn
chiefly supplies the market for livestock and poultry feed; the traditional substituting
goods for corn on this market are grain sorghum, barley, oats, and low-quality rice and
wheat (Wisner and Baldwin, 2004).
Most of the country’s corn production is concentrated in the Midwest region, in the so-
called Corn Belt, which has the optimal climate conditions for corn plants. The crop grows
9USDA, https://www.ers.usda.gov/topics/crops/corn-and-other-feedgrains/background/.
10US Grains Council, https://grains.org/buying-selling/corn/.
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Figure 2.1: The share of the United States in global corn production over the sample
period (top) and the distribution of US corn production among the leading five states
and the rest of the country (bottom).
Source: Reproduced from the FAOSTAT database, Food and Agriculture Organization of the
United Nations, http://www.fao.org.
in almost every state; the leading states traditionally have been Iowa, Illinois, Nebraska,
Minnesota, and Indiana—together they cover over 60 percent of the total production
volume (see the bottom panel of Figure 2.1).
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Figure 2.2: Corn production in the United States in 2010 in bushels, by counties.
Source: Reproduced from the data in the Quick Stats database of NASS, USDA.
The county-level data for this study are obtained from the Quick Stats database of the
USDA National Agricultural Statistics Service (NASS).11 Figure 2.2 shows an example—
the distribution of the production of corn by volume (in bushels) in 2010. Using the
county-level data, we can later select these areas where the crop is grown from the coun-
trywide climate forecasts and weight counties by their contribution to the country’s total
production of corn.
2.2.3 Futures on corn
In the US over a million farmers sell corn to operators of grain elevators, to other grain
processors, or to subsequent producers of livestock and poultry. Buyers and resellers, in
turn, hedge their risks related to the supply of corn on the futures market. The most
important factors that cause price shocks on this futures market are weather conditions,
internal and international policies, and fluctuations in other countries’ production (Wisner
and Baldwin, 2004). The futures market constitutes not only a hedging platform, but
also the major indicator of price movements, which subsequently transfer to the local
cash markets. Farmers, buyers, and other market participants therefore have to monitor
this market continuously.
The dominant market for corn futures is the Chicago Board of Trade (CBOT)—the
leading futures and futures-options exchange, where the prices for the commodity form.
11The data base is available at https://quickstats.nass.usda.gov/.
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Table 2.2: Summary statistics for the first 10 traded corn futures contracts; monthly data
from January 1990 to December 2010. Standard deviations are reported in brackets.
N obs. Avg. price, USD Avg. volume Avg. return
Contract 1 252 1, 647.315 1, 058, 597 −0.004
(1, 073.571) (792,041) (0.072)
Contract 2 252 990.523 604, 394 −0.002
(516.084) (629, 614) (0.071)
Contract 3 252 668.331 243, 189 −0.001
(286.250) (332, 861) (0.067)
Contract 4 252 622.688 119, 125 −0.0001
(220.445) (201, 149) (0.062)
Contract 5 252 554.102 62, 127 0.001
(142.422) (115, 017) (0.056)
Contract 6 252 448.588 37, 365 0.002
(92.708) (100, 419) (0.049)
Contract 7 243 307.767 13, 020 0.003
(74.448) (38, 539) (0.043)
Contract 8 179 269.208 9, 101 0.005
(96.371) (25, 706) (0.045)
Contract 9 147 336.549 5, 955 0.003
(87.573) (16, 628) (0.043)
Contract 10 130 282.979 3, 859 0.013
(98.068) (9, 158) (0.040)
Note: The maximum number of observations is 252, which stands for the 240 months in the sample
period plus the 11 following months, for which forecasts are issued in the last month of the sample,
and one month preceding the first month of the sample.
There are five corn futures contracts scheduled for each year—with deliveries in March,
May, July, September, and December; these contracts trade in the unit of 5,000 bushels.
December is the new-crop contract, whereas the other four contracts trade the harvest of
the preceding year.
We use the monthly data on futures prices and returns because at this frequency the
data reflects the overall expectations of the market participants for the coming growing
season. Intraday fluctuations, day-of-the-week effects, and price shocks driven by news
releases or by other factors are therefore not subjects of concern. All the financial data
are retrieved from the Bloomberg data base, Bloomberg Finance L.P.12 Because of many
missing values and negligible volumes of trade reported in the database prior to the 1990s,
we start the sample period from 1990, which, given the length of the hindcasts from the
NMME, yields a sample of 240 months from January 1990 to December 2010. Table 2.2
shows the statistics for monthly data on corn futures over the examined period 1990–2010
for the first 10 traded futures contracts.
12All data on corn futures were retrieved via the Bloomberg Terminal in May 2016.
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Figure 2.3: An example of a counties map superimposed on the corresponding tempera-
ture map, for Iowa state.
Within the sample period the nearest futures contract was, unsurprisingly, traded the
most and at the highest price, whereas the contracts further in the future were much less
liquid. The large standard deviations of contracts’ prices come mostly from substantial
gradual reduction in the prices over the sample period. For the first contract, for example,
the settlement prices exceeded USD 3,000 in 1990 and shrank to less than USD 500
by 2010. The returns are on average indistinguishable from zero and more volatile for
nearer contracts. Our financial variable of interest is monthly return on futures contracts
calculated as the month-to-month relative change in the settlement price.
2.2.4 Merging the temperature data with the yields data
The resolution of the climate forecasts in our database is one by one degree of latitude
and longitude, whereas the production of corn is reported on the finer level of counties.
To merge the two data sets, we superimpose the temperature grid on the map of the
counties, as demonstrated in Figure 2.3 with the example of Iowa. This overlap divides
each county into subregions, depending on how a county is cut by the grid lines.
This division enables us to distinguish between the resulting subregions both by the
forecasted/observed temperature values and by the importance of each subregion in the
total volume of corn production (or, equivalently, by the share of the county containing
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Table 2.3: An example of areas computed for counties and the corresponding temperature
values.
Area, m State County Temperature, K
1 10, 807, 960 ALABAMA AUTAUGA 285.232
2 32, 114, 032 ALABAMA AUTAUGA 284.975
3 737, 726, 630 ALABAMA AUTAUGA 286.342
4 708, 720, 993 ALABAMA AUTAUGA 286.350
5 1, 038, 387, 369 ALABAMA BULLOCK 286.350
6 576, 290, 247 ALABAMA BULLOCK 286.359
7 2, 432, 907, 880 ALABAMA DALLAS 286.342
8 323, 714, 283 ALABAMA ELMORE 284.975
9 1, 355, 337, 930 ALABAMA ELMORE 286.350
10 1, 426, 284, 024 ALABAMA GREENE 285.410
11 269, 651, 722 ALABAMA GREENE 286.354
12 562, 754, 188 ALABAMA HALE 285.410
13 612, 556, 137 ALABAMA HALE 285.232
14 303, 434, 019 ALABAMA HALE 286.354
15 262, 303, 242 ALABAMA HALE 286.342
any given subregion in the entire country’s production).
Next, we would like to calculate the area-based weights for each such subregion within a
county. The default projection of the maps from the globe to a flat surface, however, does
not respect distances and would distort the calculation. Therefore, we first re-project both
the temperature maps and the counties’ maps onto a new coordinate reference system
(CRS) that preserves areas. Then, the areas can be calculated for each temperature level
in each county.13 Table 2.3 shows an example of the resulting calculations of areas and
the assignment of temperatures for each subregion, using six counties in Alabama.
2.2.5 Corn growth and development
Favorable temperatures are the major factor for the growth of the corn plant. Growth
might begin at a temperature as low as 8 (281.15 K), but the appearance and growth
of new leaves is conditional on plants’ exposure to much higher temperatures, usually
22–32 (295.15–305.15 K). Temperatures exceeding the threshold of 32 turn out to
be adverse for the plant. In fact, the so-called stress index for corn is derived from the
number of days when the temperature stays above 32 (Westgate et al., 2004).
The most critical period for the plants’ growth—the period that determines grain yields—
13The initial coordinate reference system is “proj=longlat +datum=WGS84 +ellps=WGS84
+towgs84=0,0,0”. We re-project it to a new CRS, “+proj=aea +datum=WGS84 +ellps=WGS84
+towgs84=0,0,0”, as recommended in Kennedy and Kopp (2000).
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is from shortly before to shortly after silking,14 when the ears of the plants develop.
During this stage, the ears emerge and grow to their full length, whereby the number
of kernels per ear is also determined. After the kernels form, both the rate of their
development and their potential to reach their maximum weight are highly sensitive to
temperatures. Too high temperatures, for example, can accelerate kernel growth and
thereby shorten the period during which the kernels grow, leading overall to lower yields
(Hicks and Thomison, 2004).
Water deficiency can also affect the plants’ growth adversely, but the effect is not as ap-
parent: water-deficient plants tend to have smaller leaves, which reduces photosynthesis.
At the later stage of the kernel development, lack of water can lead to lower kernel mass.
Yet the effect can be offset by a higher photosynthesis rate per unit of leaf area—a rate
that is not affected by the water deficit.
The growing season of corn plants is specific to regional agricultural and climate con-
ditions. In the southern states planting might start as early as mid-February, while for
most of the Corn Belt areas the optimal planting period is from late April to early May.
In the central Corn Belt actual plant growth starts in early May and lasts until mid-July,
followed by the reproductive stage of ear development. Harvesting starts in late August
and continues until early November. Air temperature is an important factor in this late
stage as well: the rate of grain drying for later storage depends on the number of sequen-
tial warm days. Most of the harvest is stored locally until its delivery in later months, in
December at the earliest (Maier, 2004).
2.2.6 Relating climate forecasts and futures contracts
Combining all three data sets involves, first, selecting the climate predictions that corre-
spond to the corn growing season and, second, carefully matching them to the deliveries
scheduled by futures contracts.
If we consider the growing season of year t, the corresponding climate forecasts would span
the period from Marcht to Octobert. The first such forecast, for Marcht, is released in
Aprilt−1 and is an 11-months-ahead forecast. In the next month, Mayt−1, two forecasts—
forMarcht and Aprilt (for 10 and 11 months ahead, respectively)—become available. The
set of available forecasts for the growing season t thereby grows until Octobert−1. The
forecasts issued in the following five months (from Novembert−1 to Marcht) cover the
entire growing season of the subsequent year—from Marcht to Octobert. Starting from
Aprilt the set reduces by Marcht, and shrinks further as the months pass, until the last
forecast issued in Octobert for the month itself. Every forecast in the set selected for a
14Silking is the stage of the plants’ growth when silk like strands emerge from the ends of plants’ ears
(USDA Crop Progress, Terms and Definitions; https://www.nass.usda.gov/Publications/National_
Crop_Progress/terms_definitions.php).
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Figure 2.4: Time line relating the corn growing season and futures contracts. The time
line covers two years. Planting seasons are marked green; harvesting seasons in orange.
The delivery dates of futures contracts are marked with arrows. The growing season of
the first year and the futures contracts for the corn grown in this season are highlighted
with blue rectangles.
particular growing season is thus characterized by the predicted (forecast) month and the
month of issue. The distance between the two determines the lead, or how far ahead the
forecast predicts.
Because harvesting starts in September, the nearby December futures contract is the
first one to trade the freshly collected corn and is usually referred to as the “new crop
contract”. The full set of futures contracts related to the harvest of year t, therefore,
is {Decembert,Marcht+1,Mayt+1, Julyt+1, Septembert+1}. For illustration, Figure 2.4
depicts a time line of two years with the growing and harvesting seasons for corn marked
in green and orange, correspondingly. The scheduled deliveries for the standard corn
futures contracts are shown with arrows. The growing season of the first year and the
set of the futures contracts that trade the harvest of that year are marked with blue
rectangles.
Each climate forecast for a growing season in a particular year is therefore potentially
related to the five corresponding futures contracts. For example, for a forecast for Marcht
(the month of forecast) released in Januaryt (the month of issue), the 5th, 6th, 7th, 8th,
and 9th traded futures contracts can be used as predicting variables, while the nearest
four futures contracts trade the harvest of the previous year.
2.2.7 Data aggregation
The futures market establishes one, universal price for the standardized contract on corn.
All spatial data therefore have to be aggregated into one index that can be related to
the price in any given period. Essentially, for both the climate forecasts and realizations
(observations), we take the weighted averages across the crop growing areas—weighted
by the subregions’ area and counties’ production in a given year, as outlined in Section
2.2.4.
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Figure 2.5: The forecasted (left) and real (right) temperature indices, Tfind and Trind,
plotted by the months of forecast. The vertical axis spans the sample period—from
January 1990 at the bottom to December 2010 at the top. The color scale indicates the
temperature levels, in degrees Kelvin.
For each month k of forecast issue and each forecast lead l, the temperature forecast
index, Tfindk,l, is calculated as a sum of the forecasted temperature levels, Tfi,j,k,l,
across all temperature values j and counties’ subregions i, weighted both by the area
weights, wAi , and by the production weights, w
P
i,n, in every year n of the forecast,
Tfindk,l =
i∑ j∑
wAi w
P
i,nTfi,j,k,l. (2.1)
The production weight wPi,n for each subregion i is proportional to its county’s share in the
total corn production in year n; the area weight, wAi , for each subregion i is proportional
to the share of the subregion in the county’s area.
The real temperature index, Trindm, for every month m is constructed analogously
from the observed temperature levels, Tri,j,m,
Trindm =
i∑ j∑
wAi w
P
i,nTri,j,m. (2.2)
Figure 2.5 juxtaposes the temperature forecast index with the real temperature index,
both plotted against the forecasted months, for the entire sample period.
The deviation of the forecasts from the observational data—the forecast error index,
Tratiom—is represented by the ratio of the temperature forecast index of a month k for
a lead l to the real temperature index in the forecasted month k + l,
Tratiom =
Tfindk,l
Trindm
, m = k + l. (2.3)
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Figure 2.6: Top: The forecast error index, Tratio, plotted by the months of forecast
(horizontal axis) and the months of issue (vertical axis), analogous to Figure 2.5. The
vertical color scale indicates the value of the ratio in (2.3). Bottom: Box plots of Tratio
index plotted by months of forecast.
Figure 2.6 plots our main variable of interest—the forecast error index—and demon-
strates that on average for most of the months of forecast climate models predict too
high temperatures; the biases increase towards the peaks of growing seasons and are of
comparable sizes for the closer and the further growing seasons.
For every month of issue and every month of forecast, we collect all the data (the forecast
index, the real temperature index, the forecast error index, and the futures returns) into
a summary table; part of this table is reproduced in Table 2.4 and includes the returns
for the first three out of the five associated futures contracts. The prominent features of
the data set in question, such as repetitive values in multiple columns, are addressed in
the next section.
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Table 2.4: An example of the data for the first months of issue—the months of forecast,
temperature forecast index, real temperature index, forecast error index, and returns for
the first three futures contracts.
Issue m. Forecast m. Tfind Trind Tratio Contr.1 Contr.2 Contr.3
1990-01-01 1990-03-01 275.248 277.892 0.990 −0.015 −0.015 −0.019
1990-01-01 1990-04-01 282.795 282.325 1.002 −0.015 −0.015 −0.019
1990-01-01 1990-05-01 289.394 286.795 1.009 −0.015 −0.015 −0.019
1990-01-01 1990-06-01 295.126 294.098 1.003 −0.015 −0.015 −0.019
1990-01-01 1990-07-01 297.950 295.197 1.009 −0.015 −0.015 −0.019
1990-01-01 1990-08-01 297.335 294.683 1.009 −0.015 −0.015 −0.019
1990-01-01 1990-09-01 292.199 291.679 1.002 −0.015 −0.015 −0.019
1990-01-01 1990-10-01 283.890 283.566 1.001 −0.015 −0.015 −0.019
1990-02-01 1990-03-01 274.961 277.892 0.989 0.036 0.035 0.024
1990-02-01 1990-04-01 283.112 282.325 1.003 0.036 0.035 0.024
1990-02-01 1990-05-01 289.802 286.795 1.010 0.036 0.035 0.024
1990-02-01 1990-06-01 295.524 294.098 1.005 0.036 0.035 0.024
1990-02-01 1990-07-01 298.454 295.197 1.011 0.036 0.035 0.024
1990-02-01 1990-08-01 297.955 294.683 1.011 0.036 0.035 0.024
1990-02-01 1990-09-01 292.588 291.679 1.003 0.036 0.035 0.024
1990-02-01 1990-10-01 284.324 283.566 1.003 0.036 0.035 0.024
1990-03-01 1990-03-01 276.708 277.892 0.996 0.006 0.004 0.006
1990-03-01 1990-04-01 283.077 282.325 1.003 0.006 0.004 0.006
1990-03-01 1990-05-01 289.804 286.795 1.010 0.006 0.004 0.006
1990-03-01 1990-06-01 295.448 294.098 1.005 0.006 0.004 0.006
2.3 Methods and results
This section presents the results of an econometric analysis of the data. The structure of
our data set is rather nontrivial: first, every 8 observations are the forecasts issued in the
same month for different leads; second, for any month of forecast there are 12 forecasts
issued in the 11 preceding months and in that month itself; finally, in every month of
issue, the return on the futures contracts associated with a set of forecasts for the same
growing season has the same value. The first part of this section formulates the basic
model for estimation and provides the theory and the practical implications of dealing
with a data set clustered in multiple ways. The rest of the section presents the results of
the estimation and a few ways to refine the analysis.
2.3.1 Simple regression model
In its general form the regression equation relates the climate forecasts for the following
growing season to the returns on the futures market,
Tratiom = β0 +R
′
mβ + εm, (2.4)
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Figure 2.7: Volumes traded for the five futures contracts related to the corresponding
growing seasons in the sample period. Contract 1 is the nearest (December) contract;
Contract 5 is the contract with the latest delivery.
where, for every forecast month m in the sample period, Tratiom is the ratio of the
forecast index to the real temperature index from Equation (2.3) in Section 2.2.7, Rm is
a vector of returns-related covariates, and εm is an error term.
As explained in Sections 2.2.6 and 2.2.7 above, each “observation” m is the error of
the forecast issued for a certain month in the sample period related to a set of the
five futures contracts that trade the harvest of the same growing season. In most of
the observed months the first contract in the set of these five contracts—the December
contract—covers more than 90 percent of the total volume of trade for the harvest of that
season (see Figure 2.7). At the same time, the correlation of the returns on the December
contract with returns on the other four contracts is close to 1, and its correlation with the
volume-weighted average across the five contracts is indistinguishable from 1. Therefore,
we use the return on the new-crop December contract as a single regressor R1 in (2.4).
2.3.2 Clustering and correlation in the data
In the simplest setting, the error term in Equation (2.4) can be assumed to be inde-
pendently identically distributed (iid), which greatly simplifies the subsequent statistical
inference. However, it is very rarely the case in econometric analysis that this assumption
applies to a data set. The errors, instead, might exhibit non-constant variance across the
observations (heteroskedasticity), or correlation within some subgroups (clusters) of the
data set. Either issue invalidates the statistical inference made under the iid assumption.
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Estimation in the presence of clustered correlations
The structure of our data set suggests that clustering is the form of heteroskedasticity
that we are likely to encounter. In particular, the observations come in groups that have
the same values of the regressor, R1, and might be correlated based on the unobserved
effects that a particular futures contract could not capture. The forecasts, in turn, come
in groups issued in the same months and can correlate based on the skill of the forecast-
ing system at the time of forecast release. On the other hand, every observed month
has 12 forecasts preceding the observation—a group that shares a common feature, the
predictability of the weather conditions in that month. Failure to control for these po-
tential within-cluster correlations of the error term can lead to strongly underestimated
standard errors, and, consequently, spurious statistical significance (Cameron and Miller,
2015).
The simple regression Equation (2.4) containing only one non-constant covariate can be
rewritten in a cluster-specifying form,
Tratiou,g = β0 + β1R1u,g + εu,g, (2.5)
where g is a group index, g = {1, 2, · · · , G}, and u is a within-group index, u =
{1, 2, · · · , U}, assuming equal size U for all groups.
One conventional way to introduce within-group correlation is to decompose the error
term into the group-specific component, µg, which is assumed to capture all cluster-
specific correlation, and the remaining iid component, ηu,g,
εu,g = µg + ηu,g. (2.6)
Cluster effects are thus one type of unobserved effect and can be treated with appropriate
econometric tools—according to the assumption of presence or absence of correlation
between these effects and the explanatory variable.
In the case of within-cluster correlation of only the error term and not the regressor, for-
mally stated as E
[
R1′u,gµg = 0
]
, the traditional OLS estimator is consistent and asymp-
totically normal. However, a well-established result15 for a univariate regression analysis
of a balanced (containing equally sized groups) data set is that the OLS variance estimate
is underestimated by a factor vg approximately equal to
vg = 1 + ρRρε(U − 1), (2.7)
15This result is established by Kloek (1981), Greenwald (1983), and Moulton (1986); see also Cameron
and Miller (2015) or Angrist et al. (2013) for an overview of cluster-related bias correction.
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where ρR is the within-group correlation of the regressor and ρε is the within-group
correlation of the error term. The (in most cases) downward bias of the standard errors
is therefore the stronger, the larger the groups and the higher the errors’ and regressors’
correlations within these groups.
After the OLS estimation, the standard errors can be adjusted for the within-cluster
correlation, provided the number of clusters is large relative to their sizes (Wooldridge,
2010). The adjusted variance matrix is
V̂ ar [β] =
(
G∑
g=1
X′gXg
)−1( G∑
g=1
X′gεˆgεˆ
′
gXg
)(
G∑
g=1
X′gXg
)−1
, (2.8)
where X is the matrix of covariates (which for the model in (2.5) includes the vectors of
the constant and regressor) and εˆ is the vector of the estimated residuals. Because the
intragroup correlation in (2.8) can take arbitrary forms, this variance matrix is robust
both to within-cluster correlations and to heteroskedasticity in general.
The OLS estimator is consistent but loses its efficiency when model errors are correlated
within clusters. A more efficient estimator is the random effects (RE) estimator, which
uses the feasible generalized least squares (FGLS) framework to obtain the estimates of
coefficients in the model. It requires, however, that the variance matrix be explicitly and
correctly specified, and the efficiency gains are relevant only under the assumption of
strict exogeneity between µg and R1u,g (Wooldridge, 2010).
If the cluster effects are correlated with the regressor, E
[
R1′u,gµg 6= 0
]
, both the OLS and
FGLS estimators become inconsistent. An alternative, viable model for estimation is the
fixed effects (FE) model, which de-means the data group-wise before the OLS estimation
of the resulting specification
(Tratiou,g − Tratiog) = β1(R1u,g −R1g) + (ηu,g − ηg), (2.9)
where Tratiog, R1g, and εg are the corresponding group-wise averages of the regressand,
regressor, and error term, respectively. The advantage of the fixed effects estimator is that
it eliminates the cluster-invariant component, µg, and therefore to a large extent controls
for cluster-specific correlation. Naturally, all cluster-invariant covariates are eliminated
by the transformation (2.9) as well.
In practice it is often the case that the linear component, µg, does not fully reflect the
within-group correlations. In our data set, for example, introducing linear season-specific
effects might still leave some room for month-specific correlation of the forecasts and
hence of the model errors. In such cases the idiosyncratic component, ηu,g, violates the iid
assumption and exhibits some additional within-cluster correlation (and/or heteroskedas-
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ticity); the FE model thus needs to be complemented with cluster-robust variance matrix
adjustment analogous to (2.8). The resulting variance matrix estimator for the FE model
is robust to any kind of intracluster correlation and arbitrary heteroskedasticity, for a large
enough number of clusters relative to their sizes.
Testing for cluster effects
Statistical testing offers several options to detect unobserved effects and intragroup cor-
relations in a model. The presence of unobserved effects can be generally tested for using
the test developed by Wooldridge (2010)—the test checks if the non-diagonal elements of
the estimated covariance matrix are significantly different from zero. The test statistic
W =
∑U
u=1
∑G−1
g=1
∑G
s=g+1 εˆu,gεˆu,s[∑U
u=1
(∑G
g=1
∑G
s=g+1 εˆu,gεˆu,s
)2]1/2 (2.10)
under the null hypothesis of no intragroup correlations asymptotically follows the stan-
dard normal distribution. The rejection of the null hypothesis indicates the presence of
within-cluster correlations and suggests modifying the model, changing the estimator, or
adjusting the estimated standard errors.
The key property of correlation between the unobserved group effects, µg, and the regres-
sor, R1u,g, can be tested for with the Hausman test (Hausman, 1978). The test effectively
compares FE and RE estimators, βˆFE and βˆRE, of the model. The test statistic
H =
(
βˆFE − βˆRE
)′ [
V̂ ar
(
βˆFE
)
− V̂ ar
(
βˆRE
)]−1 (
βˆFE − βˆRE
)
(2.11)
is asymptotically chi-squared distributed. If the difference between the two estimators is
statistically significant, the RE estimator is considered inconsistent since it departs from
the consistent FE estimator. Because the RE relies on the absence of the correlation, this
null hypothesis can be rejected.
Multiple ways to cluster
In each case a decision on a particular way to adjust the estimation procedure is made
based on the presumed structure of the correlation and on the nature of the unobserved
effects in the data set. There are often multiple ways to cluster the data, with different
clusters nested (included into one another; e.g., months and years) or overlapping (e.g.,
states and years). As for our data set, it can be clustered in the following multiple ways.
Month of issue. Every eight observations in the data set are a set of eight forecasts
of different leads issued in a certain month (the column “Issue m.” in Table 2.4). The
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accuracy of climate forecasts is known to depend strongly on the initial conditions of the
individual runs of climate models and on the specification and parameterization of these
models (Tebaldi and Knutti, 2007a). The errors, consequently, might be correlated for
the forecasts produced by the same model or forecast system at the same time point,
given the specified starting points and the state of the forecasting system itself.
Yet in our case we expect the within-month-of-issue correlation to be only a minor con-
cern, mainly for two reasons. First, because our data are hindcast data, the forecast
system does not change over time while issuing the forecasts. Second, the sensitivity of
the forecasts to the initial conditions is treated by averaging across the model runs—each
of the runs has slightly perturbed initial conditions—and across all selected models in
the ensemble.
Month of forecast. Similarly, the errors can be correlated for the forecasts that predict
the same month (note the repetition of the values in the column “Forecast m.” in Table
2.4). To the extent that the factual temperature could not be predicted and was unex-
pectedly warm or cold, the errors will be correlated for the same realization. In Equation
(2.5) this property of the error term would refer to the unexpected realization of weather
in a particular month, not captured by either the forecast or market expectations.
Because the observations within such clusters are the forecasts for the same month from
11 to 0 months ahead, linear components (i.e., fixed effects) are unlikely to capture the
correlation completely. We therefore do not impose a particular structure on the error
term but rather adjust the standard errors of our estimates as in (2.8) such that they are
robust to within-month-of-forecast correlation.
Values of the regressor. The forecasts issued in the same month can refer to the
expectation for the growing season of the same year or of the following year. Therefore,
the regressor R1 (the column “Contr.1” in Table 2.4) is not clustered strictly by the
month of issue but rather by the month of issue and season. Because our only non-
constant regressor is this “clustered” regressor, the errors within such clustering are likely
to be correlated—capturing the factors that the market could not predict in a particular
month.
This clustering, however, does not require a separate adjustment. By construction, the
regressor is perfectly correlated within these clusters and hence captures the linear effect
µg; the potential residual correlation is accounted for when we consider month-of-issue or
season clustering, which nest the current clustering and are therefore more conservative.
Growing season. Clustering at the growing season level (equivalent to the year level in
our case) is more than simply aggregating the more detailed month-of-forecast clustering.
It, as well, reflects the predictivity of the weather conditions—on a more aggregated,
ESSAY 2. FINANCIAL MARKETS AND CLIMATE MODELS 57
Table 2.5: Test statistics and their statistical significance for the Wooldridge test and
Hausman test for the four potential ways of clustering in the data set.
Test statistic
Wooldridge Hausman
Month of issue 0.5984 4.5714∗∗
Month of forecast 7.147∗∗∗ 0.3077
Regressor R1 −14.58∗∗∗ −
Growing season 2.8079∗∗∗ 0.0007
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
seasonal scale (e.g., unusually hot or dry summers)—but it also captures other season-
specific unobserved effects. Every year, based on the expected and factual weather, soil,
and other conditions, farmers make their decisions on planting dates and volumes, crop
rotation, selected hybrids, fertilizing rates, and harvesting time—among many other crop-
management decisions. Many of these decisions derive from external, also season-specific,
potentially adverse factors, such as hail, weeds, or disease. Growing-season clustering
accounts for these factors, together with the overall characteristics of the market in a
particular year and the extent to which the market can (or can not) anticipate the harvest
of that season. We therefore choose to model these unobserved factors with growing-
season fixed effects.
Having developed the intuition for including the selected cluster effects in one or another
form, we next test our intuition formally. Because our data set is not a standard panel
data set with group and time dimensions, we test for the presence of correlations for all
four possible ways of clustering. Table 2.5 summarizes the Wooldridge and Hausman
test statistics. In agreement with our expectation, the first test statistic indicates within-
cluster correlations of some kind for all but the month-of-issue groups, suggesting that
the model should account for month-of-forecast, regressor, and growing-season clustering.
The results for the second statistic are not fully consistent with this conclusion: they
feature random effects over fixed effects for all but month-of-issue clustering. This test,
however, relies on some strong assumptions, such as the absence of within-group cor-
relations in the residual ηu,g, and therefore is not considered robust in the presence of
arbitrary correlation structures (Cameron and Miller, 2015). We therefore choose to rely
on the first statistic and, as discussed, implement two adjustments for the model—the
fixed effects over the growing seasons and the cluster-robust standard errors with re-
spect to the month of forecasts. The latter provide 176 clusters—a number large enough
in comparison to the individual cluster size (12 observations), which makes asymptotic
cluster-robust inference applicable.
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Table 2.6: Results of the simple regression (2.4) for the OLS and season fixed effects (FE)
estimators, with standard and cluster-robust standard errors (CRSE) with respect to the
months of forecasts.
Dependent variable:
Tratio
OLS OLS, CRSE FE FE, CRSE
(1) (2) (3) (4)
R1 −0.0042∗ −0.0042 −0.0040 −0.0040
(0.0025) (0.0053) (0.0025) (0.0051)
Constant 1.0046∗∗∗ 1.0046∗∗∗
(0.0001) (0.0004)
Observations 2,009 2,009 2,009 2,009
R2 0.0014 0.0014 0.0013 0.0013
Adjusted R2 0.0009 0.0009 −0.0097 −0.0097
F Statistic 2.7675∗ 2.7675∗ 2.6291 2.6291
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
2.3.3 Results for the simple regression
Table 2.6 compares the OLS and the FE estimators of the simple regression (2.4), each
with regular and cluster-robust standard errors. The results do not support any significant
contribution of the returns to the errors of climate forecasts. The p-value of the coefficient
for the regressor R1 computed under the OLS estimation is below 10 percent. However,
the Wooldridge test statistic from Table 2.5 indicates that the OLS estimator is potentially
inconsistent, and even inefficient. The adjusted standard errors, robust to clustering by
month of forecast, appear more than two times larger. Introducing the fixed effects for
growing seasons leaves both the value of the coefficient and its standard errors practically
unchanged.
The coefficient of determination is in general expected to be low because the model relates
highly uncertain returns to a hardly predictable part of the weather realization. Yet the
R-squared statistic in Table 2.6 shows a diminutive amount of variance explained by the
model—around 0.1 percent; the fact that the adjusted R-squared turns negative when
the fixed effects are introduced further suggests the presence of too many regressors, with
the amount of the explained variance close to zero. This model therefore does not pass
the F-test for overall significance of the model.
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Table 2.7: Results of the regression in (2.12) of the real temperature index on the forecast
index.
Dependent variable:
Trind
Tfind 0.8529∗∗∗
(0.0041)
Constant 41.3146∗∗∗
(1.1953)
Observations 2,016
R2 0.9550
Adjusted R2 0.9550
Residual Std. Error 1.3896
F Statistic 42,783.5200∗∗∗
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
2.3.4 Residual regression
An alternative way to formulate the question is to examine whether the returns can
directly explain the weather over the growing seasons, in addition to the explanation
power of forecasts. This would transform the estimation of the model in (2.4) into a
two-stage estimation—first regressing the real temperature index on the forecast index,
Trindm = β0 + β1Tfindm + rm, (2.12)
and then regressing the obtained residuals on the futures returns,
rm = γ0 +R
′
mγ + εm, (2.13)
to see if the latter contribute a significant amount of information to what was already
explained by the forecast index in (2.12).
From the first step (Table 2.7) we find that the forecasts explain over 95 percent of the
total variation in the observed temperatures. Table 2.8 summarizes the results for the
residual regression (2.4) for the four discussed methods of estimation (the OLS and FE
estimator, with the regular and cluster-robust standard errors). Clustering by the months
of forecast, here too, increases the standard errors nearly twofold, while the presence of the
season-specific fixed effects does not affect the results noticeably. Based on the individual
t-tests of the coefficients and the overall F-test of the models, none of the four estimators
suggests significant results for the model in (2.13).
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Table 2.8: Results of the residual regression (2.13) for the OLS and season fixed effects
(FE) estimators, with standard and cluster-robust standard errors (CRSE) with respect
to the months of forecasts.
Dependent variable:
residuals
OLS OLS, CRSE FE FE, CRSE
(1) (2) (3) (4)
R1 0.7253 0.7253 0.7282 0.7282
(0.5720) (1.1472) (0.5357) (0.9679)
Constant −0.0009 −0.0009
(0.0310) (0.1005)
Observations 2,009 2,009 2,009 2,009
R2 0.0008 0.0008 0.0009 0.0009
Adjusted R2 0.0003 0.0003 −0.0101 −0.0101
F Statistic 1.6078 1.6078 1.8479 1.8479
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
2.3.5 Refining the fundamental information
In this section we refine our data set following Boudoukh et al. (2007), who readdress
Roll’s “Orange juice paper” (Roll, 1984) and suggest that if the fundamental information
is defined better it is much more strongly identified in the futures prices. In their case,
focusing on a small subsample of the period crucial for orange plant growth and switching
to flexible functional forms raises the R-squared from 1.5 percent to 48 percent. With
regard to our data, we focus on the closest growing season and explore the predictive
power of the models that differentiate the forecasts based on their leads. We find that
only for the nearest lead a statistically significant relationship can be identified.
The current period of forecast
With a similar intuition—that of filtering out the information irrelevant for the financial
markets—we do not expect the futures markets to perform equally well for the closer
and the further seasons. Among the forecasts issued in a particular month some cover
the closest (next) growing season and some might refer to the following growing season.
In the group of forecasts issued in May, for example, six forecasts—for the months from
May until October—will refer to that very growing season while the other two will refer
to March and April of the following year. The futures trading the harvest of this latter
growing season are scheduled for December the following year; preceding this contract
there are five contracts trading the harvest of the current growing season and two con-
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Table 2.9: Results of the simple regression (2.4) for the subset of the data covering only
the current growing season. The four columns are the OLS and season fixed effects (FE)
estimators, with standard and cluster-robust standard errors (CRSE) with respect to the
months of forecasts.
Dependent variable:
Tratio
OLS OLS, CRSE FE FE, CRSE
(1) (2) (3) (4)
R1 −0.0037 −0.0037 −0.0048∗ −0.0048
(0.0028) (0.0056) (0.0028) (0.0056)
Constant 1.0055∗∗∗ 1.0055∗∗∗
(0.0002) (0.0004)
Observations 1,092 1,092 1,092 1,092
R2 0.0016 0.0016 0.0028 0.0028
Adjusted R2 0.0007 0.0007 −0.0168 −0.0168
F Statistic 1.7223 1.7223 3.0099∗ 3.0099∗
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
tracts still trading the harvest stored from the previous year (see Figure 2.4 by way of
illustration). This means that at the time of forecast issue the closest relevant contract
that can be related to this forecast is only the eighth outstanding, and, given generally
very low volumes of trading for the contracts after the third one (see Figure 2.7), we
cannot expect the eighth contract to be efficient. We thus restrict our analysis to the
forecasts for the nearest growing season and ignore any forecasts for the growing season
of the following year.
As reported in Table 2.9, the selection leaves out almost half of the sample but it too
does not find any evidence of significant information contributed by the returns on the
futures market.
Regressions by leads for the current period
Every group of forecasts issued in a particular month has eight leads, which differ in their
proximity to the month of issue. For the months that belong to growing seasons the first
lead refers to the month of issue itself, and the next leads follow. For the months outside
growing seasons the first lead can be several months away (up to five months away—
when the forecasts are issued in November), and the other leads are correspondingly
further away. With the growing season either approaching or developing, the expectations
on financial markets adjust to newly received information regarding the actual growing
ESSAY 2. FINANCIAL MARKETS AND CLIMATE MODELS 62
Table 2.10: Results of the simple regression (2.4) for the subset of the data covering only
the closest growing season and only the first lead of forecast. The four columns are the
OLS and season fixed effects (FE) estimators, with standard and cluster-robust standard
errors (CRSE) with respect to the months of forecasts.
Dependent variable:
Tratio
OLS OLS, CRSE FE FE, CRSE
(1) (2) (3) (4)
R1 −0.0149∗∗ −0.0149∗∗ −0.0129∗∗ −0.0129∗∗
(0.0061) (0.0063) (0.0060) (0.0064)
Constant 1.0015∗∗∗ 1.0015∗∗∗
(0.0004) (0.0006)
Observations 210 210 210 210
R2 0.0279 0.0279 0.0240 0.0240
Adjusted R2 0.0232 0.0232 −0.0850 −0.0850
F Statistic 5.9588∗∗ 5.9588∗∗ 4.6212∗∗ 4.6212∗∗
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
conditions and the updated forecasts thereof. We can hence expect potentially higher
predictive power of the futures markets for the closest leads, diminishing as the leads
extend into the future. To test this supposition and to see if a link to returns can be
identified for the periods closer to the dates of issue, we run separate regressions for the
eight leads of forecasts.
Indeed, the regressions appear significant only for the first lead; we therefore omit report-
ing the results for further leads. As Table 2.10 reports, the coefficient for R1 is negative
and significant at the 5 percent level. With a sample of just over 200 “observations” for
the first lead, the R-squared rises to almost 3 percent in the case of OLS estimation. In
the presence of the fixed effects for growing seasons the value of the coefficient for R1
only slightly decreases. Because almost every month serves as the first lead only once
(with the exception of March, which is the first-lead forecast issued from November in
the preceding year to March in the same year), clustering by the month of forecast on
this restricted data set does not significantly affect the results. The sign of the coefficient
for R1 suggests that when the forecasts on average predict too low temperatures (that
is, the Tratio index takes lower values), the returns are higher—a signal that the market
interprets the expected warmer weather conditions as adverse and reacts with increases
in price.
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2.4 Discussion and further exploration of the data
The results in Section 2.3 in general do not support the main intuition developed in
the first part of the paper: the regression analysis, with an exception of the nearest-
lead regression, does not identify the presence of information additional to the available
climate forecasts. The chosen setting is rather conservative, in that it uses the best
available forecasts (in fact, hindcasts) produced by a multi-model ensemble—a system
that outperforms any individual climate model. In fact, the hindcasts available to the
public are in many cases already corrected for known biases exhibited by the models in
their earlier runs (Kirtman et al., 2014). Our additional examination of the forecasts of
individual models, however, leads to a similar conclusion: even though our proxy variable
for the error in climate forecasts, Tratio, takes more extreme values when the data are
not averaged across the models, there is no clear signal related to the financial market.16
Another feature that potentially hinders information discovery is the frequency of the
data collected from the futures market. The advantage of using monthly data is that
they align with the frequency of forecast issue and are affected to a much smaller extent
by day-to-day shocks such as news releases. At the same time, for an efficient market, the
effect of changes in the expected growing season conditions might be also hard to detect
on scales longer than a very few days. Market efficiency itself is one of the conditions
that our hypothesis relies on; yet, as mentioned in the earlier discussion, it is claimed but
not clearly established in the literature.
Turning to agricultural factors, on which our results heavily depend, we might have
to account for the timing and conditions of corn plants’ growth more thoroughly. In
particular, there is strong evidence that only a certain interval of high temperatures
negatively affects the plant growth. To test this supposition, we additionally analyzed
the areas and months where and when the surface temperature exceeded the critical
threshold of 30 (303.15 K) suggested by Schlenker and Roberts (2006). However, based
on the monthly data, there is no clear evidence that the markets anticipate these adverse
extremes. Even though the temperatures above and below this threshold should be
perceived as having antithetical effects, the results for the two separate parts of the data
do not differ notably.
One supposition is that irrigation might alleviate the impact of extremely high temper-
atures. Sufficient water supply, however, is critical at the early stage of corn plants’
growth, whereas temperature extremes are likely to appear much later—during ears’ de-
velopment stage—when additional irrigation does not necessarily compensate for reduced
16The results of the additional analyses mentioned in this section are in line with those obtained in
the previous section. In either case, no significant connection is identified between the market returns
and the errors in the climate forecasts. We therefore chose to omit all but a few obtained results of these
additional regressions.
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photosynthesis. In fact, less than 15 percent of corn area in the US was irrigated in the
sample period.17 We therefore do not find a significant difference between the analyses
of all and non-irrigated-only areas.
Our definition of a growing season is also rather conservative. As described in Section
2.2.5, according to the biology of corn plants, not all months are equally important for
their growth—July and August appear to be the critical months for the ear’s formation
and growth and, consequently, for the harvest of the season. At the same time, given the
differences in planting and harvesting times across states and counties, the inclusion of
March and October might bring too many irrelevant observations into the data set and
obscure the signal from the other months. Focusing the analysis on the most important
months, however, leaves the results surprisingly unchanged while reducing the number of
observations to only few dozens.
One assumption our analysis relies on is that changes in the expected weather conditions
directly transfer to signals on the futures market. To have this effect, the information
has to be significant and concern the participants of this market. The changes in the
weather conditions, first of all, concern the producers of the commodity; and, if these
changes transform into supply shocks, they affect the market. If, however, there is some
adjustment from the farmers’ side—if they can adapt their crop-management decisions
or simply smooth supply using existing stocks—the market might remain unaffected. In
fact, the futures market might be more sensitive to stored volumes of grain—that is, to
the sufficiency of stored corn to cover potential reductions in harvest. Farmers’ decisions
on how much to keep and how much to sell, in turn, depend on multiple factors—the
yields of a given season, market trends and expectations, and, finally, available storage
space and conditions. The allocation of the harvest between the new-crop December
futures contract and later contracts thereby reflects the general storage strategy for that
year. On average, the harvest is typically sold out by the end of April, except the share
kept for own use such as livestock feed (Maier, 2004); it is therefore untypical for farmers
to carry their stocks over to the next year.
The data on corn storage are available in the same database, QuickStats of USDA. Every
year the values are reported as of the 1st of March, June, September, and December.
Figure 2.8 places the reporting quarters on the time line and displays the dynamics of
corn storage over the sample period. The reported volumes of stored corn are rather high
even in the last reporting month (September) because both on-farm and off-farm stocks
are counted; that is, even though almost nothing is carried over to the next growing
season on farms, elevators and other buyers can adjust their own stocks.
17USDA Census of Agriculture, https://www.nass.usda.gov/Surveys/Guide_to_NASS_Surveys/
Census_of_Aquaculture/index.php
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Figure 2.8: Time line relating the corn growing season, futures contracts, and report
dates for remaining stocks of corn (top, analogous to Figure 2.4) and the dynamics of
the stocks of corn over the sample period (bottom). The reporting periods for stocks are
marked with purple “bundles” on the top panel and with different shades of gray on the
bottom panel.
The results of our analysis are summarized in Table 2.11. The so-called ex ante stocks—
the stocks reported at the time of forecasts issue—do not exhibit any adjustment with
respect to forecasted weather, let alone to its future realization. These stocks, however,
are highly correlated with contemporaneous returns on futures. The ex post stocks—the
stocks at the time of weather realization—in turn, are strongly affected by the realiza-
tion of weather conditions over the growing season; in fact, the unexpected component
(weather shocks) explain 11.5% of fluctuation in these stocks. These fluctuations are not
anticipated by the futures market. These results suggest that both expected and un-
expected components of weather during growing seasons strongly influence corn supply;
this influence, however, is not anticipated but rather absorbed by the futures market.18
18The coefficients in the regressions (5)–(7) in Table 2.11 suggest an inverse relationship between
stocks and contemporaneous temperatures—warmer conditions on average are considered favorable and
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Table 2.11: Results for the regressions of the shares of stored corn reported at the time
of forecast issue (Ex ante stocks) and at the time of weather realization (Ex post stocks).
Here Tratio and Trind are ex post regressors; Tfind and R1 are ex ante regressors.
Dependent variable:
Ex ante stocks, % Ex post stocks, %
(1) (2) (3) (4) (5) (6) (7) (8)
Tratio 0.3191 −9.4623∗∗∗
(0.9446) (0.5906)
Trind −0.0016 −0.0104∗∗∗
(0.0014) (0.0019)
Tfind 0.0001 −0.0095∗∗∗
(0.0008) (0.0005)
R1 0.7168∗∗∗ 0.0104
(0.1613) (0.1122)
Const. 0.1580 0.9289∗∗ 0.4426∗∗ 0.4644∗∗∗ 9.8871∗∗∗ 3.3720∗∗∗ 3.1482∗∗∗ 0.3596∗∗∗
(0.9489) (0.3918) (0.2245) (0.0090) (0.5932) (0.5475) (0.1370) (0.0061)
N obs. 2,016 806 2,016 801 1,972 168 1,972 838
R2 0.0001 0.0018 0.00001 0.0241 0.1153 0.1522 0.1716 0.00001
Adj.R2 −0.0004 0.0005 −0.0005 0.0229 0.1148 0.1470 0.1711 −0.0012
RSE 0.2610 0.2555 0.2610 0.2531 0.1623 0.1604 0.1571 0.1777
F Stat. 0.1141 1.4119 0.0257 19.7397∗∗∗ 256.7248∗∗∗ 29.7894∗∗∗ 407.9861∗∗∗ 0.0085
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Finally, even though we consider the largest corn producing economy, global market
prices might have the effect of averaging out the signals from local markets and take into
account potential substitution by other countries.
2.5 Conclusion
The well-established evidence of ongoing climate change suggests strong adverse effects on
vulnerable economic sectors, including agricultural food production. The general warm-
ing trend covers main crop growing areas, with temperatures over the growing season
turning harmful more frequently in recent decades. Changing weather patterns subse-
quently affect crop growing practices and might induce supply shocks on the markets for
agricultural commodities. We therefore suggest that it is strongly in the interests of par-
the stocks are lower in anticipation of richer harvest. An analysis of “too hot” temperatures (above
30, Schlenker and Roberts 2006) alone, however, reveals the expected reverse relationship in which
unanticipated adverse heat induces higher stocks levels.
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ticipants in the financial markets for agricultural commodities to obtain the best possible
information about future climate conditions—information that might help improve their
strategies on the market. We therefore expect efficient financial markets to capture in
their prices all information available to their participants with regard to the expected
weather conditions in the coming growing seasons.
This paper attempts to find evidence of the proposed relationship. Using the example of
corn as a crucial crop we study whether the futures markets for this commodity reflect
any information about future climate conditions on top of the best publicly available
forecasts. In particular, we examine the relation between the returns on corn futures and
the systematic errors in the climate forecasts of a multi-model ensemble over the areas
in which a major part of the crop is grown.
Despite the evidence of the efficiency of the corn futures markets in the literature, no
clear signal for weather expectations more accurate than those of the general public
can be identified in our data set. Filtering the parts of the data most relevant for the
participants of futures markets, a` la Boudoukh et al. (2007), as well as additional more
detailed analyses do not reveal any significant effect beyond the nearest forecast. We
conclude that the proposed framework does not accurately describe the mechanism of
interaction between climate conditions, agricultural production, and the trading of the
produced commodities on financial markets.
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Alena Miftakhova, University of Zurich
Abstract
Integrated assessment modeling studies the nexus between the systems
of the climate and the economy, both known for their high complexity
and vast uncertainty. One key question is how sensitive climate policy
inference produced by such models is to the uncertainty in their initial
assumptions and the results of calibrations. Despite the broad litera-
ture on the topic—rich in both single-model and multi-model sensitivity
analyses—universal, well-established practices for analyzing the uncer-
tainty in models’ outcome are still missing. In this paper we argue for
structured global sensitivity analysis (GSA) as an indispensable routine
in climate–economic modeling. We apply a high-efficiency GSA method
based on polynomial chaos expansions to the most commonly employed
integrated assessment model (IAM), DICE. Our analysis provides two
key insights. First, the subjective preselection of a subset of parameters
of interest might omit the most influential ones. Second, the opposite
strategy—one of pooling all parameters together and considering the
model as a “black box”—might distort sensitivity indices. The best
practice is thus to consider all exogenous parameters but adjust their
set such that the fundamental relations within the model’s structure
are respected. The methodology of efficient GSA provides a clear, com-
prehensive decomposition of the uncertainty in a model’s output while
minimizing computational costs, and hence is easily applicable to IAMs
of higher complexity.
1We are indebted to Daniel Harenberg, Karl Schmedders, and Reyer Gerlach for insightful discussions
on the subject. We thank the participants at the EAERE Winter School 2018, EAERE-FEEM-VIU
European Summer School 2018, and the 11th Annual Meeting of the IAMC (2018) for helpful comments.
We are grateful to Dave Brooks for excellent editorial support. Alena Miftakhova gratefully acknowledges
financial support from the Swiss National Science Foundation.
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3.1 Introduction
Integrated assessment models (IAMs) are meant to provide scientific support to policy
makers in dealing with the complex, global phenomenon of climate change. Aimed at
pinning optimal climate policy down, these models have gained the trust of the authorities
for the practical guidance they provide regarding timely climate actions (EPA, 2014,
2016). The inference implied by the solutions of IAMs often directly transfers into climate
policy advice; yet the factors that drive these solutions remain obscure as most of these
models are too complex to track down the source of their inference. Despite a clear
call for a better communication of the form, magnitude, and sources of the uncertainty
associated with the reported “best estimates” for climate actions (Webster, 2003; Diaz
and Moore, 2017), thorough, inclusive practices of sensitivity analysis are uncommon in
integrated assessment studies. In this paper we address the task of establishing a well-
founded practice of comprehensive sensitivity analysis in climate–economic modeling. We
take a probabilistic approach and employ the methodology of global sensitivity analysis
(GSA) to identify the main sources of uncertainty in an IAM and their relative strength
of influence on the model’s outcome. The practice of global sensitivity analysis, on the
one hand, verifies the robustness of models’ inference and, on the other hand, informs the
modeler about their applicability to ever-changing, uncertain, dynamic systems such as
the economy or the climate (Hawkins et al., 2016; Atkinson et al., 2009). An application
to a basic IAM is enough to demonstrate the importance of inclusive sensitivity analysis
as opposed to widespread selective practices.
The forces that drive the inference in IAMs and cause the disagreement on the optimal
climate policy have been highly debated in the literature. One key value that serves as
a reference point for climate policies produced by IAMs is the estimated social cost of
carbon (SCC). The SCC refers to the present value of all future damages from a marginal
(one ton) increase in carbon dioxide emissions. The range of the estimated values for
the SCC in the literature is enormous and heavily depends on the models’ assumptions
(Arent et al., 2014). This phenomenon gave rise to the literature that tries do discover the
rules for optimal climate policy in IAMs by the means of analytical derivations (Golosov
et al., 2014; Rezai and Van der Ploeg, 2016; van den Bijgaart et al., 2016; Dietz and Ven-
mans, 2017; van der Ploeg and Rezai, 2019). The studies identify the key assumptions
that determine the value for the SCC in the integrated assessment framework and group
them into the economic factors—the discount rate, the intergenerational inequality aver-
sion, and the rates of growth for the economy and population; the climate factors—the
short-term rate of depreciation of CO2 in the atmosphere and the rate of temperature ad-
justment to its long-term equilibrium; and the interaction factor—the severity of damage
to economy from rising temperature.
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These theoretical results are invaluable for understanding the general IAM framework. In
practice, however, many IAMs are much more detailed and therefore too sophisticated to
enjoy analytical solutions. Here, we aim to demonstrate the application of comprehensive
yet affordable sensitivity analysis that reveals the factors that contribute to the variation
in a model’s results. We intentionally apply the method to a simple IAM, so that the
results are comparable with the analytical inference.
Point estimates, which neglect uncertainty, are long since considered dissatisfactory in
economic modeling (Leamer, 1985; Canova, 1994, 1995; Pindyck, 2013). IAMs, which
connect the economy with the physical climate system, face the even greater challenge of
accounting for yet more uncertainties while staying in agreement with scientific knowl-
edge. Typical trade-offs faced by an IAM modeler—the formulation of models, the sim-
plification of the structures of modeled systems, the choice of the components to include
or to leave out, and the parameterization of the modeled processes—have a tremendous
effect on the consequent inference (Calel and Stainforth, 2017).
In an attempt to reach more robust conclusions, almost all recent IAM studies involve
an analysis of uncertainty in one form or another. Among numerous methods in the
literature, local methods, which focus on particular points in parameter space, have gained
popularity thanks to their simplicity (Saltelli and Annoni, 2010). These methods by
definition suffer from dependence on the parameters’ values chosen for examination, and
therefore might overlook important regions of interest. Even when the analysis of an IAM
covers the entire range of possible parameter values, the set of parameters in question is
often limited to only a very small number that “intuitively” matter according to expert
judgment or the results of preceding work (Kann and Weynant, 2000; Peterson, 2006). In
multi-model studies, considering a subset of common parameters of interest is a necessary
restriction, whereas for single-model analysis such practice is yet another source of bias,
as expert or experience-based judgment might turn out to be inconsistent (Millner et al.,
2013; Wesselink et al., 2015; Saltelli et al., 2010). Last but not least, the interaction
effects of parameters in IAMs and their nonlinear impact—often undetectable using local
methods—are not to be neglected (Butler et al., 2014; Anderson et al., 2014).
Global methods, in contrast, offer a comprehensive picture of uncertainty in a model’s
inference by, first, exploring the entire parameter space and, second, accounting for inter-
actions and nonlinearities in parameters’ effects on the output. Many of these methods
are variance-based—they decompose the variance of output into the shares attributed
to each input parameter and their combinations.2 The analysis thereby ranks all input
parameters according to their relative importance, individually and in their interplay.
As such, this ranking covers the entire specified uncertainty domain—an advantage that
2The reader is referred to Borgonovo and Plischke (2016) for a frontline overview of both local and
global sensitivity analysis methods and to Ghanem et al. (2017) for a practical guidance thereto.
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comes at a high computational cost of thousands of model runs (Saltelli et al., 2008).
In this paper we focus on reducing these costs by the means of a specific GSA method
that produces a full variance-based representation of uncertainty in a model much more
efficiently than alternative techniques do. The method involves polynomial chaos expan-
sions (PCEs), which approximate the outcome of a model with a sum of multivariate
orthogonal polynomials. The use of PCE for sensitivity analysis was introduced by Su-
dret (2008) and has been frequently applied in the engineering literature; Harenberg et al.
(2019) bring the method to economics. The most important property of the approxima-
tion is that it produces a full variance-based representation of uncertainty in the model
from a relatively small number of model runs. We therefore advocate the use of the
method in integrated assessment modeling, where parameter uncertainty is profound but
models’ complexity often limits the affordable number of model evaluations.
We demonstrate the application of the method on the most widely employed IAM, DICE
(Nordhaus, 2008). When applied to a selection of parameters, the method produces re-
sults consistent with the conclusions of Nordhaus (2008). Full analysis, however, changes
the ranking dramatically, with the most influential parameters being among those omit-
ted from the aforementioned restricted setting. We also show that caution is needed
when analyzing the full set of parameters because the credibility of the results relies on
the independence assumption. In the case of DICE this implies reformulating the GSA
setting such that it sustains the fundamental relationships embedded into the model’s
structure. Our work therefore promotes careful, informed inclusion of all potentially
important parameters into GSA.
To date, only few IAM studies consider global sensitivity analysis viable. Anderson et al.
(2014) use transformation-invariant global sensitivity indices to prioritize all exogenous
parameters of DICE. Butler et al. (2014) via variance decomposition analyze the vulner-
ability of policy scenarios run in DICE to the uncertainty in a selected set of its initial
parameters. Both studies follow the common practice of generating large Monte Carlo
samples of input–output data to estimate sensitivity indices. The key advantage of the
method applied in this work—the use of polynomial chaos expansions for both construct-
ing a meta-model and deriving the importance indices—makes it much more efficient and
therefore affordable for more complex IAMs.
The rest of the paper is structured as follows. Section 3.2 outlines the structure of the
DICE model, identifies the major factors driving its results by the means of local sensi-
tivity analysis, and presents the analytical results in the literature. Section 3.3 explains,
step by step, the methodology of the efficient method of global sensitivity analysis that we
use and illustrates its advantages. Section 3.4 presents the results of the PCE-based GSA
applied to DICE, comparing restricted and complete settings and listing the relationships
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to be reformulated. Section 3.5 concludes.
3.2 DICE model structure
This section begins with the outline of the key components of the DICE model; for a
detailed description the reader is referred to Nordhaus (2008). We next illustrate the
traditional, local approach to the sensitivity analysis of an integrated assessment model,
and DICE in particular, in a selected- and full-set settings. The analysis is accompanied
by the recent analytical results in the literature.
3.2.1 Economy and climate in DICE
DICE is a neoclassical growth model that resolves a trade-off between consumption,
investment, and emissions reduction. Given a discount rate ρ, the model maximizes total
social welfare over its time span,
W =
Tmax∑
t=1
(1 + ρ)−tU(Ct, Lt), (3.1)
with a constant-elasticity utility function of consumption, Ct, and population, Lt,
Ut =
(Ct/Lt)
(1−α) − 1
1− α Lt. (3.2)
The production function takes the standard Cobb–Douglas form with Hicks-neutral total
factor productivity (TFP) At, labor Lt, and capital Kt as input factors. Total output
Yt is reduced by the cost of mitigation—a power function of emission reduction policy
µ—and by the damage induced by the climate change, Ωt,
Yt = Ωt(1− θ1µθ2t )AtL1−γt Kγt . (3.3)
The first term of equation (3.3)—the reduction in economic output caused by climate
change—is a function of the atmospheric temperature anomaly TA (measured as the
increase in the atmospheric temperature from the preindustrial level),
Ωt =
1
1 + a1TAt + a2T
a3
At
. (3.4)
By default the damage function is assumed to be of a reduced quadratic form with a3 = 2
and a1 = 0.
The reduced, net output is distributed between consumption and investment It, which
directly transforms into the capital of the following period. Given a depreciation rate δK ,
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capital accumulates according to
Kt = (1− δK)Kt−1 + It−1, (3.5a)
It = Yt − Ct, (3.5b)
while the growth paths for labor and TFP are given exogenously.
Every period, the production of goods affects the climate system by inducing anthro-
pogenic CO2 emissions, at a rate determined by the emissions intensity σt and reduced
by the chosen rate of mitigation µt,
Eindt = σt(1− µt)AtL1−γt Kγt . (3.6)
Together with natural emissions Etree, anthropogenic emissions comprise the total CO2
emissions level Et,
Et = Eindt + Etreet . (3.7)
The core of the climate module of the model is its carbon cycle, which is represented
by a three-layer model of atmospheric, upper layer, and lower ocean CO2 concentrations
(MATt , MUt , and MLt , correspondingly), with transitions among these layers defined by
the following system of equations:
MATt+1 = Et + b11MATt + b21MUt , (3.8a)
MUt+1 = b12MATt + b22MUt + b32MLt , (3.8b)
MLt+1 = b23MUt + b33MLt . (3.8c)
According to this system, CO2 emissions first enter the atmosphere and in the course of
following periods get partially absorbed by the upper layer; from there they are slowly
transmitted to the lower ocean—until the system reaches new equilibrium proportions of
concentrations among the three layers.
The net change in atmospheric CO2 concentrations indices the net energy flow to the
atmosphere (called radiative forcing, Ft),
Ft = η log2
(
MATt +MATt+1
2MAT1750
)
+ FEXt , (3.9)
where FEXt is exogenous radiative forcing. This energy causes a change in the atmospheric
temperature, TAt , and, subsequently, the ocean temperature, TOt ,
TAt+1 = TAt + C1
(
Ft+1 − η
λ
TAt − C3 (TAt − TOt)
)
, (3.10a)
TOt+1 = TOt + C4 (TAt − TOt) . (3.10b)
ESSAY 3. GLOBAL SENSITIVITY ANALYSIS FOR IAM 77
Table 3.1: Parameters selected for the analysis and their distributions (from Nordhaus,
2008). The column Mean corresponds to the mean of the normal distribution; the column
Std to its standard deviation.
Parameter Definition Mean Std
a2 Damage function coefficient 0.0028 0.0013
b12 Carbon cycle transition 0.189 0.017
gA0 Initial growth rate of TFP 0.092 0.040
gσ0 Initial change of decarbonization -0.07 0.02
CCum Maximum extraction of fossil fuels 6,000 1,200
pBACK Cost of backstop technology 1.17 0.468
LASYM Asymptotic population 8,600 1,892
λ Equilibrium climate sensitivity 3.00 1.11
As specified above, the change in the atmospheric temperature has a subsequent negative
feedback on the output of the economy.
For the sake of comparability with the existing literature, we use the version DICE delta
version 8.3 This version of DICE covers a time span of 60 periods, with an increment of
10 years, and operates on the aggregated global level; the model has 51 parameters listed
in Table 3.A. Additionally, Section 3.A of the Appendix lists the 15 parameters that are
never considered in this study due to their irrelevance for the outcome of the model.
3.2.2 Local sensitivity analyses of DICE
The first sensitivity analyses of DICE are local one-at-a-time analyses of selected param-
eters, accompanied by Monte Carlo simulations from the distributions assumed for these
parameters (Nordhaus, 1993, 2008). These analyses essentially measure the magnitude
of the changes in model’s major output quantities—the social cost of carbon (SCC),
total CO2 emissions, and atmospheric temperature anomaly—induced by individual de-
viations in parameters’ values. The simulations, in turn, estimate the distribution of
these outcome quantities when the uncertainties in the selected parameters are consid-
ered (sampled) jointly.
The experiment in Nordhaus (2008) involves eight parameters that presumably have the
strongest effect on the outcome of the model; their assumed normal distributions are
summarized in Table 3.1. In this analysis of the eight selected parameters, the SCC in
2005 is affected the most by the linear damage coefficient, a2, climate sensitivity, λ, and
the initial growth rate of technology, gA0 . The asymptotic size of population, LASYM has
a smaller effect; the impact of the remaining four parameters is insignificant.
3This version of DICE is retrieved from http://www.econ.yale.edu/~nordhaus/homepage/
homepage/DICE_delta_v8_YUP_book_short_noexclude.GMS last accessed on 21 November 2018.
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Figure 3.1: One-at-a-time effects in the setting analogous to Nordhaus (2008)—changes
in the social cost of carbon in 2005 induced by changes in parameters’ values to 1–6
standard deviations from their means. The parameters are sorted by the magnitude of
the change induced by one-standard-deviation step. In each case, the effects of changes
in the direction that increases SCC are reported.
Using the same specification, we calculate the relative changes in model’s outcome (the
social cost of carbon in 2005) from varying each parameter by 1 to 6 standard deviations
from its mean. We perform this and all other experiments in the optimal, not the baseline,
setting of DICE because our interest lies in the effect on the optimal climate policy, as
opposed to business as usual scenario. Figure 3.1 shows the results for the SCC.4
As a more general experiment, we consider the full set of the parameters in DICE (with
trivial exceptions listed in Section 3.A) and vary their values one-at-a-time. To exclude
any subjective probabilistic assumptions, we vary each parameter Θi on the interval[
0.5× Θ¯i, 1.5× Θ¯i
]
with the step 0.1× Θ¯i, where Θ¯i is the default value of the parameter
Θi in DICE.
Figure 3.2 displays the results of this general OAT analysis5 and suggests three key in-
sights that undermine the setting above. Most noticeably, three parameters with the
most significant impact on the SCC—the exponent of the damage function, a3, the capi-
tal elasticity, γ, and the elasticity of marginal utility of consumption, α—are not included
4With its default optimization settings the program does not solve the model for the values of gA0 for
more than two standard deviations to the left of its mean. The value of gA0 in this case turns negative,
which, according to Nordhaus (2008), should be excluded from the analysis. We therefore omit reporting
the results for the cases of gA0 decreased by 3 to 6 standard deviations from its mean.
5For some of the solutions to be feasible we had to relax the constraint on the initial value of capital,
K0 ≥ 100.
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Figure 3.2: One-at-a-time effects of varying DICE parameters, sorted by the total mag-
nitude of their positive and negative effects. The stars sequentially mark the effects of
10%, 20%, 30%, and 40% changes in parameters’ values; the squares the effect of 50%
changes. The effects of the increases in parameters’ values are shown with red bars; the
effects of decreases with blue bars.
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in the analysis above. Second, many more than 8 parameters potentially have an impact
on SCC. Apart from the highly debated discount rate, ρ, and initial conditions for cap-
ital, K0, and technology, A0, the equilibrium radiative forcing from a doubling of CO2
concentrations, η, and the rate of long-term temperature adjustment to its equilibrium
level, C1, are the obvious candidates for sensitivity analysis. Finally, the effects of the
parameters are not linear: for many parameters (including gA0 and b12 selected in Nord-
haus (2008) as influential) the magnitudes of positive and negative changes in the SCC
from varying these parameters in opposite directions differ significantly.
3.2.3 Theoretical results in the literature
Sensitivity analysis is one common way to explore the factors that contribute to the vari-
ation in the output of a model. For complex nonlinear models—which mostly do not
allow for analytical solutions—it is the only feasible way to identify the main drivers be-
hind models’ results. Lately, much more analytical work has been done in the integrated
assessment literature to explore the factors that drive the social cost of carbon in general
climate–economic frameworks. In their pioneering work, Golosov et al. (2014) derive a
closed-form formula for the social cost of carbon in a dynamic stochastic general equi-
librium (DSGE) model that features damages from climate change. They suggest that,
under certain assumptions—such as logarithmic utility and a constant savings rate—the
optimal carbon tax is proportional to the output of the economy. In their general set-
ting, the three major determinants of the tax’s share are the discount rate, the elasticity
of damage function with respect to output, and the depreciation rate of CO2 in the
atmosphere.
Van den Bijgaart et al. (2016) extend the analysis to a more general structure—an econ-
omy that follows a balanced-growth path but is not restricted to unitary elasticities of
marginal utility and of damages with respect to output. The model additionally allows
for non-constant elasticity of damages with respect to temperature. According to their
analysis, the key economic parameters driving the SCC are the discount rate, ρ, elastic-
ity of marginal utility, η, and the growth rate of the population, l, and of consumption,
g. The parameters of the climate system that affect the SCC are climate sensitivity, c,
the depreciation rate of CO2 in the atmosphere, δS, and the rate of adjustment to the
long-run equilibrium temperature level, ε. The rest of the relevant factors are those that
determine the shape of the damage function: the reference damage to the economy at
1 degree of temperature increase, ω, and the elasticity of damage function with respect
to temperature, Ψ , and to output, ξ. The authors conclude that the social cost of car-
bon in a generally specified economy with gross output Y and population L can be well
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approximated by the formula
SCCt =
1.3ωcΨ
m
1
δS + σ
ε
ε+ σ
(
Yt
Lty¯
)ξ−1
Yt, (3.11a)
σ = ρ+ (η − ξ)g − l, (3.11b)
where m is the preindustrial level of CO2 concentrations, and y¯ is reference income per
capita corresponding to the temperature rise of 1 degree and the damage ω. The authors
demonstrate that, when applied to the DICE model, the formula captures the main
drivers of the SCC and thereby provides the analytical base for the discussion on the
factors that define optimal carbon tax in this and other IAMs.
Rezai and Van der Ploeg (2016) and van der Ploeg and Rezai (2019) modify the model
to include additional features (e.g., hyperbolic discounting, temperature lag, and climate
damages not proportional to GDP) and confirm the proportionality of the optimal carbon
tax to the output; they also identify the importance of the discount rate, the growth rates
of economy and population, the short-term dynamics of the CO2 concentration, the rate
of long-term adjustment of the atmospheric temperature to its equilibrium rate, and
the relative damage to economy. In the model of Dietz and Venmans (2017) the same
economic factors drive the social cost of carbon; in regard to climate, however, the authors
point out the fallacy of most IAMs to account for the saturation of carbon sink and, after
proper modifications, name transient climate response to cumulative carbon emissions as
a key climate factor.
Notably, the studies tend to use simple (local) sensitivity analysis methods. Dietz and
Venmans (2017) use OAT to map the sensitivity of optimal peak warming to various
values of the parameters the define it. Rezai and Van der Ploeg (2016) use scenario anal-
ysis with alternative assumption on climate damages, population growth, and economic
growth.
Yet the model that stays the closest to the original DICE is that of van den Bijgaart
et al. (2016). Because DICE assumes damages from climate change proportional to
income (that is, with unit elasticity ξ), the formula above reduces to
SCCt =
1.3ωcΨ
m
1
δS + σ
ε
ε+ σ
Yt, (3.12a)
σ = ρ+ (η − 1)g − l. (3.12b)
The parameters involved in the formula are directly present in DICE, with only three
exceptions. The growth rate of the population, l, is determined by its initial and asymp-
totic values and the initial growth; the growth rate of consumption, g, is an endogenous
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Table 3.2: Correspondence of the parameters included in the SCC formulas (3.12) and
those in DICE.
Parameter Definition DICE analog
ω relative damage at the temperature rise of 1 a2
1+a2
c climate sensitivity λ
Ψ damage–temperature elasticity a3
δS rate of depreciation of atmospheric CO2 b12
ε rate of adjustment to long-run equilibrium temperature C1
ρ time discount rate ρ
η elasticity of marginal utility of consumption α
l population growth rate L0,LASYM , gL0
g consumption growth rate endogenous
m preindustrial concentrations of CO2 set to 596.4
variable that accompanies the model’s solution; the preindustrial level of CO2 concentra-
tions is embedded in the code as a constant. Table 3.2 lists the parameters in the formula
with their analogs in DICE.
Based on these analytical results, in our analysis we can expect the highest significance
indices for the parameters that participate in the formulas (3.12). Deviation from the
formula would be a sign of either our more detailed analysis revealing that some important
factors are omitted from (3.12) or spurious significance of some parameters that is in
fact driven by one of those included in the formula—the potential problem addressed in
Section 3.4.4.
3.3 PCE-based global sensitivity analysis
GSA methods take a probabilistic approach in that they view any model as a function of
the random vector of its input parameters, with probability distributions assigned to them
prior to the analysis. Once the distributions are specified, the uncertainty of the input
parameters can be transferred to the output by evaluating the model on a sample of points
drawn from this parameter space. The resulting sample helps visualize the (otherwise
unknown) distribution of the output and estimate its moments. As a next step, variance-
based GSA conveniently apportions the total variance in the output between individual
parameters and their interactions. The strength of a parameter’s influence, also called
its sensitivity index, is hence defined as its share of the total variation of the output.
The rest of this section presents the methodology in more detail, including the use of
polynomial chaos expansions in the estimation of the sensitivity indices for a model’s
parameters.
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3.3.1 Uncertainty propagation
From the perspective of GSA, the model of interest is a mapping from a random vector
of its exogenous parameters Θ onto an endogenous output Y ,
Y =M(Θ), (3.13)
where M : Θ 7→ Y , with Θ ∈ RM and Y ∈ R. Each parameter in Θ is characterized by
a probability density function (PDF) fΘi , i = 1, · · · ,M . The assumptions of appropriate
probability distributions can be based on empirical evidence, expert judgment, or existing
practice in the literature.
The corresponding distribution of the endogenous output Y is unknown but can be in-
ferred from solving the model on a large sample of points drawn from the distributions
specified for the input parameters—a technique called uncertainty propagation. The ob-
tained sample of input–output data can be used to visualize the distribution of the output
implied by the specification of uncertainty in Θ and to estimate its moments.
3.3.2 Univariate effects functions
One function that explicitly characterizes the relation between a single input parameter
Θi and the output Y is the so-called univariate (or marginal) effect function, which
represents the conditional expectation of output given the parameter Θi,
Mi(Θi) = E [M(Θ|Θi)] . (3.14)
Focused on a single parameter, its univariate effect function reflects the direction in which
Θi influences the output, as well as the (non-)linearity and magnitude of the relationship
for every possible value of Θi. Thanks to these properties, a few recent studies consider
univariate effects an informative part of sensitivity analysis, preceding the prioritization
of input factors (Younes et al., 2013; Deman et al., 2016; Harenberg et al., 2019).
3.3.3 Variance decomposition framework
Variance-based GSA methods discriminate among all input factors of the model based on
their contribution to the variance of its output. The corresponding sensitivity measures
derive from Sobol’s decomposition framework (Sobol, 1993).
For a square integrable function g(x) over the k-dimensional unit hypercube Ωk, Sobol’s
ESSAY 3. GLOBAL SENSITIVITY ANALYSIS FOR IAM 84
decomposition reads as
g(x) = g0 +
k∑
i=1
gi(xi) +
∑
1≤i<j≤k
gi,j(xi, xj) + · · ·+ g1,2,··· ,k(x1, x2, · · · , xk), (3.15)
with the summands
g0 = E[g(x)]
gi(xi) = E[g(x)|xi]− g0
gi,j(xi, xj) = E[g(x)|xi, xj]− g0 − gi(xi)− gj(xj)
· · ·
. (3.16)
Sobol (1993) shows that this expansion is uniquely defined when the summands are
orthogonal to each other. Applying the representation (3.15) above to our model in
(3.13) and given the orthogonality of the summands, the variance of the output, Var[Y ] =
E
[
(M(Θ)− E [M(Θ)])2], can be decomposed into the partial variances,
Var[Y ] =
M∑
i=1
Var[Mi(Θi)]+
∑
1≤i<j≤M
Var[Mi,j(Θi,Θj)]+ · · ·+Var[M1,2,··· ,M(Θ)]. (3.17)
Practically, partial variances measure potential reductions in the total variance of the
output Y when the values of the corresponding sets of input factors are known. The
associated sensitivity measures, Sobol indices, are the shares of the partial variances in the
total variance of the model. That is, for any subset of parameters’ indices u ⊂ {1, · · · ,M}
Sobol indices are defined as
Su =
Var [Mu(Θu)]
Var[Y ]
. (3.18)
In particular, the first order Sobol index for any parameter Θi, defined as
Si =
Var [Mi(Θi)]
Var[Y ]
, (3.19)
reflects the individual impact of this parameter; the second order indices of Θi measure the
importance of its pairwise interactions; higher order indices the importance of interaction
with more parameters in u. The total Sobol index,
STi =
∑
i∈u
Su, (3.20)
quantifies the total contribution of the parameter to the variance in the model.
Sobol indices are appealing measures of sensitivity for a model independently of its nature
and complexity. They characterize the effect of its exogenous parameters over the entire
ESSAY 3. GLOBAL SENSITIVITY ANALYSIS FOR IAM 85
specified uncertainty domain and explicitly quantify individual as well as joint effects. The
challenging feature, however, is the associated computational cost—hence the relevance
of more efficient methods for computing these indices (Saltelli et al., 2008; Blatman and
Sudret, 2010b; Saltelli and D’Hombres, 2010).
3.3.4 Polynomial chaos expansions
The traditional approach to calculating Sobol indices relies on Monte Carlo simulations,
known for both their asymptotic optimality and computational demands.6 The estima-
tion of a single sensitivity index from the decomposition above via Monte Carlo methods
typically requires 103 to 104 model evaluations. In an attempt to reduce the compu-
tational burden and make GSA methods applicable to large models, new methods for
computing sensitivity indices emerge, with polynomial chaos expansions (PCE) claiming
special attention.
PCE approximate the outcome of a model with a sum of multivariate orthogonal poly-
nomials of its parameters’ values, Ψα(Θ),
Y ≈
∑
α∈A
yαΨα(Θ). (3.21)
The specific form of orthogonal polynomials Ψα(Θ) is implied by the assumed PDFs
of parameters and can be derived using the Gram–Schmidt orthogonalization procedure.
Among commonly used distributions, for example, the uniform distribution would transfer
into the Legendre polynomials; the normal distribution into the Hermite polynomials.7
For non-standard distributions, random variables can be transformed into ones having
a standard distribution (see, for example, Le Gratiet et al., 2017). The approximation
(3.21) thus carries the characteristic of the uncertainty initially specified for the exogenous
inputs of the model.
For practical purposes the set of indices α in (3.21) is truncated (for example, by the
maximum degree of the polynomials Ψα(Θ)) to obtain a reduced set, A ⊂ NM .
The coefficients of the expansion, {yα}, can be estimated via least-square minimization
over the error ε in
Y =
∑
α∈A
yαΨα(Θ) + ε. (3.22)
A sample of points for the estimation can be generated by Monte Carlo simulation or
other experiment design technique such as Latin hypercube sampling or quasi-random
6The reader is referred to Saltelli and D’Hombres (2010) for an overview of Monte Carlo methods for
computing sensitivity indices.
7See Xiu and Karniadakis (2002) for the correspondence between some families of polynomials and
the probability distributions with respect to which they are orthogonal.
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sequences (Mckay et al., 1979; Woods and Lewis, 2017).
Applying the standard least-square approach is straightforward yet hardly feasible for
large polynomial bases. With a growing number of parameters in Θ or elements in A the
curse of dimensionality comes into play. Some recently proposed techniques successfully
overcome the issue by benefiting from the fact that typically only a small share of the
coefficients {yα} are different from zero. One way to build a parsimonious version of
approximation (3.21) is least-angle regression (LAR, Efron et al., 2004)—the forward
selection algorithm that discriminates the regressors based on their correlation with the
output Y . The size of the sparse polynomial basis is in this case limited by a maximum
number of elements in (3.21) or by a threshold value of the error of approximation.
The goodness of least-square minimization is directly measured by the empirical error
εemp =
1
n
n∑
k=1
(M(Θk)−MPC(Θk))2 , (3.23)
where Θk is the k-th vector of the values for the parameters, n is the sample size, and
MPC(Θk) is the PCE of the original model estimated for this vector. This sample-based
estimator, however, is subject to over-fitting and cannot be used as a model selection
criterion. Cross-validation technique offers an alternative, superior yet cheap estimator
(Blatman and Sudret, 2010a). It divides the sample into a training set and a validation
set; in the case of leave-one-out cross-validation the former contains all but one “point”
Θk, and leads to the expansion MPC\k(Θk). The corresponding leave-one-out error,
εLOO, is the average squared prediction error across the validation points,
εLOO =
1
n
n∑
k=1
(M(Θk)−MPC\k(Θk))2 . (3.24)
The leave-one-out error is sometimes expressed in relative terms—as its ratio to the total
variance of the output. Equation (3.24) can be conveniently reformulated using the full
expansion MPC(Θ) and the initial experimental design matrix (Blatman, 2009),
εLOO =
1
n
n∑
k=1
(M(Θk)−MPC(Θk))2
1− dAk
, (3.25)
where dAk is the k-th diagonal element of the matrix A(A
TA)−1AT , with matrix A con-
taining the values of the basis polynomials at the sample points (Akj = Ψj(Θk), k =
1, · · · , n; j = 1, · · · , card A). The leave-one-out error can therefore be directly esti-
mated from the PCE performed only once on the original sample.8
8To account for potential underestimation of the error in small samples without further model eval-
uations, εLOO can be multiplied by an additional correction factor; see Chapelle et al. (2002).
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An informative statistic based on εLOO and analogous to the determination coefficient R
2
in the standard regression approach is the so-called predictivity coefficient
Q2 = 1− εLOO
1
n
∑n
k=1 (M(Θk)− µY )2
, (3.26)
where µY is the sample mean of the output Y . The reference values of Q
2 that enable
accurate estimation of Sobol indices range from 0.99 to 0.999 (Blatman and Sudret, 2010b;
Le Gratiet et al., 2017).
3.3.5 Key advantages offered by PCE
The use of PCE enables several key features. First, the expansion (3.21), denoted by
MPC(Θ), is itself a ready-to-use meta-model (also called a surrogate model or emulator)
of the initial model; the meta-model can substitute the original model for any further
simulations, including Monte Carlo simulations for approximating the distribution of the
output.
Second, the coefficients of the expansion carry the information about the first two mo-
ments of the output ; namely, its mean, µPCY , and variance, Var
PC [Y ], can be estimated
from
µPCY = E
[MPC(Θ)] = y0, (3.27)
VarPC [Y ] = E
[(MPC(Θ)− µPCY )2] = ∑
α∈A,α 6=0
y2α. (3.28)
Third, univariate effects functions can be expressed in terms of the zero- and single-
variable components of the expansion (3.21),
E [M(Θ|Θi)] = y0 +
∑
α∈Ai
yαΨα(Θi), Ai = {α ∈ A : αi > 0, αi 6=j = 0}. (3.29)
Finally, and most importantly, the full set of Sobol indices can be computed analytically,
by rearranging the squared coefficients of the expansion (3.21) as follows (Sudret, 2008):
SPCu =
∑
α∈Au y
2
α
VarPC [Y ]
=
∑
α∈Au y
2
α∑
α∈A,α 6=0 y
2
α
. (3.30)
The use of PCE therefore enables a broad analysis of uncertainty in the model, includ-
ing the inference about the distribution of output, the relationship between the output
and individual exogenous parameters, and a full decomposition of the variance of the
model. An important property of the method is the drastic reduction in the number of
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model evaluations required for the analysis, with only the number needed for an accurate
approximation being necessary. This property is further explored in Section 3.4.6 below.
To apply the GSA methodology discussed above we use UQLab software framework
(Marelli and Sudret, 2014), which is especially designed for uncertainty quantification
and sensitivity analysis.
3.4 PCE-based GSA applied to DICE
We first use the PCE-based GSA method to examine the sensitivity of the model with
respect to a subset of only few input parameters—in a setting analogous to that in
Nordhaus (2008). We likewise choose the social cost of carbon in the year 2005 as the
main output quantity of interest and obtain the results consistent with that earlier study.
The inference stays robust to changes in the assumptions of probability distributions
specified for the input parameters.
The subsequent analysis of the full set of exogenous parameters, however, records a
notable difference in their ranking, featuring ones neglected in the aforementioned earlier
study’s setting. In such a full setting, in turn, we question the applicability of the
assumption of the independence of all the parameters to the DICE model and adjust
the GSA setting such that the intrinsic relationships essential for the model’s structure
are maintained throughout the analysis. As a result, some parameters involved in these
relationships appear more significant than the previously top-ranked ones. We conclude
the section with a demonstration of computational efficiency of the PCE-based GSA.
3.4.1 Analysis of a subset of parameters
Respecting the choices made by Nordhaus (2008), we preselect the same eight input
parameters (also used for the local analysis in Section 3.2.2) that presumably affect the
inference from the model the most, and assume that they are normally distributed, as
summarized in Table 3.1. We next solve the model on a sample of points generated from
these distributions. The low computational cost of DICE enables us to generate a large
set of input–output data for the subsequent PCE approximation (3.21). Yet we find
that for a PCE with the maximum polynomial degree 3 a sample of size as small as 200
satisfies the predictivity criterion Q2 > 0.99 from (3.26). We therefore use the expansion
based on this sample size for further calculations.9
Once the PCE approximation is obtained, we can use it as a meta-model and visualize the
9Increasing the sample size up to 1000 raises the predictivity coefficient Q2 to 0.999 but does not
noticeably influence the outcome of the sensitivity analysis. See Section 3.4.6 for a demonstration of
gains in goodness of approximation for larger samples and higher polynomial degrees.
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Figure 3.3: Histogram of the output quantity (social cost of carbon in 2005) generated
from the PCE meta-model of DICE by Monte Carlo simulations of size 106.
distribution of the social cost of carbon via Monte Carlo simulations at almost no cost.
Figure 3.3 shows the histogram of the output quantity from 106 evaluations of the meta-
model: given our uncertainty specification for the input parameters, the distribution
of the optimal carbon tax appears right-skewed, with an estimated mean $26.88 and
standard deviation of $19.15.
The univariate effect functions of the eight parameters computed via equation (3.29) are
shown in Figure 3.4 and display a few important features. The slope and nonlinear shape
of the function for the initial growth rate of TFP, gA0, suggests that its decline would in-
duce a dramatic increase in the social cost of carbon, while faster technological progress
would not imply a proportional decline in the SCC. Both the damage function coeffi-
cient, a2, and the asymptotic population limit, LASYM , affect the SCC approximately
linearly—the former inducing a much stronger marginal increase. The climate sensitivity
parameter, λ, has a similar marginal effect at the mean level of the SCC; smaller values
of λ are associated with a much lower—even negative for values of λ close to zero—cost
of carbon, whereas higher climate sensitivity gradually increases the costs. Changes in
the remaining four parameters are not expected to notably affect the optimal carbon tax.
From this figure alone the first-order Sobol indices are expected to be high for a2, λ, and
gA0. Total Sobol indices are likely to follow the gradation, unless the interaction effects
dominate the individual effects.
ESSAY 3. GLOBAL SENSITIVITY ANALYSIS FOR IAM 90
0 2 4 6
10-3
-20
0
20
40
60
0 2 4 6
-20
0
20
40
60
0 0.1 0.2
-20
0
20
40
60
4000 8000 12000
-20
0
20
40
60
0 1 2
-20
0
20
40
60
0.16 0.2
-20
0
20
40
60
4000 6000 8000
-20
0
20
40
60
-0.1 -0.06 -0.02
-20
0
20
40
60
Figure 3.4: Univariate effects of the eight selected parameters sorted by the magnitude of
their marginal effects. The horizontal black lines indicate the mean value of the output
variable SCC2005.
The first and total Sobol indices computed from (3.30) are shown in the left panel of
Figure 3.5. The results are consistent with Nordhaus (2008) and with our expectation:
The damage function coefficient, a2, contributes to the variance of the output the most,
followed by climate sensitivity, λ, and the initial growth rate of TFP gA0. Asymptotic
population size, LASYM , plays a far less significant role, while the effect of the uncertainty
in the rest of the parameters is negligible.
3.4.2 Effect of a change in parameter distributions
Parameter uncertainty in IAMs is highly debated but only partially explored in the liter-
ature: expert opinions on the importance of particular inputs (let alone their probability
distributions) often diverge, hampering policy assessment and the decision-making pro-
cess (Tol, 1995; Heal and Millner, 2014; Athanassoglou, 2015). To address the potential
concern about the strong dependence of the results of the analysis on the specification of
PDFs, we examine the effect of varying these distributional assumptions on the ranking
of the sensitivity indices.
In particular, we compare the benchmark case of normality assumed above to the most
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Figure 3.5: First and total Sobol indices for the eight selected parameters given the
assumptions of normal (left) vs uniform (right) distributions.
general case—that of uniform distributions. For each of the eight analyzed parameters,
we specify a uniform distribution bounded by ±2 standard deviations of their corre-
sponding normal distributions.10 The right panel of Figure 3.5 demonstrates that the
variance decomposition among the parameters is not noticeably affected by switching to
the alternative specification.
3.4.3 Analysis of the full set of parameters
The inference above relies on the preliminary subjective selection of a set of parameters
that potentially have a strong effect on the SCC. In this section we take full advantage
of the global method and expand the analysis to the complete set of all parameters of
DICE to check if the eight selected parameters are indeed the most influential ones.
Only a very few of the parameters of DICE have their distributions discussed in the
literature; hence, it would be highly speculative to impose specific assumptions on the
PDFs of all parameters. We therefore follow the practice of Harenberg et al. (2019) and
Anderson et al. (2014) and perform a generalized experiment by treating all parameters
equally and assuming that we do not have any information on their probability distribu-
tions. We assign uniform distribution as one maximizing information variability to all
parameters, with the support defined by [0.9× Θ¯i, 1.1× Θ¯i], where Θ¯i is the default value
of the parameter Θi in DICE.
The approximation (3.21) built on the full set of 36 input parameters naturally requires a
notably larger sample size and a reasonable restriction to be imposed on the degree of the
multivariate polynomials, so that the estimation of the coefficients, {yα}, stays feasible.
We choose to restrict the total polynomial degree to 2 and find that a sample of size 500
10The results of the sensitivity analysis shown here also hold for a wider support (±3 standard devia-
tions of the corresponding normal distributions) of the uniform distributions.
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Figure 3.6: First and total Sobol indices for the 10 most important out of all parameters,
for the social cost of carbon in 2005 as the output quantity of interest.
is enough to reach a predictivity level as high as Q2 = 0.994.
The computed Sobol indices reveal a notable difference to the previous, restricted setting.
Figure 3.6 shows the parameters with the 10 largest total Sobol indices (the parameters
are listed in Table 3.3). The biggest effects are attributed to the damage function ex-
ponent, a3, capital elasticity, γ, and elasticity of marginal utility of consumption, α—all
three missing in the subset selected for the previous analysis. The resulting ranking
therefore suggests that it can be highly misleading to rely on a prior subjective judgment
about the importance of input parameters. To infer a model’s sensitivity to the uncer-
tainty in its input factors it is necessary to consider their complete set and discriminate
among the parameters based on a full quantitative decomposition of uncertainty in the
model.
The ranking and the conclusion above is in agreement with Anderson et al. (2014), even
though we do not find significant interaction effects: all second-order interactions together
stand for just over 3% of the total variance in the output.
3.4.4 The issue of dependence
The sensitivity analysis in the previous sections appears comprehensive yet it overlooks
one important issue—the implausibility of the assumption of independence among the
parameters of an IAM. In fact, the GSA literature warns against the universal treatment
of all parameters as independent. Formally, in the presence of correlations or other
dependencies the orthogonality of the summands in Sobol decomposition (3.15) can no
longer be ensured, and hence the variance decomposition (3.17) is not straightforward
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Table 3.3: Parameters with the highest total Sobol indices and their initial values.
Parameter Definition Value
a3 Damage function exponent 2
γ Capital elasticity 0.3
α Elasticity of marginal utility of consumption 2
λ Climate sensitivity 3
a2 Damage function coefficient 0.0028
A0 Initial level of TFP 0.027
η Radiative forcing of equilibrium CO2 doubling 3.8
β Discount factor 0.05
LASYM Asymptotic population 8,600
C1 Temperature transition parameter 0.22
to obtain (Borgonovo and Plischke, 2016). Saltelli and Tarantola (2002) show that the
spurious significance of the sensitivity indices is one result of such a misapplication of GSA
based on variance decomposition. They propose a framework for the analysis of models
with correlated inputs and advocate the use of first-order variances (or, in relative terms,
first-order sensitivity indices) as sensitivity measures in the presence of correlations.
In the case of DICE, the issue is even stronger than some intrinsic correlation between
its parameters. Not only do some parameters depend on one another, but such depen-
dences are implicitly embedded into the model as its fundamental relationships. William
Nordhaus emphasizes one such fundamental relationship—that between discount rate and
consumption elasticity—in his critical response to the Stern Review (Stern et al., 2006),
However, in calibrating a growth model, the time discount rate and the con-
sumption elasticity cannot be chosen independently if the model is designed
to match observable real interest rates and savings rates. Nordhaus (2008, p.
178)
The fallacy of by default imposing the assumption of independence on all parameters
also enters GSA analysis: a model is often considered as a “black box” when its structure
appears relatively complex. In their global analysis of DICE, both Anderson et al. (2014)
and Butler et al. (2014), for example, assume the independence of the parameters and
pool them all together. As the rest of this section demonstrates, careful practice leads to
a different inference on the factors that determine the value for SCC in the model.
We identify several relationships that are critical to maintain within the structure of
DICE and analogous IAMs under GSA scrutiny.
Ramsey rule. In its nature, DICE is a neoclassical optimal growth model that maximizes
social welfare in the utilitarian framework. One well-established result is that, in such
a framework, when the social optimum is achieved, a basic economic relation called the
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Ramsey rule has to hold. The Ramsey rule states that, in an equilibrium, the optimal
rate of return on capital r∗ is defined by the discount rate ρ, the consumption elasticity
α, and the equilibrium growth rate of consumption g∗ as
r∗ = ρ+ αg∗. (3.31)
In contrast to the original setting of the optimal growth theory, in DICE both the growth
rate, g, and the rate of return on capital, r, are endogenous, and for any pair {r∗, g∗}
there are multiple pairs {ρ, α} that would lead to a solution close to these optimal values.
The value of consumption elasticity, α, is therefore calibrated in conjunction with the
pure rate of time preference, ρ. Consequently, every time the assumption on α changes
the model has to be recalibrated such that the new value of ρ is the one that brings the
optimal rate of return on capital the closest to the benchmark value of 0.055 (Nordhaus,
2008, p. 61).
For our analysis we therefore consider the pair {r∗, α}—not {ρ, α}—as independent. Our
GSA algorithm randomly generates the values for α and target values for r around their
central values. The rate of time preference, ρ, is consequently calibrated such that it
brings the return on capital, r, the closest to the target level r∗.
Climate damages. The damage function in an IAM quantifies the impact of the increase
in atmospheric temperature on the economic output. In DICE this function takes the
reduced quadratic form
Ωt =
1
1 + a2T
a3
At
(3.32)
calibrated to match the estimated damage to the world GDP, aggregated from 12 regions,
at the levels of warming 0, 2.5, and 6 (Nordhaus and Boyer, 2000). Because the
values for the parameters a2 and a3 are set simultaneously to match the target levels of
damage, we need to adjust their sampling. Following van den Bijgaart et al. (2016), we
define ω as the level of damage associated with the benchmark level of 3 and then for
every randomly chosen value of a3 set a2 = 3
−a3ω. Such reformulation allows us to pick
the values for both ω and a3 independently.
Production function. The production function in DICE is of a standard Cobb–Douglas
form with capital K, labor L, and technology A as its inputs and the elasticity of capital γ.
As defined in the model, this relationship should hold for the initial stage of the economy
as well. This implies that the calibrated parameters A0 and γ cannot be simultaneously
set to arbitrary values. The initial level of technology, A0, instead has to be set to satisfy
Y GROSS0 = A0K
γ
0L
1−γ
0 . (3.33)
For this reason, every time an algorithm randomly picks a value for γ and initial values
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for Y0, K0, and L0 from the corresponding distributions, A0 is determined by these values.
Initial state of the climate system. One physical property of the climate system is
that the warming induced by a doubling in the concentrations of CO2 stays unchanged
(and this law holds for most of greenhouse gases); that is, the average global surface
temperature rises by the same amount each time the concentration increases twofold. A
key notion that characterizes the climate module of an IAM is thus its equilibrium climate
sensitivity, ∆T2×CO2 . This parameter defines the expected rise in the average global
surface temperature, TAt , in response to a doubling in the concentrations of CO2, MATt ,
with respect to some reference level at time t = 0, typically taken as the preindustrial
level (Flato et al., 2013). The change in atmospheric temperature induced by any change
in CO2 concentrations can therefore be inferred from the number of such “doublings”.
Formally, the long-term equilibrated temperature change can thus be approximated by
the following relationship:
TAt = ∆T2×CO2
log
(
MATt
MAT0
)
log(2)
, (3.34)
where the reference value of concentrations is the preindustrial level, MAT0 = MAT1750 .
In DICE, the initial level of CO2 concentrations, MAT2005 , the initial temperature anomaly,
TA2005 , and climate sensitivity, ∆T2×CO2 , are the three parameters set to respect this fun-
damental relationship and therefore should not be disentangled. A logical way to proceed
is to pick random values for climate sensitivity and the initial level of atmospheric CO2
concentrations and infer the temperature anomaly from these two values using (3.34). In
this case, however, the two parameters ∆T2×CO2 and MAT2005 cannot be drawn indepen-
dently: the lower bound of the distribution of MAT2005 depends on the value of ∆T2×CO2
and should be set such that, in accordance with the model’s assumptions, the initial tem-
perature anomaly does not drop below 0. Instead, we set an opposite relationship—the
algorithm randomly picks TA2005 and ∆T2×CO2 and calculates MAT2005 from (3.34) as
11
MAT2005 = exp
(
log(MAT1750) +
log(2)
∆T2×CO2
T 1750A2005
)
= exp
(
log(MAT1750) +
log(2)
∆T2×CO2
(
T 1900A2005 + 0.5883
))
. (3.35)
The reformulation thereby leaves us with two independently drawn parameters and the
third one, MAT2005 , determined by their values.
11DICE specifies the temperature anomaly with respect to the year 1900, denoted here as T 1900At ,
whereas the ratio of the concentrations refers to the preindustrial level (the year 1750). Therefore, for
consistency of (3.34), we calculate T 1750At from the initial setting of the model and find the difference
T 1750At − T 1900At = 0.5883.
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Figure 3.7: First and total Sobol indices for the parameters that explain at least 1 percent
of the variance in the SCC, in the setting adjusted for the fundamental relationships.
Short-term adjustment of the climate system. The carbon cycle in DICE can be
written in terms of the vector of the atmospheric, upper layer, and lower ocean CO2
concentrations, Mt = [MATt MUt MLt ]
′, and a transition matrix B among these layers,
Mt+1 = BMt + [Et 0 0]
′ , (3.36)
where
B =
b11 b21 0b12 b22 b32
0 b23 b33
 =

1− b12 b12MATMU 0
b12 1− b21 − b23 b23MUML
0 b23 b33
 . (3.37)
The transition matrix B is fully described by its two parameters b12 and b23, which are
calibrated simultaneously to fit a benchmark impulse response function. The impulse re-
sponse function defines the fraction of CO2 remaining in the atmosphere several decades
after an impulse of CO2 emissions. This target fraction itself can be varied independently,
while the pair {b12, b23} has to be tuned to bring the system to this new target impulse
response.
3.4.5 Final results of the analysis
The largest sensitivity indices from the analysis with all the adjustments are shown in
Figure 3.7. Additionally, Appendix 3.B includes the histogram of the simulated value
for SCC and reports the strongest univariate effects; the full set of Sobol indices for this
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setting is reported in Table 3.B.12 The most prominent result of the refined setting is that
the value for SCC is indeed strongly influenced by the output—in agreement with the
proportionality claimed in the analytical literature. This and other components of the
production function of the same period together explain more than a half of the variance
in the value for the optimal carbon tax.
Among all economic parameters the most important ones are the same-period (in this
case, initial) output and capital levels, Y0 and K0, the rates of return on capital, r,
and of capital depreciation, δK , the capital elasticity, γ, the initial and asymptotic sizes
of population, L0 and LASYM , and the rate of technological progress, gA0 . None of
these parameters directly participates in the analytical formulas 3.12. Two of them—L0
and LASYM—enter the formula through the growth rate of population, which in DICE
is largely determined by the initial and the asymptotic values. The rate of return on
capital, r, can be considered as the parameter that defines the values for two other
important parameters—the time discount rate and the elasticity of marginal utility of
consumption—and thereby reflects their importance. Another economic factor in the
formula—the rate of growth for consumption—is endogenous in DICE and stems from
the decision variable Ct. A more detailed analysis reveals that the parameters mentioned
above, in fact, explain this rate of growth to a large extent. In support of the claim, Table
3.C summarizes the results of a linear regression of the growth rate of consumption on the
involved parameters—with Y0, K0, r, gA0 , and δK placed among the most significant ones.
Consistent with this hypothesis, the first three of these parameters exhibit the highest
degrees of interaction (see the largest interaction indices reported in Figure 3.C).
The rest of the results are also in line with the analytical inference: Among the param-
eters of the climate module the analysis features those that govern the persistence of
atmospheric carbon dioxide, b12; the long-term equilibration of the atmospheric tempera-
ture, η and C1; and the connection of the two—climate sensitivity parameter, λ. Finally,
the interaction of the two systems is described by the shape of the damage function, and
quantified by the severity of the damage to the economy with every degree of temperature
rise, ω, which thereby contributes to the marginal costs of CO2 emissions.
In general, the results of our analysis are consistent with the analytical evidence in the
literature and carry the careful dependence-adjusted reformulations of the relationships
embedded in DICE.
12In this setting adjusted for the fundamental relationships the same sample size—500 model funs—
reaches a predictivity level Q2 = 0.9846. Larger samples (≥ 1500 runs) raise the criterion to the
recommended benchmark value of 0.99, but they support the same inference—with only minor changes
(of order 10−3) in the values for the sensitivity indices and no changes in their ranking.
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Figure 3.8: Computational efficiency of sparse PCE for the analysis of a subset param-
eters in Section 3.4.1. The left panel shows relative approximation error for increasing
sample sizes and polynomial degrees; the right panel, the sparsity of the corresponding
polynomial bases (i.e. the ratio of sparse bases to the full bases).
3.4.6 Computational efficiency
The IAM literature is indeed departing from conventional Monte Carlo methods in search
of more efficient ones. In one of the first sensitivity analyses of DICE, Nordhaus (2008)
uses 100 model runs to infer the impact of the uncertainty in selected parameters—a
relatively expensive assessment of the effect of changes on a restricted parameter space.
Turning to global methods and the large samples required, Butler et al. (2014) examine
the convergence of individual Sobol indices for the parameters in DICE for the sample
sizes of the order 106. Anderson et al. (2014) apply a much more efficient method to
calculate the sensitivity measures for all parameters; the method still requires a Monte
Carlo sample of 105 model runs.
The prominent feature of our analysis is the small number of model runs required by the
undertaken GSA approach. The efficiency of PCE for sensitivity analysis is demonstrated
in Sudret (2008) and Blatman and Sudret (2010b), its fast convergence supported by later
practical implementations (e.g., Arwade et al., 2010; Younes et al., 2013; Harenberg et al.,
2019).
The computational costs of our PCE-based global analysis of DICE are notably low. To
demonstrate this argument, the left panel of Figure 3.8 depicts the relative approximation
error in the case of a subset of eight parameters in Section 3.4.1, for increasing sample
sizes and polynomial degrees. The green squares in this figure mark all settings that
meet the goodness of approximation criterion from Section 3.3.4. Additionally, the right
panel of this figure shows the corresponding sparsity index of the sparse polynomial basis
defined as the ratio of non-zero polynomial coefficients in the approximation (3.21) to the
size of the full basis A. For illustration purposes, the pink squares mark the combinations
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where less than 10% of the elements are kept in the expansion.
In the analysis in Section 3.4.1 a sample of a size as small as 200 and the maximum
polynomial degree of 3 provided an approximation with an error of less than 1% of the
total variance. The sparse polynomial basis in this case is less than a half of the full basis.
The analysis in Section 3.4.5 is based on the full parameter space and naturally requires
a larger sample for constructing an accurate PCE approximation; yet, a sample as small
as 500 runs proves sufficient in this case. The PCE-based approach can thereby make
global sensitivity analysis an affordable routine for IAM models of higher complexity.
3.5 Conclusion
This paper addresses the call in the literature for more transparency with regard to and
a greater scrutiny of IAMs. We argue for incorporating global sensitivity analysis as a
common practice in integrated assessment modeling. GSA offers a detailed representation
of uncertainty in a model given the uncertainty assumed for its parameters. In particular,
variance-based GSA differentiates all exogenous parameters according to their contribu-
tion to the total variance of output, made directly or through interrelation with other
parameters. Variance-based GSA can be efficiently carried out through polynomial chaos
expansions, which substitute the original model with its polynomial approximation.
PCE method provides a “shortcut” to decomposing the variance of the model and in-
forms the modeler about the distribution of the output quantity implied by the initial
distributional assumptions on the inputs. The efficient calculation of sensitivity indices
via PCE significantly reduces the computational costs of the analysis and thereby enables
its application to much more sophisticated IAMs. The sample size in this case needs only
to be large enough to enable accurate approximation.
To demonstrate the benefits of the suggested approach, we apply the PCE-based GSA
method to a benchmark integrated assessment model, DICE. Our analysis, in agreement
with existing studies, suggests that incorporating the full set of its parameters is essen-
tial for a viable analysis. An equally important requirement is careful consideration of
the relationships among the parameters that are fundamental to the model’s structure.
Reformulations or recalibrations might be needed for the GSA methods to be applicable.
Given the limited number of model runs required by the implemented efficient GSA
method, it renders affordable comprehensive sensitivity analysis for much more complex
IAMs and allows them to be included in GSA intercomparison projects.
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3.A Parameters in DICE
Overall DICE has 51 exogenous parameters that fully specify its economic module, climate
module, the interaction of the two, and the general model settings. The parameters, their
full names and default values are listed in Table 3.A below.
Some of the values specified as parameters, however, appear redundant. Namely, the
value of the initial level of output, Q0, is never used in the code, as the actual initial level
is defined by the general specification of the production function for all periods.
Next, the transition matrix for the CO2 concentrations is in fact determined by two out
of its seven coefficients, which makes specifying the values for b11, b21, b22, b32, and b33
unnecessary.
We also chose to omit the parameters that have the default value 0 from the analysis
in order to adhere to the initial specification of the model; for example, to the reduced
quadratic form of the damage function. These omitted parameters are DSIG2, A1, and
DPARTFRACT.
We do not vary the parameters that tune DICE to particular participation or mitiga-
tion scenarios. Thus, the maximum rate of mitigation, LIMMIU, and the participation
parameters PARTFRACT1, PARTFRACT2, and PARTFRACT21 are always kept at 1,
which enables the unrestricted optimization scenario.
Finally, the two scaling parameters, scale1 and scale2, magnify the utility function but
do not influence the calculations and therefore are omitted from the analysis.
All in all, we are left with the set of 36 parameters, and in our analysis refer to it as the
full set of exogenous parameters in DICE.
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Table 3.A: Parameters in DICE. The parameters that do not participate in this study for
the reasons described in Section 3.A are marked gray.
Parameter Notation Definition Value
Preferences
B ELASMU α Elasticity of marginal utility of consumption 2.0
B PRSTP ρ Rate of social time preference, per year 0.015
Population and technology
POP0 L0 Initial population (2005, millions) 6514
GPOP0 gL0 Growth rate of population, per decade 0.35
POPASYM LASYM Asymptotic population (millions) 8600
A0 A0 Initial level of total factor productivity 0.02722
GA0 gA0 Initial growth rate for technology, per decade 0.092
DELA δA Decline rate of technology change, per decade 0.001
DK δK Depreciation rate on capital, per year 0.100
GAMA γ Capital elasticity in production function 0.300
Q0 Y0 Initial world gross output (2005, trill US dollars) 61.1
K0 K0 Initial value of capital (2005, trill US dollars) 137
Emissions and carbon cycle
SIG0 σ0 CO2-equivalent emissions-to-GNP ratio, 2005 0.13418
GSIGMA gσ Initial growth of decarbonization, per decade -0.0730
DSIG σ Decline rate of decarbonization, per decade 0.003
DSIG2 σ2 Quadratic term in decarbonization 0
ELAND0 ETREE0 Initial carbon emissions from land (2005, GtC) 11.000
FOSSLIM CCum Maximum cumulative extraction fossil fuels 6000
MAT2000 MAT2005 Initial concentration in atmosphere (2005, GtC) 808.9
MU2000 MU2005 Initial concentration in upper strata (2005, GtC) 1255
ML2000 ML2005 Initial concentration in lower strata (2005, GtC) 18365
b11 b11 Carbon cycle transition, persistence in atmosphere 0.810712
b12 b12 Carbon cycle transition, atmosphere to upper layer 0.189288
b21 b21 Carbon cycle transition, upper layer to atmosphere 0.097213
b22 b22 Carbon cycle transition, persistence in upper layer 0.852787
b23 b23 Carbon cycle transition, upper to lower layer 0.05
b32 b32 Carbon cycle transition, lower to upper layer 0.003119
b33 b33 Carbon cycle transition, persistence in lower layer 0.996881
Climate model
T2XCO2 λ Equilibrium temperature impact of CO2 doubling () 3
FEX0 FEX0 Initial forcings of non-CO2 GHG, 2005 -0.06
FEX1 FEX1 Estimate of 2100 forcings of non-CO2 GHG 0.30
TOCEAN0 TO0 Initial lower ocean temperature change (1900 to 2005, ) 0.0068
TATM0 TA0 Initial atmospheric temperature change (1900 to 2005, ) 0.7307
C1 C1 Climate-equation coefficient for upper stratum 0.220
C3 C3 Transfer coefficient upper to lower stratum 0.300
C4 C4 Transfer coefficient for lower stratum 0.050
FCO22X η Radiative forcings from equilibrium CO2 doubling 3.8
Climate damage and abatement
A1 a1 Damage function, intercept 0
A2 a2 Damage function, quadratic term 0.0028388
A3 a3 Damage function, exponent 2.00
EXPCOST2 θ2 Exponent of control cost function 2.8
PBACK pBACK Cost of backstop, (thousand US dollars per tC) 1.17
BACKRAT rBACK Ratio initial to final backstop cost 2
GBACK gpBACK0 Initial cost decline backstop (percent per decade) 0.05
LIMMIU µMAX Upper limit on emissions control rate 1
Participation and other parameters
PARTFRACT1 fPART1 Fraction of emissions under control regime in 2005 1
PARTFRACT2 fPART2 Fraction of emissions under control regime in 2015 1
PARTFRACT21 fPART21 Fraction of emissions under control regime in 2205 1
DPARTFRACT δfPART Decline rate of participation 0
scale1 s1 Scaling coefficient in the objective function 194
scale2 s2 Scaling coefficient in the objective function 381800
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3.B Detailed results of the analysis
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Figure 3.A: Histogram of the output quantity (social cost of carbon in 2005) generated
from the PCE meta-model of DICE by Monte Carlo simulations of size 106, in the full
setting adjusted for the fundamental relationships.
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Figure 3.B: The first 10 strongest univariate effects, in the full setting adjusted for the
fundamental relationships. The horizontal black lines indicate the mean value of the
output variable SCC2005.
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Table 3.B: Sobol indices for the full set of parameters in the final, dependence-adjusted
setting in Section 3.4.4. For every parameter, the columns ST and S1 report its total and
first Sobol indices; SI reports the sum of all interactions of this parameter.
Parameter Short definition ST S1 SI
Y0 Initial output 0.3001 0.2518 0.0482
r Return on capital 0.2696 0.2283 0.0413
γ Capital elasticity 0.1825 0.1412 0.0413
K0 Initial capital 0.1357 0.1046 0.0312
ω Damage at 1 0.0355 0.0311 0.0044
λ Climate sensitivity 0.0331 0.0295 0.0036
L0 Initial population 0.0312 0.0263 0.0049
LASYM Asymptotic population 0.0264 0.0243 0.0021
gA0 Initial growth rate for TFP 0.0214 0.0177 0.0037
η Radiative forcings from CO2 doubling 0.0179 0.0172 0.0007
C1 Climate coefficient, upper stratum 0.0117 0.0113 0.0005
δK Depreciation rate on capital 0.0112 0.0094 0.0018
b12 Carbon transition, atm. to upper layer 0.0100 0.0088 0.0012
MU2005 Initial concentration in upper strata 0.0011 0.0010 0.0001
C3 Heat transfer upper to lower stratum 0.0011 0.0009 0.0002
a3 Damage function exponent 0.0009 0.0009 0.0000
TA0 Initial atmospheric temperature 0.0008 0.0007 0.0001
σ0 Emissions-to-GNP ratio 0.0007 0.0007 0.0000
σ Decline rate of decarbonization 0.0005 0.0000 0.0005
θ2 Exponent of control cost function 0.0003 0.0002 0.0001
pBACK Cost of backstop 0.0003 0.0001 0.0002
gL0 Growth rate of population 0.0003 0.0002 0.0001
gσ Initial growth of decarbonization 0.0003 0.0000 0.0003
ML2005 Initial concentration in lower strata 0.0003 0.0001 0.0002
FEX0 Initial forcings of non-CO2 GHG 0.0002 0.0000 0.0002
TO0 Initial lower ocean temperature 0.0002 0.0000 0.0002
FEX1 Forcings of non-CO2 GHG in 2100 0.0002 0.0000 0.0002
CCum Maximum cumulative fossil fuels 0.0001 0.0000 0.0001
ETREE0 Initial emissions from land 0.0001 0.0000 0.0001
C4 Transfer coefficient for lower stratum 0.0001 0.0000 0.0001
α Elasticity of marginal utility 0.0000 0.0000 0.0000
gpBACK0 Initial cost decline backstop 0.0000 0.0000 0.0000
δA Decline rate of TFP change 0.0000 0.0000 0.0000
rBACK Ratio initial to final backstop cost 0.0000 0.0000 0.0000
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Figure 3.C: The first 10 parameters with the largest second-order Sobol indices (top) and
the first 10 largest interactions for pairs of parameters (bottom), in the setting adjusted
for the fundamental relationships.
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Table 3.C: Results for the regression of the growth rate of consumption in DICE on the
input parameters, in the full setting adjusted for the fundamental relationships.
Dependent variable:
Growth rate of consumption
Estimate St. error t-statistic p-value
r -3.0230 0.0211 -143.1783 0
Y0 0.0064 2.0893e-05 305.1161 0
K0 -0.0026 8.5296e-06 -305.4387 0
α -0.0050 0.0006 -8.5828 0
L0 -6.1192e-06 1.7906e-07 -34.1733 0
LASYM 4.3936e-06 1.3512e-07 32.5161 0
gL0 0.0308 0.0033 9.2605 0
gA0 1.8051 0.0126 143.1294 0
δK -1.1364 0.0116 -97.6792 0
γ 1.4464 0.0039 372.9036 0
η -0.0009 0.0003 -2.9175 0.0036
ω -0.1103 0.0455 -2.4221 0.0155
MU2005 -2.2244e-06 9.2874e-07 -2.3951 0.0167
b12 0.0073 0.0034 2.1745 0.0298
CCum 3.6164e-07 1.9419e-07 1.8623 0.0627
δA -2.0640 1.1642 -1.7729 0.0764
gpBACK0 0.0385 0.0232 1.6571 0.0977
TA0 -0.0023 0.0016 -1.4412 0.1497
C1 -0.0073 0.0053 -1.3679 0.1715
a3 0.0007 0.0006 1.2305 0.2187
σ0 -0.0104 0.0087 -1.1957 0.2320
θ2 0.0004 0.0004 0.9879 0.3233
C3 0.0038 0.0039 0.9803 0.3271
TO0 0.1593 0.1714 0.9290 0.3530
C4 -0.0207 0.0234 -0.8867 0.3754
FEX0 0.0164 0.0194 0.8472 0.3970
pBACK 0.0006 0.0010 0.6203 0.5351
λ -0.0002 0.0004 -0.6072 0.5438
ML2005 3.315e-08 6.3264e-08 0.5240 0.6003
gσ -0.0079 0.0159 -0.4988 0.6180
ETREE0 -3.4161e-05 0.0001 -0.3227 0.7470
FEX1 -0.0012 0.0039 -0.3216 0.7478
σ -0.0299 0.3870 -0.0773 0.9384
rBACK -5.3099e-06 0.0005 -0.0091 0.9927
(Intercept) -0.1508 0.0067 -22.5366 0
Observations 2000
R2 0.9948
Adjusted R2 0.9947
Residual Standard Error 0.0030
F Statistic 1.11e+04
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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