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Abstract
Theorem 3 of Baksalary and Pukelsheim [Linear Algebra Appl. 151 (1991) 135] asserts
that if both A and B are Hermitian nonnegative definite matrices, then the star order A
∗
 B
between them and the star order A2
∗
 B2 between their squares are equivalent and they imply
the commutativity property AB = BA. In this paper, relationships between the three condi-
tions mentioned above are reinvestigated in situations where the assumptions on A and B
are completely or partially relaxed. Some results concerning the star order are obtained as
corollaries to corresponding results referring to the left-star and right-star orders introduced
by Baksalary and Mitra [Linear Algebra Appl. 149 (1991) 73].
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1. Introduction
Let Cm,n be the set of m× n complex matrices. The symbols K∗, R(K), and
r(K) will denote the conjugate transpose, range, and rank, respectively, of K ∈ Cm,n.
Moreover, In will be the identity matrix of order n and CUn , C
I(1)
n , and CEPn will stand
for the subsets of Cn,n consisting of unitary matrices, matrices of index 1, and EP
matrices, i.e., CUn = {K ∈ Cn,n: KK∗ = In}, CI(1)n = {K ∈ Cn,n: r(K) = r(K2)}, and
CEPn = {K ∈ Cn,n:R(K) = R(K∗)}.
Four matrix partial orderings defined in Cm,n are considered in this paper. The
first of them is the star ordering introduced by Drazin [5], which is determined by
A
∗
 B ⇔ A∗A = A∗B and AA∗ = BA∗. (1.1)
Modifying (1.1), Baksalary and Mitra [3, p. 76] proposed the left-star and right-star
orderings which can be specified by
A ∗ B ⇔ A∗A = A∗B and R(A) ⊆ R(B) (1.2)
and
A ∗ B ⇔ A∗ ∗ B∗. (1.3)
The fourth partial ordering of interest is the minus (rank subtractivity) ordering de-
vised by Hartwig [6] and independently by Nambooripad [8]. It admits a character-
ization in the form
A
−
 B ⇔ r(B− A) = r(B)− r(A).
Theorem 2.1 in [3] indicates that the left-star and right-star orderings are located
between the star and minus orderings in the sense that
A
∗
 B ⇔ A ∗ B, A ∗ B and A ∗ B ⇒ A − B. (1.4)
Baksalary and Pukelsheim [4, Theorem 3] showed that, for any Hermitian non-
negative definite matrices A and B,
A
∗
 B ⇔ A2 ∗ B2 ⇒ AB = BA. (1.5)
It appears that none of the four implications comprised in (1.5) remains valid when
A,B ∈ Cn,n are admitted to be arbitrary. The example in which
A =
(
1 1
0 0
)
and B =
(
1 1
1 −1
)
, (1.6)
originally given in [2, Section 2], shows that A
∗
 B does not imply A2
∗
 B2 and
AB = BA, and the example in which
A =
(
0 0
1 0
)
and B =
(
0 1
−1 0
)
shows that A2
∗
 B2 does not imply A
∗
 B and AB = BA.
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In view of the above observation, one way to reinvestigate the problem is to look
for subsets of Cn,n within which all or some of relationships (1.5) are satisfied. This
approach is represented for instance by Theorem 2.1 in [2] asserting that in all cases
where A is an EP matrix,
A
∗
 B ⇒ A2 ∗ B2 and AB = BA.
Another approach to revisit (1.5), which is the one adopted in the present paper,
consists in establishing new relationships composed of the conditions involved in
(1.5), for instance the implications
A
∗
 B and AB = BA ⇒ A2 ∗ B2 (1.7)
and
A
∗
 B and A2
∗
 B2 ⇒ AB = BA. (1.8)
Considerations concerning validity of (1.7), (1.8), and their variants are presented in
Section 3, while Section 2 contains results which, although developed as auxiliary
from the point of view of the present paper, are actually of general interest.
2. Preliminary results
The lemma below contains modified versions of characterizations of the orders
A
∗
 B and A
−
 B developed by Hartwig and Styan [7, Theorems 1, 2 and Corol-
lary 1(b)] and similar characterizations of A ∗ B and A ∗ B given by Baksalary
et al. [1, Theorem 2.1]. Notice that the assumption r(A) < r(B) adopted in this
lemma and in several further results of the present paper is natural, for otherwise
each of the orders considered holds merely when A = B.
Lemma 2.1. Let A,B ∈ Cm,n and let a = r(A) < r(B) = b. Then
A
∗
 B ⇔ A = U
(
D1 0
0 0
)
V∗ and B = U
(
D1 0
0 D2
)
V∗, (2.1)
A ∗ B ⇔ A = U
(
D1 0
0 0
)
V∗ and B = U
(
D1 0
D2S D2
)
V∗, (2.2)
A ∗ B ⇔ A = U
(
D1 0
0 0
)
V∗ and B = U
(
D1 RD2
0 D2
)
V∗, (2.3)
A
−
 B ⇔ A = U
(
D1 0
0 0
)
V∗ and B = U
(
D1 + RD2S RD2
D2S D2
)
V∗,
(2.4)
where in each case U ∈ Cm,b and V ∈ Cn,b are such that U∗U = Ib = V∗V, D1 and
D2 are positive definite diagonal matrices of degree a and b − a, respectively, and
R ∈ Ca,b−a and S ∈ Cb−a,a in (2.2)–(2.4) are arbitrary.
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In what follows, we will frequently refer to certain properties of the b × b matrix
W = V∗U =
(
W11 W12
W21 W22
)
, (2.5)
where U and V are matrices taken from representations (2.1)–(2.4) of A and B (under
the additional assumption that m = n). Notice that if U and V are partitioned as
U = (U1: U2) and V = (V1: V2), where U1,V1 ∈ Cn,a and U2,V2 ∈ Cn,b−a, then
Wij = V∗i Uj , i, j = 1, 2, and thus W11 ∈ Ca,a, W12 ∈ Ca,b−a,W21 ∈ Cb−a,a, and
W22 ∈ Cb−a,b−a.
Theorem 2.1. Let A,B ∈ Cn,n be of ranks a = r(A) < r(B) = b and let W be the
matrix of the form (2.5) generated by U and V involved in representations of A and
B in (2.1), (2.2), and (2.4), respectively.
(a) If A ∗ B, i.e., if A and B have forms as in (2.1), then
AB = BA ⇔ W12 = 0 and W21 = 0. (2.6)
(b) If A ∗ B, i.e., if A and B have forms as in (2.2), then
AB = BA ⇔ W12 = 0 and SW11 +W21 = 0. (2.7)
(c) If A − B, i.e., if A and B have forms as in (2.4), then
AB = BA ⇔ W11R+W12 = 0 and SW11 +W21 = 0. (2.8)
Proof. Commutativity of A and B having forms as in (2.1) means that
U
(
D1 0
0 0
)(
W11 W12
W21 W22
)(
D1 0
0 D2
)
V∗
= U
(
D1 0
0 D2
)(
W11 W12
W21 W22
)(
D1 0
0 0
)
V∗,
which is equivalent to
D1W12D2 = 0 and D2W21D1 = 0.
Due to nonsingularity of D1 and D2, these equalities simplify to W12 = 0 and W21 =
0, thus establishing (2.6). Similarly, commutativity of A and B having forms as in
(2.2) means that
U
(
D1 0
0 0
)(
W11 W12
W21 W22
)(
D1 0
D2S D2
)
V∗
= U
(
D1 0
D2S D2
)(
W11 W12
W21 W22
)(
D1 0
0 0
)
V∗,
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which reduces to
D1W12D2 = 0, D2SW11D1 + D2W21D1 = 0, (2.9)
while commutativity of A and B having forms as in (2.4) means that
U
(
D1 0
0 0
)(
W11 W12
W21 W22
)(
D1 + RD2S RD2
D2S D2
)
V∗
= U
(
D1 + RD2S RD2
D2S D2
)(
W11 W12
W21 W22
)(
D1 0
0 0
)
V∗,
which reduces to
D1W11RD2 + D1W12D2 = 0, D2SW11D1 + D2W21D1 = 0. (2.10)
Simplifications of the equations in (2.9) and (2.10) to those in (2.7) and (2.8) are
obvious. 
The second original result of this section reveals conditions which should be added
to the star and left-star orders between A and B to achieve the corresponding partial
orders between A2 and B2.
Theorem 2.2. Let A,B ∈ Cn,n be of ranks a = r(A) < r(B) = b and let W be the
matrix of the form (2.5) generated by U and V involved in representations of A and
B in (2.1) and (2.2), respectively.
(a) If A ∗ B, i.e., if A and B have forms as in (2.1), then
A2
∗
 B2 ⇔ W∗11D21W12 = 0 and W21D21W∗11 = 0. (2.11)
(b) If A ∗ B, i.e., if A and B have forms as in (2.2), then
A2 ∗ B2 ⇔ W∗11D21W12 = 0 and R
( ( W11
−SW11
) ) ⊆ R(W). (2.12)
Proof. First notice that, according to (2.1) and (2.2), the matrix A has in both cases
the same representation. Substituting W = V∗U partitioned as in (2.5) yields
A2 = U
(
D1W11D1 0
0 0
)
V∗. (2.13)
In case (a), the matrix B2 is of the form
B2 = U
(
D1W11D1 D1W12D2
D2W21D1 D2W22D2
)
V∗.
Referring to definition (1.1), straightforward computations show that
A2
∗
 B2 ⇔ D1W∗11D21W12D2 = 0 and D2W21D21W∗11D1 = 0,
which, in view of nonsingularity of D1 and D2, is equivalent to (2.11).
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In case (b), the matrix B2 is of the form
B2 = U
(
D1W11D1 + D1W12D2S D1W12D2
D2T1D1 + D2T2D2S D2T2D2
)
V∗, (2.14)
where T1 = SW11+W21 and T2 = SW12 +W22. Matrices (2.13) and (2.14) satisfy
(A2)∗A2 = (A2)∗B2 ⇔ D1W∗11D21W12D2S = 0 and D1W∗11D21W12D2 = 0,
with the equalities on the right-hand side clearly reducing to the first condition in
(2.12). The second condition follows by referring to the fact that for
M =
(
D−11 0
−SD−11 D−12
)
U∗, N1 = V
(
D−11 0
0 D−12
)
,
N2 = V
(
D−11 0
−SD−11 D−12
)
the inclusion R(A2) ⊆ R(B2) is equivalent to R(MA2N1) ⊆ R(MB2N2). 
3. Orders between matrices and their squares
Matrices given in (1.6) show that in general neither the star order nor the left-star
order between A and B implies the corresponding order between A2 and B2. How-
ever, such implications become valid when the orders in question are supplemented
by the commutativity condition.
Theorem 3.1. For any A,B ∈ Cn,n,
A ∗ B and AB = BA ⇒ A2 ∗ B2. (3.1)
Proof. From part (b) of Theorem 2.1 it is known that if A ∗ B and AB = BA,
then W12 = 0 and SW11 +W21 = 0. The former of these conditions obviously
entails W∗11D21W12 = 0, while substituting W21 in place of −SW11 to the second
condition in (2.12) shows that it is fulfilled as well. Hence it follows that A2 ∗
B2. 
In view of (1.3), replacing in (3.1) A by A∗ and B by B∗ leads to the statement that
if A ∗ B and AB = BA, then A2 ∗ B2. On account of the first part of (1.4), com-
bining this statement with (3.1) yields the corollary which coincides with Theorem
2.2 in [2] established with the use of different arguments.
Corollary 3.1. The relationship (1.7) holds for any A,B ∈ Cn,n.
In the context of Theorem 3.1, we consider possibilities of weakening the com-
mutativity condition in (3.1). From part (b) of Theorem 2.1 it follows that one way
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to do it is replacing AB = BA by W12 = 0. As shown below, such a modification
appears valid under the additional assumption that a successor is of index 1, and the
next result of this type deals with cases where successors are admitted to be arbitrary,
but predecessors are EP matrices.
Theorem 3.2. For any A ∈ Cn,n and B ∈ CI(1)n ,
A ∗ B and W12 = 0 ⇒ A2 ∗ B2, (3.2)
where W12 is the north–east submatrix of W in (2.5) generated by U and V occur-
ring in representations of A and B in (2.2).
Proof. According to (2.2), B is of the form B = UNV∗ with a nonsingular N ∈ Cb,b.
Consequently,
r(B2) = r(UNWNV∗) = r(NWN) = r(W)
and thus, in view of r(B) = b, it follows that if B ∈ CI(1)n , then W is nonsingular.
The latter condition on the right-hand side of (2.12) is therefore fulfilled trivially
and since the former is an immediate consequence of W12 = 0, implication (3.2) is
established. 
Theorem 3.3. Let A ∈ CEPn and B ∈ Cn,n be left-star ordered as A ∗ B and let
U, V, and S be matrices occurring in representations of A and B in (2.2). Then
A2 ∗ B2 ⇔ R(S) ⊆ R(W22), (3.3)
where W22 is the south–east submatrix of W in (2.5) generated by U and V.
Proof. From part (2.6) of Theorem 2.2 in [1] it is known that if A ∈ CEPn is of the
form as in (2.2), then W11 ∈ CUa , W12 = 0, and W21 = 0. In all such cases, the first
condition on the right-hand side of (2.12) is fulfilled trivially, and the second takes
the form
R
( ( W11
−SW11
) ) ⊆ R(
(
W11 0
0 W22
) )
. (3.4)
It is clear that (3.4) is equivalent to R(SW11) ⊆ R(W22). Moreover, on account of
W11 ∈ CUa , it follows that R(SW11) = R(S). This concludes the proof of the “⇐
part” of (3.3).
In view of definition (1.2), the order A2 ∗ B2 requires that A2 = B2K for some
K ∈ Cn,n. Since W12 = 0 and W21 = 0, premultiplying the representations of A2
and B2 in (2.13) and (2.14) by U∗ and expressing V∗ in the partitioned form V∗ =
(V1: V2)∗ shows that A2 = B2K if and only if(
D1W11D1 0
0 0
)(
V∗1
V∗2
)
=
(
D1W11D1 0
D2SW11D1 + D2W22D2S D2W22D2
)(
V∗1
V∗2
)
K.
178 J.K. Baksalary et al. / Linear Algebra and its Applications 375 (2003) 171–180
On account of nonsingularity of D1 and D2 and the condition W11 ∈ CUa , it hence
follows that
S = −W22D2(SV∗1 + V∗2)KV1D−11 W∗11,
thus showing that R(S) ⊆ R(W22), which concludes the proof. 
Referring to (2.3), it can be verified with the use of similar arguments as above
that if in Theorem 3.3 the assumption A ∗ B is replaced by A ∗ B, then
A2 ∗ B2 ⇔ R(R∗) ⊆ R(W∗22), (3.5)
where R is a matrix involved in characterization (2.3). Since A ∗ B implies that both
S in (2.2) and R in (2.3) are null matrices, it follows on account of the first part of
(1.4) that combining (3.3) with (3.5) leads to the corollary which coincides with a
part of Theorem 2.1 in [2].
Corollary 3.2. For any A ∈ CEPn and B ∈ Cn,n it follows that A
∗
 B implies A2
∗

B2.
Contrary to (1.7), implication (1.8) is not valid for arbitrary A,B ∈ Cn,n. A coun-
terexample is provided by the matrices
A =
(
0 0
1 0
)
and B =
(
0 1
1 0
)
.
The property that predecessors are matrices of index 1 is utilized in a solution to the
problem.
Theorem 3.4. The relationship (1.8) holds for any A ∈ CI(1)n and B ∈ Cn,n.
Proof. From part (a) of Theorem 2.2 it is known that if the orders A ∗ B and
A2
∗
 B2 hold simultaneously, then W∗11D21W12 = 0 and W21D21W∗11 = 0. On the
other hand, it can easily be verified that if A is of the form as in (2.1), then r(A2) =
r(D1W11D1) = r(W11), and hence r(A2) = r(A) if and only if W11 ∈ Ca,a is non-
singular. Consequently, it follows that W12 = 0 and W21 = 0. On account of part (a)
of Theorem 2.1, these two conditions ensure commutativity of A and B. 
We conclude this paper with a result inspired by the fact indicated in (1.4) that the
minus order A
−
 B is a necessary condition for the star order A
∗
 B. An extensive
study of the problem of how to supplement the former to get the latter has been
given by Hartwig and Styan [7]. From Corollary 3.2 it follows that if A ∈ CEPn ,
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then another necessary condition for A
∗
 B is that A2
∗
 B2. However, even the
conjunction of these two conditions is in general not sufficient. For example if
A =

1 0 00 0 0
0 0 0

 and B =

1 1 −10 1 0
0 2 −1

 ,
then A
−
 B and A2
∗
 B2, but A∗A /= A∗B, which according to (1.1) means that
A is not a star-predecessor of B. A condition constituting a suitable supplement is
revealed in the following.
Theorem 3.5. For any A ∈ CEPn and B ∈ Cn,n,
A
∗
 B ⇔ A − B, A2 ∗ B2, and RD2 = D1S∗,
where D1, D2, R, and S are the matrices occurring in a representation of B in (2.4).
Proof. The “⇒ part” follows immediately from (1.4), Corollary 3.2, and the fact
that if A
∗
 B, then R and S in (2.4) are null matrices. Conversely, part (2.6) of
Theorem 2.2 in [1] asserts that restricting A to be an EP matrix results in W11 ∈ CUa ,
W12 = 0, and W21 = 0, where W11, W12, and W21 are submatrices of W given
in (2.5). The north–west and north–east submatrices of C in the representation B2 =
UCV∗ can then be expressed as
CNW = D1W11D1 + D1W11RD2S+ RD2SW11D1 + RD2TD2S,
CNE = D1W11RD2 + RD2TD2,
where T = SW11R+W22. Since the matrix D1W∗11D1 is nonsingular, it follows that
the equality (A2)∗A2 = (A2)∗B2, which according to (1.1) is a necessary condition
for A2
∗
 B2, holds if and only if
CNW = D1W11D1 and CNE = 0. (3.6)
Combining the two parts of (3.6) leads to RD2SW11D1 = 0. Hence RD2S = 0 and
thus, under the condition RD2 = D1S∗, it follows that D1S∗S = 0. Consequently,
S∗S = 0, which is obviously equivalent to S = 0, implying that also R = 0. In view
of Lemma 2.1, this observation concludes the proof. 
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