The identification of flow pattern is a basic and important issue in multiphase systems. Because of the complexity of phase interaction in gas-liquid two-phase flow, it is difficult to discern its flow pattern objectively. In this paper, a three-layer, feed-forward neural network was designed, and adopted inputs all representing the characteristics of the power spectral density distributions of dynamic differential pressure fluctuations were obtained from a vortex flowmeter. The validity of the adopted inputs for the flow pattern identification was evaluated by a proposed effectiveness factor. Results show that the designed neural networks predict the flow patterns successfully comparing with the flow pattern by visual observation. These findings provide the possibility of using only a vortex flowmeter for the identification of gas-liquid two-phase flow patterns with the help of neural networks.
Nomenclature

Introduction
Gas-liquid two-phase flow (GLTPF), a primary kind of multiphase system, is found widely in power, chemical, petroleum and other related industries. Flow pattern or flow regime is a common categorization for GLTPFs mainly according to the distribution of gas and liquid components. GLTPFs with different flow patterns differ greatly from each other in the performance of flow behaviour and heat transfer, and what is more important is that the flow pattern has a considerable influence on the measurement of other parameters of GLTPF (Li et al 1992 , Sun et al 2002 . Therefore, it is of fundamental importance to seek an accurate and reliable method for the flow pattern identification of GLTPF in engineering fields.
There are four basic flow patterns of GLTPF in vertical conduits: bubble, slug, churn and annular flow. Usually, the flow pattern of GLTPF is obtained by visual observation. The major difficulty in visual observation, even using highspeed photography, is that the picture is often confusing and difficult to interpret, especially when dealing with highvelocity flows. In addition, there are systems which are opaque where flow visualization is impossible. Moreover, attempts at the characterization of gas-liquid two-phase flow patterns based on a combination of subjective judgments and objective methods have also been made. Franca et al (1991) have found that objective discrimination between the separated and intermittent patterns might be possible by fractal techniques using the power spectral density and the probability density function of pressure drop fluctuations in GLTPF. Similarly, Shim and Jo (2000) have characterized the bubble, churn and slug flow patterns in low-flow experiments in a vertical tube. At high flow rates, however, their technique could only distinguish the bubble flow pattern.
Neural networks, an analytical tool imitating the neural aspect of the human brain, are excellent at pattern recognition and trend prediction for processes that are nonlinear, poorly understood and too complex for accurate mathematical modelling (Wills et al 1992 , Armitage 1995 , Gao and Ovaska 2001 . They seem ideal for applications to multiphase flow systems, and when properly designed and trained, can potentially improve on-line monitoring and diagnostics. Recently, some successful applications of neural networks to multiphase flow problems have demonstrated their enormous potential. Abro et al (1999) determined the void fraction and flow regime of oil/gas flow using a neural network trained by simulated data based on gamma-ray densitometry. Gupta et al (1999) successfully applied a hybrid method based on four neural networks along with simple first-principle models, for the prediction of the attachment rate constant in flotation columns. Mi et al (2001) applied a neural network for the two-phase flow pattern identification in a vertical channel using signals from electric capacitance probes. Warsito and Fan (2001) utilized a neural network-based multicriterion optimization image reconstruction technique for imaging multiphase flow systems from electrical capacitance tomography (ECT). Xie et al (2003) designed an artificial neural network for the classification of flow patterns in three-phase systems using pressure signals. Yan et al (2004) identified the two-component flow regimes using backpropagation networks trained on simulated data based on ECT. The above findings have shown that neural networks are capable of learning to recognize flow patterns based on pressure fluctuation and some other flow-induced signals.
The vortex flowmeter, which is based on the phenomenon of the Karman vortex street, has gained wide successful use in many industrial and civil fields. One of the unique virtues of the vortex flowmeter is that the vortex shedding frequency is not sensitive to the physical properties of the fluid such as viscosity and density. For this reason, the vortex flowmeter is suitable for most single-phase fluid measurements including liquid, gas and steam. Therefore, it is also natural for researchers to apply the vortex flowmeter to multiphase flow measurement. So far, investigations on multiphase vortex characteristics are mainly performed in bubble flows (Hulin et al 1982 , Inoue et al 1986 , Yokosawa et al 1986a , 1986b , and some attempts were made for metering the bubbly twophase flow rates (Li et al 1998 , Shakouchi et al 2001 . According to the authors' knowledge, however, studies concerning the identification of gas-liquid two-phase flow patterns using a single vortex flowmeter have not been reported in the literature.
In this paper, neural networks are employed to predict the flow pattern in gas-liquid two-phase flows, and the feature of this approach is that the neural network inputs are the parameters all representing the characteristics of the power spectral density distributions of dynamic differential pressure fluctuations obtained using a vortex flowmeter. Furthermore, an effectiveness factor is put forward to evaluate the impact of each adopted input on the neural network output, and it is confirmed that these inputs are appropriate for identifying the pattern of gas-liquid two-phase flows. Comparing with the flow pattern by visual observation, the prediction of the proposed neural networks performs well.
Experiments and the DDPM vortex flowmeter
Experiments were conducted in a vertical pipe with inner diameter D = 50 mm, as already described in detail in the authors' previous work . The tested media were air and water both flowing upward. Figure 1 shows the layout of the experimental system. The flow rates of air and water were measured respectively by standard flowmeters and regulated by the valves before they entered the gasliquid mixer. The air flow rate Q G at the mixer entrance was 0.2-15.5 m 3 h −1 . When the air flow rate was greater than 4.0 m 3 h −1 , the standard meter used was a DN15 vortex flowmeter with 1.0% accuracy. However, when the air flow rate was less than 4.0 m 3 h −1 , the DN15 vortex flowmeter had difficulty measuring properly due to its lower limit, and then a DN15 rotameter with 1.5% accuracy was adopted until the air flow rate was less than 1.0 m 3 h −1 . When the air flow rate was in the range from 0.2 to 1.0 m 3 h −1 , the standard air flowmeter was a DN6 rotameter with 1.5% accuracy. The reason for the use of the two different rotameters is attributed to their limited range ability. The water flow rate Q L was 5.0-19.0 m 3 h −1 during the experiments, which was measured using an electromagnetic flowmeter with an accuracy of 0.5%. Additionally, pressures of air and water at this part were also measured to calculate their mass flow rates.
After passing through the gas-liquid mixer, the mixture of air and water reached the test section, in which the experiments were carried out and the signals were acquired. The upstream and downstream straight pipes were 30D and 20D long, respectively, which ensured the flow patterns fully developed and the vortices successfully shed. The water was recirculated to the storage pool while the air was exhausted to the atmosphere. The flow pattern was recorded manually via a transparent observation window in the test section.
As for the vortex flowmeter tested, a trapezoidal cylinder with a blockage ratio b = d/D = 0.28 (d was the width of the cylinder) was used as the bluff body and was installed at the centre of the pipe perpendicular to the flow direction. The duct-wall differential pressure method (DDPM) (Sun et al 2004 , 2007 ) was adopted for the tested vortex flowmeter. From the two pressure tags on the pipe wall downstream of the front face of the bluff body, the dynamic differential pressure signals were detected by a Honeywell 24PC sensor, then sampled by an oscilloscope and later processed by a computer. The sampling rate of 1000 Hz was adopted in the experiments and 10 000 points were included in each data set. During each group of experiments the water flow rate was kept constant, while the air flow rate was increased gradually. Correspondingly, the flow pattern in the test section was transformed from single flow to bubble, slug or churn flow. Due to the restriction of the laboratory condition, annular flow cannot occur in the experiments.
Power spectral analysis
The power spectral density is a frequency domain characteristic of a time series and is appropriate for the detection of frequency composition in a stochastic process (Matsumoto and Suzuki 1984) . Assuming the process to be stationary and ergodic, the power spectral density function P x (f ) of a discrete-time signal x(n) is defined as the Fourier transform of the autocorrelation sequence R x (k) (Xie et al 2004) :
where f s is the sampling frequency.
For an autocorrelation-ergodic real-valued process and an unlimited number of data, the autocorrelation sequence may in theory be approached by a time-average
Customarily, the averaged modified periodogram method was adopted to diminish the distortion of the spectrum due to a finite length of data record. If x(n) (n = 0, 1, . . . , N − 1) is only measured over a finite interval, the power spectral density may be computed using the periodogram method:
in which the autocorrelation iŝ
To eliminate the impact of signal amplitude on the calculation result of power spectral density, the dynamic differential pressure fluctuations, p, were normalized as follows:
where p * is the new normalized time series of interest andp is the average value of p.
Typical raw signals and the corresponding power spectra of each of the flow patterns observed in the experiments are shown in figures 2(a)-(d ). The power spectrum of single flow is dominated by a sharp peak at approximately 37 Hz, which corresponds to the frequency of vortex shedding in the pipe. In the bubble flow pattern, its power spectrum is quite similar to that of single flow. The dominant frequency also corresponds to the vortex shedding, but it should be noted that the vortices in this case contain both gas and liquid. The similarity indicates that Karman vortex shedding could still be maintained with a small amount of gas content. The difference between the single and bubble flows in the power spectrum is exhibited by the magnitudes of their peaks. In the slug flow, the power spectrum exhibits two clear peaks (approximately at 50 and 80 Hz for the depicted case), which may represent the two major fluctuations, respectively, caused by the liquid and gas slug. At the same time, higher frequencies begin to appear. The power spectrum of churn flow is more uniform than the other three flow patterns mentioned above. It is obvious that many peaks spread over the whole frequency range from 0 to 500 Hz except for strong peaks at about 100 Hz. This reveals that regular vortex shedding is disappearing in the churn flow. These power spectra indicate that the power spectral structure of each flow pattern in a gas-liquid two-phase flow is different, and therefore it may be possible to identify the flow patterns of the gas-liquid two-phase flow based on their estimated pressure power spectral characteristics. It is worth noting that during the processing antialiasing filters were not implemented which will give rise to potential errors, whereas the processing results may not be changed since there is very little power at the higher frequencies.
Neural networks model for the flow pattern identification
Model structure and training algorithm
To characterize the hydrodynamics of the gas-liquid twophase flow based on the power spectral density function, it is necessary to first implement parameterization of the information contained in the spectral domains (Xie et al 2004) . Based on the recorded power spectra, the frequencies of interest range up to 400 Hz. Each spectrum is normalized to one in its integral over the 0-400 Hz range, which provides invariance against changes in gain. The frequency range over 0-400 Hz is divided into four bandwidths: 0-100, 100-200, 200-300 and 300-400 Hz. To approximate the percentage of energy the signal has in a given frequency band, the estimated average power spectral density was summed over the desired frequency band. Respectively denoted asP B1 ,P B2 ,P B3 and P B4 , the average value of power in each of the bands is used as a representative of the individual band. The correspondence relationship between the frequency band and its average power is listed in table 1. Other parameters of interest are the dominant frequency f DOM in the power spectrum, and the spectrum variance, estimated from
The above six discrete parameters, representing the characteristics of power spectrum of pressure fluctuations, were adopted as the input of the neural networks. The output of the neural network is an indicator of flow pattern. Based on the experience of Xie et al (2004) , the target output values were designated as 0.3, 0.5, 0.7 and 0.9 corresponding to the single flow, bubble flow, slug flow and churn flow, respectively. The flow pattern is therefore treated like an ordinal variable in the neural network, having a natural ordering based on the observed typical sequence of pattern transitions. The output value from the neural networks is continuous, and 0.4, 0.6 and 0.8 were set a priori as the decision boundaries between the flow patterns. The relationship between the flow pattern and the neural network output is presented in figure 3 .
To quantitatively describe the similarity between the identified and the observed flow patterns, a possibility factor F p is defined:
where Y O and Y T , respectively, denote the neural network output and its target output, and 0 < F p < 1. It is worth emphasizing that the value of the target output in (8) is determined by the observed flow pattern. According to the definition, the advantage of this possibility factor over others is that it has a uniform identification standard, 90%, regardless of the flow pattern. More clearly, if the possibility factor F p of one neural network output is greater than or equal to 90%, then its flow pattern is identified as the pattern corresponding to the target output. On the other hand, if F p is less than 90%, the calculation of F p will continue using other target output values as Y T until F p > 90%. A three-neuron-layer neural network was designed. The neurons in the input layer had a piecewise linear activation function, while the neurons in the hidden and the output layers used the logistic activation function. The back-propagation learning algorithm was used. According to the basic design principles of neural networks, a simple-structured neural network is preferred in the light of less computation and fast run speed. As for the neural networks of this study, the numbers of the layer, input neuron and output neuron are fixed, so 'simple structure' means that fewer hidden neurons should be adopted. The determination of the number of neurons in the hidden layer was carried out with the aid of the graphical user interfaces (GUI) of Neural Network Toolbox version 4.0.3 of MATLAB 7. Begin with 1 hidden neuron, then use 2, 3, . . . until the performance of the neural network is acceptable. By combinative consideration of its complexity and performance, we finally choose 4 neurons in the hidden layer. The configuration of the neural networks is shown in figure 4 .
A total of 230 groups of normalized dynamic differential pressure data were available for the neural networks. Following common practice, a fraction of the obtained data (87.8%, or 202 data records) was selected for training the neural networks, which constituted the so-called 'calibration data'. During training, to prevent incipient over-training, the process was stopped when 20 000 training events since the minimum average error for the calibration data set were reached. The remainder of the data (28 data records), which the network had never 'seen' during the training process, was used to test the network. Following the common practice, the neural networks were initiated with random small values ranging between −2.4/F and 2.4/F , where F is the number of the inputs. The test set of data was of course randomly chosen to avoid a memorized-patterns effect. The training and test of the neural networks were programmed using the software package MATLAB 7. The function 'train' in the Neural Network Toolbox version 4.0.3 of MATLAB 7 was employed to train the networks. The flow pattern map of the present study based on the gas and liquid mass flow rate pairs are shown in figure 5 to help to assess the prediction quality of the proposed neural networks.
Model input evaluation
There are a total of six inputs which were used to predict the gas-liquid two-phase flow pattern. So it is an important issue to evaluate the effectiveness of each input on the model output, which will be helpful to choose the model inputs. For this purpose, an effectiveness factor α i (i = 1, 2, . . . , 6) is defined as (9) to show the impact of each input I i (representing the six adopted inputs) on the output of the model (Shi et al 2003) :
where
is the output of the neural network model with the input of I 1 (j ), I 2 (j ), . . . , I n (j ) and n is the total number of inputs.Ī i (j ) is the average of I i (j ), j = 1, 2, . . . , M and M is the total number of samples. The effectiveness factor of each input at various flow patterns is compared in figure 6 . For all four flow patterns tested, it shows that the average power in the frequency band from 0 to 100 Hz,P B1 , has the largest impact on the flow pattern prediction. It fits well with the real situation of this study. During the experiments, the frequencies of the fluctuations due to vortex shedding and gas slug are estimated to be less than 100 Hz. This implies that major fluid features will occur within the frequency range 0-100 Hz, and so the characteristic inputP B1 representing this band contributes the most to the neural network output.
However, the distribution of the remaining five inputs is rather more complex thanP B1 . On the one hand, in the single and bubble flows, it is considerably similar that the dominant frequency f DOM and the spectrum variance σ 2 f have the second and the third largest impacts on the flow pattern prediction. As demonstrated in figure 2, the value of f DOM exhibits a great difference in the power spectra of different flow patterns. It is also found that the average powers in higher-frequency bands,P B3 andP B4 , have little impact on the flow pattern identification. As also shown in figure 2, the number of frequency components in 200-400 Hz is rather less than that in 0-100 Hz, especially for the single and bubble flow patterns. On the other hand, in the slug and churn flows, the spectrum variance σ 2 f is the second largest-impact input to the effectiveness factor, which reveals the fact that more frequency components appeared in these two flows. The distribution of the other four inputs,P B2 ,P B3 ,P B4 and f DOM , are relatively 'homogeneous', particularly in the churn flow. This confirms the 'homogeneous' nature of these two flows in the time domain, as already shown in figure 2 .
The above results demonstrate that the contribution of each adopted input to the neural network output varied with the flow pattern, which represented the characteristics of different gas-liquid vortex flows. So it is suitable to select these six variables as inputs of the proposed neural networks for gas-liquid flow pattern identification using vortex flowmeter signals. The target output values were designated as 0.3, 0.5, 0.7 and 0.9 corresponding to single flow, bubble flow, slug flow and churn flow, respectively, and 0.4, 0.6 and 0.8 were set a priori as the decision boundaries between the flow patterns. Therefore, the identified flow pattern could be directly 'read out' from the neural network output values. As shown in table 2, the proposed neural networks predict the flow pattern successfully, misclassifying only 3 out of the 28 test data records. As is seen, one of the three misclassified flow patterns, case no 8, is identified from bubble to single, and the other two, case nos 20 and 21, are identified from slug to churn. In each of the three misclassified cases, two possibility factor values were given: the former one was calculated using the target output of the identified or misclassified flow pattern, and the latter one in brackets used the target output of the observed flow pattern. For example, the possibility factor value 92.13% in case no 8 was obtained using 0.3 as Y T in (8), while the value 87.87% was obtained taking 0.5 as Y T . 92.13% is greater than the identification standard 90% and 87.87% is less than 90%, so the flow pattern of this case was discerned to be the single-phase flow. The 'slug/churn' observed flow pattern in case nos 20 and 21 means that there existed a transition between the slug and churn flow in these two cases. The void fractions of all the misclassified cases are very similar to their actual targeted flow patterns. It indicates that only the neighbouring flow patterns were confused in the study using the proposed neural networks: the misclassified cases in fact all represent near-transition conditions. Due to the nature of the extremely complex interaction on the phase interface, it may result in occurrences of different flow patterns at the boundaries of the flow pattern transition. The sumsquared errors of the neural network for the 202 calibration data and for the 28 test data are 2.87 × 10 −3 and 8.93 × 10 −2 , respectively. These errors appear to be large, but in view of the absence of any other cost-effective techniques and the complexity for identifying the flow pattern of gas-liquid two-phase flows, this approach is fairly acceptable and very promising.
Conclusions
In this paper, the possibility of using a neural networkbased technique for the identification of flow patterns in gas-liquid two-phase flows was explored. Experiments were carried out using air and water as flowing media in a laboratory test loop. Dynamic differential pressures obtained from a vortex flowmeter were measured by a high-response differential pressure sensor. A three-layer, feed-forward neural network was designed, and adopted six input parameters all representing the characteristics of the spectral power density distributions of the normalized dynamic differential pressure fluctuations. An effectiveness factor was defined to analyse each input's impact on the neural network output, which proved the validity of these selected inputs for the flow pattern identification. Results show that the proposed neural networks predict the flow patterns successfully for the tested single, bubble, slug and churn flows, misclassifying only 3 out of the 28 test data records.
From the above results, it provides a new flow pattern identification method for gas-liquid two-phase flows based on neural networks, and it also contributes to an in-depth understanding of vortex shedding, especially in the cases of multiphase flows. However, the power spectral density characteristics of the dynamic differential fluctuations, which are sampled from pipes with different diameters and flowing media, may require adjustment before they are used as inputs to the proposed neural networks. In particular, the feasibility of this method for much larger industrial systems needs experimental verification. As for the optimization of the neural networks, more future investigations are needed such as the questions about the training algorithm, overfitting and network size.
