Drift analysis is a useful tool for estimating the running time of evolutionary algorithms. A new representation of drift analysis, called average drift analysis, is described in this paper. It takes a weaker requirement than point-wise drift analysis does. Point-wise drift theorems are corollaries of our average drift theorems. Therefore average drift analysis is more powerful than point-wise drift analysis. To demonstrate the application of average drift analysis, we choose a (1+N) evolutionary algorithms for linear-like functions as a case study. Linear-like functions are proposed as a natural extension of linear functions. For the (1+N) evolutionary algorithms to maximise linear-like functions, the lower and upper bounds on their running time have been derived using the average drift analysis.
I. INTRODUCTION
In evolutionary algorithms (EAs), their running time for solving optimisation problems is one of the most important challenges. Drift analysis is a useful tool for estimating the expected number of generations needed to reach an optimal solution. Its idea is simple: to draw the expected hitting time of an EA from its mean progress rate. This approach was applied to study properties of the general Markov chain in [1] , and then introduced to the analysis of EAs by [2, 3] .
In recent years, drift analysis has received a lot of attention. Several modifications and improvements have been made. Among them, [4] presented simplified drift, which is easier to use and only two conditions have to be verified. [5] introduced multiplicative drift analysis. It allows a more delicate analysis if the progress rate of an EA is roughly proportional to the current distance to the optimum. [6] further showed adaptive drift analysis, where the definition of distance functions depends on mutation rates and fitness functions. Using multiplicative and adaptive drift analyses, [7] gave the tightest bounds on linear functions. [8] proposed a new drift theorem for analysing the properties of their long-term behaviour of population-based EAs. [9] and [10] described variable drift where the drift is allowed to depend on the current state. Drift theorems can be established under the framework of both Markov chain and super-martingale theories [11, 12] . Drift analysis is also suitable for analysing EAs in continuous optimization [13, 14] .
The original drift is written in the conditional expectation form [2, 3] :
where Φ t denotes the t-th generation population and d(·) a distance function. Depending on the way to calculate the conditional expectation, drift may be classified into two types: point-wise drift and average drift (their definitions are given in the next section). Currently only point-wise drift is adopted in most applications. A disadvantage of point-wise drift analysis is its strong requirement, that is, point-wise drift must be not less than (or not more than) a positive for all non-optimal points [3, 11] . This requirement is not always satisfied since point-wise drift could equal to 0 at some points [15] . [16] 's work is the first and probably the only one to successfully apply average drift in an application. [16] considered drift averaged over the probability distribution, but specially for a (1+1) EA on linear functions. The name of average drift was first adopted by Doerr 1 for introducing the above work [16] . Nevertheless so far average drift has not formally been defined and average drift theorems are not presented in general.
The main purpose of this paper is to explicitly define the average drift and to establish general average drift theorems. The strong requirement in point-wise drift analysis (point-wise drift is not less/more than a positive) is relaxed by a weak one (average drift is not less/more than a positive). The average drift is represented by the conditional probability. The general average drift theorems presented in the current paper are different from those used in [16, 17] . The latter is based on a generalisation of Wald's equation (see [18, Lemma 2.6] or [17, Lemma 1] ).
To demonstrate the application of average drift analysis, we conduct a case study of (1 + N ) EAs for maximizing linearlike functions. Linear-like functions are proposed as an extension of linear functions. Such functions have been used in the theoretical study of EAs as early as in 1960s [19] . We aim to answer two questions in the case study: How does the running time change as the population size N ? Where is the cut-off point? Here an EA's runtime is the expected number of fitness evaluations for finding an optimal solution. Its cut-off point [20] is the maximum population size N such that the running time of a (1 + N ) EA is up to O(1) times that of a (1+1) EA. The analysis of population-based EAs is important in the theory of EAs [21] and recently several new results appeared [22, 23, 24] . [25] analysed the bounds on the running time of (1 + N ) EAs for linear functions. The second part of this paper can be regarded as a further development of the work in [17, 25] from the OneMax function, linear functions to linear-like functions. But our analysis is different from [17, 25] . We provide an alternative proof using the average drift analysis. Another aim of this paper is to correct a mistake in [26] about the analysis of (1 + N ) EAs for linear functions. [26, Lemma 2, Theorem 1] hold only for the One-Max function. Instead Theorems 6 gives the correct upper bound on running time of (1 + N ) EAs for linear-like functions.
The paper is organised as follows. Section II presents average drift analysis. Section III defines linear-like functions and analyses the running time of (1 + N ) EAs for linear-like functions. Section IV concludes the paper.
II. AVERAGE DRIFT ANALYSIS

A. Formalisation of Evolutionary Algorithms
We investigate EAs that are used to search an optimal point in a finite state space. An EA is represented using a stochastic iteration procedure. Initially we construct a population of points Φ 0 ; then generate a new population of points Φ 1 from Φ 0 in a probabilistic way; then generate a new population of points Φ 2 from Φ 1 in a probabilistic way; and so on. This procedure is repeated until an optimal point is found. A random sequence is then generated:
The procedure of generating Φ t+1 from Φ t is represented using the transition probability: P(Φ t+1 = Y | Φ t = X), where populations Φ t is a random variable and X its value or state, t is the generation counter.
The stopping criterion is that the algorithm halts once an optimal point is found. The criterion is used for analysing the first time when an EA encounters an optimal point. After Φ t includes an optimal point, we assign Φ t = Φ t+1 = Φ t+2 = · · · for ever.
We only discuss convergent EAs, that is, the probability of Φ t staying in the non-optimal set goes to 0 as t becomes sufficiently large. More formally, let S denote the set of all populations, S opt the set of populations with an optimal point and S non the set of populations without an optimal point. The convergence refers to lim t→+∞ P(Φ t ∈ S non ) = 0.
The expected hitting time is the expected number of generations to encounter an optimal point for the first time. When the initial population is X, denoted the time by G(X). When the initial population is chosen subject to a probability distribution
The definition of the expected hitting time says that
Since S opt is an absorbing set, we have
Thus the expected hitting time equals to
The running time is the expected number of fitness evaluations that the EA needed for obtaining an optimal point. When the number of fitness evaluations per generation is fixed to N , the expected running time is G(X) × N .
B. Average Drift Analysis
In this subsection, we present general average drift analysis, which is a new representation of drift analysis. In drift analysis, a distance function d(X) is used to measure how far X is away from the optimal set. d(X) is non-negative for any X and equals to 0 if X is optimal. Drift measures the progress rate of moving towards the global optima per generation. The original drift is represented in the expectation form [2, 3] :
is the expected value. There are two ways to calculate this conditional expectation. If we only consider a single state of Φ t , then we get the point-wise drift.
Definition 1: The point-wise drift is defined by
If we consider a probability distribution of Φ t , then we obtain the average drift.
Definition 2:
The average drift in the t-th generation is defined bȳ
When P(Φ t ∈ S non ) = 0, let∆ t = 0.
Comparing the above two definitions, we see that point-wise drift measures the progress rate at a single point, while average drift measures the progress rate averaged over the conditional probability distribution in the t-th generation.
Since an EA is a randomised search heuristic, a population may move towards the optima, away from the optima or stay at the same position.
• The positive point-wise drift represents the positive progress.
• The negative point-wise drift represents the negative progress.
• The zero point-wise drift represents no progress.
Now we introduce drift theorems. The first two theorems are called point-wise drift theorems ([27, Theorems 2 and 3]). A disadvantage of point-wise drift analysis is its strong requirement: point-wise drift ∆(X) ≥ c (or ≤ c) for all X ∈ S non . The requirement may be relaxed to a weaker one: average drift∆ t ≥ c (or ≤ c), and the same conclusion still holds. The following two theorems propose average drift analysis for estimating the upper and lower bounds on the expected hitting time. Their proofs are almost the same so we only prove the first theorem.
Theorem 3: If for any t, the average drift∆ t ≥ c > 0, then the expected hitting time
Proof: Without loss of generality, let c = 1. From the condition∆ t ≥ 1, we have
Summing the term P(Φ k ∈ S non ) from k = 0 to t, we get
Notice that
Since the EA is convergent, we know
Then from (10) we have
Applying the above result into (9), we get
Since the left-hand side equals to the expected hitting time (3) and the right-hand side is d(Φ 0 ), it follows that G(Φ 0 ) ≤ d(Φ 0 ). It gives the desired result.
Theorem 4: If for any t, the average drift∆ t ≤ c (c > 0), then the expected hitting time G(Φ 0 ) is lower-bounded by
Since ∆(X) ≥ c =⇒∆ t ≥ c and ∆(X) ≤ c =⇒∆ t ≤ c (where c > 0), Theorems 1 and 2 are corollaries of Theorems 3 and 4 respectively. However in average drift theorems, it is allowed that ∆(X) = 0 or ∆(X) < 0 for some X ∈ S non . Hence average drift analysis is more powerful than point-wise drift analysis.
Sometimes an EA satisfies an invariant probability distribution: as t increases, the conditional probability of Φ t = X with large drift ∆(X) becomes larger, and the conditional probability of Φ t = X with small drift ∆(X) becomes smaller. The following corollaries reveal that such an invariant probability distribution will be helpful in calculating∆ t . They are drawn directly from the definition of average drift. Let F t (δ) denote the cumulative distribution function
Corollary 1: If for any δ and t, F
t (δ) ≥ F t+1 (δ), then∆ 0 ≤∆ t ≤∆ t+1 . Corollary 2: If for any δ and t, F t (δ) ≤ F t+1 (δ), then∆ 0 ≥∆ t ≥∆ t+1 .
III. RUNNING TIME ANALYSIS OF (1+N) EAS ON LINEAR-LIKE FUNCTIONS
A. Linear-like Functions
Given a pseudo-Boolean function f (x), (1 + N ) EAs, using bitwise mutation which flips each bit independently with probability 1 n and elitist selection, is described in Algorithm 1.
Algorithm 1 A (1 + N ) EA (N is the population size)
1: input: a fitness function f (x); 2: generate Φ 0 at uniformly random; 3: while the maximum value of f (x) is not found do 4: generate N children Ψ
via independent bitwise mutation from Φ t ; 5: if the fittest child is better than f (Φ t ) then 6: Φ t+1 ← the best child; 7:
end if 10: t ← t + 1; 11: end while 12: output: the maximal value of f (x).
Before we define linear-like functions, we first introduce monotonic functions [28] . A pseudo-Boolean function f (x) is monotonic if for any two binary strings x = (s x1 · · · s xn ) and y = (s y1 · · · s yn ) such that x ≻ y, it holds f (x) > f (y). Here x ≻ y denotes the domination relation between x and y: s xi ≥ s yi for all i and s xi > s yi for some i. The optimal point for a monotonic function is unique:
For a binary string x = (s 1 · · · s n ), we denote the number of one-valued bits in x by the 1-norm ||x|| :
n for short in the rest of the paper. S is divided into n + 1 subsets: S 0 , · · · , S n , where S k is defined by
A bit s i is on the left-hand side if its index i ≤ n/2, or on the right-hand side if i > n/2. Let S L be the set of x whose one-valued bits on the left-hand side is more than on its right-hand side, and
We consider a special class of monotonic functions, called linear-like functions, which is an extension of linear functions. Notation: "AB ∈ {0, 1} k " abbreviates "A, B ∈ {0, 1} * such that |A| + |B| = k" [17] . Definition 3: A function f (x) is called linear-like if it satisfies the following conditions:
3) for any ABC ∈ {0, 1} n−2 and DEF ∈ {0,
Below are several examples of linear-like functions.
OneMax:
Similar to linear functions, linear-like functions have a property: bits on the left-hand side make a lager contribution to the fitness value than those on the right-hand side do. This property was utilised in previous analyses of linear functions such as [29, 11, 17] . The following lemma reveals that the probability of Φ t ∈ S L is at least as large as that of Φ t ∈ S R .
Lemma 1: For any (1 + N ) EA for maximising a linear-like function (Φ 0 is chosen at uniformly random), the following probability distribution is invariant for any t,
Proof: We verify (12) based on the results in [17, Section 4] . Thus the lemma is an extension from the (1 + 1) EA and
For the (1+1) EA, following the exactly same proof in[17, Theorem 1], we get that for any t and for any ABC ∈ {0, 1} n−2 ,
where Φ ti denotes the ith bit of Φ t . We may construct a one-to-one mapping from each x ∈ S R to some y ∈ S L such that x's zero-valued bits on the righthand side are a subset of y's, and x's one-valued bits on the left-hand side are a subset of y's. According to (14) , we know
Now let's discuss population size N ≥ 2. First we prove that (13) holds for the (1 + N ) EA by induction. Since Φ 0 is chosen at uniformly random, (13) is true for t = 0. Let's see t ≥ 1. The event of Φ t = A1B0C happens if and only if one child Ψ (i) t = A1B0C and is selected; and the fitness of other children is no more than f (A1B0C). Similarly the event of Φ t = A0B1C happens if and only if one child Ψ (i) t = A0B1C and is selected; and the fitness of other children is not more than f (A0B1C).
Since f (A1B0C) ≥ f (A0B1C), we know that the event of "the fitness of any other child not more than f (A1B0C)" covers that of "the fitness of any other child not more than f (A0B1C)". When we compare the two events: Φ t = A1B0C versus Φ t = A0B1C, we suppose that "other children" are identical. Hence we have to prove
In the last inequality, we only need to compare the probabilities in the (1 + 1) EA. According to (13), we know
Then for any t ≥ 1, P(Φ t = A1B0C) ≥ P(Φ t = A0B1C). Using this inequality, we get P(Φ t1 = 1) ≥ · · · ≥ P(Φ tn = 1).
And it follows (12):
B. Lower Bounds on Running Time
The analysis of lower bounds is split into two steps: first we give two lower bounds on the expected running time of (1 + N ) EAs for maximising the OneMax function; and then extend these lower bounds from the OneMax function to any monotonic function.
The following lemma shows a lower bound on the expected running time.
Lemma 2: For any population size N ≥ e e , the expected running time of the (1 + N ) EA for maximising the OneMax function is
Proof:
Assume in the t-th generation, x ∈ S k where k > 0. For the OneMax function, no negative drift. A negative drift event could happen only if the number of x's one-valued bits flipped into zero-valued is more than that of zero-valued bits flipped into one-valued. However, in this case the child's fitness is lower than the parent's fitness. Due to the elitist selection, this event is impossible to happen. Therefore there is no negative drift. It suffices to investigate positive drift.
The positive drift is
Notice that for any x ∈ S k and y ∈ S k ′ where k > k ′ > 0,
Thus it follows ∆ + (x) > ∆ + (y). This means that the positive drift ∆ + (x) is maximal at x ∈ S n . In the following we estimate an upper bound on ∆ + (x) for x ∈ S n . Let's consider x ∈ S n , or equivalently, x = (0 · · · 0). First let's analyse the scenario of x generating one child. During mutation, each of x's bits will be independently flipped with probability 1/n. Let random variable ξ i represent the result at the ith position after mutation, which is a Bernoulli random variable [30, p.67] with the expectation value E[ξ i ] = 1/n.
Consider the sum of random variables ζ n = ξ 1 + · · · + ξ n , whose expectation is E[ζ n ] = 1. From Chernoff's inequality [30, Section 4.1], it follows for 0 < l ≤ n,
Since N ≥ e e , so ln ln N ≥ 1. Let m ≥ 2 be an integer. Denote
We show that the expected drift will be bounded by l m . Since N ≥ e e , we have √ 2 ln N − ln ln N − ln 2 + 2 ≥ 0.
Then for any m ≥ 2, we have l m ≥ √ m ln N and l m ≤ 2m ln N . Hence,
So far we have obtained an upper bound on ζ n when x generates one child. Next we consider the scenario of x generating N children. Let θ (i) be the value that ζ n takes for the ith child, and denote θ max := max{θ (1) , · · · , θ (N ) }. Since the children are generated from independent mutation, we get
θ max only takes non-negative integer values. In the identity
for j ≤ l 2 , we upper bound P(θ max ≥ j) by 1; and for l m ≤ j ≤ l m+1 where m ≥ 2, we upper bound P(θ max ≥ j) by P(θ max ≥ l m ). Hence, the positive drift
Recall that ∆ + (x) takes the maximal value at x ∈ S n , so for any x ∈ S non , the positive point-wise drift (recalling that no negative drift)
Applying Theorem 4, we know that the expected hitting time is
where ⌊·⌋ is used here since the above first hitting time is not less than 1 if the EA starts at a non-optimal point. Since d(Φ 0 ) = Ω(n), the expected hitting time is
Then we get the expected running time (17) . The lemma below gives another lower bound on the running time. The result is the same as [20, Theorem 3], but we provide an alternative proof using drift analysis.
Lemma 3: For any population size N ≥ 1, the expected running time for maximising the OneMax function is Ω(n ln n).
When Φ 0 is chosen at uniformly random, d(Φ 0 ) = Ω(n ln n/N ).
For any x ∈ S k where k ≥ 1, first we consider the scenario of x generating one child. Mutating x into S k−l (where 1 ≤ l ≤ k) needs to flip at least l zero-valued bits into one-valued. The probability of this even happening is at most
Next we consider the scenario of x generating N children. The probability of at least one child in S k−l is at most
Notice that no negative drift exists on the OneMax function. Thus
Applying Theorem 4 we get that the expected hitting time is at least d(x)/e. Since d(Φ 0 ) = Ω(n ln n/N ), so the expected hitting time of the (1 + N ) EA is lower-bounded by Ω(⌊n ln n/N ⌋). The expected running time is Ω(n ln n).
From the above two lemmas, we obtain general lower bounds on the running time of the (1 + N ) EA on all monotonic functions.
Theorem 5: The expected running time of a (1 + N ) EA for any monotonic function is
Proof: Set the distance function d(x) = G(x), where G(x) is the expected hitting time of the (1 + N ) EA for maximising the OneMax function. The positive drift on a monotonic function is not more than that on the OneMax function since no negative drift exists on the OneMax function. Then the expected hitting time of the (1 + N ) EA for maximising monotonic functions is not less than that for the OneMax function.
The above lower bounds hold for all monotonic functions. However, the lower bounds might not be tight for some monotonic functions. For example, [25] gave the lower bound on the BinVal function as follows.
Lemma 4: The expected running time of a (1 + N ) EA for the BinVal function is Ω (N n) , if N = O(n).
C. Upper Bound on Running Time
The analysis of the upper bound takes three steps. First we prove that for any x ∈ S non , ∆(x) ≥ 0. Then we show that for any x ∈ S L , ∆(X) ≥ c for a positive constant c. Finally we obtain an upper bound on the running time by applying Theorem 3.
We set the distance function d(x) := d k for x ∈ S k , where d k is given by
It is obvious that d k has the following properties:
When Φ 0 is chosen at uniformly random, we have d(Φ 0 ) = O(n + n ln n/N ).
Lemma 5:
For any x ∈ S non , ∆(x) ≥ 0. Proof: Assume x ∈ S k where k > 0. x has k zero-valued bits and n − k one-valued bits. Consider the event that the fitness of the fittest child increases, in which x is mutated with l zero-valued bits (l ≥ 1) being flipped into one-valued.
Let's start from the scenario of x generating one child. The mutation event of flipping l zero-valued bits (l ≥ 1) into one-valued may be classified into four types: l 0-to-1 and (l + m) 1-to-0 mutation. x generates a child via flipping l zero-valued bits (where 1 ≤ l ≤ k) into one-valued bits, l + m (where m ≥ 1) one-valued bits into zero-valued bits, and other bits unchanged. There are . For the l i th choice for flipping zero-valued bits and l j th choice for flipping one-valued bits, the related mutation is called the l i 0-to-1 and l j 1-to-0 mutation. Let p 0 li,lj be the probability of the l i 0-to-1 and l j 1-to-0 mutation happening, then
l 0-to-1 and (l − m) 1-to-0 mutation. x generates a child via flipping l zero-valued bits (where 1 ≤ l ≤ k) into one-valued bits, (l − m) (where 1 ≤ m ≤ l − 1) one-valued bits into zero-valued bits, and other bits unchanged. This event may cause positive drift, but we will ingore it in the rest of analysis. l 0-to-1 mutation. x generates a child via flipping l zero-valued bits (where 1 ≤ l ≤ k) to one-valued, and other bits unchanged. For the l i th choice, the relevant mutation is called the l i 0-to-1 mutation Let p + li be the probability of the l i 0-to-1 mutation event happening, then
Next consider the scenario of x generating N children. Recall that the fittest child is generated by flipping x's l zero-valued bits and its fitness is better than x. Depending on the number of x's one-valued bits being flipped, we investigate three potential events.
l i , (l + m) j negative drift event. A negative drift event happens only if the fittest child is generated through an l i 0-to-1 and (l + m) j 1-to-0 mutation for l ≥ 1 and m ≥ 1 (denote the fittest child by y − ); and all other children's fitness is not more than f (y − ).
In an l i , (l + m) j negative drift event, letp + li,(l+m)j denote the probability of x generating a child whose fitness is not more than f (y − ), and the child is different from y − . Then the probability of the l i , (l + m) j negative drift event is at
From (24),we have
l i , l j zero drift event. 2 A zero drift happens if only if the fittest child is generated through an l i 0-to-1 and l j 1-to-0 mutation (the child is denoted by y 0 ); and all other children's fitness is not more than f (y 0 ). In an l i , l j negative drift event, letp 0 li,lj be the probability of x generating a child whose fitness is not more than f (y 0 ), and the child is different from y 0 . Then the probability of the l i , l j negative drift event is at most
l i positive drift event. A positive drift event happens if the fittest child is generated through some l i 0-to-1 mutation (denote the child generated in this eventby y + ); and all other children's fitness is less than f (y + ). In an l i positive drift event, letp + li be the probability of x generating a child whose fitness is less than f (y + ). Then the probability of the l i positive drift event happening is
From (23), we have
In the following we make a one-to-one comparison between each l i , (l + m) j negative drift event and its corresponding l i positive drift event.
Since y − , y 0 , y + are generated by flipping the same l zero-valued bits to one-valued, but y − is generated by flipping more one-valued bits into zero-valued than y 0 , than y + , we have f (y − ) < f (y 0 ) < f (y + ). Combining (28) and (29) together, it follows
Applying the mean value theoremto the function x N , we have
Since f (y − ) < f (y + ), the probability of a child's fitness smaller than f (y + ) is not less than that of its fitness smaller than or equal to f (y − ). That impliesp
Thus (30) becomes
Using (25) and (27), we get
The sum of all possible j (recalling j ≤
The sum of all possible m (recalling m < n − k) is
The sum of all possible i gives that
The sum of all possible l gives that
Thus we get the desired result:
The above lemma just demonstrates that the point-wise drift ∆(x) ≥ 0, but no guarantee of ∆(x) = 0. Therefore point-wise drift analysis is inapplicable. In the following we prove that ∆(x) ≥ c > 0 for any x ∈ S L so that we can apply average drift analysis.
The proof continues the discussion after (32) in the proof of Lemma 5. Let x ∈ S L ∩ S k where k ≥ 1. Consider the case of l = 1, that is, only one zero-value bit is available for flipping. When l = 1, (32) becomes
Since x ∈ S L , the number of zero-bits on the left hand-side is not more than that of zero-valued bits on the right-hand side. Thus the probability of choosing a zero-valued bit on the right-hand side is not less than that of choosing a zero-valued bit on the left-hand side.
Suppose that a zero-valued bit on the right-hand side is flipped. In this case, if we flip any one-valued bit on the left-hand side, then the child's fitness will not increase (recalling f (A0B1C) ≤ f (A1B0C)). According to the elitist selection, the child will not be selected into the next generation. Therefore we only consider one or more one-valued bits on the right-hand side are flipped. The fitness of a child probably will increase, but probably not.
There are at most
ways (where 1 ≤ m ≤ n − k) to choose 1 + m one-valued bits from the right-hand side and to flip them into zero-valued. Equivalently, j is not more than n/2−k l+m . Thus the sum of all possible j (recalling j ≤
The sum of all possible m (recalling m ≤ n − k) is
Then we know
Then the sum of all possible i gives that
Combining the above result with those in (33), we know (38)
Since the probability P(choose a zero-valued bit on the right-ahnd side) is not less than that of P(choose a zero-valued bit on the left-hand side), we know in the case that only one zero-valued bit is flipped (l = 1),
Then the sum of all possible l gives that
(39)
which is the desired result.
x has k zero-valued bits and n − k one-valued bits. First we prove that the positive drift ∆ + (x) ≥ 1/(2e + 2e 2 ). Due to the elitist selection, it is sufficient to consider the event that the fittest child's fitness increases. Let's start from the scenario of x generating one child. The following event will lead to the fitness increase: one of k zero-valued bits is flipped into one-valued, and other bits are kept unchanged. The probability of this event happening is at least k 1
Then we consider the scenario of x generating N children in which at least one child's fitness increases. The probability of this event happening is at least
We consider the three events (positive drift, zero drift or negative drift) under the condition that the fittest child's fitness increases. We can prove that the conditional probability of positive drift happening is at least 1/(1 + e) when the fittest child's fitness increases. Let's see the event that the fitness of the fittest child increases, in which l zero-valued bits (l ≥ 1) are flipped into one-valued and probably (l + m) one-valued bits (m ≥ 0) are flipped into one-valued.
Recall the following three events (they are the same as those in Lemma 5): l i , (l + m) j negative drift event. A negative drift event happens only if the fittest child is generated through some l i 0-to-1 and (l + m) j 1-to-0 mutation for some l ≥ 0 and m ≥ 1; and all other children's fitness is not more than that of the fittest child. Then the probability of the l i , (l + m) j negative drift event is at most
l i , l j zero drift event. A zero drift happens if only if the fittest child is generated through some l i 0-to-1 and l j 1-to-0 mutation; and all other children's fitness is not more than the fittest child. The probability of this event happening is at most
l i positive drift event. A positive drift event happens if the fittest child is generated through some l i 0-to-1 mutation; and all other children's fitness is less than the fittest one. The probability of this event happening is at least
In the following we show that the probability of positive drift happening is not less than that of zero drift or negative drift happening by a positive factor.
Using the mean value theorem, we draw that for any m ≥ 1,
Summing all possible i and l, we get that
Similarly for the zero drift event we can prove that (the analysis is almost the same as the above for negative drift except m = 0)
Therefore
The above inequality implies that the probability of positive drift happening is at least 1/(1 + e) times that the probability of the event that the fittest child's fitness increases. Since the fitness increases with a probability not less than (kN )/(en + kN ) (see (41)), the probability of positive drift happening is not less than
Then the positive drift
Now combining (49) with (40), we get for any x ∈ S L :
which finished the proof. Using the above three lemmas, we obtain an upper bound on the running time of a (1 + N ) EA as follows. Theorem 6: The expected running time of a (1 + N ) EA for maximising a linear-like function is O (nN + n ln n) . Proof: According to Lemma 5, we know for any x ∈ S non : ∆(x) ≥ 0. According to Lemma 7, we know for any x ∈ S L , ∆(x) ≥ 1/(4e + 4e
2 ). Using (12) :
Then we have for all t,
Applying Theorem 3, we get that the expected hitting time is upper-bounded by 8(e+e 2 )d(Φ 0 ). Since d(Φ 0 ) = O(n+n ln n/N ), we get an upper bound on the expected runtime O (nN + n ln n).
It should be mentioned that in the above proof, average drift analysis works but point-wise drift analysis does not. This demonstrates the advantage of average drift analysis.
The upper bound on the running time given in the above holds for all linear-like functions. But for some linear-like functions such as the OneMax function, the upper bound may not be tight. Now we show this point.
Define two parameters L and K. If N ≤ e e , then let
If N > e e , then let
We set the distance function d(x) = d k for x ∈ S k where d k is given as follows:
When k = n, we have
The following lemma shows that for the OneMax function, point-wise drift is not less than a positive constant. Lemma 8: Given the OneMax function, for any x ∈ S non , ∆(x) ≥ 1/e. Proof: Assume in the t-th generation, Φ t = x ∈ S k where k > 0. Notice that there is no negative drift on the OneMax function, so it suffices to consider positive drift only. Depending on the value of k, we split the discussion into two cases.
Case 1: 0 < k ≤ K. Firstly, let's consider the scenario of x generating one child. The following event will lead to a positive drift: one of k zero-valued bits in x is flipped into one-valued and other bits in x are kept unchanged. The probability of this event happening is at least k 1
Secondly, we consider the scenario of x generating N children. The probability of at least one of x's children making a positive drift is at least
Hence the positive drift ∆ + (x) is at least
Case 2: k > K. Firstly, let's consider the scenario of x generating one child. Let ξ i be the value at the ith position after mutation, which is a Bernoulli random variable. Define ζ k := ξ 1 + · · · + ξ n − (n − k). These zero-valued bits are flipped independently into one-valued with a probability 1/n. The event that l zero-valued bits are flipped and other bits are kept unchanged will happen with the following probability,
Choose (without loss of generality, assume L/2 is an integer)
Secondly we consider the scenario of x generating N children. Let θ (i) := ξ 1 + · · · + ξ n − (n − k) be the above ζ k associated with the ith individual and θ max := max{θ (1) , · · · , θ (N ) }. Since the children are mutated independently, we get
Thus the positive drift
Combining the two cases together, we have that the positive point-wise drift is not less than 1/e for any x ∈ S non . 
Proof: According to the above lemma, we see for any x ∈ S non , ∆(x) ≥ 1/e. 
Then we come to the bounds (56).
D. Cut-off Points
As the population size of a population-based EA increases, its running time probably will decrease. Nevertheless the population size cannot be chosen beyond a threshold, otherwise its running time will increase. The reason is straightforward: if the population size increases towards infinite, then the running time will go to infinite. This threshold is called the cut-off point. According to [20] , the cut-off point is the maximum population size N such that the running time of a (1 + N ) EA is up to O(1) times that of (1+1) EA. To identify the cut-off point is not an easy matter, so far few rigorous results have obtained. An example is the cut-off point of (1 + N ) EAs for the OneMax function [20] .
First we draw the cut-off point of (1 + N ) EAs for the OneMax function. Combining Theorems 5 and 7 together, we get tight bounds on the expected running time of a (1 + N ) EA, which is Θ (n ln n) , if N ≤ e e , Θ n ln n + 
From the above bound on the running time, we can derive the cut-off point for the OneMax function. According to the definition, the cut-off point N satisfies Θ n ln n + nN ln ln N ln N ÷ Θ(n ln n) = Θ(1),
where N > e e , then we get the cut-off point which is Θ (ln n)(ln ln n) ln ln ln n .
Next we draw the cut-off point of (1 + N ) EAs for the BinVal function. From Theorem 4, we know the upper bound on the running time of a (1 + N ) EA is Ω(nN ) as the population size is O(n). From Theorem 6, we see the upper bound is O(nN + n ln n). Recall the running time of the (1+1) EA on all linear functions is Θ(n ln n). According to the definition of the cut-off point, the cut-off point N satisfies Ω (nN ) ÷ Θ(n ln n) = Θ(1) and O (nN + n ln n) ÷ Θ(n ln n) = Θ(1), then we get the cut-off point which is Θ(ln n).
IV. CONCLUSIONS
General average drift analysis has been introduced for estimating the expected hitting time of EAs. Average drift analysis relaxes a strong requirement in point-wise drift analysis to a weak one, that is, from the point-wise drift ∆(X) ≥ c > 0 (or ≤ c) for all X ∈ S non to the average drift∆ t ≥ c > 0 (or ≤ c). Point-wise drift theorems are corollaries of average drift theorems. Hence average drift analysis is more powerful than point-wise drift analysis.
To demonstrate the application of average drift analysis, we choose (1 + N ) EAs for linear-like functions as a case study. Linear-like functions are proposed as an extension of linear functions. With the help of average drift analysis, we have obtained the lower and upper bounds on the running time and cut-off points of (1 + N ) EAs for maximising linear-like functions, listed in Table I . The results on linear-like functions are consistent with those on the OneMax function and linear functions [20, 25] . 
