Abstract. We establish some inequalities about the Khovanov-Rozansky cohomology of braids, which imply the results of Franks-Williams and Morton in [3, 7] , and, specially, imply the well known bound of the Thurston-Bennequin number of Legendrian knots given by the HOMFLY polynomial.
Introduction
In [6] , M. Khovanov In this paper, we use the sign convention given in figure 1 , which is opposite to that used in [6] . , where c(B) is the writhe of B, and n is the number of strands of B. We get a , where the gradings (k, l) come from the polynomial ring, and j is the cohomological grading (c.f. [6] ). ThenĤ 
Let the braid number b(L) of a link L be the minimal number of strands needed to represent L as a braid.
Proof. 2 Corollary 1.3. If K is a transversal knot in the standard contact 3-sphere, then sl(K) ≤ 2ĝ min (K), where sl is the self-linking number. Therefore, if K is a Legendrian knot in the standard contact 3-sphere, then tb(K) + |r(K)| ≤ 2ĝ min (K), where tb is the Thurston-Bennequin number, and r is the rotation number.
Proof. By [1] , any transversal knot is transversally isotopic to a transversal braid, and the self-linking number sl(B) of a transversal braid B with n strands is equal to c(B) − n. So Theorem 1.1 implies the first part of the corollary. The second part of the corollary follows from the first part by a push-off argument given in [1] .
For a link L, consider the graded Euler characteristiĉ
Then, for any closed braid B with n strands, and i ∈ {1, · · · , n − 1}, we have q(−tq)
And
q−q −1 . (c.f. [6] , and note that we are using different sign convention for crossings here.) Change the variables by letting
Then, in the new variables,
and F unknot = x −1 y −1 . Compare this with the normalizations used in [3, 7] . It's then clear that Theorem 1.1 and Corollary 1.2 imply the corresponding results in [3, 7] , and Corollary 1.3 implies the bounds of the classical invariants of transversal and Legendrian knots in the standards contact S 3 given by the HOMFLY polynomial, which is implicitly proven in [3, 7] (c.f. [2, 4] ).
Proof of Theorem 1.1
Consider the type of planar graphs described in [5, 6] . Each of these consists of oriented regular edges and wide edges so that each wide edge has one end with two regular edges entering and the other with two regular edges exiting. For a positive integers n, i with 1 ≤ i ≤ n − 1, let τ i be the graph depicted in Figure 2 . That is, from left to right, τ i consists of i − 1 upward vertical regular edges, then a vertical wide edge with two regular edges entering through the bottom and two regular edges exiting through the top, and then n − i − 1 more upward vertical regular edges. · · ·
We use the word τ i 1 · · · τ im to represent the planar graph formed by stacking the graphs τ i 1 , · · · , τ im together vertically from bottom to top with the top end points of τ i l identified with the corresponding bottom end points of τ i l+1 . The symbol τ i 1 · · · τ im represents the closed graph obtained from τ i 1 · · · τ im by attaching a disjoint regular edge from each end point on the top to the corresponding end point at the bottom. We use the convention that the empty word φ represents n vertical upward regular edges, and, therefore, φ represents n concentric circles. We call τ i 1 · · · τ im a resolved braid, and τ i 1 · · · τ im a resolved closed braid. See Figure 3 for examples of such graphs. Clearly, we have:
(II) If µ and ν are two words in τ 1 , · · · , τ n−1 , then µν is isotopic to νµ. For a word µ in τ 1 , · · · , τ n−1 , consider the cyclic Koszul complex C(µ) of µ (c.f. [6] .) This is Z ⊕ Z ⊕ Z 2 -graded, where the Z ⊕ Z grading comes from the polynomial ring (see section 1 of [6] ), and the Z 2 grading come from the cyclic complex structure.
Denote by H(µ) the cohomology of C(µ), and H k,l (µ) the subspace of H(µ) consisting of elements of Z ⊕ Z grading (k, l). Define g max (µ) = max{k | H k,l (µ) = 0 for some l}, g min (µ) = min{k | H k,l (µ) = 0 for some l}.
In order to calculate H(µ), we need put marks on regular edges of µ. But, as long as there is at least one mark on each regular edge, the result is independent of the choice of the marks.
Lemma 2.1. For the empty word φ (with n strands), we have g max (φ) = −1 and g min (φ) = −n.
Proof. φ represents n concentric circles. We order the circles, and put the mark i on the ith circle. The cyclic Koszul complex C(φ) is given over R = Q[a, 
where each R J is a copy of R, {•, •} indicates the shift in the Z ⊕ Z gradings (c.f. [6] ), and, denoting by 1 J the unit element of R J , the differential is given by
Now it's clear that
and the lemma follows.
Lemma 2.2. If µ = τ i 1 · · · τ im is a word in τ 1 , · · · , τ n−1 with i p < i for 1 ≤ p ≤ m, and µ ′ = µτ i , then g max (µ) = g max (µ ′ ), and g min (µ) = g min (µ ′ ). Proof. The only difference between µ and µ ′ occurs in the part depicted in Figure 4 . The local matrix factorization of the part of µ in Figure 4 is
After an elementary transformation, it becomes
. Explicitly, this matrix factorization is
where
The local matrix factorization of the part of µ ′ in Figure 4 is
Explicitly, this matrix factorization is
Let f be the map between the two matrix factorizations given by
It's clear that f is an isomorphism of matrix factorizations that preserves the first Z grading (but not the second). After tensoring f with the identity maps of other local matrix factorizations of µ (and µ ′ ). We get an isomorphism between the two cyclic Koszul complex that preserves the first Z grading. This proves the lemma.
Lemma 2.3. If ν is a word in τ 1 , · · · , τ n−1 , µ = ντ i and µ ′ = ντ i τ i , then g max (µ) = g max (µ ′ ), and g min (µ) = g min (µ ′ ).
Proof. (Follow Proposition 30 of [5] .) The only difference between µ and µ ′ occurs in the part depicted in Figure 5 .
The local matrix factorization M ′ of the part of µ ′ in Figure 4 is given over R by
Let M ′′ be the matrix factorization over R ′ given by the same sequence. Then
We then exclude the variables s 1 , s 2 and remove the last two rows from the above sequence. This does not change chain homotopy type of the matrix factorization (c.f. Proposition 3 of [6] ). The result of this operation is a matrix factorization over Q[a, x 1 , x 2 , x 3 , x 4 ] given by the sequence
which is exactly the local matrix factorization of the part of µ depicted in Figure 5 . This implies that H(µ ′ ) = H(µ) ⊕ H(µ){0, 2}. And the lemma follows.
Proof. Let µ 4 = ντ i−1 . The only difference between µ 1 , µ 2 , µ 3 and µ 4 occurs in the part depicted in Figure 6 . By Proposition 7 of [6] ,
This implies the lemma. Lemma 2.5. Let µ = τ i 1 · · · τ im be a word such that m ≥ 2, i 1 = i m = i, and i p < i for 1 < p < m. Then, after possibly finitely many steps of isotopies of type (I), there is a sub-word of µ of the form τ j τ j or τ j τ j−1 τ j for some j ≤ i.
Proof. We induct on the length m of the word µ. When m = 2, the lemma is trivially true. Assume that the lemma is true for words with the given properties and length = 2, · · · , m − 1. Now consider µ = τ i 1 · · · τ im . If there is none or only one τ i−1 among τ i 2 , · · · , τ i m−1 , then the lemma is true for µ with j = i. If there are more than one τ i−1 's among τ i 2 , · · · , τ i m−1 , then there is a sub-word ν = τ j 1 · · · τ j l of µ with 2 ≤ l < m, j 1 = j l = i − 1, and j q < i − 1 for 1 < q < l. Thus, by induction, the lemma is true for µ.
Proof. For a word µ = τ i 1 · · · τ im , define the weight w(µ) of µ to be
We prove the proposition by induction on the weight of a word. If w(µ) = 0, then µ is the empty word φ, and Lemma 2.1 implies the proposition. Now assume that the proposition is true for all words with weight < w, and µ = τ i 1 · · · τ im is a word with weight w. Let i = max{i 1 , · · · , i m }. If i appears only once among i 1 , · · · , i m , then, after a possible type (II) isotopy, Lemma 2.2 implies that the proposition is true for µ. If i appears at least twice among i 1 , · · · , i m , then, after possible type (I) and type (II) isotopies, Lemmas 2.3, 2.4 and 2.5 imply that the proposition is true for µ.
Proof of Theorem 1.1. For a braid B with n strands, consider the Khovanov-Rozansky cohomology H(B), and let g max (B) = max{k | H And the theorem follows. 2
