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We give the trace representation of a family of binary sequences derived from
Euler quotients by determining the corresponding defining polynomials. Trace
representation can help us producing the sequences efficiently and analyzing
their cryptographic properties, such as linear complexity.
Keywords. Cryptography; Pseudorandom binary sequences; Euler quotients;
Fermat quotients; Trace function.
MSC(2010): 94A55, 94A60, 65C10, 11B68
1 Introduction
For an odd prime p, integers r ≥ 1 and u with gcd(u, p) = 1, the Euler quotient
modulo pr, denoted by Qr(u), is defined as the unique integer by
Qr(u) ≡
uϕ(p
r) − 1
pr
(mod pr), 0 ≤ Qr(u) ≤ p
r − 1,
where ϕ(−) is the Euler totient function. See, e.g., [1,12,29] for details. In addition,
we define
Qr(u) = 0 if p|u.
1
It is easy to verify
Qr(uv) = Qr(u) +Qr(v) (mod p
r), gcd(uv, p) = 1 (1)
and
Qr(u+ kp
r) ≡ Qr(u)− kp
r−1u−1 (mod pr), gcd(u, p) = 1, k ∈ Z. (2)
In particular, Q1(u) is called the Fermat quotient. Many number theoretic have been
studied for Fermat and Euler quotients in [1, 4, 5, 12–14, 21, 28–34] and references
therein.
More recently, Fermat and Euler quotients are studied from the viewpoint of
cryptography, see [6–11,19,20,23,28]. Families of pseudorandom sequences are derived
from Fermat and Euler quotients.
In this correspondence, we still concentrate on a family of binary sequences (eu)
defined by Euler quotients. For fixed r ≥ 1, (eu) is defined as
eu =
{
0, if 0 ≤ Qr(u)/p
r < 1
2
,
1, if 1
2
≤ Qr(u)/p
r < 1,
u ≥ 0. (3)
We note that (eu) is p
r+1-periodic by (2). The linear complexity of (eu) is investi-
gated in [7] for r = 1 and in [19] for r > 1, respectively. Here, we will investigate
a way to produce such binary sequences using trace function, which is extensively
applied to producing pseudorandom sequences efficiently and analyzing their pseu-
dorandom properties [22]. In particular, in [6] the first author has studied the trace
representation of (eu) for r = 1, the idea of which helps us to consider the case of
r ≥ 2.
We organize this correspondence as follows. In Section 2, we introduce generalized
cyclotomic classes of Zpr by using Euler quotients and determine the defining pair
(see below for the definition) of (eu). In Section 3, we present the trace representation
of (eu) in terms of its defining pair. We also give some remarks on the relationship
between the defining pair of (eu) and its linear complexity in the last section.
We conclude this section by introducing the definition of defining pair of a binary
sequence. Let F2 = {0, 1} be the binary field and F2 the algebraic closure of F2. For
a binary sequence (su) over F2 of odd period T , there exists a primitive T -th root
β ∈ F2 of unity and a polynomial G(x) ∈ F2[x] of degree smaller than T such that
su = G(β
u), u ≥ 0,
see [24, Theorem 6.8.2], we call the pair (G(x), β) a defining pair of (su) and G(x)
the defining polynomial of (su) corresponding to β [16–18]. Note that for a given β,
G(x) is uniquely determined up to modulo xT − 1 [18, Lemma 2].
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2 Defining pair
We denote by Zm = {0, 1, . . . , m − 1} the residue class ring modulo m and by Z
∗
m
the unit group of Zm. According to (1) and (2), the quotient Qr(−) defines a group
epimorphism from Z∗pr+1 to Zpr .
Let
D
(r)
l = {u : 0 ≤ u ≤ p
r+1 − 1, gcd(u, p) = 1, Qr(u) = l}
for l = 0, 1, . . . , pr − 1. Clearly, D
(r)
0 , D
(r)
1 , . . . , D
(r)
pr−1 form a partition of Z
∗
pr+1.
Since Z∗pr+1 is cyclic, we choose the element g ∈ Z
∗
pr+1 as a generator (g is also
called a primitive element of Z∗pr+1). We note here that the order of g, i.e., the least
positive number n satisfying gn ≡ 1 (mod pr+1), is ϕ(pr+1). For convenience, we will
choose a primitive element g such that Qr(g) = 1. One might ask whether such g
exists or not? In fact, we suppose that Qr(g) = a 6= 1. It is easy to prove that
gcd(a, p) = 1. By (2) we get Qr(g
a−1) = 1, where a−1 is the inverse of a modulo pr.
Furtherly, we have
Qr(g
a−1+kpr) ≡ 1 (mod pr)
for all 0 ≤ k < p − 1. One can find a k0 (0 ≤ k0 < p − 1) such that gcd(a
−1 +
k0p
r, ϕ(pr+1)) = 1, i.e., ga
−1+k0pr is primitive modulo pr+1 and Qr(g
a−1+k0pr) = 1.
Then we choose ga
−1+k0pr instead of g.
From now on, we always suppose that Qr(g) = 1 for a fixed primitive element g
modulo pr+1. By (1) we get
D
(r)
0 = {g
kpr (mod pr+1) : 0 ≤ k < p− 1}
and
D
(r)
l := g
lD
(r)
0 = {g
l+kpr (mod pr+1) : 0 ≤ k < p− 1}
for 1 ≤ l < pr. So each D
(r)
l exactly contains p − 1 many elements. We will use the
notation D
(r)
l+pr = D
(r)
l in the context.
Let I = {(pr + 1)/2, (pr + 3)/2, . . . , pr − 1}, one can define (eu) equivalently by
eu =
{
1, if u mod pr+1 ∈ ∪l∈ID
(r)
l ,
0, otherwise,
u ≥ 0, (4)
which helps us to determine the defining pair and hence the trace representation.
Lemma 1. For r ≥ 1, let uD
(r)
l = {uv (mod p
r+1) : v ∈ D
(r)
l }. If u ∈ D
(r)
l′ , then we
have
uD
(r)
l = D
(r)
l+l′ ( mod pr),
where 0 ≤ l, l′ < pr.
Proof. The desired result follows from (1). 
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Lemma 2. For r ≥ 1 and 0 ≤ l < pr+1, we have
{u (mod pr+1) : u ∈ D
(r+1)
l } = D
(r)
l (mod pr).
Proof. For an integer u with p ∤ u, we write by Euler’s theorem
uϕ(p
r) = 1 + ℓpr ∈ Z,
where ℓ = ℓ0 + ℓ1p
r + ℓ2p
2r + . . . ∈ Z with 0 ≤ ℓi < p
r for i ≥ 0. Then by the
definition of Euler quotients, we have Qr(u) ≡ ℓ ≡ ℓ0 (mod p
r). On the other hand,
Qr+1(u) ≡ ℓ+
p−1
2
ℓ2pr ≡ ℓ0 + (
p−1
2
ℓ20 + ℓ1)p
r (mod pr+1), which is deduced from
uϕ(p
r+1) = (uϕ(p
r))p = (1 + ℓpr)p = 1 + ℓpr+1 +
p− 1
2
ℓ2p2r+1 + . . . .
Therefore, we derive
Qr+1(u) ≡ Qr(u) (mod p
r),
which leads to
{u (mod pr+1) : u ∈ D
(r+1)
l } ⊆ D
(r)
l (mod pr).
Now we show the cardinality of {u (mod pr+1) : u ∈ D
(r+1)
l } is p− 1, wich equals
that of D
(r)
l (mod pr). In fact, if u ≡ u
′ (mod pr+1) for u, u′ ∈ D
(r+1)
l , we suppose
u′ = u+ k0p
r+1 for some 0 ≤ k0 < p. We have
l ≡ Qr+1(u) ≡ Qr+1(u
′) ≡ Qr+1(u+ k0p
r+1)
≡ Qr+1(u)− k0u
−1pr (mod pr+1),
which indicates that k0 = 0 and hence u = u
′. We finish the proof. 
Define
D
(r)
l (x) =
∑
u∈D
(r)
l
xu ∈ F2[x]
for l = 0, 1, . . . , pr − 1.
For an element γ ∈ F2, we denote by ord(γ) the order of γ, i.e., the least positive
integer n such that γn = 1.
Lemma 3. Let γ ∈ F2 be of order ord(γ) with ord(γ)|p
r+1. We have
pr−1∑
l=0
D
(r)
l (γ) =
{
1, if ord(γ) = p,
0, otherwise.
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Proof. If ord(γ) = 1, i.e., γ = 1, we have
pr−1∑
l=0
D
(r)
l (1) = p
r(p− 1) = 0.
Since
pr−1∑
l=0
D
(r)
l (γ) =
∑
i∈Z∗
pr+1
γi =
∑
i∈Z
pr+1
γi −
∑
i∈Zpr
γip,
if ord(γ) > p, using the formula 1 + x+ . . .+ xn−1 = (1− xn)/(1− x), we have
∑
i∈Z
pr+1
γi =
1− γp
r+1
1− γ
= 0,
∑
i∈Zpr
γip =
1− γp
r+1
1− γp
= 0.
While if ord(γ) = p, we have
∑
i∈Zpr
γip =
∑
i∈Zpr
1 = pr = 1.
We finish the proof. 
For r ≥ 1, we define pr-tuples
C
(r)
i (x) = (D
(r)
i (x), D
(r)
i+1(x), . . . , D
(r)
i+pr−1(x)), i = 0, 1, . . . , p
r − 1.
We also use the notation C
(r)
i (x)
T, the transpose of C
(r)
i (x). We will calculate the
inner product Ci(x) · Cj(x
pm)T for 0 ≤ i, j < pr.
Lemma 4. Let θ ∈ F2 be a primitive p
r+1-th root of unity. For any fixed pair
0 ≤ i, j < pr, we have
C
(r)
i (θ) · C
(r)
j (θ
pm)T = 0, r ≥ 1
if m ≥ 1, and
C
(r)
i (θ) · C
(r)
j (θ)
T =
{
1, if pr−1||(i− j),
0, otherwise,
r ≥ 2,
where pr−1||(i− j) means pr−1|(i− j) but pr ∤ (i− j), and
C
(1)
i (θ) · C
(1)
j (θ)
T =
{
0, if i = j,
1, otherwise.
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Proof. Firstly, if m ≥ r + 1 we have C
(r)
j (θ
pm) = C
(r)
j (1) = (0, 0, . . . , 0) since each
D
(r)
l (x) has p− 1 many terms and D
(r)
l (θ
pm) = D
(r)
l (1) = p− 1 = 0 for all 0 ≤ l < p
r.
Hence, for all 0 ≤ i, j < pr we have
C
(r)
i (θ) · C
(r)
j (θ
pm)T = C
(r)
i (θ) · C
(r)
j (1)
T = 0.
Secondly, for 0 ≤ i, j < pr and 0 ≤ m ≤ r, we note that D
(r)
l = g
lD
(r)
0 for all l ≥ 0
since we always suppose Qr(g) = 1, then we calculate
C
(r)
i (θ) · C
(r)
j (θ
pm)T = D
(r)
i (θ)D
(r)
j (θ
pm) +D
(r)
i+1(θ)D
(r)
j+1(θ
pm) +
. . .+D
(r)
i+pr−1(θ)D
(r)
j+pr−1(θ
pm)
=
pr−1∑
k=0
∑
u∈D
(r)
0
θug
i+k
∑
v∈D0
θvg
j+kpm
=
pr−1∑
k=0
∑
u∈D
(r)
0
θug
i+k
∑
w∈D0
θuwg
j+kpm (we use v = uw)
=
pr−1∑
k=0
∑
u∈D
(r)
0
∑
w∈D
(r)
0
θug
j+k(gi−j+wpm)
=
∑
w∈D
(r)
0
∑
z∈Z∗
pr+1
γzw (we use z = ug
j+k, γw = θ
gi−j+wpm)
=
∑
w∈D
(r)
0
pr−1∑
l=0
D
(r)
l (γw).
Now we need to determine ord(γw), the order of γw above for each w ∈ D
(r)
0 . We note
that ord(γw)|p
r+1 since θ is a primitive pr+1-th root of unity.
If 1 ≤ m ≤ r, we find that p ∤ (gi−j + wpm) for all w ∈ D
(r)
0 and hence ord(γw) =
pr+1. So we get ∑
w∈D
(r)
0
pr−1∑
l=0
D
(r)
l (γw) = 0
by Lemma 3. We finish the proof of the first claim.
Now we consider the case m = 0. For those w ∈ D
(r)
0 with ord(γw) 6= p we get
pr−1∑
l=0
D
(r)
l (γw) = 0
by Lemma 3 again. While in this case (m = 0), we show below that there exists
w ∈ D
(r)
0 such that ord(γw) = p if and only if p
r−1||(i− j). That is, we need to find
6
solutions w ∈ D
(r)
0 satisfying
gi−j + w ≡ l0p
r (mod pr+1)
for some integer l0 with 1 ≤ l0 < p. By (1) and (2) we get
0 ≡ Qr(w) ≡ Qr(−g
i−j + l0p
r)
≡ Qr(−g
i−j)− l0p
r−1(−gi−j)−1
≡ Qr(−1) + (i− j)Qr(g)− l0p
r−1(−gi−j)−1
≡ (i− j)− l0p
r−1(−gi−j)−1 (mod pr).
(5)
Then for fixed 0 ≤ i, j < pr, l0 exists if and only if p
r−1||(i − j). From (5) we also
find that there is only one solution l0 and hence only one w, written by w0, such that
ord(γw0) = p, in which case we obtain by Lemma 3 again
pr−1∑
l=0
D
(r)
l (γw0) = 1.
So we conclude that
∑
w∈D
(r)
0
pr−1∑
l=0
D
(r)
l (γw) =
{
1, if pr−1||(i− j),
0, otherwise,
which finishes the proof of the second claim.
For the third claim, we can find the proof from [6, Lemma 3]. 
According to Lemma 2, we remark that u mod pr+1 ∈ D
(r)
l ( mod pr) if u ∈ D
(r+1)
l
for r ≥ 1. So together with Lemma 1, we will use C
(r)
l+pr(x) = C
(r)
l (x) for any integer
l ≥ 0.
Lemma 5. Let r ≥ 2 and β ∈ F2 be a fixed primitive p
r+1-th root of unity. Then for
0 ≤ i < pr, the defining pair of the binary sequence (s
(i)
u ) defined by
s(i)u =
{
1, if u mod pr+1 ∈ D
(r)
i ,
0, otherwise,
u ≥ 0,
is (Gi(x), β) with
Gi(x) =
p−1∑
k=1
xkp
r
+
r∑
r=1
C
(r)
i (β
pr−r) · C
(r)
0 (x
pr−r)T.
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Proof. For u = 0, we have
Gi(β
0) = Gi(1) =
p−1∑
k=1
1 +
r∑
r=1
C
(r)
i (β
pr−r) · C
(r)
0 (1)
T
= (p− 1) + 0 = 0 = s
(i)
0 .
For u = u′pm with gcd(u′, p) = 1 and 1 ≤ m ≤ r, we also suppose u′ mod pr+1 ∈
D
(r)
j for some j, then we derive by Lemmas 1 and 4
Gi(β
u) =
p−1∑
k=1
βkp
r+mu′ +
r∑
r=1
C
(r)
i (β
pr−r) · C
(r)
0 (β
u′pmpr−r)T
= p− 1 +
r∑
r=1
C
(r)
i (θ) · C
(r)
0 (θ
u′pm)T (we use θ = βp
r−r
)
=
r∑
r=1
C
(r)
i (θ) · C
(r)
j (θ
pm)T = 0 = s(i)u .
For u ∈ D
(r)
j with 0 ≤ j < p
r, we have by Lemma 1
Gi(β
u) =
p−1∑
k=1
βkup
r
+
r∑
r=1
C
(r)
i (β
pr−r) · C
(r)
0 (β
upr−r)T
= 1 +
r∑
r=1
C
(r)
i (θ) · C
(r)
0 (θ
u)T (we use θ = βp
r−r
)
= 1 +
r∑
r=1
C
(r)
i (θ) · C
(r)
j (θ)
T.
We will proceed the proof by using the second and third claim in Lemma 4.
If p ∤ (i− j), then i 6≡ j (mod pr) for all r ≥ 1. Hence we get
Gi(β
u) = 1 + C
(1)
i (θ) · C
(1)
j (θ)
T +
r∑
r=2
C
(r)
i (θ) · C
(r)
j (θ)
T
= 1 + 1 + 0 = 0 = s(i)u .
If pn||(i − j) for some 1 ≤ n < r, which indicates i ≡ j (mod pr) for all 1 ≤ r ≤ n
but i 6≡ j (mod pr) for all r > n, then we get
Gi(β
u) = 1 + C
(n+1)
i (θ) · C
(n+1)
j (θ)
T +
r∑
r=1
r 6=n+1
C
(r)
i (θ) · C
(r)
j (θ)
T
= 1 + 1 + 0 = 0 = s(i)u .
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Finally if i = j, we get
Gi(β
u) = 1 +
r∑
r=1
C
(r)
i (θ) · C
(r)
j (θ)
T = 1 + 0 = s(i)u .
Putting everything together, we get s
(i)
u = Gi(β
u) for all u ≥ 0 and complete the
proof. 
Applying Lemma 5, one can get the following important statement.
Theorem 1. Let r ≥ 2 and β ∈ F2 be a fixed primitive p
r+1-th root of unity. Then
the defining polynomial G(x) (corresponding to β) of the binary sequence (eu) defined
in (3) or (4) is
G(x) =
pr − 1
2
p−1∑
k=1
xkp
r
+
r∑
r=1
pr−1∑
i=(pr+1)/2
C
(r)
i (β
pr−r) · C
(r)
0 (x
pr−r)T.
Proof. By Lemma 5 we see that the defining polynomial G(x) of (eu) is
G(x) =
pr − 1
2
p−1∑
k=1
xkp
r
+
pr−1∑
i=(pr+1)/2
r∑
r=1
C
(r)
i (β
pr−r) · C
(r)
0 (x
pr−r)T.
On the other hand, re-arranging the following summation, we get
pr−1∑
i=0
C
(r)
i (β
pr−r) · C
(r)
0 (x
pr−r)T =
pr−1∑
i=0
D
(r)
i (β
pr−r) ·
pr−1∑
l=0
D
(r)
l (x
pr−r) = 0
by Lemma 3 since ord(βp
r−r
) = pr+1. Then using this fact we get
pr−1∑
i=(pr+1)/2
C
(r)
i (β
pr−r) · C
(r)
0 (x
pr−r)T =
pr−1∑
i=(pr+1)/2
C
(r)
i (β
pr−r) · C
(r)
0 (x
pr−r)T,
since the subscript i of C
(r)
i is reduced modulo p
r. We finish the proof. 
For example, let p = 5 and r = 3, we have
G(x) = 62
4∑
k=1
xkp
3
+
4∑
i=3
C
(1)
i (β
p2) · C
(1)
0 (x
p2)T
+
24∑
i=13
C
(2)
i (β
p) · C
(2)
0 (x
p)T +
124∑
i=63
C
(3)
i (β) · C
(3)
0 (x)
T
=
4∑
i=3
C
(1)
i (β
p2) · C
(1)
0 (x
p2)T +
24∑
i=13
C
(2)
i (β
p) · C
(2)
0 (x
p)T
+
124∑
i=63
C
(3)
i (β) · C
(3)
0 (x)
T ∈ F2[x].
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Write θ1 = β
p2, θ2 = β
p, θ = β. Then θ1 (resp. θ2, θ3) is a primitive p
2-th (resp.
p3-th, p4-th) root of unity. Below we compute two examples.
If u ∈ D
(3)
17 , then we have u ∈ D
(1)
2 and u ∈ D
(2)
17 by Lemma 2, hence we see that
G(βu) =
4∑
i=3
C
(1)
i (β
p2) · C
(1)
0 (β
up2)T +
24∑
i=13
C
(2)
i (β
p) · C
(2)
0 (β
up)T
+
124∑
i=63
C
(3)
i (β) · C
(3)
0 (β
u)T
=
4∑
i=3
C
(1)
i (θ1) · C
(1)
2 (θ1)
T +
24∑
i=13
C
(2)
i (θ2) · C
(2)
17 (θ2)
T
+
124∑
i=63
C
(3)
i (θ3) · C
(3)
17 (θ3)
T
= (1 + 1) + 1 + (1 + 1 + 1) (by Lemma 4)
= 0 = eu.
If u ∈ D
(3)
85 , then we have u ∈ D
(1)
0 and u ∈ D
(2)
10 by Lemma 2 again, we get similarly
G(βu) =
4∑
i=3
C
(1)
i (θ1) · C
(1)
0 (θ1)
T +
24∑
i=13
C
(2)
i (θ2) · C
(2)
10 (θ2)
T
+
124∑
i=63
C
(3)
i (θ3) · C
(3)
85 (θ3)
T
= (1 + 1) + (1 + 1) + 1 = 1 = eu.
3 Trace representation
The trace representation plays an important role in sequence design. The trace func-
tion from F2n to F2k is defined by
Trnk(x) = x+ x
2k + x2
2k
+ . . .+ x2
(n
k
−1)k
.
For a, b ∈ F2k and x, y ∈ F2n , we have Tr
n
k(ax+ by) = aTr
n
k(x)+ bTr
n
k(y). We refer the
reader to [22,25] for details on the trace function. The trace representations of many
famous sequences, such as Legendre and Jacobi sequences and their generalizations,
have been studied in literature [16–18].
Lemma 6. We suppose that 2p−1 6≡ 1 (mod p2). If the order of 2 modulo p is λ, then
the order of 2 modulo pr is λpr−1 for r ≥ 2.
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Proof. Let 2λ = 1 + k0p for some integer k0, since λ is the order of 2 modulo p.
We have
2λp
r−1
≡ (1 + k0p)
pr−1 ≡ 1 (mod pr).
According to the following two claims, we prove the desired result.
Claim 1. 2λ1p
r−1
6≡ 1 (mod pr) for λ1 < λ with λ1|λ.
(proof of Claim 1.) Since otherwise, we have 2λ1 ≡ 1 (mod p), which contradicts to
the condition that λ is the order of 2 modulo p.
Claim 2. 2λp
r−2
6≡ 1 (mod pr).
(proof of Claim 2.) We note first that k0 6≡ 0 (mod p) since
2p−1 ≡ (2λ)
p−1
λ ≡ (1 + k0p)
p−1
λ ≡ 1 +
p− 1
λ
k0p 6≡ 1 (mod p
2).
Then we have
2λp
r−2
≡ (1 + k0p)
pr−2 ≡ 1 + k0p
r−1 6≡ 1 (mod pr).
We finish the proof. 
Lemma 7. We suppose that 2p−1 6≡ 1 (mod p2). Let λ be the order of 2 modulo p
and Qr(g) = 1 for a (fixed) primitive root g modulo p
r+1 for r ≥ 1 as before. We have
D
(r)
l (x) =
p−1
λ
−1∑
j=0
Trλp
r
pr
(
xg
jpr+l
)
, l ≥ 0.
Proof. According to Lemma 6, we write
U (r) = {2jp
r
(mod pr+1) : 0 ≤ j < λ} ⊆ Z∗pr+1.
It is clear that U (r) is a subgroup of D
(r)
0 due to Qr(2
jpr) ≡ jprQr(2) ≡ 0 (mod p
r)
for 0 ≤ j < λ. Then we divide D
(r)
0 into (p− 1)/λ many subsets
U (r), gp
r
U (r), . . . , g(
p−1
λ
−1)prU (r).
Now applying
U (r)(x) =
∑
u∈U (r)
xu = Trλp
r
pr (x) ∈ F2[x],
we derive
D
(r)
0 (x) =
p−1
λ
−1∑
j=0
Trλp
r
pr
(
xg
jpr
)
.
Then the desired result follows from the fact that D
(r)
l = g
lD
(r)
0 for l ≥ 0. 
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Theorem 2. Let r ≥ 2 and β ∈ F2 be a fixed primitive p
r+1-th root of unity. Let g
be a (fixed) primitive root modulo pr+1 such that Qr(g) = 1. Let λ be the order of 2
modulo p. If 2p−1 6≡ 1 (mod p2), then the trace representation of (eu) defined in (3)
is
eu =
pr − 1
2
p−1
λ
−1∑
k=0
Trλ1(β
uprgk) +
r∑
r=1
pr−1∑
l=0
η
(r)
l
p−1
λ
−1∑
j=0
Trλp
r
pr
(
βup
r−rgjp
r+l
)
,
where
η
(r)
l =
pr−1∑
i=(pr+1)/2
D
(r)
i+l(β
pr−r). (6)
Proof. From Theorem 1, we re-write the defining polynomial G(x) of (eu) as
G(x) =
pr − 1
2
p−1∑
k=1
xkp
r
+
r∑
r=1
pr−1∑
l=0
η
(r)
l D
(r)
l (x
pr−r), (7)
where η
(r)
l is defined in (6). The trace representation of D
(r)
l (x
pr−r) is given in Lemma
7. We remark that g is also a primitive root modulo pr and Qr(g) = 1 for all
1 ≤ r ≤ r + 1 since we suppose that g is a primitive root modulo pr+1 such that
Qr(g) = 1. So we only need to describe
p−1∑
k=1
xkp
r
by using trace function.
Since λ is the order of 2 modulo p and g is also a primitive root modulo p, we
have
Z∗p =
p−1
λ
−1⋃
k=0
gk〈2〉,
where 〈2〉 = {1, 2, 22, . . . , 2λ−1} generated by 2 modulo p is a subgroup of Z∗p. Hence
we derive
p−1∑
k=1
xkp
r
=
p−1
λ
−1∑
k=0
Trλ1(x
prgk).
We complete the proof. 
For the case of 2p−1 ≡ 1 (mod p2), we see that the order of 2 modulo pr is not
always λpr−1, where λ is the order of 2 modulo p. For example, for p = 1093, the
experimental result shows that the order of 2 modulo pr is λ = 364 for r = 1 or 2 and
the order of 2 modulo pr is λpr−2 for r ≥ 3.
In fact, for any such p (i.e., satisfying 2p−1 ≡ 1 (mod p2)), if λ is the order of 2
modulo pr for all 1 ≤ r ≤ t0 with a maximal integer t0, then the order of 2 modulo
pr is λpr−t0 for all r ≥ t0 + 1 by using a similar proof of Lemma 6. In terms of
U (r) = {2j (mod pr+1) : 0 ≤ j < λ} ⊆ D
(r)
0 , r < t0
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and
U (r) = {2jp
r+1−t0 (mod pr+1) : 0 ≤ j < λ} ⊆ D
(r)
0 , r ≥ t0,
one can apply the idea of Lemma 7 to describing the trace of each D
(r)
l (x) and hence
the defining polynomial G(x) of (eu) without any difficulties.
We finally remark that such primes p, which are called Wieferich primes, are very
rare. To date the only known such primes are p = 1093 and p = 3511 and it was
reported that there are no new such primes p < 4× 1012, see [15].
4 Final remarks
In this manuscript, we give the trace representation of a family of binary threshold
sequences derived from Euler quotients by determining the corresponding defining
polynomials.
The defining polynomial of a sequence plays an important role in cryptography.
It is closely related to the linear complexity of the sequence. We recall that the linear
complexity L((eu)) is the least order L of a linear recurrence relation over F2
eu+L = cL−1eu+L−1 + . . .+ c1eu+1 + c0eu for u ≥ 0,
which is satisfied by (eu) and where c0 = 1, c1, . . . , cL−1 ∈ F2. For a sequence to be
cryptographically strong, its linear complexity should be large and at least a half of the
period according to the Berlekamp-Massey algorithm [26]. From [3] or [22, Theorem
6.3], the linear complexity of (eu) equals the number of nonzero coefficients of the
defining polynomial G(x), i.e., the Hamming weight of G(x).
According to the proof of [19, Lemma 6], we see that η
(r)
l 6= 0 in (6) for all
1 ≤ r ≤ r and 0 ≤ l < pr. Hence if 2p−1 6≡ 1 (mod p2), we get by computing the
Hamming weight of G(x) in (7)
L((eu)) =
r∑
r=1
pr(p− 1) + (p− 1)ǫ
(
pr − 1
2
)
= pr+1 − p+ (p− 1)ǫ
(
pr − 1
2
)
=


pr+1 − p, if p ≡ 1 (mod 4),
pr+1 − p, if p ≡ 3 (mod 4) and r is even,
pr+1 − 1, if p ≡ 3 (mod 4) and r is odd,
which has been proved in [19, Theorem 1]. The notation ǫ
(
pr−1
2
)
above satisfies
ǫ
(
pr − 1
2
)
=
{
0, if p
r−1
2
is even,
1, otherwise.
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