Gupta and Kumar (2000) studied capacity scaling in random wireless networks with n nodes under the protocol interference model. They showed that the per source-destination pair capacity scales as Θ(1/ √ n log n) when n distinct random source-destination pairs communicate simultaneously. For the same setup, El Gamal, Mammen, showed that the delay scales as Θ( n/ log n). It is surprising that such precise scaling laws can be obtained for this model. At first, such results may seem as an artifact of the network topology, traffic model and interference model. In this paper, we establish capacity and delay scaling laws for a general network topology, interference model, and traffic model. These scaling laws arise inherently due to the underlying combinatorial structure of the problem.
I. INTRODUCTION
A wireless network consists of a collection of nodes, each capable of transmitting to or receiving from other nodes over a wireless channel. When a node transmits to another node, it creates interference for other nodes in its vicinity. When several nodes transmit simultaneously, a receiver can successfully receive the data sent by the desired transmitter only if the interference from the other nodes is sufficiently small. The exact capacity (or thoughput) region depends on the statistics of the channels between all pairs of nodes. The throughput on a channel between a pair of nodes can be computed using Shannon's classical result [1] . The capacity of a Gaussian relay channel was derived by Cover and El Gamal [12] . However, it seems mathematically intractable to derive the capacity region of an arbitrary wireless network.
This motivated Gupta and Kumar (2000) to study scaling of the throughput for a specific class of transmission schemes in a large wireless network. In their seminal paper [13] , they considered a wireless network formed by n nodes placed on a unit connected area (e.g. sphere) independently and uniformly at random. They considered a protocol interference model for successful transmission, where each node can transmit at W bits per second provided that the interference is sufficiently small. To make explicit computations possible, n distinct randomly chosen sourcedestination pairs were assumed to communicate simultaneously. They studied the scaling of maximal supportable rate between source-destination pairs. They found that the capacity (or throughput) per source-destination pair scales as Θ(1/ √ n log n) under their model. This paper shifted the focus from the seemingly intractable characterization of the exact capacity region of a network to the computation of mathematically tractable capacity scaling laws for certain transmission schemes and interference models. For a more general class of random distributions of nodes, Kulkarni and Viswanath [15] and Franceschetti, Dousse, Tse and Thiran [25] , showed that the capacity scales as Θ(1/ √ n) under the protocol interference model and the signal to noise and interference (SINR) threshold model, respectively. Subsequently, Grossglauser and Tse [10] studied capacity scaling in random mobile wireless networks. They showed that mobility can lead to higher capacity. In particular, if node motion is independent across nodes and has a uniform stationary distribution, they showed that the optimal capacity scaling of Θ(1) per source-destination pair is feasible. Later, Diggavi, Grossglauser and Tse [4] showed that optimal capacity scaling of Θ(1) is achievable even when each node performs independent motion on a restricted area.
Delay is another important metric for wireless networks. Again, determining the exact average delay for a given transmission scheme is usually hard. Hence, El Gamal, Mammen, Prabhakar and Shah [6] studied the scaling law for average delay in wireless networks. They derived delay scaling laws for both fixed and mobile random networks under the protocol interference model. They showed that the delay scales as: (1) Θ n log n for maximal throughput (per source-destination pair) of Θ(1/ √ n log n) for fixed networks, and (2) Θ (n log n) for maximal throughput of Θ(1) for mobile networks when nodes move according to a random walk model. Further, they characterized the optimal throughput-delay trade-off for fixed and mobile random networks. There has been a lot of subsequent work to evaluate throughput and delay for mobile networks under different mobility models. For example, see [2] and [19] . In summary, previous work on scaling laws for capacity and delay in the context of interference model is restricted in the following sense: (1) The network topology is modeled as a random (fixed or mobile) network. ( 2) The received power is a monotonic function of the distance from the transmitter. The interference model is either the protocol model or the SINR threshold model. In this paper, we consider the question of determining scaling laws for capacity and delay for an arbitrary wireless network model. We show that the existence of scaling laws is not an artifact of a particular interference model, network topology, or the traffic model. Specifically, we consider any combinatorial interference model, of which the protocol and SINR threshold models are special cases. We consider an arbitrary network topology and a general traffic model.
For such a general setup, we determine the scaling laws for capacity and delay. To establish the scaling laws, we first represent the underlying wireless network in terms of an appropriate class of capacitated graphs. We obtain a precise characterization of the capacity scaling law in terms of maximal min-cut capacity over this class of graphs. We utilize the seminal result of Leighton and Rao (1988) [16] that characterizes the scaling of uniform multi-commodity flow for an arbitrary capacitated graph. While this capacity characterization gives insight into the property of a network that affects the scaling, it can be hard to evaluate for an arbitrary wireless network. We relate the capacity of a wireless network to the spectral properties such as conductance and the spectral gap of an appropriate graph. These bounds, i.e., scaling laws can be computed efficiently. We utilize results of Diaconis and Stroock (1991) [11] and Sinclair [24] to establish these connections. Next, we obtain precise delay scaling for given maximal capacity in the above arbitrary setup. The delay characterization in previous works (such as [6] ) required studying detailed properties of the underlying communication scheme. Instead our method for characterizing delay uses minimal information about the communication scheme. In that sense, it is very general and can be applied to many different scenarios.
We relate our results for the interference model to previous works for random networks by recovering them as a special case of our results. Specifically, we recover results of Gupta and Kumar [13] , El Gamal, Mammen, Prabhakar and Shah [6] , Grossglauser and Tse [10] and Diggavi, Grossglauser and Tse [4] . In some cases, the bounds that we get are loose by a factor of log n due to the generality of our methods.
The above work on capacity and delay scaling is based on a given combinatorial interference model. An appropriately chosen interference model gives a lower bound on the achievable rates on different links when many links transmit the data together. There has been much recent work on characterizing the information theoretic capacity scaling laws for random networks. Notably, Leveque and Telatar [26] , Leveque, Telatar and Tse [27] , and Xue, Xie and Kumar [21] established that capacity scales as O(poly(log n)/ √ n) for a random network with AWGN channels and a large range of path loss models. Information theoretic bounds on capacity for an arbitrary wireless network with fading channels were obtained by Jovicic, Viswanath and Kulkarni [32] and more recently by Ahmed, Jovicic and Viswanath [18] . Specifically, the results in [18] imply that the capacity for a random network scales as O(1/ √ n).
We consider a wireless network with Gaussian channels. We first restrict ourselves to a non-cooperative setting. Using the result of Leighton and Rao, we obtain both lower and upper bounds on the capacity for an arbitrary wireless network with AWGN channels. We also give an efficient algorithm to compute these bounds. For the case of general transmission schemes and fading AWGN channels, we derive information-theoretic upper bounds on capacity using the results of [18] . The lower bounds for the non-cooperative case are information theoretic lower bounds for the general setting as well. We apply the bounds for non-cooperative transmission and general transmission to a grid graph and a geometric random network, respectively.
A. Organization
The rest of the paper is organized as follows. In Section II we describe the mathematical models. We also relate the models studied in previous work to our models. In Section III, we state the main results of this paper. Sections IV and VI present proofs of the results. Specifically, Section IV is dedicated to proofs of results for the interference model while Section VI is dedicated to proofs of bounds for Gaussian channels. In Sections V and VII we recover (and in some cases extend) known results as a special case of our results. Finally, in Section VIII we present conclusions and directions for future work.
II. MODELS AND DEFINITIONS
In this section, we define the models for a wireless network to study scaling of the capacity region. Consider a set of wireless nodes V = {1, . . . , n} located in a certain region. Each node has transceiver capabilities. Simultaneous transmissions over multiple links lead to links interfering with each other. We derive capacity scaling laws for the combinatorial interference model as well as information theoretic scaling laws for capacity of networks with Gaussian channels.
Interference model. We consider an abstract interference model which is a generalization of many standard interference models in the literature. The model provides the following characterization: (a) Directed graph G = (V, E) where E is the set of directed links over which data can be transmitted. Let δ denote the maximum vertex degree of this graph. (b) For each directed edge e ∈ E, let I(e) = {ê ∈ E} be the set of edges (directed links) that interfere with a transmission on link e. Data can be successfully transmitted on link e at rate W (e) if and only if no transmission on any link in I(e) takes place simultaneously. In general, the rate W (e) for a given power constraint can be different for different edges. Further, it can be a function of the set of links that transmit simultaneously. The proof methods and results of the paper will not change (qualitatively) in such scenarios. However, for ease of exposition we will assume W (e) = 1 1 for all e ∈ E.
We can define an undirected dual conflict graph G D = (E, E D ) with vertex set E and edge set E D , where an edge e D ∈ E D exists between e 1 and e 2 if e 1 and e 2 cannot transmit simultaneously due to interference constraints. Thus, each link e ∈ E is connected to all links in I(e). Let us denote the degree and the chromatic number of the dual conflict graph G D by ∆ = max e∈E |I(e)| and κ respectively. Note that κ ≤ (1 + ∆). Let {E k }, E k ⊆ E, be the set of all possible link sets that can be active simultaneously, i.e., simultaneous transmissions on all the links in E k at rate W (e) = 1 are feasible for the given interference model. Each E k corresponds to a vector C k ∈ R |E| , where C k (e) = W (e)1 {e∈Ek} = 1 {e∈Ek} (we assume W (e) = 1 here 2 ). Let C be the convex-hull of all such vectors {C k }. Thus C is the set of all vectors C such that link capacities C(e), for link e, are feasible on an average (using time sharing between the C k 's) for the given interference model. The above interference model is described for a fixed network. However, the above model applies for a mobile network as well if the node motion is an ergodic process. For a mobile network, for the n nodes at positions x 1 , . . . , x n (in say, R 3 ), let C(x 1 . . . , x n ) be the convex hull of all simultaneously achievable rate vectors on the links. Hence, for given positions of nodes (x 1 , . . . , x n ), all vectors C(x 1 , . . . , x n ) ∈ C(x 1 . . . , x n ) are achievable using time division. Then any vector in the following set is achievable.
where the expectation is with respect to the distribution of the node positions.
Fading Channel with AWGN. Consider K n , the fully connected graph with node set V . Let X i (t) be the signal transmitted at node i at time t ∈ Z + . We assume that each node has a power constraint such that
, the signal received at node i at time t, is given by
where Z i (t) denotes a zero mean white Gaussian noise process such that Z i (t) are i.i.d across all i. Let r ij denote the distance between nodes i and j. Let H ik (t) be such that
whereĤ ik (t) is a stationary and ergodic zero mean process which models channel fluctuations due to frequency flat fading and g(·) is a monotonically decreasing function that models path loss with g(x) ≤ 1 for all x ≥ 0. We
is called feasible, if there exists a transmission scheme such that data can be sent (possibly via multiple hops) from node i to node j at rate λ ij for each node pair (i, j),
denote the set of all feasible traffic matrices. We also call Λ the capacity region. Ideally, we wish to characterize Λ. However, its hard to obtain a simple one-parameter characterization of Λ that can be evaluated. Hence, we study the scaling of a quantity ρ * (Λ) defined below.
Thus the quantity ρ * (Λ) is a parametrization of an inner approximation to the capacity region Λ. It is tight in the sense for any x > ρ * , there is some infeasible traffic matrix in the set L(x). Since the set {x ∈ R + : L(x) ⊆ Λ} is closed and bounded, any λ with ρ(λ) ≤ ρ * (Λ) is feasible.
Definition 2 (Uniform multi-commodity flow):
We say that a traffic matrix λ is a uniform multicommodity flow if λ = f 1 for some f ∈ R + , where 1 ∈ R n×n + is a matrix with all entries equal to 1. We will denote such a flow as U (f ) = f 1.
Next, we show that it is sufficient to study the scaling of the maximal feasible uniform multicommodity flow in order to determine the scaling of ρ * (Λ).
Lemma 1:
If U (f ) is feasible then any λ ∈ R n×n + with ρ(λ) ≤ nf /2 is feasible. Proof: Consider any λ such that ρ(λ) ≤ nf /2. Suppose that U (f ) is feasible. Then there exists a routing scheme such that U (f ) can be routed through the network. We will route the traffic given by the matrix λ using the two stage routing scheme of Valiant and Brenber [20] , which routes U (ρ(λ)) in each stage. Given such a scheme, it is clear that if U (f ) can be supported then any λ with ρ(λ) ≤ nf /2 is supportable. Hence, to complete the proof of the Lemma, we need to describe this two stage routing scheme.
In the first stage, each node i sends data to all the remaining nodes uniformly (ignoring its actual destination). Thus, node i sends data to any node j at rate k λ ik /n ≤ ρ(λ)/n. In the second stage, a node, say j, on receiving data (from the first stage) from any source i sends it to the appropriate destination. It is easy to see that due to the uniform spreading of data in the first stage, each node say j routes data at rate k λ ki /n ≤ ρ(λ)/n to node i in the second stage. Thus, the traffic matrices routed in both the stages are dominated by U (ρ(λ)/n). That is, the sum traffic matrix is dominated by U (2ρ(λ)/n). Hence, if U (f ) is feasible then ρ(λ) ≤ nf /2 is feasible. This completes the proof of Lemma 1.
By definition of ρ * (Λ), any λ with ρ(λ) ≤ ρ * (Λ) is feasible. That is, uniform multicommodity flow U (ρ * (Λ)/n) is feasible. From this and Lemma 1, ρ * (Λ) = Θ(nf * ), where f * = sup{f ∈ R + : U (f ) is feasible}. Hence, it is sufficient to determine f * . In the rest of this paper, we will study scaling of the maximum feasible uniform multicommodity flow f * .
A. Comparison with Standard Models
We illustrate the generality of our setup (network topology, interference model, and traffic model) by establishing that previously studied models of [13] , [10] , [4] , and [6] are special cases of our model.
Network topology.
We assume an arbitrary node placement. Gupta and Kumar [13] (and subsequently others) considered the random network model where nodes are placed on a unit sphere independently and uniformly at random. This is certainly a special case of our model. The result of Grossglauser and Tse [10] assume nodes are performing uniform stationary motion on some geographic area, which again can be seen as a special case. We note that for mobile networks, the graphs G and G D induced by the interference model change as the node positions change.
Interference model. We first consider the protocol model of Gupta and Kumar [13] and then the SINR model threshold used in [10] . The protocol model is defined as follows: (1) A node i can transmit to any node j if the distance between i and j, r ij is less than the transmission radius r.
(2) For transmission from node i to j to be successful, no other node k within distance (1 + η)r ij (η > 0 a constant) of node j should transmit simultaneously. The corresponding definitions of E and E D follow. A directed link from node i to node j is in E if r ij ≤ r. For a link, e ∈ E, let e + denote the transmitter and let e − denote the receiver. Then
Thus the protocol model is a special case of the model considered in this paper.
Next, consider the SINR threshold model. It can be modeled in our setup as follows. Assume that the channel gain from the transmitter of node j to the receiver of node i is given by h ij , i.e., if node j transmits at power P , the received signal power at node i will be h ij P . Consider the set of directed links E γ such that a link, (i, j), from node i to node j, is in E γ if and only if h ji ≥ γ. Also, define I(e) = {ê ∈ E γ : h e −ê+ ≥ β}. Let each link have an additive white Gaussian noise channel, with power spectral density N 0 and bandwidth B. Assume that each link transmits Gaussian signals and that the Shannon capacity on each link is achievable. Then link e can transmit at rate W if no other links in I(e) transmit simultaneously, if and only if γ and β are such that
It is easy to see that the above condition is satisfied if the following holds.
Traffic model. In previous works, the capacity scaling laws were derived for the case where n distinct sourcedestination pairs are chosen at random such that each node is source (destination) for exactly one destination (source) and such pairing is done uniformly at random over all possible pairings. Thus the traffic matrix corresponds to a randomly chosen permutation flow which is defined as follows.
Definition 3: Let S n denote the set of permutation matrices in R n×n + . We say that a traffic matrix λ is a permutation flow if λ = f Σ for some f ∈ R + and Σ ∈ S n . We will denote such a flow as
In light of the above definition, all the previous works study the scaling off , wheref is the maximum value such that for any randomly chosen permutation Σ ∈ S n , the permutation flow λ Σ (f ) is feasible with probability at least 1 − 1/n 2 . Next, we state a result that relates the permutation flow scaling with the uniform multicommodity flow scaling.
Lemma 2:
If for Σ ∈ S n chosen uniformly at random, λ Σ (nf ) is feasible with probability at least 1−n −1−α , α > 0, then there exists a sequence of feasible rate matrices Γ n such that
where · denotes the standard 2-norm for matrices. Proof: From the hypothesis of the Lemma, it is clear that for at least (1−n −1−α ) fraction of all n! permutations in S n , the permutation flow λ Σ (nf ) is feasible. By definition and symmetry of permutations, we can write
Let us define the following indicator function
Consider a uniform time sharing scheme between all the n! permutation flows. Then the following traffic matrix is supportable.
Step (a) uses triangle inequality for a norm and step (b) uses ||Σ i || = 1 for any permutation matrix
is feasible for all Σ ∈ S n . Thus studying the scaling law for the permutation traffic model is equivalent to studying the scaling law for the uniform multi-commodity traffic model. From the above discussion, it is clear that network, interference and traffic models of [13] , [10] , [4] , and [6] (and others) are special cases of our model.
III. MAIN RESULTS
In this section we present the main results of this paper. We will state the results without proofs, which are presented in later Sections.
Capacity scaling for Interference model. We first present results on capacity scaling. Then, f * scales as
The above Theorem provides implicit characterization of f * . Next, we state two alternate and possibly weaker characterizations of f * in terms of known spectral quantities. For this, we make the following additional assumption.
Assumption 1: Each node can transmit (receive) data, possibly to (from) multiple receivers (transmitters), at an aggregate rate of no more than W = 1.
denote the set of all doubly sub-stochastic matrices that are graph G = (V, E) conformant. Then for P ∈ P, we define its conductance Φ(P ) as
All entries of P(C) thus defined are non-negative since we have assumed that each node can not transmit or receive at an aggregate rate of more than W = 1. Also, all non-diagonal entries of P(C) are less than or equal to 1. Then, the following is a straightforward corollary of Theorem 1.
where
The following result provides bounds on f * that are easier to compute 3 .
Theorem 2: With Assumption 1, f * scales as
where φ is defined as φ = sup P ∈P Φ(P ).
Finally, we provide bounds on f * in terms of the second-eigenvalue of an appropriately defined stochastic matrix. Let Q denote the transition matrix of the natural random walk on G = (V, E). The natural random walk over V is defined as follows. At any given node, the next step of the walk is a neighboring node such that all neighboring nodes occur with equal probability. Let d * be the maximum degree of any node in G and γ * be the diameter of G. Let λ 2 (Q) denote the second largest eigenvalue of Q.
Theorem 3:
The maximum uniform multicommodity flow f * is bounded above as
Delay scaling for Interference model. We measure delay in number of hops. We assume that the packet size is small enough so that the packet delay is essentially equal to the number of hops taken by the packet. This is similar to the assumptions in all previous works, for example, [13] , [10] , and [6] . We restrict ourselves to periodic link scheduling schemes. For fixed networks, C is the convex hull of the set, {C k }, which has a finite cardinality. Hence, any vector in C can be written as a linear combination of the C k 's. Thus to maximize the supportable uniform multicommodity flow it is sufficient to optimize over transmission schemes with periodic scheduling of links where the periodic schedule corresponds to time division between the C k 's.
We obtain the following general scaling of delay.
Theorem 4: Let S(n) be the total number of transmissions by the n wireless nodes on average per unit time 4 . When data is transmitted according to rate matrix λ, where ρ(λ) ≤ ρ * (Λ), the average delay, D(n), over all packets scales as
We note that the above result uses very little information about the specific underlying transmission scheme. Next, we present an immediate corollary of the above result and Theorem 2. Gaussian channels -Non-cooperative transmission. Until now, we considered the connectivity graph G = (V, E) and the interference graph G D = (E, E D ) as given. We now extend our results to the case of the fading Gaussian channel model presented in Section II. We would like to determine f * which is the maximum rate at which each node i can send information to each node j. First, we consider the case of non-cooperative transmission andĤ kj = 1 w.p. 1, ∀k, j = 1, . . . , n. Here, transmission over one link acts as interference for transmissions over other links in the network. We assume that the signal transmitted by each node is an independent Gaussian process. Thus the maximum rate at which a node i can transmit to node j is given by
where p i is the transmitted power at node i, N 0 is the power spectral density, B is the bandwidth for transmission, and I is the total power received at node j from all other nodes in the network. We would like to find f * when the maximum average power at each node is the same, i.e. P i = P for all i. Consider the following two graphs:
(1) K n is the fully connected graph over node set V , and (2) G r is the graph where each node i ∈ V is connected to all nodes that are within a distance r of i. Let E r denote the edge set of G r . Let
Let ∆(r) be maximum vertex degree of G r . Ideally, we would like to evaluate f * , the maximum uniform multicommodity flow that can be supported by K n . Here, we obtain the following bounds on f * .
Theorem 5: For a given placement of nodes, under the Gaussian channel model with path loss function g(·), the maximal uniform multicommodity flow f * is bounded as follows. For any r ≥ r * and η > 0,
) and
The tightest bounds are given by (r(1 + η) ) log 1 + P g(r) 1 + nP g(r (1 + η) ) min S⊂V i∈S,j∈S c 1 (i,j)∈Er log n|S||S C | .
The proof for the lower bound is constructive -it gives a transmission scheme for which the uniform multicommodity flow is greater than or equal to that given by the lower bound.
We illustrate the above bounds for a specific path loss function. Similar analysis can be done for other path loss functions.
Corollary 3: Consider setup of Theorem 5 and g(r) = e −r . Assume that e −r * /n 3 → 0 as n → ∞. Also, let r 1 = r * + 4 log n. Then,
|S||S C | + P e −r * n 4 and
The above Corollary 3, immediately implies that f * can be bounded as
(1 + ∆(r * )∆(r 1 )) log n and f * = O(X r1 log(1 + P ) + P n −4 ), where
Note that the computation of X r1 is easier than the computation of X max(i,j) rij . Hence, to obtain scaling laws, it may be better to consider a weaker upper bound that is determined only by a subset of all the links in the network.
Gaussian channels -Information Theoretic Bounds (General Transmission Schemes).
We now consider the general Gaussian fading channel model in Section II. The lower bound for non-cooperative transmission applies (albeit, weakly) to the case of general transmission and AWGN channels. Here, we concentrate on computing upper bounds on the maximal multicommodity flow in the case of general transmissions and fading channels. The following result based on MIMO cutset bounds are derived using techniques very similar to that in [32] and [18] .
Theorem 6: With channel state information (CSI) only at receivers, f * is upper bounded above as
With CSI at both transmitters and receivers, f * is bounded above as
Here, H S is obtained from H by only retaining the rows indexed by j ∈ S and columns indexed by i ∈ S C . Similarly, Q S is obtained from Q by retaining the rows and columns indexed by i ∈ S.
Note that in the full CSI case, for a given H, the bound is obtained by computing a Q matrix which maximizes the min-cut. The above bounds are implicit. We can obtain explicit bounds using the results in [18] . In particular, we have the following result. Lemma 3: For general communication, f * is bounded above as follows:
(1) If channel state information (CSI) is known only at receivers, then
(2) If CSI is known at the transmitters and the receivers (full CSI) , then
IV. PROOFS FOR RESULTS ON INTERFERENCE MODEL
This section presents proofs of Theorems 1, 2, 3 and 4. Theorems 1-3 are related to capacity scaling characterization while Theorem 4 gives the delay characterization.
Proof: [Theorem 1]
The goal is to determine the scaling of f * . The question of determining uniform multicommodity flow is well-studied for a fixed directed capacitated graph. Specifically, consider any C ∈ C. Since C is the convex hull of the vectors C k , there exists a time sharing sharing scheme between the sets of links E k (which are sets of links that can transmit simultaneously at rate W = 1) such that each link can transmit at rate C(e) on an average. Let f * (C) be such that U (f * (C)) is the maximum uniform multicommodity flow that can be routed through G with link capacities given by C. We recall the following result by Leighton and Rao [17] .
Theorem 7 (Theorem 12, [17] ): The maximum uniform multi-commodity flow f * (C) is upper and lower bounded as
Theorem 7 gives a tight characterization of f * (C) for any C ∈ C. Next, we use this result to obtain a characterization of f * . Note that f * ≥ f * (C) since there exists a time sharing scheme between the C k 's such that each link e gets a capacity C(e) on an average. Hence,
As discussed in Section II, C is the set of all vectors C(e) such that link e gets a capacity C(e). Hence, it follows that
From (8) and (9), we obtain
Now, Theorem 7 and equation (10) imply the statement of Theorem 1. This completes the proof of Theorem 1.
Proof: [Theorem 2]
Recall that, for C ∈ C, we defined the stochastic matrix P(C) ∈ R n×n + such that P(C) ij = C((i, j)) and P(C) ii = 1− k =i P(C) ik . All entries of P(C) thus defined are non-negative since under Assumption 1, each node can transmit or receive at an aggregate rate of at most W = 1. For the same reason {P(C) : C ∈ C} ⊆ P, where we recall that P is the set of all doubly sub-stochastic matrices that are graph G conformant. Hence,
Using Corollary 1 along with the above relation, we obtain the upper bound
To derive the lower bound, consider the following Lemma.
Lemma 4:
There exists a vector C ∈ C such that
Proof: Consider vertex coloring for the dual graph G D = (E, E D ). The chromatic number of G D is defined to be κ and hence we need κ colors for vertex coloring of G D . Thus we have partitioned the set E into subsets, say, E 1 , . . . , E κ such that the links in each subset can transmit simultaneously at rate 1. Now let C k (e) = 1 {e∈Ek} . Then, C corresponding to uniform time-sharing between the κ edge sets E 1 , . . . , E k is given by
which is a convex combination of C 1 , . . . , C κ ∈ C. Hence, C ∈ C. This C satisfies the property claimed in Lemma 4 and thus completes the proof. Now, define
Then, for any P ∈ P, we have P/κ ∈ P κ . From Lemma 4, it follows that there exists a C ∈ C such that
where the last inequality follows from the fact that Φ(P/κ) = Φ(P )/κ and P/κ ⊂ P κ . From (13) and Theorem 1 we have f * = Ω φ κn log n . This completes the proof of Theorem 2.
Proof: [Theorem 3]
The proof uses results of Diaconis and Stroock [11] . This result is similar to the result of Sinclair [24] . To make this result self-contained, we provide most of the details.
Let Γ ij denote the set of all simple (no cycles) directed paths between node i and node j in graph G. Let Γ = Π i =j Γ ij denote the product space of simple directed paths between all n(n − 1) node pairs. Let µ be any probability distribution on Γ and let (µ ij ) i =j denote the marginal distribution over Γ ij inducted by µ. We first state Lemma 5 that relates uniform multicommodity flow with a probability distribution on Γ. Then, we will relate the second eigenvalue λ 2 of the transition matrix of of natural random walk on G (as defined in Section III) with a probability distribution on Γ. These two results will allow us to complete the proof of Theorem 3. In what follows, first ignore any capacity constraints. We will use capacity constraints later to derive a bound on uniform multicommodity flow.
Lemma 5: Given a graph G, there exists a bijection between the set of all possible uniform multicommodity flows U (1) and the set of marginals (µ ij ) i =j for a probability distribution on Γ.
Proof: We will show that each uniform multicommodity flow, restricted to a pair i, j, is equivalent to a unique probability distribution µ ij on Γ ij . This will imply the statement of Lemma 5.
Consider a uniform multicommodity flow U (1). Now consider a fixed pair (i, j). The flow U (1) routes unit amount of flow from i to j along paths of Γ ij . Let U (1) route U (1)(γ) amount of flow along γ ∈ Γ ij . Define µ ij (γ) = U (1)(γ). Then, µ ij can be seen as a probability distribution on Γ ij . Similarly, if given a distribution µ ij on Γ ij , we obtain routing of a uniform multicommodity on Γ ij . This establishes a bijection between all possible U (1) and the collection of marginals (µ ij ) i =j . This completes the proof of Lemma 5.
Lemma 6: Given a graph G = (V, E), let Q be the transition matrix of natural random walk with its second largest eigenvalue λ 2 (Q). Let µ be any probability distribution on Γ with (µ ij ) i =j being its marginal. Let b(γ, e) denote the number of paths passing through edge e for γ ∈ Γ. Let b = max e∈E γ∈Γ µ(γ)b(γ, e). Then,
where γ * is the maximum path length (among all paths and node pairs) and d * is the maximum node degree.
Proof: This proof first appeared in [22] . The proof follows from a modification of Poincare's inequality (Proposition 1, [11] ). Before proceeding to the proof, we introduce some notation. Let φ : {1, . . . , n} → R be a real valued function on the n nodes. Let π = (π(i)) {1≤i≤n} denote the equilibrium distribution of the random walk. Let d i be the degree of node i, then it is well known that
Define the quadratic form of function φ as
Let the variance of φ with respect to π be
For a directed edge e from i → j, define φ(e) = φ(i) − φ(j) and Q(e) = Q(i, j). First, consider one collection of path γ = (γ ij ). Define
Then, under the natural random walk,
where |γ ij | is the length of the path γ ij .
where b(γ, e) denotes the number of paths passing through edge e under γ = (γ ij ). Note that in (16) , b(γ, e) is the only path dependent term. Hence under a probability distribution on Γ (i.e. set of all paths), in (16) , b(γ, e) can be replaced by b(e) where
Since b = max e b(e),
The minimax characterization of eigenvalue [29, p176] gives a bound on the second largest eigenvalue as
From (18) and (19), the statement of the Lemma follows.
From Lemma 5 and the definition of b in Lemma 6, b corresponds to maximum flow amount on any edge under corresponding U (1). Now, by our assumptions on the interference model no edge can have a capacity of more than 1. Hence, on scaling by f , if U (f ) is feasible, then b × f ≤ 1. This, along with Lemma 6 (which gives a bound on b for all uniform multicommodity flows U (f )) immediately implies the result of Theorem 3.
Proof: [Theorem 4]
As before, Γ denotes the set of all possible paths (without cycles) in the network. The amount of flow generated at node i to be transmitted to node j is λ ij . Let us consider an arbitrary but fixed 5 routing scheme where a fraction α γ ij of the flow from node i to node j is routed over path γ ∈ Γ. We assume that the traffic matrix λ is feasible. Hence, there exists a link scheduling and routing scheme to support it. The total number of transmissions per unit time at node l is γ∋l i,j α γ ij λ ij . Hence, the average number of transmissions per unit time in the entire network, denoted by S(n), is
where H γ is the number of hops on path γ. Now the average number of hops traversed by all packets is given by
This completes the proof of Theorem 3.
Proof: [Corollary 2]
Consider the link scheduling scheme in the proof of Lemma 4, where we partition the set of links E into subsets E 1 , . . . , E κ such that all the links in each subset E i can transmit simultaneously. Note that this scheme can support f = Ω φ κn log n . For this transmission scheme, every link transmits at rate 1 for at most 1/κ fraction of the time. Hence, we have S(n) ≤ |E| κ . Thus, it follows from Theorem 3 that D(n) = O |E| log n nφ .
V. APPLICATION OF BOUNDS FOR INTERFERENCE MODEL
In this section, we recover results on capacity scaling derived in Gupta-Kumar [13] , Grossglauser-Tse [10] , and Diggavi-Grossglauser-Tse [4] . We also recover the result on delay scaling derived in El Gamal-Mammen-PrabhakarShah [6] .
A. Capacity Scaling for Geometric Random Networks
In [13] , the nodes were assumed to be place uniformly at random over a unit torus. The protocol interference model (as described in Section II) was considered with r = 4 log n n . We can define the graphs G = (V, E) and G = (E, E D ) as in Section II. For these graph definitions, we would like to study the scaling of f * with n. We note that Gupta and Kumar [13] showed that for a randomly chosen permutation, with probability 1 − 1/n 2 , the maximum flow per node that can be supported is Θ 1 √ n log n . Then, using Lemma 2, f * = Θ 1 n √ n log n . Now, consider the following result about the properties of the geometric random graph thus created. The proofs can be found in [22] .
Lemma 7: For G = (V, E), with r = 7 log n n , the following holds whp: (1) The degree of every node is Θ(nr 2 ).
(2) For the natural random walk, with transition matrix Q, we have λ 2 (Q) = Θ(1 − r 2 ).
Note that the geometric random graph G = (V, E) is symmetric in the sense that if (i, j) ∈ E, then (j, i) ∈ E. Hence, the transition matrix, Q, of the natural random walk on G = (V, E) is the same as that for an undirected geometric random graph. Then, the following bound follows from the relation bound in (5) in Theorem 3.
whp.
Next, we create a cellular network and obtain a lower bound on f * by constructing a transmission scheme that achieves it. Specifically, divide the unit torus into squares of area a(n) and neglect the edge effects due to 1/a(n) not being a perfect square. We take a(n) = 10 log(n)/n. Then we have the following lemma. Lemma 8: Each cell has Θ(log n) nodes whp. Proof: Consider any given cell of area a(n). Let us define a random variable Y i for a given cell as follows.
Then the total number of nodes in the cell is Y = n i=1 Y i , with mean E[Y ] = na(n) = 10 log n. Since the position of each node is independent of that of the others, Y i is the sum of i.i.d. Bernoulli random variables. Chernoff's bound implies that
Thus, Y = Θ(log n) with probability at least 1 − n −4.5 . Hence, the union bound implies that the number of nodes in each cell is Θ(log n) with probability greater than or equal to 1 − 1/n 2 .
Thus, when the unit torus is divided into cells as describe above, each cell has exactly Θ(log n) nodes. Further, by taking the transmission radius in the protocol model to be r = 7 log n/n, we find that a node in a cell can transmit to any other node in a neighboring cell. Such a transmission will interfere with transmissions originating from O(1) cells. Thus, the cellular setup is very much like a grid graph with M = Θ(n/ log n) described below in detail. Now, using the fact that each cell has Θ(log n) nodes and the result for the grid graph (Lemma 9, stated below) allows one to show that under this cellular transmission scheme, the maximal uniform multi-commodity flow, f * is lower bounded as
We note that due to the generality of our methods we get extra log n factors in the bounds in (20) and (21), compared to the results in [13] . Finally, we characterize the uniform multi-commodity flow for a two-dimensional grid graph G M = (V M , E M ) to complete the treatment of geometric random networks. The grid graph with parameter M is defined as follows. Form a lattice on the unit torus, where the lattice points are located at
and place M nodes at these points. We neglect the edge effects due to M not being a perfect square. An edge
The degree
Let f * M be the maximal uniform multi-commodity flow for the grid graph. Then,
Proof: The conductance for the grid graph is known to be (see, for example [23] )
Using Theorem 2, the claim of the Lemma follows immediately.
B. Capacity Scaling in Mobile Random Networks
In [10] , Grossglauser and Tse considered the SINR threshold model to study the capacity scaling for mobile wireless networks. In their setup, n nodes move in the unit area torus independently with uniform stationary distribution. We consider the protocol model for simplicity. We note that due to the equivalence between the protocol and SINR threshold models (see [13] ), a similar result for SINR threshold model follows.
Consider the protocol model with r = Θ(1/ √ n). Divide the unit area torus into a square grid with Θ(n) squares each of area Θ(1/n). As discussed in the context of fixed networks, there exists a time-division scheme so that each square gets to transmit Θ(1) fraction of the time. We will consider a capacitated graph induced on the n nodes under such a scheme. Specifically, consider the complete graph on n nodes. We want to determine the capacity of an edge between two nodes, say i and j. The nodes i and j get to transmit at Θ(1) rate between each other if they are in the same cell and there are at most Θ(1) other nodes in that cell. This happens with probability Θ(1/n) due to the independent motion and uniform distribution over the unit torus. Thus, we get that the induced graph is complete with each edge having (time-average) capacity Θ(1/n). Trivially, this allows f * = Θ(1/n). This essentially recovers the result of [10] . From the above discussion, for any mobility model, if the induced capacitated graph under the interference model is complete with each edge having capacity Θ(1/n), then f * = Θ(1/n). This holds for the model in [4] , where the motion of each node is restricted to a randomly chosen great circle on a sphere of unit area. Each node performs independent motion on this great circle with uniform stationary distribution. For this scneario, with high probability, great circles of all nodes intersect with each other. Near the intersection of great circles of a pair of nodes, say i and j, consider a disc of area Θ(1/n) with the point of intersection as center of the disc. Then, under protocol model with r = Θ(1/ √ n), the two nodes will be able to communicate at capacity Θ(1) when they are in this disc and at most O(1) other nodes are in the disc. This happens with probability Θ(1/n). Thus, again we get a complete graph with each edge having (time-average) capacity Θ(1/n). This leads to the desired result of f * = Θ(1/n).
We refer the reader to [9] and [31] for a detailed treatment of some of the above arguments as well as the delay computation for the model in [10] and [4] , respectively. Finally, we would like to note that our methods are very general and apply to any mobile network where the motion of nodes is ergodic. Specifically, in such a case, the interference model and the mobility model can be used to define C appropriately, as discussed in Section II. Thus, Theorems 1-3 apply to a mobile network with interference constraints as well.
C. Delay Scaling for Geometric Random Networks
The authors in [6] consider the same setting as that of Gupta-Kumar [13] . Delay is defined as the average number of hops per packet with the packet size scaling to an arbitrarily small value. For any communication scheme under protocol model with transmission radius r = Θ( log n/n), the maximum number of transmissions per unit time is upper bounded as O(n/ log n). Using this and Theorem 4 we obtain the following result immediately.
Lemma 10:
The delay D(n), for any scheme achieving f * = Θ(1/ √ n log n), we obtain that
VI. PROOFS FOR RESULTS ON GAUSSIAN CHANNELS
In this section, we present proofs of Theorems 5 and 6. Proof: [Theorem 5] We prove the upper and lower bounds separately. Upper Bound: Consider a complete graph K n over n nodes. Let E n denote the set of all possible edges between the n nodes. We will assign a rate to each edge of E n so that it is an upper bound on the capacity for that edge. Then an upper bound on the uniform multicommodity flow for such a graph provides the desired bound.
Consider some r ≥ r * . Let E r ⊂ E n be the subset of edges connecting nodes that are within distance r of each other. Any edge e ∈ E r is assigned a rate equal to the capacity of that edge in the absence of any other transmission in the network. Thus, an edge (i, j) ∈ E r is assigned a rate C((i, j)) = log(1 + P g(r ij )). Any edge (i, j) ∈ E n such that (i, j) / ∈ E r is assigned a rate C((i, j)) = log(1 + P g(r)) ≥ log(1 + P g(r ij )). It is easy to see that by ignoring simultaneous transmissions, the above assignment of rate to each edge is an upper bound on the achievable rate on any edge.
Let f * be the maximum uniform multi-commodity flow on graph K n , where each link is assigned a rate as above. By the result of Leighton and Rao (1998), for K n the maximum uniform multi-commodity flow is upper bounded as
where (24) follows from the fact that for any (i, j) ∈ E n − E r is assigned a rate log(1 + P g(r)). The completes the proof of upper bound in Theorem 5.
Lower Bound: To establish the lower bound, we find a transmission scheme for which the multicommodity flow is greater than or equal to that in the lower bound. For r ≥ r * , consider graph G r = (V, E r ) on n nodes as above. We use ∆(r(1 + η)) to denote the maximum vertex degree of graph G r(1+η) . Now, consider the following transmission scheme. A node i can transmit to a node j only if r ij ≤ r. Also, when a node i transmits, no node within a distance r(1 + η) of the receiver can transmit. Thus, when a link (i, j) ∈ E r is active, at most ∆(r(1 + η)) nodes are constrained to remain silent, i.e., at most ∆(r(1 + η))∆(r) links are constrained to remain inactive. Hence, the dual graph has a chromatic number of the dual graph is at most (1 + ∆(r(1 + η))∆(r)). In addition, we assume, that the signal transmitted by each node has a Gaussian distribution. Then the following average rate from a node i to node j, with (i, j) ∈ E r is achievable.
C((i, j)) ≥ 1 1 + ∆(r)∆(r(1 + η)) log 1 + P g(r) 1 + nP g(r (1 + η) ) .
Note that the interference is due to at most n nodes and all the interfering nodes are at least a distance r(1 + η)
away from the receiver. The above simple time-division scheme gives rise to a capacitated graph, for which by Theorem 1, the maximum uniform multi-commodity flow is lower bounded as
This completes the proof of Theorem 5. Proof: [Corollary 3] Note that r 1 ≥ r * . We have g(r 1 ) = e −r * n 4 ⇒ log(1 + P g(r 1 )) ≤ P e −r * n 4 Then the upper bound in Corollary 3 follows from the upper bound in Theorem 5. Now consider the lower bound. We have log 1 + P g(r * ) 1 + nP g(r 1 ) = log 1 + P e −r *
+
P e −r * n 3 = Θ log(1 + P e −r * )
where the last equality follows from the assumption that e −r * /n 3 → 0 as n → ∞. Then the lower bound in Corollary 3 follows from the lower bound in Theorem 5. This completes the proof of Corollary 3.
Proof: [Theorem 6] Let us consider the channel to be parametrized by the channel matrix H ∈ R n×n as in equation (1). We consider the two cases separately.
(1) Receiver only CSI: Consider a partition (S, S C ) where only the nodes in S C know the channel. The sum rate across the cut, from S to S C , is bounded by the capacity of the multiple input multiple output (MIMO) channel, where the nodes in S form the transmit antennas and the nodes in S C form the receive antennas. The channel matrix is H S . The following result has been shown in, for example [32] , [14] . There exists a matrix Q S ∈ R |S|×|S| such that the maximum rate of communication across the cut (S, S C ) can be bounded by
It can be shown that if H is zero mean spatially white, then the optimal Q S for each cut S is a diagonal matrix with diagonal entries equal to the maximum power at the corresponding node [30] . (2) Full CSI: Consider the case where, for a given cut (S, S C ), all the nodes in S and S C know the channel. We will use the following key result in our proof (see, for example, Theorem 14.10.1 in [3] ).
Theorem 8: Given the power constraint lim sup N →∞ 1 N N t=1 X 2 i (t) ≤ P i , there exists some joint probability distribution p(z 1 , . . . , z m ) such that for any achievable rate matrix λ,
for all S ⊂ V , where V = {1, . . . , n} is the set of nodes. Here, Z i 's are random variables with joint probability distribution p(z 1 , . . . , z m ) and E[Z i (t) 2 ] ≤ P i . The arguments for this case are similar to those in the proof of Theorem 2.2 in [18] . Consider a distribution p(z 1 , . . . , z m ) with covariance matrix Q such that the relation in 26 holds. LetZ be a Gaussian vector with the same covariance matrix Q. Then using the fact that for a given covariance matrix, the Gaussian distribution maximizes the entropy (see, for example, Theorem 9.4.1 in [3] ), we can show that
Using the bound in Theorem 8, it follows that for a given channel state H the maximum uniform multicommodity flow can be bounded as
Hence, taking average over all possible channel states H,
Consider any feasible uniform multi-commodity flow f , that is, λ = f 1. Note that r ij denotes the distance between node i and node j. We use the following result by [32] (implied by proof of Theorem 2.1 in [32] ) to obtain bounds on f .
Lemma 11: Consider any feasible λ = (λ ij ) for coherent transmission in fading channels. Then, for CSI at receivers only,
and for full CSI ij λ ij r ij < i,k
Lemma 11 for λ = f 1 immediately implies the statement of Lemma 3.
VII. APPLICATION: BOUNDS FOR GAUSSIAN CHANNELS
We illustrate the bounds in the previous section for a grid graph and geometric random graph. We also give an algorithm to compute the bounds for non-cooperative transmission in an arbitrary wireless network with AWGN channels. We recover and improve known results.
A. Grid Network -Non-Cooperative Transmission
We illustrate the bounds in Theorem 5 for a grid network of M nodes, where nodes are placed at (i, j) for all i, j = 1, . . . , √ M . We neglect the edge effects due to M not being a perfect square. The minimum value of r * such that G r * is connected is r * = 1. We obtain upper bounds and lower bounds to characterize the scaling of f * . We take g(r) = e −r . Upper Bound. Take r = δ log M , where δ > 0. Then log(1 + P g(r)) = log(1 + P e −r ) → log
Now consider a cut that such that all nodes with i < √ M /2 are in S. Then i∈S,j∈S c ,(i,j)∈Er log(1 + P g(r ij ))
Hence, using the upper bound in Theorem 5 gives
Lower Bound. Consider the lower bound in Theorem 5. Take r = r * = 1 and r(1
Using the above relations in the lower bound in Theorem 5, we get
B. Arbitrary Wireless Network -Non-Cooperative Transmission
We now describe a general algorithm to compute the bounds in Theorem 5. Upper Bound: For a r = max(r ij ), consider the assignment of rates C(k, l) to edges in the complete graph, K n , as in the proof of the upper bound in Theorem 5. An upper bound on f * can be computed by solving the following linear program (LP).
where the variables are x (i,j) k,l and f . Here, x (i,j) k,l denotes the amount of flow from node i to node j that is routed over the edge (k, l). The constraints are the flow conservation equations for each such commodity at each node, and edge capacity constraints for the assignment above. The value of f corresponding to the optimal solution to the above LP gives an upper bound on f * . Note that the number of variables in the LP are of O(n 4 ). Hence, the LP can be solved in polynomial time [33] .
Lower Bound: For the graph G r (as defined in the proof of Theorem 5), and fixed η, consider the assignment of link capacities in equation (25) . The maximum uniform f * r,η for this graph can be computed by solving a LP similar to the one above. Any such f * r,η is a lower bound on f * . The best such bound can be computed by searching over R 2 for the best r and η; for each search point the bound can be computed by solving a LP.
C. Geometric Random Network -Information Theoretic Bounds
Geometric random wireless networks were first analyzed by Gupta and Kumar [13] . In this section, we evaluate the bounds on maximal uniform multi-commodity flow for a geometric random graph and general transmissions. We restrict our evaluation to the case of receiver CSI only. However, it is easy to see that one can evaluate bounds on the capacity for the full CSI case in a very similar manner.
A geometric random graph has a constant node density: n nodes are placed uniformly at random in a torus of area n (i.e. √ n × √ n squares with opposite sides identified). Thus, the distance between two nodes is a random variable taking values in (0, Θ( √ n)). We assume that all nodes have the same transmission power equal to 1, i.e.
P i = 1 for all 1 ≤ i ≤ n. To evaluate a bound on f * for receiver only CSI given by Lemma 3, we need to evaluate the following:
(1) The high-probability behavior ofr = i,j r ij . Let us denoter i = j r ij . Then,r i are identically distributed. Hence, we studyr 1 . Define z j = 1 {r1j > √ n/4} . Then,
By definition, z j are i.i.d. such that z j = 1 with probability 1 − π/16 > 1/2. Hence, n j=2 z j can be lower bounded by the sum of n − 1 Bernoulli random variables, where each Bernoulli variable is 1 with probability 1/2. By Chernoff's bound and above discussion, we have, for n large enough,
From (27) and (28), it follows immediately that for large enough n Pr r 1 ≥ n √ n/12 ≥ 1 − 1 n 6 .
Now, identical distribution ofr j for all j, (29) , and the union bound imply that
(2) Probabilistic bound on i,j r ij g(r ij ). Define G i = j r ij g(r ij ). Now, G i are identically distributed random variables. First, we determine E[G 1 ]: 
The above equalities use the following facts: (a) all r 1j are identically distributed and (b) the density of r 12 follows from the fact that nodes are placed uniformly at random. Now, for any g(·) such that g(r) = O( 1 (1+r) 3+δ ) for any δ > 0, from (31) we obtain
Hence, from above the discussion and (32) we obtain that
Using Markov's inequality, for any fixed but small ǫ > 0, we obtain
From (30), (34) and Lemma 3 it immediately follows that f * is upper bounded as O(1/n 3/2 ) with probability 1 − ǫ for any fixed ǫ > 0. We make the following notes: (1) The above evaluation method works for the full CSI case as well, (2) stronger probabilistic bounds (i.e. very high probability) can be obtained by either evaluating the second moment of the bound or considering each G i as the sum of independent random variables and using a large deviations upper bound.
VIII. CONCLUSIONS
The seminal result of Gupta and Kumar (2000) gave a precise characterization of capacity scaling law for a random network with protocol interference model and random permutation traffic matrix. Grossglauser and Tse (2002) extended this to random mobile networks for an SINR threshold model. This naturally raised the question whether the capacity scaling laws are artifacts of the random network and interference models assumed in [13] or [10] . In this paper, we showed that the capacity scaling laws are inherent to wireless networks with an arbitrary topology and a general combinatorial interference model. We also derived scaling laws for delay in such arbitrary networks. Using our results, we recovered results of [13] , [10] , [4] and [6] . Finally, we considered the question of whether it is possible to derive capacity scaling laws for Gaussian channels. We took the first step to answer this question in affirmative by considering an arbitrary network with AWGN channels, monotonically decreasing path-loss functions, and non-cooperative transmission schemes. Our results for this case are far from being tight. Thus there is a great opportunity for further research in making these bounds tight.
