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Abstract
An incremental algorithm generating satisfactory decision rules and a rule post-
processing technique are presented. The rule induction algorithm is based on
the Apriori algorithm. It is extended to handle preference-ordered domains of at-
tributes (called criteria) within Variable Consistency Dominance-based Rough Set
Approach. It deals, moreover, with the problem of missing values in the data set.
The algorithm has been designed for medical applications which require: (i) a care-
ful selection of the set of decision rules representing medical experience and (ii) an
easy update of these decision rules because of data set evolving in time, and (iii)
not only a high predictive capacity of the set of decision rules but also a thorough
explanation of a proposed decision. To satisfy all these requirements, we propose
an incremental algorithm for induction of a satisfactory set of decision rules and
a post-processing technique on the generated set of rules. User's preferences with
respect to attributes are also taken into account. A measure of the quality of a
decision rule is proposed. It is used to select the most interesting representatives in
the nal set of rules.
Key words: Rough set theory, multiple-criteria decision support,
knowledge discovery, decision rules, incremental learning.
1 Introduction
The aim of scientic analysis of a decision problem is to answer two basic ques-
tions. The rst question is to explain decisions in terms of the circumstances in
which they were made. The second is to give a recommendation how to make
a good decision under specic circumstances. Knowledge discovery techniques
aim to induce from data describing decision situations a set of decision rules
or decision trees useful for both explanation and recommendation of past and
future decisions, respectively.
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In this paper we consider decision problems of the classication type, where
a set of objects described b y a set of regular attributes and criteria is to be
assigned to a nite set of preference ordered pre-dened decision classes.
Rough Set Theory introduced by Pawlak [8,9] prov ed to be suitable math-
ematical tool to address the problem of inconsistencies in analyzed data sets
inv olving only attributes with no dened preference-order in their domains.
An extension of the original Rough Set Theory was made by Greco, Matarazzo
and S lowinski [5,7] to deal, moreover, with inconsistencies caused b y vio-
lation of the dominance principle when the analyzed data set involves cri-
teria and preference-ordered decision classes. The proposed approach was
called Dominance-based Rough Set Approach (DRSA). F urther extensions
were made by the same authors to adapt DRSA to analysis of data containing
some missing values and to allow partially inconsistent rough approximations
(Variable Consistency Rough Set Approach, VC-DRSA) [6]. The above char-
acteristics of data sets (inconsistencies of both types and missing values) are
frequent in practical applications, such as decision support in medicine. This
explains our interest in the VC-DRSA methodology.
The decision rules are useful in decision support because unlike, for exam-
ple, articial neural networks, they are easily understandable for the DM. In
decision support concerning medical problems this feature is particularly im-
portant. In these problems, it is essential that the recommendation is followed
b y a thorough explanation of suggested decisions. Moreover, the specicity
of decision support in medicine requires the search of the most interesting
representatives in the set of rules.
Another specic feature of medical decision problems is a data set evolving
in time due to frequent updates, for example via Internet. These frequent
updates require algorithms for incremental induction of decision rules. In this
paper, we propose an incremental algorithm updating the rule set when new
classication examples are added to the data set. The algorithm is called
DomAprioriUpp. The rules are induced with restrictions to minimum number
of supporting objects, minimum condence and maximum size.
We also propose a post-processing technique for the generated set of rules.
It takes into account user's preferences with respect to attributes and criteria
and nds out the best representatives of rules co v eringthe same subset of
objects. The set of the best representatives is called reduced set of rules.
Both the reduced set of rules and the original set of rules are used to
recommend the assignment of new objects to decision classes. Explanation of
the reasons of recommendation is relatively straightforward as the rules are
self-explanatory and their support is known (learning examples).
This paper is structured as follows. In the next section a detailed de-
scription of DomAprioriUpp algorithm is given. In section 3 the rule post-
processing technique is presented and some measures of in terestingness and
usefulness of rules are proposed. Section 4 presents results of a computational
experiment. Section 5 groups conclusions.
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2 DomAprioriUpp algorithm
DomAprioriUpp is an algorithm inducing decision rules from rough approx-
imations of decision classes dened within Variable Consistency Dominance-
based Rough Set Approach (VC-DRSA). The algorithmwas inspired by Agrawal
et al. [1], Cheung et al. [4] and previous work on DomApriori [3]. Apriori
proposed b yAgrawal et al. is a well known procedure for mining association
rules. Cheung et al. proposed a general updating tec hnique for maintaining
association rules discov ered in a data set. The algorithm proposed by Cheung
et al. is called FUP. DomApriori is a version of Apriori algorithm adapted to
operate in VC-DRSA. The main improvement of DomAprioriUpp with respect
to DomApriori is that it is incremental. This means that it uses information
stored during its former runs to increase eÆciency of updating the set of rules
when new objects are added or remov ed from the data set.
Although DomAprioriUpp extends DomApriori b y incremental rule induc-
tion, it generates the same minimal satisfactory rule set as DomApriori. In-
duction of satisfactory rule set takes into account user's requirements imposed
on generated rules. In case of DomAprioriUpp these requirements concern:
minimum support s b y learning examples, minimum condence c and maxi-
mum sizemax size. A rule set is minimal if all its members are minimal. Since
decision rules are implications, a decision rule is minimal if there is no other
implication in the rule set with an antecedent of at least the same weakness
(i.e. using a subset of selectors or/and weaker selectors) and consequent of at
least the same strength (i.e. assigning to the same union of decision classes or
to a subset of union of decision classes). Moreov er,DomAprioriUpp extends
DomApriori b y dealing with missing values. This is ac hieved b y generation
of a set of robust rules.
DomAprioriUpp was designed as an algorithm operating on a database. It
tends to minimize the number of database scans (i.e. checks of all the objects
in the database to determine the support of the conditional part of a rule)
and stores information about supports in the database.
In particular, for the conditional part of a rule, the prior support (i.e.
support in the database before update) is known or it is certain that this
support was not suÆcient to make a rule. This knowledge makes it possible to
reduce the number of scans of the database. F or some of considered conditional
parts of a rule, only recomputation of supports on the modied part of the
database is needed.
2.1 DomAprioriUpp pseudo-code
Let us recall that in VC-DRSA, the rough approximations and decision rules
concern, so called, upward and downward unions of preference-ordered decision
classes. An upward union with respect to class Cl
t
is a union of classes at least
as good as Cl
t
, denoted b yCl

t
. A downward union with respect to class Cl
s
is a union of classes at most as good as Cl
s
, denoted by Cl

s
. The conditional
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part of a rule (i. e. complex) consists of selectors represented b y elementary
conditions. F or regular attributes without preference order these selectors
are in form f(x; a) = v
a
, where x denotes object and v
a
belongs to domain
of attribute a. F orcriteria elementary conditions selectors are in two forms:
f(x; a)  v
a
or f(x; a)  v
a
. Let us also remind that the complex being
candidate for a rule is called simply candidate.
We will use the following notation for description of the support of a can-
didate. The prexes pos, neg indicates positive and negative support. Then
the symbols r, nr in the subscript indicates robust and non-robust type of
support. The symbol  points to the support in the whole database D. The
symbols following  are
0
and  both in superscript. The rst denotes support
in the updated database. The latter, upper bound of support in the database
(calculated for particular candidates). As to symbol Æ, it denotes the support
in changed part of the database. The added part of the database is denoted
b y
+
, the removed part b y 
 
. F urtherexplanations of the notation are
presented in section 2.2
(i) For each lower approximation of an upward or downward union of decision
classes perform the following steps:
(a) Create set of candidates C
0
k
. Only candidates from L
0
k 1
satisfying
condition
pos
0
x
k
pos
0
x
k
+neg
0
x
k
6= 1 are considered as a base for the k-size
candidates. Stop if C
0
k
= ; or k > max size.
(b) P artition setC
0
k
into subsets P
k
, S
k
, N
k
and Q
k
. F or elements of set
S
k
calculate their pos

x
k
support and treat it as pos
x
k
.
(c) Calculate posb
+
x
k
support, for all candidates x
k
from P
k
, S
k
and Q
k
.
(d) Remove from sets P
k
, S
k
candidates having pos
x
k
+ posb
+
x
k
< jd
0
j  s.
(e) Remov e from set Q
k
candidates having posb
+
x
k
 (j
+
j   j
 
j)  s.
(f) F or each element of sets P
k
, S
k
and Q
k
, calculate posÆ
+
x
k
(pos
r
Æ
+
x
k
and
pos
nr
Æ
+
x
k
).
(g) Remov e from setS
k
candidates x
k
for which pos
r

x
k
< 1 ^ pos
r
Æ
+
x
k
< 1 .
(h) F or each element of sets P
k
, S
k
and Q
k
, calculate posÆ
 
x
k
(pos
r
Æ
 
x
k
and
pos
nr
Æ
 
x
k
).
(i) Remov e from P
k
, S
k
sets candidates x
k
for which
pos
x
k
+ posÆ
+
x
k
  posÆ
 
x
k
< jd
0
j  s.
(j) Remov e from set Q
k
those candidates x
k
for which
posÆ
+
x
k
  posÆ
 
x
k
 (j
+
j   j
 
j)  s.
(k) Remov e those candidates x
k
2 P
k
for which
pos
r

x
k
+ pos
r
Æ
+
x
k
  pos
r
Æ
 
x
k
< 1.
(l) Scan D

and get robust and non-robust supports of each candidate
x
k
2 S
k
S
Q
k
. Add calculated supports to posÆ
+
x
k
, pos
r
Æ
+
x
k
to get
pos
0
x
k
i pos
r

0
x
k
.
(m) Scan D
0
and get robust supports and non-robust positive supports
pos
r

0
x
k
, pos
nr

0
x
k
of each candidate x
k
2 N
k
.
(n) Remov e candidates x
k
2 S
k
S
Q
k
S
N
k
, for which pos
r

0
x
k
< 1.
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(o) Remov e candidates x
k
2 S
k
S
Q
k
S
N
k
satisfying condition
pos
0

x
k
< jd
0
j  s.
(p) F oreach candidate x
k
2 P
k
calculate negÆ
x
k
.
(q) F or l = k   1 remov e from set P
k
those candidates x
l
, for which
pos
x
l
+posÆ
x
l
pos
x
l
+posÆ
x
l
+neg
x
l
+negÆ
x
l
< jd
0
j  c.
(r) F or each candidate x
k
2 S
k
S
N
k
S
Q
k
, scanD
0
to get neg
0
x
k
support.
(s) F orl = k   1 remov e from S
l
S
Q
l
S
N
l
those candidates for which
pos
0
x
l
pos
0
x
l
+neg
0
x
l
< jd
0
j  c.
(t) Add to set L
0
k
candidates x
k
remaining in P
k
S
S
k
S
N
k
S
Q
k
after
the pruning operations.
(u) Check minimality in L
0
k
.
(ii) Check minimality for all L
0
k
sets.
2.2 DomAprioriUpp description
DomAprioriUpp algorithm uses the breadth-rst search strategy. Sets C
k
of
candidates x
k
for conditional parts of decision rules are created iteratively.
The candidate x
k
is also called a complex of size k or a list of elementary
conditions. Candidates are growing in subsequent iterations (as k increases).
They are created separately for each lower approximation of an upward or
downward union of decision classes. L
0
k
denotes a set of large candidates (i.e.
lists of elementary conditions) generated during a current iteration. Each new
candidate is composed of a candidate from L
0
k 1
and a new added elemen-
tary condition. All candidates x
k 1
from L
0
k 1
, for which
pos
0
x
k 1
pos
0
x
k 1
+neg
0
x
k 1
6= 1
(i.e. their condence level is lower than 1), are considered as a base for new
candidates. Even rules are extended to new candidates if they do not fulll
this condition. P ositive support (denoted b ypos) stands for a number of ob-
jects in the corresponding union of decision classes covered b y the complex
x
k
. Negative support results from cov ering objects not belonging to the corre-
sponding union of decision classes and is denoted by neg. The symbol 
0
used
in the formula abov e indicates that considered support concerns the updated
database.
P artitionof the candidate set C
k
into subsets P
k
, S
k
, N
k
and Q
k
takes
place in point (b) of the DomAprioriUpp algorithm. Set P
k
is composed of
candidates x
k
which were found in the database to be large itemsets (they were
members of set L
k
in database before update D, thus pos
x
k
ds). They
also were minimal, robust and had suÆcient condence level. Components
of set S
k
are candidates that were large but did not meet other necessary
conditions to become a rule. Those candidates are found by searching for sub-
complexes in L
i
, i = 1; :::; k, in the database. As it is done in the DomApriori
algorithm, complexes not being minimal are not extended in future iterations.
We can found them only b y searching for their subsets in the database. F or
elements of set S
k
, support pos

x
k
is calculated. It is taken to be the minimal
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support of all maximal-length sub-complexes of candidate x
k
(it is then an
upper bound of candidate's x
k
support in D). The candidates belonging to
set N
k
are build on base of examples that were present in the database before
update but were not part of the lower approximation of the considered union
of decision classes. The rest of candidates become elements of Q
k
. Those
candidates were not large in D.
The follo wing lemmas justify thesteps of the algorithm.
Lemma 2.1 If x
k
2 L
k
and pos
x
k
+ posÆ
+
x
k
  posÆ
 
x
k
< jd
0
j  s, then x
k
=2 L
0
k
,
thus x
k
can be removed.
As to notation used in the Lemma, d
0
denotes the union of decision classes
calculated for the database after update. L
k
is the set of large candidates in
the database before update. The supports pos
x
k
, posÆ
+
x
k
and posÆ
 
x
k
denotes
support calculated before update of the database and supports calculated for
added and removed part of the considered union of decision classes, respec-
tively. The upper bound of support posÆ
+
x
k
, denoted b y posb
+
x
k
, is used in
computations in points (d) and (e). The bound is calculated as minimal sup-
port of all sub-complexes of length k   1 in the added part of the considered
union of decision classes 
+
(the support posÆ
+
x
k 1
was calculated in a prior
iteration of the algorithm). This is due to Lemma 2.2.
Lemma 2.2 F or allsublists (sub-complexes) of candidates x
k
and candidates
y
i
, i = 1; :::; k, such that y
i
ar e sublists (sub-complexes) of x
k
, which is denoted
by y
i
 x
k
, posÆ
+
y
i
 posÆ
+
x
k
. The same is also true for posÆ
 
x
k
.
Lemma 2.3 If x
k
=2 L
k
and posÆ
+
x
k
 posÆ
 
x
k
 (j
+
j j
 
j)s, then x
k
=2 L
0
k
.
In point (e) Lemma 2.3 is used in pruning tests on set Q
k
. At this stage
of computations, upper bound posb
+
x
k
can no longer be used. In point (f)
the exact support of candidates from all sets (P
k
, S
k
and Q
k
) is evaluated.
This support, denoted by posÆ
+
x
k
, concerns only objects added to the database
(part of the database denoted 
+
). It is divided into two numbers, the robust
support pos
r
Æ
+
x
k
and the non-robust support pos
nr
Æ
+
x
k
. These supports are
needed to distinguish robust rules. A robust rule has the value of pos
r

0
x
k
 1,
pos
r

0
x
k
indicates the n umber of objects supporting the rule and having no
missing values on the attributes corresponding to the ones from its conditional
part. Naturally, posÆ
+
x
k
= pos
r
Æ
+
x
k
+ pos
nr
Æ
+
x
k
Next, candidates from set S
k
which were not robust in D and cannot be
robust inD
0
are remov ed (the point (g)). At this point support of complexes in
the removed part of database 
 
is needed. Therefore, in point (h), support
posÆ
 
x
k
(i.e. positive support in the remov ed part of the considered union of
decision classes) is calculated for all candidates remaining in sets P
k
, S
k
and
Q
k
. Similarly to point (f), both robust and non-robust supports are calculated.
In point (i) Lemma 2.1 is applied again on sets P
k
and S
k
; this time it
takes into account newly computed supports posÆ
+
x
k
and posÆ
 
x
k
. Similar steps
are followed in point (j).
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The removal of candidates from set P
k
in point (k) is a result of direct
application of the denition of robust complexes. It is important to notice
that supports of candidates remov ed in this point are stored in the database
in L
0
k
as they are large complexes. The value of their support pos
r

0
x
k
indicates
that they were removed for being non-robust.
The unchanged part D

of the database is scanned to determine supports
pos
0
x
k
and pos
r

0
x
k
of all remaining elements of the S
k
and the Q
k
sets. Natu-
rally , if it occurs that supportpos

x
k
of the candidate x
k
from set S
k
is known
for size k (not sub-complexes of x
k
), this support is equivalent to pos
x
k
. In
this case, for those elements of set S
k
the scan of D

is unnecessary. The
supports of candidates belonging to set N
k
must be ev aluatedduring scan of
all objects in the database after update D
0
. That is done in point (m) of the
algorithm.
In point (n) of the algorithm, elements of sets S
k
, N
k
and Q
k
, which are
non-robust, arestored in the database as elements of L
0
k
.
At this phase of the decision rules generation process, sets P
k
, S
k
, N
k
and
Q
k
consist of candidates of length k that were prov en to be large and robust
(i.e. pos
nr

0
x
k
 1). Therefore, it remains to check their condence level. The
negative support (i.e. the number of objects supporting x
k
and not belonging
to the considered union of decision classes) negÆ
x
k
of elements of set P
k
is
calculated. That step requires a scanning of the added part of the database
(
+
) and the part of database which was removed (
 
). In point (p), support
negÆ
x
k
of the candidates from the other subsets of L
k
is evaluated.
In point (q), the candidates from set P
k 1
, having no suÆcient level of
condence are remov ed. This operation is possible after new candidates are
generated. The support of removed candidates is stored in L
0
k 1
.
Analogous steps are taken in point (r). The negative supports neg
0
x
k
of elements of sets S
k
, N
k
and Q
k
are calculated. Those supports will be
necessary in point (s) to remov e elements with insuÆcient condence level.
In the nal stage of computations, precisely in point (t), elements remain-
ing in sets P
k
, S
k
, N
k
and Q
k
after all pruning operations are added to set L
0
k
.
Those candidates are then check ed for minimality (in points (u) and (ii)). The
remaining candidates are rules discovered b y the DomAprioriUpp algorithm.
Candidates removed for being non-minimal, as well as candidates being rules,
are stored in the database in L
0
k.
3 Post-processing technique
Reasons for which one rule can be considered as more interesting than others
can be inferred from information gathered during classication of new test
examples. In that way,the information concerning the quality of recommen-
dation made b y the rules (i.e. quality of prediction) is used to post-process
the set of rules constituting the classier, so that it is becoming an adaptive
system in a sense.
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Moreov er, in some cases the considered regular attributes and/or criteria
hav e a dierent relevance for the DM. This relevance depends on how much the
DM trusts the information supplied b y the corresponding attribute (regular
attribute or criterion), and on how expensive is this information in terms
of money or other consequences (e.g. how much its acquisition is harmful
for the patients). In medical classication problems, the objects correspond
to patients and attributes usually stand for results of medical examinations.
An order of relevance can be dened on the attribute set of that problem.
It can represent relative costs of medical examinations. The order can be
specied through weights of attributes, denoted b y C
A
. T odetermine the
weights sev eral tec hniques can be applied (for example, the playing cards
method introduced b ySimos [10] for multi-criteria decision problems).
3.1 A measure of the accuracy of pr edictionfor set A of attributes
For a set of regular attributes and criteria A, a measure of the accuracy of
prediction b ya set of decision rules (classier) inv olving these attributes can
be calculated upon a n umber of classication tests. An example of such a
measure with respect to a set of regular attributes is the measure proposed
by Wroblewski in [11]. Our measure Pred
A
extends this proposal on the case
of multiple-criteria classication . This measure is dened as a product of the
predictive ability V al(A) and cov erCov(A).
Pred
A
= V al(A)  Cov(A)(1)
The predictive ability V al(A) of set A is dened as:
V al(A) =
n
v
u
u
t
n 1
Y
t=1
Prop(A;Cl

t
)
Prop(A;Cl

t
) +Bad(A;Cl

t
)

n
v
u
u
t
n
Y
s=2
Prop(A;Cl

s
)
Prop(A;Cl

s
) +Bad(A;Cl

s
)
(2)
In the abov e formula, Prop(A;Cl

t
) denotes the number of objects cor-
rectly classied b ydecision rules using in their condition parts the attributes
and criteria from set A, to the downward union of decision classes Cl

t
.
Prop(A;Cl

s
) is dened analogously. Moreov er, Bad(A;Cl

t
) denotes the
number of objects incorrectly classied by the same rules having to the down-
ward union ofdecision classes Cl

t
. Bad(A;Cl

s
) is dened analogously.
The cov erCov(A) of set A is dened as:
Cov(A) =
P
n 1
t=1
Prop(A;Cl

t
) +
P
n
s=2
Prop(A;Cl

s
)
jU j
(3)
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3.2 A measure of the quality of a de cisionrule
Basing on the measure of the accuracy of prediction dened (1 ) for set A of
regular attributes and criteria, and on the weights of attributes from set A
specied b ythe DM, the follo wing measureof the quality of a decision rule r
can be proposed.
W (r) = (1  C
A
)  Pred
A
 Pred
r
;(4)
where Pred
r
is dened as follows:
Pred
r
=
Prop(r)
Prop(r) +Bad(r)
(5)
In the abov e formula, Prop(r) and Bad(r) stand for the numbers of cor-
rectly and incorrectly classied objects b yrule r, respectively.
3.3 Post-processingof a set of rules
Application of the rule post-processing technique leads to reduction of the size
of the set of rules.
Clusters consisting of rules cov ering approximately the same subset of ob-
jects are ev aluated. "Approximately the same" means that at least some p
percent of objects co vered b ythe rules creating a cluster are the same.
F oreach cluster, only the best rule with respect to the quality measure
W (r) is taken to the nal reduced set of rules.
4 Experiments
Computational experiments hav e been performed to v erify the usefulness of
the DomAprioriUpp algorithm and the rule post-processing technique.
The articial data sets generated by computer program were used in these
experiments to ensure that instances of the database diering in size will hav e
the same distribution of objects ov erdecision classes. In other words, in the
articial data set, regardless of its size, all the classes contain almost the same
number of objects and these objects are well shued. The only changing
parameter of the data set during the experiment is the size of the instance.
This feature is hard to achieve in experiments inv olving real-life data sets.
In the rst group of experiments DomAprioriUpp has been compared
with non-incremental DomApriori. More precisely, the comparison concerned
DomAprioriDB - a v ersion of DomApriori reimplemented to work with a
database. The two programs were tested on an articial data set described by
6 attributes (criteria and regular attributes).
The results of experiments show the eects of adding (gure 1a) and remov-
ing (gure 1b) objects from the database. In both experiments the minimum
support threshold was set to 85%. When considering addition of objects, for
initial instances of the data set, DomAprioriUpp is slo wer than DomAprior-
iDB and then, with subsequent updates of the database it is outperforming
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Fig. 1. Experimental comparison of DomAprioriDB andDomAprioriUpp for adding
and removing the same number of objects, and for adding the objects only
Fig. 2. Experimental comparison of DomAprioriDB and DomAprioriUppfor mini-
mal support of 50% and 80%, and maximal rule length equal to 5
the referent algorithm. The cause of this eect is the need to perform addi-
tional scans of the database to deal with missing values (DomAprioriDB is
not performing those scans). This eect is also visible in the results of ex-
periments shown on gures 2a,b. The real advantage of DomAprioriUpp over
DomAprioriDB (i.e. the eÆciency of algorithm regardless of additional scans
needed to handle missing values) is thus hard to determine. The results of
experiments with removing objects from the database prov e that DomAprio-
riUpp is faster. Figures 2a,b presents additional experiments carried out for
larger instances of the data set in order to show the inuence of change of
the minimal support on the time of computations. In this experiment, the
initial number of objects in the database was 100. Then, after generation of
rules, 400 objects were added, and the rules was generated once more. Next,
in each step, a bundle of 50 objects was added to the database, and rules
were generated. The max size parameter was set to 5, the minimum support
threshold to 50% and then 80%, respectively (see section 2 for denitions). In
both experiments DomAprioriUpp outperforms DomAprioriDB. Expectedly,
the smaller the minimal support of induced rules, the greater the advantage
of emphDomAprioriUpp ov erDomAprioriDB.
49
Blaszczynski and Slowinski
Data set Common Cov.% Avg. N. of rul. Err. rate No dec.
Intestine cancer no post-proc. 132.7 0.29 0.02
adaptive 10% 36.4 0.18 0.07
adaptive 60% 65.2 0.27 0.02
adaptive 90% 80.4 0.29 0.02
Buses no post-proc. 110.57 0.01 0
adaptive 10% 110.34 0.03 0
adaptive 60% 110.34 0.03 0
adaptive 90% 110.34 0.01 0
Iris plant no post-proc. 14.6 0.04 0.28
adaptive 10% 10.3 0.04 0.28
adaptive 60% 14 0.04 0.28
adaptive 90% 14.6 0.04 0.28
Table 1
Results of 10-fold cross validation tests with original and reduced sets of rules
The original set of rules and the reduced set of rules were compared in a
series of 10-fold cross validation tests. These tests were conducted on modied
real-life data sets: Iris plant (166 objects, 5 attributes and 3 preference ordered
decision classes), technical diagnostics of buses (76 objects, 9 attributes and
3 preference ordered decision classes) and Intestine cancer (105 objects, 9
attributes and 5 preference ordered decision classes). The results of 10-fold
cross validation tests are presented in table 1 . The examined characteristics
of the sets of rules included: av eragenumber of induced rules (Avg. N. of
rul.), av erage error rate (Err. Rate) and av eragen umber of examples for
which no decision was found (No dec.). Moreover, the percentage of common
cov er (Common Cov.) relates to parameter p dened in section 3.3 as the
percentage of objects cov ered by the rules creating a cluster. The results show
that application of the rule post-processing technique (with p=90%) leads to
sets of rules with at least the same prediction ability as the original set of
satisfactory decision rules.
5 Conclusions
In this paper, a new method of incremental rule induction, called DomAprio-
riUpp, and a tec hniqueof post-processing of decision rule sets are proposed.
F or the rule induction algorithm, the key idea is to reduce the number of nec-
essary scans of the database as the process of rule generation is repeated on
updated dataset. In case of the rule post-processing technique, the key points
are the denitions of measures of aquracy of prediction of attribute set and
rule quality. The measure of the accuracy of prediction of attribute set is used
to dene the measure of the quality of a rule. The measure of quality of a
rule is essential in post-processing of rules technique. This technique nds the
best representative rule for each cluster of rules cov ering a similar subset of
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objects.
Experiments show that theDomAprioriUpp algorithm and the post-processing
technique give, in general, better results than their known competitors. DomApri-
oriUpp generates rules faster than DomApriori in case of the database evolv-
ing in time. The new algorithm deals, moreov er,with missing data. The rule
post-processing tec hniquediscovers the most interesting rules in a larger set
of satisfactory rules. The reduced set of rules giv esclassication results not
worse than the original set. Finally, the application of DomAprioriUpp and
the rule post-processing technique is possible via the Internet in the MedAssist
system [3].
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