Abstract-An Artificial Neural Network (ANN) is an abstract representation of the biological nervous system which has the ability to solve many complex problems. The interesting attributes it exhibits makes an ANN capable of -learning‖. ANN learning is achieved by training the neural network using a training algorithm. Aside from choosing a training algorithm to train ANNs, the ANN structure can also be optimized by applying certain pruning techniques to reduce network complexity. The Cat Swarm Optimization (CSO) algorithm, a swarm intelligence-based optimization algorithm mimics the behavior of cats, is used as the training algorithm and the Optimal Brain Damage (OBD) method as the pruning algorithm. This study suggests an approach to ANN training through the simultaneous optimization of the connection weights and ANN structure. Experiments performed on benchmark datasets taken from the UCI machine learning repository show that the proposed CSONN-OBD is an effective tool for training neural networks.
I. Introduction
An artificial neural network (ANN), also known as neural network (NN), is an abstract representation of the biological nervous system. It is composed of a collection of neurons that communicates with each other through the axons. An artificial neural network is an adaptive system that has interesting attributes like the ability to adapt, learn and generalize. An ANN is also highly accurate in classification and prediction of output because of its massively parallel processing, fault tolerance, self-organization and adaptive capability which enables it to solve many complex problems. Its ability to solve different problems is achieved by changing its network structure during the learning (training) process [1] [2] .
But, it was also pointed out that the determination of various ANN parameters like the number of hidden layers, number of neurons in the hidden layer, connection weights initialization etc. is not a straightforward process and finding the optimal configuration of ANNs is a very time consuming process [3] . Thus, designing an optimal ANN structure and choosing an effective ANN training algorithm for a given problem is an interesting research area.
Moreover, since the determination of various ANN parameters is not a straightforward process, various researches have been conducted with the purpose of finding the optimal configuration of ANNs. As a result, several algorithms have been proposed as training algorithms for ANNs and these include Genetic Algorithms (GA) [2] , Ant Colony Optimization (ACO) [4] , Artificial Bee Colony (ABC) [5] and Particle Swarm Optimization (PSO) [6] . These algorithms vary on how they can effectively optimize the artificial neural network with respect to the problem being solved.
Cat Swarm Optimization (CSO) is a more recent swarm intelligence-based optimization algorithm developed in 2006. It was developed to solve various problems by mimicking the behavior of cats. CSO has been proven to have a better performance in finding the global best solutions than other existing optimization algorithms [7] [8] [9] .
In addition to choosing a training algorithm to train ANNs to carry out a certain task, the ANN structure can also be optimized by applying certain pruning techniques to reduce network complexity without drastically affecting its classification and prediction capabilities. A pruning technique presented in this paper is the Optimal Brain Damage (OBD) pruning algorithm [10] . This pruning technique was found to be computationally simpler and can produce relatively good ANNs.
Consequently, ANN researches can be classified into two categories: (1) training ANNs using a training algorithm and a non-OBD pruning technique to further improve the ANNs [11] [12] [13] ; and (2) training ANNs using a training algorithm and an OBD pruning technique to further improve the ANNs [14] [15] [16] .
In this paper, the CSO algorithm is proposed to be used as the training algorithm to train the ANNs with OBD as its pruning method. The objective is to develop a CSO-based ANN optimizer that trains artificial neural networks to learn the input-output relationships of a given problem and then use the OBD pruning method to generate an optimal network structure. That is, the CSO-based ANN optimizer will generate an optimal set of connection weights and structure for a given problem.
The rest of the paper is organized as follows: Section II discusses the artificial neural networks and the NN training procedures while Section III describes the NN pruning procedures and the Optimal Brain Damage pruning method. In Section IV, the Cat Swarm Optimization algorithm is presented while Section V discusses the CSONN-OBD, which is the proposed algorithm. Experimental results and observations are presented in Section VI and conclusions are presented in Section VII.
II. Artificial Neural Networks and NN Training

Artificial Neural Networks
Several researchers [3, [17] [18] conducted a thorough review of the various researches involving artificial neural networks and their work present an excellent starting point to get acquainted with researches on ANNs.
An Artificial Neural Network (ANN) is made up of simple processing units, called artificial neurons or nodes as shown in Figure 1 , which mimics the biological nervous systems. The artificial neuron performs its task in two phases: computing for the weighted sum and using a certain kind of non-linear function. This approach allows the ANN to process the input data which represents the problem to be solved [2, 5] . In Figure 1 , x j is the j th input to the neuron, w ij is the connection weight between the neuron and the input x j , x 0 w 0 is the threshold or bias neuron where x 0 =1, the symbol, ∑, is the weighted sum of the input data usually written as net, y is the output of the neuron and f is the activation function which is usually a non-linear function [19] . Equation (1) describes the weighted sum of the input data, where b i =x 0 w 0 is the bias neuron, (2) describes the logarithmic sigmoid function (logistic Function), which is the activation function used in this paper and (3) describes the output of the neuron.
The most common structure of an artificial neural network used in many researches is shown in Figure 2 . It is often referred to as Multilayer Perceptron (MLP), which is a feed-forward neural network. It is made up of several layers of processing units (neurons) and every neuron in each layer is connected to all neurons in the succeeding layers. All artificial neural networks have an input layer, x j and an output layer, y i , but the number of hidden layers, z k , may differ. Both y j and z k use (3) to compute for the output of the neuron.
However, it is has been shown that a three layer feedforward neural network can approximate any non-linear function with arbitrary accuracy. Nonetheless, finding an optimal ANN structure and an optimal set of connection weights is still a difficult problem [2, 5, 12] .
MLPs can receive inputs, process the data, and provide outputs. In MLPs the input data are processed within the individual neurons of the input layer and then the output values of these neurons are forwarded to the neurons in the hidden layer. The same process happens between the neurons of the hidden layer and the output layer. In every layer, each neuron receives inputs from the neurons in the previous layer and each of the inputs is multiplied by a different weight value. The weighted inputs are added as described in (1) and forwarded to an activation function which limits the output to a fixed range of values as shown in (2) . The output of each neuron as described in (3) is then forwarded to all of the neurons in the next layer [19] . The diagram in Figure 2 shows an artificial neural network, which is a three layer, fully-connected, feedforward neural network. Fully-connected indicates that the output from each neuron in one layer is distributed to all of the neurons in the next layer while feedforward signifies that the values only move from the input layer to the hidden layer and from the hidden layer to the output layer, that is, no values are fed back to the previous layers.
As mentioned in [4] , artificial neural networks are widely used because they are effective in approximating real-valued, discrete-valued and vector-valued target functions. ANNs also have exceptional characteristics in machine learning and these capabilities make artificial neural networks a powerful tool for research problems that entail recognition, classification, and forecasting.
Neural Network Training
The goal of the neural network training procedure is to find the optimal set of connection weights that will cause the output from the artificial neural network to match the actual target values. To be able to find the set of connections weights, an algorithm is used. This algorithm should be able to adjust the connections weights of the ANN in order to obtain the desired output from the network given a specific set of inputs. The process of adjusting the weights is called learning or training. The primary objective of neural network training is to find a set of connection weights that minimizes the objective function [19] . In this paper the objective function is the mean-squared error (MSE) function as described in (4) .
In (4), N is the total number of training examples in the training data, M is the number of output neurons in the output layer, e k represents the network error of a training example, t k is the desired output and y k is the actual output of the network.
Neural network training is an important task in supervised learning. In supervised learning the ANN is provided with the correct output for each of the training examples in the training data. So the aim is for the ANN to produce an output that is near the correct output. Figure 3 illustrates the supervised learning paradigm. That is why during training, a training data, made up of inputs (training examples) and their expected outputs, is presented to the ANN which is used to adjust the set of connection weights. The training data is fundamental for the ANNs as it provides the information that is essential in discovering the optimal set of connection weights. So, in this approach, connection weights are modified in response to the input/output patterns [20] . During training, an input and the corresponding desired output is presented to the artificial neural network and the network error is computed. The network error is the difference between the desired output and the actual output of the network. The training algorithm adjusts the connection weights so as to minimize the mean-squared error function as described in (4).
In his paper, Yao [18] explained three general approaches to neural network training and these are the following:
1. finding a near-optimal set of connection weights for an NN with a fixed architecture for the task at hand;
2. finding a near-optimal NN architecture for the task at hand; and 3. finding both a near-optimal set of connection weights and a neural network architecture for the task at hand.
The first approach to neural network training is referred to as weight training in ANN and is typically formulated as a minimization of an error function, such as the mean-squared error. So, in this approach, a fixed Copyright © 2013 MECS I.J. Intelligent Systems and Applications, 2013, 01, 69-80 ANN structure is provided and the objective is finding a set of connection weights that minimizes the network's error on the training data. In effect, finding the set of connection weights of a network can be seen as an optimization process [18] .
The second approach involves finding a near-optimal NN architecture. This approach emphasizes that the neural network's structure greatly influences its performance and its information processing capabilities. In this approach, constructive and destructive algorithms are used for automatic design of architectures and it takes into consideration the fact that if the network is too small it will not be able to form a good model of the problem while network that is too big may have very poor generalization ability [18, 21] . Constructive algorithms are algorithms that start with simple architecture and gradually add new neurons during learning process while destructive algorithms start with an initially redundant network and simplify it during the learning process, and this process is often referred to as -pruning‖.
The third approach is a combination of the first two approaches which attempts to simultaneously evolve the NN structure and connection weights. It is very important to find the appropriate NN structure and the appropriate connection weights to ensure the best performance of the ANN [18] . In this paper, the aim is to obtain an optimal set of connection weights and subsequently apply a well-known destructive algorithm, the Optimal Brain Damage [10] , to obtain an optimal NN structure.
III. Neural Network Pruning and the Optimal
Brain Damage Method
Neural Network Pruning
Designing optimal neural network architecture for a particular classification problem is an important issue. This is due to that fact that a network that is too big is more likely to overfit the training examples because of its excess information processing capability while a network that is too small may underfit the training data because of its limited information processing capability. Both of these problems lead to poor generalization capability on unseen examples, an undesirable aspect of ANN. Thus, it is necessary to design ANNs automatically in order to solve different problems efficiently [13, 22] .
However, the optimal network size is generally unknown and tedious experimentation is necessary to find it. Another approach to improving the generalization capability of ANNs is to train a network which is considered to be larger than necessary and prune the excess components [22] .
Several approaches for optimizing neural network architectures have been proposed which include various pruning algorithms such as the Optimal Brain Damage algorithm [10] . A pruning algorithm starts with a relatively large ANN architecture, that is, an ANN with a large number of hidden neurons. In the pruning process, unnecessary hidden layers, neurons, and connection weights from a relatively large ANN are discarded. Generally, one connection weight or neuron is removed in each step of the pruning process [13] .
The pruning process is defined as a network trimming procedure given a relatively large architecture which is basically a model reduction method with the goal of finding the optimal neural network architecture [11, 23] . Pruning a network is based on estimating the sensitivity of the total error to the exclusion of each connection weight in the network, which is in essence estimating the importance of each connection weight or neuron in the network. In each step of the process, the connection weights or neurons which are insensitive to error changes are gradually removed which will eventually result to a network of smaller size that will likely have a better generalization capability [11] .
Basically, finding for the optimal neural network architecture is a 4-step process and many pruning algorithms that have been proposed differ on how the 2 nd and the 4 th steps are implemented, and on the criterion being used to identify the significance of a connection weight or neuron. The 4-step process is presented as follows [23] :
1.Train an artificial neural network; 2. Identify the least significant connection weight or neuron;
3. Prune the least significant connection weight or neuron;
4. Re-train the artificial neural network and repeat steps 2 and 3.
In addition, Yang et al. [24] presented a similar framework for network pruning and is described as follows:
1. Set a large enough architecture for the NNs and train with any learning method, until the stopping criterion is met; 2. Compute the saliency of each element and eliminate the least important ones; 3. Retrain the pruned network. If the change of output between the original and pruned network is small enough, then go to step 2; otherwise stop and output the network architecture.
Neural Network Pruning using Optimal Brain Damage
As stated in [11] , an important step for the discovery of knowledge from data is to find a method to optimize the structure of neural networks. A typical approach in the NN structure design is to simply utilize a fullyconnected multilayer feed-forward neural network to solve problems but this approach limits the performance Among the different NN pruning techniques, it has been shown that very good results are obtained using saliency-based methods [14] [15] . Saliency-based methods are also referred to as weight pruning algorithms, sensitivity-based approaches and destructive algorithms. This method attempts to balance between network complexity and training error.
The saliency-based methods analyze the sensitivity of the objective function to deletion of individual connection weights, that is, these methods evaluate the influence of each connection weight on the NN generalization error. In effect, these methods optimize the neural network structure by finding the contribution (saliency) of each connection weight or neuron in the network and pruning the connection weight or neuron which has the least effect on the objective function. This is because the connection weights with the smallest saliency are considered to be insignificant and therefore these connection weights can be deleted [11] .
One of the well-known saliency-based methods whose effectiveness has been proven in different applications [14] [15] [16] is the Optimal Brain Damage (OBD) which was introduced by Le Cun et al. [10] . OBD is a method to establish the effect of each connection weight on the objective function.
Le Cun et al. [10] proposed the Optimal Brain Damage (OBD) method to approximate the measure of -saliency‖ of a connection weight by estimating the second derivative of the network output error with respect to that connection weight. The network complexity is also reduced by a large factor by constraining certain connection weights to be equal. The saliency of a connection weight is described as the change in the training error when the connection weight is removed and the remaining connection weights are retrained. In effect, the primary goal of OBD method is to reduce the complexity of the network by selectively deleting the connection weights with the goal of improving its generalization. The OBD method accepts a relatively large network, delete at least half of the connection weights and produce a network that performs as good as the network that is un-pruned [10] .
In OBD, pruning is carried out iteratively on a trained network to a reasonable level, compute -saliencies‖, rank the connection weights according to saliency and then delete the connection weights with the smallest saliency, and resume training until a termination criterion is satisfied. OBD assumes that the error function is quadratic and that the Hessian is diagonal, that is, the saliencies are approximated by the second derivative of the objective function with respect to the connection weights [11] .
The algorithm of the OBD method as described in [10, [14] [15] [16] is presented as follows.
1.Choose an initial NN structure that is reasonably large.
2. Train the neural network using a training algorithm until a reasonable solution is obtained. 5. Remove connection weights with the smallest saliency.
6. Re-train the NN with the new network structure until the termination criterion is satisfied.
As can be seen in the OBD algorithm, the initial steps are to choose a reasonably large neural network structure and train the network using a training algorithm to minimize the objective function. The typical objective function to minimize is the meansquared error function as shown in (4). The NN training procedure attempts to minimize this function which is defined as the mean-squared error between the NN output and the real value (training examples) [10, [14] [15] [16] .
The next step is to remove connection weights which are considered insignificant because they have the smallest saliency. However, since the saliency coefficient cannot be determined directly from the objective function, it is necessary to approximate this function with Taylor series as presented in (5) [10, [14] [15] [16] .
Where:
The OBD method takes into account three approximations in order to determine the saliency of each connection weight [10, 16 ]:
1. The neural network converged to a minimum of the error function, so g = 0 and the first term in (5) can be eliminated.
2. The objective function is quadratic so all terms of order greater than 2 can be neglected in (5). With the given approximations, (5) is reduced to (8):
So, (9) is the equation that defines the saliency of each connection weight in the neural network, where S i is the saliency of w i and H ii is the i th diagonal entry of the Hessian matrix.
(9)
The next step is to compute for the saliency of each connection weight, remove the connection weight with the smallest saliency while the final step is to re-train the network after the removal of this connection weight, and recalculate the saliency coefficients of each connection weights in the network.
Thus, the Optimal Brain Damage (OBD) method removes connection weights based on the second order derivatives of the objective function. The matrix of the second order derivatives is called Hessian. The full Hessian matrix can be computed using (10) , and for a network with a single connection weight or for the diagonal entries of the Hessian matrix, (11) is used, where ( ) is the first derivative of the objective function with respect to weight w i , N is the number of examples, M is the number of outputs, and H 0 is the identity matrix multiplied by a random number in the range of 10 -8 ≤ α ≤ 10 -4 as shown in (12) . H 0 is important to avoid any singularities especially in OBD [26, 27] .
IV. Cat Swarm Optimization Algorithm: A Swarm Intelligence-based Algorithm
Swarm Intelligence (SI) is a novel artificial intelligence approach inspired by the swarming behaviors of groups of organisms such as ants, termites, bees, birds, fishes in foraging and sharing the information with each other. SI focuses on the collective intelligence of a decentralized system consisting of a group of organisms interacting with each other and their environment. So, by means of their collective intelligence swarms are able to effectively use their environment and resources. SI is also a mechanism that enables individuals to overcome their cognitive limitations and solve problems which are difficult for individuals to resolve alone. Swarm intelligence algorithms are essentially stochastic search and optimization techniques and were developed by simulating the intelligent behavior of these organisms. These algorithms are known to be efficient, adaptive, robust, and produce near optimal solutions and utilize implicit parallelism approaches [28] .
One of the more recent optimization algorithm based on swarm intelligence is the Cat Swarm Optimization (CSO) algorithm. The CSO algorithm was developed based on the common behavior of cats. It has been found that cats spend most of their time resting and observing their environment rather that running after things as this leads to excessive use of energy resources. To reflect these two important behavioral characteristics of the cats, the algorithm is divided into two sub-modes and CSO refers to these behavioral characteristics as -seeking mode‖ and -tracing mode‖, which represent two different procedures in the algorithm. Tracing mode models the behavior of the cats when running after a target while the seeking mode models the behavior of the cats when resting and observing their environment [7] [8] .
Furthermore, previous researches have shown that the CSO algorithm has a better performance in function minimization problems compared to the other similar optimization algorithms like Particle Swarm Optimization (PSO) and weighted-PSO [7] [8] [9] .
Seeking Mode:Resting and Observing
The seeking mode of the CSO algorithm models the behavior of the cats during a period of resting but staying alert-observing its environment for its next move. The Seeking mode procedure has four essential factors and these are: Seeking Memory Pool (SMP); Seeking Range of the selected Dimension (SRD); Counts of Dimension to Change (CDC); and Self Position Consideration (SPC) as described by Chu et al. [7] [8] . The seeking mode of the CSO algorithm can be described as follows:
Step 1: Make j copies of the present position of cat k , where j = SMP. If the value of SPC is true, let j = (SMP − 1), then retain the present position as one of the candidates.
Step 2: For each copy, according to CDC, randomly add or subtract SRD percentage to the present values and replace the old ones.
Step 3: Calculate the fitness values (FS) of all candidate points.
Step 4: If all FS are not exactly equal, calculate the selecting probability of each candidate point by (13) , otherwise set all the selecting probability of each candidate point to 1.
Step 5: Randomly pick the point to move to from the candidate points, and replace the position of cat k . 
Tracing Mode: Running After a Target
The tracing mode of the CSO algorithm models the behavior of the cats when running after a target. Once a cat goes into tracing mode, it moves according to its own velocities for each dimension. The action of tracing mode according to Chu et al. [7] [8] can be described as follows:
Step 1: Update the velocities for every dimension (v k,d ) according to (14) .
Step 2: Check if the velocities are in the range of maximum velocity. In case the new velocity is overrange, it is set equal to the limit.
Step 3: Update the position of cat k according to (15) .
where x best,d is the position of the cat, who has the best fitness value; x k,d is the position of cat k ; c 1 is a constant and r 1 is a random value in the range of [0,1].
(15)
CSO Movement = Seeking Mode + Tracing Mode
When applying the CSO algorithm to solve optimization problems, the initial step is to make a decision on the number of individuals or cats to use. Each cat in the population has the following attributes: The CSO algorithm keeps the best solution after each cycle and when the termination condition is satisfied, the final solution is the best position of one of the cats in the population. CSO has two sub-modes, namely seeking mode and tracing mode and the mixture ratio MR dictates the joining of seeking mode with tracing mode. To ensure that the cats spend most of their time resting and observing their environment, the MR is initialized with a small value.
The CSO algorithm can be described in 6 steps as presented in [7] [8] .
Step 1: Create N cats in the process.
Step 2: Randomly sprinkle the cats into the Mdimensional solution space and randomly give values, which are in-range of the maximum velocity, to the velocities of every cat. Then haphazardly pick number of cats and set them into tracing mode according to MR, and the others set into seeking mode.
Step 3: Evaluate the fitness value of each cat by applying the positions of cats into the fitness function, which represents the criteria of our goal, and keep the best cat into memory. Note that we only need to remember the position of the best cat (x best ) because it represents the best solution so far.
Step 4: Move the cats according to their flags, if cat k is in seeking mode, apply the cat to the seeking mode process, otherwise apply it to the tracing mode process.
Step 5: Re-pick number of cats and set them into tracing mode according to MR, then set the other cats into seeking mode.
Step 6: Check the termination condition, if satisfied, terminate the program, and otherwise repeat Step 3 to
Step 5.
V. CSONN-OBD: A CSO-based ANN Optimizer with OBD Pruning Method
The proposed algorithm called CSONN-OBD is a swarm intelligence-based ANN optimizer to neural network training with the Cat Swarm Optimization algorithm [7] [8] as the training algorithm and the Optimal Brain Damage technique [10] as the pruning method used to reduce network complexity. Also, the proposed algorithm employs the supervised learning approach in training neural networks. The training involves fully connected feed-forward neural networks where each neuron uses the logistic function as the activation function as described in (2) . The CSONN-OBD will simultaneously determine the optimal set of connection weights and its corresponding network structure.
The CSO algorithm represents a cat as a vector and a population contains several cats. In this study, a cat represents a one-hidden layer fully-connected feedforward neural network and the cat population consists of several one-hidden layer fully-connected feedforward neural networks. Each cat is evaluated using the mean-squared error function as described in (4). The general framework of the CSONN-OBD is as follows:
Step 1: Build a one-hidden layer fully-connected feedforward neural network.
Step 2: Train NNs using CSO and evaluate each NN (cat) using MSE until stopping criterion is satisfied
Step 3: Apply OBD on the best cat
Step 4: Re-train pruned NN
Step 5: If stopping criterion is not satisfied then go to
Step 3, else go to Step 6. In CSO, a cat represents an artificial neural network as illustrated in Figure 4 . The ANN is represented as a vector with dimension D containing the connection weights as depicted in Figure 5 . As presented in [29] , the dimension of the vector representation of a single hidden layer fully-connected feed-forward neural network is determined using (16) , where I is the number of input neurons, H is the number of hidden neurons, and O is the number of output neurons.
For the connection weights, these are initialized by assigning random values from a uniform distribution in the range of [
], where the value of fanin is the number incoming connection weights of a given neuron [29] .
The number of neurons in the input and output layers in a neural network are problem-specific whereas a trial-and-error approach is commonly used to decide on the number of neurons in the hidden layer, but a number of rules-of-thumb to obtain this value is presented in [25] . In this study, the number of neurons in the hidden layer is set to 10 which would be sufficient for the datasets selected in [30] and these will be used as benchmark datasets in the experiments.
The six datasets that will be used in the experiments are shown in Table 1 . Each dataset is divided into two subsets, a training set and a test set. A training set is used during the training phase while the test set is used to evaluate the effectiveness the neural network on unseen examples. The CSONN-OBD initializes the cat population with single hidden layer fully-connected feed-forward neural networks where each cat is represented as a vector of D dimension as described in (16) .
At each iteration, each cat in the population is evaluated using the Mean-squared error function and after the maximum cycle is reached, the CSONN-OBD outputs the best cat representing the best neural network obtained by the CSO. The best NN found by the CSO is pruned using the Optimal Brain Damage technique to reduce its network complexity without affecting its classification and prediction capabilities. The best NN is retrained until a termination condition is satisfied. A detailed pseudo-code shows how the CSONN-OBD works and Figure 6 illustrates this procedure.
Read dataset Determine the Number of Hidden Neurons and Maximum Cycles
Determine 
Output the Pruned ANN
After the maximum cycle is reached the best cat is produced and this is the artificial neural network with the lowest MSE. The best cat is the best non-pruned artificial neural network. To produce a pruned ANN the best cat is subjected to the pruning process using the OBD pruning method. The termination condition for the pruning process is when the classification accuracy decreases. This means that as long as the classification accuracy of the pruned neural network is the same as the non-pruned neural network, the pruning procedure will be performed repeatedly. The evaluation function used by CSONN-OBD to evaluate each cat is the Mean-squared error (MSE) function as described in (4) . The MSE evaluates the neural network's performance by calculating the neural network's error on the training dataset. The lesser the error the better is the performance of the neural network. In effect, training neural network is a minimization problem since the objective is to reduce the network error given a dataset.
VI. Experiment Results and Discussions
The aim of this research is to use the Cat Swarm Optimization algorithm with Optimal Brain Damage pruning technique to simultaneously optimize the connection weights and structure of artificial neural networks. The experiments were carried out with CSONN-OBD as the training algorithm.
To test the effectiveness of CSONN-OBD, six datasets as shown in Table 1 were used as benchmarks. For each dataset the experiments were repeated thirty (30) times to minimize the influence of random effects and to ensure that the results are statistically acceptable.
Each experiment uses a different randomly generated initial population. The result from each of the 30 independent runs of the CSONN-OBD algorithm were recorded and analyzed. Table 3 shows the dimension of a cat and the maximum cycle used in the training based on the dataset used. The performance of a neural network is measured by how effective the neural network is in minimizing the mean-squared error (MSE) or the misclassification rate. Table 4 and Table 5 show a comparison on the average performance of the CSONN-OBD without pruning and CSONN-OBD with pruning, respectively while Table 6 shows a comparison on the average number of connections that were used. In the CSONN-OBD without pruning, the NN training was performed using CSONN but the neural networks were not pruned while in the CSONN-OBD with pruning, the NN training was performed using CSONN and then applied OBD to prune the neural networks. Table 4 and Table 5 show a comparison between pruned networks and non-pruned networks with respect to their average MSE and average misclassification rate.
In Table 4 , it shows that the average MSE can be slightly higher for artificial neural networks that are pruned than the artificial neural networks that are not pruned. This is because with pruned artificial neural networks, fewer connections are used compared to artificial neural networks that are not pruned as shown in Table 6 and this can lead to a slight increase in the network error. The difference between the average MSE and average misclassification rate of pruned ANNs and non-pruned ANNs may be insignificant but pruned ANNs use lesser number of connections to achieve the same level of classification accuracy with non-pruned ANNs. The results show that the CSONN-OBD with pruning produces artificial neural networks that use less number of connections but are as effective as the artificial neural networks produced by CSONN-OBD without pruning.
The performance of the CSO-based ANN optimizer with OBD pruning method is compared to that of the existing algorithms which also optimize connections weights and NN structures concurrently. When presented with a completely new set of data, the capability to generalize is one of the most significant criteria to determine the effectiveness of artificial neural network learning. Table 7 compares the results obtained with that of MGNN [31] and NN-MOPSOCD [29] in terms of the error on the test set and the number of connections used. Table 7 shows that the CSONN-OBD is very effective in generating simple and accurate artificial neural networks with good generalization capability. 
VII. Conclusion
The CSONN-OBD algorithm, a CSO-based ANN optimizer with OBD pruning algorithm, was able to generate artificial neural networks with low training error and high classification accuracy given that it has a low misclassification rate. Thus, the cat swarm optimization algorithm is an effective training algorithm for artificial neural networks. As a training algorithm, the CSO was able to produce artificial neural networks that perform well using different datasets.
Using the Optimal Brain Damage pruning method, the CSO-based ANN optimizer was able to obtain artificial neural networks that are as effective as the artificial neural networks that were not pruned but pruned ANNs used fewer connections to achieve the same performance. With OBD, the CSONN-OBD algorithm was able to generate simpler neural networks but still with good generalization capability. As a result, the CSONN-OBD was able to generate an optimal set of connection weights and ANN structure for each of the dataset that was used in the experiments.
Thus, the CSO algorithm can be considered as an effective training algorithm for artificial neural networks. With a pruning method like the Optimal Brain Damage, the CSO-based ANN optimizer can produce artificial neural networks that use fewer connections but are still as effective as the artificial neural networks that are not pruned, that is, it is able to produce accurate and simple artificial neural network models. Also, the CSONN-OBD produced artificial neural networks with high classification accuracy.
