Abstract
Introduction
Multimedia applications place high demands for qualityof-service (QoS), performance, and reliability on systems. These stringent requirements make design of cost-effective and scalable systems difficult, and therefore efficient adaptive and dynamic resource management techniques can be of great help in improving resource utilization and consequently performance and scalability of such systems. In this paper, we focus on policies, rather than mechanisms, for dynamic resource management, and specifically, in the context of corztinuous media (CM) servers, such as VOD systems.
In a CM storage server, the choice of data placement techniques has a significant effect on the ability of the system to utilize resources efficiently. Existing data placement techniques in conjunction with scheduling algorithms address ' This research was supported in part by the NSF CAREER grant CCR-98-96232 and the RGC and Mainline Research Grant.
The Chinese University of Hong Kong cslui @cse.cuhk.edu.hk two basic inefficiencies that can arise in such systems: ( I ) various overheads in reading data from storage devices, e.g., due to disk arm movement and (2) load imbalance, e.g., due to skews in data access patterns as in [ 131. In this work, we focus on the fatter problem and note that our solutions can be used in conjunction with existing results (refer to [7] ) for the former problem. Due to the enormous storage and U 0 bandwidth requirements of multimedia data, a CM server is expected to have a large disk farm. Thus proper distributed designs and consequently scalability characteristics of such designs are of great importance. As we showed in [3] , one important consideration then is the placement of data on the nodes of a CM server, which has a significant effect on its performance and scalability characteristics.
Specifically, in [3] we quantitatively compared the scalability, performance, and reliability characteristics of wide data striping techniques (where each object is striped across all disks of the system) vs. hybrid designs (as in [ 131, where striping is constrained to a single node and popular objects are replicated on multiple nodes in order to provide sufficient bandwidth capacity to service the demand for these objects). In that work we showed that hybrid designs have significantly better scalability characteristics, result in better cost/performance ratios, and provide much higher reliability, all due to the fact that they are able to "localize" resource requirements and have the flexibility to tradeoff one resource for another (these characteristics are lacking in wide data striping systems); for details, please refer to [3] .
However, designs that involve object replication based on access demand, also require adjustment of number of replicas, as access patterns change. Thus, in the remainder of the paper we focus on hybrid designs (refer to Section 2) and address load imbalance problems arising from relatively frequent changes in data access patterns.
We now briefly survey several related works on replication of objects in CM servers which address skewness in data access patterns. (There is a multitude of papers on design of CM servers in general; for a survey refer to [7] .) In [ 121 the authors consider skews in data access patterns but in the context of a static environment. In [13] , the authors address various questions arising in the context of load imbalance problems due to skews in data access patterns, but in a less dynamic environment (than we investigate here). We believe that the policies suggested in this work can be complementary to the techniques developed in [ 131. In [6, 5] , the authors also consider dynamic replication as an approach to load imbalance, and in our previous work [IO] , we study a taxonomy of dynamic replication schemes. All of the above works, however, either (a) assume some knowledge of frequencies of data access to various objects in the system, andlor (b) do not provide users withfull use of VCR functionality, andlor (c) consider less dynamic environments than the one considered here. Our motivation in doing away with above assumptions in this work is largely due to considerations of applicability of dynamic replication techniques in more general settings and to a wider range of applications of CM servers.
System and Main Issues
We consider a distributed CM server which has a set S of N nodes connected through a communication network, in a shared-nothing manner. Each node z E S has a finite storage capacity, C, (in units ofCM objects), as well as a finite service capacity, B, (in units of CMaccess streams). In general, different nodes in the system may differ in their storage andlor service capacities. This should result in a scalable system which can grow on a node by node basis.
Each CM object resides on one or more nodes of the system. The objects may be striped on the intra-node basis but not on the inter-node basis (see [ 3 ] for motivation for using such a hybrid design). Objects that require more than a single node's service capacity (to support the corresponding requests) are replicated on multiple nodes. The number of replicas needed to support requests for a continuous object is a function of the demand, and therefore, this number should change when the the demand for that object changes.
Let R,(t) C S denote the set of nodes containing replicas of object i at time t. Thus R,(t) varies with time as the popularity of object i changes.
Customers arrive to the CM server with an average arrival rate of A. Upon a customer arrival at time t , there is a probability p ; ( t ) that the corresponding request is for object i. Let L x ( t ) be the load on node J: at time t . The system examines the load on each node in R, ( t ) , and if there is sufficient capacity to service the newly arrived request, the system assigns this request to the least-loaded (relative to its capacity) node in Ri(t). Otherwise, the customer is rejected. The rationale for this approach to system admission control is given in [3] ; we do not repeat it here due to lack of space'. We note that, the problem of determining whether or not there is "sufficient capacity" (under either CBR or VBR stream models) is orthogonal to the problems studied in this work; much literature exists on this topic (refer to [7] ), and such solutions can be used in conjunction with policies developed in this paper.
Full VCR functionality (i.e., fast-forward, rewind, and 'An interesting approach to dealing with more "short-term" fluctuations in access patters is given in [13] ; we believe it can be combined with techniques presented in this paper; however, in the interests of isolating the performance effects of dynamic replication we do not consider it here further. . Since the number of copies of object i partly determines2 the amount of resources available for servicing requests for that object, we adjust the number of replicas maintained by the system dynamically.
Given the above server architecture, such a dynamic replication approach gives rise to several interesting design issues, including: ( I ) when is the right time to create an additional copy of an object and when to remove a copy; (2) to which node should a (new) replica be added or from which node should a no longer (deemed) useful replica be removed; and (3) what are proper policies for actually creating a new replica (or removing a no longer useful one).
Of course, the system's performance partly depends on its ability to make replica adjustments rapidly and accurately. However, faster replication, which can be achieved by increasing the replication rate, requires more resources and thus creates an additional load on the CM server. This in turn can result in poor performance (i.e., rejection of customers) because resources that are needed for servicing customers are being used by the replication process. Hence, we essentially have conflicting goals of (a) using as few resources as possible to perform the replication (in order not to interfere with "normal" system operation) while (b) trying to complete the replication process as soon as possible.
Early Acceptance
In an attempt to reach a compromise between the conflicting goals stated above, we consider "early acceptance" of customers, where admitted customers are allowed to use incomplete replicas (while the replication process continues). That is, once the system completes replication of the first Tea time units of a new replica of object i, it will treat it as a "virtually" complete copy and begin using it in servicing customer requests for object i. For ease of presentation, in the remainder of the paper, we measure the amount of replication completed in time units of normal playback time of that object, from the beginning of the object, rather than in, e.g., bytes. Furthermore, for simplicity of exposition, much of the discussion below is in terms of a specific object be20ther factors include requests for other objects being made at the same time.
ing replicated, and thus we drop the superscript i from our notation.
Note that, the idea of using incomplete objects is a simple one, and similar ideas have been used for instance in RealAudio and Realvideo; copies of fractions of objects are also used in [5] . The important issue that we study here is how to allow full use of VCR functionality and still quantify the provided QoS under such conditions. That is, a user might attempt to access a portion of an incomplete copy which has not been replicated yet, e.g., by fast-forwarding past the replication point. To allow customers to have full use of VCR functionality without a significant loss in QoS, we need to determine a "safe" value for Tea. Clearly, one safe value is Tea = ??length (full length of the CM object). However, the intuition is that a smaller value of Tea should result in a higher (at least in the "short term") acceptance rate of customer requests. To the best of our knowledge, no one has performed a rigorous analytical study of this problem under the constraints of full VCR functionality and considerations of QoS provisions.
In order to lower Tea (and improve performance) we construct a stochastic model of user behavior which allows us to compute a "safe" (but lower than x e n g t h ) value of Tea while still providing the desired QoS (with a high probability)3. Note that we considered deterministic and stochastic models of user behavior (refer to [4] ). Because the stochastic model produces significantly better performance results, while preserving a high QoS, (and due to lack of space) we only present the stochastic model here.
We model the combination of the behavior of a user watching a display of a partially replicated object and the corresponding replication process using a Discrete Time Markov Chain (DTMC)4, M , with state space S:
where V is the current viewing position of the customer and R is the current replication position of the partial copy being viewed by that customer. An example state space for M is illustrated in Figure 1 . There are 4 types of state transitions between adjoining states, which are attributed to: (1) normal playback, (2) fast-forward, (3) rewind, and (4) pause, which occur with probabilities p n p , p f f , p,,, and ppause, respectively. A more formal specification of the state transitions in M with a corresponding one step transition matrix, P , is as 3That is, the probability that the viewer will access a portion of an incomplete copy of the replicated object is small.
4We show in Section 6 that the performance of the spfetn is not sensitive to either the parameters ofthe model or to the disfriburional (i.e., memoryless) assumptions.
where 1 { z } = 1 if z is true and 0 if z is false, "TS" refers to the "Trap State", and tu is the "granularity" of our model, i.e., the number of time units in an object's display (under normal playback) corresponding to a unit of time' in the
TPause are application-dependent model parameters which were defined in Section 2, and the "Trap State" in M is a state corresponding to V > R, which represents a user's attempt to access data which has not been replicated yet.
Our goal then is to determine a value of Tea for which the probability of entering the "Trap State" before the time the replication process completes (i.e., before R = Tlength) is sufficiently low. Or, conversely, given a value of Tea, we need to compute the probability of entering the "Trap State" by time t , = Tlength -Tea, which can be accomplished through a transient analysis of M [ 111, i.e., by solving the following set of equations6:
where T ( t n ) is the vector of transient state probabilities at time t,, ~( 0 )
= e(o,T,c,) is the initial state vector which is equal to a row vector of 0's in all components except for a 1 in the component corresponding to state (0, Tea). Our SFor instance, if the object is a video clip, then a "natural" time unit in its display would be the amount of time corresponding to the normal playback time of a single frame (on the order of ( of a sec). However, in order to maintain a reasonable. size of the D%lC state space, we allow tu to take on larger time scales, e.g., on the order of minutes -essentially, 
which is the probability that the user will attempt to access data which has not been replicated yet7. A more detailed discussion of computation of Tea, the related complexity (which depends on the size of M ) , as well as approaches to reducing this complexity (when needed) can be found in [4].
Threshold-based Activation
We use a threshold-based approach to triggering object replication and dereplication, both of which are only triggered at customer arrival andfor departure instances. Such techniques for reacting to changes in workload are employed often for improving the cost/performance ratio of a system. Here, as in other systems, the main motivation is that there is a non-negligible cost for creating or removing a replica and thus it should be done "sparingly".
An important question here is how to choose "good" thresholds. Intuitively, we would like the amount of service capacity available to each object i to be proportional to its demand, which is changing with time. Thus, we could attempt to maintain a number of copies of each object proportional to p,(t)'s -the question of when to trigger creation (or deletion) of a copy would still remain, though. In general, although we could try to collect statistics on access demands for the various objects, many questions would remain open: over which period to collect the statistics, when to make the decision that the probabilities have changed sufficiently to reflect this change in the system's configuration (likely, we do not want to do this "continuously"), how much confidence to have in the collected statistics and thus how aggressively or cautiously to "evolve" the system from an old state (i.e., with old access probabilities) to a new state (i.e., with new access probabilities).
Furthermore, in such an environment, having the amount of service capacity proportional to the access probabilities 7Simple Markov chain models of user behavior have been employed in previous works on video servers, e.g., the two state Markov chain in [8]; however, these have been used for a somewhat different purpose and to the best of our knowledge, with interest in steady stare characteristics only.
(even if we knew them) would not necessarily insure acceptance of newly arrived customers. An important factor in the performance of the system is the mixture of requests that arrives and is ultimately serviced by the nodes of the CM server. That is, we may reject requests for object i on node j due to an influx of requests for other objects residing on node j , i.e., other than object a.
Thus, in this paper we study dynamic data replication techniques which do not assume knowledge of access probabilities. Without such information, one simple approach is to increase (decrease) the amount of service capacity allocated to an object when the amount of available resources left in the system to service that object falls below (above) some threshold value.
More formally, when a customer request for object i arrives to the system at time t , replication of object i is initiated if and only if all of the following criteria are satisfied:
(1) A,(t) < ReTh, where ReTh is the replication threshold value and Ai ( t ) is the available service capacity for object i at time t , i.e., Ai(t) = CsER,(t)(B2 -L,(t)); and ( 2 ) object i is not currently under replication. The actual choice of value for ReTh depends on the replication policy used. Intuitively, the more "efficient" the replication policy, the longer we can delay the decision about replication (i.e., in general, shorter term decisions can be more accurate, but system performance would still depend on being able to act on them quickly). Thus, we set ReTh = C x B , where 0 < C < 1 and B is the average service capacity of the nodes in the system. We explore the affects of C on system performancein Section 6. The rational for setting ReTh no larger than B is that it is usually wasteful to keep more than one copy of a "cold" object.
In the case of dereplication, it should be performed before the system runs out of storage space. Basically, we do not want to leave this decision until the time the system actually needs the space for creating a new replica. This is due to the fact that there might be customers using the copy that we would like to delete, and either we will have to wait for them to complete their display, or we will have to relocate them. "Planning ahead" for removing copies of "cold" objects before the space is actually needed should improve the system's performance.
De-replication is invoked at both the customer request arrival and departure instances. More formally, a replica of object i at node z will be removed at time t if and only if the following conditions are satisfied': (1) Ai(t) = maqEg{Aj(t) > ReTh} (where the motivation for this condition is that the number of replicas for object i at time t is more than its current workload demand and at this time it has the greatest excess of replicas among all relatively "cold" objects); and ( 2 ) object z has "crossed" the dereplication threshold, i.e.,
A,(t) -(B, -L,(t))
where C,, ( t ) denotes the number of customers viewing object i at node z at time t . With the deletion of object i at ' An additional constraint for the DM policy is given in Section 5 node IC, A,(t) would be decreased by ( B , -L,(t)). Since a customer viewing object i at node IC will have to be migrated to other replica nodes in Ri(t), Ai(t) would be further decreased by Cix ( t ) . To prevent the system from oscillating between replication and de-replication, we introduce hysteresis into the system, i.e., D e T h = ReTh + D .
Policies
In this section we describe the node selection, replication, and de-replication policies of the CM server. Firstly, the choice of a source node, from which to replicate object i , is simple: we select the least-loaded (relative to its capacity) node in the set R;(t). For the target node, to which the copy is going, we choose the node which has the highest estimated residual capacity and has available storage capacity. More formally, we choose the node 2 such that IC R ; ( t ) and L l ( t ) = max,,(s-R,(t)) { -}, and the remaining storage capacity on IC is sufficient for the new replica, where Y y ( t ) corresponds to the number of replication processes already in progress on node y at time t. Intuitively, such a choice should avoid replication of multiple relatively popular objects on the same target node (which may later compete for that node's capacity).
We now describe the replication policies, which are used in conjunction with early acceptance (as described above). Note that, the value of Tea is independent of the replication policy used, but how long it takes to copy Tea time units worth of data is a function of the replication policy. For example, if replication proceeds at the same rate as playback (as in the sequential policies below), then the replication time will be equal to Tea, but if replication proceeds at a faster rate (as in the parallel policies below), then the replication time will be smaller than Tea.
Sequential Replication (SR):
The replication is performed "sequentially", i.e., the system replicates at the rate of normal playback of a single stream by injecting a single read stream at the source node and a single write stream at the target node -each of these requires the same capacity as a single user stream. Thus replication of object i takes Ttength time units, and users are not admitted to the new replica until the entire copy is complete. This policy is considered for comparison purposes only.
Seq. Replication + Early Acceptance (SREA):
The replication is performed as in the SR policy, except that newly arrived users can be admitted to the new (incomplete) replica as soon as Tea time units of that object have been replicated on the target node.
Parallel Replication (PR):
The system replicates at M times the rate of a normal display of a single user stream, where M = min((B,,,,,, -Lso,Tce(t)), ( B t a r g e tLtaTget(t))) at time t , when replication begins. Thus the "real" replication time of object i is reduced to M. ,and users are not admitted to the new replica until the entire copy is complete. This policy is considered in order to show a contrast in performance between policies that do and do not utilize the early acceptance technique. Note that, for the S E A , PREA, and MPEA policies, the "virtual" replication completion time is used in checking the satisfaction of condition ( 2 ) in the decisions of when to create a new replica (see Section 4).
Parallel
The decision process of which replica to remove, was described in Section 4. What remains to determine is the choice of the node from which to remove it. Part of the difficulty is in considering the customers that would have to be migrated from the node where the removal occurs. We consider the following de-replication policies. Delayed Migration (DM): This policy removes a replica of object i only after the last customer finishes viewing the object. That is, we only remove the replica of object i at node 5 at time t when Ci,(t) = 0 in Equation (2). This is motivated by the (possible) implementation complexity of migrating customers from one node to another.
Immediate Migration Minimum Overhead (IMMO):
This policy chooses the node on which fewest customers are currently viewing object i , motivated by reduction of (possible) system overheads associated with user migration. That is, at time t the replica of object i is removed from node y where Ci, = minz,R,(t,{C;5(t)}; the Ci, customers are distributed evenly among the remaining nodes in Ri(t).
Immediate Migration Maximum Capacity (IMMC):
This policy selects the node which could provide the greatest estimated (residual) service capacity after the replica of object i is removed. That is, at time t the replica of object i is removed from node y where 
Discussion of Results
We now present results of our study of dynamic replication policies in conjunction with early acceptance of customers, which is accomplished through the use of a Markov chain model of user behavior. This study is performed via simulation, with the following simulation parameters'. The arrival process (of requests for objects) is Poisson with a mean arrival rate of X = w, where 0 5 a 5 1 is the "relative arrival rate". For ease of presentation, in the remainder of this section we discuss the results in terms of the relative arrival rate, a, i.e., relative to the total service capacity of the system (e.g., a = 1.0 corresponds to the maximum service capacity of the system). There is a multitude of parameters that can be varied in studying performance of dynamic replication policies. And, we performed a great number of experiments; due to lack of space, we cannot present them all (refer to [4] for details). Table 1 Geometric, x = 0.618
c , = 7 v x c,. = 28Vx Since the main motivation for using dynamic replication policies is the need to react to changes in data access patterns, we consider the performance of these policies as a function of such changes. That is, the workload will have the characteristic that every "rotation time period" of X min pi(t)'s change. The change in access probabilities is described by Equation (3), which is intended to emulate a relatively "gradual" increase/decrease in popularities. This is to illustrate that even under a relatively gradual change, dynamic policies are still useful. Furthermore, we believe this is a reasonable "emulation" of change in access patterns for many CM applications.
where t and t' refer to two consecutive rotation periods and for ease of presentation we assume that I< is even.
We also consider two distributions for skewness of access probabilities. The default one is the Zipf distribution [9] , where Prob[request for object 21 = -Vz = '-l)g-x) V i = 1,. . . , K ; we set x = 0.618. The motivation being that some applications (other than movies-ondemand) may exhibit higher skewness in data access, e.g., news-on-demand. As we are not aware of measurements available for applications such as news-on-demand, we use a "generically" highly skewed distribution, i.e., the geometric. Furthermore, applications with relatively little skew in access patterns should not, in a sense, present a performance problem, and thus we do not consider such access patterns here.
Moreover, the interactivity entry in Table 1 . Finally, we note that, although the evaluation of the replication policies presented in the remainder of this section is quantitative, the main focus of the following discussion is "trends" in the curves and relative performance of the policies, rather than absolute performance. This is due to the fact that our main motivation is to explore the above stated issues and tradeoffs, rather than to predict the (exact) performance of the system through simulation. To this end, we run the simulations at a very high loadlo in order to illustrate our points (since it almost does not matter what resource management techniques are used at low loads). This is not to say that we recommend that the system is operated at such high loads; e.g., clearly, underextremely frequent changes in access patterns'' the acceptance rate will be low under very high loads and thus, under such conditions the real system should be operated at lower loads.
Early Acceptance vs. No Early Acceptance
We now motivate the use of early acceptance techniques in conjunction with dynamic replication policies. To this end we compare performance of the dynamic policies with and without the use of early acceptance. This comparison is depicted in Figures 2 and 3 , where the more important observations are as follows.
Firstly, based on extensive simulations, we conclude that early acceptance does result in a nice compromise between using resources for performing replication and using resources for servicing customer requests (as stated earlier). This point is best illustrated by considering the S E A policy, which uses few resources for replication but still makes the new copy available to customers fairly quickly -this policy performs well consistently, i.e., it either results in the best or nearly the best performances in the test cases examined in Figures 2 and 3. More specifically, we observe that SREA (for the above stated reasons) is less sensitive to (a) choice of architecture (compare Figure 2(a) vs. Figure 3(b) ), (b) skewness in the data access patterns 1-x "'There is no stability issue here, since there is no queueing in the system. "We include these for the sake of completeness. Figure 3(b) ), as well as (c) choice of thresholds, as illustrated in Figure 4 (a) where we observe the system performance as a function of replication threshold.
Sensitivity to Threshold Values
This last point is worth elaborating on, as an appropriate choice of threshold values is a difficult problem and such choices can have a significant effect on a system's performance (consider for instance PR's performance in Figure   4 (a)); thus using a policy which is less sensitive to this choice is a plus. We conjecture that this lack of sensitivity is due to both, the sequential nature of the policy as well as its early acceptance capability. The ability to react to changes faster through early acceptance (i.e., shorter "virtual" replication time) can allow the system to delay making a decision about future demands (and thus perhaps make a better one), i.e., the system can use lower threshold values (this accounts for a small improvement in performance with lower threshold values for the early acceptance policies). The sequential nature of the policies forces the system to be more conservative about resource usage and thus less dependent on the choice of threshold values. Note that, lack of sensitivity does not imply independence, i.e., the system's performance is not independent of the threshold values, however it is less sensitive to their settings.
Sensitivity to User Model
Next we show that the mathematical model of user behavior is not very sensitive to the precision of the model parameters (which need to be computed based on statistics or measurements collected about user behavior), and thus it is of reasonably practical use. To validate this conjecture, in our simulation we deviate on several points from the analytical model. Firstly, in our simulations the distribution of residence times in various user playback modes (NP, FF, RW, PAUSE) is uniform as compared to the exponential assumption made in the analytical model. We experimented with other distributions as well, e.g., normal; the results were within a few percent of those given here (in the interests of brevity we do not present them). For all cases where the interactivity model corresponds to NP:FF:RWPAUSE = 19: 1 : 1 : I , the probability of entering the "Trap State", as computed by the simulation, is Zero -recall that, in our computation of Tea we chose 7 r~~~~~~~~~( t~) = 0.1 (refer to Table 1 ). This is partly due to the fact that our analytical model tends to be conservative (see Section 3).
To further "stress test" our model we ran a set of simulations where Tff was increased by 20% in the simulation, as compared to the parameter used in the analytical model. The result is that there is no change in the probability of entering the "Trap State", in the simulation results, i.e., it is still zero. This supports our conjecture (made in Section 3 ) , that the parameters used in the analytical model do not have to be exact, with respect to the "real" user behavior -that is, fairly large inaccuracies in the collected statistics about the user behavior can be tolerated and consequently the model is reasonably robust and "re-solving" of the model with new parameters only needs to be performed "occasionally" (and not necessarily in real-time as explained in [4] ).
These results are due to ( I ) the conservative nature of the analytical model and (2) the fact that the level of interactivity (19: 1 : 1 :I) is relatively low (although reasonable for a movies-on-demand application [SI). Thus, in order to further "stress test" the analytical model, we consider a workload with a significantly higher level of interactivity (i.e., alternative interactivity settings in Table l ) -this may not necessarily correspond to a realistic workload but is useful for purposes of illustration. Figures 4(b) , 5(a), and 5(b) depict simulation results for the probability of a user entering the "Trap State", the mean amount of time a user spent in the "Trap State", given that he/she entered it, and the maximum amount of time a user spent in the "Trap State", given that he/she entered, respectively.
Even with such high interactivity levels, the probability of entering the "Trap State" is still reasonable (on the order of If however, the time spent in the "Trap State" is not acceptable, then possible solutions include: (1) migration of customers entering the "Trap State" to other nodes which contain a copy of the object they are viewing, or (2) increasing Tea -recall, that in the cases presented in Figures 4(b) and 5 , we used T T~~~s~~~~(~~) = 0.1 to compute
Sensitivity to Workload Characteristics
Next, we show the lack of sensitivity to the workload characteristics, accomplished through the use of early acceptance. To this end we ran a set of simulations with two different modification to the workload characteristics (refer to Table l), as compared to the default workload used thus far (i.e., as compared to a Poisson process with a constant rate and a = 1.0): (1) "time of day" based workload, which is still Poisson but with arrival rates based on time of day, i.e., with a = 0.9 over 7 hours of a day and a = 0.5 over the remaining 17 hours as well as ( 2 ) lower workloads, i.e., still Poisson with a constant arrival rate but with a = 0.8. The results are depicted in Figures 6(b) and 6(a) , for cases ( I ) and (2), respectively. Qualitatively, the conclusions made above (under the default workload) still hold.
Lastly, we note that we performed a variety of other experiments, including use of more abrupt changes in object popularities, different architectures, sizes of objects, levels of interactivity, threshold values, distributions of time in playback modes, heterogeneity in node capacities, etc., with qualitatively similar results (refer to [4] for details).
T e a .
Conclusions
We have presented a performance study of use of dynamic replication techniques in conjunction with a mathematical model of user behavior, in CM servers. These techniques were proposed in the context of relatively frequent changes in data access patterns but without making assumptions about knowledge of the statistics of such patterns.
We have showed that not only does the use of the mathematical model of user behavior improve the performance of the more "conservative" (in terms of resource usage) dynamic replication policies but it also facilitates significantly reduced sensitivity to changes in: (a) 
