Using realistic models of hydrogenated amorphous silicon and density functional methods, we explore doping and transport with the most popular impurities: boron and phosphorous. We discuss conventional analogies of doping based upon shallow acceptors and donors in a crystalline matrix and highlight the limitations of such an approach. We show that B enters the network always with considerable strain, whereas P is much more "substitutional" in a tetrahedral site. We show that H is attracted to strained centers, especially for B, which increases the likelihood of H passivation effects on B impurities. We elucidate doping and nondoping static configurations in doped a-Si∶H, and the role of H passivation as a partial explanation for the well-known low doping efficiency the material exhibits. We show that thermal fluctuations (that induce both network motion and H hopping) can also significantly impact conduction. We draw comparisons to experimental work.
I. INTRODUCTION
One can scarcely overestimate the importance of doping semiconducting materials. It is, of course, the basis of all electronic or optoelectronic applications (such as microbolometers for IR imaging [1] , thin-film transistors for display control [2] , and photovoltaic applications [2] ). The experimental discovery that amorphous-silicon hydride (a-Si∶H) could be doped with boron (p type) and phosphorous (n type) was due to Spear and LeComber in 1975 [3] and opened the door to the applications listed above.
To understand the work of Spear and Lecomber, researchers naturally began by adopting a shallow donor-acceptor picture for the doping based on experience with crystalline Si. It is worth noting, however, that there are problems with this picture. First, it is based on the assumption of translational invariance and, therefore, the assumption that all the (Bloch) states are extended. Only a decade before Spear and Lecomber, the community was greatly puzzled by the fact that a-Si even possessed a gap. This very basic fact was not easy to grasp at the time without long-range order, a point that Ziman emphasizes [4] . To understand the structure of the density of states near the Fermi level, it was shown that local order was all that was needed to ensure a gap, but it also highlighted the fact that reasoning based upon the conventional approach of applying the experience of crystalline Si could be misleading.
To delineate the key differences in doping between a-Si and diamond Si, we note the following: (1) The topological and chemical disorder of the a-Si∶H structure creates a myriad of possible configurations, with highly variable electronic signatures. Mott immediately recognized this and noted that if B (for example) was not fourfold, it could not be expected to dope the network. In fact, there are other possibilities besides nonsubstitutional coordination: there might be angular strains, bond length strains, H nearby in one of the various sites, etc. (2) There is much more thermally induced variation in the coordinates of the atoms in the a-Si matrix than in diamond, and this has many consequences. The picture of small oscillations and phonons needs to be carefully considered for topologically disordered systems [5] . One signature of the difference between crystalline and disordered systems is the anomalous low-energy excitations of the amorphous network (tunneling modes, Boson peak, etc.) and the ambiguous nature of the structural ground state for a topologically disordered system [6] . ( 3) It turns out that the electronic response from these fluctuations is very strong, most particularly, around the optical gap where electron states are localized [7] . From the Kubo formula, it is evident that these are also the states that play a critical role in transport. (4) H also plays an essential role. No material of electronic utility is without H. H is highly mobile at temperatures above room temperature [8] , and as it hops, its electrical activity can change, and, thus, it can also impact doping.
A great deal of experimental work has been carried out on doped a-Si∶H, including NMR experiments [9] that gave valuable clues about the doping process. Furthermore, the ideas of the preceding were developed much further by considering thermal equilibrium of the various state (the "doping model" [2] ). This was done with kinetic equations and actually has much in common with the basic spirit of this paper, which starts with atomistic models and explicitly reveals important structures and dynamical processes that underlie such a picture.
To summarize our results, we report a wide range of accessible configurations using accurate molecular dynamics calculations. We detail the strain effects that arise from placing P and B in realistic models of a-Si∶H. We show that B is intrinsically highly strained, and P is far more "substitutional." We prove with current techniques that the old conjecture of Boyce and Ready [9] that H passivation is, indeed, a key reason for low doping efficiency, also discussed earlier by Fedders and Drabold [10] and by Cai and Drabold [11] . We show that the results are reproducible; similar results accrue for impurities substituted into similar sites. By starting with the Kubo-Greenwood formula, we show that the dynamics of the lattice and the H play an essential role, at least at higher temperatures (say, 300 K and above). We show that under certain circumstances, conductivity is strongly enhanced by transient doping conformations.
From the standpoint of photovoltaic applications, Schiff and co-workers [12] argue that the broad valence-band tail in a-Si∶H solar cells limits the efficiency of the devices. We show, perhaps unsurprisingly, that a maximally structurally homogeneous network [13] leads to a narrow valence tail [14, 15] . Here, we note that because of the large strain associated with B (bond lengths even in a tetrahedral environment of order 0.3 A shorter than the Si mean bond length), it is likely that the broad valence tail [2] is inherent to the B-doped system, and it makes one wonder if an alternative approach to acceptor doping might lead to better results.
Like any simulation being compared to real materials, our work has limitations. First, we implement all the simulations in the local-density approximation of density functional theory. This is a reliable approximation for important relaxation effects, but it is well known to badly underestimate the gap. The placement of defect and impurity states is, therefore, only qualitative. For a more quantitative approach, the current method of choice is probably the HSE functional [16] , which also involves significantly larger computational expense. In addition, no simulation on small supercell models can capture all possible configurations. For low concentrations of impurities, however, it is possible to report representative structures, and we attempt to consider some configurations that involve clustering of the dopants. The stability of structures and the dynamical response of H (moving to reduce strain) is also apparent from thermal molecular dynamics (MD) simulations reported in Sec. IV. Our calculations are illustrative but are not exhaustive. It is also apparent that the process of doping a-Si∶H is not "simple." There are many different conformations possible for dopants and H, and the electrical activity and formation energy of these vary. Our work may be understood to be a partial catalog most salient for low concentrations of impurities. Higher concentrations can be handled by extended simulations (based upon the Monte Carlo method or MD with ab initio total energies and forces) that sample a fuller configuration space. The equilibrium distribution of configurations of defects depends on the formation energy of the defects (which we do not compute) and the detailed growth processes in the particular film. We do not simulate the growth; so in our calculations, we adopt a preexisting realistic albeit small model and study defects (including all relaxation effects) in the context of that model. Since even the basic electronic attributes of these structures is unknown, our simulations are a valuable addition to the literature of a-Si∶H.
This paper offers a partial treatment of the role of dynamics, primarily serving notice that the motion of the lattice as well as H hopping is important to understanding doping. We show that H is attracted to B sites, in response to strained bonds that occur there. Clearly, this increases the probability for H occupying the neighborhood of B atoms, though we have not quantified this effect. Since we show that H passivates doping, this provides a qualitative explanation for the low doping efficiency of B in Si.
The rest of this paper is organized as follows. In Sec. II, we describe computational methodology and the structural models employed. In Sec. III, we consider a realistic static model with impurities and H placed in many positions, with attention paid to relaxation effects, and we catalog the electronic consequences of these placements. In Sec. IV, we allow everything to move-host and H-and discuss the conductivity from the standpoint of the Kubo formula and elucidate the importance of H hopping in creating transient doping conformations. Conclusions are given in Sec. V.
II. METHODOLOGY AND MODELS
In our simulations, we employ the Vienna ab initio Simulation Package (VASP), a quantum-mechanical molecular dynamics package using a plane-wave basis set and the local-density approximation [17] . The electron-ion interactions are described using the projector augmented-wave method [18] . A 64-atom amorphoussilicon cubic cell of side 10.854 Å generated by Barkema and Mousseau [19] then annealed and relaxed by us, is used as a starting model for the calculations. Boron (B) and phosphorous (P) atoms are introduced on various tetrahedral Si sites in the network and then relaxed at constant volume using the conjugate gradient method. Models are fabricated with concentrations 1.6%, 3.1%, 7.8%, and 12.5% of B and P for a static study of doping. Hydrogen passivation in B-and P-doped systems is studied by introducing H atoms at various sites in the 1.6% B-and P-doped a-Si models. One calculation is carried out on a 216-atom model made by the same group [19] .
Dynamical simulation is carried out on 3.2% B-and P-doped a-Si models, and H atoms are introduced in bond centers (BCs) at varying distances from the impurities. The data presented here are for 80-ps time evolution with a time step of 2 fs. For selected cases, we double this time to verify our results. These times are adequate to reveal important thermal processes, though not to offer a full sampling of the phase space.
III. IMPURITIES ON A STATIC LATTICE
The purpose of this section is to determine doping and nondoping configurations in B-and P-doped a-Si and also to understand the effect of hydrogen in doping. The electronic density of states (EDOS) is calculated for models doped with varying concentrations of B, P, and hydrogen. Initially, the EDOS of 64-atom a-Si (Wooten-Winer-Weaire model) [20] and 8.5% H-doped a-Si, 70-atom a-Si∶H model is studied as shown in Fig. 1 . For both models, there is a clear gap, and the Fermi level is in the gap, and we, therefore, interpret these models as representing a nondoped conformation.
Further analysis is carried out with different concentrations of B and P doped on the 64-atom a-Si. Doping is studied initially by substituting impurities on highly tetrahedral Si sites. For the 1.6% doped system, we investigate the H passivation.
A. Boron-and phosphorous-doped a-Si
When impurities such as boron and phosphorous are introduced into a network of a-Si, the Fermi level may shift toward a band edge. We study seven different models of B-doped a-Si, as shown in Fig. 2 . We calculate the EDOS for all the models with the Fermi level shifted to zero in each case. The models are described in Table I. In Fig. 2 , there are four panels that report the EDOS for seven different models, as stated in the index of the panels. In models (1), (2), (4), and (7) of Fig. 2 all B atoms are "separate" in the sense that each boron is fourfold coordinated with Si atoms which are denoted by B(4Si) and there is no B-B bond. All of these models represent a doped configuration with the gap cluttered with states for model (7) . As the B concentration increases, more valence tail states are formed, and the states move into the gap, as can be seen in model (7) .
In each case, there are three shorter bonds and one longer bond with the bonds highly strained. The average over the configurations for the four B-Si bonds are, respectively, 2.02, 2.04, 2.07, and 2.16 Å. These bond lengths are highly strained compared to the mean bond length of Si-Si, which is 2.34 Å [10] , and in the spirit of our work on Urbach tails, can be thought of as inducing a strain field associated with the valence edge [14] . These strains create long bonds in the next nearest neighbor of B, with secondnearest-neighbor bond lengths near 2.5 Å. This effect is also observed in a large model of 215 Si atoms doped with a B atom at a perfectly tetrahedral Si site. It is observed that the average bond length for the first-nearest-neighbor atom shell of B is 2.05 Å and the second-nearest-neighbor shell is (1), (2), (4), and (7) are 1.6%, 3.1%, 7.8%, and 12.5% B-doped a-Si, respectively, with each B having configuration B(4Si) (four Si neighbors to B). In models (3) and (5), B dimers are formed with configuration B(3Si,1B). Model (6) consists of a B4 cluster with configuration B(1Si,3B). Details of these models are provided in Table I . The Fermi energy is at 0 eV for each curve in the figure.
2.45 Å. From the third-nearest-neighbor shell, there is no significant departure from the mean bond length of the a-Si network.
In model (3), the B is clustered, so that each B atom is bonded to another B atom and three other Si atoms and denoted by B(3Si,1B) forming a B dimer. These conformations induce doping so long as B atoms are fourfold. However, when B clusters are formed, additional defect states appear near the conduction-band tail, and they clutter the gap as can be seen for model (5) and model (6) . The configuration for model (5) is comprised of B2 clusters (B dimer), in which B atoms are bonded with another B atom and three Si atoms and are denoted by B(3Si,1B). There are two such dimers in model (5) . In model (6), B4 clusters are formed, which is one B bonding with three B atoms and one Si atom and is denoted by B(1Si,3B). These midgap states arise from defects which are mainly the under-and overcoordinated Si atoms. These configurations are shown in Table I .
As a summary of the static study of B-doped amorphous Si, the tetrahedral B dopes the a-Si network and shifts the Fermi level towards the valence-band tail as expected from elementary considerations. Increasing the concentration of B introduces defect states in the gap which are mainly due to Si dangling bonds (DBs) and floating bonds, probably arising from the strained (short bonds) between B and Si.
In the study of P-doped a-Si, we calculate the EDOS of eight different models in four panels, as shown in Fig. 3 with the Fermi energy shifted to zero. The EDOS of models (1), (2), (5), and (8) are for 1.6%, 3.1%, 7.8%, and 12.5% P-doped a-Si, respectively. In these models, P atoms are substituted in perfectly tetrahedral Si atom sites, deep donor states are formed, and the Fermi level shifts towards the conduction-band tail and the systems are n-type doped.
The average bond length of P atoms formed with Si atoms (in tetrahedral sites) are 2.32, 2.31, 2.28, and 2.24 Å, respectively. These are close to the average Si-Si bond length. There are eight different models presented in Fig. 3 . In models (1), (2), (5), and (8), the P atoms are separate, which means each P atom is bonded to four Si atoms and there is no P-P bond. The configuration is denoted by P(4Si). In model (3), a P2 dimer is formed in which each P is bonded with another P atom and three Si atoms which is denoted by P(3Si,1P). In model (4), P is threefold, which means each P is bonded to three Si atoms and is denoted by P(3Si). Model (4) consists of a P4 cluster where each P forms a bond with three other P atoms and a Si atom. The P4 cluster is denoted by P(1Si,3P). Model (7) comprises a mixture of a P2 dimer and P3 cluster. The configuration for the P2 dimer is denoted by P(3Si,P) and for the P3 cluster, it is P(2Si,2P). Our configurations are summarized in Table II .
It can be seen that as the concentration of P increases, more defect states are formed near the conduction-band edge [see model (8) ] that eventually closes the gap. As long as the P is tetrahedral, P dimers dope the system, as can be seen in model (3) and model (7) with defect tail states. 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 Energy (eV) (8) FIG. 3. Phosphorous-doped a-Si with different impurity concentrations. Models (1), (2), (5), and (8) are 1.6%, 3.1%, 7.8%, and 12.5% B-doped a-Si, respectively, with each P having configuration P(4Si). In models (3) and (7), the P dimers are formed with configuration P(3Si,1P), and model (6) consists of a P4 cluster denoted by P(1Si,3P). P is threefold in configuration (4) with configuration P(3Si). Details of these models are provided in Table II . The Fermi energy is at 0 eV for all the EDOS in the figure.
The configuration is undoped for threefold P shown in model (4) . In model (6) and model (7), P clusters also dope the system if P is tetrahedral. As a summary for the static study of P-doped amorphous Si, tetrahedral sites dope the system by shifting the Fermi level towards the conduction-band tail, while threefold P leads to a nondoping configuration. Increasing the concentration of P produces more defect states in the gap as the network rearranges to produce more threefold and fivefold Si atoms.
The most notable contrast between B and P doping is a large local strain around B and a more substitutional character for P. This strain seems to be relevant to the work of Schiff concerning broad valence tails [12] .
B. H passivation in hydrogenated B-and P-doped a-Si
The efficiency of doping is highly influenced by the presence of hydrogen in a network. H passivates the dangling bonds present in the network and opens the optical gap, whereas bond center H near impurities poisons the doping and reduces the doping efficiency. To study these properties, H atoms are introduced in B-and P-doped a-Si, and their effect in doping is studied in terms of the shift in the Fermi energy level in EDOS.
To study the role of hydrogen in B-and P-doped a-Si, H atoms are introduced at various sites of the network, thereby forming initial metastable structures. These structures are then relaxed to find a stable configuration. The effect on doping is studied by calculating the EDOS to observe the shift in the Fermi level. We discuss first the H passivation in B-doped a-Si, and then we discuss the P-doped system.
In Fig. 4(a) , H is initially attached to a B atom forming a metastable configuration B(4Si,1H) (B forming bonds with four Si atoms and one H atom). After relaxation, H breaks a B-Si bond and forms B(3Si,1H), a B bonded with three Si atoms and one H atom, structure with a Si DB. This configuration is nondoping, as the Fermi level shifts into the gap with a defect state due to the creation of a Si DB (Fig. 5 ). However, if another H passivates the Si DB, the Fermi level shows p-type activity. Thus, we can conclude that B(3Si,1H) with Si DB poisons doping, and B(3Si,1H) without a Si DB is an effective doping configuration, which is consistent with other work [10, 11] .
Next, we place a hydrogen atom at a Si-Si BC near B, and study its effect on doping. We find that H is stable in BCs, and in this configuration, it suppresses the doping. We study two different cases of H passivation: the first with H at a BC of a second nearest neighbor of B and the second at a third nearest neighbor of B atom (Fig. 6 ). In the top panel of Fig. 6(a) , H is initially bonded to a Si neighbor of B, and after relaxation, H breaks the Si-Si bond and stays at the BC forming a B-Si-H-Si structure [top panel of Fig. 6(b) ]. The EDOS of this structure shows that the Fermi level shifts into the gap, thereby suppressing the doping [ Fig. 7 (left) ]. A similar study is carried out for H initially bonded to the second-nearest-neighbor Si of a B atom, and after relaxation, it moves to the BC forming a B-Si-Si-H-Si structure, as shown in the lower panel of Figs. 6(a) and 6(b). The EDOS of this structure shows that the Fermi level is shifted towards the gap suppressing doping [ Fig. 7 (right) ]. These results indicate that the BC H, sufficiently close to the B atoms poisons the doping.
In all the above cases, B remains in a tetrahedral conformation after relaxation, and there is no Si DB left in the network and no defect states in the gap. In Ref. [21] , it is suggested that at low B concentration holes can be trapped at strained Si-Si bond centers [22] . The charge due to these trapped holes may be compensated by a H atom trapped in the bond centers. In a-Si∶H, B(4Si,1H) forms a stable configuration, but when an electron is removed from the system, the Si-Si bond breaks and H occupies the BC position.
In P-doped a-Si, H passivation is studied in a similar way as the B-doped a-Si. H is initially bonded with a P atom forming a P(4Si,1H) metastable structure. After relaxation, the Si-P bond breaks, and H sticks to P forming a P(3Si,1H) structure with a Si DB. When another H is added to the system, the Si DB is passivated (Fig. 8) . The EDOS of these structures are shown in Fig. 9 . For the P(3Si,1H) structure, the Fermi level shifts in the gap with a defect state due to a Si DB, thereby poisoning the doping. When Si DB is passivated by another H, the configuration is doped. Thus, we conclude that P(3Si,1H) without Si DB is an effective doping configuration for H close to the P atom. We study two cases for H passivation in P-doped a-Si. H is initially placed at the BC of P-Si, forming a P-H-Si structure and then relaxed. It is observed that the P-H bond breaks, leaving P threefold, and the H atom bonds with Si, as shown in the top panel of Fig. 10 . In the EDOS of later configuration, the Fermi level shifts into the gap, making the system undoped [ Fig. 11 (left) ]. In another case shown in the bottom panel of Fig. 10 , H is placed in the BC on the firstand second-nearest-neighbor Si atoms of P, at the Si-Si BC and forming a P-Si-H-Si structure, and then relaxed. The network reconstructs, and P becomes threefold and H sticks to a Si DB. The EDOS displays the suppression of doping without defects states [ Fig. 11(right) ].
In contrast to the H passivation in B-doped a-Si, H does not prefer the bond-center position in P-doped a-Si. Instead, it passivates Si DB. This result is consistent with NMR experiments which predict that in P-doped a-Si∶H, about 40% of the H atoms are in the second nearest neighbor of P [9] . Thus, tetrahedral B and P dope the system, but a high concentration of B and P impurities introduce midgap states. Clusters of impurities also create defect states in the gap, leading to compensation effects. The low doping efficiency is partly due to H passivation. An a-Si network doped with B and P has a higher number of under-and overcoordinated Si and H in such amorphous network and passivates the Si DB (threefold Si), thereby increasing the doping efficiency. We find that B(3Si,1H), P(3Si,1H), and Si(3Si,1H) are effective doping states. The hydrogen atom prefers to stay at a nearby bond center for B-doped a-Si, while in P-doped a-Si, it prefers to bond with a Si dangling bond leaving P threefold.
C. Experimental connections
The experimental results for the macroscopic properties most readily associated with doping, film resistivity, can be explained within the context of these theoretical models. Even though these theoretical results are applicable only for small subsets of atoms contained within a macroscopic film, the overall qualities of these subsets and bonding configurations may be simultaneously present in fabricated material with one dominant structural type.
a-Si∶H-based materials fabricated by plasma-enhanced chemical vapor deposition (PECVD) have found the greatest utility in electronic applications and, therefore, are measured the most extensively in literature. Some of those results identify relationships between film resistivity and processing parameters. In PECVD, the ratios of hydrogen gas (H 2 ) and the respective n-or p-type doping gas to silicon-carrying gas, most commonly silane (SiH 4 ), are strongly linked to the electrical performance and are commonly varied. Typical doping gases include phosphine (PH3) to produce n-type material and diborane (B 2 H 6 ), boron trifluoride (BF 3 ), boron trichloride (BCl 3 ), or trimethylboron [BðCH 3 Þ 3 ] to produce p-type material.
To increase the amount of impurity atoms in the film, the doping-gas-to-silicon-carrying-gas ratio is increased, although this procedure does not monotonically alter film resistivity [23, 24] . For both p-and n-type films, resistivity (b) After relaxation, P forms a threefold bond, and H passivates Si DB producing a nondoping configuration (blue, Si; green, P; white, H). decreases with the addition of low to moderate amounts of doping gas. A minimum is reached, and the addition of more doping gas corresponds to a slow increase in resistivity. Although these trends commonly appear, precise relationships between resistivity and the doping-gas-tosilicon-carrying-gas ratio depend on the type of doping gas as well as other PECVD parameters such as electrode spacing, plasma excitation frequency, plasma power density, substrate temperature, processing pressure, and the presence and amounts of additional gases such as H 2 . The initial resistivity decrease in both B-and P-doped a-Si∶H could be due to small amounts of these atoms not significantly straining the network and retaining fourfold coordination. After the minimum in resistivity is reached, additional dopant atoms adopt either five-or threefold coordination for B and P, respectively. These excess impurities may either (1) simply not locally shift the Fermi level away from the gap as described in the theoretical modeling or (2) sufficiently distort the network so that fewer doped atoms are fourfold coordinated. As the resistivity does not remain at the minimum with additional impurities, the second explanation likely occurs in conjunction with the first. These trends have been observed for both n-and p-type a-Si∶H in Refs. [23, 24] . Variations in resistivity with H 2 dilution have also been observed for both doping types [21, 25, 26] . Generally, material made at low-H 2 dilution remains amorphous throughout growth; however, sufficient dilution can result in the nucleation and subsequent growth of crystallites from the amorphous phase under appropriate conditions [27] . For amorphous films, initial increases in the H 2 dilution correspond with an increase in resistivity. Resistivity reaches a maximum and then decreases with further dilution up to the onset of crystallinity [26] . Crystallite inclusions then result in additional decreases in resistivity, as expected due to the higher doping efficiency of impurities within a crystal lattice [21, 23, 26] . The initial increase in resistivity within the amorphous phase may be due to small amounts of hydrogen being incorporated into the network; however, not enough is present to generate B(3,1) or P(3,1) configurations and passivate nearby dangling bond defects. The fourfold impurity acts as a dopant, but the electron or hole so produced can be taken up in a nonconducting dangling bond site. After sufficient hydrogen is introduced into the process, more B and P atoms may occupy (3,1) configurations with nearby dangling bonds passivated.
Sometimes nonmonotonic behavior in resistivity with H 2 dilution exhibits more than one increase and decrease. PECVD and the a-Si∶H network is simply much more complex than these theoretical models. The siliconhydrogen-bonding configuration (Si-H n , n ¼ 1, 2, 3) has also been linked to material electronic quality [28] [29] [30] . Larger-scale variations such as the formation of divacancies, nanoscale voids, and variations in overall film density have been detected in the infrared to visible range optical properties [21, [28] [29] [30] [31] . Whenever hydrogen and impurity atoms are introduced jointly, there can be interplay between order induced among the silicon atoms in the network and the functionality of the dopant atoms. Furthermore, the characteristics of the plasma originating from the choice of gases and other conditions and underlying the substrate material control the degree of order within the network [27] . Atomic hydrogen during PECVD can etch or rearrange weakly bound material at the film surface during growth [32] . This rearrangement can result in a more ordered network with fewer strained sites required to stabilize the material. Additional hydrogen introduced along with impurity atoms can passivate dangling bonds and increase the total doping efficiency of impurity atoms within the film.
Further studies focusing on the impact of deposition parameters on carrier mobility, carrier concentration, impurity atom concentration, and B, P, and Si-H n infrared active chemical bonding modes [28] [29] [30] [31] 33, 34] on common samples could be used to identify more precise relationships between film composition, structure within the network, and electrical response.
IV. DYNAMICAL LATTICE
We perform thermal MD simulations of hydrogenated a-Si doped with B and P at different temperatures (300, 400, 600, 800, and 1000 K). Note that for temperatures above 600 K, laboratory samples lose H, with commensurate changes in structure and conduction. We consider temperatures above this to observe rare events in the network dynamics, H hopping, and electronic structure. We track the trajectories and bonding of all the atoms. We also study the doping in these systems, which, in certain cases, are evolving or fluctuating with time.
The dynamical variable chosen to probe this is the HOMO LUMO gap, ξ, and the reason behind it is based on defining the doping in terms of the conductivity which depends on this dynamical variable (since the Kubo-Greenwood formula shows that conduction may be expected if there are degenerate states at the Fermi level, following Mott and Davis [35] ). We study the doping dynamics based on the concept of correlating this ξ with other dynamical variables such as fluctuations in structure or H hopping. As we indicate in the Introduction, thermal motion and H hopping can have a significant role in modulating the electronic eigenvalues near the Fermi level. We also study the change in coordination number of the hydrogen and its correlation with ξ. Of course, the study of ξ and its time evolution does not completely treat the doping problem. Conduction is possible only if states are extended in the sense of Anderson [36] , Dong [37] , and Drabold [38] . Still, as we argue below from the Kubo-Greenwood formula, the condition for charge transport in the presence of (extended) occupied and unoccupied states nearly degenerate with the Fermi level.
This study can be related to the noise power fluctuation experiment by Parmen, which shows that resistance in doped a-Si∶H is sensitive to a small number of fluctuations and changes with time. It is observed that the motion of the bonded hydrogen is correlated with variations in the resistance [39] . We present here the dynamics of the doped a-Si∶H and observe the fluctuation in the conductivity due to the motion on the hydrogen in the network.
A. Energy gap and Kubo-Greenwood formula
To develop this picture a bit further, we remind the reader that the conductivity for disordered solid can be expressed from microscopic quantities (wave functions, eigenvalues, etc.) with the Kubo-Greenwood formula [40, 41] . For a very clear derivation and elementary applications, see Mott and Davis [35] . As it is usually interpreted, this result is applied to a static configuration of a lattice. We extend this idea elsewhere by adopting an adiabatic picture in which we thermally average the Kubo-Greenwood formula over a long constant temperature MD simulation to pick up thermal effects on carrier transport (for details, see Ref. [42] ). In practice, this amounts to computing:
Here, the bar indicates thermal or trajectory average, D ϵ F is a matrix element of ∂=∂x between single-particle (Kohn-Sham) states near the Fermi level, Ω is the cell volume, and Nðϵ F Þ is the density of states. This expression emphasizes that dc conduction may occur when (i) the density of states at the Fermi level is nonzero, and (ii) the momentum matrix element is also nonvanishing. It implies that conduction accrues for instantaneous configurations that support the conditions (i) and (ii).
In Fig. 12 , we reveal the fluctuations in energy eigenvalues for the highest three valence-band and lowest three conduction-band states. The upper panel of Fig. 12(a) is for B-doped a-Si without hydrogen, and the lower panel is B-doped a-Si with hydrogen. In B-doped a-Si, the HOMO LUMO gap is small enough to consider the system to be conducting. Upon addition of H, there is thermal modulation of both the HOMO and LUMO states, which can be seen in the lower panel of Fig. 12(a) . At a certain interval in the thermal simulation, the HOMO LUMO levels overlap, and it is the highly conducting configuration according to KGF. The period for which the HOMO LUMO gap (ξ) opens up is the nondoping configuration.
In P-doped a-Si, the HOMO level is shifted towards the LUMO level, and the HOMO LUMO gap is almost zero for most of the simulation time, which can be seen in Fig. 12(b) . There is a small fluctuation in the HOMO level around 20 to 30 ps that changes the system to the nondoping mode, which is due to the change in the structure of P from fourfold to threefold and twofold. We can say that threefold and twofold P are undoped configurations. When H is added to the P-doped a-Si, the system becomes n-type doped with the HOMO and LUMO levels overlapped. This again demonstrates the n-type behavior of H in the network. The network rearranges to give the tetrahedral P [ Fig. 12(b) ].
B. Hydrogen hopping and coordination number
We add the n-type (P) and p-type (B) impurities in the network of a-Si by substitutional method and then carry out thermal simulation. Hydrogen atoms are added to determine the effect of H on the dynamics of doping and conduction. The H atom is placed at various Si-Si bond centers at varying distances from the impurities atoms in doped n-type (P-doped) and p-type (B-doped) a-Si models.
The variation of the distance of hydrogen from the impurities for different temperatures is shown in Fig. 13 . The main purpose of this calculation is to determine a range (distance from B) for which the H is attracted. Our calculations show that the hydrogen in a network is attracted towards the impurity sites, doubtless to reduce strain in the region containing the dopant. In both the B-and P-doped hydrogenated systems, hydrogen tends to move towards the impurities. The motion is significant only at sufficiently high temperature. For 300 K, in B-doped hydrogenated a-Si, it is seen that the motion of hydrogen is almost insignificant on the time scale of our simulation. The prominent movement towards the impurity is visible for P-doped hydrogenated a-Si [ Fig. 13(b) ], where it can be clearly seen that for 600 and 800 K the thermal energy is sufficient for H to move towards the P atoms. At 1000 K, the H atom sticks to the B (not shown here), which helps us conclude that if the thermal energy is sufficient, then H atoms eventually move toward the impurity sites.
We perform a microscopic study on the motion of hydrogen in the system and the change in its coordination number. We find that H in the network is mobile, and its hopping changes the structure and dynamics of the network. By tracking the motion of the hydrogen atoms, we observe that the H atom prefers to move towards the B or P sites by hopping through various bond sites, providing strong evidence that H atoms in an a-Si network are highly mobile and have higher affinity for the impurities. Another important feature that we notice in the study of hydrogen hopping is the significant decrease in the HOMO LUMO gap (ξ) in the region where H-atom coordination changes rapidly from free to singly coordinated and then to twofold as shown in Fig. 14 . The coordination cutoff distance for the H-Si bond is taken as 1.65 Å for calculations.
In an undoped a-Si network, H prefers to stay in the sites of highly distorted bonds and bond angles. When B and P are introduced in a perfectly tetrahedral site in an a-Si network, they introduce strain (especially B). So, the region becomes distorted, and the H atoms introduced in such network tend to move towards those regions. From a different perspective, as H bonds more strongly with B than with Si (bond dissociation energy of B-H is 3.52 eV and Si-H is 3.10 eV) [43] , in B-doped a-Si, H moves towards B due to the strain and also prefers to bond with B rather than Si. This is consistent with NMR experiments which predict that about 40% of H atoms in P-doped a-Si∶H are in the first nearest neighbor of B [9] . In contrast, H bonds similarly with P and Si (the bond dissociation energy of P-H is 3.08 eV and Si-H is 3.10 eV) [43] and seems consistent with the result of NMR that about 40% of H atoms in P-doped a-Si∶H are in the second-nearestneighbor shell of P [9] . Doping phenomena are influenced by the motion of hydrogen in the network. Figure 14 shows the hopping of the H atom from various bond centers to passivating the dangling bond at 12.78, 24, 59.146, and 79.64 ps snapshots for B-doped hydrogenated a-Si at 600 K. This is consistent with the noise power fluctuations experiment by Kakalios and co-workers, which suggests that the rearrangement of hydrogen-bonding configurations that involves the collective motion of many hydrogen atoms changes the electronic properties of a-Si∶H [39] .
A goal of this paper is to bring forth a new suggestion that the motion of H and its changing coordination in the network affects the doping significantly. This feature can be seen clearly in Fig. 15(a) for B-doped hydrogenated a-Si at 600 K between 10 and 40 ps time where the energy gap decreases significantly. In hydrogenated P-doped a-Si [ Fig. 15(b) ], although the coordination of the H atom fluctuates in the beginning, at later times it forms a single bond with Si, thereby passivating the DB, which is as expected from the doping point of view, because in n-type doping, both P and H assist doping, and the energy gap is small. The B atoms substituted in tetrahedral Si atom sites have consistent fourfold coordination, while the coordination of P changes from four-to threefold and sometimes even twofold. We find that this change in the coordination of P atoms has a significant effect in the doping process as the study of dynamics with P atoms not substituted in the perfectly tetrahedral Si sites will result in an undoped system, which is quite consistent with the experimental results.
V. CONCLUSION
Our calculations suggest that although Mott's view is correct that nontetrahedral impurities do not dope an a-Si network, this is only part of the story of low doping efficiency. H passivation and the special attraction of H to impurities is also a key to understanding low doping efficiency. B substituted into a tetrahedral Si site creates a substantial strain in local bonding, which attracts H atoms and induces H passivation and doping suppression. In P-doped a-Si, bonds are less strained compared to B-doped a-Si and H passivation follows similarly.
It is shown in the work of Abtew and co-workers [5, 8] that H is highly mobile. This mobility can lead to fluctuations in the HOMO LUMO gap (denoted by ξ in this paper) that also strongly affect conductivity. 
