The forces exerted by light on a small particle are modified by the particle's motion, giving a series of superadiabatic corrections to the lowest-order approximation in which the motion is neglected. The correction forces can be calculated recursively for an electric dipole modelled as a damped oscillator. In lowest order, there is, as is known, a non-potential though non-dissipative 'curl force', in addition to the familiar gradient force. In the next order, there are forces of geometric magnetism and friction, related to the geometric phase 2-form and the metric of the driving field. For the paraxial field of an optical vortex, the hierarchy of superadiabatic forces can be calculated explicitly, revealing a four-sheeted Riemann surface on which fast and slow dynamics are connected. This leads to an exact 'slow manifold', on which the dipole is driven without oscillations by the same forces as in the first two adiabatic orders, but with frequency-renormalized strengths.
Introduction
The electric field of monochromatic light exerts forces on small particles, in particular polarizable dipoles. Such forces have been studied extensively [1] [2] [3] [4] [5] , largely because of their application to the trapping and manipulation of particles [6] . Many refinements have been considered, for example particles that are not small [3] , or which respond magnetically as well as electrically [7] , or particles in evanescent fields [8] . In such studies (see e.g. section 16 .10.3 of [9] , or the appendix of [10] ), it is commonly assumed that the induced oscillatory polarization has the same monochromatic time dependence as the optical field that is driving it. This procedure is justified for an electric dipole that is stationary in the field; otherwise, the particle feels an additional time-dependence, associated with the spatial variation of the field it is moving through. This additional time-dependence changes the force acting on the dipole and therefore influences its dynamics.
Our aim here is to consider these additional forces, and the dynamics they give rise to, in some detail. The (usually implicit) assumption that the dipole is stationary corresponds to a lowest-order adiabatic approximation. We will call these additional forces, beyond the lowest order, 'superadiabatic', and we will derive them as terms of a series in inverse powers of the optical frequency ω, with the motion of the dipole considered as 'slow' and its internal oscillations, driven by the field, as 'fast'.
As well as the potential importance of superadiabatic forces for particle manipulation, their study turns out to touch on several more general dynamical phenomena. The lowest-order force is position dependent but need not be derivable from a potential: as was recently considered in detail, it can be a 'curl force' [10, 11] . The lowest-order and first-order correction forces involve geometric features of the field associated with geometric phases, e.g. 'geometric magnetism' [12] [13] [14] . For the special but important case where the dipole is near an optical vortex, the series of superadiabatic forces can be calculated exactly and its radius of convergence established, in contrast to previous studies of slow-fast systems [15, 16] in which the series was always found to diverge (with one exception [17] ).
This enables us to establish, for dipole dynamics near a vortex, the existence of an exact 'slow manifold' [18, 19] , on which the fast internal dynamics is slaved to the slow motion of the dipole without fast oscillations, and to the local optical field it is moving through: the slow and fast dynamics are exactly separated, giving an equation for the slow motion alone. Alternatively stated, the slow manifold describes the reaction force on the slow motion of the dipole, arising from the fast internal motion of the oscillator that represents it.
Section 2 introduces the formalism, and recapitulates geometric aspects of the lowestorder force. In section 3 we derive the first correction, and show that it can be separated into two contributions with interesting geometric structures, quadratic in the driving field gradients.
Section 4 specializes to a paraxial field near an optical vortex, and derives the exact solutions for dynamics under the first two forces (section 4.1), and, more important, for the full coupled slow-fast dynamics of translational motion and internal oscillations of the dipole (section 4.2). This establishes the convergence of the superadiabatic series, and reveals a foursheeted Riemann surface in the complex ω plane, with fast and slow sheets connected pairwise at eight branch-points.
Section 5 interprets the exact solution as a slow manifold, in which the force governing the dipole motion can be written in terms of its position and velocity alone. It turns out that for the field of a paraxial vortex this force has the same structure as the lowest-and first-order forces, with ω-renormalized coefficients. Section 6 displays numerically-calculated illustrations of the different levels of approximation, and the exact slow manifold. Some subtleties associated with the formalism are considered in appendix A. Appendix B describes a formal exact solution, which however does not correspond directly to the superadiabatic dynamics.
We recognize that the analysis of superadiabatic forces is intricate and involves subtle concepts, even for the simple model we analyse. Nevertheless, as explained in the concluding section 7, our treatment is far from a complete physical description of the forces on small particles. Any attempt to detect quantitatively-specified superadiabatic forces in realistic experiments would require incorporating several neglected features. Our aim here has been different: to explore the simplest theoretical setting in which superadiabatic forces occur non-trivially.
Formulation of dipole dynamics
Since we are interested in the dipole motion, we study the acceleration A rather than the force mA, where m is the dipole mass; but it is convenient to refer to A as the force. For present purposes it will suffice to use the simplest form for the force, in terms of the real electric and magnetic fields E real , B real , depending on position r and time t, and the real dipole moment p real , depending on time. Standard arguments (ignoring relativistic effects-see appendix A and the appendix of [10] ) give
To calculate A, which governs the motion r(t), we need the induced dipole moment p real . If the dipole is modelled as a pair of charges +q and −q, its internal dynamics, represented as a harmonic oscillator with resonant frequency ω 0 and dissipation frequency , is determined by (see e.g. section (18.5.4) of [9] )
For the monochromatic fields we are interested in, it is convenient to remove the sinusoidal time factors by making use of the complex field E and dipole moment p:
with the scalings, chosen to eliminate m and q, implying that E has the dimensions of acceleration and p has the dimension of length. It is also convenient to introduce the scaled dipole frequencies σ and γ and polarizability α:
Neglecting oscillations with frequencies close to 2ω, arising from the combination of p and E, the dynamical equations (2.1) and (2.2) become, using the notation
and a nonrelativistic approximation (see the appendix of [10] ),
These are the equations we seek to solve for this simplest model, with the aim of separating the dynamics of the position r(t) from that of the dipole moment p. The ultimate aim is to express A in terms of r and the velocityṙ = v. This will involve iteration of the equations, regarding ω as a large parameter.
The starting-point, here repeated for convenience, is the lowest-order adiabatic approximation for the dipole moment: 8) giving the lowest-order force
These terms have been discussed elsewhere [6, 10, 20, 21] . The first is the potential (gradient) force commonly employed in optical traps. The second term, not derivable from a potential, is the 'curl force'. Elsewhere, curl forces have been referred to as 'follower forces', 'nonconservative positional forces', 'circulatory forces', or 'pseudo-gyroscopic forces'; for a review, emphasizing the controversy associated with them, see [22] . The mathematical structure of the curl force in (2.9) is the same as that of the 1-form generating the geometric phase in quantum physics [23] ; its further significance will emerge in the next section.
Geometric structure of first superadiabatic force
The next iteration of (2.7) gives the first superadiabatic correction to the dipole moment, depending on the dipole velocity, as
Thus the first superadiabatic force is
The two terms have geometrical interpretations. For the first, we note that
involving the notation
This is a force of Lorentz type: 'geometric magnetism', familiar in other post-adiabatic contexts [13, 14, 24] as the reaction of the geometric phase of the fast system on the dynamics of the slow system that drives it. Note that B geom , with its double gradient (2-form), is the curl of the single-gradient (1-form) expression for the curl force in the lowest-order force (2.9).
For the second term,
where the symmetric positive-definite tensor field G(r) has been introduced. This velocitydependent force is of linear friction type. G has the significance of a Fubini-Study metric [25, 26] giving the distance between neighbouring electric fields, because
As noticed before in a quantum context [13, 25] , G and the tensor generating B in (3.3) are the symmetric and antisymmetric parts of the Hermitian tensor
(3.7) (But note that in contrast with the quantum case, the quantities B geom and G are not invariant under a gauge transformation of the type E(r) → exp(iφ(r))E(r) (corresponding to a position-dependent rotation of the real electric field), because this would require local normalization |E(r)| = constant, which is not the case for the general fields we are considering.)
Thus the first-order force is
When there is no damping, γ = 0 and α is real. Then the zero-order force (2.9) is pure potential (no curl force), and the first-order force (3.8) is pure geometric magnetism (no friction force). When the oscillator is damped (γ > 0), the term involving the metric tensor corresponds to friction (negative coefficient of v) provided (γ
(σ 2 + 1) 2 (this follows from (2.4) and the fact that G is positive-definite). The condition is always satisfied on resonance (σ = 1) and if the optical frequency exceeds the oscillator frequency (σ <1), or if γ is large enough.
We can proceed to generate the higher-order forces by further iteration of (2.7). But there is a difficulty: at the level of the second-order force, the iteration involves
Thus the second-order force involves the very acceleration we are seeking, and higherthan-second order forces will involve third-order derivatives˙r(t ), etc. Interpreted literally, this would generate non-Newtonian forces, that is, forces depending on higher-than-second time derivatives of the position. The same difficulty arises in an exact solution of the linear equation for p(t) in (2.7) in inverse powers of ω, involving the t derivatives; this series is interesting in itself, so we describe it in appendix B.
To avoid non-Newtonian forces, the natural strategy (introduced in [15] ) is to perform recursive substitutions to express all these higher derivatives in terms of v and A from the lower-order approximations. In this way we could obtain p = p(r, v), A = A(r, v),
) and then substituting into the p equation in (2.7) to get an explicit, and now nonlinear, recursion generating the higher-order forces in the form (3.10) . This rapidly gets complicated, so in the next section we introduce two simplifications that make the recursion tractable.
Exact time-dependent solutions for paraxial vortex field

Paraxial approximation, and corresponding dynamics near a vortex, for lowest-and first-order correction forces
The first simplification is to restrict attention to paraxial fields E, with uniform polarization represented by the complex unit vector e. Then the field and dipole moment can be approximated by complex scalar functions ψ(R) and π (R, V), depending on the transverse position R = (x, y) and transverse velocity V = {ẋ,ẏ}, and defined by
This is a subtle approximation. Strictly, ψ should include a z dependence, and then ∇ · E = 0 implies a small longitudinal field E z . Both effects will complicate the superadiabatic forces in a similar way to relativistic corrections as discussed in appendix A. We ignore these complications for the same reason: to study the simplest model where superadiabatic forces occur non-trivially.
Considering only the transverse force, represented by the transverse acceleration a, the lowest-order expression (2.9) becomes
Again this is the sum of a potential (gradient) force and a curl force, now depending on the scalar field ψ, with the curl force proportional to the geometric phase 1-form. For the first superadiabatic correction force a 1 , the geometric magnetic field and metric tensor in (3.3) and (3.5) are now given by
3) Again, B geom involves the corresponding geometric phase 2-form.
To make further progress, we introduce the second simplification: specializing to the physically interesting field of a first-order vortex [27] [28] [29] [30] : 
in which the first term on the r.h.s. combines the potential and curl forces, and the second term combines the geometric magnetic and friction forces. The solution is ζ (t ) = A + exp(iδ + t ) + A − exp(iδ − t ) (4.9) in which the complex frequencies δ ± are small, corresponding to the fact that we are considering the slow dynamics:
Thus the dynamics under the first two forces is completely explicit. We will display numerically computed examples of the orbits in section 6.
Full superadiabatic series and corresponding exact dynamics near a vortex
For this paraxial vortex field we can do much better, because the full coupled internalexternal dynamical equations are linear and can be solved exactly. In this situation, the coupled equations (2.7) becomë
Eliminating π gives the following equation for the dipole motion alone:
This is a fourth-order equation, because the internal dipole evolution has been incorporated. The exact solution is 13) where the four complex constants A j correspond to the eight real conditions required to specify initial values of the components of position R, velocity V =Ṙ, as well as π andπ. The four (complex) frequencies are the solutions of
To leading order, these are
The frequencies δ 1 and δ 2 correspond to the slow dynamics, while frequencies δ 3 and δ 4 correspond to the fast oscillations reflecting the influence of the internal dynamics. Therefore the motion corresponding to pure slow dynamics is represented by (4.13) with the coefficients A 3 = A 4 = 0. We can get the higher orders for the exact slow frequency δ 1 by iteration. From (4.14), we have the recursion 16) and the iterates can be expanded in powers of 1/ω. This leads to 17) in which the first few coefficients are
Explicit expressions for the four frequencies δ j , in terms of the exact general solution of the quartic equation (4.14), are cumbersome, except in a special class to be discussed in the following paragraph. But if the δ j are regarded as functions of the optical frequency ω, they form a single four-sheeted Riemann surface in the complex ω plane, with the sheets connected pairwise, at eight branch-points that can be calculated explicitly. Writing (4.14) as
the branch-points, that is values of ω for which frequencies coalesce, require the additional condition ∂ δ f (δ,ω) = 0. A calculation, exploiting the absence of a linear term in (4.14), gives the branch-points as
The significance of these branch-points is that they are complex frequencies where the fast and slow dynamics are connected.
For an interesting class of parameters, the denominator in the four ω − branch-points vanishes, so the only finite branch-points are the four ω + values. The condition for this is
Then the four-sheeted surface separates into a pair of two-sheeted surfaces, each connected at two of the ω + points. Within this class, two physically significant special cases are worth presenting in detail. In the first, there is no dissipation and the dipole frequency ω 0 is negligible in comparison with the optical frequency ω. This corresponds to γ = σ = 0, α = −1 in (2.4), and the exact frequencies
The slow frequency δ 1 has the expansion
The series converges if ω 2 > 4 √ 2. The frequencies δ 1 and δ 3 can be represented by a single function on a two-sheeted Riemann surface with branch-point connections at ω = ± (32) 1/4 ; similarly for δ 2 and δ 4 , with branch-points at ω = ± i(32) 1/4 . The second special case corresponds to critical damping on resonance, where γ = σ = 1, α = i/2 in (2.4). The exact frequencies are
with the following expansion of the slow frequency δ 1 :
The series converges if ω 2 > 2 √ 2. Again the frequencies δ 1 and δ 3 can be represented by a single function on a two-sheeted Riemann surface, and similarly for δ 2 and δ 4 .
Exact slow manifold for vortex field
For this simplest model of dipole motion in a paraxial vortex field, and using the complex variables introduced in the previous section, it is at last possible to achieve our aim of writing the dipole force exactly as a function of complex position ζ and complex velocity υ ≡ζ , expressing the complex acceleration a ≡ζ in the form a(ζ , υ). This corresponds to the slow manifold [18] : an exact and explicit restriction of the full coupled dynamics, involving eight real variables, to the smaller phase space of four real variables, representing the position and velocity of the moving dipole.
Using the first of (4.11), we have, for the derivatives occurring in the second of (4.11),
Then the equation whose iteration gives the desired slow dynamics a(ζ , υ) is
This nonlinear equation looks complicated, but the solution obtained by iteration, starting from a = 2ζ α/ω 2 , is a linear function of ζ and υ. Therefore we write
3)
The equations for the two coefficients are
where for compactness we have introduced the variable
Again we start from the lowest-order dynamics for iterating (5.4), 6) and expand the iterates in powers of 1/ω. This leads to
Written in terms of the real transverse vectors, the exact slow dynamics-the slow manifold-can now be written as
This has the same form as the approximate dynamics (4.8), with the coefficients C ζ and C υ now revealed as ω-renormalized strengths of the four geometrically different forces. We thus have two exact formulations of the dynamics: the slow manifold of this section ((5.3) and the solution of (5.4)), and the solution of the coupled internal-external dynamics of the previous section (equation (4.13) ). For these to be compatible, the exact solution of (5.4) must involve the same two frequencies as the nonoscillatory solutions of the exact coupled dynamics, that is δ 1 and δ 2 in (4.13). The condition is
Comparison of the two series confirms that this is satisfied. In terms of the explicit frequencies of the previous section, the coefficients of the exact slow-manifold forces in (5.3) and (5.8) are
If there is no dissipation, i.e.γ = 0, then α is pure real and β is pure imaginary, so (cf (5.7)), C ζ is real and C υ is imaginary. Then (5.8) indicates that the dipole motion on the slow manifold is that of a particle moving under potential (trapping) and geometric magnetic forces alone. On resonance, i.e. σ = 1, and in the special case γ = 1, both α and β 2 are imaginary. Therefore C ζ is also imaginary, and the position-dependent force is pure curl. But C υ is general complex, so both velocity-dependent forces in (5.8) are present. 
Numerical illustrations
The dipole orbits at different levels of adiabatic approximation exhibit a rich variety of behaviours. We illustrate the orbits in the field of a paraxial optical vortex in figures 1 and 2, for lowest-order adiabatic (thick curves), lowest-order force + first-order correction (thin curves) and exact (dotted curves) dynamics, with two special cases. In the first, (figure 1), the dipole oscillator is undamped (γ = 0) and far from resonance (σ = 0). Then the lowest-order orbits, for which the field is pure potential, are ellipses. The first-order correction incorporates geometric magnetism, causing the ellipses to slowly precess ( figure 1(a) ). In the exact dynamics on the slow manifold, i.e. the exact solution (4.13) without the fast components represented by coefficients A 3 and A 4 , the dynamics is barely distinguishable from that in the first two adiabatic orders ( figure 1(b) ). Including the fast components ( figure 1(b) ) adds fast oscillations around the slow manifold. This situation is similar to the spinning-top we considered earlier [17] as an example of an exact slow manifold, in which nutation-the fast oscillations-is suppressed, leaving just the precession: the slow motion for this case. Thick curves: lowest-order adiabatic dynamics (2.9) and (4.6); thin curves: lowest-and first-order dynamics (4.9); dotted curves: exact coupled dynamics (4.13) .
In the second special case (figure 2), the dipole oscillator is on resonance (σ = 1) and critically damped (γ = 1). Then the zero-order dynamics is generated by a pure curl force, and the orbits are qualitatively similar to those under the first-order dynamics, incorporating the frictional (metric) force and geometric magnetism ( figure 2(a) ). In the exact dynamics corresponding to the slow manifold, the dynamics differs slightly from that in the first two adiabatic orders ( figure 2(a) ), and the deviations are symmetrical for positive and negative times. But when even a slight fast component is included ( figure 2(b) ) the dynamics is unsymmetrical, deviating negligibly from the slow manifold for positive times while the trajectories deviate rapidly from it at negative times. This is because the fast frequencies δ 3 and δ 4 in (4.24) both have positive imaginary parts, corresponding to friction; therefore their contribution rapidly damps out at positive times, but grows unstably into the past.
Concluding remarks
The separation of internal and external post-adiabatic Newtonian dynamics for a dipole moving in an optical field has been revealed as a subtle and difficult problem, connected to several fundamental concepts in mechanics. Even the lowest-order adiabatic approximation, in which the velocity of the dipole is neglected, involves non-dissipative 'curl' forces [10, 11] , not derivable from a potential.
The first correction force beyond the lowest order introduces forces linear in the dipole velocity, depending on geometric features of the driving field that are familiar from geometric phase theory. These are the Hamiltonian force of geometric magnetism and a dissipative force proportional to the metric tensor associated with the field. For the higher corrections, we have provided an iterative formalism in which the forces are all Newtonian, i.e. dependent only on the position and velocity of the dipole-rather than including higher time derivatives as would be generated by naive high-frequency expansions.
For general fields, it does not seem possible to get explicit forms for all the superadiabatic forces. If it were possible, if the series of these forces could be shown to converge, this would determine the slow manifold, in which, for a class of initial conditions, the slow dynamics would be rigorously separated from the fast oscillations of the dipole oscillator. However, evidence elsewhere [15, 16] suggests that the series would diverge factorially, implying an approximate slow dynamics surviving for exponentially long times. This needs further study.
But for the physically interesting paraxial field of an optical vortex, the equations governing the internal and external dynamics are linear, so the full coupled dynamics can be solved exactly. The result is that the full superadiabatic series of forces can be shown to converge for finite values of the optical frequency, yielding an exact slow manifold. In the slow dynamics thus generated, the forces are linear in both the position and velocity of the dipole, as in the lowest and first-order forces but with frequency-renormalized strengths.
As explained in appendix A, by concentrating on the post-adiabatic dipole forces we have ignored aspects of the formalism that are essentially relativistic. But it is important to develop the relativistic theory, in which the superadiabatic forces would be an explicit series in powers of the dipole velocity, rather than inverse powers of the optical frequencies. Similar considerations apply to the post-paraxial effects mentioned briefly after (4.1), concerning the influence of the longitudinal field on the transverse forces. Also not explored here, but worth elaborating, especially for the analysis of any realistic experiment, are: motion away from vortices, where the local approximation (4.4) is no longer valid and the forces are larger; and superadiabatic forces for different types of particles: magnetic as well as electric dipoles, and larger particles, whose higher multipole moments must be included (e.g. as Mie scattering).
When we compare these neglected terms with the lowest-order superadiabatic correction forces, e.g. in (3.2), we find This shows that apart from a factor related to the dimensionless polarizability, the terms in (A.2) that we have neglected are of the same order as the superadiabatic terms that we have calculated.
Alternatively stated, once the typical spatial scale of monochromatic fields is incorporated, the superadiabatic series is revealed as a series of relativistic corrections. Incorporating the neglected terms into the superadiabatic formalism that we have developed would certainly add complication, but we have no reason to think it would materially alter any of our conclusions, especially for the calculation of the forces for the paraxial vortex field. To include the neglected terms consistently would require a fully relativistic treatment of the dipole motion.
Another subtlety is associated with the way the damping is incorporated into the oscillator representing the internal dipole motion in (2.2): as the familiar term proportional to the first derivativeṗ real . As is recognized (see chapter 11 and especially example 11.4 of [41] ) this is at best a qualitative representation of the physical effect of damping associated with radiation from the oscillating dipole, which is proportional to the third derivative˙p real . Incorporating this radiation damping correctly would introduce further relativistic issues, beyond the scope of our considerations here. This formally exact expression for the force suffers the same defects as explained following (3.9): it does not give the slow dynamics as a function of r and v, and for the terms n 2 it involves the acceleration A and higher powers of r(t).
