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Tracking Analysis of the Sign Algorithm in 
Nonstationary Environments
SUNG HO CHO, MEMBER, IEEE, AND V. JOHN MATHEWS, SENIOR MEMBER, IEEE
Abstract— This paper presents a tracking analysis of the adaptive 
filters equipped with the sign algorithm and operating in nonstationary 
environments. Under the assumption that the nonstationarity can be 
modeled using a random disturbance, it is shown that the long-term 
time average of the mean-absolute error is bounded and that there ex­
ists an optimal choice of the convergence constant /i which minimizes 
this quantity. Using the commonly employed independence assumption 
and under the assumption that the nonstationarity is solely due to the 
time-varying behavior of the optimal coefficients, we then show that 
the distributions of the successive coefficient misalignment vectors con­
verge to a limiting distribution when the adaptive filter is used in the 
“system identification” mode. Finally, under the additional assump­
tion that the signals involved are zero mean and Gaussian, we derive 
a set of nonlinear difference equations that characterizes the mean and 
mean-squared behavior of the filter coefficients and the mean-squared 
estimation error during adaptation and tracking. Results of several 
experiments that show very good correlation with the theoretical anal­
yses are also presented in this paper.
I. Introduction
T HE least mean-square (LMS) adaptive filtering algo­
rithm [23] is very popular because o f its simplicity. 
However, there are many applications for which even 
simpler approaches are needed in order to implement the 
adaptive algorithm in real time. Consequently, the sign 
algorithm and its variants have been actively studied in 
recent years [4], [6], [8]—[ 10], [13], [14], [16], [18], [22],
[26], This paper presents a performance analysis o f the 
sign algorithm operating in nonstationaiy environments. 
The contributions o f this paper are mainly the following 
three:
1) By modeling the nonstationarity as a random dis­
turbance, we show that the long-term average o f the mean- 
absolute error is bounded for all positive values o f the 
convergence parameter and that there exists an optimal 
choice o f the convergence parameter that minimizes this 
bound.
2) By making use o f the commonly employed indepen­
dence assumption and further assuming that the random 
disturbance itself is stationary and that the adaptive filter 
is used in the “ system identification” mode, we show that 
the coefficient misalignment vector converges in distri-
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bution for all positive values o f the convergence param­
eter.
3) Finally, by further assuming that the signals in­
volved are Gaussian and have zero-mean values, we de­
velop a set o f nonlinear difference equations that charac­
terizes the mean and mean-squared behavior o f adaptive 
filters equipped with the sign algorithm during adaptation 
and tracking.
The rest o f  the paper is organized as follows. The next 
section contains a statement o f the problem and a brief 
discussion o f past work done in this area. Section III con­
tains the analysis o f the sign algorithm that demonstrates 
the existence o f an optimum value for the convergence 
parameter. The analysis that deals with the convergence 
in distribution o f the coefficient misalignment vector is 
presented in Section IV. In Section V we develop the non­
linear difference equations that characterize the behavior 
of the sign algorithm during adaptation and tracking. Sev­
eral simulation examples demonstrating the validity o f the 
analytical results derived in this paper are included in Sec­
tion VI. Finally, the concluding remarks are made in Sec­
tion VII.
II. Problem Statement and Past W ork
Consider the problem o f adaptively estimating the de­
sired response input signal d ( n )  using the current and past 
N  — 1 samples o f the reference input signal x ( n) .  The 
sign algorithm (SA) [4], [10], [16] updates the adaptive 
filter coefficient vector H( n  ) o f size N  as
H( n +  I) =  H( n)  +  /j. sign ( e ( n) )  X( n)  (1 )
where
e ( n)  =  d ( n)  -  H T(n)  X( n)  (2 )
denotes the estimation error at time n, X ( n ) denotes the 
reference input vector to the adaptive filter defined as
X( n)  =  [* (« ) , x( n -  1), • • • , X( n  — N  +  1)] (3)
( • ) r denotes the matrix transpose o f (•) , and /i denotes 
the convergence parameter.
Even though many people consider the SA as an ap­
proximation to the LMS algorithm, it really is a stochastic 
gradient adaptive algorithm that tries to minimize the ab­
solute value o f the estimation error at each time. Several 
variations o f the SA are available in literature. The dual 
sign algorithm [13], [18] has essentially the same com-
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putational complexity as the SA, but has faster conver­
gence speeds. Multiplication-free implementation of 
adaptive filters that combines differential pulse-code mod­
ulation (DPCM) with the SA was introduced in [17], [19]. 
Adaptive lattice-filter structures employing the SA were 
studied in [11],  [26],
Even though techniques similar to the SA were studied 
as early as 1964 (see [10] for some early references), it is 
only in the late 1970’s, after Verhoeckx et al.  [21] used 
the SA for echo cancellation, that there has been vigorous 
activity in the study o f the SA. Claasen and Mecklen- 
brauker [4] compared the performance o f the SA with that 
of the LMS algorithm when the input signal is zero mean 
and white. The results from this work were used for de­
veloping some design rules for the SA in [22]. Duttweiler
[6] has considered the more general problem of updating 
the coefficient vector using arbitrary nonlinearities in the 
correlation multiplier. Bershad [2] has analyzed adaptive 
systems with an error-function type nonlinearity applied 
to the estimation error in the coefficient update equation. 
By varying a certain parameter o f the error-function type 
nonlinearity, the performance o f the adaptive filter could 
be studied when the estimation error sequence was rep­
resented using a finite number o f bits in the update equa­
tion. AU these studies, using the assumption that the input 
signal is white, have shown that nonlinearities in the cor­
relation multiplier (especially when applied to the error 
term) in general slows down the convergence o f the adap­
tive filter when compared with the basic LMS algorithm 
for fixed steady-state excess mean-squared estimation er­
ror.
Mathews and Cho [16] studied the SA for colored, but 
Gaussian, input signals. Their studies also showed that 
the convergence speed o f the SA is slower than that o f the 
LMS algorithm when both systems produce the same 
steady-state mean-squared estimation error. Kwong [13] 
showed that a simple modification o f the SA (he termed 
the resultant structure the dual-sign algorithm (DSA)) can 
improve the convergence speed without increasing the 
computational complexity or degrading the steady-state 
performance significantly. Mathews [18] has analytically 
verified the good characteristics o f the DSA.
Gersho [10] proved under very general conditions that 
the long-term average o f the mean-absolute estimation er­
ror produced by adaptive filters equipped with the SA is 
bounded for any value o f the convergence parameter /*. 
Under the commonly used independence assumption, he 
also showed that the distributions o f the successive coef­
ficient misalignment vector converges to a limiting distri­
bution. Both o f these results were proved for the case 
when the SA was operating in stationary environments. 
Eweda [8] recently proved almost sure convergence o f the 
SA for correlated input signals when the convergence pa­
rameter was a monotone decreasing function o f time. 
There has been limited work done in analyzing the per­
formance o f the SA in nonstationary environments. With 
the help o f several simplifying assumptions, Eweda [9] 
has shown that there exists an optimal value o f the con­
vergence parameter that minimizes the long-term average 
of the absolute value o f the estimation error. We will 
prove a similar result for the mean-absolute error in this 
paper. The only other work that the authors are aware of 
was recently done by Kwong [14], where he employed a 
control theoretic formulation for designing the SA in non­
stationary environments.
This paper is a more comprehensive study than either 
of the above works. In fact, this work extends the results 
obtained in [10] and [16] for the SA operating in station­
ary environments to the case o f the SA operating in non­
stationary environments.
Before we start the analysis, let us introduce certain no­
tations that we will use throughout the paper. Let Hopt(n)  
denote the optimal coefficient vector at time n. Note that 
we have explicitly used the time index n for the optimal 
coefficient to stress the fact that it can be time varying. 
Also, let
C( n)  =  Hopl( n ) -  Hopt(n +  1) (4 )
be the difference vector between the optimal coefficient 
values at times n and n +  1. It is also convenient to define 
the coefficient misalignment vector as
V(n)  =  H( n)  -  Hopt(n).  (5 )
Finally, note that the optimal estimation error at time n is 
given by
=  d( n)  -  H l pt(n)  X( n) .  (6 )
Substituting (5) and (6) in (2), we also have the following 
result:
-  e( n)  =  V T(n)  X{n) .  (7 )
III. Boundedness of the Long-Term Average of
the Mean-Absolute Estimation Error and the 
Existence of an Optimum ^
In this section, under a set o f very mild assumptions, 
we will show that the long-term time average o f the mean- 
absolute estimation error is bounded for all positive val­
ues o f n and that there exists an optimal value o f n that 
minimizes it.
The analysis in this section uses the following assump­
tions.
Assumption 1: d ( n )  and X( n )  are zero-mean random 
processes and have finite-second moments. Furthermore,
1 ",
lim -  E  E { X ( k )  exists and is finite.
n~* oo fl k = I
Assumption 2: C( n )  is a zero-mean random process 
with bounded autocorrelation matrix, and is independent 
o f X( n) .  C( n )  is also independent o f C( k )  if n ^  k. 
Moreover,
1 "
lim -  2  C(k)  C T(k) J exists and is finite.
n OO fl k — 1
Assumption 3: The long-term time average o f the mean- 
absolute value o f the minimum estimation error emm( n ) 
exists and is finite.
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Note that in Assum ption 1, we are not restricting the 
nature o f  the autocorrelation matrix o f  X( n )  or the nature 
o f  the correlation o f  X ( n ) and X ( k )  for arbitrary n and k. 
The existence o f  the lim it guarantees that the covariances 
do not grow in an unbounded manner. In Assum ption 2, 
w e are basically assum ing that the nonstationarity can be 
m odeled as a random disturbance. W hile this is not true 
in many situations, there are several practical applications 
in which this assumption is valid . Many o f the analyses 
o f  the LMS adaptive algorithm in nonstationaiy environ­
ments make this assum ption [1], [15]. Furthermore, the 
situations where the optimal coefficient process is as­
sumed to belong to a first-order Markov process with the 
Markov parameter very close  to one (for exam ple, see [7],
[24], [25]) are only slightly different from our situation 
and m ost o f  such results are exact only when the Markov 
parameter is one, which is the same as our m odel. Note  
that Assum ption 2 does not in any way restrict the char­
acteristics o f  the input signal to the adaptive filter.
U sing (4) and (5) in (1 ), the coefficient update equation 
can be rewritten in terms o f  the coefficient m isalignm ent 
vector as
V(n +  1) =  V(n) + n sign ( e ( n )) X(n)  +  C(n).
(8)
Prem ultiplying both sides o f  (8) with their own transpose, 
we get
|  v(n + 1 ) ||2 = | |P ( n ) | |2 +  m2||X (m )||2 +  | |C ( « ) |2
+  2 VT{n) C(n)
+  2jx sign ( e ( n ))  VT(n) X(n)
+  2 fx sign (e(rc )) X T(n) C(n)  (9 )
where || ( • )  ||2 denotes the squared Euclidean norm o f  (• ) .  
Using (7) in (9), it fo llow s that
|| V(n +  1 ) | |2 <  || V(n)  ||2 +  ix2\\X(n)\\2 +  | |C ( n ) | |2
+  2 VT{n) C(n)
+  2 / t |e min( n ) |  -  2/i | e (n )  |
+  2/i sign ( e ( n ) )  X T(n) C(n).  (1 0 )
Taking the statistical expectation o f  both sides o f  (10) and 
em ploying Assum ptions 1 and 2, we obtain
£ |  V{n +  1 ) | |2
< £|| V(n) ||2 + n2E \ \ x ( n ) f  + E \ c { n ) f
+ 2lxE\emin{n)\ -  2nE\e{n) \ .  (1 1 )
The fo llow ing inequality results from iterating (11) n 
times:
f | |  V(n + 1)||2
n n
< e||k(i)||2 + /i2 S £||x(/t)||2 + E £||c(k)||2
n n
+ 2/i E\ e mm(k)\  -  E\ e ( k ) \ .  (1 2 )
Since the left side o f (12) is always nonnegative, it fol­
lows that
n
2/z 2  E\ e{k) \
n n
<  £ | |K ( 1 ) | |2 +  /i2 S  £ | |X ( fc ) | |2 +  £ ||  C(k) \ \2
I
+ 2v E \ e min(k)\ .  (13)
k = I 1 1
Since the initial misalignment vector is bounded in all 
practical situations, we can obtain the following upper 
bound for the long-term time average o f the mean-abso­
lute estimation error, i .e. ,
1 "
lim sup -  2  E\ e ( k )/( —> oo fl k = I
1 n C t
<  lim -  2  ) ^ £ | |  X(k)  || +  —  £  II C(k)  ||
n->oo n k = \ (^2 " " 2/i " "
+ £ | e min(*) | j .
Under Assumptions 1-3,  the right-hand side o f the in­
equality exists and is finite for any nonzero and finite value 
of /i.
The above result is intuitively appealing. It shows that 
the long-term time average o f the excess mean-absolute 
estimation error is bounded by two terms: one o f which 
is proportional to fx and depends on the statistical vari­
ability o f the input signal and the other term that is in­
versely proportional to /i and depends on the statistical 
variability o f the random disturbance that contributes to 
the nonstationarity. Note that a smaller value o f /i will 
decrease the ability o f the adaptive system to track non- 
stationary environments and thus the term that is inversely 
proportional to fi gives a quantitative measure for the 
tracking ability o f  the adaptive filter.
It is important to note that the result given in (14) is 
very general. It applies to all adaptive filters equipped with 
the sign algorithm regardless o f the applications in which 
they are used. Furthermore, the long-term time average 
of the mean absolute estimation error is bounded regard­
less o f how large fi is or how fast the unknown system 
changes. In this sense, the sign algorithm is much more 
robust than the LMS algorithm, which works well only if 
the convergence parameter is within a range specified by 
the statistics o f the input signal.
It is straightforward to show that there exists an optimal 
value o f /i that minimizes the right-hand side of (14) and 
that the value /iopt is given by
ave ( £ || C(n)  || )
—  -  y  ( 1 5)
ave ( £ || X(n)  || )
where ave < (•) > denotes a long-term time average o f (•). 
Note that if  X ( n )  and C( n)  are known to be stationary
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processes, /xopt can be written as
£ llc («)l|2
/V  = J — ------- ttt- ( I 6 )
M E\\X(")\\
Even though minimization o f the bound does not neces­
sarily minimize the left-hand side o f the inequality in (14), 
all the experiments that we have done indicates that the 
long-term time average o f the mean-absolute estimation 
error is minimized when ^ is at or very close to the value 
suggested by (15). (See the results in Section VI.) Fur­
thermore, we show in Section V under somewhat more 
restrictive assumptions that the mean-squared estimation 
error is indeed minimized when the convergence param­
eter is chosen to be as given by (16). Also, a comparison 
o f the performances o f the sign and LMS algorithms op­
erating in the same nonstationary environment is given in 
Section V.
I V .  C o n v e r g e n c e  i n  D i s t r i b u t i o n  o f  t h e  
C o e f f i c i e n t  M i s a l i g n m e n t  V e c t o r
In this section we derive much stronger results for the 
performance o f the sign algorithm in nonstationary envi­
ronments. In order to do so, we need to restrict our atten­
tion to the “ system identification mode” as depicted in 
Fig. 1. We will assume that the “ plant” that is being 
identified has time-varying characteristics, but that the in­
put signal x { n )  as well as the measurement noise emn(ri) 
belong to stationary processes. While this setup is not rep­
resentative o f all situations, there are several practical ap­
plications in which the adaptive filter is used in an envi­
ronment as described above and therefore the analysis 
using this setup will give useful information about the 
performance o f the SA.
Under a certain set o f assumptions, we will now show 
that the distribution functions o f successive coefficient 
misalignment vectors converge to a limiting distribution. 
The analysis closely follows the method used in [10] for 
showing that the coefficient vector sequence o f the SA 
converges in distribution when the filter operates in sta­
tionary environments. Obviously, in the nonstationary 
case, the coefficient vector sequence will not converge to 
a limiting value since the optimal coefficient vector se­
quence is time varying. Therefore, we modify the analy­
sis to the case when the properties o f the coefficient mis­
alignment vector sequence are considered.
In addition to the assumptions made in Section III, we 
need the following assumptions to make the analysis 
tractable.
Assumption 4: The input pair { X( n ) ,  d ( n )}  is inde­
pendent o f {X (& ), fif(&)} if n ±  k.
Assumption 5: The joint probability density function of 
{X (rc), emin(n ) }  is continuous and strictly positive. The 
probability density function o f C( n)  is also continuous 
and strictly positive. Moreover, X( n) ,  C( n) ,  and emln(n ) 
all belong to stationary random processes.
Assumption 4 is the commonly used “ independence as­
sumption” and is seldom true in practice. However, anal-
emin(n)
Fig. 1. A daptive system  identification using the sign algorithm .
ysis using this assumption has produced results in the past 
that accurately predict the behavior o f adaptive filters in 
circumstances where the assumption is grossly violated. 
For a single-coefficient LMS adaptive filter with Gaussian 
input signals and operating in stationary environments, 
Bershad and Qu [3] have shown that the analytical results 
obtained with and without the independence assumption 
differ significantly only when the inputs are extremely 
correlated (correlation coefficient >  0 .9 9 ). Futhermore, 
if the coefficient updates are made at time intervals longer 
than one sampling interval, it is possible that the corre­
lation between successive input vectors used for coeffi­
cient updates is negligible.
One o f the consequences o f Assumption 4 is that this, 
in conjunction with Assumption 2, implies that the coef­
ficient misalignment vector belongs to a Markov process. 
Furthermore, by defining a cost function as the mean- 
absolute value of the estimation error process conditioned 
on all past misalignment values, we have
\P{V(n),  V(n -  1), • ■ • , K( 1))
=  £■{ | £-(«) 11 V(n) ,  V(n — 1), • • • , K( 1)}
= £■{\emm(n) ~ vT( n) x ( " ) | | v (n) ’
V(n -  1), • • • , K ( l) } .  (1 7 )
Since V( n)  belongs to a Markov process, (17) implies 
that
V(n -  1), • • • , V{ \ ) )
= £ { | e ( « ) |  | V{ n) )  =  ^( V( n) ) .  (18) 
Also, note that
E { i , ( V { n ) ) }  =  £ { | e ( « ) | } -  (19)
A consequence of the first part o f Assumption 5 is that 
for any n, \ p ( V( n) )  becomes unbounded as V( n)  be­
comes unbounded. The stationarity o f the processes X( n)  
and emin(n)  implies that the nonstationarity o f the envi­
ronment is solely due to the time-varying nature o f the 
optimal coefficient values. The increment process C( n)  
is also assumed to be stationary, thus further restricting 
the behavior o f the optimal coefficient process. The prop­
erties o f the LMS algorithm were analyzed in [1], [15] 
using a similar framework to describe the nonstationarity.
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A. Convergence Analysis
Let S denote a Borel measurable subset o f an 
/V-dimensional Euclidean space and let ff,, { 5  } denote the 
probability distribution function o f the coefficient mis­
alignment vector at time n being in S, i.e .,
5 , , { S }  =  P { V ( n )  e S }  (20)
where / ’ { ( • ) }  denotes the probability of the event (•). 
Also let
S„{s} = -  S  5 k{S} .  (21)
1 n t= i
It is straightforward to show that Q„ { ( • ) }  is also a prob­
ability distribution function. It is shown in Appendix A -l 
that S„ { S } is a sequence o f stochastically bounded dis­
tribution functions. Stochastic boundedness o f Q„ { S } 
implies that there exists a convergent subsequence o f di- 
tributions g„f { S } such that
lim S ,„ {S }  =  S { S }  ( 22 )
i -* oo
where S { S } denotes a limiting distribution.
Now, since V( n)  belongs to a Markov process, there 
exists a linear transformation operator 3 such that
fffl + 1{ S }  =  3 { f f „ { S } } .  (23)
Since by Assumption 5, X( n) ,  emin(n ) , and C( n)  all be­
long to stationary processes, the transition operator is time 
invariant and it depends on /*, and the statistics o f X (n ), 
emin(n) ,  and C( n) .  (N otice from (7) and (8) that Vi n +
1) depends on V( n) ,  X  ( n ) , emin(n) ,  and C( n) ,  and the 
last three quantities are stationary random processes.) Due 
to linearity and time invariance of 3, we obtain
3 { S „ { S } }  =  ^  j c  3 { f f * { S } }  (24a)
=  - Z f f , +1{ S }  (24b)
rt, k = 1
= 8„{S} + -5 7 ,(5 } ] .
(24c)
Taking the limit as / goes to infinity, we get
Hm 3 { S ,„ { S } }  =  S { S } .  (25)
i —‘ oo
It is shown in Appendix A-2 that
3 { S { 5 } }  = 8 {S } . (26)
The above implies that the coefficient misalignment vec­
tor sequences (which is Markovian) has a stationary dis­
tribution 8  { S }. Then by D oob’s theorem [5], it follows 
that the distributions ff„ { S } o f the coefficient misalign­
ment vector converge to g  { S }. Once again, the details 
are given in Appendix A-3.
Finally, it is shown in Appendix A-4 that the expected 
value o f i p( V)  under the limiting distribution S { S  } is 
bounded by the right-hand side o f (14).
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What we have shown here under somewhat more rigid 
constraints than in Section III, is that the SA is very well 
behaved even under nonstationary conditions. In order to 
complete the analysis, we need a description of the filter 
characteristics as the adaptive process evolves. This is 
done in the next section where we develop a set of non­
linear difference equations that characterizes the mean and 
mean-squared behavior o f the adaptive filter coefficient.
V .  M e a n  a n d  M e a n - S q u a r e d  B e h a v i o r  o f  t h e  
S i g n  A l g o r i t h m
In this section we will derive a set o f nonlinear differ­
ence equations that characterizes the mean and mean- 
squared behavior o f the filter coefficients and the mean- 
squared error during tracking as well as in the limit at 
which the distribution o f the coefficient misalignment 
vector possesses the limiting distribution. For this analy­
sis, the system identification model is still under consid­
eration along with those assumptions made earlier. The 
analysis, however, concerned with only the first- and sec­
ond-order statistics o f the filter parameters and, therefore, 
the results obtained are not as strong as those in the pre­
vious section. We will also need certain additional as­
sumptions for our analysis here.
Assumption 6: { Hop( ( n ) } is a sequence o f nonstation­
ary random vectors and is independent o f {X (rc), 
^inin(rc)}. (N ote that independence o f C( n )  and X( n)  
does not automatically imply independence o f Hopt(n)  and 
X( n) . )
Assumption 7; d ( n ) and X( n )  are jointly Gaussian ran­
dom processes.
Let
Rxx = E { X ( n ) X T( n) }  (27)
denote the autocorrelation matrix o f the stationary input 
X ( n ), and let
P( n)  = E { d { n ) X ( n ) }  (28)
denote the cross-correlation vector o f d { n ) and X( n)  at 
time n. A lso, define the following autocorrelation matri­
ces:
J( n)  = E { H op, (n)  Hl pt( n) }  (29) 
K( n)  = E { V ( n )  VT( n) }  (30)
and
L = E { C [ n )  C T{ n) } .  (31)
Note that under Assumption 5, Rxx and L do not change 
with time, while P ( n )  does. Note also that the expected 
value o f the optimum filter coefficient vector is given by
E { H opt( n) }  =  Rx} P( n ) .  (32)
Derivation o f the evolution equations for K( n )  that are 
included at the later part o f this section can be easily done 
for a more general situation with time-varying autocor­
relation matrices Rxx(n)  and L( n) ,  but we have not done 
so since we feel that the more restricted framework will
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give much more insight into the behavior o f the sign al­
gorithm operating in nonstationary environments.
Now, by evaluating the statistical expectation o f (1), 
we have
E{ H( n  + 1)} = E { H ( n ) }  + ixE{x(n)  sign ( e ( « ) ) } .
(3 3 )
Note that e ( n ) is a zero-mean and Gaussian sequence 
when conditioned on H(n) .  We can, therefore, simplify 
the expectation involving e( n)  using Price’s theorem [20] 
or a lemma found in [12], We reproduce only sketches of 
the derivation here (we refer the readers to [16] for de­
tails):
£ { x ( n )  sign (e ( n ) ) }
=  £ |£ [ X ( « )  sign ( e ( « ) ) | / / ( n ) ] }
E[X(n)  e(n) \ H(n) ]
[/>(«) -  * „ » ( « ) ]  J
a]\H{n) = E { e \ n ) \ H { n )} 
a 2e{n) =  E { e 2{n)}




E { H ( n  +  1 )} = /  -
ir ae(n)
E { H ( n ) }
+ . 2-ir ae(n)
P( n) (3 7 )
E{ V ( n  +  l ) }
ir ae( n) E { v ( n ) ) .  (3 8 )




denote the conditional (on H ( n ) )  and unconditional 
mean-squared estimation error at time n,  respectively. In 
order to derive (34), we have made use of Assumptions 4 
and 7 as well as the approximation that
This approximation is valid for small values o f pt and has 
been employed to obtain useful analytical results in the 
past [ 16]—[ 18].
Substituting (34) in (33) gives
denote the minimum mean-squared estimation error. Note 
that £min is constant over time under Assumption 5. We 
derive an expression for the mean-squared estimation er­
ror next. From (7), we have
e{ n)  =  emin{n) ~  y T{n)  X{n) .  (40)
Squaring both sides o f (40) and taking the statistical ex­
pectation, we get
o 2e{n)  =  £min +  tr {a:(«)/?xx}
- 2  E { v T( n ) X { n ) e mm{ n) }  (41)
where tr { •}  denotes the trace o f { • } .  Since X( n )  is in­
dependent o f emin ( n ) and V( n ), and is assumed to be zero 
mean (Assumption 1), the last term o f the right-hand side 
o f (41) becomes zero. Therefore, we get
o 2e(n)  =  £mm + t r { K ( n ) R xx}.  (42)
To complete our analysis, we need an expression for 
the second-moment behavior o f the misalignment vector. 
Using (8), (30), and (31), we have
K( n +  1)
=  K( n)  +  fi2RXx +  L
+ juZfj V(n)  X T(n)  sign (e(rc))}
+  fj iE^X(n) VT( n ) sign ( e ( n) )  j
+ E^[ V{ n)  +  f iX(n)  sign { e ( n ) ) ] C T{n)  j
+ E ^ C { n ) [ V T(n)  +  f iXT(n)  sign ( e ( n ) ) ] | .
(4 3 )
The fourth term on the right-hand side can be evaluated 
using some results in [16] as
£■{ V(n)  X T(n)  sign («>(«))}
=  E |  V(n)  E [ x T(n)  sign (e (w )) | K « ) ,  ^oPt ( « ) ] }
1
= E  V ( n ) \ -
71- aelH{n)
E[ e ( n )  X T( n ) \ V( n ) ,  Hop{(n)} (4 4 )
Now,
where /  denotes an identity matrix. Using (4), (5), and 
(32) in (37), and applying the zero-mean assumption for 
C{ n)  (Assumption 2), we obtain an expression for the 
mean behavior o f the coefficient misalignment vector as
E { e { n )  X T( n) \ V( n) ,  Hm ( n) )  
= E { d ( n )  X T(n)  -  \ V T{n)  
+ H Top[( n) ] X{ n)  X T{ n) \ V{ n) ,  Hap{{ n) }  
= E^d ( n)  X T(n)  -  \ V T{n)  
+ E { H l p{( n ) } ] X( n )  X T{ n ) \ V{ n ) ]  
=  P T(n)  -  VT{ n) Rxx -  E { H l p({ n ) } R xx
= — Vr (n)Rx (4 5 )
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Substituting (45) in (44) and using the approximation in 
(36) once again gives
E [ v ( n ) X T(n)  sign ( * ( « ) ) }  =  -  Ki(n )Rxx ■
(4 6 )
Similarly, the fifth term on the right-hand side o f (43) can 
be written as





Also, under Assumption 2, we can see that the last two 
terms o f the right-hand side o f (43) become zero. There­
fore, using (46) and (47) in (43), we get the following 
nonlinear difference equation for the autocorrelation ma­
trix o f the coefficient misalignment vector:
K( n +  i; K( n)  + ix2RXx +  E
7r ae(n) { K { n ) R xx +  RxxK( n) } .







A-'(oo) =  Q tK ( o») Q  (52)
L ’ =  Q tLQ  (53)
A =  Q TRxxQ =  diag [X,, X2, ■ • • , Xjv] (54)
and X,, 1 <  i <  N, are eigenvalues o f Rxx- The (/, j  )th 




k'ij =  M § ( /  -  j )  +  -  K ( i , j )
(5 5 )
where and r[.{i, j ) denote the (;, j )th elements of 
K' (oo)  and L ' , respectively, and
<5(( -  j ) =
1, i f  i =  j  
0 , otherwise.
(4 8 ) Therefore, it follows that
Equations (38), (42), and (48) together describe the 
mean and mean-squared behavior o f the parameters o f the 
adaptive filter during the time it is tracking or adapting to 
a nonstationary environment. The validity o f these re­
sults, as well as some others in the earlier sections, are 
demonstrated by computer simulations in the next sec­
tion.
Now, we can obtain expressions for the mean-squared 
estimation error behavior in the limit at which the coeffi­
cient misalignment vector is governed by the stationary 
limiting distribution. Let a 2e( oo) and ^ (c » )  denote the 
limiting responses o f o~{n)  and K ( n ), respectively. Con­
vergence in distribution o f the coefficient misalignment 
vector under Assumptions 1-5, as seen in Section IV, im­
plies that a “( oo) and K(  oo) exist and are unique.
To evaluate a 2,( oo), we need to compute K ( o°) first. 
Taking the limit as n goes to infinity on both sides o f (48), 
it follows that
[ K ( oo) Rxx +  RxxK(oo) ]  = ucRxx +  L.
=  tt g f (o o )  
ij * '2  X, +  X,
ix\j5(i -  j )  +
K ( i J )
(56)
• (57)
The diagonal elements o f the primed second-moment ma­
trix are then given by




Now, taking the limit as n goes to infinity in (42), we get
o-f(°°) =  Smin +  tr { k { oo) Rxx}. (59)
The second term on the right-hand side o f (59) can be 
rewritten using (58) as
tr { ^ (o o ) /? ^ }  =  tr { K ' ( oo) a }
(4 9 )
Let Q denote an orthonormal matrix which diagonalizes 
RXx■ Premultiplying and postmultiplying both sides o f (49) 
by Q t and Q, respectively, we get
S  \ i k ' ;
7r fff (oo) y  
2 2 ,= i
+
r [ \ i , / )
[AT'(oo)A +  AAT'(oo)] =  pCA +  V  (50)
| 7T CT,,(oo) 
2 2
Substituting this in (59), we get
tr {Rxx}  +
tr {L)
ol (°°)  = ?min + aa ,(°°)
(6 0 )
(61)





Solving (61) for cte(ob)  and retaining the positive root, 
the limiting value of the root mean-squared estimation er­
ror is given by
<7f ( 0°) = l l a  + 'Jv2 + 4 r^nin ] • (63)
Substitution of (63) in (61) gives an expression for the 
mean-squared estimation error of the sign algorithm in the 
limit at which the coefficient misalignment vector pos­
sesses the limiting distribution
Note that MoPt, lms depends on £min. Note also that the same 
result can be found in [25].
We will now compare the performances of the two al­
gorithms by evaluating the minimum excess mean-squared 
estimation errors, denoted as £cx.Sa for the sign algorithm 
and £ex.LMS f°r the LMS algorithm. Since both the anal­
yses are valid for small ^'s, it is important to note that 
this comparison is valid only when the optimal values of 
the convergence constants have small magnitudes, or 
equivalently when the increment process C( n)  has very 
small mean-squared values.
Substitution of (67) in (62) and (64) gives
£ex,SA — 4 tr tr { L}
C7f(00) -  £min + 2 [«  + V a 2 + 4£min]. (64)
It is straightforward to show that /iopt as given by (16) also 
minimizes (64).
Under the same set of assumptions, it is not difficult to 
show that the limiting mean-squared estimation error of 
the LMS algorithm is given by
a f(°°)
2 f x \ i = i  1 — (ttX,
(65)
For very small values of n, (65) can be approximated as
a]{ oo) £min
1 N^  r[\i,  i ) 
2 fi \ i =  i 1 — fi\
N
f1i + -  E
2 ;=I 1
t r {L}  
2 fi
fi\j
1 + 2 tr { ^ } (66)
Similar, but more simplified result than (66) can be found 
in [25], Now, let /xopt.sa and MoPi.lms denote the optimal 
values of fi that minimize the limiting mean-squared es­
timation errors given in (64) for the sign algorithm and in 
(66) for the LMS algorithm, respectively. Since fiopx given 






£ F (« ) lr
Also, it can be easily shown from (66) that <j2( oo) for the 
LMS algorithm has its minimum value when the conver­





+ £min tr {Rxxj  tr {L} + ~  tr2 {flxx} tr2 {L} .
(69)
Similarly, using (68) in (66) will give
£ex.lms = |  tr {/?xx} tr {L}  + V^min tr {/?xx} tr { l } .
(70)
It is clear that the minimum excess mean-squared esti­
mation error generated by the sign algorithm is always 
larger than that generated by the LMS algorithm. How­
ever, in many applications, this additional error produced 
by the sign algorithm may be relatively small and the re­
duction in computational complexity over the LMS al­
gorithm may justify the extra error. For the LMS algo­
rithm, it is also possible that ^opt LMS is outside the 
permissible range of convergence parameters for which 
mean-squared convergence is assured, for the case when 
tr { M / S  min is very large. Since the sign algorithm does 
not diverge for any choice of the convergence parameter, 
it is guaranteed that the optimal performance can be 
achieved.
VI. E x p e r i m e n t a l  R e s u l t s  
In this section, we present the results of several exper­
iments in order to demonstrate the validity of our anal­
yses. The example problem considered here is that of 
identifying a nonstationary linear system as illustrated in 
Fig. 1, where X ( n ), C(n) ,  and emm{n)  are assumed to 
be stationary processes. The time-varying impulse re­
sponse Hopt ( n ) of the system is constructed using (4) such 
that
Hopt{n + 1) = H ,(n) -  C(n) (71)
where C(n)  is a zero-mean, stationary, and white Gauss­
ian pseudorandom sequence, and the initial value Hopx( 1) 
is selected to be
H l pt( l )  = [0.1, 0.3, 0.5, 0.7, 0.9, 0.7, 0.5, 0.3, 0.1],
(72)
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Two sets o f the reference input signals, x t (n)  and 
x2(n) ,  were used in our experiments and they were gen­
erated as the outputs o f the autoregressive filters so that
x M  =  f ,(n )  +  1.5jc,(n -  1) -  x x{n -  2)
+  0.25xi(n — 3) (73)
and
x2{n)  =  & («) +  1-79x2(n -  1) -  1.9425jc2(w -  2 )
+  \ .21x2{n -  3) -  0.5x2(n -  4 ) (7 4 )
where the input processes to the autoregressive filter (n)  
and $2{n)  were zero-mean, stationary, and white Gauss­
ian random sequences with variances such that the vari­
ances o f Xi (n)  and x2(n)  were 1. Note that the ratios of 
the maximum and minimum eigenvalues o f the autocor­
relation matrices o f x , ( n)  and x2( n)  are more than 200 
and 670, respectively. The corresponding primary input 
signals d\ { n)  and d2( n)  were produced by processing 
* ,(« )  and x2{n)  individually through the time-varying 
system with the coefficient vector / / opt(« ) ,  and then cor­
rupting the system output using a zero-mean, stationary, 
and white Gaussian random sequence emm(n)  with vari­
ance 0 .01 .
The first set o f experiments deals with the bound on the 
long-term time average o f the mean-absolute estimation 
error sequence. For this experiment, the variance o f the 
disturbance process C( n)  was chosen to be 10-4 . Note 
that according to our analysis, the optimum value o f the 
convergence parameter ix is 0.01 in this case (see (16)). 
The time-averages o f the absolute estimation error over 
100 000 samples were computed and averaged over 50 
independent runs for several values o f  the convergence 
parameter around nop( =  0 .01. The results are tabulated 
in Table I. Also tabulated are the upper bound for the 
long-term time average o f the mean-absolute estimation 
error predicted by (14). We can see that the long-term 
average o f the mean-absolute value o f the estimation error 
does achieve its minimum value at ^ =  0 .01 , which is the 
same value as ^opt that minimizes the upper bound.
We next compare the evolution equations derived in 
Section V with simulation results. In order to make the 
presentation compact, we compare the trace o f the sec­
ond-order moment matrix o f the misalignment vector (tr 
{ K ( n ) } )  as predicted by our analysis and obtained from 
simulations. The results presented were averaged over 50 
independent runs with 15 000 samples for the two sets of 
the reference input signals described earlier. For each set 
of signals, we used two different values ( 10^4 and 10-6 ) 
for the variance o f the disturbance process C ( n ) and the 
convergence parameter n was selected to be the optimum 
value given by (15). The performance measures that are 
presented in Figs. 2 and 3 are in decibels and have been 
normalized so that the initial value is 0 dB. We can see 
that the empirical and theoretical curves in each case show 
very good agreement, despite the fairly large eigenvalue 
spreads for the input autocorrelation matrices and the ob­
vious violation o f the independence assumption.
TA BLE I
The Time A verages of the M ean-Absolute Estimation Error: (a) 
W hen the Eigenvalue Spread is M ore Than 200. (b) W hen the 
Eigenvalue Spread is M ore Than 670. and (c) U pper Bounds of 
Those Predicted in (14) for Both C ases. N ote T hat ft„p, = 0.01
u (a) (b) <c>
0.005 0.11450 0.11640 0.12250
0.006 0.10210 0.10470 0.11200
0.007 0.09538 0.09770 0.10580
0.008 0.09187 0.09343 0.10225
0.001 0.09064 0.09069 0.10050
0.01 0.09021 0.08944 0.10000
0.011 0.09057 0.08964 0.10041
0.012 0.09213 0.09073 0.10150
0.013 0.09405 0.09265 0.10312
0.014 0.09584 0.09462 0.10514
0.015 0.09833 0.09691 0.10750
; v - - ■ ? v w j
(a)
(b)
Fig. 2. N orm alized tr { K ( n ) }  when the reference input signal is .* ,(«) 
given by (73). (E igenvalue spread is more than 200.) (a) variance o f the 
disturbance process =  10 4 and (b) variance o f the disturbance process 
= 10 ( 1) em pirical curve and (2 ) theoretical curve.
VII. C o n c l u d i n g  R e m a r k s  
This paper presented a fairly comprehensive study o f 
the tracking properties of the adaptive sign algorithm when 
used in nonstationary environments. By modeling the 
nonstationarity as that due to a random disturbance, it was 
shown that the long-term time average o f the mean-ab­
solute estimation error is bounded for any positive value 
of /x and that there exists an optimum value o f /x which 
minimizes this quantity. Under a set o f commonly used 
assumptions, we then showed that the probability distri­
bution functions o f the successive coefficient misalign-
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D  - 5
Fig. 3. N orm alized tr {A "(h)} when the reference input signal is as(;?) 
given by (74). (E igenvalue spread is more than 670 .) (a) variance o f the 
disturbance process = 1 0 ' 4 and (b) variance o f  the disturbance process 
=  10~6: ( 1) em pirical curve and (2) theoretical curve.
ment vectors converge to a limiting stationary distribution 
when the adaptive filter is used in the “ system identifi­
cation” mode. Under the assumption that the signals in­
volved are zero mean and Gaussian, we also derived a set 
of nonlinear evolution equations that describes the mean 
and mean-squared behavior o f the filter during the adapt­
ing and tracking operations. Experimental results were 
presented to demonstrate the validity o f our analyses, and 
the empirical results matched those predicted by our anal­
yses very well. It is hoped that the results o f this work 
will provide additional design tools for adaptive filters 
equipped with the sign algorithm and operating in nonsta- 
tionary environments.
While we do believe that our results are the most com­
prehensive to date in the area o f tracking analysis o f the 
sign algorithm, it must be pointed out that several aspects 
of the problem still need investigation. The results in Sec­
tions IV and V were obtained for the case o f the “ system 
identification” applications only. Performance analyses 
for several other applications (for example, inverse mod­
eling) still need to be done. Relaxation o f the indepen­
dence assumption employed in Sections IV and V, as well 
as consideration of other models of nonstationarity are also 
important topics that need further attention.
A p p e n d i x  A
This Appendix provides details o f the derivations in 
Section IV. As mentioned earlier, the analysis applies the 
methods in [ 10] to the coefficient misalignment process 
rather than the coefficient process as done for the station­
ary case.
1. Stochastic Boundedness o f  fj„ { S }
A sequence o f random vectors and the corresponding 
sequence o f distributions are said to be stochastically 
bounded if for any probability e there exists a distance R 
such that each random vector of the sequence has proba­
bility less than e o f having length greater than R.
Applying (19) to (14) and using the stationarity o f X ( n ), 
C( n) ,  and emi„(n)  (Assumption 5), we have
<  ~ E^ X( n)  || +  ~  E|| C(/?)|" +  E \ e min(n)  | .2 " 1 Ifx ii ii i i
( A -1)
The above inequality implies that there exists a constant 
t such that for any finite and nonzero value of
1 "
-  S  <  t, V«. (A .2)
Since \p( V( n) )  is nonnegative for any n,  we can use the 
Chebyshev inequality to get
P { t ( V ( n ) )  >  M ]  <  ~ E { 4 , { V ( n ) ) }  (A .3 )




Since ip ( V ( n ) )  becomes unbounded as V( n)  becomes 
unbounded, it follows that there exists some positive value 
R ( that depends on M ) such that
p { | k ( « ) |  >  /?} <  p { ^ ( V ( n ) )  >  M }. (A .5)
Combining (A .4) and (A .5), we have the following re­
sult:
1 >l
-  S  p { | |  V(k)  || >  r ) <  — . (A .6 ) 
n k=\  11 I1 > M
The left-hand side o f the inequality is nothing but 
S« { II v ( k ) I! >  R } ,  implying that
S„{1K(*)|| > R}  S  Vk, I < k < n ( A J )
which, in turn, means that the sequence o f distributions 
S„ is stochastically bounded.
2. Existence o f  a Stationary Distribution fo r  the Markov 
Process V( n)
In this part, we show that 3 { < 3 { S } }  =  Q { S }  and 
therefore that S  is a stationary distribution for the Markov 
process V{n) .
Let 7r(K, S ) denote the probability transition function 
associated with the Markov process, i.e. ,
tt(K, 5 )  =  P { v ( n  +  1) e  S\ V(n)  =  v ) .  (A .8 )
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One consequence o f Assumption 5 (continuous distribu­
tions) is that tt ( V, S ) is a bounded continuous function 
in V for each S.
For any distribution ® , 3 { (B { S } } can be rewritten as
3 { « { S } }  =  Ea { * ( W,  5 ) }  ( A. 9)
where Ea  { •}  denotes the statistical expectation under the 
distribution function ® and W is a random vector distrib­
uted according to (B. Now,
3 { S „ , { S } }  =  (A.  10)
where Vnj has distribution 8 »,r Since tt( V, S ) is bounded 
and continuous in V, we can take the limiting value of 
both sides o f (A. 10) as i goes to infinity and find that
lim 3 { 8 «, { 5  } } =  lim £ Sii { ir( Vnr S ) }
j —* oc i -* cc
= £ s {x ( K,  5 ) }
= 3 { 8 { S } }  ( A. l l )
where V is a random process with distribution 8 - There­
fore, combining (25) and ( A . l l ) ,  we get
3 { S { s } } = S { s }  (A 1 2 )
implying that S is a stationary distribution o f the Markov 
process V{n) .
3. The Limiting Distribution fo r  ff„ is 8
To prove this part, we use a version o f Doob’s theorem
[5] as given in Gersho [10]. Doob’s theorem, as stated in
[ 10], is reproduced here.
If
(a) the Markov process possesses a stationary distri­
bution g ,
(b) P  { V ( n ) e  S } approaches zero as n goes to infinity 
for any initial misalignment V(  1) and for any re­
gion S to which 8  assigns zero probability,
(c) there is no region S to which 8  assigns probability 
less than one with the property that if  V( n)  e  S, 
then V(n +  1) e S  with probability 1, and
(d) there is no region S with the property that P {  V(n 
+ 1) e  Sj K(n)  e  5  } =  0, but P { V ( n  +  m)  e  
S \ V ( n )  e  S } =  1 for some integer m >  1;
then the successive distributions ff„ converge to 8  for any 
initial misalignment vector V( 1).
We have already shown that hypothesis (a) holds. Be­
cause o f the continuity assumption o f probability distri­
butions, it follows that
r ( K  S)  >  0 (A. 13)
for any region 5 o f nonzero volume, and
tt(F , S ) = 0  ( A . 14)
for any region S o f zero volume. This implies that 8  as­
signs zero probability to only regions with zero volume. 
This in turn implies that hypothesis (b) holds. To show 
that hypothesis (c) holds, suppose that 8  assigns proba­
bility less than 1 to the region S. This implies that the 
probability assigned to the complimentary region S is 
nonzero and therefore S has nonzero volume. But if 
P { V ( n  +  1) e  S }  =  1 and P { V ( n  +  1) e  S }  = 0 ,  
then S has zero volume and this is a contraction. We can 
show that hypothesis (d) also holds in a similar manner. 
Therefore, by D oob’s theorem
lim ff„ { S } =  8 { S } -  ( A . 15)
n -* oo
4. Eq | e (n)  | is Bounded by the RHS o f  (14)
Even though we have shown that a limiting distribution 
does exist for the misalignment vectors, it is possible that 
the expected cost function under this distribution is un­
bounded. We now show that this is not possible in our 
situation and that the expected cost function under the 
limiting distribution is indeed bounded by the same bound 
for the long-term time average o f the mean-absolute es­
timation error.
From (14) using Assumptions 1-3, we know
lim sup -  S  E^A\ l / ( V( k) ) }  <  t ( A . 16)
/( —» OO fl k — 1
for some positive t. This implies that there exists a sub­
sequence K(«, )  o f misalignment vectors such that
E ^ { V ( n , ) ) }  <  t. ( A M )
Taking the limit as /' goes to infinity
lim £j„ { ^( K( n, ) )  =  E<3{ \ p ( V) }  <  t ( A . 18)
/ -» OO
where Kis a random process with distribution function 8 - 
Since
EQ{ t ( V ) )  =  E?\ e ( n ) \  (A.19)
we have from (A. 18) that the mean-absolute estimation 
error under the limiting distribution is bounded also. 
Moreover, by choosing the convergence parameter to be 
/xopt as given in (15),  this bound can be minimized.
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