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Abstract
A brilliant future is forecasted for Ambient Intelligence (AmI) systems. These comprise
sensitive environments able to anticipate people’s actions, and to react intelligently sup-
porting them. AmI relies on decision-making processes, which are usually hidden to the
users, giving rise to the so-called smart environments. Some of those envisioned environ-
ments include smart homes, health monitoring, education, workspaces, sports, assisted
living, and so forth.
Moreover, the complexity of these environments is continuously growing, thereby
increasing the difficulty of making suitable decisions in support of human activity. There-
fore, decision-making is one of the critical parts of these systems. Several techniques
can be efficiently combined with AmI environments and may help to alleviate decision-
making issues. These include classification techniques, as well as mathematical program-
ming tools.
In the first part of this work we introduce two AmI environments where decision-
making plays a primary role:
• An AmI system for athletes’ training. This system is in charge of monitoring ambi-
ent variables, as well as athletes’ biometry and making decisions during a training
session to meet the training goals. Several techniques have been used to test differ-
ent decision engines: interpolation by means of (m, s)-splines, k-Nearest-Neighbors
and dynamic programming based on Markov Decision Processes.
• An AmI system for furtive hunting detection. In this case, the aim is to locate
gunshots using a network of acoustic sensors. The location is performed by means
of a hyperbolic multilateration method.
Moreover, the quality of the decisions is directly related to the quality of the infor-
mation available. Therefore, is necessary that nodes in charge of sensing and networking
tasks of the AmI infrastructure must be placed correctly. In fact, the placement problem is
twofold: nodes must be near important places, where valuable events occur, and network
connectivity is also mandatory. In addition, some other constraints, such as network de-
ployment cost could be considered. Therefore, there are usually tradeoffs between sensing
capacity and communication capabilities. Two kinds of placement options are possible.
Deterministic placements, where the position for each node can be precisely selected, and
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random deployments where, due to the large number of nodes, or the inaccessibility of
the terrain, the only suitable option for deployment is a random scattering of the nodes.
This thesis addresses three problems of network placement. The first two problems
are not tied to a particular case, but are applicable to a general AmI scenario. The goal
is to select the best positions for the nodes, while connectivity constraints are met. The
options examined are a deterministic placement, which is solved by means of an Ant
Colony Optimization metaheuristic for continuous domains, and a random placement,
where partially controlled deployments of clustered networks take place. For each cluster,
both the target point and dispersion can be selected, leading to a stochastic problem, which
is solved by decomposing it in several steps, one per cluster.
Finally, the third network placement scenario is tightly related to the furtive hunting
detection AmI environment. Using a derivate-free descent methodology, the goal is to
select the placement with maximal sensing coverage and minimal cost. Since both goals
are contrary, the Pareto front is constructed to enable the designer to select the desired
operational point.
Resumen
Se ha pronosticado un futuro excepcional para los sistemas de Inteligencia Ambien-
tal (AmI). Dichos sistemas comprenden aquellos entornos capaces de anticiparse a las
necesidades de la gente, y reaccionar inteligentemente en su ayuda. La inteligencia de
estos sistemas proviene de los procesos de toma de decisión, cuyo funcionamiento resulta
transparente al usuario. Algunos de estos entornos previstos pertenecen al ámbito de los
hogares inteligentes, monitorización de la salud, educación, lugares de trabajo, deportes,
soporte en actividades cotidianas, etc.
La creciente complejidad de estos entornos hace cada vez más difícil la labor de tomar
las decisiones correctas que sirvan de ayuda a los usuarios. Por tanto, la toma de deci-
siones resulta una parte esencial de estos sistemas. Diversas técnicas pueden utilizarse
de forma eficaz en los sistemas AmI para resolver los problemas derivados de la toma de
decisiones. Entre ellas están las técnicas de clasificación, y las herramientas matemáticas
de programación.
En la primera parte de este trabajo presentamos dos entornos AmI donde la toma de
decisiones juega un papel fundamental:
• Un sistema AmI para el entrenamiento de atletas. Este sistema monitoriza variables
ambientales y biométricas de los atletas, tomando decisiones durante la sesión de
entrenamiento, que al atleta le ayudan a conseguir un determinado objetivo. Varias
técnicas han sido utilizadas para probar diferentes generadores de decisión: inter-
polación mediante (m, s)-splines, k-Nearest-Neighbors, y programación dinámica
mediante Procesos de Decisión de Markov.
• Un sistema AmI para detección de caza furtiva. En este caso, el objetivo consiste en
localizar el origen de un disparo utilizando, para ello, una red de sensores acústicos.
La localización se realiza utilizando el método de multilateración hiperbólica.
Además, la calidad de las decisiones generadas está directamente relacionada con
la calidad de la información disponible. Por lo tanto, es necesario que los nodos de la
infraestructura AmI encargados de la obtención de datos relevantes del usuario y del am-
biente, estén en red y situados correctamente.
De hecho, el problema de posicionamiento tiene dos partes: los nodos deben ubicarse
cerca de los lugares donde ocurren sucesos de interés, y deben estar conectados para que
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los datos capturados sean transmitidos y tengan utilidad. Adicionalmente, pueden con-
siderarse otras restricciones, tales como el coste de despliegue de red. Por tanto, en el
posicionamiento de los nodos es habitual que existan compromisos entre las capacidades
de sensorización y de comunicación. Son posibles dos tipos de posicionamiento. Posi-
cionamiento determinista donde puede seleccionarse de forma precisa la posición de cada
nodo, y, aleatorio donde debido a la gran cantidad de nodos o a lo inaccesible del terreno
de depliegue, sólo resulta posible la distribución aleatoria de los nodos.
Esta tesis aborda tres problemas de posicionamiento de red. Los dos primeros proble-
mas se han planteado de forma general, siendo de aplicación a cualquier tipo de escenario
AmI. El objetivo es seleccionar las mejores posiciones para los nodos y mantener los no-
dos de la red conectados. Las opciones estudiadas son un posicionamiento determinista
resuelto mediante el metaheurístico Ant Colony Optimization para dominios continuos, y
un posicionamiento aleatorio, donde se realiza un despliegue cuasi-controlado mediante
varios clusters de red. En cada cluster podemos determinar tanto el punto objetivo de
despliegue, como la dispersión de los nodos alrededor de dicho punto. En este caso, el
problema planteado tiene naturaleza estocástica y se resuelve descomponiendolo en fases
de despliegue, una por cluster.
Finalmente, el tercer escenario de despliegue de red está estrechamente ligado al en-
torno AmI para la detección de caza furtiva. En este caso, utilizamos el métodomatemático
de descenso sin derivadas. El objetivo consiste en maximizar la cobertura, minimizando
a la vez el coste de despliegue. Debido a que los dos objetivos son opuestos, se utiliza un
frente Pareto para que el diseñador seleccione un punto de operación.
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Introduction
In 2001 the European Commission’s Information Society Technologies Advisory Group
(ISTAG) introduced the concept of Ambient Intelligence (AmI) [DBS+01]. ISTAG applies
this new term to environments (home, work office, playground, shopping center, etc.) that
are able to recognize and interact with the user in a non-obstrusive way and cooperate
in undertaking tasks. In other words, such environments have a two-fold mission: (i) to
not interfere with the activity being undertaken by the user and (ii) to enhance user skills
(thereby facilitating performance of tasks). The concept of AmI is therefore associated
with the capacity to understand a problem (in this case, the activity that involves the user)
and to choose the best solution (often supported by previous experience). This explains
the term intelligent environments.
Figure 1.1 gives a schematic view of an ambient intelligence environment. It shows
three different parts or levels: physical, communication and logical. The first level is the
physical layer and refers to the physical world where users undertake their activity. This
level includes one or more users, the objects that surround them (environment) and that
they perceive (with the senses).
The second level (the communication layer) main goal is to get the state of the physical
world. Hence, it would consist of a set of devices, mainly with sensing and computation
capabilities. This infrastructure is integrated in the objects in the environment in such a
way that the user does not notice their presence. These devices are simultaneously able
to monitor the environment: location of objects, ambient parameters (light, temperature,
humidity, etc.), in addition to several user parameters (e.g. position, heart rate, etc.). These
data represent the state of the environment and the user, which are continuously changing
as they evolve with time. To become useful, these data must be collected and shared (e.g.
for processing and interpretation). Therefore a certain amount of connectivity (usually
wireless) must exist among the various devices integrating the communications network.
This network must capture the user’s situation and environment and must also be able
to transmit orders to act upon them or with them (using actuator devices). To gener-
ate these orders, the third level of Figure 1.1 (the logical layer) contains the tools for
mathematical and logical analysis (classifiers, inference methods, and so forth) needed to
process data captured by the sensors in the network layer. The aim of this process is to
interpret the data captured by the communication layer (i.e. understanding the physical
1








Figure 1.1: General structure of an AmI environment.
layer) and the generation of intelligent actions (i.e. decision making). In other words, the
logical layer is capable of recognizing the situation of both the environment and the user,
and, depending on them, generating the appropriate actions.
In short, the basic architecture of an AmI system involves equipping the physical world
with intelligence. The communication layer is required to interconnect the physical and
logical worlds.
In order to illustrate the way in which AmI environments can be beneficial for many
everyday tasks, below we recount the case of the traveler ([DBS+01]).
Lola has just landed at the airport. When she travels to this country she
carries very little luggage because she knows she can make use of AmI sys-
tems. Accordingly she only uses a “W-MovComm” computing and personal
communication device, which she wears on her wrist. This enables her to
pass through airport customs without requiring the customs officer to check
her documents, since her visa has already been processed and her identity
checked through the ‘W-MovComm’ as she walked through the airport.
A car has been reserved and is stationed at a specific place in the car
park. Lola does not need a key. The car opens when she approaches and the
engine starts at the touch of a button. She drives the car to the conference
hotel where she will be giving a paper the following day. The hotel is located
in the city center. A guidance system indicates the best route avoiding traffic
jams. Attempts have been made to solve the problem of traffic in the city
center by restricting access. Lola has an entry permit because she has a
parking reservation at the hotel. The cost of preferential access to the center
is automatically negotiated between Lola’s ‘W-MovComm’ and the systems
at the car hire offices and the hotel. The cost of access is charged to Lola’s
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Amanda, Lola’s daughter, is at home. An AmI system at Lola’s home has
detected that Lola is in a place where she can hold a telephone conversa-
tion and tries to establish communication. But Lola prefers to wait until she
arrives at her hotel and concentrate on driving the car.
When she arrives at the hotel, Lola is directed to a specific parking space.
The hotel buttons is waiting to help her with her luggage. When she enters her
room, it adapts to her personal preferences: temperature, intensity of light,
music and video. She needs to work on her next day’s presentation and take
a bath. She adjusts the intensity of light using her voice and requests that a
bath be prepared. Then she makes a video call to her daughter. Before going
to bed, she works on her presentation and saves it on her company’s servers.
The next day, she goes to the conference hall where she can download her
presentation. When Lola enters the hall, she raises the access thresholds to
the communication system of the other delegates to block everything except
emergency messages. When she finishes her presentation, Lola lowers the
delegates’ communications barriers.
The previous example shows several AmI systems inter-communicating and cooper-
ating. For instance, a network of hundreds even thousands of sensors monitor traffic on
the main roads into the city and in the inner city grid. This information enables the AmI
system to provide customized recommendations about speed, route and lane. Another
AmI system is installed at the home and comprises a network of devices that provide a
surveillance service. This system could also manage the intelligent use of energy (heat-
ing, electricity, hot water, etc.) according to the needs of the house occupants. The other
AmI environments included in the example are the airport and the hotel. In this case, we
see how the user can concentrate on the objective of the journey (the presentation), while
several AmI environments help her to carry out the other activities involved in traveling.
AmI environments embrace an enormous variety of applications. We can think of
other scenarios for applying AmI environments, thus assisting the user in a multitude of
everyday situations. Such scenarios may include applications where a user is not the di-
rect beneficiary of the actions or decisions taken by the AmI environment. For example,
in agriculture there are many crops (e.g. grapes and some fruit trees) whose cost and com-
plexity of cultivation (numerous factors may affect harvests) require optimized production
[Gra06]. For this purpose, we can deploy a network of sensors and actuators to manage
vast areas of crops, thereby increasing productivity and improving harvest quality. In this
case, the sensors could collect information about variations in the ground and cultivation
environment (concentration of food substrate, light, altitude, humidity and temperature of
the ground and atmosphere). In this example, the AmI system can take useful decisions,
such as controlling the concentration of pesticides, fertilizer and water supplied. Sensing
and monitoring can be undertaken on a very small scale to the level of detail required:
depending on the specific needs of each area (or even plant), by controlling levels of fruit
glucose, etc. Different application scenarios can be consulted in the following works
[DBS+01], [D. 01] and [Sad11].
Another example, which has been closely scrutinized in this thesis, is the world of
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sports. For example, a system that assists an athlete during training. A network of sen-
sors can simultaneously monitor the athlete’s performance and environmental conditions
(heart rate, blood oxygen level, temperature, altitude, humidity, etc.). Bearing in mind
the athlete’s previous training activity (historical records), the system would be able to
evaluate current performance data and indicate the best training options. Chapter 2 and
Chapter 3 focus specifically on an AmI environment oriented towards sports training.
Another
AmI environment application examined in Chapter 4 is a system capable of detecting
and locating the origin of a gunshot. An acoustic sensor network captures the sound and
records it against a time mark. A method based on hyperbolic multilateration leads to the
location of the gunshot. Early detection of the gunshot is a key aspect of system design.
This system has been devised to detect poaching in national parks, thereby demonstrating
the possibilities of AmI systems in welfare activities not directly related to humans.
Implementing such heterogeneous AmI environments requires the promotion of many
different fields of research. The next section attempts to identify some of the main re-
search efforts in AmI environments.
1.1 Some research challenges of AmI systems
The scenarios presented above include aspects related to intelligence, communication and
sensing/acting tasks, leading to some of the key challenges of AmI:
• Adaptation to users: User needs evolve with time and the system must react con-
tinuously to fulfill them. This requires coordinated responses with the user activity
and with changes in the environment. Furthermore, since several users can use an
AmI system simultaneously, users must be identified first. The identification pro-
cess must be performed securely and accurately.
• Real-time operation: The system must operate in real-time according to user re-
quirements. This requires both efficient processing and communications:
- Processing. Decision-making centers are points in charge of analyzing and pro-
cessing data to generate a response. Occasionally, service may also require
collaboration (or negotiation) between several decision-making centers. Each
step in the processing requires a time, which must be minimized in order to
provide the user with a rapid response. Commonly the main contributor to op-
eration time is the decision part, e.g. due to the complexity of the problem to
be solved. Techniques for decision-making performing analysis in real-time
must be developed.
- Communications. Another critical part is the availability of fast and reliable
communications to improve system response time. For example, by reduc-
ing unnecessary control transmissions. In this area, protocols for the different
communications layers must be explored, fromMAC (medium access control)
to transport protocols.
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• Network deployment: The quality of decisions (and therefore of the AmI system)
depends directly on the quality of the information available. The network’s sen-
sor nodes within its area of sensing capture these data. In addition, data must be
efficiently transported to decision-making points (as discussed above). Therefore,
connectivity between nodes must also be assured. In this context, selecting node
position is fundamental in order to cover interesting phenomena. Such phenomena
occasionally need to be captured by more than one sensor (for example, to localize
a sound source). In addition, the network is required to monitor large extensions
leading to large complex networks.
These special characteristics of the AmI systems make determining the positions of
network nodes a daunting task, which must be addressed.
• Human interfaces: User interfaces must be intuitive and user-friendly. They must
also adapt to user requirements (i.e. pervasive adaptation), thereby facilitating nat-
ural communication. Challenges in this area are wide-ranging. Among them are
emotional and gestural detection, and new interfaces (e.g. Google glass project)
with more sensing and communication capabilities.
• Reconfiguration: Once an AmI system has been made operative according to spe-
cific service needs it is difficult (or practically impossible) to modify. This is be-
cause the devices are integrated in objects in our environment, which cannot be
repositioned or easily accessed. Over time, new needs may arise that call for opera-
tional change or the addition of new applications. AmI system components should
be adapted to allow such changes. This requires a paradigm shift in application
design. Until now each component was designed to provide a specific function and
interaction with other components. In AmI systems, however, we must consider
that each component has a basic capability. We could then organize some of these
capabilities to construct new functions. Parts of an AmI system originally installed
for one service could then be modified. Achieving such versatility in AmI sys-
tems requires appropriate software. Some requirements for software include being
updatable, highly available and able to work with new hardware. In order to effi-
ciently construct software for these systems, new development methods and tools
are needed.
• Technology of infrastructure: The lines of work outlined above are related to
the functionality of AmI systems (generating useful decisions for users). Further
consideration should also be given to other aspects linked with technologies associ-
ated with the infrastructure. AmI system infrastructure is mainly composed of sen-
sor devices seamlessly integrated in objects in the surrounding environment. For
example, in buildings, electrical appliances, furniture, urban furniture, etc. Once
installed, they are therefore difficult to access for replacement, reconfiguration, bat-
tery recharge and relocation. These features and functionality call for these devices
to be small, energy-self-sufficient and equipped with suitable communication capa-
bilities. The following actions are therefore required:
- Develop and manufacture devices, increasing production efficiency to reduce
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cost. This would broaden use, enabling these devices to be integrated in nu-
merous objects in the environment.
- Promote technologies that provide energy efficiency. This requires developing
batteries that can be adapted to small devices and that can store and retain a
maximum charge for their size when not in use. Other systems integrated in
devices (communication, control, etc.) must be designed to support intrinsic
energy constraints. In this field, development of low-energy processors is vital.
In addition to aspects of device manufacture, we can also focus on energy
resource optimization by means of techniques associated with the operation
of these networks. For example, techniques for on-off devices (alternating
operation and quiescence) and redundancy (replacing a device with a depleted
battery for another nearby). It is also necessary to research other sources of
energy (e.g. green) that comply with the size, computation and communication
requirements of AmI systems and their components.
- Research short-range low-power wireless communication (i.e. by reducing en-
ergy consumption). For example, communication techniques such as ultra-
wideband (UWB) and near field communication (NFC) can be explored.
1.2 Thesis objectives
This thesis aims at advancing on the design and development of novel AmI systems in
three main research lines:
• The development of AmI systems to enable novel applications. In particular, de-
velopment of intelligence environments applied to sports and platforms for natural
ambients protection. Chapter 2 and Chapter 4 respectively, present the architectures
of these systems.
The aim of the AmI system applied to sports is to assist athletes with their train-
ing. To that end, we developed a system composed of a wireless sensor network
(WSN) over a cross-country circuit and mobile sensors worn by users to monitor
their biometrics (see Chapter 2 and Chapter 3).
Furthermore, for the protection of natural environments, we propose a system com-
prising a network of acoustic sensors whose aim is to locate gunshots to detect
poaching. As with the previous case, a network of sensors must be deployed. In
this case, aspects such as network deployment and synchronization are particularly
important. Chapter 4 addresses these challenges.
• Decisionmaking in AmI systems. Decisions will be based on information supplied
by several elements within the system (WSN, user terminals, etc.). Specifically, our
study focuses on the two AmI environments outlined in the previous point:
(a) In the training system: The objective is to select in real-time training routines
that have been personalized for each athlete. Until now, training systems have
been incomplete because they only provided useful data at a later stage, that
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is, once the training session was over. Furthermore, the monitored data was
incomplete: only some biometric parameters of the athlete were recorded and
environmental parameters were usually disregarded. In our study, both prob-
lems are addressed by using suitable decision-making systems. Chapter 3
discusses this topic.
(b) In the natural environment protection system: The aim is the early detection
and location of gunshots. Poachers are chiefly arrested after they have repeat-
edly committed the offense (several times). It is therefore vital that offenders
are caught just after collecting the game. In order to do this, the gunshot and
its location must be detected as soon as possible. This poses a challenge be-
cause of the characteristics of the hunting scenario: the existence of obstacles,
lack of visibility (even from a watchtower), size of the surveillance area (it
could be a national park) and the difficulty of installing any kind of custom-
ary surveillance system (e.g. around the perimeter). In this study, we propose
collecting time marks in order to locate its origin. For that purpose, we de-
vise a plan to deploy a WSN and develop a novel energy-efficient mechanism
that will enable all the nodes to be synchronized. Chapter 4 describes these
mechanisms.
• Optimal node placement. As indicated previously, decision making depends on
the quality and quantity of the available data. Improving quality of the data di-
rectly leads to better decisions in AmI environments. Planning deployment requires
bearing several, occasionally conflicting, objectives in mind. Namely, improving
connectivity and network coverage (understood as quantity and quality of the data
captured) are two of the main interests. In a real scenario the importance of the cap-
tured data is not distributed uniformly over the deployment surface. Important areas
must be covered, but it could be also necessary to deploy nodes in areas without in-
terest to connect the network. This compromise between coverage and connectivity
becomes even more complex if the number of nodes available is restricted. In this
thesis, we examine two types of network deployment:
(a) Deterministic. During planning, it is possible to select the exact operating po-
sition for each of the nodes of the network (discussed in Chapter 4).
(b) Random. In this case, there is uncertainty about the final position position
of the network nodes. These deployments are even more challenging than
deterministic ones (discussed in Chapter 5).
1.3 Background
This section introduces the precedent works related to AmI applications, decision-making
and deployment methodologies. The objective is to situate the innovations carried out in
this thesis. First, the Section 1.3.1 inspect some previous works on sport training systems;
the compiled works are scarce because of the novelty of this kind of AmI systems, espe-
cially when considering outdoor scenarios. Second, the Section 1.3.2 discusses some sta-
tistical and numerical analysis methods employed as decision-making techniques. These
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techniques are used later to manage the future evolution of athletes in Chapter 3. Besides,
Section 1.3.3 enumerates some node deployment optimization problems. Mosts of these
studies consider the improvement of network coverage sensing and node connectivity. Fi-
nally, Section 1.3.4 includes the related works on sensing and locating acoustic sources,
which are related to the natural environments protection system developed in Section 4.3.
1.3.1 Sport oriented training systems
The use of wearable computing is, nowadays, common in athletes’ training. As described
in [PSLB08], the use of chronometers, photocells, contact platforms, microphones, photo
or video cameras, magnetic resonance and X-rays machines, movement sensors and, in
summary, every sensing device for physical or chemical parameters, is nowadays common
in athletes’ training. Many of these devices are not exclusive for elite athletes, but avail-
able to the general public (e.g. heart rate monitors). They are used for training monitoring,
by athletes themselves or by their coaches, to improve physical performance. In fact, the
widespread use of commodity hardware (e.g. the Apple’s iPhone) has also lowered the
barrier to create training sports mobile applications [SLF+08].
To some extent, the availability of these devices is just the first step towards the appear-
ance of contextual services and AmI environments. Now, sport monitoring systems intro-
duced real-time data collection, as well as user localization. Communications capabilities
are provided by standard wireless network protocols (IEEE 802.11, Bluetooth/Wibree,
Zigbee, etc.). Either these networks or specific ones, (UWB, RFID, GPS, etc.) may
support location [MFA07]. Future developments will aim at expanding the range of mon-
itored data (environmental conditions, detailed user data), and, to provide useful actions
and information based on them. WSNs [AJK07] represent one of the enabling technolo-
gies for that evolution.
Several context-aware applications for athletes training have already been introduced.
The focus of these works is on collecting data related to specific applications. However,
these data are not used directly to obtain real-time feedback, but they are externally ana-
lyzed by human experts. Next, works belonging to this group are described.
A system to supervise elite sports training is proposed in [BK06]. Their work shows
how sensors expand available data to study exercise execution. Three use cases are con-
sidered: table tennis, biathlon and rowing. In the case of table tennis, the system detects
impacts of the ball on the table, computing their positions by means of vibration triangu-
lation, to display throw accuracy. In the biathlon case, a laser positioning system analyzes
the motion of the rifle barrel before and after the shot. Finally, in the rowing case, the
system calculates the effort that is applied to the oar.
In MarathonNet [PLB+06] a WSN monitors runners in marathon events. Sensors on
runners collect data about heart rate, time and location. These data are sent via base
stations along the track to a central database, where they are analyzed off-line. Base
stations can communicate with the central database by means of GPRS, WLAN, or a
wired network link. In the system developed in this thesis, the sensor nodes have similar
functionality, but they also act as information routers.
The system in [MS05] assists professional skiers. Using accelerometers and force-
sensing resistors, skiers can obtain data about their movements and visualize them, along
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with video footage, once the exercise has finished.
SESAME [Hai06] proposes the combination of two data sources, video and sensed
parameters, to improve the performance of novice and elite athletes. Major competi-
tions, like the Olympic games, typically pioneer the adoption of new technologies. As an
example, in [Chi05], the author introduces the SensorHogu systems, which embeds piezo-
electric force sensors on body protectors, to recognize valid scoring kicks in Taekwondo.
The commercial product Team2Pro [Pol11] allows to record and study fitness data in real
time for up to 28 players.
None of the previous works consider real-time feed-back. In other words, the human
expert (e.g. the coach) carries this task. Some systems aim at simplifying this manual
task are presented in [JTN+, LLJ08, LJTL08]. They describe a system which monitors
dynamic data from cyclists and their bicycles and provides automatic real-time feedback.
For instance, the system can advise the group to change the formation, split, or to increase
or decrease the speed. In [JTN+] decisions consist of simple rules based on thresholds
on monitored variables, whereas in [LLJ08, LJTL08] emphasis is put on the control al-
gorithm taking into account the heart rate (HR) of the cyclist, the headwind, and other
parameters.
Reference [SB08] introduces a sensor system which provides immediate feedback to
alert users about incorrect movements and body positions in snowboarding. The proto-
type uses sensors attached to the human body and inserted into the boots. The system
detects body position (e.g. knee bending) and calculates deviations from positions previ-
ously captured from experienced subjects. However, this development is unaware of the
surrounding environment (e.g. slopes) to improve decisions.
Paper [AB08] presents a score system for golf swing motion. The golfer body motion
is captured by a wireless network of inertial sensors which extracts snapshots of the ori-
entation data of the user body in the golf swing. The orientation information is compared
with correct motion rules, and a score of the exercise is computed.
Reference [GLGJ09] also develops a feedback system based on sensors which capture
the movements of a golf swing. The swing motion is preprocessed locally and sent to a
base station, e.g. a PDA, for further analysis. This system does not consider environment
conditions and, thus, does not incorporate devices embedded in the environment. The
quality of the swing motion is expressed as the amount of deviations from the target line,
and is computed by linear discriminant analysis.
Finally, there are also a great deal of works that utilizes dynamic programming (DP)
[BD62]. This method results specially useful in predicting future evolution of complex
systems which involve several statistical variables. Dynamic programming techniques
have been applied in many areas such as economics, medicine or artificial intelligence,
which included some developments in sports. In [Cla88] the authors calculate at any
stage of the innings the optimal scoring rate, including an estimate of the total number of
runs to be scored and the chance of winning in an one-day game. The results obtained
help to study optimal batting tactics (e.g., the best run rate at any stage of the innings).
Optimization problems in outdoor sports like competition glider flying and sailboat
racing are challenging due to uncertain environmental conditions. The pilot must take a
continuous series of strategic decisions, with imperfect information about the conditions
he will encounter along the course and later in the day. In a competition, these decisions
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seek to maximize cross-country speed, and hence the final score in the contest; even in
noncompeting flying the pilot must fly fast enough to complete the chosen course before
the end of the day. The work in [AT04] addresses the problem of uncertain future atmo-
spheric conditions by constructing a nonlinear Hamilton-Jacobi-Bellman equation for the
optimal flight speed, with a free boundary describing the climb/cruise decision.
None of the above works provide real-time feedback to the athletes. Previous works
use information of the athletes or in some cases from their close environment. AmI allows
to expand the environmental characterization to include data from the whole training field.
Including this information improves the quality of decisions in some sports (e.g. running)
as we demonstrate in Chapter 3. As it is showed in the next section, the intelligent part of
AmI sport oriented environment, developed in this thesis, aims at estimating future athlete
performance, rather than only determine the current quality of the exercise. Therefore,
feedback assists athletes in order to maintain their target activity, instead of modifying it
when it is not correct. Another specific characteristic of the prototype presented in this
thesis is that, during the training, it evaluates if the decisions were correct and incorporates
this information to improve further feedback (see Chapter 3).
1.3.2 Decision making techniques
This section introduces the supervised learning techniques that we have used in this thesis
(Chapter 3):
1.3.2.1 An introduction to machine learning
Generally speaking, learning is considered to be a natural skill, leading to a kind of adap-
tation to the environment. Engineering problems frequently uncover the need for some
kind of adaptation for a correct functionality in the environment in which machines must
operate. More specifically, programs must be created that are capable of generalizing be-
haviors based on unstructured information supplied by way of examples. It is therefore a
process of knowledge induction. This task requires a set of measures or examples asso-
ciated with the process that needs modeling. This kind of learning, known as inductive
learning, becomes learning by example, which is fundamentally a problem of function
approximation about which only a set of points is known.
There are two basic methods. The first, known as unsupervised learning, where the
entire modeling process is carried out on a set of examples only composed of input data.
There is no information about the categories of these examples.
The second type of learning, known as supervised learning, is based on a set of train-
ing data (input) for which we observe a series of results (output) for a group of objects
(such as persons). These data are used to construct a prediction or apprentice model that
will forecast the results that will be obtained for a new object. The quality of the appren-
tice is determined by the accuracy of these results.
This learning process is undertaken through training monitored by an external agent
(supervisor, master), which determines the response that should be generated by the net-
work from specific input. The supervisor checks the output generated by the system and,
1.3. Background 11
in the event of it not coinciding with the expected result, will proceed to modify the struc-
ture of the decision method.
Three ways of implementation are usually distinguished for supervised learning:
1. Learning by error correction: it consists of adjusting the weights of the network
connections depending on the difference between the desired values and those given
in the output.
2. Learning by reinforcement: this kind of learning is slower than the former and is
based on the idea of not being in possession of a complete example of the desired
behavior; that is, of not indicating during training the exact output desired of the
network in the face of specific input. Here the role of the supervisor is limited to
indicating by means of a reinforcement signal whether the output obtained in the
network meets that desired (success = +1 = −1). Depending on that outcome, the
weights are adjusted according to a probability mechanism.
3. Stochastic learning: this basically consists in making random changes to the val-
ues of the weights and evaluating their effect on the desired object and probability
distributions. A network that uses this type of learning is the Boltzman Machine
Network, created by Hinton, Ackley and Sejnowski in 1984, and the Cauchy Ma-
chine Network, developed by Szu in 1987, ([HSA84] and [SH87], respectively).
Supervised learning techniques make common use of cross-validation statistical meth-
ods for testing. Next we explain validation methodology and supervised learning tech-
niques used in this thesis:
• k-Nearest-Neighbors, and
• interpolation based on (m, s)-splines.
We deserve a separate section to dynamic programming techniques which is also studied
for decision-making in AmI.
Validation Cross-validation is the statistical practice of splitting a data sample into sub-
sets so that analysis is initially undertaken in one of them. The other subsets are kept
for subsequent use for confirming and validating the initial analysis. This technique is
frequently used in Artificial Intelligence to validate models generated from a data set or a
sample.
Simple validation consists of dividing sample data into complementary sets, using one
of them to construct the model (training set) and the other to measure the error ratio of
the constructed model (test set).
Cross-validation applies ‘k’ folds to simple validation by dividing sample data in ‘k’
sets. A model will be constructed and evaluated at each iteration by using one of the sets
as a test set and the rest as a training set. In the end, by calculating the arithmetical mean
of the error ratios obtained, we will reach the error ratio for the final sample.
The objective of cross-validation consists in estimating the expected level of adjust-
ment of a model for a data set that bears no relation to the data used for training the model.
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Figure 1.2: An illustration of the k-NN classification method.
It can be used to estimate any quantitative measure of adjustment suitable for the data and
model. For example, let us suppose that we have a model with one or more unknown
parameters and a satisfactory model for the data set (training data). The adaptation or
optimization process involves adjusting the model to the training data in the best possible
way. If we take a sample of data validation, from the same population as the training data,
the model does not generally adjust to the validation data as it does to the the training data.
This is called overfitting and in all likelihood occurs when the size of the set of training
data is small or when the number of parameters in the model is big.
k-Nearest-Neighbors k-NN [FH89] is a supervised classification method used to esti-
mate the density function f(x/Cj) of input variables x for each class yj .
This classification method estimates the value of the probability density function or
directly the a posteriori probability that an x element may belong to class Cj , based on
information provided by the set of training samples. In the learning process no supposition
is made about the distribution of the predictor variables.
In pattern recognition, the k-NN algorithm is used as a method for classifying objects
(elements), based on training by examples within the space of the elements. That is, the
class of an object will be determined by the class of objects (neighbors) nearest its position
(see Figure 1.2).
• Training algorithm. Training examples are vectors in a multidimensional feature
space. Each example is described in terms of p attributes, considering q classes for
the classification. The values of the attributes in the i-th example (where 1 ≤ i ≤ n)
are represented by the p-dimensional vector xi = (x1i, x2i, . . . , xpi) ∈ X .
Space is partitioned in regions according to the locations and labels of training
examples. A point in space is assigned to class C if this is the most common class






The training phase of the algorithm consists in storing the characteristic vectors and
labels of the classes of training examples. In the classification phase, evaluation
of the example (whose class is unknown) is represented by a vector in the feature
space. The distance between the stored vectors and the new vector is calculated,
and the closest ‘k’ examples are selected. The new example is classified with the
most common class of the chosen vectors.
This method assumes that nearest neighbors give us a better classification and is un-
dertaken by using all the attributes. The problem with this assumption is that many
irrelevant attributes may dominate the classification: e.g. two relevant attributes
would lose weight among twenty irrelevant ones [FHT01].
To correct this possible bias, a weight can be assigned to the distances of each
attribute, thus giving more importance to the more relevant attributes. Another
possibility is to attempt to determine or adjust the weights with known training
examples. Finally, before assigning weights, it is advisable to identify and eliminate
attributes considered to be irrelevant.
• Classification algorithm. If we select x⋆ to be classified, V = {x1, . . . , xk} being






where δ(a, b) = 1 if a = b, and 0 in any other case.
The fˆ(x⋆) value returned by the algorithm as an estimator of f(x⋆) is only the most
common value of f between the k nearest neighbors to x⋆. If we choose k = 1,
then the nearest neighbor to x⋆ determines its value.
• k selection. The best choice of k essentially depends on the data. Larger values of k
make the algorithm less sensitive to noise [CD07, MRS08] on the classification, but
make boundaries between classes less distinct. A good k can be selected through
optimization. The special case in which the class is preselected to be the closest
class to the training example (when k = 1) is termed nearest neighbor algorithm
[FHT01].
The accuracy of this algorithm can be severely degraded by the presence of noise or
irrelevant features, or if the feature scales are not consistent with what is considered
important. Considerable research effort has gone into selecting and scaling features
to improve classification. An approach is to scale features according to the mutual
information of the training data with the training classes.
• Closest neighbors with a weighted distance. The contribution of each neighbor
can be weighted according to its distance from x⋆, the example being classified, by
14 Chapter 1. Introduction
assigning more weight to nearest neighbors [FHT01]. For example, we can weight






where wi ≡ 1d(x⋆,xi)2 .
In this way, there is no risk of allowing all the training examples to contribute to
the classification of x⋆, since their distance prevents them from having associated
weight. The disadvantage of considering all the examples is the slow response. It is
advisable to use a local method which considers all the nearest neighbors.
This improvement is highly effective for many practical problems. It is robust
against data noise and sufficiently effective for large data sets. By taking weighted
averages of the k nearest neighbors, the algorithm can prevent the impact of exam-
ples with isolated noise.
Splines of (m, s) order Numerical approximation techniques based on splines are ex-
tensively applied in engineering areas such as signal processing [Uns99] and surface
fitting area [LS86]. Among the different spline techniques, we selected (m, s)-splines
[LdSA89] for their favorable characteristics to our research: they allow to face multi-
variable problems, the problem domain is not required to be a mesh grid (that is, data
used to compute the approximation function can be at any point in space), and the com-
putational load is low.
The theory of (m, s)-degree splines derives from the study of the semi-Hilbert space
of functions,Xm,s, as is described in [LdSA89]. Let n ∈ N∗ be the number of dimensions
considered. Let m ∈ N∗ and s ∈ R be parameters such that (n/2 − m < s < n/2)
holds. Given a set of elements A ∈ Rn, and its corresponding values β ∈ R at those
locations, the goal is to determine a mapping σε as smooth as possible that approximates
the observed data. The problem can be formulated as the minimization of the penalized
sum of squares:
Jε(v) =
∣∣ρv − β|2 + ε∣∣ v|2m,s
where ε > 0, v ∈ Xm,s, and ρ is an operator defined as
ρv = (v(a))a∈A
Value ε
∣∣v|2m,s represents a smoothness penalty on function v. The semi-norm |v|m,s is
specifically defined in [LdSA89, LdSPPT01]. Then, the approximation spline of degree
(m, s) relative to A, β, and ε, is a function σε such that ∀v ∈ Xm,s, Jε (σε) ≤ Jε(v).
Considering Pm as the ring of real polynomials of n variables, x1, x2, . . . , xn, and degree
≤ m, namely {
p ∈ Pm, p(x) =
∑
α1+···+αn≤m



























Figure 1.3: Spline functions examples (m = 2, s = 1/2).
In [LdSA89] it is demonstrated that σε is unique and it can be obtained by solving the




a∈A λaK2m+2s−n(b− a) +
∑M
j=1Cjpj(b) = βb , ε > 0∑
a∈A λapj(a) = 0 , ∀j = 1, . . . ,M
where {pj, 1 ≤ j ≤M} is a space basis of Pm−1, M = dimPm−1, and λa, a ∈
A, λb, b ∈ A, and Cj, 1 ≤ j ≤ M are coefficients to be determined. The function
K2m+2s−n(x) is
K2m+2s−n(x) =
{ |x|2m+2s−n , if 2m+ 2s 6= 2l, l ∈ N∗
|x|2m+2s−n log|x| , if 2m+ 2s = 2l, l ∈ N∗





, if 2m+ 2s 6= 2l, l ∈ N∗
(2π)2m
C2








Therefore, approximation (m, s)-splines has a coefficient matrix whose diagonal is
εC∗. Moreover, selecting ε = 0 transforms the approximation function σ in an interpo-
lation function (no error is allowed at the known points). Figure 1.3 shows examples of
both surface approximation an interpolation from a sample data set.
1.3.2.2 Dynamic programming algorithms
Markov decision processes (MDP) allow us to expand the horizon of decision making.
We have decided to carry out a study of these methodologies based on the premise of not
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limiting the decision to be the best for the immediately subsequent action but to evaluate
the future costs of decision making.
Markov decision processes In the theory of probability in statistics, a Markov pro-
cess, named after the Russian mathematician Andrei Markov (b Ryazan, Russia, 1856;
d Petrograd, USSR, 1922), is a random phenomenon dependent upon time for which a
specific property is fulfilled: the Markov property. Commonly, a stochastic process with
the Markov property or without memory is one for which the conditional probability over
the present, future and past state of the system is independent.
Our objective is to design the operating rules of a system for best possible perfor-
mance. In the field of discrete events systems, this means that, at each stage of the sys-
tem, it is possible to act on a variable capable of influencing the future development of
the system, thus enabling a certain degree of control over performance. If the system
is modeled as a Markov chain, the control variable, generically called u, will determine
the probabilities of the transition matrix. We will therefore have a P (u) function, which
maps a transition matrix for each u value. After each transition, the value for u in the
new state must be decided. These systems are calledMarkov decision processes (MDPs).
In MDPs, states (or transitions) must be associated with a specific cost or benefit. The
problem addressed in an MDP is finding the best possible value of u (maximum benefit
or minimum cost) for each state of the system, which is called an optimal policy. The
greatest difficulty lies in optimizing both the expected performance in the state in which
we take the decision, as well as the expected performance in future states we will reach
as a result of the decision taken. The basis of the techniques that will enable us to find the
optimal policy is dynamic programming (DP).
Dynamic programming In this context, ‘optimizing’ is equivalent to selecting (finding)
the best solution from many possible alternatives. This optimization process can be seen
as a sequence of decisions that provide us with the correct solution. Bellman’s principle
of optimality is often met: given an optimal sequence of decisions, all ensuing decisions
will in turn be optimal. In this case it is still possible to continue taking basic decisions, in
the knowledge that the combination will continue to be optimal. However, it will then be
necessary to explore many sequences of decisions in order to reach the correct one, which
is where dynamic programming comes in. Contemplating a problem such as a sequence
of decisions is equivalent to dividing it into smaller subproblems, in principle more easily
resolvable.
The principle of optimality basically means that the minimum cost JN(x) forN stages
can be calculated by using the same recursion; that is, by beginning with the final cost
J0(x) and calculating the minimum cost in the absence of stage J1(x) (see Figure 1.4),
J1(x) = min
u
E[g(x, u) + J0(f(x, u))]
and so on and so forth, giving rise to the following recursive equation:
Jk(x) = min
u































Expected total cost from 1 stage to ﬁnish: J
1 
(x )
Expected total cost from 2 stages to ﬁnish: J
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Expected total cost from 3 stages to ﬁnish: J
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Expected total cost from N stages to ﬁnish: J
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(x )
Figure 1.4: Recurrence of last stages cost.
Chapter 3 applies DP algorithms for decision-making in AmI system oriented to sports
training.
1.3.3 Node placement strategies
This section collects related literature on network deployment focused on either determin-
istic or random scenarios. The problems addressed are related to both communications
connectivity and sensing coverage, which have been extensively investigated in the WSN
field. Most of the studies to date have aimed to optimize one or more key configuration
factors to improve tasks related to the network being analyzed. Problems of this type
were first introduced in [Gag92] and are denominated as blanket coverage. Blanket cov-
erage related problems understand the quality of the WSN as a coverage metric. Other
approaches (e.g. [AYY07, HLS+07]) have considered intrinsic or operative parameters,
such as extending network lifetime or improving data fidelity. Commonly, these studies
cope with node placement problems by means of optimizing some objective function. Op-
timization of deterministic deployments are surveyed in some works such as [YA08] and
[GD08].
Let us focus the attention, first, on structured or deterministic deployment, i.e. where
nodes can be installed in exact positions selected; second, a collection on related random
deployment (i.e., a priori the exact location of nodes is unknown) is presented.
1.3.3.1 Deterministic deployment
In [AYY07] the authors study the optimal positioning of WSN sink nodes under several
performance metrics, such as lifetime and responsiveness of data delivery. This work
studies two positioning techniques: static and dynamic. Static methods optimally place
the sink at network start up phase and do not change during the operation time. Never-
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theless, conditions may change during operation. For example, traffic load may change
producing an unbalance distribution among nodes or network resources may change due
to battery depletion. In these cases dynamic methods can propose a change of the sink
situation to improve the performance of the network.
Since sensors mainly consume energy in data transmissions there are some works
which try to extend lifetime by positioning nodes efficiently. In the paper [CCZ05] authors
study the effect of node density on network lifetime, considering the network operative
until the first node dies. They argue that deployment cost is proportional to the number
of sensors and define an optimization problem with the objective of identifying the least
number of sensors and their positions so that the network stays operational for the longest
time. A clustering algorithm is presented in [HLS+07] to minimize the global energy
consumption.
The work [DKK03] proposes a scenario in which a certain amount of data has to be
captured by the network. The data is non-uniformly distributed and the authors propose
a heuristic that relocates nodes in order to balance the load of data transmitted in zones
with greater density of data, and removes sensors in zones with less density of data. The
authors in [KSG08] propose a combinatorial optimization problem to maximize mutual
information.
The work [WXTH06] presents an optimization model to identify the sensor locations
that maximize the average probability of event detection per point. The search space is
limited to the positions represented by a grid. This work attempts to achieve maximum
importance, but restrict the positions of candidate sensors. The work [DC03] also limits
the space for possible node placements to a grid. The authors present an iterative heuristic
to achieve a given coverage goal using a minimum number of sensors. At each iteration,
a sensor is placed at the best grid point. The algorithm terminates when the coverage goal
is met, or when the bound on the sensor number is reached.
Finally, some recent works have included conditions to avoid isolated nodes in their
connectivity models [VACRBD+08, CDWX08, AY08, AABP11, ZBT+10]. A model de-
veloped in this thesis also includes a condition to avoid isolated nodes.
1.3.3.2 Random deployment
Random placement is a classic problem which was studied long ago for air warfare
[Lau57], yet it is still an active area of research. Many related works such as [Gil61,
AD08, IKD04, LT04] focus on the topology of ad-hoc networks, which are usually mod-
eled by means of random geometric graphs [PP03] (RGGs). In RGGs, vertices (i.e.
nodes) are connected by an edge (i.e. link) if distance between them is below some limit
(i.e. communication range). These works consider that in a network it is mandatory to
obtain the largest connected component, and they study the conditions under which the
percolation phenomenon occurs. This refers to the critical point in the average number of
connections per node for which most nodes belong to same component (giant component),
leading to a fully connected network.
Gilbert [Gil61] firstly studied this issue to find the critical density of a Poisson pro-
cess at which a network can provide long-distance multi-hop communications. Authors
of [AD08] analyze the degree of sensing coverage and connectivity of a WSN, assuming
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that sensors are deployed following a Poisson point distribution. They discuss how node
density affects network connectivity. The main finding of [AD08] was the establishment
of a relationship between coverage and connectivity for this kind of network deployment.
Percolation and random geometric graph theory are also utilized in [IKD04] to investigate
the density of nodes required to guarantee coverage and connectivity in an uniform de-
ployment of sensors. The authors present two incremental deployment algorithms which
try to improve the placement of sensors in a series of consecutive deployments. The work
[LT04] characterizes, by means of simulations, the fundamental coverage properties of
a WSN. All these works aim at selecting basic network properties such as node density,
communication range, and so forth, and their results are applicable to large scale non-
clustered networks. In our work we also investigate connectivity and coverage, but we
focus on clustered Gaussian deployments, rather than on uniform or Poisson point pro-
cesses. Gaussian clusters are the realistic models for airborne deployments. As will be
shown in the Chapter 5, unlike previous works, our aim is not to find conditions for per-
colation (full–connectivity of the network) but to maximize the sensing coverage of the
cluster (which may occur in a sub-critical connection regime).
Some other works have also considered random Gaussian positions for the nodes. For
example, reference [LRS09] considers a gridded area where a cell is considered to be
covered if a sensor falls inside this cell. Like our work, sensor position randomness is
modeled with a Gaussian distribution. The authors develop a deployment strategy such
that a certain degree of coverage is met and the total number of deployed nodes is mini-
mized. The results suggest that the best alternative for deployment is to aim the sensors
at the center of each cell. However, this work does not address the general connectiv-
ity problem in the network, and uses a simplified coverage model. Authors of [ZC03]
present two optimization algorithms which try to cover the vertices of a gridded surface
with the minimum number of sensors. Similarly to our work, they consider a Gaussian
model to describe non-deterministic placement but they do not consider the connectivity
of the network. The work [WXA08] introduces two algorithms for Gaussian deployments
which reduce the number of sensors while satisfying the required coverage and lifetime
conditions. The authors use results from uniform random deployments to develop the
connectivity model. As a drawback, their model can be applied only in scenarios of re-
duced dimensions with a high density of nodes. [IA04] investigates three functions to
distribute sensor nodes over a surface to determine their respective fault tolerance proper-
ties. The comparison is performed with Gaussian, Uniform, and R-random distributions.
In R-random distributions nodes are scattered uniformly with respect to radial and angu-
lar directions. Simulation results show that Gaussian and R-random placement strategies
outperform the uniform patterned strategy because they tend to concentrate more nodes
close to the sink. Besides, some recent studies [BJB08, XHTW10, BCR+11] have ana-
lyzed topologies formed by two-tier hierarchical clusters, which improve network lifetime
and cover large surfaces easily. All these works develop and analyze the performance
of different placement heuristics. By contrast, in our approach we develop an optimal
stochastic program from the network model which allows us to directly compute the best
cluster configurations. In Section 5.5 we show how our solution outperforms a reference
heuristic.
In addition, different works have also proposed optimization problems for placement
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problems, but they are more limited than our approach and do not focus on either random
Gaussian clusters or on joint sensing coverage maximization. For example, [KSG08] pro-
poses a combinatorial optimization problem to maximize mutual information. [WXTH06]
presents an optimization model to identify the sensor locations that maximize the average
probability of event detection per point. In this case, the search space is limited to the
positions represented by a grid. This work is similar to ours because it attempts to re-
trieve maximum importance, but in our study we do not restrict the positions of candidate
sensors.
Finally, most of the previous approaches do not analyze the impact of scenarios with
non-homogeneous importance. The paper [HT05] mentions this issue and proposes an al-
gorithm for covering important areas with more sensors. Research [PS04] provides a self-
deployment strategy for robots which autonomously move to better positions. Dhillon
et. al. Authors of [DCI02] discuss the inherent uncertainty of sensor readings and as-
sign a probability measure to sensor detections. These probabilities help to model terrain
effects. The authors also describe an algorithm for placing the sensors into a grid in or-
der to provide adequate coverage. [AABP10] introduces a multi-objective deployment
algorithm (MODA) which takes into consideration the following constraints: deployment
cost (number of sensors), event detection probability, connectivity, and energy consump-
tion. The proposed algorithm minimizes energy consumption and the number of sensors
required to accomplish coverage goal. Similarly to our paper, the deployment scenario
has non-homogeneous sensing requirements. The authors of [DKK03] propose a scenario
in which a certain amount of data has to be captured by the network. The data is non-
uniformly distributed and the authors propose a heuristic that relocates nodes in order to
balance the load of data transmitted from zones with greater density of data, and removes
sensors in zones with less density of data. The paper [IKD04] modeled coverage with a
weighting function, which assigns a reward to each point covered that is inversely pro-
portional to the distance from the sensor. Sensor positions that are likely to increase the
total weight are preferred. None of these works address the placement problem from the
perspective of optimizing clustered Gaussian networks.
Summarizing, previous works in random deployments have largely ignored both the
clustered nature of WSNs and the non-homogeneous distribution of importance. This the-
sis is the first to develop an integrated model comprising coverage and network connectiv-
ity of Gaussian clusters. Chapter 5 describe our optimization problem from a theoretical
perspective and provides analytical tools to solve it.
1.3.4 Location of acoustic sources
There exist some commercial solutions for acoustic signals detection (e.g., gunshot sound),
although they do not locate sound sources [Sil]. There also exist sound location tools for
the military, but they are too costly and they cannot be deployed in large numbers in
civilian applications [Def06].
Assuming a group of sensors has correctly detected the acoustic signal (e.g. by using
Gaussian mixture models (GMMs) [CER05] [RLA06]), its location results from the com-
bination of sensed data. A sensor only knows its own position and local time, an therefore
these measures must suffice to locate the source.
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In the literature there are several location estimators, such as triangulation [NN03] and
trilateration [DSO08] methods. In the triangulation schema, every sensor determines the
direction from which the acoustic event is detected, and then the location of that event
is calculated as the intersection of the detection directions. Nevertheless, determining
the direction of the acoustic event would make the hardware design too complex and
costly, and the solution would be highly sensitive to terrain shape. A trilateration schema
determines the location of the event from the distance between the source of the acoustic
event and a fixed sensor. These distances can be obtained if the generation time of the
event is known. However, sometimes, only the detection time is available to the nodes.
A directly observable acoustic signal between a couple of microphones is the time dif-
ference of arrival (TDoA) [KW07, HB04, Kri05]. The TDoA technique exploits the re-
lationship between distance and transmission time when the propagation speed is known.
Once the time delays are calculated, they are processed in order to estimate the location
of the source [BAS97, VGT+07, CYE+03].
The hyperbolic location method [Pat05] consists in the minimization of an error mea-
sure that is a nonlinear function of the potential source location. This approach is scalable,
since location accuracy increases with the number of nodes that detect the gunshot (see
Section 4.3.5). Its domain can be a plane or a three-dimensional space.
1.4 Thesis structure and contributions
The rest of this thesis is organized as follows:
• Chapter 2 introduces the system architecture and the implementation of an ambi-
ent intelligence assistant for sports field. The network infrastructure and protocol
adaptation for correct system operation are described in depth. Results of Chapter 2
have been published on the paper [VALMGC+10].
• Chapter 3 studies two broad types of decision-making procedures in order to con-
trol athlete behavior: (i) optimal classifiers, and (ii) dynamic programming. In the
former part we analyze splines of (m, s) order and k-Nearest-Neighbors (k-NN).
With these two methods we investigate the problem of selecting the best train-
ing decisions for the next stage. With the dynamic programming approach we
consider the optimal decision for the whole training period. Adaptation of these
three decision methodologies to our training AmI system is new. Moreover, the
application of (m, s) splines to human biometrics classification problems is also a
novel contribution. Study of the influence of environment variables (e.g. temper-
ature) in decision-making process is new as well. This chapter is based on papers
[LMVA09, VALMGC+10, LMVAGCn+10, VALMAGH11, VALMA+12].
• In Chapter 4 we solve two deterministic deployment problem. In these studies a
non-homogeneous importance over the target area is considered. This models more
precisely a real deployment scenario in an AmI environment. This feature of the
models is a novel contribution, not previously addressed in the related works as dis-
cussed in Section 1.3. Besides, the goal of both models is to find the placement max-
imizing the captured importance, while addressing specific problem constraints.
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On the one hand, the first model establishes connectivity constraints. Namely, to
avoid isolated nodes (since their information is then lost). This first model can be
used in any AmI outdoor placement problem due to its generality. It is solved by
means of an adaptation of the ant colony optimization (ACO)metaheuristic applied
to continuous domains. This part of the Chapter 4 is based on papers [LMVA12a,
LMVA12b]
On the other hand, the objective of the model is also to minimize the installation
cost of the network. Since both goals, maximizing the importance captured and
minimizing the installation costs, are contrary, the solution is expressed as a Pareto
frontier. This frontier is computed by means of a derivate-free descent method.
This approach is used specifically to determine the best position for the acoustic
sensors of the poaching AmI system. This part of the Chapter 4 is based on paper
[GCACM+09].
Finally, also in Chapter 4 the design and development of the AmI system for ambi-
ent control is carried out. It includes the components required to detect and locate
gunshots by means of an acoustic sensor network. A new algorithm is proposed
for time synchronization of nodes which is specifically suited for real-time applica-
tions. This part is based on paper [GCACM+09].
• The final part, Chapter 5 is devoted to discuss and solve the problem of random
clustered deployments. As in the previous deterministic problems the goal is max-
imizing the importance captured, subject to connectivity constraints. In this case,
the exact position for each node can not be deterministically set, but has a random
nature. The model assumes that clusters can be aimed to selected locations, and that
its dispersion can be controlled. Therefore the goal is to select both variables for
each cluster. Moreover, to cover large surfaces our model considers several clusters
per scenario. This problem is addressed by decomposing it in several steps, one per
cluster. Results of this chapter can be applied to any AmI network deployment of
random nature. This chapter is based on paper [VAPGLMA12].
• Finally, Chapter 6 summarizes the main results of this thesis and points out some
future research directions on the design and deployment of AmI systems.
Chapter2
AmI platform for sport scenarios
This chapter introduces the system architecture and implementation of an ambient intelli-
gence assistant for sport scenarios. The system is composed of a wireless sensor network
(WSN) deployed over an outdoor athletic circuit which may monitor ambient variables,
and by mobile elements worn by the users and which monitor their biometry, for example,
their heart rate (HR).
We discuss in depth the architecture of this AmI system, as well as the protocols
enabling data communication. Thus, we focus on the key aspects a designer of an AmI
system must make: hardware, communications protocols, network topology, elements
localization and so forth. This chapter therefore solves the sensing and acting parts of the
general AmI scheme presented in the introductory chapter. This architecture serves as the
basis for the decision-making procedures, which are addressed in the next chapter.
2.1 Introduction
As has been aforementioned in Chapter 1WSN processing capabilities are growing rapidly,
and they are getting increasingly embedded and seamlessly integrated in the physical
world. WSN-assisted environments can be sensitive and responsive to the presence of
people, allowing the development of Ambient Intelligence (AmI) services.
Among the activities where these technologies can be applied, sports may be one of
the most benefited. For instance, in outdoor sports such as cross country running and jog-
ging, practitioners commonly use wearable computing devices, which can provide useful
telemetry about runner biometrics and practice-related events [BKP+10]. Some of the
potentially useful data that can be captured by the system are the HR, track routes, speeds
and distances, and so forth. Often, the complexity of the data collected requires subse-
quent analysis by a human coach, sometimes with the aid of specific software.
In common training systems, the performance of the athletes is only evaluated at the
end of the training session, and sensed data are usually incomplete because generally only
human biometrics are analyzed. In consequence, it is not possible to make real-time de-
cisions during the training session, (e.g. to change the running pace or the track route)
allowing the athlete to better accomplish their training objectives under variable condi-
tions. Moreover, nowadays most training systems are limited because they do not take
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Figure 2.1: General vision of ambient intelligence aimed at sports.
into account the direct influence on athletes performance of the environmental conditions
(e.g. temperature or humidity).
This thesis pursues to construct a system able to provide personalized assistance to
athletes in their training. As shown in Figure 2.1, there are three driving aspects in this
project: athletes’ profile, environment, and computing and communications/decision tech-
nologies. Technology will provide adaptive coordination between the user and the envi-
ronment, adapting the behavior of the system as it responds to changes in the environment
or the user conditions, such as weather or athletes location. Since training conditions can
rapidly vary, the system will be expected to make real time decisions to meet the user
needs at their full potential. Thus, a decision engine, as well as efficient communications
and localization protocols, are two key areas in the development of this training system.
This chapter focuses on developing a prototype AmI system ready to perform test evalu-
ations, and leaves the analysis of decision engines and the validation experiments of the
prototype to next Chapter.
2.2 Outline of this chapter
The rest of this chapter is organized as follows. Section 2.3 discusses network design
alternatives and justify the chosen network architecture presented along this chapter. Sec-
tion 2.4 presents of the main infrastructure of the system and its functionality. Section 2.5
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provides insights into network operation by deciding topology, communication protocols
and data flows. Section 2.6 describes the hardware used in network implementation and
software adaptation (i.e., parameters tuning) for correct system operation.
2.3 Design preliminaries
Out goal is designing a general architecture to support athlete and environmental monitor-
ing, in order to provide real-time feedback for training improvement. The infrastructure
is mainly oriented towards open-field sports, such as running, cycling or skying. In these
scenarios, athlete performance depends not only on her/his physical conditions, but also
on terrain conditions (slope, temperature, wind, etc.). Environmental sensing is less crit-
ical for indoor sports and athlete sensing becomes highly specialized, as described in
Section 1.3.1. Therefore, our approach focus only on outdoor scenarios.
Two types of data sets are important to characterize user performance:
• A static set, which has information that does not change along training, from the
environment (e.g. terrain slopes, intrinsic exercise, pathway configuration, sensing
nodes position, etc.) and from the user (e.g. performance profile, age, skill, training
goals, etc.).
• A real-time set, with updated environment information (temperature, wind, visi-
bility, etc.) and athletes’ data (heart rate, body movement, elapsed training time,
etc.).
A control element processes these data and issues commands to direct user exercise.
Two approaches are possible for the implementation:
• A user-centric implementation, where the user equipment has the sensing devices
necessary to monitoring data from the environment and from the athlete. This ter-
minal is also in charge of taking the decisions to assist the athlete.
• A distributed approach, where different elements carry out different tasks. A WSN
performs environment monitoring, whereas the user equipment monitors the athlete.
Data processing is performed either by some external element or by a node of the
WSN.
It can be argued that commercial smart-phones may be used in a user-centric imple-
mentation, due to the their high computational capabilities (in fact, most methods evalu-
ated in this thesis for the decision engine requires a very low computational power, see
Chapter 3). The major drawback of smart-phones is their scarce sensing possibilities.
Usually, they do not have sensors to monitor environment (temperature, humidity, etc.).
Moreover, some environmental data are difficult to collect accurately by a mobile terminal
(e.g. wind speed).
However, some specific user terminal can be developed (as the one used in this project).
In this case, particular sensor devices can be included to monitor the environmental data
and the athlete. Though this approach is possible, only the data from the current position
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of the athlete is available, therefore limiting the effectiveness of the assistant. A solution
could consist of using the last available data for a position, if the environmental conditions
change slowly (e.g. temperature). But there will be uncertainty in the places not visited
by the athlete. If more than one athlete is training it is also possible to share environ-
mental data among users, transmitting these data to a server via a cellular or wireless link
connection.
The distributed approach combines static sensors with mobile ones, thus, enriching
the data available to make decisions. Nevertheless, the cost of deploying a WSN must be
considered. The overall costs of the equipments for the prototype deployed in the case
study (see Section 2.6) was around 5000 e. In a permanent installation, for example in a
stadium, this cost is negligible in comparison with the cost of the buildings. For a tem-
porary one, a clear requirement in the design is that the nodes auto-configure themselves
for any arbitrary topology, to minimize installation costs. As an estimation for the user-
centric approach, the cost of the user terminal developed in this project is around 1000
e.
In this thesis the distributed approach has been selected. The reason is twofold. First,
the goal of this prototype is focused more on developing and evaluating a suitable decision
engine, rather than on developing advanced user equipments. Second, the quality of the
data from the environment may affect the operation of the decision engine. In this case
the WSN provides accurate data to test our proposal.
Next section describes the architecture and protocols of the system.
2.4 Network components
Figure 2.2(a) shows a typical system deployment. It consists of the following elements:
• Infrastructure node (IN), which cover the training area. These nodes sense envi-
ronmental variables and relay data to/from the User Equipment or other INs to the
Control Node. Communication relies on a wireless link. In addition, IN nodes
also serve as an auxiliary network to perform athletes location in the training area.
An IN is composed by a processing unit, a wireless interface including directional
communication antennas, and a power supply. Directional antennas increase the
communication range between IN nodes, so that less nodes are necessary, thus re-
ducing network installation costs.
• User equipment (UE). This is the device carried by the user, which includes a wire-
less transceiver to communicate with the IN, and sensing elements to monitor ath-
lete physical parameters. The UE also includes one or more user interfaces (acous-
tic, visual, etc.) to deliver training orders. The UE has the same functional blocks
as an IN, but, as its weight and volume are constrained, internal antennas must be
used, with a low range since they are less directional. However, precise aiming is
not required for low directional antennas, and thus the UE is less obtrusive for the
physical activity.
• Control node (CN). It can be considered as a particular IN, which collects data from
all IN nodes and the UE, and analyzes them to assist user training. CN processing





















































Figure 2.2: Data flow of the sensed data, the localization information.















Figure 2.3: Data flow of the commands from the CN. Decision transmission.
requires access to the static information set, which is stored in databases or standard
files.
2.5 Network topology and communication protocols
The scenario described in the previous section is a WSN with fixed sensing elements
(IN) and mobile ones (UE). As in a typical WSN, energy constraints are demanding for
these elements, because they usually run unattended. Thus, power saving is a mandatory
requisite of protocol design.
In order to reduce the burden of protocol signaling, it is assumed that the IN nodes are
arranged in a tree topology (data flows from the CN to the INs, and vice versa, suggesting
also a topology of this type with the CN as the root). This topology simplifies routing
task and can be easily computed at network startup (and updated periodically). Several
protocols have been proposed for this task (e.g. level discovery protocol (LDP) [GFJ+09]).
We implemented a simple version of this protocol that updates topology every hour, using
the CN as the coordinator and the root node of the tree.
Notice that communication ranges differ between IN-IN and IN-UE links, since UE
antennas are less directional than IN ones, creating shadow areas, where UE can not
communicate with the WSN. This effect has been taken into account in the design of data
communication and location protocols, which are described next.
The MAC protocol used is a variation of B-MAC [PHC04]. B-MAC provides unicast
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and broadcast transmissions. B-MAC is focused on energy consumption minimization,
which is mandatory in a real WSN deployment. Unicast transmissions include an auto-
matic repeat request (ARQ) mechanism that guarantees packet delivery in case of wrong
packet transmissions. Notice that transmissions between INs and UEs in shadow areas are
automatically corrected by ARQ.
The position of the INs must be selected to guarantee network connectivity. For
network planning purposes, there exist some specialized tools, but they usually ignore
practice-related considerations (for instance, if wind sensing is interesting, some INs in
open ground positions are desirable). An optimization method to determine the best sites,
while guaranteeing connectivity is described in [VACRBD+08]. Moreover, the procedure
described in Chapter 4 can be also used for this task.
2.5.1 Data exchange
Figures 2.4(a) and 2.4(b) show the state diagram of the UE and the IN, respectively. Data
is captured by the INs and UEs periodically (every TIN_Data and TUE_Data seconds re-
spectively). Once the data are collected, the INs send them to their parent nodes (see
Figure 2.2(a)), which backward them again until they eventually reach the CN. To reduce
communication cost, the UE processes data internally to compute their moving averages
and standard deviations. The resulting packets with those statistics are delivered to the
CN via the INs when the UE responds to a location update query.
The CN issues orders for specific UEs by means of command packets (Figure 2.3(a)).
These commands are delivered when the athlete must undertake some action, such as
selecting another track. The CN delivers the order by transmitting the command to a
specific IN, which, in turn, handles its transmission to the UE. The specific IN is selected
according to the UE position and its movement direction. Both informations are provided
by the location procedure.
2.5.2 Location procedure
The network also determines athletes location. Figure 2.2(b) illustrates this process. It
operates as follows: the CN periodically starts a search sending a location request mes-
sage, including the identity of the nodes it looks for, or a special value indicating that all
nodes must respond. Immediately, the INs forward this query to all their leaf nodes using
broadcast packets. If one or more of the sought nodes receive this packet, they answer to
the IN with a unicast packet, which also includes the last athlete statistics. Then, the IN
backwards the packet to the CN. Each IN retransmits the broadcast query packet every
TQUERY seconds for NQUERY times, since the broadcast packet can be lost if the athlete
lies temporary in a shadow area (broadcast messages are not protected by ARQ). Finally,
the CN receives the information of all the INs which detected the searched node. The
athlete movement direction may also be computed by the CN from the previous location
records.


















































(b) State machine of User Equipment
Figure 2.4: State machine diagrams.
2.6 Implementation
A prototype based on the architecture described in the previous section has been imple-
mented using standard WSN hardware (MICAz and Imote2 motes from Crossbow Tech-
nology [Croa]). This prototype has been tested in a cross-country running application
(described in Section 2.7). Nevertheless, it can be easily adapted to other sport activities,
such as cycling, walking, etc. In the following paragraphs the implementation of each
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Figure 2.5: Deployed hardware.
2.6.1 IN implementation
Each IN requires sensing, processing, and communicating capabilities, as stated in Sec-
tion 2.3. We selected the MICAz mote [Crod], based on the CC2420 chip [Tex], as the
IN core. It works in the 2.4 GHz band, and it is compliant with the low power Zig-
bee/IEEE 802.15.4 [zig] physical interface. MICAz software relies on the open source
event-oriented TinyOS operating system [GFJ+09], which is a reliable platform for ad-
hoc protocol programming.
Environmental sensing is carried out by a MTS400 sensor board [Croe], designed for
Crossbow motes, which measures light, temperature, humidity, and barometric pressure,
although in our testbeds (Sections 3.2.2, 3.2.3.1 and 3.3.2 we only activated temperature
sensing.
In addition, each MICAz is equipped with two panel antennas (a 2.4 GHz Stella Do-
radus 24-8080 planar antenna [Ste]) to increase communication range. The reason is
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twofold: (i) to cope with radio propagation issues (caused by natural obstacles like knolls,
woodlands, etc.) which may worsen communication among INs; and (ii) to increase com-
munication range between the stations, allowing a lower density of INs, and therefore,
reducing installation and operation costs. In actual deployments, it was verified that com-
munication range may reach up to 180 meters, although the INs were installed with a
maximal distance of 150 meters in between, as a security margin and to increase the pre-
cision of the location algorithm. Notice that, with the default antennas that are embedded
in the MICAz motes, the typical range is less than 100 meters.
Figure 2.5(a) shows a picture of two IN in a running track 2.5(d).
2.6.2 CN implementation
The CN can be considered a special IN, because it has the same sensing and data trans-
mission capabilities. Moreover, the CN also implements the intelligence of the system: it
issues commands to the network and to the users in order to fulfill training goals. Its de-
cisions are transparent to the user, which only receives the training advice through his/her
UE. For instance, the decision engine may select the best path to achieve a target HR, or
the best to accomplish the closest with the whole session. Chapter 3 describe the goal and
the procedure to compute de decision.
The location of the CN in our network deployment is shown in Figures 2.5(a) and
2.5(d).
2.6.3 User equipment
As in the IN case, the UE combines sensing and communications functionalities. Nev-
ertheless, the UE is designed to sense human biometrics, instead of environmental pa-
rameters. Human biometrics variables usually change faster than environmental ones.
Therefore, sample frequencies must be higher. In addition, to avoid continuous packet
transmission, these samples are processed in the UE, and only their statistics are trans-
mitted. The UE also delivers training advices to the athlete. Thus, the UE is the interface
between the system and the user. In the implementation, audio feedback was used. How-
ever, audio messages for the user are not actually transmitted over the WSN. Instead, the
UE contains the different possible commands already stored in its flash memory (several
hundreds of voice commands can be stored in this 32 MB memory). The CN only sends
the identification of the message, and the UE reproduces this message. Audio feedback al-
lows users to receive complex commands, not just binary orders. Since only the message
identification is transmitted, the required bandwidth and energy to send the command is
minimal.
To perform these operations, the UE is composed by several modules, as shown in
Figures 2.5(b) and 2.5(c). The main module is the Crossbow Imote2 IPR2400 [Croc], a
wireless sensor network platform that can be expanded with extension boards to customize
the system to a specific application. Imote2 also includes an 802.15.4 radio (CC2420) with
a built-in 2.4 GHz antenna for IN-UE data communications. A IMB400 multimedia board
[Crob] is used with the Imote2, it includes an audio output to play the speech messages,








Table 2.1: Protocol parameter selection.
The IMB400 also has a CCD color camera and audio capture, which could be used in
future system applications.
For human biometrics sensing, an integrated pulse oximetry device (iPOD model
3211, from Nonin Medical company [Non11]) was used. This sensing device takes mea-
sures of heart rhythm and oxygen level with a low power consumption. The iPOD was
chosen due to its lightness, size, and easy integration in the UE (via a RS-232 interface).
A specific driver in TinyOS for connectivity and iPOD control was also developed. One
advantage of this device is that it automatically discards wrong samples of the HR, avoid-
ing HR sample errors (actually, iPOD returns an error code if the HR was not sensed). In
our experiments the rate of successful returned samples was usually higher than 90%. In
some experiments (e.g., if the user temporarily moves the iPOD) it drops, but since HR is
measured with a high sample frequency, enough data is always collected.
2.6.4 Protocol parameters selection
In order to tune protocol operation, different parameters and timers (introduced in Section
2.3) must be established. Some of them are related to the athlete activity (e.g. speed),
whereas others are related to environmental change rate (the sampling periods) in order
to limit message exchange to minimize the impact on energy consumption. The selection
of parameters is discussed next. Table 2.1 summarizes the parameters for the specific
examples of Sections 3.2.2, 3.2.3.1 and 3.3.2.
• TQUERY is the elapsed time between IN transmissions of location update requests. It
is related to the shadow time, TSHADOW , which an athlete may experience between
consecutive INs. The criterion was TQUERY = TSHADOW , since this guarantees
that, in the worst case, the number of lost packets is just one. Otherwise, for lower
values, more packets may be transmitted (and lost) while the user is in the shadow
area. For higher values, the delay of the communication between the IN and the UE
will increase.
To compute TSHADOW let us denote v as the average expected user speed, and
DSHADOW as the length of the shadow area. Then,
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Besides, DSHADOW can be computed as a function of IN antenna directivity gain
(GIN ), the directivity gain of the UE (GUE), IN output power (PIN ), UE output
power (PUE), and the distance between INs (D).














For a reference training speed of 15 km/h (4,16 m/s) and since in our testbedGIN =
11,15 dB, GUE = 1,41 dB, PIN = 0 dBm, PUE = 0 dBm, and D = 150 meters, then
TQUERY ≈ 13 s.
• NQUERY is the number of times that an IN tries to locate UEs nearby. It is config-








With the reference configuration, we select NQUERY = 3 (the actual value 2,77, but
the parameter is an integer, so it is rounded up).
• TCN is the elapsed time between two location procedures initiated by the CN. The
minimal interval corresponds to the expected time in IN range:




Higher values reduce energy consumption, at the expense of a lower location accuracy.
With the reference configuration, the minimal value should be TCN ≈ 36 s.
2.7 Prototype deployment
The prototype has been deployed in a open-area ready to perform cross-country training
experiments. This section focus on the network deployment configuration; the decision
part and the complete validation experiments are addressed in Chapter 3 of this thesis.
The selected area is located near Cartagena (Spain), and it is shown in Figure 2.6. It
consists of two interconnected loops (red and blue) with different hardness and environ-
mental conditions due to:
• Closeness to the sea in some areas of the circuit. For example, training by the coast
is characterized by constant winds.
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(a) Cross training circuit
(b) Deployed infrastructure
Figure 2.6: Aerial sights of the training circuit.
• Different terrain slopes, since part of the circuit is on a hill whose height is 97
meters over sea level, with some slopes of 14%.
• Shadow, depending on training hours and the trees along the circuit (as can be
observed in the red circuit in Figure 2.6(a)). It has influence on temperature.
• Different lengths: 1.1 and 0.9 kilometers for the red and blue tracks, respectively.
The red track is considered hard due to of its length and more pronounced slope. The
blue track is considered as easy. There are ten deployed INs in the difficult sector of the
training area and eight in the easy one, as shown in Figure 2.6(b). The CN is placed in the
junction of both loops. The network was configured with the protocol parameters that are
summarized in Table 2.1.
In the deployment, communication was extensively tested and performs well in all the
tests. The ARQ algorithm in the MAC layer cope with retransmission errors (mainly pro-
duced when the UEs were in a shadow area), and automatic retransmissions of broadcast
packets solves concerns with location protocol. Simultaneous test were carried out with
three runners, and protocols operation were again correct. In this case the CN order a
general location (all UEs must respond) in location request orders. The test were limited
to three users since this is the number of Imote2 available, but we expect similar perfor-
mance with a large number of users. However, additional test should be performed to
confirm this hypothesis.
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Besides, some parameters were measured in our test, as a reference of the protocol
operation: The round trip time of a message from the CN to a particular UE (or vice
versa) was less than 0.55 ms per hop for a packet length of 10 bytes including headers
(the length of a command packet). The average location delay was 5.73 s. (the procedure
may suffer temporary fading of the communications due to shadow areas). And, finally,
in the location procedure, an average number of 1.3 nodes detected each UE (note that
more than one node can receive replies from the same UE).
2.8 Summary
This chapter introduced the networking and architectonic aspects of our AmI system ori-
ented towards sports. Many of the design decisions are common to any AmI scenario,
and include topological and communication constraints. We implemented our system in
real devices, and it has been deployed in a prototype for monitoring runners on a cross
country circuit. Biometric data, as well as environmental measurements, take place in this
experimental test-bed, which has been used to develop suitable decision-making engines.
This latter part is discussed thoroughly in the next chapter.
Chapter3
Decision making in AmI sport
environments
The AmI system presented in the previous chapter represents a great technological ad-
vance in personal training systems: the user can be easily located in the training field,
her/his biometric variables and the changing environmental data are available in real-time
to monitor the training activity. Moreover, the AmI system allows for the delivery of
personalized detailed instructions to the athletes about how to proceed with the training
program. These decisions must be computed by an intelligent component (CN) of the
AmI prototype. The decision-making process receives as inputs the sensed data from the
environment as well as the athletes’ biometry. Based on these data the goal consists in
selecting the best tracks in the circuit to monitor the HR of the athlete within a given
interval.
This chapter analyzes a set of decision-making methodologies that have been applied
to this decision-making task. We study two broad types of decision-making procedures:
(i) optimal classifiers, and (ii) dynamic programming. The former is able to decide the
optimal decision for the next training stage, whereas the latter considers the optimization
problem globally, leading to the selection of suitable policies for the whole training period.
3.1 Problem characterization
Decision making is an inference process that requires the use of input data to compute the
necessary outcome. As it is depicted in the system approach of Figure 2.2, the input set
for the problem are the athlete biometry and the environmental conditions. For the sake
of simplicity, in our work we select as inputs the influence of temperature [BvSNP03] and
track hardness [KV88], and the real-time HR of the user. However, the methods developed
in this chapter may be easily expanded to include new input variables.
In our testbed, athletes train (we exclusively consider a running exercise) in a field
with track alternatives. Each track has a different hardness degree and the weather con-
ditions (temperature) may vary along the training. The goal is to select a suitable track
for the runner at each path junction, in order to fulfill an overall training program. In
the prototyped system the aim is at controlling the HR of the user. Different training HR
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Loop 1 2 3 4 5 6 7 8 9 10 11 12 13
Hardness WU E E E H E E H H E H H H
Table 3.1: Course profile of a training session.
ranges are possible (e.g. aerobic, weight control, etc.). Before training starts, athletes or
coaches select the desired HR profiles during exercise, e.g. “perform all tracks in fat-burn
HR range”. Henceforth, let us denote this kind of training as homogeneous, as it involves
a single HR ranges. On the other hand, if training involves different HR ranges, we will
call it heterogeneous (e.g. “perform half of the tracks in fat-burn regime and the other half
in cardio-training”).
As training conditions can rapidly vary, the system would be expected to make real-
time decisions to meet the athletes needs. Therefore, constant user and environmental
monitoring are a requirement. The WSN described in Chapter 2 is in charge of providing
these data in real-time.
This prototype has been validated in a real testbed deployment (see Section 2.7). Let
us recall that it consists of two interconnected loops (“easy” and “hard”) with different
hardness and environmental conditions due to the slope, length and the shadow at different
times of the day.
The knowledge base required by the decision engines was collected by repeating trials
of a training session in the previous circuit. The data recorded were the HR (measured
in beats per minute), together with the temperature (“high” if average temperature in the
track is over 25 Celsius degrees or “low” for lower ones). Each session comprised the
following loops/stages:
1. There was an initial warm-up period (WU). During it the athlete trains in the easy
sector of the circuit. The data from this sector is discarded.
2. Each training session consists of 12 loops in the circuit (after the warm up sector).
At each loop the athlete ran either in the hard or in the easy track. The order was the
same for all the sessions (Table 3.1), and it determined the course profile. Besides,
the ambient temperature was also monitored. The sessions were performed at the
same hour in different days.
Usually HR is divided in different intensity levels or classes according to the type of
training activity [HL+07, TIH+07]: The HR in each class is in a percentage range of the
HRmax recommended.
• VO2 MAX (Maximum effort): [90%,100%].
• Anaerobic (Hardcore training): [80%,90%].
• Aerobic (Cardio training/Endurance): [70%,80%].
• Weight Control (Fitness/Fat burn): [60%,70%].
• Moderate activity (Maintenance/Warm up): [50%,60%].




























Figure 3.1: Decision process scheme. At each decision instant the classifier compute for
every possible track selection its training profit, and then selects those with the maximal
one.
An accurate formula to compute the maximal HR [TMS01] for a healthy male person
it follows the relationship:
HRmax = 208− 0.7× age (3.1)
The HR will depend on several aspects such as athlete’s condition, elapsed training
time the hardness of the track, environmental conditions, and so forth. From these vari-
ables (features in decision-making terminology), the system must select a suitable output
(next track). Figure 3.1 depicts the general decision-making procedure.
However, the HR of a runner and, in turn, his/her performance, is difficult to character-
ize. Next we intend to show the difficulty of dealing with such a complex bio-parameter
as human HR can be and present some previous investigation efforts.
3.1.1 HR evaluation
The problem of evaluating the expected HR is complex. Analysis of HR dynamics by
methods based on chaos theory and nonlinear system theory have received attention re-
cently, due to observations that suggest that the mechanisms involved in cardiovascu-
lar regulation likely interact with each other nonlinearly [KFP+91, ASBG99, HMP03,
TCRB12]. Thus, characterizing HR and athlete performance is even more difficult. As
an example of its difficulty, Figure 3.2 shows results for three training sessions of an ath-
lete, which were performed as part of the experimental validation of methods presented
in Sections 3.2.2, 3.2.3.1 and 3.3.2. Most of HR samples taken belong to cardio-training
(CT) and fat-burn (FB) regimes. Figure 3.2(d) shows average HR evolution with training
stage; after a warm-up (WU) period follows several stages with two kinds of exercise en-
durance: hard (D) and easy (E). It is important to observe in Figure 3.2(d) how the same









































































































(d) Training sessions average
Figure 3.2: HR evolution in three training sessions.
part in different training sessions produces so different average HR values. This is be-
cause athletes psychology and physical condition have an important role in performance.
They can induce the athlete to increase physical activity, and, accordingly, HR in the easy
section of the course; or the athlete to rest in the same section, leading to activity and HR
decrease. For example, this is possibly the reason why session 3 ends several minutes
before sessions 1 and 2 do. Note as well that HR increases are not directly related to
hardness or temperature increases: e.g. the hardness increase from stage 7 to stage 8 (see
Figure 3.2(d)) produces a sudden HR drop.
There exist several numerical and statistical methods to determine the relationships
hidden in complex processes where many variables can be involved. These methods have
been utilized to predict physiological parameters, such as HR, systolic blood pressure, or
body temperature. Some possibilities are: support vector machines (SVMs) which have
been successfully applied to medical decision support. Reference [VCC99] describes
how to mine medical knowledge from time series of high-dimensional numerical data de-
scribing patients in intensive care. A SVM is used to learn how and when a drug dose
must change. Also, in [BJM04] it is proposed to improve the diagnosis of tuberculosis
infections by means of SVM image classification. Nevertheless, for sportsmen training
purposes, a SVM statistical method requires a huge amount of time series data of many
training sessions, in order to feed the knowledge base of each athlete appropriately. There-
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fore, this approach becomes impractical. Based on HR and 3D acceleration signals the
strategy in [YJ08] employs feed-forward neural networks (FFNN) to predict the next time
step in the HR sequence. The predicted HR follows the variance of the real HR, although
with noticeable differences in some cases. In [LJTL08] a dynamic heart rate prediction
model is also used by a predictive controller to optimize the cycling training.
Recently, the statistical tool k-Nearest-Neighbors (k-NN) is has been successfully
used as a classifier to predict a variety of heart diseases. For example, since there is a
direct relation between fluctuations of oxygen saturation in blood and variations in HR,
in [QMAHTG+09], the authors use the k-NN classification method to detect obstructive
sleep apnea. Also, in paper [AAA09] a pruned variation of a k-NN classifier is proposed
to recognize different types of arrhythmia beats. Numerical approximation techniques
based on splines are extensively applied in signal processing and surface fitting areas
[LS86, Uns99, LdSPPT01]. None of those techniques, k-NN or splines, has been applied
to ambient intelligence systems, and either splines to any classification problem. Sec-
tion 3.2 illustrates how those mathematical tools can be applied to sport training AmI
system.
3.1.2 Outline of this chapter
In the remainder of this chapter we analyze several decision-making methodologies uti-
lized to implement the intelligence (i.e. the track selection procedure) of our AmI training
system for outdoor sports. Three classification techniques have been investigated:
- k-Nearest-Neighbors (k-NN) [Bis06].
- Splines of (m, s) order [LdSA89].
- Dynamic programming (DP)
Whereas the two first classification techniques make decisions for a single-step hori-
zon, i.e. they look for the best track decision to fulfill only the next step in the training
program, the DP methodology allows to select a series of tracks which maximizes the
correct distribution of the HR intensity levels during the whole training period. This is a
multi-step decision-making process, since it is assumed that decision at step n will affect
HR at steps n + 1, n + 2, and so on. The latter classification method allows to design
heterogeneous training sessions (involving more than one HR range), rather than homo-
geneous ones allowed by single-step classifiers.
Next two sections, 3.2 and 3.3, describe the key ideas of single-step and multi-step
decision engines, respectively.
3.2 Single-step decision engines
3.2.1 Features and objective
The following features are considered in our decision engine implementation:
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• F1: Current track environmental temperature, which is considered to be divided
into two ranges: “high” (1) if average temperature in the track is over 25 Celsius
degrees or “low” (0) for lower ones.
• F2: Next track temperature: High (1) or low (0).
• F3: Current track hardness: Hard (1) or Easy (0) tracks.
• F4: Next track hardness: Hard (1) or Easy (0).
• F5: Average heart rate during the current track (in beats per minute, bpm).
• F6: Variance of the heart rate during the current track (in bpm2).
The goal of the single-step classification engines consist in maintaining the runners’
HR in a given target range. For our experiments, aerobic (cardio-training) was the selected
target.
3.2.2 Solving the decision-making process with (m, s)-splines
In this case, the decision engine implementation relies on (m, s)-splines technique intro-
duced in Section 1.3.2.1. Figure 3.3 depicts the decision process as described next. For
each user, a database contains a knowledge base (represented as the input table to the
“Spline function computation” box in Figure 3.3) with recorded sets of these variables
and the associated HR value) measured in the experiments. These values are used to con-
struct an interpolation function, which is evaluated for the current conditions, and returns
the expected HR. It should be noted that the decision engine behaves as a learning ma-
chine. This is possible because new sensed data (HR) is available at the end of a track
(e.g. at ti+1). Then, captured values are incorporated in the data-set, and can be used to
re-compute a new spline function. These feedback is represented with a dashed line in
Figure 3.3. The feedback improvement is evaluated in the Section 3.2.2.2.
For every possible next track, based on the input parameters (hardness, temperature,
etc.) the CN estimates the expected HR (“Spline evaluation box” in Figure 3.3) using
the technique of (m, s)-splines. Then, the CN selects the appropriate tracks with the
following rule:
• If the expected HR is in the target interval, the track is suitable.
• Otherwise, the track is classified as not suitable.
If there are several suitable tracks, the choice is random. If none is valid, the system
select the track with minimal difference between the expected HR and the mean value of
the target set.









































time instant (ti )
Next decision
time instant (ti+1)
















0 0 0 0 124.06 200.57 134.78
0 0 0 0 131.52 738.09 139.61
1 0 1 0 108.78 323.5 110.69
0 0 0 0 131.29 200.93 125.67
0 0 1 0 127.59 635.41 148.76
0 0 0 0 148.76 183.11 151.86
0 0 0 0 128.55 312.67 123.14
0 0 0 0 153.13 165.6 155.44
...
...
0 1 1 1 81.19 455.38 150.49
0 1 0 1 150.49 297.94 150.55
0 1 1 1 90.66 83.74 142.76
0 1 0 1 137.45 11.89 135.62
0 1 1 1 120.3 96.18 146.39
0 1 1 1 154.56 12.41 143.99
Table 3.2: Knowledge base data-set example.
3.2.2.1 Example of operation
As soon as the CN detects a UE in the IN before a track fork (decisions instants), it
executes the method described above. In this section we provide a detailed example of
the operation. The knowledge base is represented in the next table (which contains real
values obtained during validation of the case study):
Let us assume that a new track must be selected, that user is 35 years old and its
intended activity is “cardio training”. Then, the target HR is in the interval (129.5, 148)














0 0 0 0 140.08 24.36
1 0 0 0 140.08 24.36
Table 3.3: Input data points for the next training choice.
bpm. In addition, let us suppose that input data corresponds to values given in Table 3.3.
That is, there are two possible options, one difficult and one easy track, both with cold
temperature. Obviously, the current HR parameters of the athlete are the same. Then, the
interpolation function is computed. In this example, we set m = 3 and s = 1/2. The
interpolant of this example is:
148.36− 82.38x1 − 82.383x21+ << 73 >> +0.085(|0.+ x1|2 + |x2 − 1.|2
+ |x3 − 1.|2 + |x4 − 1.|2 + |x5 − 154.556|2 + |x6 − 12.414|2)1/2
−0.0135(|x1 + 0.|2 + |x2 − 1.|2 + |x3 + 0.|2 + |x4 − 1.|2
+ |x5 − 137.451|2 + |x6 − 11.887|)1/2
where the << 73 >> represents a short form expression of 73 remainder terms.
Next, the two input data sets are used to evaluate the computed interpolation function.
The results for the expected HR are HR=137.3 and HR=121.9, respectively. The first track
is classified as “Suitable”, and the second one as “Unsuitable”. The first track is selected
and the CN sends a command to the UE with the instruction of select this track.
3.2.2.2 Evaluating the decisions
The conformity of the classification method was measured by means of its degree of
discrepancy between the decision engine outcome and the following real HR. That is,
if after running in the selected track the average HR was not in the target interval, the
classification failed. Otherwise, it was correct. The ratio of successful test is measured
in our conformity tests. To perform these tests several samples (test points) were taken
out from the knowledge base: for the first runner it included a total of 119 HR values
with their associated input variable values, and 14 records were randomly chosen. For
the second athlete, with 110 records, 12 were randomly chosen. These records represent
11.8% and 10.9% of their respective knowledge bases. Then, the classification method
was applied and the success rate was measured. Table 3.4 summarizes the results of four
conformity tests for the two athletes. The results average the ratios of 30 experiments
selecting different test points.
Feedback and computational load. Tests performed with the decision engine show how
an increase in the number of records increases the quality of the decision. The algorithm
was tested selecting a random subset of 25% of the whole data set, than adding a second
random subset up to 50% of the whole data set, another one up to 75%, and finally with
the whole data set. Results for four random test are summarized in Table 3.5 for athlete-1
(for athlete-2 results are similar). Clearly, the percentage of valid decisions raise with
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Number of Test Ratio of valid decisions
records points Test 1 Test 2 Test 3 Test 4
athlete-1 119 11.80% 76.40% 76.30% 85.40% 72.40%
athlete-2 110 10.90% 75.30% 75.00% 75.60% 83.70%
Table 3.4: Conformity test results.
Test 1 Test 2
Number of records 28 55 83 110 28 55 83 110
Ratio of test points 10.7% 11.0% 10.8% 10.9% 14.3% 10.9% 12.1% 10.9%
Ratio of valid decisions 33.3% 50.0% 55.5% 83.3% 50,0% 83.3% 90.0% 91.7%
(m,s) (2,3/2) (5,3/2) (2,3/2) (3,1/2)
Memory used in bytes 322584 472384 676240 3142544 317638 472072 667968 1056224
Computing time in seconds 0.178 0.225 0.318 0.864 0.175 0.232 0.309 0.442
Test 3 Test 4
Number of records 28 55 83 110 28 55 83 110
Ratio of test points 10.7% 11.0% 10.8% 10.9% 14.3% 10.9% 12.1% 10.9%
Ratio of valid decisions 33.3% 50.0% 66.7% 83.3% 66.8% 83.3% 88.9% 100.0%
(m,s) (2,3/2) (2,3/2) (3,1/2)
Memory used in bytes 354208 525544 771688 1082816 322584 472088 676552 1056456
Computing time in seconds 0.205 0.307 0.456 0.661 0.180 0.202 0.301 0.419
Table 3.5: Conformity test and algorithm performance results for athlete-1.
the size of the data-set. Therefore, as decision engine has more records, accuracy in the
prediction increases.
In addition, the computing time and memory requirements for the spline computation
was measured (in a laptop computer with a 2 GHz Intel Core Duo CPU, and, 1 GB of
DDR2 SDRAM). Both parameters show a linearly dependent of the data set size. The
values obtained (≤ 0.5s in all tests, and, near 1 MB for every 100 records) allow to com-
pute interpolation function in real time, even, using a low end performance computer or a
smart-phone. Besides, evaluation time is less than 1 ms in all cases evaluated.
Environmental parameters influence. Finally, conformity tests were carried out without
environmental parameters to measure their influence in the decision. Two experiments
have been performed. In the first one, the information of the temperature (current and
future one) was discarded in the computation of the spline, as well as in its evaluations.
In the second one, both temperature and hardness (current and future one) was removed.
Results are summarized in Table 3.6, and show a clear reduction in the quality of the
classification method. In the case of athlete-1 result is disastrous, with success ratios
below 50%.
3.2.3 k-NN Classification
The k-NN method belongs to the category of Prototype Methods. It operates on the intu-
itive idea that close objects are more likely to be in the same category. Thus, k-NN pre-
dictions are based on a set of prototype examples that are used to predict new (or unseen)
data based on the majority vote (for classification tasks) and averaging (for regression)
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athlete-1
Number of Test Ratio of valid decisions
records points Test 1 Test 2 Test 3 Test 4
With environment vars. 110 10.90% 83.33% 91.67% 83.33% 100.00%
Without temperature 110 10.90% 66.67% 75.00% 66.67% 83.33%
Without environment vars. 110 10.90% 50.00% 41.67% 33.33% 33.33%
athlete-2
Number of Test Ratio of valid decisions
records points Test 1 Test 2 Test 3 Test 4
With environment vars. 119 11.80% 85.71% 85.71% 76.92% 85.71%
Without temperature 119 11.80% 78.57% 78.57% 61.54% 71.43%
Without environment vars. 119 11.80% 78.57% 71.43% 69.23% 64.29%
Table 3.6: Influence of environment variables on the percentage of valid decisions.
over a set of k-nearest prototypes.
The method operates as follow. Given a data set consisting of N pairs (p1, g1), . . . ,
(pN , gN)where p1 is the feature information vector and gi is the corresponding scalar class
label. Each of the N pairs is called prototype, or scenario, and, every data pi belongs to
the feature space of dimension P . In our experiment specification a feature space of
dimension 6 consisting of the previous features. Besides, two classes are possible (“In
range” or “Out of range”) corresponding to a track where the HR is in the objective range
or outside, respectively. Thus, given a query point p0, the classification problem consists
of finding the k training points p(r), r = 1,..., k closest in distance to p0, and then classify
it, (i.e. assign a class label) using majority vote among the k neighbors. If vote results in
a tie then it would be resolved at random. In our study, it is assumed that the features are
real-valued, and, Euclidean distance is used in the feature space:
d(i) = ‖p(i) − p0‖2 (3.2)
Besides, feature values must be scaled so that the arithmetic mean for each of them is
zero and its standard deviation is 1.
3.2.3.1 Adapting the method
Figure 3.4 shows operation of the decision engine. The input data is used in the distance
computing and majority selection blocks. At each decision instant (ti−1, ti, ...) the classi-
fier compounds L query points, one for each one of the L possible track alternatives, from
current environmental variables (temperature and track hardness) and from the athlete’s
HR statistics (which are calculated in the HR average and variance box in Figure 3.4
from HR samples). Then, for each query point, the distance computing block calculates
the distance from this query point to every point in the input data table, sorts them, counts
the label classes of the k closest neighbors, and assigns the most frequent class to the
query point.
Table 3.7 contains an input data sample extracted from our experiment. Class label 1
means “In range”, and, label 0 “Out of range”. Class “In range” corresponds with a track
were at least 50% of the HR samples are in the target range. Otherwise, it is considered
“Out of range”.

















































Figure 3.4: Decision engine functional scheme using k-NN classifier.
3.2.3.2 Tests results evaluation
Figure 3.5 shows the classification success ratio of the k-NN decision engine implemen-
tation for a range of k ∈ [1, 30]. These results are obtained using a data base of 86 points
(50% of “In range” class versus 50% of “Out of range” class), from the same athlete, that
were captured over a training period of 10 days. Query points were selected extracting at
random a 15% of these samples. A point is classified correctly if the real classification
(notice that this is already known) matches the outcome from the k-NN classification.
Besides, k-NN uses the remainder 85% points as the input data. In Figure 3.5 the average
success ratio is depicted with its corresponding confidence interval for a 90% confidence
level. It can be observed that the best results appears using a value of k = 10, with 70%
of success. This classification process was run using the same number of points for each
class. Other experiments were performed using a large number of samples with unbal-
anced classes (20% of “In range” class points versus 80% of “Out of range” class points),
but the ratio of success classifications were close to 50% (notice that a random classifi-
cation achieves this level). In addition, for another athlete, with few input registers (only
7 “In range” points) the outcome of the k-NN also resembles a random classification.
Therefore, we conclude that the method proposed required a balanced and large number
of points of both classes.
In addition, the influence of environmental data on the success ratio was measured.
Figure 3.5 shows the results if no environmental data (neither temperature nor track hard-
ness is used) and if no track hardness is used. As can be clearly seen, both results are
worse than the outcome if all the environmental data is used. We conclude that if deci-
sion is taken from only HR statistics, success percentage is 10% inferior in the considered
range of k. Surprisingly, for large values of k (k > 15) system classification ratio increases
if all environmental data is eliminated.















0 0 0 0 124.06 200.57 0
0 0 0 0 131.52 738.09 1
1 0 1 0 108.78 323.5 0
0 0 0 0 131.29 200.93 0
0 0 1 0 127.59 635.41 1
0 0 0 0 148.76 183.11 1
0 0 0 0 128.55 312.67 0
0 0 0 0 153.13 165.6 0
...
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0 1 1 1 81.19 455.38 1
0 1 0 1 150.49 297.94 1
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0 1 0 1 137.45 11.89 1
0 1 1 1 120.3 96.18 1
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Figure 3.5: Ratio of decision engine success.
Finally, Figure 3.6 shows the ratio of classification for the different classes. That is, the
probability of successful classification if the data point actually belongs to the “In range”
class, or to the “Out of range” class, respectively. It can be observed that both curves
decrease as k increases, with a sharper decrease in the case of incorrect classification
event. Moreover, notice that two types of errors are possible in the classification:
• Error I: Do not select an “In range” track.
• Error II: Select an “Out of range” track.




























Figure 3.6: Ratio of decision engine success.
For the selected value of k = 10, the Error-I type is more likely than Error-II (37%
of probability versus 23%), and this is beneficial for our problem: Error-II consequence
is that user will be outside the selected HR range, and this situation must be avoided.
However, if another track is suitable, Error-I has no consequence (since the user does not
exceed the selected HR). This observation also suggests that k = 5 may be a good option
(16% of Error-II probability versus 46% of Error-I probability). However, in this case, the
number of possible track selections must be enough to guarantee that a path is selected as
suitable.
3.3 Multi-step decision engine
In the previous approaches only the problem of selecting the best decision for one stage
is considered, independently of the future evolution. That is, optimization is done for a
single-step scenario. We consider now the multi-stage case, where the track is selected
in order to fulfill training goals, considering the future evolution of the athletes. This
problem can be addressed as a dynamic program. As in the previous section we assume
the goal of performing all tracks within a selected HR range (ĤR).
3.3.1 Preliminaries and problem formulation
For our formulation, let us assume a partition of HR ranges consisting of m-non-over-
lapping levels, each one comprising heart rate in the set HRi = [hri , hri+1) for i =
1, . . . , m, where hri denotes the lower bound of the heart rate associated to range i.
As stated in the introduction, in our scenario, the runners train on a circuit containing
several tracks (t tracks), and each track is associated to different difficulty level. At each
stage, a track must be selected. Therefore, a training session consists in a sequence of
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N tracks. The goal of the session may be either to perform all tracks within a selected
HR range, or to fulfill a multi-goal training, for instance performingN −4 tracks in range
HR2 and the remaining four inHR3. The HRwill depend, among others, on the following
aspects: athlete’s condition, previous stages, the hardness of the track, and environmental
conditions. From these variables (features in decision-making terminology), the system
must decide which track to follow for the upcoming stage.
Thus, the CN must select, at each decision epoch, the best track in order to accomplish
the overall training goal. Previous approaches (see Section 3.2) consider only the problem
of selecting the best decision for one stage, independently of the future evolution. That is,
optimization is done for a single-step scenario.
Now, we consider the multi-stage case. That is, track selection in order to fulfill train-
ing goals, considering the future evolution of the athletes. This problem can be formulated
as a dynamic program (DP) following Bellman’s equation [BD62]:




r (xn, un) + J
n+1 (fn (xn, un))
]
(3.3)
This formulation comprises the following elements:
• A training session consists then in a sequence of N tracks.
• The stage of the system is denoted by n = 0, . . . , N .
• The state of the system at stage n, xn, containing all the required information for
the CN to take a decision at each stage (e.g., the HR).
• The control applied at each stage, un, is the track selected (each one with a different
difficulty level). In this case un = {hard, easy}.
• The reward obtained at each stage, r (xn, un), is a function of the state and the
control selected. Whenever a track is traversed in ĤR there must be a positive
reward added (+1 in our implementation). Otherwise, there is no reward.
• The value function, Jn (xn), is the maximum expected reward that can be captured
from stage n to stage N , i.e. if the optimal decisions un are taken from the current
stage to the last one.
The recursive equation (3.3) states that the overall value function at stage n, Jn (xn),
can be computed as the sum of the reward expected in state xn plus the value function fur
the next stage, n+1. An optimal policy has the property that whatever the initial state and
initial decision are, the remaining decisions must constitute an optimal policy regarding
the state resulting from the first decision (Bellmans’s principle of optimality).
In our particular problem, the system state xn comprises the following information:
• The class of the user’s HR in state xn (one out of them possible classes), which we
denote as hrxn .
• The track selected at state xn (one out of t possible tracks), trackxn .
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• The number of loops remaining at each HR class to complete the training, which
we denote as R1xn , R
2
xn, . . . , R
m
xn .
Note that the control applied to each stage, un, is also included in the state of the
system. It is necessary to compute the value function J .
In the general multi-goal case, the target is to perform R1 tracks in HR1, R2 in HR2
and so forth. Hence N = R1 + · · · + Rm. Whenever a track is traversed in HRi there
must be a positive reward added to the value function if the number of remaining loops
in HRi is positive. Otherwise, there is no reward. Therefore in the general problem, xn
comprises three elements: (1) the athlete’s HR, which we denote as hrxn , (2) the selected
track and (3) the number of loops remaining of each HR class to accomplish the objective.
Therefore, the reward function for the problem is defined as:
rn (xn, un) =
{
1 if Rhrxn > 0
0 otherwise
(3.4)
Note that, in this case, the reward does not depend either on the selected control or the
stage, but only on the state.
The dynamic program can now be formulated. It basically consists computing the
value function Jn (xn) recursively as the sum of the reward expected in state xn plus the
value function for the next stage, n+ 1.




Jn+1 (fn (xn, un))
]
, ∀ n = 0 . . .N (3.5)
To solve (3.5), the transition mapping f (·) must be known. However, the transition
from one state to another is not deterministic, due to the random nature of HR in outdoor
sports. To overcome this limitation, we can model our system as a Markov decision
process (MDP). That is, the decisions must be made in aMarkov context where the system
stochastically evolves from one state to the next one. In a MDP it is assumed that the
probabilities p(n)ij (un) of going from state i to state j when control un is applied at stage
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m
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)→ statej︷ ︸︸ ︷(hrj, trackj , R1j , R2j , . . . , Rmj )
In this case we can rewrite (3.5) as:










, ∀ n = 0 . . . N (3.7)
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Therefore, the problem of knowing f (·) gets reduced to computing the transition ma-
trices of the system. For simplicity, in this first approach we have considered a static
transition matrix. That is, the transition matrix does not depend on stage n. In our experi-
ments, we have computed the probability transition matrices by evaluating the frequencies




Pr [(hri, tracki)→ (hrj , trackj)] ,
R
hrj
i − Rhrjj = 1 and
Rki = R
k
j , ∀k 6= hrj
0 , otherwise
(3.9)
There is only needed to compute the transition probability of going from (hri, tracki)
to (hrj , trackj).









In order to compute the transition matrices of the system we have considered a static
transition scheme. That is, the transition probabilities do not depend on stage n. In
our experiments, we have computed the probability transition matrices by evaluating the
frequencies of the transition events experimentally (see Section 3.3.2). Therefore, we only
need to compute the transition probability by estimating the relative frequencies of going
from going from each combination of track and HR (tracki, HRi) to each subsequent
combination of track and HR (trackj, HRj).
SinceN stages are considered, the dynamic program has a finite horizon and the value
function for the last stage is JN = r. Besides, since in real training the athletes start with
a warm-up (WU) period, no reward is considered for the first stage, that is, r0 = 0.
If the initial state x0 is known, the value function is evaluated just as J0 (x0). With the
reward function as previously defined, this value can be interpreted as the average number
of tracks that the athlete will perform in the correct HR range if the optimal control is
applied. The closer the value to N , the better the training. In the next section we evaluate
this model with a simple experiment, and compare the results with some simple non-
optimal policies.
3.3.2 MDP support in the prototype
As described previously, the goal was to keep the planned activity levels for athletes. The
operation of the decision engine is shown in Figure 3.7. The system requires information
from previous training sessions to build the transition matrices. Then, those data are
used as an input to the MDP block, which selects the optimal policy using the table that
corresponds to current environmental conditions. Note that the optimal policy is in fact
a mapping between all the system states and their associate best controls (the tracks).
This representation of the optimal policy is often denoted as lookup table in MDP-related
literature. At each decision epoch, the Track Selection block retrieves from the lookup
table the track that the runner should follow according to the athlete’s HR, the last track
selected, and the remaining tracks in each HR class (i.e. the parameters determining the
current state).













































Figure 3.7: Decision process scheme based on MDP.
3.3.2.1 Experiments: computation of the transition matrices
The outdoor network prototype we deployed has ten INs in the hard sector of the training
area, and eight in the easy one (see Figure 2.6(b)). The CN was placed in the junction of
both loops. Thus, regarding the model described in Section 3.3.1, the number of control
decisions is t = 2, that is, un = {Hard, Easy}, independently of the stage n. The optimal
policy must decide between the hard or the easy track at each stage (see Figure 2.6(a)).
In our experiments (see Section 3.1), we have computed the probability transition
matrices by evaluating the relative frequencies of going from each combination of track
and HR, (tracki, HRi), to each subsequent combination of track and HR, (trackj , HRj).
These matrices have been obtained from the data captured in the experiments described
in the introductory section, to select the optimal policies for the athlete. Indeed, three
matrices were obtained:
• Low Temperature matrix, which only accounts for transitions in low temperature
(i.e., average track temperature below 25 Celsius degrees).
• High Temperature matrix, which only accounts for transitions in high temperature
(i.e., average track temperature higher than 25 Celsius degrees).
• Absolute matrix, computed using information from all transitions, regardless of the
temperature.
Besides, to reduce the overall number of states of the system, which may render the
algorithm computationally infeasible, only three HR classes have been used (see Sec-
tion 3.1):
• HR1 comprising Low, Moderate and Weight Control HR classes.
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• HR2 which corresponds to Aerobic HR class.
• HR3 comprising Anaerobic, VO2 MAX and High HR classes.
3.3.3 Evaluating the method on training programs
The performance of the dynamic program can be computed applying the transition matri-
ces of the experiments in the method of Section 3.3.1. Recall from Section 3.3.1 that the
value function Jn (xn) represents the number of tracks that are successfully performed in
some of the requested HR classes. The corresponding results are described in this section.
Moreover, the optimal policy is compared to the following ones:
• Easy policy, i.e. selecting always the “easy” track of the circuit.
• Hard policy, i.e. selecting always the “hard” track of the circuit.
• Worst policy, easily computed substituting the max operator for the min operator in
(3.10).
The initial state is always x0 = (HR1,Easy, R1, R2, R3), where R1, R2, R3 denote
the training configuration. Hence, the value function of the whole test is computed from
(3.10) as J0 (x0). Let us remark that this performance metric is scalar, since all athletes
depart from the same initial state. In the next sections, different training programs are
evaluated. In addition, note that in all tests the temperature is considered constant during
all the training.
3.3.3.1 Single-goal optimization
In this case the training program to fulfill is (R1 = 0, R2 = i, R3 = 0) that is, perform-
ing all tracks in the aerobic (cardio-training) regime. Figure 3.8 shows the results for
i = 1, . . . , 10 using the absolute matrix. As expected, the optimal policy achieves better
performance than non-optimal ones. In addition, Figure 3.8 depicts a comparison of the
optimal policy using either a specific matrix (high and low temperature) or the absolute
one. If the specific ones are used, the value function improves significantly, especially in
high temperature conditions.
This experiment clearly demonstrates that using environmental information is highly
advisable.
3.3.3.2 Multi-goal optimization
In addition, two multi-goal training programs have been studied:
• (R1 = 10− i, R2 = i, R3 = 0). In this case, 10 loops must be performed with a
different distribution in two HR classes. Figure 3.9 shows the results. The trends are
similar to those of the single-goal experiment, yet with a larger difference between






















Optimal policy high temp. matrix
Optimal policy low temp. matrix
Optimal policy absolute matrix
Easy track policy absolute matrix
Hard track policy absolute matrix
Worst policy absolute matrix
Figure 3.8: Single-goal (0, i, 0) training. Comparison of policies. Optimal policy results
with specific and absolute matrices.
• (R1 = 7− i, R2 = i, R3 = 3). In this case, 7 loops are always performed with a HR
distribution across the three classes. Figure 3.10 shows the results. Again, similar
trends as in previous experiments have been obtained, confirming the suitability of
our proposal.
3.4 Summary
Decision support based on k-NN, and (m, s)-spline interpolation classifiers has been
tested for single-step decision-making. Besides, another set of multi-step techniques has
been introduced based on dynamic programming. In this case, the goal was to maximize
the performance for all future training steps, rather than considering only a horizon with
a single decision step. Although not perfect, the classification methods achieves a ratio
success in the range from 70% (k-NN) to 85% (splines interpolation). DP demonstrates
a 70% match in an homogeneous training program. Note that this is similar to the k-NN
classification ratio however, both results are not directly comparable, since k-NN suc-
cess ratio includes the out-of-range events, whereas DP do not. DP results are therefore
more impressive. Furthermore, environmental data improves outcome in all methodolo-
gies studied.





















Optimal policy high temp. matrix
Optimal policy low temp. matrix
Optimal policy absolute matrix
Easy track policy absolute matrix
Hard track policy absolute matrix
Worst policy absolute matrix
Figure 3.9: Multi-goal (10 − i, i, 0) training. Comparison of policies. Optimal policy





















Optimal policy high temp. matrix
Optimal policy low temp. matrix
Optimal policy absolute matrix
Easy track policy absolute matrix
Hard track policy absolute matrix
Worst policy absolute matrix
Figure 3.10: Multi-goal (7 − i, i, 3) training. Comparison of policies. Optimal policy
results with specific and absolute matrices.
Chapter4
Deterministic placement of AmI networks
As we stated in the introductory chapter providing suitable data for the AmI decision-
making procedures is mandatory. These data are required by reasoning processes to infer
correct hypothesis about the behavior of the system. Examples of this kind where provided
in the previous chapter, where a knowledge base, together with real-time environment and
user data allows the AmI prototype to make accurate real-time decisions.
Moreover, the sensors not only monitor their environment, but interact among them-
selves conveying data to the nodes in charge of decisions. Therefore, the designer must
carefully plan their positions, to allow the accomplishment of both tasks. The goal of
optimal sensor node deployment goal is to provide criteria to perform both environmental
monitoring and connectivity tasks in the best way possible.
As described in the first chapter, placement could be either deterministic (the position
of the nodes can be accurately selected), or random (there is only partial control on the
position of the nodes). The next chapter addresses issues related to random deployments.
This chapter focuses on the study of two deterministic deployment strategies. These cases
are modeled as optimization problems composed by one and two objective functions,
respectively. The goal is to find the positions where the maximum sensing quality is
achieved. Minimizing cost is also an objective in the second example of deterministic
deployment analyzed. In both cases network connectivity is a constraint.
Following the AmI environments analyzed in the previous chapters we have consid-
ered outdoor target areas for the deployment. These scenarios are more challenging than
their indoor counterparts. The results from the first case study are directly applicable to
the sport AmI environment addressed in this thesis, but not constrained to it, and may be
useful for many AmI systems planning. In this case the optimization methodologies are
based on the ant colony optimization for continuous domains (ACOR) metaheuristic
In the second deployment example, results apply to the goal of locating a gunshot,
in real-time, in order to detect poaching. In this case, the optimization methodology
includes a combination of a derivative-free descent method with a Pareto frontier. The
Pareto frontier represents the equilibrium between network cost and information quality.
This methodology can be applied where cost is also a key factor in network design.
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4.1 Introduction
The quality of WSNs deployment is commonly related to the coverage of the network
in the region where service is offered. Coverage objectives change with the application
domain. In ambient monitoring and surveillance applications, for example, the objective
is to maximize the sensing area, but achieving suitable coverage may be complicated due
to the size of the target area and due to the number of nodes involved. Therefore, node
positions must be carefully planned before deployment. Connectivity between sensor
nodes is also a major issue since information has to be conveyed through a multi-hop path
to the sink node; otherwise data will be lost.
The quality of sensed data is not a uniform metric, although most previous works
[LT04, MKPS05, LDWS08] treat it as such. In real applications, sensing locations where
valuable events occur with a high probabilitymust be selected with greater priority. Exam-
ples in biological or geological surveys are areas where animals rest or feed [PSM+04], or
areas with registered earth activity [PLSS08]. For military-related applications, it may be
important to capture information on troops and vehicle location and tracking [HkS+09].
Thus, bridges, roads, or mountain passes may be critical. In a nuclear power plant, for
example, it is essential to control temperatures and to monitor the vibration of the reactor
and radioactivity levels in safety zones [LWS04]. Early warning in case of hazardous
levels on these parameters before an eventual failure is critical.
Sensors placement should then allow the best event detection or collect the most of
this important information. Determining the optimal placement of sensors to maximize
sensed data importance is crucial. Therefore, we provide a quantitative metric for the
quality of the network which is related to the relevance of the data captured rather than to
network coverage.
4.1.1 Outline of this chapter
As stated above, we study two different sensor positioning problems: single-objective
and dual-objective network deployment problems. In both problems we assume a two-
dimensional target area in which a non-uniform distribution of data importance is defined.
In the first part of the chapter (Section 4.2) we propose a new optimization scheme
which selects the optimal node positions in order to maximize the quality of the data cap-
tured by the network. Thus, we consider only one objective to optimize when positioning
nodes. For this problem, we propose a combinatorial optimization problem where the
positions of nodes are variables, leading to an NP-hard problem, which must be tackled
by means of heuristics to obtain a solution within a bounded time.
Among those algorithms we have selected (ACO) [Dor92]. ACO has already proved
its worthiness solving a wide set of different combinatorial optimization problems (i.e.
problems applied to discrete domains only). Nevertheless, to address our optimization
problem we have utilized a recent research [SD08] that extends ACO to handle contin-
uous domains. This algorithm is denoted as ACOR. To the best of our knowledge, the
present work is the first aimed to solve a sensor location problem using this algorithm.
We demonstrate the strength of ACOR by comparing our results with those obtained us-
ing a four-directional placement (FDP) algorithm. FDP is a simple heuristic which uses










Figure 4.1: Connectivity and sensing parameters.
a grid placed over target area to determine candidate points and selects the best according
to importance.
In the second part of the chapter (Section 4.3) we develop the network design and
planning of an acoustic sensor network whose goal consists of locating gunshots (to de-
tect illegal hunting) in national parks. Since the areas under surveillance are wide, and
electric power is scarcely available in them, it is necessary to maximize detection cov-
erage and minimize system cost at a time. Therefore, sensor network planning has two
opposite targets, coverage and cost. We model planning as an unconstrained problem
with two objective functions. In addition to the optimal deployment problem it is nec-
essary to provide the system with some procedure to locate the point where the shot has
been produced. This is also developed in Section 4.3.
4.2 Single-objective deployment problem
4.2.1 Mathematical formulation
Our model comprises a set of N nodes (including one base/sink node per network). This
network must be deployed in a non-homogeneous target area, such that importance (qual-
ity) captured will be maximized. The planning is subject to communication constraints,
since nodes must have a path (either directly or via a multi-hop route) to the base node.
Figure 4.1 illustrates the main concepts of the model.
Let X ⊆ R2 be the target area. There exists an importance mapping (representing
traffic, sensing information, etc.) associated with every x ∈ X which is a real and contin-
uous function α : X → R+0 . Let {xi}i=1,...,N be the set of each node i position. Besides,
the following considerations have been established:
• The hardware of the nodes is homogeneous, i.e. it is of the same type and has the
same communication/sensing capabilities.
• The sink node can be any of the N sensor nodes. Without loss of generality, we
assume that it is node 1 and therefore x1 is its position.
• The sensing range rs is the longest distance between the node and the locations it
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is able to sense. It is assumed that a node is able to monitor the whole area within
its sensing range. Therefore the information captured by sensor i is:∫
B(xi,rs)
α(x)dx (4.1)
where B(x, r) is the open ball in R2 centered in x with radius r.
• The transmission range rt is the longest distance between two mutually communi-
cating nodes. Let us term nodes able to transmit sensed data to the sink as active
nodes, and let A⋆ denote this set of nodes.
• If sensing areas of active nodes overlap, the information captured does not increase.







Therefore, we can state that our objective is to find the node positions xi for i =







which measures the importance of the data captured by active nodes.
Optimal node placement formulated in (4.3) is a very challenging problem. In fact,
most of these problem formulations (e.g. [EHPM05, PPKS06]) have been proved to be
NP-hard. In other words, it is strongly believed that it is not possible to find an effi-
cient (i.e. polynomial time) algorithm to solve them optimally. Usually these problems
are addressed by means of heuristics which allow to find suboptimal (i.e. approximate)
solutions in a reasonable amount of time. Several heuristics have been proposed to find
suitable sub-optimal solutions for the node placement problem [DC03, PCH+05]. Next
section shows our optimization model approach based on ACOR metaheuristic for contin-
uous domains [SD08].
4.2.2 ACOR adaptation to the deployment problem
ACO methodology is essentially inspired in the foraging behavior of real ants. Real ants
are social insects that coordinate their activities via stigmergy, a form of indirect commu-
nication mediated by modifying the environment. Once they have found food, individ-
ual ants mark good paths from food sources to their nest by depositing pheromone (i.e.
chemical substance) on the ground. The amount of pheromone deposited may vary with
the quantity and quality of the food found and serves to guide other forager ants. This
pheromone trail reinforcing mechanism is utilized by ACO metaheuristic to find approx-
imate solutions to discrete optimization problems. In fact, the search process for optimal
solutions involves reinforcing the pheromone of good solutions and weakening that of bad
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Figure 4.2: Ant Colony Optimization metaheuristic.
ones. This mechanism helps to guide ants towards better solutions. ACOR optimization
methodology conserves the ACO fundaments. Informally, the ACO and ACOR optimiza-
tion metaheuristics are shown in Figure 4.2. Differences arise mainly in pheromone repre-
sentation and in the handling of continuous variables when constructing new solutions. A
detailed description of ACO and ACOR are provided in [SD08] and [Dor92], respectively.
In the ACO metaheuristic, artificial ants carry out an incremental construction of so-
lutions. For each step each ant chooses a solution component from the set of neighboring
(i.e. feasible) components, which constitutes the ant search space. The selection is biased
by the amount of pheromone previously deposited on each feasible component. Since the
search space is discrete, the probability distribution is a discrete random variable, which
is represented by its mass function. On the contrary, in ACOR the search space is continu-
ous. Thus, to select a feasible component it is necessary to obtain samples of a continuous
random variable (described by its probability distribution function - pdf) representing the
new components.
On the other hand, ACOR uses a constructive pheromone approach. The algorithm
keeps track of a certain number, K, of good solutions (the best ranked) in a solutions
archive T (see Figure 4.3). Each row l in T represents an instance of the solution of our
optimization problem, which contains the placement coordinates (i.e. the component) of
the N nodes. At each ACOR step, the components of the archive T are used to construct
new solutions.
Thus, our placement optimization algorithm begins by initializing the solutions archive
with K(≥ N) solutions generated randomly. Each solution (i.e. each row in archive T )
is composed of N node coordinates xi, i = 1, . . . , N . These solutions are sorted in T ac-
cording to the objective function value f(·). Function f is the captured importance and is
computed with (4.3). Vectorw = (w1, . . . , wK)t ranks each of theK solutions depending









Where q is an operational parameter of the algorithm. Note that qK is the standard
deviation of (4.4). Since archive T represents the ant search space, the choice of parameter
q modulates the chance of selecting zones within this space. For example, search zones
represented by the best-ranked solutions can be given more or less priority by adjusting
the q parameter.
Once the archive of solutions T is initialized, the optimization algorithm follows the
62 Chapter 4. Deterministic placement of AmI networks
s1 x11 x12 · · · x1i · · · x1N f(s1) w1


















sK xK1 xK1 · · · xKi · · · xKN f(sK) wK
G1 G2 Gi GN
Figure 4.3: Solutions table used by ACOR in the placement optimization problem. The
solutions are sorted in the archive according to their quality (captured importance f ). Each
solution has an associated weight (wi) that is proportional to the quality of the solution.
algorithm described in Figure 4.2. Artificial ants are also established to compute new
placement solutions for testing. At each iteration, each ant is in charge of constructing a
new solution by using the pheromone values represented by the solutions stored in archive
T .
To generate a new position for a node i, first a new random variable describing its
possible values is obtained. In this random variable, the positions with a higher level
of pheromone are more likely. The pdf of this new random variable is generated as the
weighted sum of pdfs:
∀x ∈ X , Gi(x) =
∑
1≤l≤K











Where gli denote the pdf of the Gaussian distribution associated to the position of
node i in solution l. The value of σli is the average distance from the component i of the





K − 1 (4.6)
The parameter ξ > 0 operates in an analogous way to the pheromone evaporation rate
in regular ACO and allows the algorithm convergence speed to be controlled. The higher
the values of ξ the less biased the solutions will be. In other words, ants will move more
likely towards search zones not already evaluated by the algorithm.
Summarizing, each of the l = 1, . . . , K solutions in T contributes to the computation
of Gi with a Gaussian distribution centered at xli. Note how this scheme allows gener-
ating new solutions from previously inspected ones (mimicking ant behavior). Then, the
artificial ant obtains a sample ϕi of Gi as the new position for the node i.
In practice, the sampling ofGi can be performed in two phases using a simple method.
First, the ant will select one previous solution l (i.e. a row in T ). The probability pl of
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Figure 4.4: Node placement examples for different number of nodes in a convex scenario.
ACOR (left) and FDP (right).





Second, the ant will generate a sample ϕli from the corresponding Gaussian distribution
associated to row l. This sample (representing the position for node i in the new solution)
is selected as ϕi. For constructing the whole new solution, the artificial ants just generate
samples for the random variable of each node i.
Before next iteration, the algorithm performs a partial renewal of archive T . This
mechanism permits to modify the search space to guide the ants in the search process
more effectively. The pheromone update procedure consists, thus, of adding the set newly
generated solutions to archive T , reranking all solutions, and eliminating the same number
of worst-ranked solutions. This process also finished withK rows in T .
Finally, the algorithm ends when no improvements for the highest ranked solution are
found after a given number of iterations (maxiter).
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Figure 4.5: Node placement examples for different number of nodes in a non-convex
scenario. ACOR (left) and FDP (right).
4.2.3 Heuristic evaluation
We tested our ACOR-based algorithm in two scenarios: (a) a convex scenario with three
large convex regions, and (b) a non-convex with six separate regions, including one large
non-convex set crossing the scenario. Sample deployments are shown in Figures 4.4 and
4.5, respectively. Each scenario is a bitmap image with a resolution of 640 × 482 pixels.
Each pixel in the image has an associated value, ranging from 0 (least importance) to 255
(maximum importance). Figures 4.4 and 4.5 show different levels of importance graded
on a red scale (light red→ not very important, dark red→ very important).
Based on adjustment tests, the optimal number of ants was set to 10 and the maximum
number of iterations (maxiter) to 4500. ACOR parameters q and ξ were set to those
determined in [SD08], i.e. 10−4 and 0.85 respectively.
In order to study the performance of our proposal, we contrasted our results with those
obtained using the FDP heuristic in which a grid was placed over the target area, with rt
space between vertices. The FDP is an iterative algorithm. At each step it selects a new
point. This point is the most important point adjacent to the previously selected point
and cannot have been previously selected. If there is a tie, FDP chooses at random. At
















































































Figure 4.7: Time consumed as a function of number of nodes and scenario size.
each iteration, the points that are evaluated but not selected are kept in a sorted table
(observed points table) in descending order of the importance (determined by importance
function value). In case of a dead end, the algorithm goes back to a point not previously
selected by choosing/removing the first point of the observed points table (thus ensuring
connectivity).
In the two scenarios (convex and non-convex) we spread N = 5i, i = 1, . . . , 24,
sensors with a coverage radius of rs = 20 units and a transmission range of rt = 60 units
(a total of 48 deployment simulations). The numerical results are shown in Figure 4.6
and a sample of the graphical results in Figures 4.4 and 4.5. Figure 4.6 shows absolute
and relative captured importance. Relative importance (Irel) is computed by dividing
total importance (I) by the ideal importance that can be captured with N nodes. Thus,
Irel = I/(Nπr
2
svmax), where vmax = 255, the maximum importance assigned to a pixel
in the map.
The results shown in Figure 4.6 demonstrate that ACOR outperforms the FDP heuristic
even in scenarios with few nodes.
Figure 4.7 depicts the evolution of the algorithm computing time with respect to the
number of nodes and the map size in the convex scenario. As expected, both parameters
(nodes and size) increase the computing time, but not in an exponential fashion.
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Figure 4.8: Landscape of the Cabañeros National Park.
In summary, the results show the feasibility of the ACOR approach for node placement.
We demonstrate how it can be easily adapted to a connectivity constrained problem and
how solutions are overwhelmingly better than simple heuristics such as FDP.
4.3 Two-objective deployment problem
4.3.1 Introduction to gunshot detection and network planning
The Spanish SEPRONA [Gua] agency fights against poaching with considerable success.
However, the problem remains relevant. Since 2007, SEPRONA has detained over 150
people for hunting felonies [ELP, New]. Consequently, we have proposed the DiANa
project, Detección de caza furtIva con Armas de fuego en parques NAcionales (Detec-
tion of illegal hunting with gunfires in national parks), to automatically detect and locate
gunshots, which is endorsed by Cabañeros National Park [Spa].
The DiANa system consists of a network of acoustic sensors that locate gunshots in
wide open area extensions. The system consists of a network of acoustic sensors that
locate gunshots by hyperbolic multilateration estimation. The differences in sound time
arrivals allow to compute a low error estimator of gunshot location. Among the methods
of detection (see Section 1.3.4) we have utilized the time difference of arrival (TDoA)
methodology. The TDoA technique exploits the relationship between distance and trans-
mission time when the propagation speed is known. Once the time delays are calculated,
they are processed in order to estimate the location of the source. Due to the distances be-
tween the deployed sensors (in the order of hundreds of meters), and the smooth landscape
in Cabañeros National Park (Figure 4.8), we have assumed a two-dimensional scenario.
TDoA-based ranging techniques require accurate clock synchronization. Every sensor
knows its own position exactly, and it records the arrival time of the sound event. So, the
sensor clocks must be as tightly synchronized as possible, using dedicated time synchro-
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nization algorithms. Since an acoustic signal location in open spaces network must scale
to large sizes, it is necessary to minimize the number of exchanged messages to attain
convergence, keeping energy consumption at reasonable levels if the electric grid is not
available.
Selecting a synchronization schema for real applications like ours is not easy. The best
known synchronization schemas implement network mechanisms to adjust all local clocks
to the same value. This is achieved by exchanging time stamps between node pairs. The
more frequent the exchanges, the higher the time accuracy. Two representative examples
are reference broadcast synchronization (RBS) [EGE02] and the timing-sync protocol for
sensor networks (TSPN) [GKS03]. We discarded GPS receivers for their high cost. The
Section 4.3.2.3 present a new ad-hoc flood method to set the clock times in every node in
the network to the same value. In this method, the nodes do not exchange synchronization
messages, and thus they save power. Once a node detects, for example a gunshot, the
time of the event is transmitted to the sink node through a previously generated path. The
method performs a cooperative backward time adjustment, so that every node along the
path to the sink is able to estimate the event time of the node that receives the time stamp.
Regarding network planning, since the areas under surveillance are wide, and electric
power is seldom available in them, it is necessary to maximize detection coverage and
minimize system cost at a time. Therefore, we model sensor network planning as an un-
constrained problem with two objective functions. We provide a set of candidate solutions
of importance by combining a derivative-free descent method and a Pareto front approach.
Due to the inherent difficulties exhibited by the thus far formulated models in sensor
network planning, several heuristic optimization strategies have been proposed in the lit-
erature: variants of simulated annealing [AM94], genetic algorithms [LLL98], gradient
descent (when applicable) [SPR96] and others [KU02, UK03].
Some of these approaches (simulated annealing, genetic algorithms and the like) do
not guarantee theoretical convergence. Regarding gradient descent methods, the gradient
is often unavailable or too costly to compute. Therefore, we have adapted a non-monotone
derivative-free optimization technique with guaranteed convergence [GPGCnBR06] to
formulate and solve a computationally efficient optimizationmodelwith a dual objective:
maximizing acoustic network coverage and minimizing power infrastructure cost. The
results are presented as a Pareto front, revealing solutions that are clearly superior to
random seeding.
Our notation is as follows: Lower case Greek letters are scalars, lower case Latin
letters are vectors in R2, xjk is the j-th component of the vector xk, and ||x|| is the Eu-
clidean norm. A capital Latin letter, say S, stands for a collection of vectors in R2
if S = {s1, . . . , sp} we also say that S ∈ R2p; τS = {τs1, . . . , τsp}, and the sum
Z = S + D means that S and D have the same number of elements, say p, and zk ∈ Z
if and only if ∃k ∈ {1, . . . , p} | zk = sk + dk. In general the subindex i is the value of
an entity (scalar, vector, set, and so forth) at the i-th iteration of an algorithm; for instance
Si = {si1, . . . , sip} is a set of p vectors in R2, at the i-th iteration.
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Figure 4.9: Gunshot location architecture.
4.3.2 Gunshot location
In this section we describe the location procedure for acoustic events, which we have
implemented for MICAz motes. The goal of our system is gunshot location by means
of a sensor network. Location is based on hyperbolic positioning [Pat05]. Hyperbolic
positioning requires the sensor clocks to be synchronized, in order to apply the TDoA
technique. For this reason we have implemented a synchronization protocol in the MICAz
motes. Next, we describe the system architecture, the location method and, finally, the
synchronization schema.
4.3.2.1 System architecture
Figure 4.9 shows the system architecture, with three components:
• Sensor nodes: The sensor nodes in known positions are equipped with the necessary
hardware for detection of acoustic events. They can discriminate between normal
and shot segment classes in audio streams. When a sensor node detects a sound
event, it transmits a packet with information about the type of sound event and a
sound time-stamp to a special node, the sink.
• Sink nodes: Sink nodes collect the packets sent by sensor nodes and deliver them
to the GIS server to calculate the position of the sound event. Sink nodes may be
sensing nodes as well.
• GIS server: Using the information of the sink nodes, the GIS server estimates the
position of the acoustic event by means of a hyperbolic method, described next.
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(b) Locus of the TDoA obtained between posi-
tions xA and xB , and between positions xA and
xC
Figure 4.10: Hyperbolic multilateration of an acoustic signal.
4.3.2.2 Acoustic source location procedure
Since our optimization model (see Section 4.3.3) considers a flat landscape with scattered
trees, we have selected a two-dimensional hyperbolic positioning algorithm. Neverthe-
less, it could be easily extended to three-dimensional location in rough scenarios.
Let us consider an acoustic event that takes place at an unknown position x ∈ R2,
which we wish to determine. Formally, all sensing node locations s = (s1, s2) belong to
a well defined compact set X ⊂ R2. We denote the Euclidean distance δ(s, x) between a
sensor location s and another point x in the scenario, s, x ∈ X , by
δ2(s, x) = ‖s− x‖2. (4.8)
Let us also assume that a subset B ⊂ X of the nodes have detected the event, and that
the position of those nodes is known. Let us denote the sound propagation speed as υ.





and the difference between the arrival times of the event to a pair of nodes sb and sb′ is:
τb−b′ , tb − tb′ = 1
υ
(δ(x, sb)− δ(x, sb′)) , ∀b, b′ ∈ B (4.10)
This expression defines hyperboles, whose intersection determines the source of the
shot. Figure 4.3.2.2 shows this process graphically.
For two given receiver locations, sb and sb′ , a set of emitter locations would yield the
same TDoAmeasurement. This is the locus of possible emitter locations and it describes a
hyperbole. If we now consider a receiver at a third location sb′′ , it provides a second TDoA
measurement, and, hence, it allows to locate the emitter on a second hyperbole. In general,
a set of distances from the source to every sensor pair identifies a set of hyperboles. As
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a consequence, the location of the source is the intersection of this set of hyperboles. In
Section 4.3.5, our tests show that location accuracy increases with the number of gunshot
detection nodes. In most trials, the accuracy in scenarios with three detection nodes or
more is sufficient to find the acoustic source (the detailed TDoA location technique is
described in [Pat05]).
Although non-linear expression (4.10) has a unique solution if there are enough hy-
perboles, there is some uncertainty in the calculation since:
• The speed of sound varies depending on altitude, humidity and air temperature. As
we have mentioned, multi-path propagation affects the accuracy of acoustic sig-
nal detection. Single spread-spectrum techniques such as those in [GE01] largely
mitigate it.
• The microphone directionality or polar pattern affects the result.
• The clock drift may drastically vary in time due to environmental temperature and
humidity changes. In Section 4.3.2.3 we propose an approach to reduce sensor
clock deviations.
Due to these inaccuracies, expression (4.10) may be inconsistent. Nevertheless, low-
error estimations are possible. A nonlinear optimization problem can be formulated
[ZLL08] to minimize the difference between estimated and real positions. We minimize
the square error of the location, defined as the differences between the squares of the





((δ(x, sb)− δ(x, sb′))− υτb−b′)2 (4.11)
The least square minimization problem in (4.11) is not convex. Thus, standard op-
timization algorithms, like incremental gradient, are not guaranteed to converge to the
global minimum. The initial conditions in an iterative algorithm may lead to a local op-
timum or a saddle point at the termination, adding imprecision to gunshot location. The
required computing power is moderate, and the GIS server (Figure 4.9) can handle the cal-
culations. The solutions can be obtained practically in real-time (see Section 4.3.5). Our
synchronization algorithm (see Section 4.3.2.3) also contributes to the location procedure,
since it is required for the sink node to compute the TDoA between the detectors. The
tests with our reference implementation in MICAz motes reveal that, the more sensors
that detect the sound event, the greater the location precision (see Section 4.3.5). This is
due to error compensation in arrival time measures. In conclusion, a high density of sen-
sors around a sound event always improves location precision. Therefore, optimal sensor
positioning improves the performance of the location system.
4.3.2.3 Synchronization schema
Time synchronization is a fundamental aspect in distributed sensor networks. In the pro-
posed shot detection system, the differences in arrival times can only be computed if the
nodes are tightly synchronized. To adjust the clocks, the nodes must exchange messages
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indicating the time reference. In fact, time adjustment degrades progressively due to clock
drifts, and it is indeed mandatory to readjust it periodically (by sending new messages).
However, power consumption is higher if synchronization packets are continuously trans-
mitted. Even if a continuous energy source is available, it may be necessary to extend
the network with autonomous nodes at its edges. Therefore, the number of exchanged
messages should be as low possible, for a given accuracy goal. For gunshot location pur-
poses, if we assume a maximum error of few meters, the maximum allowed error in time
synchronization is in the order of a tenth of a second (de/υ, where de is the allowed spa-
tial error). For example, three milliseconds of clock drift will cause an estimated error
of one meter, relative to the real source position. Thus, fine-grained clock synchroniza-
tion is mandatory. The tests with our synchronization algorithm show a time accuracy of
tenths of microseconds. The implementation has been carried out with TinyOS in MICAz
devices.
The synchronization algorithm has two steps:
1. Level discovery: This step is similar to the level discovery stage in TPSN [GKS03].
Before the synchronization process takes place, the network has to organize itself
as a hierarchical tree, beginning at a root node (in our case we choose the sink).
According to the minimum number of hops to the sink, a level is assigned to each
node (level 0 to the root). To compute the tree, the process starts at the root, broad-
casting a level discovery packet to the nodes at level 0. The nodes that receive this
packet are marked as children of the root node, and they set their level to 1. The
nodes ignore further level discovery packets with greater or equal level numbers.
Then, level 1 nodes broadcast their level discovery packets, and so on. Note that
this process also permits to discover optimal communication paths (in number of
hops) to the root, and, thus, it is valid for network routing.
2. Synchronization: Once the hierarchical network structure is completed, the syn-
chronization process may start. In general, level k nodes synchronize their children
(of level k + 1).
Besides its own local clock, a sensor node will maintain an estimation of its syn-
chronizer node clock in the upper hierarchical level. The approximation consists of
calculating the regression line of those two clocks. Previously, the level k node re-
ceives several synchronized time-stamps of level k− 1 (see Figure 4.11), which are
broadcast following the tree structure that was created at the level discovery step.
Figure 4.11 shows the regression line used to calculate the parent node clock in a
level k node. Value αk represents the clock offset at reference time t = 0, and the
slope βk is the rate of change (clock drift) of the local clock.
Once a node detects a gunshot, it sends the event to its parent node in the up-
per level, according to the parent time clock. After one or more hops, level 0
(sink node) will receive estimations of the detection time that are synchronized
with the sink clock, from one or more level 1 nodes. This way, local clock ex-
changes do not spend power. Since clock drift varies slowly, the regression line
must only be calculated every 6 or 8 hours, according to our tests with MICAz
motes. Only large temperature variations affect the regression line slope, requiring
node re-synchronization.
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Figure 4.11: Regression line performed in a level k node, with several broadcast time
stamps from a level k − 1 node.
4.3.3 Optimization model
The sound spectrum of a gunshot is dominated by the 130 Hz to 3 kHz frequency range
[Sau]. According to [Buc06], at these frequencies there is an extra attenuation of 3 dB
each ∼25 m in woods, yielding 12 dB vs. 9 dB in open space. Given the sensitivity
threshold of the sensing node, its maximum ranges are 1Km in open space and 750 m in
a wood.
We consider a large outdoor flat scenario with open space areas and wood patches.
The scenario is crossed by a few power lines. In it, we wish to deploy a given number of
fixed sensing nodes, so that the detection coverage is maximum. A point gets covered if it
is reachable by a sensing node at least, although this capability increases if more sensing
nodes see the point (to achieve source signal location we require a coverage of three nodes
at least, as explained in Section 4.3.2.2).
At the same time, we wish to minimize the distance between the sensing nodes and the
power lines so that the cost of the power infrastructure is minimal in case the nodes are not
autonomous. The nodes communicate through the electric grid itself, so that transmission
coverage is not an issue of importance.
This scenario clearly prevents an optimal educated guess, specially when only a small
number of sensing nodes is available.
We define δ(s, x) = ω1(s, x) + ω2(s, x), where:
• ω1(s, x) corresponds to propagation distance through wood space.
• ω2(s, x) corresponds to propagation distance through open space.




ω1(s, x) + ω2(s, x) < 1 Km (4.12)
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Let S = {s1 . . . , sp}, sk ∈ X, k = 1, . . . , p, be the positions of p acoustic sensors on
X . We denote by V (x) the set of all sensors s ∈ S that are visible from the location x.
We also define an arbitrary grid G ⊆ X . Objective function f1, which measures acoustic




 0.5 · card(V (x)) if card(V (x)) < 33 + 0.01 · (card(V (x))− 3) if card(V (x)) ≥ 3 (4.13)
This function penalizes grid points that see less than three sensors (a gunshot in those
points cannot be located with highest precision), and gives a small bonus to grid points
that see more than three sensors (the minimum number of sensors for highest precision
location).
A second objective function f2 measures the cost of the sensor deployment. As in the
case of sensor coverage, there are many ways to model this. In this work we assume that
the cost of a sensor unit is negligible compared to the cost of a permanent power line. As







where δi(s) is the Euclidean distance between s and the i-th power line, i.e., between
s and the point in that line that is closest to s in Euclidean distance.
Our ultimate task is to place p sensors onX in such a way that the coverage f1 onX is
maximized and the cost f2 onX is minimized. Clearly, these objectives are contradictory.
Minimizing −f1 (i.e., maximizing f1) tends to spread the sensors, whereas minimizing
f2 tends to concentrate them around the power lines. For that reason, it is desirable to
produce the Pareto front [GPBRGCn08] of these two functions, which represents a pool
of candidate solutions. A point x∗ ∈ X belongs to the Pareto front of a set of functions in
X if a further decrease of one of them is not possible without causing an increase in some
of them. The methodology in [GPBRGCn08] obtains joint descent directions for all the
objective functions in a set, but it requires all of them to be differentiable, and that is not
the case of f1.
In our case, since there are only two objective functions, we define the following
unconstrained optimization problem:
minimize
s1, . . . , sp
f(s1, . . . , sp) = (θ − 1)f1(s1, . . . , sp) + θf2(s1, . . . , sp) (4.15)
By solving problem (4.15) repeatedly, assigning random values to θ in [0, 1], we obtain
a collection of points of the Pareto front of f1 and f2.
Remark 1: Note that any local minima in −f1 and f2 belong, by definition, to the Pareto
front.
Next section deals with the solution of the model, including a proper choice of its
parameters.
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4.3.4 Solving the optimization model
Many optimization algorithms are iterative. Starting with a solution estimate S1 = {s11,
. . . , s1p}, a subsequence {Si}i∈I = {si1, . . . , sip}i∈I is generated that hopefully converges
to the solution of the problem. As it is common in all implementations, there are several
parameters (magic numbers) the user must set. Some of them will notably influence the
performance of the algorithm, and often depend upon the structure of the objective func-
tion.
4.3.4.1 Alternative approaches
Two methods were suggested in [KU02, UK03] for access point coverage optimization,
a similar problem to ours: neighborhood search and simulated annealing [Loc00], which
we compared in [GCnCMBRGP08]. These methods have no guaranteed convergence. On
the other hand, gradient descent methods converge, but they can only we applied when
the objective function is smooth, which is unusual in realistic models like ours.
4.3.4.2 Derivative-free unconstrained minimization
The function f(S), with θ ∈ (0, 1], is non-smooth on X with directional derivatives ev-
erywhere defined, which is a required assumption on a recent algorithm for unconstrained
minimization (ignoring θ = 0 is not relevant to estimate the Pareto front, because θ can be
arbitrarily close to 0). Numerical results show that the algorithm is competitivewith others
that try to find a good local minimum [GPR02, GPGCnBR06]. Essentially the algorithm
is an iterative process that does not force the decrease of f(Si), but imposes a controlled
bound ϕi ≥ f(Si) at every iteration. More specifically, given a step size τi∆ > 0, and a
unitary directionD ∈ R2p, D = {d1, . . . , dp}, one iteration of the algorithm succeeds if
f(Si + τi∆D) ≤ f(Si) + αi(ϕi − f(Si))− ν(τi∆), (4.16)
where ν(·), ϕ satisfy A4 - A5 given below. The point Si is blocked when the algorithm
fails to satisfy (4.16) on a set of directions {D1, . . . , Dn}, n > 2p that positively spans
R
2p. It is shown in [GPGCnBR06] that under assumptions A1 - A5 given below, the
sequence of blocked points converges to a point S∗ that satisfies the zero order stationary
point of f(S), i.e., f ′(S∗, Dk) ≥ 0, k = 1, . . . , n, where the directional derivative is
nonnegative along the given directions. In theory, if A6 also holds, then ∇f(S∗) = 0,
but we are aware that A6 is seldom fulfilled for our kind of function and we do not stress
this result. The reader may read [GPR02, GPGCnBR06] to complete the details. We
reproduce [GPGCnBR06, table 1] in Table 4.12.
A1. f(S) : R2p → R is bounded below, and {Si}∞i=1 remains in a compact set,
A2. f(S) has directional derivatives f ′(S,D) everywhere defined:
η > 0⇒
 f ′(S, ηD) = ηf ′(S,D),f(S + ηD) = f(S) + ηf ′(S,D) + o(η) (4.17)
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A3. The unit directionsD1, . . . , Dn positively spanR2p.
A4. The function ν(·) : R+ → R+ is little-o of τ , that is: lim
τ↓0
ν(τ)/τ = 0
A5. The reference values {ϕi}∞1 are upper bounds of f(·), i.e., ϕi ≥ f(Si) for all i, and
decrease sufficiently after a given finite number of successful iterations.
A6. f(S) is strictly differentiable or locally convex at all limit points of the sequence
{Si}∞i=1 generated by the algorithm.
Remark 2: The simplest case of INTERPOLATE(S,D, τ∆) is Z = S+τ∆D, fZ = f(Z),
although there exist more elaborate alternatives [GPGCnBR06].
Remark 3: If α = 0, we obtain the monotone version of the derivative free algorithm,
which converges to the local minimum in the neighborhood of the starting point.
Remark 4: A5 holds.
Remark 5: In order to improve convergence, [GPGCnBR06] suggested to expand τ every
time a significant number of successes is achieved. Nevertheless, convergence is also
guaranteed if τ only decreases.
Regarding conditionsA1-A5: (1) The objective function f(·) : R2p → R as defined in
(4.15) is non negative by adding a constant and S = {s1, . . . , sp} remains in the compact
setX , (2) f(·) possesses everywhere directional derivatives if θ ∈ (0, 1], (3) the directions
of search Dk ∈ R2p, k = 1, . . . , n are easy to generate [GPR02], (4) the choice of ν(τ∆)
in Section 4.3.5 is 0.001(τ∆)2, and (5) ϕ = f(S) as soon as all directions inD have been
explored (Table 4.12 and remark 4).
4.3.5 Example of deployment
Deployment target is a 10 km × 10 km flat wood scenario shown in Figure 4.13. The
light areas represent open space, and the dark ones represent wood patches. The scenario
is crossed by three “vertical” power lines, respectively at 1.66, 5 and 8.33 Km from the
left side. This terrain representation partly encloses the difficulties in modeling Cabañeros
national park.
GridG is given by a uniform discretization of the scenario in 50-m steps. In it we want
to install 200 acoustic sensors (p = 200) with maximum detection coverage, at a minimum
power cost. In order to obtain the Pareto front, we obtain the solution of (4.15) several
times, starting from different random points S0. We normalize the objective function by
dividing it by its value at the starting points.
Since an algorithm can lead to a local optimum of (4.11) or to a solution that differs
from the global optimum, we have chosen a brute force approach that computes the func-
tion in every grid point. Real-time system response is not affected, as the calculation time
in a 10 km × 10 km scenario is in the order of a tenth of millisecond.
Following the results in [GCnCMBRGP08], instead of applying the non-monotone
derivative-free search as described in Section 4.3.4, we applied a zone search variant. If
we simply “move” one sensor at a time, instead of “moving” them all, the evaluation of
the objective function is significantly less time consuming, since most computations in
f(S) do not change.
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Parameters: ǫτ , µ, τ, ϕ
Get S, let fS = f(S)
DO success= 0
Choose Dk, k = 1, . . . , n that positively span R2p
FOR j = 1 TO n
[Z fZ ] = INTERPOLATE (S,Dk, τ∆) Remark 2
α = min(τ, α), φ = fS + α(ϕ− fS) Remark 3
IF (fZ ≤ φ− ν(τ∆))
success=success+1
S = Z, fS = fZ
ENDIF
ENDFOR
ϕ = fS Remark 4
IF (success>max_success) Remark 5
τ = τ + 1
ELSE
τ = τ − 1
ENDIF
WHILE (τ > ǫτ )
Figure 4.12: Non-monotone derivative-free algorithm.
To formalize this approach, we split the scenario into q non-overlapping zones Xj ,
j = 1, . . . , q, such that X = ∪j=1..qXj and Xk ∩ Xj = ∅, k 6= j. Let V (si) = {x ∈
G | si ∈ V (x)}. When we move the k-th sensor, the remaining sensor positions do not
change, i.e., the group moves from S = {s1, . . . , sk, . . . , sp} to S ′ = {s1, . . . , s′k, . . . , sp}.
When this happens, V (S ′) = V (S)∪V (s′k)−V (sk). To quickly obtain a relaxed estimate
Tv of V (sk) ∪ V (s′k), we discard all Xj | ∀x ∈ Xj min(δ(sk, x), δ(s′k, x)) > 1 Km.
Let Tnv be the set of discarded zones and let Tv = V (S ′) − Tnv. Then, we compute∑
x∈Tv f(S





x∈Tnv f(S) from the previous iterate. In
the numerical tests that follow, we divided our scenario in 100 [1 Km × 1 Km] zones
(q = 100). We compute one objective function component per zone at the beginning of
the algorithm execution. When only one sensor is moved, there is no need to recompute
the objective function in zones that are not affected by the sensor movement.
This way, the time to compute an objective function value drops from 20 seconds in
average to just 1.5 seconds on a Pentium IV.
Let S = {s1, . . . , sk, . . . , sp}. In order to move only one AP at a time, say sk, we
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Figure 4.13: Synthetic outdoor scenario for the numerical tests. The green lines represent
power lines.
generate a set of unit search directions dj ∈ R2, j = 1, . . . , n such that the set D =
{d1, . . . , dn} positively spans R2. We recall that n ≥ 3. We declare a success when
f(s1, . . . , sk−1, sk + τidj, sk+1, . . . , sp) ≤ f(S) + αi(ϕi − f(S))− ν(τi)
for some dj ∈ D and some s ∈ S. The point S is blocked if the algorithm is unable to
move a single s ∈ S. We observe that this schema may be carried out simultaneously on
a multi processor environment and it is straightforward to show that after we try all s ∈ S
we have searched on a set of directions that positively span R2p, although we are using at
least 3p directions of search.
We tuned the method in preliminary trials and determined the following parameter
values:
• ∆ = 0.1 Km, i.e., the method stops when the maximum sensor displacement is
under 100 m.
• ǫτ = 1
• τ = 5
• max_success= 40 (20%p), but we do not allow τ > 8.
• We initially set ϕ to the value of the objective function at the starting point.
• α = 0, i.e., we perform a monotone derivative-free search.






























Locations that are Visible from 1 Sensor or more (%)
Power Line Cost vs. Coverage
Initial
Final
Figure 4.14: Aggregated distance to the power lines (cost) vs. coverage area: V (x) ≥ 1.
• Finally, we set ν(τ∆) = 0.001(τ∆)2.
Figures 4.14, 4.15 and 4.16 show the results. Instead of representing f2 versus f1,
we represent f2 versus the coverage areas (in percentage) that correspond to V (x) ≥ 1,
V (x) ≥ 2 and V (x) ≥ 3, respectively. Algorithm execution is repeated 20 times, from
20 different starting points. Each starting point consists of a random deployment of 200
acoustic sensors in the scenario in Figure 4.13, with a uniform distribution.
The results reveal that the Pareto front approach is useful. The solutions show a com-
promise between cost and coverage. In the V (x) ≥ 1 case there is no real advantage over
a random seeding in terms of coverage, although the cost drops considerably for 100%
coverage. However, in the V (x) ≥ 3 case, the optimization result is clearly superior to
random seeding across the whole Pareto front. At maximum cost, there is a 20% increase
in coverage, and at 85% coverage (the best coverage of random seeding) there is a 50%
decrease in cost.






























Locations that are Visible from 2 Sensors or more (%)
Power Line Cost vs. Coverage
Initial
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Locations that are Visible from 3 Sensors or more (%)
Power Line Cost vs. Coverage
Initial
Final
Figure 4.16: Aggregated distance to the power lines (cost) vs. coverage area: V (x) ≥ 3.
Figures 4.17, 4.18 and 4.19 show three sensor deployments in our synthetic scenario in
Figure 4.13, for three different choices of θ = {0.1, 0.5, 0.9} (red points represent sensor
positions, blue areas zones with less coverage, dark blue areas indicate no coverage at
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Figure 4.17: A sensor deployment for θ = 0.1.
all). The results are consistent with the fact that coverage improves for low θ values. As
the values of θ become higher, the sensors tend to concentrate around the power lines.
Therefore, power cost decreases, but so the coverage does (Figure 4.19 for θ = 0.9).
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Figure 4.18: A sensor deployment for θ = 0.5.
Figure 4.20 represents the percentage of grid points covered by different numbers of
sensors in the three previous deployments. In the θ = 0.9 case, where the cost function
has more weight, over 35% grid points are out of coverage, and, due to the concentration
of the sensors around the power lines, there are grid points that are covered by 13 sensors
or more. As θ decreases, grid points covered by less than 3 sensors are rare, and the
majority of the grid points are covered by 3-5 sensors.
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Figure 4.20: Percentage of covered grid points versus number of detecting sensors for
different values of θ.
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>1 >2 >3 >4 >5
[0.99973%] [0.99777%] [0.99448%] [0.75258%] [0.45608%]
sync. < 1ms 64.40 64.40 64.40 5.30 1.60
θ = 0.1 sync. 1ms 78.00 66.90 73.90 5.50 0.00
sync. 10ms 76.90 90.70 73.40 13.60 3.90
>1 >2 >3 >4 >5
[0.99988%] [0.99730%] [0.98856%] [0.70991%] [0.43301%]
sync. < 1ms 139.20 138.90 123.50 8.30 0.00
θ = 0.5 sync. 1ms 146.70 120.20 125.40 22.50 0.00
sync. 10ms 144.90 162.60 150.20 42.70 4.00
>1 >2 >3 >4 >5
[0.64476%] [0.59659%] [0.57273%] [0.50632%] [0.47687%]
sync. < 1ms 114.00 66.80 20.20 11.00 1.50
θ = 0.9 sync. 1ms 99.30 56.40 49.90 19.20 2.40
sync. 10ms 171.80 127.10 88.00 31.70 19.50
Table 4.1: Gunshot average location error (m).
Table 4.1 shows location precision and expected coverage results. The location al-
gorithm described in Section 4.3.2.2 has been tested in the three previous deployments
(θ = {0.1, 0.5, 0.9}). Table 4.1 shows the average location error in meters (distance be-
tween estimated and real positions) for 10, 000 random gunshot positions in the simulation
area, for each θ value and three levels of variation in sensor clocks. These variations are
generated by adding a normal Gaussian random toss to the arrival time at each node, for
three different values of σ between 0 and 10 ms. The results show that location accuracy
increases with the number of detecting nodes, as well as with a better clock synchro-
nization. In addition, this table provides information on the expected coverage at each
scenario. For instance, in the θ = 0.1 case, the probability that one or more nodes detect
the event is 0.99973, for two or more nodes it is 0.99777, and so on. Clearly, there must
be a compromise between detection accuracy, coverage and deployment cost.
4.4 Summary
In this chapter we solved two deterministic deployment problems. Our optimization mod-
els are able to plan the position of the nodes while accomplishing optimization goals.
First, we developed a methodology based on the ACOR metaheuristic for sensor node
placement. The algorithm was tested in two distinct scenarios (convex and non-convex)
against the FDP heuristic. ACOR outperformed FDP in all the tests in both cases. The
time consumed by the algorithm also scales well with the size of the search space (number
of nodes and map size). Moreover, the methodology developed can be easily extended to
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other complex placement problems in almost any AmI outdoor scenarios.
Second, we proposed a system that detects and locates gunshots by means of a WSN
which detects acoustic signals. In this case a Pareto frontier approach is selected to char-
acterize solutions of large scale deployments, where a trade-off must be established be-
tween cost and detection accuracy. The network planning optimization is based on a
monotone descent method without derivatives that is compatible with realistic optimiza-
tion functions. The location procedure is based on hyperbolic multilateration using data
from time-synchronized sensor network. We also propose a practical distributed synchro-
nization algorithm for that purpose, with low energy consumption. Our results are clearly
superior to unguided placement, achieving a 50% cost reduction for 85%coverage. In the
two-dimensional scenario, we show that event detection by at least four nodes is required
to reach a satisfactory gunshot location accuracy.
Chapter5
Random deployment of AmI networks
In this chapter we address an optimization random deployment. As in the previous chap-
ter we consider the realistic assumption of non-homogeneous importance scenarios. Our
goal is to maximize the importance captured subject to a partially-controlled node place-
ment. These connectivity constraints are related to the information conveyed to the sinks,
as in deterministic deployments. However, in this case we can not guarantee a fully con-
nected network, due to the uncertainty in individual node position. Rather, we express
connectivity as a probabilistic model.
Moreover, in our model we assume that nodes are grouped in several clusters, which
are spread following Gaussian random distributions. The goal is to decide the launch
point and dispersion for each cluster. This corresponds to real situations where clusters
are dropped in an airborne launch controlling the dispersion with the releasing altitude.
The problem is solved by dividing the optimization problem in steps where single cluster
deployments are addressed.
The generality of our model allows us to handle target areas of any shape and distri-
bution of importance. In particular, for the examples provided in this chapter we selected
the lunar Tycho crater as the target scenario (see Figure 5.4) and for our validation tests.
5.1 Introduction and scope
We consider a special integrated coverage and connectivity problem [GD08] is addressed
for random deployments. The goal is to find the optimal network deployment scheme that
maximizes the joint sensing coverage of the nodes, while satisfying connectivity condi-
tions. Our system model considers the following major features:
1. Node placement is inherently random, due to airborne sensor deployment, for ex-
ample. Nevertheless, it is assumed that the network designer can select certain
placement parameters, which allows some control over the position of the nodes.
2. The nodes are grouped in one or more clusters, and each cluster placement can be
independently controlled. In this work, Gaussian random distributions are assumed
for the clusters, since they correspond to actual observed distributions in airborne
seeding [For04, ZC03, FDN05]. For each cluster two parameters can be selected:
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the target point (i.e. where the nodes are aimed) and the dispersion (i.e. the standard
deviation). The latter controls how the nodes are spread from such points and may
be easily controlled in airborne placements since it is related to the altitude at which
the cluster is released (see [For04]).
3. Some zones in the target area are more “important” than others (non-homogeneous
scenario), distinguishing our model from many previous models which assume a
uniformly distributed importance across the target area (see Section 1.3.3.2). In our
model a map describes the importance of each point in the operational region. It is
assumed that sensors collect information from a small area (sensing coverage), and
that overlapping does not provide additional information. Therefore nodes must be
spread to avoid overlapping of sensing areas.
4. Sensed data must be delivered to a control node (sink node in WSN terminology),
otherwise data will be lost. The routing capabilities of WSN make multi-hop trans-
missions possible, so sensed data can be delivered whenever a path is available.
However, some nodes may be isolated (due to random scattering), and the informa-
tion they capture cannot reach the sink.
Therefore, the challenge is to select suitable target points and dispersions which pro-
vide a trade-off between sensing overlapping and the number of isolated nodes. This leads
to a complex stochastic optimization problem. As will be discussed later in Section 5.4,
this problem can be efficiently addressed by dividing the optimization into several steps
(one per cluster), where simplified placement problems are addressed separately.
Let us remark that, although energy constraints are important in the design of a WSN,
we focus exclusively on sensing coverage; other constraints are beyond the scope of this
work.
Without loss of generality, this model is inspired by planetary exploration scenarios
such as those proposed in [GN06, DIL+05], where the operational region is notably larger
than the sensing range of a node. So far, inter–planetary exploration probes and rovers
have only been able to land in and explore small areas in a few solar system bodies such as
Mars or Saturn’s moon Titan. In this scenario the “important areas” may be, for instance,
places where the best chances of finding traces of water exist, as has been the goal of
NASA’s Mars Sojourn rovers Spirit and Opportunity [SPI11].
Within this context, WSN may become a feasible alternative for extending monitoring
range. Clusters can be deployed over large important areas, and simple nodes would be
in charge of data monitoring. Besides, these nodes, rather than deliver the data directly
to Earth (which would require complex communication hardware) would relay it via the
sink (a special node with such capability). In addition, the Gaussian distribution, selected
to model the network placement, also fits with this scenario. During the terminal descent
phase of the probe, the expulsion mechanism can be adjusted to release the nodes at a
specific altitude above the surface [DIL+05].
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5.2 Major contributions
In this Chapter we analytically solve the optimality of a WSN random deployment con-
sidering Gaussian clusters. Precedent researches have mainly focused on network con-
nectivity issues in non-clustered WSNs. Moreover, we also integrate the effect of non-
homogeneous importance in the target scenario, unlike previous works which have largely
ignored it. Let us remark that our analysis can be also applied to homogeneous scenarios
(which is a particular case of the non-homogeneous problem). Section 1.3.3.2 discusses
these related works.
In summary, the main contributions of this Chapter are:
• We obtain a mathematical optimization problem from the systemmodel (Section 5.3).
This problem fully integrates both coverage and connectivity issues for clustered
networks.
• We demonstrate how the global problem naturally decomposes into smaller prob-
lems, each related to the deployment of a single cluster. These problems can be
solved simultaneously, leading to a global optimization strategy. As will be dis-
cussed later, analytical solutions in this field are still unknown. In this Chapter we
develop an approximation to characterize the joint sensing coverage of a cluster.
Several tests have been performed on this approach and the results (Section 5.5)
clearly validate it.
• We show that an approximate iterative optimization achieves solutions close to the
global optimization solutions in complex scenarios while being computationally
feasible for any number of clusters, unlike the global optimization which does not
scale up well.
• Finally, we have tested this methodology in complex scenarios, including the lunar
Tycho crater as the target scenario (see Figure 5.4) for our validation tests. Pro-
viding coverage to such an extension is a challenging project as will be shown in
Section 5.5.
5.3 Sensor placement model
In this section we characterize the deployment scenario and the model of our network, and
describe the underlying assumptions which define the constrained optimization problem.
Our model comprisesM independent clusters of nodes, each composed by N sensors
(including a sink node). These clusters must be deployed in a non-homogeneous target
area, such that the importance (quality) of the information captured is maximized. The
planning is subject to communication constraints, since nodes must have a path (either
direct or via a multi-hop route) to their corresponding sink node.
Figure 5.1 illustrates the main concepts of the model. The deployment area is a eu-
clidean space X ⊆ R2 (with distance function d : X × X → R). Besides, there exists a











Figure 5.1: System model.
value of importance associated with every x ∈ X which is defined by a real and continu-
ous importance function α : X → R+0 . Therefore, the total importance contained in the





Let Φj = {ϕji : i = 1, . . . , N} denote the nodes in cluster j for j = 1, . . . ,M , and
Sj = {xji : i = 1, . . . , N} are the sets which contain the positions of the nodes in the
target area.
For the sensor network architecture the following considerations have been estab-
lished:
• The sensing hardware is homogeneous, i.e. sensor nodes are of the same type and
have the same sensing capabilities.
• Each cluster operates independently, i.e. nodes of different clusters do not commu-
nicate.
• The network sink can be any of the N sensor nodes. Without loss of generality, we
assume that nodes ϕj1 for j = 1, . . . ,M are the sinks and x
j
1 for j = 1, . . . ,M their
positions.
• The transmission range rt is the longest distance between two mutually communi-
cating nodes.
• The sensing range rs is the longest distance between the node and the locations
which it is able to sense. It is assumed that a sensor is able to capture all the




being B(x, r) the open ball in R2 centered in x with radius r.
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• The set Φ⋆j ⊆ Φj for j = 1, . . . ,M , contains the connected cluster of nodes able to
transmit sensed data to their corresponding sink ϕj1, either directly or by multi-hop
transmissions. Set Φ⋆j includes the sink itself. Hereafter, let us refer to the nodes
belonging to Φ⋆j as active nodes.
In our model it is assumed that, for each cluster j, nodes are spread randomly around
the target point of this cluster (thereby denoted as xj∗), following independent Gaussian
distributionsN(0, σj) in each axis. Let us denote∆j as the bivariate Gaussian distribution
which measures this displacement. Then, the position of the nodes in the cluster j is given
by independent identically distributed random variables xji = x
j
∗ +∆j for i = 1, . . . , N .
We selected Gaussian distributions for some of their particular properties. First, it has
been demonstrated (see [JB03, GBGL08]) that in the experiment of throwing an object
aimed at a particular location, the error can be modeled as independent Gaussian variables
in each axis. The resulting density function depends on the distance from the target point,
but not on its coordinates (rotationally invariant property). This property can be applied to
predict the position of every sensor node in a cluster, aimed at the same target point, like in
our model. Moreover, Gaussian dispersion can be modulated in an airborne deployment,
since the final position error is correlated with the cluster releasing altitude (see [For04]).
Thus, the expulsion mechanism can be adjusted to release the nodes at an specific altitude
above the surface, providing certain control over the final position of the nodes.
Finally, let us assume that the importance captured from an open region A ⊆ X is
maximal if for all a ∈ A there exists at least one active node ϕji ∈ Φ⋆j for some j ∈ [1,M ]
such that a ∈ B(xji , rs). In other words, if the sensing areas of active nodes overlap, the
importance captured in those areas does not increase. Therefore, the open set describing








Let us remark that since node position is random, B is random as well. Therefore the
importance captured in a network deployment is also random. The next section proposes
a stochastic mathematical program for our scenario.
5.4 Optimization model
The question addressed in this section is how to spread the sensors over the designated
areas to maximize the expected covered importance.
Let 1B(x) denote the indicator function equal to 1 if x ∈ B and 0 otherwise. The
optimization problem describing our model can be stated as:
Given
α : X → R+0
find
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for j = 1, . . . ,M .
Let us consider an example area with non-homogeneous importance, like the one se-
lected for the sample scenario shown in Figure 5.4. Clearly, in large/complex scenar-
ios manual placement is not possible. Besides, direct algorithmic computation of the
previous optimization problem is unfeasible: note that (5.4) requires the calculation of
E [1B(x)] = Pr [x ∈ B] given any particular combination of network configuration pa-
rameters xj∗, σj , for j=1, . . . ,M . If all the nodes in a cluster belong to its active set, this
probability can be easily derived (following the method used later in Section 5.4.1). How-
ever, this is an oversimplification since B is the area covered only by active nodes. The
actual probability computation leads to a connectivity problem which falls in the field of
percolation theory in RGGs, but general results for Gaussian clusters are still unknown
[PP03]. Therefore, in this work, we propose an approximated computation of (5.4) using
a mixed analytical-numerical approach which is described in the following sections.
In order to find a suitable optimization model let us recall that clusters operate in-
dependently. This suggests that the whole expected importance can be computed as the


















Let 0B(x) denote the inverse indicator function equal to 0 if x ∈ B and 1 otherwise.
Reorganizing formula (5.5):



















In words, for iteration j the area already covered by previous clusters must be sub-
tracted (multiplying α(x) by
j−1∏
j=1
0Bj (x)). The previous equation can be written more
compactly by denoting:
αj(x) = αj−1(x)0Bj−1(x), if j > 1
α1(x) = α(x)
Thus, αj(x) represents the remaining importance at iteration j. Using this notation












By applying Fubini’s theorem the order of integration and expectation (note that in a


























Note that for any j = 1, . . . ,M , the random sets Bk, for k = 1, . . . , j are indepen-
dently determined. Thus, the random variables 0Bk(x), for k = 1, . . . , j − 1 are also








E [1Bj (x)E [0Bk(x)]] (5.10)
Besides,
E [1Bj (x)] = Pr
[
x ∈ Bj] = 1− E [0Bj(x)]
Finally, the problem is expressed as:


























Thus, we have proved that the problem is reduced to smaller problems each related to
a single cluster. The solution to these individual problems is analyzed in the next section.
5.4.1 Single cluster analysis
This section addresses the problem of determining the probability that a point x ∈ X is
covered by active nodes of a given cluster j, i.e. computing Pr [x ∈ Bj ]. To simplify the
notation, the script j referring to cluster j is omitted through this section. The strategy to
obtain this probability is to approximate the importance captured by a cluster (let Γ denote
such importance) and to then relate it to the analytical importance:∫
X
α(x) Pr [x ∈ B] dx (5.12)
To start the computation of Γ let us recall from Section 5.3 that the position of each
sensor in a cluster is an independent identically distributed bivariate random variable x∗+
∆ whose joint probability density function is given by:










A node placed at position x with rs sensing range will then capture the importance∫
B(x,rs)
α(x)dx ≈ πr2sα(x) (5.13)
Approximation holds if importance is uniform for scales comparable to rs. Since the
sensing ranges are usually small and the terrain does not change abruptly (note that α(x)
is assumed to be continuous) approximation in (5.13) is taken in this work. Therefore, the




πr2sα(x)fx∗+∆(x; x∗, σ)dx (5.14)
At first glance the expected importance captured by the N nodes in the cluster could
be estimated as N × I . This approach is equivalent to assuming that all the information
can be delivered to the sink and that the sensing areas of all the nodes are non-overlapping.
However, this is an oversimplification as discussed before. Figure 5.2 shows some random
deployments aimed at position (0, 0) where σ has values 5, 15, 25, and 35, rs = 3 and
rt = 10. Active nodes are depicted with their sensing areas (circles) and disconnected
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Figure 5.2: Effect of sensor dispersion in the importance captured. Importance is captured
only in the circled areas.
nodes are marked with ‘+’ symbols. Clearly, for low σ values most nodes are connected
but sensing areas overlap, and thus deployment is inefficient. On the other hand, for high
values of σ the deployment is also inefficient because of the sub-connected topology. In
our example, the best configurations are achieved for mid dispersions.
Therefore, the goal is to select a balanced σ that keeps connectivity as high as possible
while avoiding overlapping of sensing areas. To characterize this problem, let Ω denote
the average number of active nodes in the cluster. In addition, let θ denote the ratio
of overlapped sensing areas. Then, the captured importance of the cluster, Γ, can be
computed as:
Γ ≈ I(Ω(1− θ) + θ) (5.15)
Note that this is an approximation. If θ = 0 (no overlapping), then theΩ nodes capture
on average I × Ω. On the other hand, if the covered areas of all the nodes overlap, then
θ = 1, i.e. the captured importance corresponds to a single node (I). Moreover, note that
Ω and θ depend on σ but are independent of the cluster’s central position x∗. However, I
depends on both σ and x∗.
Therefore, we obtain:
I(Ω(1− θ) + θ) ≈
∫
X
α(x) Pr [x ∈ B] dx (5.16)
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Substituting I by the approximation of (5.14):
∫
X
πr2sα(x)fx∗+∆(x; x∗, σ)(Ω(1− θ) + θ)dx ≈
∫
X
α(x) Pr [x ∈ B] dx (5.17)
Hence, the probability Pr [x ∈ B] is:
Pr [x ∈ B] ≈ πr2sfx∗+∆(x; x∗, σ)(Ω(1− θ) + θ) (5.18)
The next sections discuss the computation of Ω and θ, respectively.
5.4.1.1 Ω computation
The topology of a WSN cluster can be modeled by means of random geometric graphs
[PP03] (RGG), since in RGGs vertices (i.e. nodes) are connected by an edge depend-
ing on the distance between them. In graph theory a set of connected vertices is named
component. In our cluster deployment scenario it is desirable to obtain the largest com-
ponent containing the sink. In RGGs (and, generally, in random graphs) there is a limit,
called thermodynamic limit, related to the node degree which yields to the giant compo-
nent phenomenon. That is, a critical point in the average number of connections per node
for which most nodes belong to same component. Reference [PP03] contains analytical
descriptions related to the connectivity regime for RGGs with vertices distributed uni-
formly. Disappointingly, similar results for normally distributed RGGs are still unknown,
and the analytical computation of Ω is not possible. To overcome this issue, Ω has been
numerically evaluated in this work as a function of N and γ = prt
√
N . This last pa-
rameter is related to the thermodynamic limit in RGGs, and it is commonly used to study
connectivity regimes in random graphs. Besides, prt is the probability that two nodes are

























For each configuration of N and γ, 10000 instances of the random network have been
selected. For each instance, the order of the component containing the sink has been com-
puted (using Dijkstra’s algorithm to determine which nodes have connectivity) obtaining
Ω
N
, that is, the ratio of connected nodes in the cluster. Finally, the samples from each
instance are averaged. We took values ranging from N = 100 to N = 800, and from
γ = 0.1 to γ = 1/
√
N . Results are shown in Figure 5.3. Indeed, since in the optimization
model the variable σ (and therefore γ) is continuous, it is desirable to have curves inter-
polating our numerical evaluations. Then, curves have been fitted using an exponential
model:




























N a b c d e f
100 -1.014 16.54 -14.61 6.367 -1.327 2.517
200 -0.8995 3.189 -7.634 8.334 -0.5282 2.131
400 -1.709 5.891 -0.7896 2.485 -0.02944 1.067
600 -1.846 7.907 -1.455 3.471 -0.09645 1.476
800 -1.898 8.371 -0.1461 1.3 -6.898 5.891
Table 5.1: Ω
N
fitting coefficients of 1 + a e−b γ + c γ e−d γ + e γ2 e−f γ .
Ω
N
(γ) = 1 + a e−b γ + c γ e−d γ + e γ2 e−f γ (5.21)
The coefficients which provides the minimal square error fit are shown in Table 5.1.
5.4.1.2 θ computation
Recall that θ represents the ratio of overlapped sensing area in a cluster of N nodes dis-
tributed normally around a target point x∗. Clearly, θ does not depend on the central point
x∗. Therefore, and without loss of generality, x∗ = (0, 0) throughout this section and,
thus, xi = ∆ for all i = 1, . . . , N . Let A denote the area sensed by all the nodes in the
cluster (which is a random value). Note that the maximum area which can be covered is
Nπr2s . Therefore,
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θ = 1− A
Nπr2s
(5.22)
In order to compute θ, let p(x) denote the probability that a point x ∈ X belongs to
the area sensed. Then,




(1− Pr [x ∈ B(xi, rs)])
= 1− (1− Pr [x ∈ B(∆, rs)])N
Moreover,








For a small rs
σ
ratio this equation can be approximated as:
Pr [x ∈ B(∆, rs))] ≈ πr2sf∆(x) (5.24)
Where f∆(x) represents the density of probability of the Gaussian random variable∆
in x. Thus, and using the binomial theorem:

















Then, the expected covered surface (A) of the cluster of N nodes is computed by










































Hence, θ is given by:
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5.4.2 Statement of the global optimization























(1− πr2sfxk∗+∆k(x; xk∗, σk)(Ωk(1− θk) + θk))




for j = 1, . . . ,M .
This global version of the problem involves the simultaneous computation of all the
variables. As will be shown in Section 5.5 this approach does not scale up well in mem-
ory. An alternative approach is to solve each cluster deployment separately. That is, after
selecting a solution for a cluster this solution does not change. This leads to the iterative
optimization version, described in the following section.
5.4.3 Statement of the iterative optimization
In order to avoid scalability issues the problem can be divided into a sequence of steps;
at each step, the optimization of just a single cluster if considered. That is, at step j only
the cluster j configuration xj∗, σj is selected. Once fixed, the configuration will not vary
for the next steps. At each step the map needs to be corrected to discount the effect of
previous clusters. This can be done easily, since E [αj(x)] is the expected map with the
remaining importance.
Thus, the following iterative optimization procedure is used:
1. Set E [α1(x)] = α(x)
2. For j = 1, . . . ,M
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1− πr2sfxj∗+∆j(x; xj∗, σj)(Ωj(1− θj) + θj)
)










∗, σj)(Ωj(1− θj) + θj)dx (5.30)
Note that here the sum sign is outside the optimization operator, unlike the situation
in formula (5.28). Therefore this approach may not achieve globally optimal solutions.
Instead, iterative optimization only finds optimal cluster configurations for a given step
j. The rationale is that having a cluster capture high importance at a given step may lead
to “bad” clusters capturing low importance in subsequent steps. This is particularly true
if the area to cover is small compared to the size of the cluster. Section 5.5 provides
examples of this kind.
However, in scenarios in which the area is much larger than the size of the cluster,
this effect is less noticeable since the best solution tends to separate clusters because
areas already covered possess less importance. This effect is also shown in the examples
provided in Section 5.5. Besides, the iterative optimization version has the advantage of
being scalable to any number of clusters.
5.5 Deployment examples and results
The main scenario selected to test the performance of our optimizationmethodology is the
lunar crater Tycho (Figure 5.4). Tycho is a prominent lunar impact crater located in the
southern lunar highlands. Figure 5.4(b) illustrates an image of Tycho (35×100 Km2) that
the Clementine mission [CLE11] mapped onto the Moon’s surface. The resulting size of
the image was 232×1100 pixels. This color scale mosaic allows different rock units to be
distinguished and shows the location of fresh, “mafic” material (i.e., materials relatively
rich in iron and magnesium). The importance selected ranges from 0 (minimum) to 255
(maximum), and is related to the presence of these materials.
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Γ(%)
Analytical Experimental
N=800 rs = 4, rt = 12 53.2% 49.1%
N=600 rs = 4, rt = 12 44.4% 41.4%
N=400 rs = 4, rt = 12 33.8% 31.5%
N=200 rs = 4, rt = 12 20.5% 19.4%
N=100 rs = 4, rt = 12 12.3% 11.8%
Table 5.2: Analytical vs experimental values computed averaging 5000 experiments, Ty-
cho map forM = 10.
Let us remark that the optimization procedure is independent of the importance map
selected and of the network parameters N , rt and rs. Therefore, no changes are required
to compute the best placement for a different configuration.
Our optimization algorithm has been implemented using the general algebraic mod-
eling system (GAMS) [BKM+98], a high-level modeling system for mathematical pro-
gramming and optimization, and CONOPT [Dru85], a solver for large-scale nonlinear
optimization. GAMS allowed us to define our optimization problem directly from the
mathematical descriptions provided in Sections 5.4.2 and 5.4.3.
Let us recall that in the global optimization case the GAMS algorithm is executed to
simultaneously find the optimal target point (x∗) and dispersion (σ) for the M clusters
(see Section 5.4.2), whereas for the iterative case a GAMS instance is consecutively run
M times usingmodified importance maps (see Section 5.4.3). In both cases, the CONOPT
solver proceeds iteratively until the algorithm eventually converges to an optimum. Be-
sides, the solver requires initial values for the variables x∗ and σ (M initial pairs in the
global case) to start computations, and the final solution is not guaranteed to be a global
optimum solution, but rather a local one. We observed large variations in the solution
depending on the initial positions x∗. To mitigate this we ran each optimization problem
with several initial values and selected the best one. In all the examples in this section the
global method considers 75 randomly chosen initial cluster placements. In the iterative
method we fixed 36 different initial x∗ per step, as shown in Figure 5.4(c). Let us remark
that the overall number of runs in the iterative case is then M × 36, and therefore for
M > 2 the iterative method requires more runs. Despite this, it is scalable and requires
much less time than the global method, as will be shown later in Section 5.5.2.
5.5.1 Validation tests
Our first aim was to validate the approaches taken in Section 5.4.1 related to the single
cluster coverage computation. Several tests were performed comparing the importance
expected by the analysis with the experimental value obtained by averaging random in-
stances of the network using the optimal parameters selected by the solver (e.g. see Fig-
ure 5.5). Table 5.2 summarizes the comparison between the analysis and the experimental
procedure (averaging the result of 5000 experiments). The ratio of importance Γ% is rela-
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Figure 5.4: (a) LROC WAC image of Tycho crater [NASA/GSFC/Arizona State Univer-
sity], (b) Tycho image from UV/visible camera on the Clementine spacecraft showing
the location of fresh, “mafic” material, (c) Initial levels for x∗ variable marked with ’+’,
iterative optimization.
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(a) Analytic (b) Experimental
Figure 5.5: Analytic vs experimental multi-deployment Tycho map for M = 10, N =














Figure 5.6: Analytic versus experimental importance, homogeneous map, N = 100
nodes.
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(a) Global (b) Iterative
Figure 5.7: Multi-deployment solution, global method, homogeneous map, for M = 3,
N = 600, rs = 4, rt = 12. Red intensities indicate areas not covered, blue ones indicate
areas covered.
tive to the total importance of the map. These results indicate that the importance captured
is derived with less than 4.1% deviation in the worst case, despite the approximations
taken in the analysis.
An additional test was performed using the constant importance map α(x) = 1 for
all x ∈ X . In this experiment a cluster of N = 100 nodes was aimed at the center of
coordinates, with a variable dispersion σ ranging from 10 to 100. The importance covered
was computed analytically using (5.14) and experimentally averaging the results of 5000
random deployments. The results are shown in Figure 5.6. The divergence is below 3% in
the worst case, and more remarkable is the fact that the optimumwas reached for the same
dispersion. This shows that, even though there exists a small divergence in the predicted
importance, the parameters computed for the cluster are optimal.
In the next sections all the importances shown were computed experimentally by av-
eraging 5000 samples using the cluster parameters obtained using the optimization proce-
dure; therefore, these values represent the real importances.
5.5.2 Global versus Iterative solution
These tests aimed at comparing the performance of the global and iterative algorithms.
As stated in Sections 5.4.2 and 5.4.3, if the size of the map is comparable to the size of the
cluster the global optimization algorithm should perform better. This can be checked in
the example shown in Figure 5.7. The importance map is a 300× 300 area with α(x) = 1
for all x ∈ X . The global solution covers 42.7% of the whole importance, and the iterative
one 38.8%. Besides, the first cluster in the iterative case covered 15.3% of the importance,
whereas the best cluster in the global case covered only 14.7%. This example shows that it
is better to have equilibrated clusters (global case), rather than a good cluster that prevents
good placement of the subsequent clusters (iterative case).
However, if the map is larger, this effect is less noticeable. Both optimization strategies
were applied to the Tycho map (see Table 5.3 for a summary of the results). Both opti-
5.5. Deployment examples and results 103
Iterative Global
M Γ(%) Time (m:s) Memory (Mb) Γ(%) Time (m:s) Memory (Mb)
1 0.07 08:22 577 0.07 17:02 577
2 0.13 16:44 577 0.13 77:28 1736
3 0.18 25:06 577 0.18 193:18 3526
4 0.22 33:28 577 0.22 369:36 5946
5 0.27 41:50 577 0.27 594:00 8995
Table 5.3: Performance of iterative vs global methods, Tycho map, N = 600, rs = 4,
rt = 12 (CPU Intel Core i7 2600K).
mization methods were able to cover the same importance. However, the global method
required more computing resources (both CPU time and memory). In fact, for more than
5 clusters the GAMS/CONOPT global implementation was unable to reach a solution due
to the lack of computational resources.
Summarizing, the iterativemethod is scalable and achieves similar results to the global
method in scenarios in which the target area is much larger than the size of the cluster.
Since most real scenarios will be large and require a large number of clusters, the iterative
method must be selected. The next sections analyze the performance of this method in
depth.
5.5.3 An iterative optimization example: The Tycho crater
In these tests we selected M = 10, N = 800, and three combinations of sensing/ com-
munication ranges: (rs = 2, rt = 6), (rs = 4, rt = 12), and (rs = 6, rt = 18). As an
example of the optimization process for the configuration (rs = 4, rt = 12) Figure 5.8
shows one frame per cluster. Frame j represents the importance that remains after the
step, i.e. E [αj+1(x)]. In each frame the point depicts x∗ and the dispersion σ is marked
with a circle. The solution found with our algorithm covers almost all of the important
zones of the map.
Figure 5.9 shows frames summarizing the optimal solution for each configuration of
(rs, rt). Besides, the cumulative ratio of importance Γ% per cluster relative to the total
importance is shown in Figure 5.10. Note how the configuration of the ranges drastically
affects the solution. There is almost no variation in σ for the low ranges whereas there is
noticeable variation for mid and high ranges. As can be seen in the figures, the importance
captured per cluster decreases as the steps increase. This is also an expected effect since
the first clusters cover the best sites.
In addition, elapsed computation times on an Intel Core i7 2600K were 30 minutes per
cluster placement, hence it took only 5 hours for the optimization of a multi-deployment
ofM=10 clusters. Therefore, the speed of the optimization algorithm is notably fast.
Note that a single cluster captures only a small ratio of the whole region importance
(3%, 9%, and 16% depending on the sensing range) for N = 800. If the number of nodes
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(a) j = 1 (b) j = 2 (c) j = 3 (d) j = 4 (e) j = 5
(f) j = 6 (g) j = 7 (h) j = 8 (i) j = 9 (j) j = 10
Figure 5.8: Multi-deployment solution for Tycho map, M = 10, N = 800, rs = 4,
rt = 12.
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(a) Original (b) rs = 2, rt = 6 (c) rs = 4, rt = 12 (d) rs = 6, rt = 18






























Figure 5.10: Joint sensing coverage Γ(%) versusM , Tycho map.
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Figure 5.11: Cell division for the heuristic placement, Tycho map.
is smaller, this effect is more noticeable, e.g. for N = 100 with rs = 4 (see Figure 5.10)
a single cluster collects only 1.82% of the whole importance. Clearly, to cover large
areas either a cluster needs to be composed of a very large number of nodes or several
clusters are required. The former approach may be unfeasible if the number of nodes
is too high, and, more important, our results indicate that several clusters achieve better
sensing coverage than a single cluster with the same number of nodes. For example, with
N = 800, a single cluster (let us assume rs = 4) can collect 9% of the whole importance,
but 8 clusters of N = 100 are able to collect 10.78%.
5.5.4 Iterative optimization versus heuristic placement
In the final tests, the optimal strategy computed with our algorithm is compared against
a general heuristic based on related works [LRS09, ZC03] which divide the target area
into a grid and use one cluster per cell. Following the results in [LRS09], the optimal
target point for the cluster must be the center of the cell. In the implemented heuristic
we follow this approach by: (i) dividing the target area intoM = 10 equally spaced cells
(Figure 5.11), (ii) aiming the cluster at the center of the cell and selecting σ values 25, 50,
75, and 100. The solution computed with our optimal approach outperforms the heuristic
in all cases. The improvement percentages are reported in Table 5.4.
Even selecting the best σ parameter in the heuristic approach (we must remark that
previous works do not provide methods to compute this) our approach improves the result
by more than 14% in the worst case (N = 800). In a scenario with fewer nodes, where
the optimization problem is more challenging, the optimal approach developed clearly
outperforms the heuristic (e.g. by more than 82% forN = 100). The difference may even
greater if σ is poorly selected (e.g. more than 400% in all cases if σ = 100).
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σ = 25 σ = 50 σ = 75 σ = 100
N = 100 82,59% 1989, 28% 5624, 79% 8554, 04%
N = 200 47,71% 369, 96% 4116, 63% 9345, 81%
N = 400 53,76% 54, 42% 643, 22% 5626, 80%
N = 600 67, 35% 24,41% 132, 55% 1680, 51%
N = 800 77, 07% 14,24% 56, 48% 401, 79%
Table 5.4: Improvement in terms of covered importance of the optimal solution compared
with the heuristic. Tycho map,M = 10, N = 800, rs = 4, rt = 12.
5.6 Summary
In this chapter we have developed mathematical and algorithmic procedures to calculate
the best placement options for WSN Gaussian clusters in an area of non-homogeneous
importance. In the formulation of the optimization problem we have captured the main
characteristics of the WSN model and made realistic assumptions: the clusters must fol-
low a normal distribution over the monitored area and must also cover the best areas. At
the same time, they must be connected, i.e. nodes cannot be isolated.
We have shown that the approximations selected in our analytical procedure achieve
notably good results, closely resembling those obtained in experimental evaluations. Be-
sides, as an important conclusion, in a single cluster optimal deployment, hundreds (if
not thousands) of sensors are required to completely sense some relative “small” regions.
Iterative multi-deployment proves to be an effective strategy to overcome this problem.
Results demonstrate how large non-homogeneous regions may be covered with several
clusters using suitable configurations.

Chapter6
Conclusions and future works
In this chapter, we summarize the main results of the thesis. We also propose possible
future lines of research in this area of our work.
6.1 Conclusions
The first important conclusion is drawn from the research challenges presented by AmI
environments (Chapter 1). As we have shown, AmI environments are extremely beneficial
in numerous everyday human activities (traveling, working, practicing sports, etc.). Yet
these are complex systems whose development is influenced by a considerable number
of factors, including learning and decision-making processes, which are vital. This thesis
demonstrates how to use three classification and inference methods in decision making:
k-NN, (m, s)-splines and Markov decision processes (MDP). These techniques provide
users with rapid and useful responses, by adapting to changing user needs.
Moreover, the quantity and quality of the information supplied directly influence de-
cision making. Sensors must be carefully placed in areas to ensure that only the most rel-
evant data are captured. Optimal planning for network deployment will help us determine
the position of each node in order to maximize the importance of the data captured. In
this context, this thesis outlines how to undertake two different types of deployment (de-
terministic and random). For this kind of problem, we use three novel methodologies to
plan node position: ACOR, gradient descent method and a partially-controlled-clustered
methodology. In the third case, the technique is highly original and was especially devel-
oped as part of this thesis to perform random deployment of sensors over large surfaces.
Finally, this thesis presents two innovative ambient intelligence applications: a sce-
nario to aid athletes in their training, and another for detecting poaching activities.
6.1.1 Decision making
In this thesis we show that AmI environments help athletes in the pursuit of their sport.
Specifically, in Chapter 2, we have developed a system capable of advising runners on
their training. For that purpose, we deployed a system over a cross-country running cir-
cuit. A network of sensors constantly monitors runners’ location, biometric parameters
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(heart rate) and environment (temperature).
A control node (CN), where we have located the intelligence of the system, gathers
data monitored by the network. This node computes the best training option (i.e. the path
to follow at a track fork). For analysis, it uses the current monitored data and the record
of decisions taken by the runner. In the same conditions (Chapter 3), we tested decision
methods for two different training objectives.
The techniques of k-NN and (m, s)-splines compute the best option to successfully
complete only the following training period (single-step decision making). Although not
perfect, these classification methods achieve a ratio success in the range of 70% (k-NN)
to 85% (splines interpolation).
With MDP the system maximizes the performance for all future training steps, rather
than considering only a horizon with a single step of decision (multi-step decision-making).
In this case, MDP achieves a 70% match in an homogeneous training program. Note that
this is similar to the k-NN classification ratio. However both results are not directly com-
parable since k-NN success ratio includes the out-of-range events, whereas MDP do not.
Therefore MDP results are more impressive.
Furthermore, a fundamental outcome of the analyses undertaken in this thesis is that
environmental data improve the success ratio of all these methodologies.
6.1.2 Node placement
With the aim of maximizing the quality and quantity of information captured by sensor
nodes, this thesis proposes several innovative sensor positioning techniques.
In deterministic deployment conditions (see Chapter 4), we used the ACOR meta-
heuristic for this type of problem for the first time. We carried out tests in two different
deployment scenarios (convex and non-convex) in order to study performance. Both sce-
narios pose an important challenge for the positioningmethodology since it requires nodes
to be placed in regions where the importance of data capture is relatively low in order to
achieve regions of high importance. Captured importance with ACOR is greater than that
obtained with previous heuristics. Moreover, we confirmed that ACOR scales well with
the size of the problem (number of nodes and size of deployment scenario).
In Chapter 4 , we develop an AmI system that detects gunshot location based on
information supplied by a network of sensors. In this case network deployment is multi-
objective. On the one hand, the nodes must be positioned to maximize accurate detection.
On the other, we must place the nodes near power lines to reduce cost. That is, the
objective is two-fold: to achieve the highest quantity and quality of information, while
minimizing deployment costs. In this case a Pareto frontier approach is selected to char-
acterize solutions of large-scale deployments. We compute the position of the nodes by
using a monotone descent method without derivatives that is compatible with realistic op-
timization functions. The proposed model achieves 85% coverage with 50% reduction in
deployment costs. These results are clearly superior to unguided placement.
Furthermore, the AmI system developed for gunshot detection is entirely new. The
location method used is hyperbolic multilateration, which is based on clock information
from each node. Real-time detection means that the clocks must always be synchronized.
To that end, in this thesis, we develop a new time synchronization algorithm. The advan-
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tage of this algorithm is that it minimizes the number of messages exchanged between
nodes. This enhances speed but also reduces power consumption during the synchroniza-
tion process. Finally, tests performed in two-dimensional scenarios conclude that at least
four nodes are required for satisfactory gunshot location accuracy.
In the area of random deployment, this thesis develops a novel methodology that en-
ables the monitoring of large surfaces by using a number of WSN clusters (Chapter 5).
The optimization model assumes the realistic procedure of network deployment by scat-
tering several clusters of nodes from an aircraft. The optimization problem considers
Gaussian distribution for each cluster whose dispersion is determined by the release alti-
tude. Although the exact position of the nodes is unknown, the method successfully en-
sures that most of the nodes in each cluster are connected. Connectivity is a requirement
since areas monitored by isolated nodes do not contribute to the information captured by
the network. Experimental evaluations demonstrate that the approximations selected in
our analytical procedure achieve notably good results, closely resembling those obtained
in experimental evaluations. Besides, as an important conclusion, in a single cluster opti-
mal deployment hundreds (if not thousands) of sensors are required to completely sense
some relatively ‘small’ regions. Iterative multi-deployment proves to be an effective strat-
egy to overcome this problem.
6.1.3 Future works
Throughout this thesis we have developed and evaluated innovative AmI systems, while
assessing several decision-making techniques, with promising results. We have also com-
pleted several rigorous studies on sensor positioning methods.
The creation of new AmI systems in environments where their use would be advan-
tageous to users is a natural continuation of this work. Decision-making systems should
be developed within these new environments, using techniques similar to those explained
here or by exploring other mathematical methods, for example, the branch of decision or
game theory.
A more realistic modeling of the deployment area would also be useful as part of the
study of optimal positioning techniques, since it would lead to results that better reflected
reality. For instance, by considering the placement of sensors in three dimensions and
their importance as a time evolving magnitude, namely, a stochastic process.
Finally, we would like to reflect on the tendency that AmI systems may follow. In re-
cent years, construction techniques forMEMS devices have continually evolved. This will
lead to cheaper devices, with greater sensing capabilities, whose smaller size will allow
for seamless integration into everyday objects. Improved manufacturing techniques will
therefore facilitate the construction of less intrusive ambient intelligence systems. Fur-
thermore, more efficient communication systems (faster, with lower power consumption)
are also being developed. In all likelihood, these advances will lead to the development
of more user-friendly user interfaces. In the light of the studies undertaken in this the-
sis, we shall then observe how technology evolves, so that we may adapt these future
improvements to the construction of AmI systems.
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