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6.7 Bivariate density maps computed from scans 1B (ATD) and 4
(KCRI). These density maps are normalized to approximate a prob-
ability density function. The Pearson correlation coefficient r be-
tween the estimates is indicated in each sub-figure title. . . . . . . . 182
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Abstract
The Weather Surveillance Radar 1988 Doppler (WSR-88D) network has been oper-
ational for over 30 years and is still the primary observational instrument employed
by the National Weather Service (NWS) forecasters to support their critical mis-
sion of issuing severe weather warnings and forecasts in the United States. Nev-
ertheless, the WSR-88Ds have exceeded their engineering design lifespan and are
projected to reach the end of operational lifetime by 2040. Technological limita-
tions may prevent the WSR-88D to meet demanding functional requirements for
future observational needs. The National Oceanic and Atmospheric Administra-
tion (NOAA) has started considering radar systems with advanced capabilities for
the eventual replacement of the WSR-88D. Unique and flexible capabilities offered
by Phased Array Radar (PAR) technology support the required enhanced weather
surveillance strategies that are envisioned to improve the weather radar products,
making PAR technology an attractive candidate for the next generation of weather
radars. If PAR technology is to replace the operational WSR-88D, important de-
cisions must be made regarding the architecture that will be needed to meet the
functional requirements. A four-faced planar PAR (4F-PAR) is expected to achieve
the requirements set forth by NOAA and the NWS, but deploying and maintaining
an operational network of these radars across the U.S. will likely be unaffordable.
A more affordable alternative radar system is based on a single-face Rotating PAR
(RPAR) architecture, which is capable of exceeding the functionality provided by
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the WSR-88D network. This dissertation is focused on exploring advanced RPAR
scanning techniques in support of meeting future radar functional requirements. A
survey of unique RPAR capabilities is conducted to determine which ones could
be exploited under an RPAR Concept of Operations (CONOPS). Three capabilities
are selected for further investigation: beam agility, digital beamforming, and dwell
flexibility. The RPARs beam agility is exploited to minimize the beam smearing
that results from the rotation of the antenna system over the collection of sam-
ples in the coherent processing interval. The use of digital beamforming is inves-
tigated as a possible way to reduce the scan time and/or the variance of estimates.
The RPAR’s dwell flexibility capability is explored as a possible way to tailor the
scan to meteorological observations with the goal of improving data quality. Three
advanced RPAR scanning techniques are developed exploiting these capabilities,
and their performance in support of meeting the radar functional requirements is
quantified. The proposed techniques are implemented on the Advanced Technol-
ogy Demonstrator (ATD), a dual-polarization RPAR system at the National Severe
Storms Laboratory (NSSL) in Norman, OK. Data collection experiments are con-
ducted with the ATD to demonstrate the performance of the proposed techniques
for dual-polarization observations. Results are verified by quantitatively comparing
fields of radar-variable estimates produced using the proposed RPAR techniques
with those produced by a well-known collocated WSR-88D radar simultaneously
collecting data following an operational Volume Coverage Pattern (VCP). The tech-
niques introduced are integrated to operate simultaneously, and used to design an
RPAR CONOPS that can complete a full volume scan in about one minute, while
achieving other demanding functional requirements. It is expected that the findings
in this dissertation will provide valuable information that can support the design of




“We are at the very beginning of time for the human race. It is not unreasonable that we
grapple with problems. But there are tens of thousands of years in the future. It is our
responsibility as scientists, to do what we can, learn what we can, improve the solutions,
and pass them on.”
Richard P. Feynman
1.1 Background
The Next Generation Weather Radar (NEXRAD) program completed the deploy-
ment of the Weather Surveillance Radar - 1988 Doppler (WSR-88D) network de-
livering 160 high-resolution, S-band, Doppler weather radars operated and main-
tained by the National Weather Service (NWS). This network of Doppler weather
radars was upgraded in 2012 to simultaneously transmit and receive electromag-
netic waves in both horizontal (H) and vertical (V) polarizations, which provided
these radars with dual-polarization capability [1]. The received signals on the H
and V polarization channels are used to estimate spectral moments (reflectivity Zh,
Doppler velocity vr, and spectrum width σv), and polarimetric variables (differential
reflectivity ZDR, differential phase ΦDP, co-polar correlation coefficient ρhv). This
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enables the classification of meteorological scatterers (e.g., rain, graupel, large hail,
snow) and non-meteorological targets (e.g., insects, birds, and chaff), which can
improve the downstream algorithms such as quantitative precipitation products [2,
3]. Polarimetric radars have become a fundamental tool for better interpretation
and forecasting of hazardous weather events, and improving the quality of esti-
mates which is critical to support the NWS mission: “to provide weather, water,
and climate data, forecasts and warnings for the protection of life and property and
enhancement of the national economy”1. Figure 1.1 shows the location and cover-
age of these radars across the United States.
Figure 1.1: Coverage of the NEXRAD network, from NOAA2
1Source: http://www.weather.gov/about
2This image was obtained from the National Oceanic and Atmospheric Administration’s website:
http://www.roc.noaa.gov/WSR88D/Maps.aspx
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Data from the WSR-88D are also used to support research efforts, which aim
to improve the radar’s data quality and help the understanding of weather phenom-
ena [4–12]. For instance, Brown et al. [4] used the KOUN radar, an experimental
WSR-88D at the National Severe Storms Laboratory (NSSL), to develop a sam-
pling technique which improves the azimuthal resolution of data and ultimately
increases the tornado vortex detection capabilities of the WSR-88D. Similarly, Ivić
et al. [6] used archived WSR-88D time series IQ data to develop a radial-based
noise power estimation technique that significantly improved the quality of spec-
tral moments and polarimetric variables. After years of research and development,
these techniques are transferred to the NEXRAD network and are used in the default
operational modes across the WSR-88D fleet.
Compared to the previous non-Doppler weather radars, the introduction of the
NEXRAD Network has shown to improve the warning lead time of severe weather
events [13]. The network has surpassed its engineering design life span but through
continuous upgrades, the service life of the WSR-88D has been significantly ex-
tended beyond 2030. Even though the NEXRAD network has shown an impressive
performance in comparison to previous radar networks, it also has some limitations
[14]. For rotating-reflector radars such as the WSR-88D, most scanning parameters
are fixed for a given VCP and the coverage of desired scan sectors is driven by the
mechanical rotation of the antenna. These prevent the WSR-88D from achieving
a significant reduction in scan-update times in support of the need for more fre-
quent observations. Therefore, it is challenging to support NWS forecasters in their
decision-making process for issuing severe weather warnings and forecasts.
The WSR-88D surveys the atmosphere by mechanically rotating a parabolic-
reflector antenna following one of the pre-defined scanning patterns denominated
Volume Coverage Patterns (VCP). The radar beam covers 360◦ in azimuth and a
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variable number of elevations depending on the VCP being used, which can take
4 to 10 minutes to complete. Faster updates are desirable for better understanding
and forecasting of the fast-evolving convective precipitation systems[15, 16]. It can
be argued that the better understanding of the formation and evolution of severe
weather, resulting from radar data with high temporal resolution, may increase lead
warning times [17, 18].
Intrinsic architecture limitations may prevent parabolic-reflector systems (such
as the WSR-88D) from attaining the performance levels required to meet the set
of next-generation radar functional requirements specified by the National Oceanic
and Atmospheric Administration (NOAA), and more advanced system capabilities
may be needed. One of the most demanding functional requirements involves the
volumetric scan-update times, which are optimally expected to be on the order of 1
min. The fastest volume scans currently achieved by the WSR-88D are on the order
of 4 mins, and a significant reduction in scan time (maintaining the data quality and
spatial sampling capabilities) is not possible without the use of radar capabilities
only feasible with more advanced radar architectures. NOAA has been exploring
advanced radar systems for the eventual replacement of the operational WSR-88D,
which is projected to reach the end of its operational lifetime by 2040 [19]. In
addition to the current operational capabilities of the WSR-88D to detect, estimate,
and classify returns from meteorological scatterers with high sensitivity and spatial
resolution, NOAA has defined performance requirements that involve a more rapid
update of volumetric data [20].
Unique and flexible capabilities offered by Phased Array Radar (PAR) technol-
ogy have the potential to improve the weather radar products, making PAR technol-
ogy an attractive candidate for the next generation of weather radars [21]. Although
PAR technology was initially conceived in the early 1900’s [22], tremendous ad-
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vancement of the technology was motivated by the need for advanced air defense
capabilities during he World War II. Over the past few decades, this technology has
greatly matured in the context of air surveillance and defense applications, making
PAR technology more accessible to other applications [22]. Key PAR capabilities
that support the needs of advanced weather surveillance include: the ability to al-
most instantly steer the radar beam to an arbitrary direction within the scan sector
(i.e., beam agility), the flexibility to dynamically redefine the sampling parameters
for each beam position in the scan, and the ability to digitally form multiple simulta-
neous beams in different directions. Ongoing research efforts that began in the early
2000’s at NSSL have aimed at demonstrating unique PAR capabilities for weather
surveillance. Research studies have demonstrated that the use of adaptive scanning
techniques can reduce the scan time of a stationary planar PAR system [23]. Fur-
ther, Yu et al. [24] demonstrated an advanced PAR scanning technique that exploits
the electronic beam steering agility and can lead to reduced scan times and/or im-
proved data quality. The Phased Array Radar Innovative Sensing Experiment [17]
was designed to demonstrate the advantages of rapid-scan PAR data to improve
forecasters’ ability of warning severe weather. [25] demonstrated the use of a mo-
bile, single-polarization X-band rotating PAR (RPAR) system leveraging an exist-
ing military radar, the Mobile Weather Radar 2005 X-band Phased Array (MWR-
05XP), to produce rapid volumetric observations of convective storms. Rapid-scan
PAR data from the MWR-05X was used in the second Verification of the Origins of
Rotation in Tornadoes Experiment (VORTEX2) to analyze the physical processes
of tornadogenesis, which advanced the understanding of tornadoes, including tor-
nadogenesis, tornado structure, and improving forecasts [26]. Researchers have
also reported that PAR rapid scan data is expected to enhance the effectiveness of
radar data-assimilation and numerical weather prediction systems [27].
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A single-polarization PAR was installed at the National Weather Radar Testbed
(NWRT) in Norman, Oklahoma in 2003 to explore the feasibility of using PAR
technology for weather observations [28, 29]. This was the first PAR dedicated
to weather observations, and it was made possible through a collaborative effort
that initiated at NSSL. The single-polarization PAR system (based on a SPY-1A
passive antenna) was made available to research communities in September 2003
[30], and it was decommissioned on May 31, 2016, to make way for newer tech-
nology3. Significant progress towards evaluating the possibility of adopting PAR
technology for weather observations was made with the PAR at the NWRT, how-
ever, this system did not have dual-polarization capabilities. Considering that dual-
polarization capabilities are a non-negotiable NWS requirement for a future net-
work of weather surveillance radars, the feasibility of producing high-accuracy
dual-polarization PAR observations has to be investigated. This important ques-
tion has recently gained attention in the research community, and scientists have
began investigating challenges associated with the implementation and calibration
of dual polarization technology on PARs [31].
The recently installed Advanced Technology Demonstrator (ATD) radar system
at the NWRT, is a full-size, active, S-band, planar, dual-polarization PAR. It was
funded jointly by the NOAA and the Federal Aviation Administration (FAA), and it
is being developed by the NSSL, the Cooperative Institute for Mesoscale Meteoro-
logical Studies (CIMMS) at the University of Oklahoma, Massachusetts Institute of
Technology – Lincoln Laboratory (MIT–LL), and General Dynamics Mission Sys-
tems [32–34]. The NWRT site and the ATD antenna are shown in Figure 1.2. The
antenna is composed of 76 panels, where each panel consists of an 8×8 set of radi-
3Source: NOAA National Severe Storms Laboratory, https://www.nssl.noaa.gov/about/history/nwrt-
decommission/
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(a) NWRT (b) ATD Antenna
Figure 1.2: (a) NWRT PAR in Norman, OK, and (b) the ATD at the NWRT.4.
ating patch-antenna elements with dual linear polarization (H and V), for a total of
4,864 elements. The peak power for each antenna element is 6 W per polarization,
which results in∼ 29 kW of peak transmit power for the system. The system makes
use of pulse compression to meet sensitivity and range-resolution requirements [35,
36], achieving a sensitivity of approximately 0 dBZ at 50 km. The antenna elements
in the ATD have been approximately spaced by half wavelength, which results in a
∼4×4 m aperture that produces a 1.58◦ half-power beamwidth (HPBW) on broad-
side. On receive, the antenna is partitioned into overlapped subarrays (consisting
of 8 panels each, 2 in azimuth by 4 in elevation) to produce lower sidelobes and
suppress grating lobes outside of the main beam of the subarray pattern [37]. The
multi-channel receiver architecture enables the ATD with beamforming capabili-
ties: it can form up to 24 simultaneous digitally formed beams. This key capabil-
ity will be exploited to demonstrate techniques that can reduce scan-update times.
The main purpose of this advanced dual-polarization radar system is to evaluate
the feasibility of PAR technology for weather observations. The full integration,
calibration, and testing of the ATD is expected to be completed by the Spring of
7
2021, after which it will become available to research communities with so-called
Initial Operational Capabilities (IOC). There are plans beyond IOC to continuously
upgrade these capabilities to support the research and demonstration of additional
unique capabilities.
1.2 Motivations
The NOAA Radar Functional Requirements (RFR) document [38] specifies the
functionality and expected performance for a future weather surveillance radar sys-
tem. The document’s Threshold Functional Requirements are used to define the
minimum expected performance of the future system, while its Optimal Functional
Requirements define the desired system performance. It is likely that advanced
scanning and digital signal processing techniques will be needed to meet these de-
manding requirements. To this end, unique PAR capabilities must be exploited
under a certain Concept of Operations (CONOPS). For instance, one of the most
demanding optimal requirements is the 1-min update time to complete a volume
scan “with no degradation of the sensitivity, spatial resolution or standard devi-
ation of measurement for radar-variable estimates”. With the conventional dwell
times used for weather observations (such as those defined in the WSR-88D VCPs),
advanced capabilities such as agile electronic-steering, digital beamforming, and/or
adaptive scanning are possible means to reduce the scan update times. A summary
of the NOAA/NWS Radar Functional Requirements from [38] most relevant to this
work is provided in Table 1.1.
From previous studies mentioned, a stationary four-faced planar PAR architec-
ture has been the prime candidate system that would simultaneously support several












































































































































































































































































































































































































































































































































































































































































































missions [32] under the Multi-function Phased Array Radar (MPAR) concept. Nev-
ertheless, the discrepancies among interagency deployment timelines (aided by the
insufficient maturity of polarimetric PAR technology for weather observations) re-
sulted in the MPAR concept being abandoned. Consequently, current efforts are
now centered on single-mission systems. While a four-faced PAR is likely capable
of achieving the optimal requirements set forth by NOAA, deploying and maintain-
ing an operational network of these radars across the U.S. will likely be unafford-
able.
A more affordable alternative radar system is based on a single-face RPAR ar-
chitecture [20], which is capable of meeting the threshold requirements and exceed-
ing the capabilities of the current reflector-based WSR-88D network. The RPAR
architecture has been used for air surveillance and defense applications since the
late 1970’s [39–41] but was only introduced for weather surveillance in recent
years [42–45]. The CONOPS for these weather RPAR systems consist of either
imitating the operation of a conventional reflector radar with continued mechanical
azimuthal rotation and discretely increasing elevation with each rotation or per-
forming a straightforward electronic scan in elevation while mechanically rotating
in the azimuthal direction. These limited operational concepts, which were only
demonstrated on single-polarization systems, fall short of exploiting all of RPAR’s
unique capabilities and are not likely to meet demanding functional requirements
such as the more rapid update volumetric data. Dual-polarization is one of the
strictly required functional capabilities, therefore, advanced techniques compatible
with dual-polarization technology are developed in this dissertation.
Advanced capabilities offered by the RPAR are explored in this dissertation
as a means to design advanced scanning techniques to address some of NOAA’s
Optimal radar functional requirements. Specifically, RPAR techniques that support
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the requirements in effective angular resolution, adaptive scanning strategies, and
statistical data quality are developed. First, the RPAR’s beam agility is used to
compensate for the mechanical rotation of the antenna in azimuth, which minimizes
the negative impact of rotation on the effective azimuthal resolution. Then, digital
beamforming capabilities are used to develop a technique that supports a significant
reduction in scan time and/or in the standard deviation of radar-variable estimates.
Lastly, a concept that supports the reduction of scan times and enables the use of
adaptive scanning to improve data quality is introduced.
As a potential solution to achieve current and future needs to support the NWS
mission, advanced RPAR CONOPS for weather surveillance using these techniques
will be investigated. Impacts from these CONOPS on the quality of radar-variable
estimates will be understood and quantified. These results could be used to de-
sign an RPAR system that supports the desired CONOPS meeting the functional
requirements and results in minimal degradation in the quality of radar data.
1.3 Contributions
The overarching goal of this dissertation is to explore and quantify the main ad-
vantages and limitations of the RPAR architecture with respect to the rotating-
reflector radar (RR) and the stationary 4-faced PAR (4F-PAR), respectively; and
to provide valuable information for the design of a CONOPS capable of meeting
the NOAA/NWS functional requirements in support of the U.S. weather surveil-
lance mission. Advanced scanning and signal processing techniques developed in
this dissertation can be used as building blocks to design an RPAR CONOPS in an
operational network of RPARs. The main contributions of this work include:
• An analysis on radar scanning and signal processing techniques that are fea-
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sible with the RPAR architecture, and discussions on their advantages and
limitations with respect to the RR and 4F-PAR, respectively.
• A quantitative analysis of the antenna rotation impact on the azimuthal reso-
lution and on the quality of radar-variable estimates for RPAR, as a function
of the number of bits in the antenna-element phase shifters and including off
broadside pulse-to-pulse beamsteering angles.
• The conceptual development, simulation, and practical implementation of a
technique capable of mitigating beam-smearing effects with little-to-no im-
pact on the quality of radar-variable estimates. The performance of the tech-
nique is quantified as a function of phase-shifter bits, and includes both quan-
tization and random phase errors. The performance of the technique is veri-
fied by comparing observations to those from a well-known WSR-88D sys-
tem.
• A novel technique that exploits unique PAR beamforming capabilities to re-
duce the scan time and/or to reduce the standard deviation of estimates. Cal-
ibration and practical implementation considerations are provided. The tech-
nique is demonstrated using the ATD system for polarimetric weather obser-
vations. The performance of the technique is verified by comparing observa-
tions to those from a well-known WSR-88D system.
• The conceptual development, implementation, and demonstration of a tech-
nique that can be used to reduce the standard deviation of estimates (by tai-
loring scanned beams to observations) and/or the scan time (by eliminating
the need for “split cuts” to mitigate range/velocity ambiguities).
• A concept of operations for the RPAR, which includes the integration and
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joint use of the three techniques presented, and the development of alternative
scan strategies based on these techniques.
1.4 Outline
Chapter 2 presents comparative analyses of unique RPAR capabilities with respect
to the RR and the 4F-PAR architectures. Techniques considered are described and a
discussion with tradeoff considerations for the three architectures introduced is pro-
vided. This discussion motivates the selection of the key techniques investigated in
this dissertation. Three unique RPAR capabilities are selected to develop advanced
scanning techniques in support of the RPAR CONOPS, namely: (1) beam agility,
(2) digital beamforming, and (3) dwell flexibility. A justification for the selected
techniques is provided in terms of needs for future radar requirements.
Chapter 3 introduces the Motion-Compensated Steering (MCS) technique by
which the beam is electronically steered on a pulse-to-pulse basis within the coher-
ent processing interval (CPI) to compensate the antenna motion and maintain the
beam pointed at the center of resolution volume being sampled. This leads to a
reduction in the effective antenna pattern beamwidth. In turn, mitigating the impact
of beam smearing allows for smaller (and more affordable) antenna apertures that
can meet angular resolution requirements. Impacts of electronic beam steering off
the broadside are quantified in terms of azimuthal resolution and data quality us-
ing high-fidelity RPAR simulations. The performance of MCS in mitigating beam
smearing may be limited if the beam cannot be pointed with sufficient accuracy.
This could be caused by either the accuracy of electronic beam steering or the pre-
cision of the mechanical rotator. While increasing the number of bits per antenna
element may increase system cost, it is likely that increasing the antenna aperture
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(i.e., for an equivalent effective beamwidth) would be more costly. Furthermore,
MCS may not be compatible with other advanced PAR scanning techniques (e.g.,
adaptive beamforming), which may limit the capabilities of the overall system. The
MCS technique is implemented on the ATD, practical considerations are provided,
and polarimetric data collections are presented. Further, polarimetric calibration
methods based on the autocorrelation-correction matrices [46, 47] are integrated
with MCS.
Chapter 4 introduces the Distributed Beams (DB) technique, which provides
a way to reduce the scan time and/or to reduce the variance of radar-variable es-
timates. It exploits unique PAR beamforming by synthesizing a wide transmit
beam and receiving multiple beams simultaneously. This concept has been used
on RPARs by using wider transmit beams in the elevation dimension. Here, it is
applied in the azimuthal dimension. The DB technique consists in coherently com-
bining receive beams coming from the same location to effectively produce a longer
dwell (increased by number of simultaneous beams received). This comes at the ex-
pense of 1) increased rotation speed, 2) two-way pattern increased sidelobe levels,
3) reduced sensitivity, and 4) an increased two-way beamwidth due to the wider
transmit beam. The technique is demonstrated using the ATD system for polari-
metric weather observations. The technique could be implemented as part of an
RPAR concept of operations to meet requirements for the future weather surveil-
lance network if certain tradeoffs are accounted for in the radar design process.
Chapter 5 presents the forward-looking and back-scanning technique (FBT)
that exploits the RPAR’s beam agility by interleaving beams with different point-
ing angles and dwell-type definitions. Specifically, forward-looking (short dwell
beams) and back-scanning (standard dwell beams) are scheduled as interleaved sets
of beams that are scanned as the RPAR rotates. For the forward-looking beams, the
14
concept is to transmit short-dwell beams ahead of the radar rotation to get sufficient
surveillance-type information. The FBT is designed to execute split cuts (similar to
those used in the WSR-88D) with a single revolution of the antenna, and to be used
in conjunction with real-time adaptive scanning algorithms to reduce the scan time.
Further, although the back-scanning beams considered in this work follow an in-
variant scan, they could conceptually be scheduled adaptively. That is, an adaptive
algorithm could use information from the forward-looking beams to tailor the ob-
servations on significant weather echoes. Potential data quality improvements that
could be achieved by implementing a real-time adaptive scheduling of these beams
is discussed. A potential limitation of this technique is that it requires accurate
polarimetric calibration for an effective operation, since the forward-looking and
back-scanning beams are steered off broadside. The FBT technique is demonstrated
using the ATD system for polarimetric weather observations, and data collected
with the FBT are re-processed to emulate a simple adaptive scanning algorithm.
Chapter 6 discusses the integration of the presented techniques for a CONOPS
that results in reducing the update times while improving data quality, and with-
out degradation in spatial resolution. First, MCS, DB and FBT are integrated and
demonstrated. Then, independent sets of receive beams using these techniques are
added to simultaneously scan several elevations and further reduce scan times. A
CONOPS based on the described techniques is used to develop a scan strategy with
a volume scan time of 1.06 min, and which achieves the requirements for spatial
sampling and data quality (i.e., standard deviation of estimates). While the use of
spoiled transmit beams provides a means to reduce the scan time but it puts more
demands on the system design. A system designed to meet the angular resolution
requirements (∼1◦) using pencil beams will likely go outside of the requirements
when using a spoiled transmit beam. One way to compensate for this loss in reso-
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lution is to increase the size of the aperture. While this will increase the cost of the
system, it is reasonable to assume that a single-face RPAR with a larger aperture
would still be more affordable than a 4F-PAR.
Chapter 7 summarizes the findings and contributions of this dissertation and
provides some recommendations in support of an initial deployment of RPAR sys-
tems to meet functional requirements. Possible future research paths in support of




“Let’s go invent tomorrow rather than worrying about what happened yesterday.”
Steve Jobs
2.1 Radar Architectures
The NOAA RFR document [38] specifies the functionality and performance ex-
pected for a future weather surveillance radar system, but does not provide specific
implementation details to achieve this functionality. A variety of radar architectures
could meet the advanced functionality requirements, but system cost and function-
ality tradeoffs have to be considered to select an appropriate candidate.
RR systems have been used for many applications since the 1930’s. This tech-
nology is well known and with advances in signal processing techniques (over the
past few decades), it has reached a point where significant performance enhance-
ments are limited by the antenna architecture. As argued in Section 1.1, intrinsic
architecture limitations may prevent RR systems (such as the WSR-88D) from at-
taining the required performance levels. Not only this architecture has little scan-
definition flexibility, but it also lacks digital beamforming capabilities that could al-
low the simultaneous reception of multiple beams to scan regions of interest faster.
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With limited degrees of freedom for enhancing current performance, it is unlikely
that RR technology will be able to meet optimal functional requirements.
The 4F-PAR has been one of the prime candidates to provide the required func-
tionality for the weather surveillance mission. With sufficiently large apertures to
produce the required angular resolution, and with element-level digitization of sig-
nals, this architecture would likely achieve the objective requirements set forth in
the RFR. With four stationary PAR faces operating independently, each face could
finish a volume scan in ∼67 seconds using the VCP number 212 scan strategy def-
inition to maintain the required data quality. Exercising advanced PAR scanning
capabilities such as digital beamforming and adaptive scanning, the volumetric up-
date time could be further reduced to meet the objective update time of 1 min.
While a 4F-PAR is capable of achieving the optimal requirements, deploying and
maintaining an operational network of these radars across the U.S. will very likely
be unaffordable.
The RPAR architecture consists of a combination of the previously mentioned
architectures. It is mechanically rotated in azimuth (and also possibly tilted in ele-
vation) as the RR architecture, but it is equipped with an advanced antenna system
similar to that of the 4F-PAR (for 1 or 2 faces). The flexibility provided by PAR
technology (e.g., agile electronic beam steering, beamforming, etc.) over the RR
system allows for advanced scanning and processing techniques. These advanced
capabilities could be leveraged to attempt meeting optimal functional requirements.
However, some scan strategies (and their associated CONOPS) may be constrained
by the required continuous mechanical rotation of the antenna system in azimuth.
Elevation scanning can be accomplished by mechanically tilting the antenna or by
electronically steering the beam; the latter requires more accurate polarimetric cali-
bration. It is assumed herein that the RPAR has beamsteering capability in azimuth,
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and that elevation scanning is accomplished by either mechanically or electroni-
cally scanning in elevation. While it can be argued that this architecture is more
affordable than the 4F-PAR, it has fewer degrees of freedom (relative to the 4F-
PAR) and it is not certain whether this architecture could meet some or all optimal
functional requirements. In this dissertation, the focus is on meeting the volume
coverage time, the standard deviation of radar-variable estimates, and spatial sam-
pling requirements.
An illustration of these three radar architectures is presented in Figure 2.1. Al-
though there may be other architectures capable of meeting the requirements (such
as the Cylindrical Polarimetric Phased Array Radar, CPPAR, [48, 49]), they are not
considered here because our focus is on the RPAR architecture with respect to the
simplest architecture (RR) and the most capable one (4F-PAR). Other affordable
architectures in between the RR and the 4F-PAR could be considered as possible
alternatives to the RPAR; this is beyond the scope of this work. An analysis of
possible PAR capabilities as a function of architecture oriented towards achieving
functional requirements is carried out next.
Figure 2.1: Radar Architectures: (left) Rotating-reflector Radar, (center) Rotating
PAR, (right) Stationary 4-Faced PAR.
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2.2 Radar Capability Analysis
It is of interest to understand the advantages of the RPAR architecture over the RR,
and its limitations with respect to the 4F-PAR. We begin by describing relevant
radar system capabilities, whether or not these are feasible with the architectures
under consideration, and their maturity level in the path to operational implemen-
tation. A technique is considered feasible if the architecture can support it, and
the maturity level is divided into three simple categories: low, medium, or high.
These are meant to represent the state of the technology in terms of their develop-
ment level; i.e., in initial research phase (low), in testing and demonstration phase
(medium), ready for transition to operations (high). Capabilities with a low maturity
level are those exploited by techniques for which only theoretical concepts and/or
simulations have been presented or published, but no practical implementations or
demonstrations are available. For example, the adaptive beam clustering technique
proposed by Weber [50] exploits the adaptive scanning and digital beamforming
capabilities of the 4F-PAR, and although they provide theoretical concepts and sim-
ulations illustrating the technique, it has not been implemented on a weather radar
system and would therefore be considered of low maturity level. Capabilities with
a medium maturity level are those exploited by techniques for which advanced sim-
ulations, proof-of-concept practical implementations, and demonstrations are avail-
able in the published literature. For example, the beam multiplexing (BMX [24])
technique exploits the beam agility and dwell flexibility capabilities, and although
it has been demonstrated on a weather PAR, further analysis and testing would be
needed for an operational implementation (e.g., investigate its compatibility with
operational signal processing techniques and scan strategies, and its impacts on
polarimetric data quality). Capabilities with a high maturity level are those ex-
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ploited by techniques ready for operational implementation or that are already op-
erational on weather radars; that is, those that have been extensively studied and
demonstrated, and for which test experiments on operational platforms have been
conducted. This may include the involvement of forecasters analyzing the data to
ensure that the technique does not impact (and possibly enhances) their ability to
issue warnings and forecasts. The Sachidananda-Zrniĉ range/velocity ambiguity
mitigation technique [51] exploits the phase coding capability, and it is considered
of high maturity level for the RR since it has been operational in the WSR-88D net-
work for many years. Discussion about the tradeoffs and considerations associated
with each capability is provided next with the goal of identifying the most suitable
techniques that can be exploited by the RPAR architecture.
2.2.1 Polarimetric Observations
Radars with dual-polarization capability are able to transmit electromagnetic waves
in the H and V polarizations. The dual-polarization technology has been opera-
tional on the WSR-88D network since 2012, and is therefore considered a mature
technology for the RR architecture. These polarimetric observations provide infor-
mation about the type and size of scatterers in the resolution volume (defined herein
as the volume of space circumscribed by the 6-dB contour of the two-way antenna
pattern in azimuth and elevation and of the range weighting function in range [52]),
and have significantly improved precipitation rate estimates, flood warning, hail
detection, tornado detection, winter weather warnings and identification of non-
meteorological targets. Polarimetric observations and products derived from them
have become a fundamental tools for better interpretation and forecasting of haz-
ardous weather events to support the NWS mission [2, 3, 53]. As a result, the
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capability to provide high-quality dual-polarization observations has become an in-
dispensable requirement for any future operational weather radar.
Operational implementation of dual-polarization technology requires that scat-
tering properties of precipitation must be measured with high accuracy. One of the
major obstacles to the use of polarimetric PAR technology for weather surveillance
is the calibration needed to achieve measurements with quality comparable to those
of the WSR-88D [31]. This is due to the existence of significant scan-dependent
measurement biases, as well as cross-polar antenna pattern contamination, inherent
to planar PAR [54, 55]. Scan-dependent system biases in PAR estimates are caused
by the H and V copolar antenna patterns, which vary with beamsteering direction.
The effects of these variations can be addressed via corrections using appropriate
values at each broadside location [56]. If the cross-coupling effects are sufficiently
suppressed [57] and given sufficiently narrow antenna main beam, the corrections
can be conducted using only the beam peak values of the copolar patterns.
Ongoing research efforts are exploring ways to mitigate both co-polar biases
and cross-polar pattern contamination. For example, initial co-polar bias correc-
tions for ATD dual-polarization observations were developed from antenna patterns
measured in the near-field chamber at the MIT-LL facilities during March-April
2018 [33]. The beam peaks at all measured locations are shown in Figure 2.2 (left
and middle panels), from [47]. Further, by extracting the copolar beam peaks along
the horizontal cardinal plane, the copolar beamsteering biases for Zh, ZDR, and ΦDP
are computed and shown in Figure 2.2 (right panels). These measurements may
not represent the current state of the array with utmost accuracy since they were ob-
tained prior to fielding the array in Norman, OK, but they were tested with ATD data
collected during the spring and summer of 2019. Figure 2.3 from [46] shows radar
variable estimates of (columns from left to right) Zh, ZDR, ΦDP, and ρhv for (rows
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Figure 2.2: (left panels) Transmit embedded element pattern and (middle panels)
receive embedded element pattern of the ATD antenna measured in the near-field
chamber at Lincoln Laboratories. Near-field measured copolar beamsteering biases
derived along horizontal principal plane (right panels), from [47].
from top to bottom) uncorrected ATD data, corrected ATD data using near-field
measurements, and data from the closely located Twin Lakes (KTLX) operational
WSR-88D radar for reference.
The dual-polarization technology is considered mature for the RR architecture.
As discussed previously, PAR antennas are plagued with polarimectric biases in-
duced by co-polar and cross-polar antenna patterns. Recent research efforts show
that differences among polarimetric-variable estimates associated with collocated
volumes illuminated in rapid succession using distinct electronic steering angles
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Figure 2.3: ATD reflectivity and polarimetric variable fields on 01 May 2019, with-
out (top row) and with (middle row) bias corrections derived from near-field antenna
pattern measurements. The bottom row is concurrent data from the operational
WSR-88D in Oklahoma City, OK., from [46].
(the self-consistency test) are significantly reduced. This indicates a medium ma-
turity level in the dual-polarization technology for stationary PAR systems such as
the 4F-PAR. Polarimetric calibration of the RPAR will depend on the maximum
electronic steering angles that will be used in the scan. That is, if beam positions
in the scan are sufficiently close to the broadside, calibration will be similar to that
of an RR system; and if beam positions in the scan are steered far from the broad-
side, calibration will be similar to that of the 4F-PAR. If polarimetric calibration is
achieved for a stationary PAR system, it would reduce the RPAR’s polarimetric cal-
ibration procedure to that of an RR system. Nevertheless, the impact of advanced
RPAR signal processing techniques (developed in support of meeting functional
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radar requirements) on polarimetric-variable estimates will have to be thoroughly
evaluated. Considering that dual-polarization has not been operationally demon-
strated with PAR technology, this is considered a technology of medium maturity
level for RPAR and 4F-PAR.
2.2.2 Pulse Compression
Pulse compression provides increased sensitivity without affecting the range res-
olution [58]. Initially developed for point targets, it consists of transmitting a
long pulse to increase the average power and later compressing it to the desired
range resolution at the receiver matched filter. More recently, pulse compression
has been implemented on ground-based weather radars [36, 45, 59–61], proving to
be an effective technique to improve sensitivity. The use of relatively long pulse-
compression waveforms (compared to conventional radar pulsewidths), increases
the pulse transmission time, which consequently increases the initial range for echo
detection (i.e., the blind range). Researchers have used a combination of a long
pulse-compression waveform followed by a short conventional non-compression
waveform (at a different frequency) to mitigate this for polarimetric weather obser-
vations [60]. Since these waveforms result in different overall system sensitivity,
there is a difference in sensitivity in the short-pulse to long-pulse data-transition
range. Although this may not pose a critical challenge for the operational use of
pulse-compression waveforms on polarimetric weather radars, techniques to blend
the sensitivity gap (likely at the expense of data quality) could be devised.
All three architectures support this capability since it operates on the range-
time dimension, and it is compatible with rotating and stationary systems. In par-
ticular, pulse compression could be used to increase the sensitivity of relatively
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low-powered RPAR and 4F-PAR systems to meet functional requirements. Fig-
ure 2.4 illustrates the sensitivity improvement of the ATD when using a 78-µs
pulse-compression waveform over using a short 1.8-µs pulse (left and center pan-
els), where data from the operational RR KTLX (Twin Lakes, OK) WSR-88D radar
is shown for reference (right panel) [36]. Furthermore, since other advanced tech-
niques (such as beamforming) may trade sensitivity for a reduction in scan update
times or improvement in the quality of data, pulse compression could be used to
compensate for the sensitivity loss. This assumes that the radar transmitter duty
cycle is high enough to achieve the required sensitivity when scanning with con-
ventional techniques.
Pulse compression is a well-known technique that is feasible and mature for all
three architectures. Considering that pulse-compression operates on range-time, re-
search results developed for the 4F-PAR can be directly implemented on the RPAR.
That is, while there are still some open research questions regarding the use of
pulse-compression waveforms with PARs, these are not unique for the RPAR and
results from PAR-oriented research efforts will be easily transferable to the RPAR.
Furthermore, this technique does not directly support reducing the scan time, which
Figure 2.4: Reflectivity fields from the 01 May 2019 weather event at ∼19:58:25
UTC (left) ATD using a short waveform (center) ATD using a pulse-compression
waveform (right) Operational KTLX WSR-88D for reference from [36].
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is one of the most demanding functional requirements. Pulse compression should
be considered for RPARs to increase sensitivity of low-powered solid state trans-
mitters, but given its high-maturity level and its value in support of the dissertation
goals (novelty and achieving the RFR), it is not considered a unique RPAR capabil-
ity.
2.2.3 Frequency Diversity
Radars with frequency diversity can transmit signals in separate frequency bands
and receive echo signals from all frequency bands transmitted simultaneously. Sig-
nals received are separated into their corresponding bands using analog or digital
filtering prior to signal processing. This concept is widely used in communication
and is known as Frequency Division Multiplexing.
Frequency diversity has been used on RR architectures to either increase the
number of independent samples observing a resolution volume [62], or to miti-
gate the blind range caused by the transmission of a long pulse-compression wave-
form [60]. Frequency diversity is also very advantageous with systems based on
phased array antennas, such as the RPAR and the 4F-PAR. Bluestein et al. [25]
demonstrated the use of a mobile, single-polarization RPAR (MWR-05XP), with
frequency diversity to increase the number of independent samples. With frequency
diversity implemented, a higher antenna rotation rate was possible because indepen-
dent samples were obtained at a higher rate, reducing the volume sampling time by
a factor of 2. Frequency diversity was also implemented on the Rapid-Scanning
X-band Polarimetric (RaXPol) radar [63] to increase the number of independent
samples and allow faster rotation rates on a mobile RR system.
Nevertheless, the significant growth in wireless broadband applications in re-
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cent years has forced the compression of several applications into relatively narrow
frequency bands. The high demand for spectrum allocation coupled with the current
scarcitiy of available frequency bands resulted in a large increase in spectrum cost,
making frequency diversity options for weather radars less feasible. In fact, the
Spectrum Efficient National Surveillance Radar (SENSR) program evaluated the
possibility of relocating radar systems operating on the 1300–1350-MHz band (L-
band) by potentially consolidating weather and aircraft surveillance radar networks
into one system operating on the 3 GHz band (S-band) [32].
Frequency diversity has been demonstrated for weather radar applications and
provides a way to reduce the scan time or the variance of estimates. However, it is
not typically used in operational weather radars due to spectrum availability. Al-
though this technology is feasible with all three canonical architectures considered
here and can be considered in a medium-to-high maturity level, the required ex-
cessive frequency bandwidth makes it less feasible than other alternatives available
with PAR technology. Furthermore, since techniques exercising frequency diver-
sity developed for the 4F-PAR can be readily implemented on the RPAR, it is not
considered a unique RPAR capability.
2.2.4 Phase Coding
Phase coding capabilities allow the radar system to impose phase codes on each
transmitted pulse in a CPI. Phase coding was initially proposed for the RR archi-
tecture in 1980’s as a means to resolve range-velocity ambiguities [64, 65], and has
been implemented in the WSR-88D network since the early 2000’s [51, 66]. In
the phase coding technique proposed by Sachidananda and Zrnić [51], transmitted
pulses are phase shifted according to a sequence referred to as the switching code.
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The received echo samples are multiplied by the conjugate of the switching code
sequence to remove the phases of transmit pulses artificially imposed by the switch-
ing code. Consequently, the first trip signals are made coherent and 2nd (or higher
order) trip signals are phase modulated. In general, any one of the overlaid trip
signals can be cohered leaving the rest modulated by different codes; the modula-
tion produces a number of spectral replicas. Sachidananda and Zrnić demonstrated
that by proper choice of the code, it is possible to spread the spectra of the overlaid
signals in a desirable number of replicas.
More recently, pulse-to-pulse phase coding has been proposed to mitigate bi-
ases induced by the cross-polar fields of a PAR antenna. Ivić and Doviak [67]
investigated the impact of cross-polar fields on ZDR estimates and concluded that
the isolation between coaxial cross-polar and copolar beams needs to be in excess
of 50 dB to achieve acceptable ZDR biases (i.e., less than 0.1 dB). They proposed
a phase coding scheme capable of decreasing ZDR biases without a substantial in-
crease in the standard deviation of estimates. Later, Ivić [68] improved the initial
phase coding scheme proposed to maintain the ZDR bias suppression but reducing
the ρhv and ΦDP bias with respect to the originally proposed phase code.
Phase coding schemes have been operationally implemented on the WSR-88D
network since the early 2000’s; thus it is considered a mature technology for RR
systems. Ongoing research on PAR technology shows promise that phase cod-
ing technology can be used to mitigate contamination from cross-polar antenna
patterns. This would be applicable to both RPAR and 4F-PAR architectures, al-
though more research could be needed to evaluate the impact of phase coding op-
erating in conjunction with advanced scanning techniques for RPAR (e.g., motion-
compensated steering), therefore, it is considered a technology of medium matu-
rity level in this dissertation. Similar to previous capabilities discussed, this is not
29
unique to RPAR, and it is likely that most techniques developed for the 4F-PAR
can be implemented on the RPAR. For these reasons, it is not considered a unique
RPAR capability in this work.
2.2.5 Dwell Flexibility
The dwell time is defined as the total time the radar spends scanning a given beam
position. For a beam defined with a single Pulse Repetition Time (PRT), this is
determined by the product of the PRT (Ts) and the number of samples (M ). For a
multi-PRT beam, the dwell time is the sum of all M and Ts products in the multi-
PRT definition. This definition is independent from the beam pointing angle and it
supports advanced scanning techniques such as BMX ([24]). The dwell flexibility
capability discussed in this dissertation refers to the ability to dynamically change
Ts and M on a beam-position by beam-position basis. This capability could be ex-
ploited by the radar to spend less time dwelling on regions without meteorological
targets of interest.
Dwell flexibility is feasible but very limited with the RR architecture because
of the mechanical rotation in the azimuth plane and the lack of beamsteering ca-
pability. That is, the mechanical rotation rate in azimuth is assumed to be constant
for each elevation cut when scanning in the plane-position indicator (PPI) mode,
given that it determines the beamwidth-normalized azimuthal sampling spacing of
resolution volumes (∆φ). Typically, radar functional requirements are provided in
terms of ∆φ, and the expected variance of radar variable estimates, and therefore






where φ1 is the HPBW in azimuth. The HPBW is defined herein as the angular
width in degrees within which the microwave radiation is greater than one-half of its
peak intensity [52]. Although the RR technology allows a dynamic definition of M
and Ts, constant variations in the rotation rate would cause significant wear on the
rotating pedestal system. Furthermore, these variations in the rotation speed can-
not occur instantaneously, they are constrained by mechanical inertia, which makes
the concept of changing the rotation speed impractical for an operational RR. This
in turn would increase maintenance costs. In short, limitations of this technology
(e.g., no beam agility) coupled with the traditional RR CONOPS severely limits
this capability on the RR architecture. Consequently, this capability has not been
extensively explored on RR systems and is therefore considered of medium matu-
rity level.
Dwell flexibility is naturally feasible with the 4F-PAR architecture. Consider
four mutually exclusive sets of beam positions each associated with one of the 4F-
PAR faces. A beam position is defined herein as a pair of azimuth and elevation
angles (φaz, θel) that could be scanned by the radar. With four stationary PAR faces
operated independently, dwell times for beam positions scanned by each PAR face
can be trivially executed on a beam-to-beam basis, although the determination of
acquisition parameters may be more challenging. Since the azimuthal sampling
spacing is independent from the dwell times in the 4F-PAR, this architecture fully
supports dwell flexibility. The Adaptive Digital Signal Processing Algorithm for
PAR Timely Scans (ADAPTS) algorithm proposed and illustrated by [23] exercised
dwell flexibility on a single-face and single-polarization stationary PAR system to
reduce the scan update time.
Similar to the RR, the RPAR architecture is subject to the mechanical rotation
in the azimuthal plane. Nevertheless, the phased array antenna enables this system
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with agile beam steering (i.e., being able to almost instantly switch to arbitrary
beam positions), which partially decouples the azimuthal sampling spacing from
the mechanical rotation in azimuth. That is, even in a constant azimuthal rotation
regime, the radar could scan certain beam positions and maintain a desired sampling
spacing with certain restriction on the dwell definition (i.e., acquisition parameters).
In contrast to the 4F-PAR, the set of visible beam positions constantly changes as
the RPAR rotates, which constrains the potential effectiveness of dwell flexibility
in reducing the scan time. For example, for an RPAR rotating at ω = 30◦ s−1, the
radar only has 3 s to scan a beam position before the visible region sweeps a 90◦
sector across it. While the dwell flexibility is feasible on the RPAR architecture
and could be used to reduce the variance of radar-variable estimates or to reduce
the scan time, it has not been investigated yet, thus, it is considered of low maturity
level.
2.2.6 Transmission Mode Flexibility
The transmission mode flexibility defined in this work refers to the ability of the
radar system to schedule the transmission of electromagnetic pulses and the recep-
tion of echoes from those (and for the H and V polarizations) in a flexible and rel-
atively arbitrary way. While RR systems have some transmission mode flexibility,
PAR systems are generally more flexible and allow an almost arbitrary scheduling
of transmit pulses. This is because PAR antenna elements can be controlled inde-
pendently for the H and V polarizations. Three transmission modes are described
next.
The simultaneous transmission and reception of electromagnetic waves with
horizontal and vertical (SHV) polarizations has been chosen as the main mode for
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polarimetric observations on the the WSR-88D weather radar network [69]. In this
mode, six weather radar variables are measured in each resolution volume: Zh,
vr, σv, ZDR, ΦDP, and ρhv. The performance of radar-variable estimators for these
variables measured using the SHV mode has been thoroughly studied [1, 52, 70].
Most research efforts that use dual-polarization weather radars adopt this mode of
operation because of the high performance of estimators with respect to alternative
modes [71].
Research efforts over the past decade have been focused on implementing and
testing the SHV mode on PAR systems [32, 33, 55, 72, 73]. This is more chal-
lenging than for RR systems for three reasons: (1) as opposed to RR systems,
PARs consist of arrangements of antenna elements, which collimate the electro-
magnetic beams in H and V. Therefore, consistent fabrication and initial calibration
procedures have to be employed to produce sufficiently matched H/V beams; (2)
as opposed to RR systems, PARs are designed to electronically steer the beam in
any direction within the field of view. Due to intrinsic differences in the (cartesian)
earth coordinate system and the (polar) antenna coordinate system, the H and V po-
larizations are not orthogonal when scanning away from the array broadside (i.e.,
direction perpendicular to the array face), which introduces biases in radar-variable
estimates (3) cross-polarization contamination [74] increases significantly as the
beam is steered away from the principal planes. Although there are challenges with
calibration of the H and V polarization channels to attain the required accuracy of
polarimetric-variable estimates, recent research efforts show that it is possible to
mitigate biases induced by the antenna system to obtain reasonable polarimetric-
variable estimates [46].
An alternate transmission and simultaneous reception of electromagnetic waves
with horizontal and vertical (AHV) polarizations has been proposed as a possible
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alternative to increase cross-polar isolation of the H and V antenna patterns [75–77].
In this mode, the polarization of transmitted electromagnetic fields is alternated on
a pulse-to-pulse basis. Figure 2.5 from [77] illustrates the pulse sequences in the
SHV and AHV modes. Although cross-couplings of H and V fields are reduced
Figure 2.5: Schematic representation of pulse sequences in the SHV and AHV
modes from [77].
in the AHV mode, the quality of polarimetric estimates is significantly degraded.
This is because H and V weather signals rapidly decorrelate, and a time lag of Ts
between these signals in the AHV measurements is enough to introduce large biases
in polarimetric estimates. As concluded by [77], the quality of polarimetric-variable
estimates in the AHV mode is vastly inferior to what is routinely achieved in the
surveillance SHV mode on the WSR-88D. Although the AHV mode may not be
suitable for polarimetric weather surveillance, it could be used for some research
applications in radar meteorology.
Another transmission mode option proposed by [77] is the Quasi-SHV (QSHV)
mode. It consists of a fast switching of polarizations on transmission, whereby after
transmitting a horizontally polarized wave, the transmission is quickly switched to
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the vertical polarization. If the time between these H and V pulses is short ( Ts),
good correlation of the H and V signals is preserved and the quality of polarimet-
ric variables may be acceptable. While this mode has been presented as an alter-
native to the SHV mode on PAR systems to increase cross-polar isolation, ongo-
ing research efforts are still evaluating the feasibility of this mode for polarimetric
weather surveillance.
Transmission mode flexibility is feasible with the three systems considered,
although PAR technology provides a higher level of flexibility than RR sys-
tems. Three transmission modes have been proposed, but since the quality of
polarimetric-variable estimates is generally lower using modes other than SHV [77,
78], there is little interest in AHV or QSHV. Given that there are many open ques-
tions with modes other than SHV, this capability is considered in a medium level of
maturity for the three systems. Considering that it is unlikely that the mechanical
rotation of the radar will have a significant impact on the performance of a transmis-
sion mode (because it is mostly controlled by the decorrelation of signals in sample
time), this is not considered a unique capability for the RPAR and is not discussed
in this dissertation hereafter.
2.2.7 Agile Beam Steering
Agile beam steering refers to the capability of steering the radar beam to illuminate
a different beam position within the scan sector almost instantly (in the order of
µs) without mechanical inertia. Beam agility is only possible with phased array
antennas, and is one of the key advantages of stationary PAR systems over RR sys-
tems. The agile beam capability provides PARs with the ability to quickly switch
the scan sector to observe different regions of interest. This concept is illustrated
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in Figure 2.6, extracted from [21]. It may be possible to operate an RR system to
scan only certain regions with meteorological targets of interest [79] (without beam
agility, by mechanically scanning), this would take a longer time than an agile-beam
PAR would take to scan the same regions (with the same acquisition parameters).
This mode of operating RR systems introduces significant wear in the mechanical
system and is not conventionally used in operations. Several applications that ex-
Figure 2.6: Illustration of the agile beam steering capability offered by Phased Ar-
ray Radars, from [21].
ercise the agile beam steering capability of PARs have been proposed for weather
observations. For instance, Yu et al. [24] demonstrated the use of beam multiplex-
ing (BMX), whereby the PARs beam agility is exploited to reduce the number of
samples needed to achieve the required data accuracy, resulting in a reduction of
the scan time. Furthermore, the beam agility capability can greatly increase the
effectiveness of adaptive scanning techniques, by which the scanning strategy is
dynamically evolving to improve observations of meteorological echoes of interest
(this is discussed in section 2.2.9).
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Beam agility is not feasible with the RR architecture, but can be readily ex-
ploited with a 4F-PAR architecture. While the RPAR is capable of beam agility,
exploiting this capability may not be trivial due to the continuous mechanical ro-
tation of the antenna in azimuth. For example, the RPAR’s beam agility could be
used to reduce beam smearing effects (i.e., an increase in the effective beamwidth),
resulting from the continuous antenna rotation coupled with the need to perform co-
herent processing of multiple samples. That is, by electronically steering the beam
to the same earth-relative angular location for all the pulses within the CPI, beam
smearing effects from a rotating platform can be mitigated. Bluestein et al. [25]
demonstrated the “back scanning” capability with the MWR-05XP to produce rapid
volumetric observations of convective storms. This back-scanning technique was
implemented through frequency hopping and allowed the beam to dwell at a nearly
fixed azimuth angle to collect the required samples. Although they briefly described
this motion-compensation concept, they did not provide sufficient evidence quanti-
fying the trade-offs associated with the technique nor to verify its performance. Fur-
thermore, the impact of electronically steering the beam for samples within a CPI
on polarimetric-variable estimates was not investigated. An effective implementa-
tion of this technique on a dual-polarization RPAR could reduce beam smearing and
allow for smaller (and more affordable) antenna apertures that can meet effective-
beamwidth requirements. This capability can be exploited by an RPAR to reduce
beam smearing effects, but the impact on polarimetric-variable estimates will have
to be investigated. In summary, beam agility is not feasible with RR’s but it can be




Digital beamforming is the capability of forming radar beams by means of digi-
tally combining signals received from spatially separated subarrays or antenna ele-
ments. This concept was initially proposed by [80] and [81] in the 1980’s and has
been widely used to develop advanced scanning and signal processing techniques
for applications including wireless communications [82], air surveillance and de-
fense [41, 83, 84], biomedical [85], and weather radar observations [42, 44, 86–
88].
A common application of digital beamforming for weather observations in-
volves the transmission of a spoiled beam to illuminate a wide sector, and the
simultaneous reception of multiple beams within the spoiled envelope. Spoiled
transmit beams are commonly synthesized by varying the magnitude and phase of
transmit signals at each individual array element (commonly referred to as taper-
ing) in an active PAR. Other types of antennas can be used to transmit wide beams,
as demonstrated by [86] with the Atmospheric Imaging Radar (AIR), where a slot-
ted waveguide passive array is used to transmit a fixed “fan” beam. Because of the
wider transmit beam, this comes at the expense of increased two-way antenna side-
lobe levels, reduced two-way antenna gain, and slightly increased beamwidth. A
schematic from Kurdzo et al. is reproduced in Figure 2.7 to illustrate this concept,
referred to as radar imaging.
RR architectures typically consist of a single transmitter and one receiver chan-
nel per polarization, and therefore do not support digital beamforming. In contrast,
both the 4F-PAR and the RPAR can support digital beamforming capabilities, which
can be exploited through advanced scanning techniques to meet the RFR. Kurdzo
et al. [44] used a fan beam in elevation to reduce the AIR’s scan time and observe
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Figure 2.7: Illustration of radar imaging, whereby a wide transmit beam in eleva-
tion illuminates a large sector and simultaneous receive beams are formed within
transmit beam, from [44].
a 120◦-wide azimuthal and 20◦-wide elevation sector in approximately 8 seconds.
This proof-of-concept radar was operated as an RPAR, whereby the antenna was
mechanically rotated in azimuth while digitally forming beams in elevation; it is
noted that the AIR was not capable of continuously rotating 360◦ in azimuth, and
only sector scans were possible. However, the AIR’s fan beam is 20◦ in elevation,
which results in a significant sensitivity loss (capable of detecting ∼10 dBZ at 10
km), and relatively high sidelobes (∼-13.3 dB with respect to broadside). The key
compromise exercised by the AIR system using digital beamforming is the trade of
scan-time reduction for degraded sensitivity and spatial resolution (i.e., HPBW and
sidelobe levels). That is, the use of narrower spoiled beams will reduce the sensi-
tivity loss at the price of a smaller scan time reduction. Other techniques (such as
pulse compression and advanced digital beamforming) can be used to mitigate the
sensitivity loss and the increase in sidelobe levels.
The CONOPS implemented on the AIR radar could be considered in the RPAR
design phase to account for beamforming tradeoffs, namely: increased sidelobe
levels, increased beamwidth, and reduced sensitivity. An important advantage of
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this CONOPS is that it is compatible with low mechanical rotation speeds, which
reduces the mechanical wear of the pedestal and increases its mean time between
failures. Nevertheless, when spoiling the beam and scanning in elevation, the same
acquisition parameters must be used for all elevations in the cluster. And while the
lower elevations in the WSR-88D’s use two scans of the same elevation (with dif-
ferent PRTs) to mitigate range and velocity ambiguities, higher ones do not. There-
fore, spoiling a wide fan beam in elevation could impact the quality of estimates at
higher tilts or unnecessarily add more time to the scan. For example, surveillance
scans at the lower tilts use longer PRTs, this would limit the Nyquist co-interval at
some tilts, or the maximum unambiguous range at others. Furthermore, for typical
WSR-88D scan strategies, elevation angles scanned at higher altitudes are spread
by several degrees. The larger the spoiling factor, the larger the sensitivity loss
incurred and the larger the increase in sidelobe levels. Spoiling the beam across
angles that are not needed nor typically scanned (i.e., leaving large gaps) will result
in an unnecessarily large sensitivity loss.
The concept of digital beamforming was proposed decades ago for PAR systems
and has been recently demonstrated for single-polarization weather observations
using the stationary PAR and RPAR systems. Nevertheless, digital beamforming
capabilities create new CONOPS possibilities that should be investigated for the
RPAR architecture. That is, through beam pattern synthesis methods [89], transmit
beams could be spoiled in either azimuth only, elevation only, or both azimuth and
elevation. While not all of these concepts have been considered for weather obser-
vations, they may provide ways to reduce the scan update times by trading other
radar resources (e.g., sensitivity, angular resolution). In summary, this capability is
not feasible with RR systems but can be considered of medium maturity level for
the RPAR and high maturity level for the 4F-PAR.
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2.2.9 Adaptive Scanning
The adaptive scanning capability refers to the radars’ ability change the scanning
strategy (e.g., combining dwell flexibility, beamforming, agile beam-steering) on
the fly to focus radar resources on constantly evolving meteorological echoes of
interest. Adaptive scanning algorithms are capable of managing radar resources to
selectively improve the temporal resolution, spatial sampling and/or data quality of
meteorological observations. These algorithms aim to maximize the use of these
radar resources to provide users the critical information they need, when they need
it [90]. For instance, severe storms (e.g., supercell thunderstorms or hail storms)
can develop in a matter of a few minutes [91], which can be very challenging to
forecast in real time with relatively slow update times. In fact, current experiments
strongly suggest that radar data with high-temporal resolution could be beneficial
in the warning decision process of NWS forecasters [92, 93]. Adaptive scanning
techniques can lead to faster update times, which in turn supports NWS forecasters
conceptual modeling of fast evolving convective storms.
Adaptive scanning techniques have been implemented and tested on the three ar-
chitectures considered here. Chrisman [94] developed the Automated Volume Scan
Evaluation and Termination Automated Volume Scan Evaluation and Termination
(AVSET) technique which dynamically controls the number of scanning angles in
elevation based on the sampled meteorological returns observed. AVSET termi-
nates the current volume scan if minimum thresholds for reflectivity are not met,
shortening the volume scan time. This technique has been operational in the WSR-
88D network since the early 2010’s. McLaughlin et al. [95] demonstrated adaptive
storm sampling capabilities with a small network of X-Band RR systems in the
context of the Collaborative Adaptive Sensing of the Atmosphere project. How-
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ever, given the limitations of RR systems for dynamically adapting the scan param-
eters, the advantages of using adaptive scanning techniques to reduce the scan time
are not significant. Adaptive scanning techniques are more effective with capabil-
ities provided by the phased array technology. Torres et al. [23] demonstrated the
ADAPTS with the single-polarization PAR at the NWRT (SPY-1A), which works
by identifying beam positions with significant meteorological returns in real time
and scheduling them beams to scan them with the goal of reducing the scan time.
Schvartzman et al. [96] proposed an adaptive scanning algorithm, based on a model
of the human attention system, capable of defining sectors of meteorological inter-
est to be scanned by the radar.
The effectiveness of adaptive scanning techniques is limited for RR architec-
tures, due to (1) the mechanical inertia of the rotating antenna, and (2) the lack of
beam agility and/or beamforming capabilities. PAR technology is more suitable for
adaptive scanning techniques due to the additional degrees of freedom it offers. Ini-
tial research efforts demonstrated adaptive scanning techniques on stationary PAR
systems (similar to the 4F-PAR), but research on adaptive scanning for the RPAR
has been more limited. Although the mechanical rotation of the RPARs’ antenna
may impose limitations that would reduce the effectiveness of adaptive scanning
techniques, the additional flexibility provided by phased array technology could al-
low for a considerable level of flexibility for adaptive scanning (with respect to the
RR architecture).
Adaptive scanning is feasible with the three radar architectures considered here,
with PAR-based systems being more capable of exploiting it. This capability is not
considered very mature in either one of the architectures, although initial research
for the 4F-PAR system indicates that adaptive techniques could be used to reduce
the scan time and/or the variance of estimates. This capability is considered of
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medium-maturity level for the 4F-PAR, but given that the mechanical rotation of
the antenna imposes significant constraints on the use of adaptive scanning with
RPARs, it is considered of low maturity for this architecture. It is worth exploiting
possibilities for adaptive scanning using an RPAR system, as will be discussed later
in this dissertation.
2.2.10 Summary of capabilities
The capabilities described are summarized in Table 2.1 for the RR, RPAR, and 4F-
PAR architectures.
Radar Architecture
Capability RR RPAR 4F-PAR
Feasible Maturity Feasible Maturity Feasible Maturity
Polarimetric observations Yes High Yes Med Yes Med
Pulse compression Yes High Yes High Yes High
Frequency Diversity Yes High Yes Med Yes Med
Phase Coding Yes High Yes Med Yes Med
Dwell flexibility Yes Med Yes Low Yes Med
Transmission mode flexibility Yes Med Yes Med Yes Med
Agile Beam Steering No N/A Yes Med Yes High
Digital Beamforming No N/A Yes Med Yes High
Adaptive scanning Yes Low Yes Low Yes Med
Table 2.1: Radar capabilities for each architecture
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2.3 Capabilities Selected for the RPAR
The previous section provided an overview of possible radar capabilities that could
support the design of an RPAR CONOPS. In this section, three unique RPAR capa-
bilities are selected to develop scanning and associated signal processing methods.
Selected capabilities should support achieving the following goals (1) to enhance
the angular resolution of the RPAR with respect to a 4F-PAR with equal aperture
size, (2) to reduce the scan update time, and (3) to reduce the standard deviation of
radar-variable estimates.
The selected capabilities are: agile beam steering (Section 2.2.7), digital beam-
forming (Section 2.2.8), and dwell flexibility (Section 2.2.5). Although previous
research efforts have explored these capabilities to some extent, they are exploited
in this dissertation to develop novel scanning and signal processing techniques in
support of the RPAR CONOPS. First, the capabilities are used to develop, quan-
tify, and demonstrate novel signal processing techniques for RPAR. Then, the tech-
niques are integrated to operate in conjunction. This is ultimately used to design an
RPAR CONOPS that, with certain design considerations, meets the radar functional
requirements.
2.3.1 Agile Beam Steering
One of the cost-driving threshold requirements specifies the effective angular res-
olution of the radiation patterns produced by the antenna system. The HPBW is
typically reduced by increasing the antenna aperture size. The system is expected
to produce a radiation pattern that results in a narrow beamwidth of at most 1◦
in azimuth and elevation, as specified by the threshold requirement. For an RR,
due to continuous antenna rotation coupled with the coherent processing of mul-
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tiple samples, the resulting effective antenna beamwidth (φe) is broader than the
stationary inherent antenna beamwidth [97] when operating an RR or maintaining
the RPAR beam at broadside. The effective beamwidth is controlled by the HPBW
(φ1), the antenna rotation rate (ω), and the normalized azimuthal sampling interval
(∆φ) [52]. Although no optimal requirement is specified in [38] for the effective
beamwidth (it is implicit in the CONOPS selected), researchers have demonstrated
that the identification of velocity signatures from tornadoes is greatly improved
when the effective beamwidth of the radar is 1◦ or less and the sampling is one half
the HPBW [4, 98]. Therefore, it is desirable to design a cost-effective radar sys-
tem that meets angular resolution requirements and is capable of producing weather
observations resulting in an effective beamwidth of at most 1◦ in azimuth and ele-
vation. Note that if electronic steering is used in elevation, the RPAR antenna has
to be designed such that the HPBW in elevation is 1◦ at the highest elevation angle
to be scanned.
The 4F-PAR architecture is not susceptible to beam broadening due to antenna
motion and is capable of sampling the same resolution volume for all transmitted
pulses within the CPI [21]. Nevertheless, it is well-known that the beamwidth of a
stationary planar PAR system varies as a function of steering angle, and it mono-
tonically increases as the beam is steered away from the antenna’s principal planes
[89]. Brown and Wood [99] simulated the performance of this architecture for
detecting tornado vortices. Their study found that the widest antenna beamwidth
should be no more than ∼1◦ in order to provide NWS forecasters with “at least the
same quality of data resolution that is currently available for making tornado and
severe storm warnings”. To ensure that the beamwidth on the edges of the scan
sector (e.g., typically ±45◦ in azimuth and 0–20◦ in elevation) is ∼1◦, a broadside
beamwidth of 0.758◦ is needed.
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The RPAR architecture is susceptible to beam smearing effects, and large aper-
ture sizes may be required to achieve the desired effective beamwidth requirement.
Figure 2.8 illustrates the impact of ∆φ on the effective broadside beamwidth of
simulated planar RPAR systems with approximately circular apertures of different
sizes (where Nx is the total number of antenna elements for a stationary broadside
HPBW of x◦), and a half-wavelength element spacing in a rectangular element lat-
tice. Transmit patterns are simulated using a uniform tapering window, and receive
























































Figure 2.8: Effective broadside beamwidth of planar RPAR systems of different
sizes (Nx is the total number of antenna elements for a stationary broadside HPBW
of x◦) as a function of the normalized azimuthal sampling, ∆φ.
patterns are simulated using a Taylor tapering window to achieve -70 dB two-way
antenna sidelobe levels (as indicated in Table 1.1). Notice that ∆φ is determined
by Ts, M , ω, and φ1. These results indicate that to achieve a φe of 1◦ for ∆φ of
46
up to 1 (typically known as the “legacy” sampling in the WSR-88D), an aperture
comprising 29,800 elements (or ∼85λ× 85λ where λ is the radar wavelength, and
with a true beamwidth of 0.8◦) has to be designed. Beam smearing is unavoidable
when operating the RPAR with the beam always at broadside (similar to an RR sys-
tem), since resolution volumes in the CPI are not concentric. However, the RPAR
has more capabilities than the RR, which should be used in the most effective way.
It is desired to exploit advanced capabilities of the RPAR system to decrease the
effective beamwidth, leading to reduced aperture sizes capable of meeting effective
beamwidth requirements.
In this dissertation, the RPAR’s beam agility is exploited to reduce beam smear-
ing effects under a continuous azimuthal rotation regime. By electronically steering
the beam on a pulse-to-pulse basis within the CPI, the motion of the antenna is com-
pensated to maintain the beam pointed at the same earth-relative angular direction.
The MCS technique could ideally remove the apparent motion of the antenna and
lead to a reduction in the effective beamwidth. In turn, mitigating the impact of
beam smearing allows for smaller (and more affordable) antenna apertures that can
meet angular resolution requirements. Chapter 3 presents and demonstrates the
MCS technique for a dual-polarization RPAR system.
2.3.2 Digital Beamforming
Active PAR technology allows the synthesis of antenna radiation beam patterns on
transmission. This capability can be used to produce a wider transmit beam, ef-
fectively increasing the beam coverage. For example, an active PAR antenna with
an inherent non-tapered radiation pattern that produces a narrow “pencil” beam (as
defined by the one-way 3-dB width), can also be used to synthesize wider trans-
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mit beams as illustrated in Figure 2.9 [100]. Modern PAR can form multiple
received beams within the wide transmitted beam simultaneously through digital
multi-channel receivers [101]. The digitally generated beams are received with the
Figure 2.9: Simulated one-way antenna radiation patterns for a narrow pencil beam
(left), a beam spoiled by a factor of three (center), and a beam spoiled by a factor
of five (right). Sectors correspond to azimuthal cuts of the antenna patterns.
full antenna aperture to produce narrow one-way pencil beams. However, the side-
lobe levels of so synthesized two-way beams are typically considerably higher, and
the beamwidth is slightly increased compared to two-way patterns obtained when
using a narrow beam on both transmission and reception. This is due to both the use
of digital beamforming methods, as noted by [86], and the use of a wide spoiled
transmit beam, as noted by [102]. For this study, the standard Fourier beamforming
method is used to form the receive beams. Considering that digital beamforming
is used to form beams within the relatively narrow spoiled beam tapers (worst case
for spoiled beams in this work is∼±3.5◦ about the broadside), and that the spoiled
transmit beams are always on broadside, the increase in sidelobe levels is largely
controlled by the spoiled transmit beam taper. Beamforming tradeoff considera-
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tions discussed by [102] could be used to design RPARs with acceptable sidelobe
levels.
One of the most demanding optimal requirements is the 1-minute update time to
complete a volume scan “with no degradation of the sensitivity, spatial resolution
or standard deviation of measurement for radar variable estimates”. Digital beam-
forming has been used in stationary PAR systems to reduce the volumetric update
time by scanning clusters of simultaneous beams. Researchers have demonstrated
the use of digitally formed beams in elevation to reduce the volume scan time of
an RPAR [26, 42, 44]. Digital beamforming in azimuth has been proposed for sta-
tionary PAR systems to reduce the scan time [103] but has not been considered for
weather surveillance using RPAR systems.
The novel DB technique introduced in this dissertation provides a way to reduce
scan update times or alternatively improve the data quality for an RPAR CONOPS.
This is accomplished by synthesizing an azimuthally wide (spoiled) beam on trans-
mission and then using digital beamforming to form several simultaneous beams
on reception as the radar rotates (herein, this is referred to as a cluster of receive
beams). Returns from subsequent receive beams scanning the same direction are
then processed coherently. Specifically, the azimuthal rotation rate of the platform
is derived from the duration of the CPI to produce the desired spatial sampling.
Consequently, beams from subsequent CPIs are received from approximately the
same direction. For example, if the antenna rotates in the clock-wise direction and
the receive beams in a cluster are numbered in the same direction, the last receive
beam from the first cluster and the second-to-last receive beam from the second
cluster both point at the same azimuth. This allows to either reduce the scan time
by a factor equal to the number of received beams in a cluster, or to increase the
number of available data samples to improve data quality. In this manner, the scan
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time can be reduced by a factor equal to the number of receive beams in the cluster
(herein referred to as RF ). Examples of transmit beam patterns with spoil factors
(F ) of 3 and 5, as well as the inherent narrow beam pattern for the array synthe-
sizing them are presented in Figure 2.9. In other words, the DB technique exploits
the use of digital beamforming in azimuth and allows a faster rotation rate to be
maintained, leading to more rapid updates potentially without degradation in data
quality. Alternatively, if the rotation rate is maintained, the number of samples can
be increased by a factor of RF , which leads to reduced variance of radar-variable
estimates [104]. Furthermore, scanning a cluster of receive beams in both azimuth
and elevation could provide a larger scan-time reduction factor, at the price of re-
duced sensitivity and angular resolution. Under this concept, the DB technique
could be used along the azimuth plane for a specific elevation angle, and applied
independently to clusters of receive beams at other elevation angles. Chapter 4
presents a detailed technical analysis of the DB technique.
2.3.3 Dwell Flexibility
Functional requirements state that, while meeting other demanding requirements,
there should not be a degradation in the standard deviation of radar-variable esti-
mates. The requirements specifying volume scan time, spatial sampling, and stan-
dard deviation of estimates are tightly coupled. For example, to achieve a standard
deviation in Zh estimates of 1 dBZ with Ts = 1 ms, a total of ∼54 samples are
required (computed using theoretical expressions provided by [52]), for the bench-
mark SNR and σv of 10 dB and 4 m s−1 (see last row in Table 1.1). This results
in a dwell time of 54 ms. If a spatial sampling spacing of one-half beamwidth is
used, ∆φ = 0.5, then the time to scan one elevation in the PPI mode using these
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parameters is 38.88 s. With convective precipitation VCPs typically consisting of
14-19 elevation angles [105] (with ∆φ = 0.5 in the lowest three tilts and ∆φ = 1 on
the higher ones), it is challenging to simultaneously meet the volume scan time (1
min) and standard deviation in Zh estimates (1 dBZ) requirements.
The dwell flexibility capability is considered in this work as an important tool
to trade radar time for improved standard deviation of estimates. Similar to the
ADAPTS algorithm introduced by [23], two mechanisms can be employed to re-
duce the scan time (1) beam positions without weather echoes of interest can be
disabled, and (2) PRTs could be reduced to scan up to the maximum range of storms
observed. Considering an RPAR rotating at a constant rate, the time gained could
be used to adaptively increase the number of samples in scanned beam positions,
which would reduce the standard deviation of estimates.
Dwell flexibility is exploited in conjunction with beam agility. A scan with
CPI-interleaved beams with different dwell definitions can be designed to simul-
taneously provide acceptable maximum unambiguous range and velocity weather
observations. One of the interleaved beams performs the long range surveillance
function (typically a Ts = 3 ms), and the other one the unambiguous Doppler mea-
surement function (typically a Ts = 1 ms). A CONOPS consisting of forward-
looking surveillance beams scanned ahead of the radar broadside (i.e., positive
antenna-relative steering angles) and back-scanning Doppler beams scanned be-
hind the radar broadside (i.e., negative antenna-relative steering angles) is defined.
One possible application of the FBT is to eliminate the need for two full revolutions
of the antenna to collect a split cut (such as those used in the VCPs of WSR-88Ds),
and collect these scans in a single revolution of the antenna. In WSR-88D split cuts,
the same elevation angle is scanned twice with different PRTs as a means to mit-
igate range-and-velocity ambiguities. Using the FBT, the forward-looking beams
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would collect the surveillance-scan data, and the back-scanning beams would col-
lect the Doppler-scan data; both within a single revolution of the RPAR. This in
turn would reduce the wear on the antenna rotator and may increase the lifespan
of the antenna pedestal. A better application of FBT would involve its use under
an adaptive scanning concept, as mentioned previously, where the backward beams
are tailored in real time. Chapter 5 presents a detailed technical analysis of the FBT
technique.
2.4 Concept of Operations
The RPAR architecture has been used for air surveillance and defense applications
since the late 1970’s [39–41] but was only introduced for weather surveillance in re-
cent years [42–45]. The CONOPS for these weather RPAR systems consist of either
imitating the operation of conventional RR with continued mechanical rotation and
increasing elevation each rotation or performing a straightforward electronic scan
in elevation while mechanically rotating slowly in the azimuthal direction. These
limited operational concept modes fall short of exploiting all of RPAR’s unique ca-
pabilities and are not likely to meet demanding functional requirements such as the
more rapid-update volumetric data.
Advanced RPAR capabilities can be exploited in different ways to design a
CONOPS with the goal of meeting the RFR. Achieving the best tradeoff by bal-
ancing advanced capabilities, system cost, and complexity is challenging, and the
solution to meet demanding optimal requirements is likely to require a combination
of compatible scanning and signal processing techniques. Techniques developed
and demonstrated in this work are not only compatible, but complementary, and
can be used as building blocks under the RPAR CONOPS to construct scan strate-
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gies for weather observations.
The MCS technique is utilized to mitigate beam smearing effects, enhancing the
azimuthal resolution (with respect to stationary operation), and allowing for smaller
and more affordable antenna apertures that meet the 1◦ azimuthal requirement. The
DB technique is utilized to reduce scan times, reduce the standard deviation of
radar-variable estimates, or a combination of both. Using the DB technique on the
forward-looking beams of the FBT allows to reduce the surveillance scan time, and
using adaptive scanning techniques to tailor the back-scanning beams may increase
the maximum unambiguous velocity and reduce the standard deviation of estimates.
These techniques are integrated to operate in conjunction and to create a large space
of design tradeoff considerations to build the RPAR CONOPS. Chapter 6 brings the
scanning and signal processing techniques presented together to provide tailored








The concept of MCS was initially developed for air surveillance and defense radars
in the mid 1970’s [106] and has since been widely used for synthetic aperture radar.
Initial applications of this concept for meteorological observations were presented
in 2002 by Law et al. [107] to compensate for platform motion for a shipborne,
vertically pointed, L-band, passive PAR wind profiler system. Their experimental
results showed that the electronically stabilized wind profiler measurements were
in good agreement with profiles measured by simultaneous rawinsonde balloon
launches. As mentioned previously, Bluestein et al. [25] used a mobile radar with
a frequency-hoping-based motion-compensation method, but they did not quantify
the performance of the technique and did not investigate its feasibility for dual-
polarization observations.
As introduced in Section 2.3.1, the motion of the antenna can be compensated
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to maintain the beam pointed at the same earth-relative angular direction by elec-
tronically steering the beam on a pulse-to-pulse basis within the CPI. MCS could
ideally remove the apparent motion of the antenna and lead to a reduction in the ef-
fective beamwidth, which in turn, allows for smaller (and more affordable) antenna
apertures that can meet azimuthal resolution requirements. Even though it can be
ideally assumed the beam pointing directions within a CPI are the same for a dwell
of MCS, practical system imperfections (such as the element-level phase noise or
the precision of the mechanical rotator) can introduce biases in the pointing direc-
tion, which may affect the performance of MCS. Impacts of beam pointing offsets
on the performance of MCS should also be investigated.
The purpose of this chapter is to present the concept, simulation, practical
implementation, and demonstration of the MCS technique for a dual-polarization
RPAR system. A theoretical formulation for the MCS technique is described in Sec-
tion 3.2, along with a CONOPS for implementing MCS on an RPAR system. A sim-
ulation framework to quantify the performance of the MCS technique is presented
in Section 3.4. The performance of MCS for the mitigation of beam-smearing ef-
fects is quantified first, and then, impacts on the quality of dual-polarization mea-
surements are investigated. Section 3.5 describes the practical implementation of
the MCS technique on NSSL’s ATD, and presents data collection experiments. Im-
portant outcomes of this Chapter are outlined in Section 3.6.
3.2 Theoretical Formulation
To implement MCS, the RPAR’s electronic beam agility is exercised on a pulse-
to-pulse basis. The radar beam is electronically steered to the same earth-relative
angle (i.e., the same azimuth and elevation angles) for all the pulses within the CPI.
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In other words, the radar resolution volumes from those pulses are centered at the
same location. Note that this concept can be implemented using either pencil or
spoiled transmit beam patterns. We begin with a pencil beam implementation in
this chapter, and later in Chapter 6 we describe the implementation using spoiled
transmit beams.
The concept of MCS is depicted in Figure 3.1, in comparison to the conven-
tional sampling of a mechanically scanning antenna (i.e., No Beam Steering). No-
tice that as the RPAR’s beam is electronically steered away from broadside, the
HPBW is broadened as a function of steering angle. Therefore, as opposed to the
displaced uniform volumes sampled with the broadside scanning beam (top panel
in Figure 3.1), the concentric volumes sampled by MCS are not the same size (bot-
tom panel in Figure 3.1). While the RPAR can also scan without beam steering,
it is beneficial to use MCS to mitigate beam smearing in azimuth, as long as data
quality is minimally impacted.
These aspects are studied in detail in the following three subsections. First,
the MCS steering angles to maintain beam pointing in azimuth and elevation are
derived for the antenna-relative coordinate system. Then, the variation in volume
size as a function of steering angle is theoretically modeled to understand its impact
in the quality of radar-variable estimates. Lastly, an RPAR CONOPS using MCS is
presented.
3.2.1 Steering Angles
Assume that an RPAR is rotating about the z-axis at a rate of ω (◦ s−1), in a spherical
coordinate system with polar axis z vertical, and with x in the direction of North as






































Figure 3.1: Depiction of the MCS concept. The top panel illustrates the location
of resolution volumes being sampled by the antenna without beam steering, while
the bottom panel illustrates the location of resolution volumes being sampled with
MCS.
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the x axis is always directed to North. Note that the antenna lies on a plane that
rotates about the z axis and is orthogonal to the x–y plane. This antenna geometry is
convenient for modeling arrays designed to scan close to the horizon [108]. Assume
the array broadside is pointed in the earth-relative direction (φN , θN ). The desired
Figure 3.2: Spherical coordinate system used to reference the RPAR scanning with
MCS.
scan pointing angle referenced to the earth-relative spherical coordinate system is
denoted as (φp, θp). Note that φp = φaz and θp = 90◦ – θel, with θaz and θel being
the conventional earth-relative azimuth and elevation angles, respectively, and are
the zenith and azimuth directions to the scatterers. Then, φN as a function of time
is expressed as
φN(t) = φ0 + ωt, (3.1)
where φ0 is the initial broadside position, and t is time in seconds. If the CPI is
defined by M samples spaced by Ts, equation (3.1) can be discretized to produce
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the MCS steering angles as,







for m ∈ {0, 1, 2, . . . ,M–1}, and with t = mTs. For simplicity and without loss of
generality, it is assumed that M is odd and that the radar is rotating in the clockwise
direction. Note that this φMCS is referenced to the earth’s polar coordinate system.
If the antenna is tilted by θT , with respect to the earth, then the MCS pointing angles
relative to the antenna coordinate system are given by (see Appendix B for details),
φAMCS(mTs) = arctan
{
sin θp sin [φMCS(mTs)]
sin θp cos [φMCS(mTs)] cos(θT ) + cos θp sin(θT )
}
θAMCS(mTs) = arccos {− sin θp cos [φMCS(mTs)] sin(θT ) + cos θp cos(θT )} ,
(3.3)
where the superscript A indicates these angles are relative to the antenna. Thus, to
maintain the beam pointed at the desired earth-relative scan angle (φp, θp), equations
in (3.3) should be used to determine the steering angles to command the antenna.
3.2.2 Impact on Signal Power and Copolar Correlation Coeffi-
cient Estimates
It is of interest to study the effects of varying resolution volume locations (caused by
beam pointing errors) and sizes introduced by the copolar antenna patterns when us-
ing MCS on radar-variable estimates. First, we investigate the effects of resolution
volume locations on signal power estimates. Then, we investigate biases (i.e., with
respect to the broadside beam of a stationary PAR) in the SHV copolar correlation
coefficient as a function of resolution volume sizes. This accounts for 1) impacts
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from the varying two-way radiation pattern beamwidths for pulses within the CPI,
and 2) impacts from beam pointing offsets that could be caused by a number of
reasons (e.g., quantization of steering angles, phase noise, precision of the mechan-
ical platform). It is assumed herein that if sidelobe levels are sufficiently low (e.g.,
≤-70 dB 1.1) biases in radar-variable estimates resulting from MCS are dominated
by the mainlobe of the copolar radiation patterns in H and V. The one-way antenna
patterns as a function of steering angles (in the antenna-relative coordinate system)
can be described as [74],
Fi(φ, θ) =
√
gi(φ, θ)fi(φ, θ), (3.4)
where fi(φ, θ) is the normalized one-way electric field antenna pattern, and gi(φ, θ)
is the one-way power gain, and i is either ‘h’ or ‘v’ to indicate polarization. For
system design purposes, it is a common practice to assume that the scan loss from
a planar array has a cos3/2(φ, θ) dependence [89], hence,
gi(φ, θ) = cos
3/2(φ− φs) cos3/2(θ − θs), (3.5)
where (φs, θs) is the steering angle relative to broadside in the antenna coordinate
system (as shown in Figure 3.2). For simplicity, axially symmetric Gaussian func-
tions are used to model the mainlobe of copolar H and V radiation patterns [52].
Since MCS operates mostly in φ, changes in θ (within the CPI) are ignored so this
dimension is omitted to simplify the notation. Assume that the standard deviation
of the Gaussian patterns are σh and σv, and that the difference in pointing direction
of the H and V beams is ∆φ. Note that pointing offsets could come from many
sources (e.g., phase shifters or mechanical bias) and therefore ∆φ is treated here
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as a uniformly distributed random variable. Then, the power-normalized one-way

























These widths are proportional to the HPBWs in H and V, and are expressed as
σ2i = φ
2
1i/16 ln 2 [52]. Furthermore, PAR beamwidth variations as a function of








where φ1i(0) and θ1i(0) are the broadside beamwidths in φ and θ, respectively.
This expression indicates that when using MCS, volume sizes for every pulse
in the CPI are slightly different and the change is approximately proportional to
[cos(φs) cos(θs)]
−1. Note that this change is negligible for small values of φs and
θs.
Of interest is to compute signal power estimate as a function of steering angle
and for the copolar antenna pattern functions adopted. The signal power estimate
is computed as the average of M instantaneous signal-power samples. For signal
power estimates, we assume a point target to obtain an upper bound on largest bi-
ases from varying resolution-volume locations. Using (3.4), (3.6a) with gi(φ, θ)
expressed as a function of time as in (3.7), σh as a function of φ1h(mTs), and as-
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where, P̂h, Vh(mTs), φs(mTs), gi(mTs), and φ1h(mTs) are the signal power esti-
mate in H, the received complex voltage for the horizontal polarization, the steering
angle, the power gain, and the HPBW as a function of sample number, respectively.
Note that ∆φ is a function of m. The bias of power estimates (with respect to the
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For a constant φs this expression represents the bias of power estimates from an
RPAR scanning a fixed electronic beam pointed at φs. In particular for φs = 0◦, it
represents the bias introduced by sampling slightly shifted uniform resolution vol-
umes, as in the conventional scan of a reflector-antenna radar. Similarly, selecting
φs(mTs) = φ
A
MCS(mTs) in (3.3) provides an expression for the bias in power es-
timates arising form the changes in copolar patterns of the RPAR scanning when
using MCS. Note that (3.9) accounts for the scan loss (i.e., gain variations as a
function of steering angle) as well as the change in volume size as a function of
sample.










where Vv(mTs), Ŝh, and Ŝv are the echo voltage, the estimated signal power in
H, and the estimated signal power in V, respectively. We assume high SNR, and
approximate the signal powers in H and V by Sh ≈ Ph and Sv ≈ Pv. For the
following analysis, assume that resolution volumes are homogeneously filled with
identical scatterers so that in case of perfectly matched beams in width and pointing
direction, the true copolar correlation coefficient is equal to ρhv, despite the changes
in size and location of resolution volumes in an MCS CPI. That is, we are focusing
on the impacts of imperfect matching between the H and V patterns. The bias of






















The integrals in (3.11) are 2-dimensional over the hemispheric solid angle defined
by φ and θ. A closed-form expression can be derived for the case of interest (i.e.,
















































The dependency of φ1h (and θ1h) with sample time is omitted to simplify notation,
but it is emphasized that beamwidths are a function of sample time as described
by (3.7). Similarly, it is emphasized that each realization (m) results in a different
value of ∆φ, although this is not explicit in the expression. A quick check of this
expression indicates that, for zero beam offset and equal beam widths in H and V,
δρhv = 0. In deriving (3.13), it is implicitly assumed that the antenna beams are
circular (φ1h = θ1h). For elliptical beam patterns, which represent the more general
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where ∆φ and ∆θ are offsets in φ and θ, and are uniformly distributed random
variables in sample time.
For illustration, assume that beamwidths in H and V are matched (φ1h = φ1v)
in (3.13), but there is an offset in beam-pointing directions (∆φ 6= 0), as follows
∆φ 6 ±εφ1v, (3.15)
where ε is an upper bound on the beam pointing offset normalized to the beamwidth,
which is assumed to be much smaller than 1. Inserting these conditions into (3.13),










which represents a correlation reduction factor due to a beam pointing mismatch
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This expression can be used to determine the maximum pointing offset between
H and V that is allowed for a required bias in ρhv. For example, for the required
bias1 of 0.01, a χ ≥ 0.99 results in |ε| ≤ 0.085. And for a beamwidth of ∼ 1◦,
|∆φ| ≤ 0.085◦. Considering the demanding requirement imposed by the bias of
ρhv, which is very sensitive to measurement errors, it is reasonable to assume that
this pointing accuracy should be sufficient to achieve similar requirements for other
polarimetric variables. This important result has to be considered in the design
of an RPAR; as will be discussed in the next section, the choice of phase shifters
will impact the achievable accuracy of ρhv estimates. Another important aspect
that needs to be considered is the mismatch of H and V beamwidths, which is
conveniently represented by their ratio, defined here as ψ = φ1h/φ1v (only φ1i is
considered here).
Biases in signal power and correlation coefficient due to copolar mainlobe dif-
ferences within the CPI estimated using (3.9) and (3.13) are shown in Figure 3.3
as a function of the normalized azimuthal sampling ∆φ, and for different values of
ε and ψ. Note that the bias in ρhv is expressed as 1 - χ, since this is a more con-
ventional scale for ρhv and can be directly related to the RFR. Figure 3.3(a) shows
that for zero beam offset (i.e., ε = 0), the signal power estimates from both methods
are negatively biased, with the bias of MCS being lower than that when scanning
with no beam steering (e.g., a mechanical scanning antenna). For a uniformly dis-
tributed offset with |ε| ≤ 0.085, the power bias from MCS is comparable to that
1Specified in the NOAA Radar Functional Requirements document p. 13
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(a) Bias in signal power estimates



















(b) Bias in ρhv estimates
Figure 3.3: Biases due to copolar mainlobe differences within the CPI estimated
using (3.9) and (3.13) for (a) signal power, and (b) correlation coefficient. Note that
for (b) the left ordinate axis (in black) is used for the ideal cases (i.e., ε = 0 and
ψ = 1) and the right one (in blue) for all others.
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resulting with no beam steering up to ∆φ ∼ 1, and lower for ∆φ > 1. A similar
conclusion can be drawn from the case when ε is twice that value (i.e., |ε| ≤ 0.17).
Figure 3.3(b) shows that with zero beam offset (i.e., ε = 0) and perfectly matched
beamwidths (i.e., ψ = 1), the bias in ρhv from MCS is negligible (δρhv < 0.0004),
while the estimates when scanning with no beam steering are unbiased. Note that
the left ordinate axis (in black) is used for the ideal cases (i.e., ε = 0 and ψ =
1) and the right axis (in blue) for all others. For a uniformly distributed ε, with
|ε| ≤ 0.085, and ψ = 1 or ψ = 1.03, the expected bias is δρhv ∼ 0.01 (as designed
with χ = 0.99), and there is little-to-no dependence with the normalized azimuthal
sampling. Similarly, for |ε| ≤ 0.17, and ψ = 1 or ψ = 1.03, δρhv ∼ 0.04. It is appar-
ent from these curves that the differential beam pointing offsets considered have a
larger impact on ρhv estimates than a 3% mismatch in H and V beamwidths (i.e., ψ
= 1.03). In summary, these results show that for relatively accurate beam pointing
(i.e., |∆φ| ≤ 0.085φ1h), MCS achieves the required data quality on signal power
and correlation coefficient estimates. Otherwise, it would result in unacceptable
data quality degradation for larger pointing offsets (e.g.,|∆φ| > 0.085φ1h).
3.3 MCS Concept of Operations
Here we define a CONOPS that uses the MCS technique. Provided that the beam
pointing offset is sufficiently small (e.g.,|∆φ| ≤ 0.085φ1h) and that the H and V
beams are adequately matched (i.e., φ1h = φ1v), MCS could improve azimuthal
resolution without impacting the quality of radar-variable estimates. The CONOPS




A straightforward implementation of MCS can be achieved by using (3.13) with
φp = 0
◦ and θp = 90◦ − θel. That is, we assume that the center pulse in the CPI
coincides with the broadside beam and that others are adjacent to it. For illustration,
assume the antenna is not tilted (i.e., θT = 0◦) and θel is a small angle (e.g., 0.5◦)
such that sin(θp) ≈ 1 and cos(θp) ≈ θp, this reduces (3.13) to








where the subscript indicates Broadside MCS (BMCS). This expression provides
the electronic steering angles for transmit and receive pulses within the CPI defined
byM and Ts, and it results in a normalized azimuthal sampling of ∆φ = ωMTs/φ1.
That is, as the RPAR rotates, motion is compensated by the steering angles in (3.18)
such that all resolution volumes defined by samples in each CPI are centered at
φk = k(ωMTs) where k ∈ 0, 1, 2, . . . and it represents a CPI index number.
There are a couple of major advantages of this CONOPS with respect to an
adaptive 4F-PAR CONOPS. First, since the steering angles are relatively small and
remain close to the antenna’s principal planes, it is expected that a simple broad-
side calibration (i.e., similar to that of a rotating reflector-antenna radar) will be
sufficient for the required accuracies of radar-variable estimates (see beamsteering
biases at φleq ± 1◦ from broadside in [47]). Second, considering that the set of
pointing angles resulting from (3.18) for a pre-defined CPI are deterministic, this
results in an invariant scan strategy that mitigates beam smearing effects with neg-
ligible data quality impact, and does not require additional signal processing for
implementation.
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Nevertheless, the simplicity of this CONOPS does not make full use of the
RPAR’s resources to meet the prescribed functional requirements. That is, this
CONOPS only tackles one of the requirements (azimuthal resolution) and does not
exploit RPAR capabilities to improve data quality or reduce the volume update
times. A more advanced CONOPS that uses MCS and could be used to also improve
data quality is discussed in Chapter 5.
3.4 Performance of MCS
High-fidelity RPAR simulations were developed to evaluate the performance of
MCS to enhance azimuthal resolution, and to quantify its impact on the bias
and standard deviation of polarimetric-variable estimates. One set of simulations
is used to evaluate the performance of MCS on enhancing azimuthal resolution
(i.e., decrease the effective beamwidth); these are designed to quantify the impor-
tance of beam pointing accuracy to achieve a significant reduction in the effective
beamwidth. The other set of simulations is used to quantify the impact of MCS
on data quality; these are designed to capture the combined effects of sampling
concentric non-uniform resolution volumes and antenna radiation patterns. Data
produced with both sets of simulations are compared to RPAR simulations that do
not use MCS as well as to PAR operation in a stationary mode.
3.4.1 Azimuthal Resolution
As argued before, the angular resolution gained by MCS can have have important
implications in the size of the antenna aperture needed to meet angular-resolution
requirements. That is, as illustrated in Figure 2.8, an antenna aperture with a sta-
tionary beamwidth of 1◦ on broadside results in a∼1.23◦ effective beamwidth when
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sampling at ∆φ = 1. Thus, an aperture with a stationary beamwidth of 0.8◦ on
broadside is needed for an effective beamwidth of 1◦ at ∆φ = 1. However, this
can result in a significant increase in aperture size (e.g., N1◦ = 19,400 to N0.8◦ =
29,800), which would increase system complexity and cost. The use of MCS could
result in a reduction of the effective beamwidth, thus potentially reducing system
cost. It is important to note that the performance of MCS to enhance the RPAR’s
angular resolution is mostly determined by beam-pointing accuracy (dictated by the
pointing offset ∆φ) and knowledge of the platform’s mechanical position.
The beam pointing accuracy of a phased array antenna is dictated by the perfor-
mance of phase shifters in the antenna elements [110]. Phase shifters control the
phase of the signals at each radiating element to electronically form a collimated
beam in the desired direction. A digitally controlled phase shifter with n bits has
2n phase states separated by phase steps of 2π/(2n) [89]. This phase quantiza-
tion introduces an error in the steering phase at the element level and may cause a
distortion of the resulting antenna pattern. Two major adverse effects from phase
quantization have been the subject of several research efforts: increase in antenna
sidelobe levels and beam-pointing accuracy [111].
Phase quantization errors are predictable and are typically considered in the de-
sign of phased array antennas. Nevertheless, imperfections in antenna fabrication
and other sources of error (e.g., differences in the power divider network, failed bits
in phase shifters, mutual coupling between elements, thermal noise, etc.) introduce
random phase errors that are well approximated by a Gaussian probability density
function with zero mean [89, 112, 113]. These random phase fluctuations have
to be considered to quantify the impact of beam pointing accuracy as a function
of n on the effective beamwidth achieved by MCS. The simulation developed for
this analysis includes phase quantization errors and also random phase errors. The
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transmit and receive antenna patterns are generated as the product of a measured
embedded element pattern and a simulated array factor [89]. The array factor is
generated using the Fourier method. The measured embedded element pattern2 is
used to enhance the fidelity of simulations and corresponds to that of an element
designed for the ATD system [33]. Steering phases at the element level are pro-
duced by quantizing Gaussian random variables with a mean equal to the desired
quantized steering phase (rounded to the nearest bit as a function of n) and a stan-
dard deviation of 5◦ [89]. As is done conventionally, transmit patterns are generated
with a uniform taper to maximize sensitivity and receive patterns are tapered with
a Taylor window to reduce sidelobe levels. This simulation captures the systematic
and random phase errors and includes effects from both copolar and cross-polar
antenna radiation patterns.
The procedure described is used to simulate M patterns steered in φ using MCS
as described in (3.2). Without loss of generality, φp is assumed to be 0◦, which cor-
responds to broadside MCS. Results can be scaled by 1/ cos(φp) for the effective
beamwidth at a pointing angle φp 6= 0◦. RPAR rotation is simulated by shifting each
pattern in φ by −ωmTs, which assumes a uniform antenna rotation rate in azimuth.
The effective antenna pattern is obtained by adding these M patterns, from which
the effective beamwidth is measured. Results for n = 5, 6, and 7 bits are presented
in Figure 3.4 as a function of the normalized azimuthal sampling ∆φ. It is apparent
from the results in Figure 3.4(a) that due to phase errors (dominated by quantiza-
tion errors), 5-bit phase shifters are not sufficient to mitigate beam smearing effects
considerably. In this case, an antenna aperture with a stationary beamwidth of 1◦
on broadside results in a ∼1.20◦ effective beamwidth when sampling at ∆φ = 1.
2Measurements were obtained in the near field chamber at the MIT-LL facilities during March-
April 2018.
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This indicates that the pointing offset for n = 5 was relatively large and the cen-
ters of resolution volumes could not be aligned with the required precision. The
























































(a) n = 5 bits
























































(b) n = 6 bits
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(c) n = 7 bits
Figure 3.4: Effective beamwidth as a function of the normalized azimuthal sam-
pling ∆φ for (a) n = 5, (b) n = 6, and (c) n = 7 phase shifter bits. The stationary
beamwidth for all cases is for the broadside position.
effective beamwidth was greatly reduced with n = 6, as shown in Figure 3.4(b).
While not completely mitigated, beam smearing effects are largely reduced with
6-bit phase shifters, being the effective beamwidth within 0.1◦ from the stationary
beamwidth for all Nx and all ∆φ. Lastly, Figure 3.4(c) indicates that for n = 7
beam smearing effects are negligible and the effective beamwidth is approximately
equal to the stationary beamwidth. Results presented in this subsection quantify
the performance of MCS in enhancing azimuthal resolution by mitigating beam
smearing effects as a function of phase shifter bits. It is expected that 6-bit phase
shifters (Figure 3.4(b) are sufficient for achieving satisfactory MCS performance,
while 7-bit phase shifters would be ideal.
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3.4.2 Data Quality
The simulations used to evaluate the impact of MCS on data quality are based on the
approach proposed by [108], which combines the effects of simulated or measured
radiation patterns with simulated time series signals. It applies the well-established
backscattering matrix model [68, 74] that includes bulk statistical properties of scat-
terers within a resolution volume over the dwell time coupled with electromagnetic
wave propagation and radar system effects. In addition to the copolar biases quan-
tified in Section 3.2.2, the simulation can be used to quantify the effects from both
the copolar and cross-polar antenna radiation patterns. The present work considers
copolar antenna patterns only.
The RPAR simulation procedure is similar to that discussed in the previous
section. A set of M simulated transmit and receive patterns are steered in φ using
MCS as described in (3.2), and rotation is simulated by shifting each pattern in φ
by −mωTs. The two-way patterns are sampled at the desired pointing angle φp
and θp for every m. It is assumed that the pointing angle (relative to the earth
coordinate system) is constant for the duration of the CPI, and that steering angles
for simulated patterns may change as a function of samplem. RPAR simulations for
the case where constant beam steering is used (i.e., no MCS) are also generated for
reference using the same procedure. An illustration of the copolar transmit beam
peaks resulting from this simulation procedure is shown in Figure 3.5, where the
beam pointing angle is φaz = 45◦ and θel = 20◦ (φaz = φp, and θel = 90◦ − θp),
the rotation rate is ω = 21.15◦s−1, M = 15, and Ts = 3 ms. The top row shows
the beam peaks with constant beam steering (i.e., no MCS) as a function of steering
angle relative to the array broadside for samples m = 1, 8, and 15, while the bottom


























































































































Figure 3.5: Copolar beam peaks for the transmit antenna pattern of the simulated
RPAR pointed at φaz = 45◦ and θel = 20◦, with a rotation rate of ω = 21.15◦s−1,
M = 15, and Ts = 3 ms (a) Beam peaks corresponding to constant beam steering
for samples m = 1, 8, and 15 (b) Beam peaks corresponding to MCS for the same
samples. The black dot represents the desired pointing angle φaz and θel (earth-
relative coordinates), which is constant in earth-relative coordinates for the duration
of the CPI.
is far from the broadside, there is a scan loss of ∼1 dB. Black dotted lines delineate
contour levels of constant power with respect to the beam peak (in dB). The black
dot represents the desired pointing angle φaz and θel, which is constant in earth-
relative coordinates for the duration of the CPI. It can be observed in the top-left
(m = 1) and top-right (m = 15) panels that the beam is not accurately pointed at the
desired angle. For example, this would translate into a loss of ∼0.5 dB in power
if scanning a point target. Although this would generally have little impact on
uniformly distributed weather targets, it could introduce biases in large reflectivity
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gradients such as those observed in tornado vortices. Applying MCS results in more
accurate pointing towards the center of the resolution volume compared to constant
beam steering (i.e., no MCS) and a negligible power loss (with respect to the peak of
the pattern) due to the pointing offset. The complex samples obtained from two-way
patterns at the desired pointing angle are used in the backscattering matrix model,
which includes statistical properties of meteorological scatterers. This generates
the simulated time series of complex voltages, from which spectral moments and
polarimetric variables are estimated.
To understand the impact of MCS on the quality of variables using the de-
scribed simulation procedure over the scan volume, the space of pointing angles
φaz ∈ [−45◦, 45◦] and θel ∈ [0◦, 20◦] is simulated, with a grid spacing for both
θel and φaz of 1◦. For simplicity, assume the antenna is not tilted (θT = 0◦). As
before, constant beam steering is simulated for reference over the scan sector. It
represents a RPAR scanning with a set of M identical electronic beams steered a
constant angle (in the antenna-relative coordinate system) as the radar rotates. An-
tenna characteristics based on the ATD system are adopted for this analysis since
this system is used to demonstrate MCS in Section 3.5. The ATD antenna elements
are designed with 6-bit phase shifters. It is assumed that the antenna tilt angle is 0◦,
that is, the broadside is perpendicular to the z axis. Simulation results quantifying
the copolar beamsteering biases are presented in Figure 3.6. Columns from left-to-
right correspond to a stationary PAR (e.g., 4F-PAR), an RPAR not using MCS, and
an RPAR using MCS, respectively. From top-to-bottom, the rows correspond to bi-
ases of Zh, ZDR, and ρhv. Absolute calibration constants for the broadside beam are
derived from the stationary PAR for unbiased powers on both polarization channels
(H and V) and applied to all three cases. Comparing the results for Zh on the first
row, it is apparent that positive biases for the RPAR not using MCS are higher along
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the azimuth planes at∼±38◦, with respect to both the stationary PAR and the RPAR
using MCS. Negative biases along the azimuth plane at ∼0◦ are lower than those
for the stationary PAR and the RPAR using MCS (specially at higher elevations).
Comparing the results for ZDR on the middle row, it is apparent that all three cases
have very similar performance. To understand this, consider ZDR that is the ratio
of the H and V signal powers, each of which is estimated by averaging M signal
power samples from potentially non-concentric or non-uniform volumes. Volume
locations or sizes for the H and V polarizations may change in a relatively similar
manner as a function of steering angle. The resulting relative changes in signal
powers from a set of M non-concentric or non-uniform resolution volumes are thus
similar, and differences cancel out in the ratio. Lastly, comparing the results for ρhv
on the last row, it is apparent that estimates for the stationary PAR and the RPAR
using MCS are unbiased, and there are small negative biases for the RPAR not us-
ing MCS. Biases for the RPAR not using MCS come from differences between the
cross-correlation power (the numerator in (3.10)) and the geometric mean of H and
V signal powers. The bias magnitude for ρhv increases as a function of steering
angle relative to the broadside, with unbiased estimates at φaz ∼ ±8◦ and θel ∼ 0◦
– 6.5◦, and the largest biases in the scan sector at φaz ∼ ±45◦ and θel ∼ 20◦. Nev-
ertheless, the largest bias magnitudes obtained for the RPAR not using MCS are
on the order of 0.003, which are small enough and meet the requirements for the
weather surveillance mission [38].
Absolute bias differences between the stationary PAR and the RPAR using MCS
are shown in Figure 3.7. Panels from top-to-bottom correspond to differences in the
absolute value of biases for Zh (δ|B[Zh Co]|), ZDR (δ|B[ZDR Co]|) and ρhv (δ|B[ρhv
Co]|), respectively. Notice that the color map scales are an order of magnitude
smaller than the corresponding ones in Figure 3.6. It is apparent from the top and
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Figure 3.6: Columns from left-to-right correspond to a stationary PAR, an RPAR
not using MCS, and an RPAR using MCS, respectively. From top-to-bottom, the
rows correspond to biases of Zh, ZDR, and ρhv. Absolute calibration constants for
the broadside beam are derived from the stationary PAR for unbiased powers on
both polarization channels (H and V) and applied to all three cases.
center panels that biases of the stationary PAR and the RPAR using MCS for Zh
and ZDR are very similar. The bottom panel shows that there may be small bi-
ases in ρhv for the RPAR using MCS in some areas of the scan sector, but these
are negligible (∼10−4) and are therefore ignored herein. These results show that
a system designed with sufficient pointing accuracy can be operated as an RPAR
using MCS, and the impact on radar-variable estimates is comparable to that ob-
































































Figure 3.7: Absolute bias differences between the stationary PAR and the RPAR
using MCS (left) Zh, (middle) ZDR, and (right) ρhv. The notation δ|B[·]| is used to
denote the difference in the absolute value of biases.
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and compensating for antenna motion, the radar matches the performance of a sta-
tionary PAR system. Nevertheless, intrinsic scan-dependent measurement biases
coming from the copolar antenna patterns (present in both the stationary PAR and
MCS-RPAR, as show in in Figure 3.6) must be addressed.
It is understood that stationary PAR systems are subject to scan-dependent mea-
surement biases coming from the antenna patterns as they are electronically steered
in various directions [54]. These are caused by the H and V copolar antenna pat-
terns that vary with beamsteering direction and are quantified on the first column
of Figure 3.6 for the ATD system when it is operated as a stationary PAR system.
The effects of these variations can be addressed via corrections using appropriate
values at each broadside location. If the cross-coupling effects are sufficiently sup-
pressed with phase coding [57] and given a sufficiently narrow antenna main beam,
the corrections can be conducted using only the measurements of the copolar pat-
tern peaks [56]. Considering that biases in the stationary PAR and the RPAR using
MCS are comparable, radar-variable corrections for the copolar biases of the ATD
operated as a stationary system derived by [46, 47] are used to demonstrate the
RPAR using MCS in the next section.
3.5 Demonstration of MCS
The BMCS technique was implemented on the ATD to demonstrate these concepts
in an experimental research environment. First, a point target was scanned with
BMCS to validate the practical implementation and to quantify the beam pointing
offset. Then, the BMCS was used to illustrate the MCS technique for polarimetric
weather observations.
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3.5.1 Point Target Experiment
Implementation and calibration of the MCS technique were verified by rotating
past a stationary point target located in the vicinity of the ATD. Specifically, a set
of data were collected with the ATD rotating over a ∼ 20◦ sector at ω = 4◦ s−1,
M = 65, and Ts = 3 ms. The radar broadside was commanded to rotate from 290◦
to 310◦ azimuth with respect to North, with the target located at 31.65 km in range
and approximately 300.96◦ azimuth with respect to North. The system was com-
manded to mechanically tilt the antenna so that the broadside would point at the
0.5◦ elevation angle. Two subsequent scans were conducted 1) the transmit and re-
ceive beams were electronically maintained at broadside in azimuth and elevation
(i.e., no MCS), and 2) the transmit and receive beams were electronically steered
in azimuth and elevation using the BMCS in Section 3.3.1. The pointing angles
for 2) were initially obtained using the theoretical expression (3.18), but were not
sufficiently accurate as the pedestal positioner was not able to maintain a perfectly
constant rotation speed. A model of the ATD’s mechanical motion in azimuth was
derived by fitting 3rd order polynomials to pedestal positions measured at a rate of
10 Hz when the system was commanded to rotate at the speeds of 2, 4, and 8◦ s−1.
This model agreed well with the theoretical expression in (3.18) for the linear and
constant terms,
φ̃ABMCS(mTs) = 0.0034(mTs)
3 + · · ·








and was adopted for the practical implementation of MCS on the ATD under both
CONOPS presented as the pedestal motion is independent of electronic steering
angle.
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The Signal-to-Noise Ratio (SNR) of signals received by the ATD on the H polar-
ization while rotating past the target as a function of the pedestal (i.e., mechanical)
azimuth is presented in Figure 3.8. The pedestal azimuth positions (with respect
to North) are used to compare the SNRs measured with MCS with those from a
mechanically scanning antenna (i.e., not using MCS). Solid lines show the single-
pulse SNR estimates and dot markers show the SNRs estimated by averaging those
from the M samples in each CPI (herein referred to as the CPI estimate). The
blue line represents the SNRs for the RPAR not using MCS and its shape resem-
bles the mainlobe of the two-way antenna patterns. The solid black line represents
the single-pulse SNRs of the RPAR using MCS and its shape resembles a staircase
plot where the SNRs at each step are sampling approximately the same resolution
volume, and therefore the returned powers are approximately constant. The inset
plot shows that the CPI estimate obtained using MCS is 71.81 dB while that ob-
tained without MCS is 71.16 dB. It is apparent that CPI estimates obtained using
MCS are closer to true SNRs, since estimates are closer to the single-pulse SNRs
on the blue curve, in particular, the peak SNR return from the point target which is
71.82 dB. Furthermore, the standard deviation of single-pulse SNRs for the sam-
ples in the CPI that contains the peak return (∼301◦) is 0.033 dB with MCS, and
0.61 dB without MCS. This order of magnitude reduction in the variance of SNRs
from a point target indicates that power estimate biases arising from approximately
concentric non-uniform resolution volumes are much smaller than those from non-
concentric uniform volumes. The mean standard deviation of absolute azimuth
pointing angles (i.e., the summation of the mechanical and electronic azimuths) of
samples within CPIs is 0.008◦ with MCS, and 0.21◦ without MCS. This average
standard deviation of pointing angles measured when using MCS is used to charac-
terize the pointing offset, which is consistent with that obtained in the simulations
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Figure 3.8: SNR of signals received by the ATD system on the H polarization while
rotating past the target as a function of the pedestal (i.e., mechanical) azimuth.
Solid lines show the single-pulse SNR and dot markers show the SNRs estimated
by averaging those from the M samples in each CPI.
presented in Section 3.4.1 (∼0.006◦). The small difference between simulated and
measured standard deviation of pointing angles is largely due to mechanical system
imperfections, which were not considered in the simulations. Using ε ≤ ±0.085
(for χ = 0.99), and (3.15) with φ1h = 1.58◦, a pointing offset of ∆φ ≤ ±0.143◦
is obtained for the ATD system. Since this pointing offset is much larger than the
measured standard deviation of MCS pointing angles, the performance is consid-
ered acceptable to largely mitigate beam smearing using the ATD system without
impacting polarimetric data quality.
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3.5.2 Polarimetric Weather Observations
This experiment is used to illustrate the BMCS CONOPS whereby MCS is used
to compensate the radar motion for samples within a CPI centered on the elevation
principal plane. Sector scans were collected in rapid succession using the STSR
mode on 05 May 2020 to sample a rapidly evolving mesoscale convective system
at a range of approximately 100 km. For scan 1, the ATD rotated at ω = 4◦ s−1,
the transmit and receive pencil beams were maintained at broadside (φaz = 0◦,
θel = 0◦), mimicking the operation of a conventional reflector-based radar. Data
from this scan were collected at 00:44:25 Z, and are used here to verify the BMCS
data. For scan 2, the ATD rotated at ω = 4◦ s−1, the transmit and receive pencil
beams were collected using BMCS. Data from this scan were collected 22 seconds
after scan 1, at 00:44:47 Z. For these scans, the radar broadside was commanded
to mechanically rotate clockwise from 130◦ to 170◦ in azimuth, at constant 0.9◦
elevation, with a continuous pulse transmission at Ts = 3 ms. For a normalized
azimuthal sampling of ∆φ = 0.5, the number of samples M was set to 65 on
both scans. Receiver range-time samples were produced at a rate of 4 MHz, which
results in a range sampling interval of 37.5 m. Range-time processing was set to
incoherently average samples from 6 consecutive range gates, which results in a
range sampling spacing for the radar variables of 225 m
Data produced with this technique were verified by comparing them to data from
a WSR-88D radar system, that has an inherently better angular resolution than the
ATD. The KCRI radar in Norman, OK is operated and maintained by the Radar Op-
erations Center and it is collocated with the ATD. The KCRI radar was following
the operational VCP number 212, for which the antenna is rotated at 21.5◦ s−1 when
scanning the 0.9◦ elevation angle. For this elevation, the CPIs from the surveillance
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scan consist of 15 samples at Ts = 3 ms, with ∆φ = 0.5 (i.e., an azimuthal sampling
of 0.5◦ since the HPBW of this system is approximately 1◦), and a φe 1.1◦. Data
for the 0.9◦ elevation of the VCP were collected with the KCRI radar at 00:44:36 Z,
and IQ data from the same azimuthal sector were extracted for processing. There
are several architectural differences between the ATD and KCRI systems, but since
the KCRI has better effective angular resolution it is considered here as a refer-
ence to verify the angular resolution enhancement of the MCS technique. Radar
system parameters and scan strategies for these experiments are summarized in Ta-
ble 3.1. Fields of radar-variable estimates resulting from processing the data from
these scans are presented in Figure 3.9. Panels are organized as follows: the top
row corresponds to scan 1, the middle row corresponds to scan 2, and the bot-
tom row corresponds to scan 3; the columns from left to right show fields of radar
Zh, ZDR, ΦDP, and ρhv. Qualitative comparison of radar-variable estimates from
scans 1 and 2 shows there are no apparent artifacts in the data from scan 2 (MCS),
and both datasets appear to have similar meteorological features as that of scan
3. Data from scans 1 and 2 have a smoother texture than data from scan 3, likely
due to the higher number of samples, which results in reduced standard deviation
of radar-variable estimates. Regions with well-defined meteorological features are
highlighted with black arrows for discussion. Comparing the highlighted regions
on fields of Zh, it is apparent that the line of high Zh (> 50 dBZ) presents a finer





φ1 M Ts ω
◦ s−1
System Type Sector Elevation
1 ATD 00:44:25 Broadside Pencil 130◦ - 170◦ 0.9◦ 1.58◦ 65 3 4
2 ATD 00:44:47 BMCS 130◦ - 170◦ 0.9◦ 1.58◦ 65 3 4
3 KCRI 00:44:36 Broadside Pencil 0◦ - 360◦ 0.9◦ 1◦ 16 3 21.15
Table 3.1: Radar system parameters and scan strategies for MCS experiment.
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Figure 3.9: Radar-variable estimates obtained from three scans collected in rapid
succession. Panels are organized as follows: the top row corresponds to scan 1
(ATD – No MCS), the middle row corresponds to scan 2 (ATD BMCS), and the
bottom row corresponds to scan 3 (KCRI – No MCS); the columns from left to
right show fields of Zh, ZDR, ΦDP, and ρhv, respectively.
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on fields of Zh, consistent with the hypothesis that MCS reduces beam smearing.
Similar conclusions are drawn from a qualitative comparison of fields of ZDR (spe-
cially in regions highlighted with black arrows). Comparing the fields of ΦDP from
scans 1 and 2 in this region, it is apparent that scan 2 exhibits a narrower and more
defined line with increasing values of ΦDP along the beams with high Zh (see black
arrows in fields of ΦDP). Since ΦDP represents the difference in phase from the H
and V polarizations along the wave propagation path, it typically presents radially
oriented features. In this case, it is apparent that the high radially oriented Zh core
attenuates the vertically polarized waves, which results in the increase of ΦDP. The
narrower appearance of this feature in the field of ΦDP from scan 2 (i.e., BMCS)
resembles that of scan 3. Comparing the fields of ρhv from scans 1 and 2 in this
region, it is observed that scan 2 exhibits generally higher values (i.e., closer to 1).
Considering that the time difference between these scans is relatively short (∼22 s)
and that the same noise-power estimation technique is used for all three scans [6],
the improvement in ρhv estimates are attributed to the use of MCS.
To quantify the differences in the fields of radar-variable estimates produced by
scans 1 and 2, the absolute difference of each of these with scan 3 is calculated.
Since data from scan 3 inherently has better angular resolution, data from scans
1 and 2 are compared to it by using the absolute difference of estimates. Given
that sampling grids are different, a simple nearest neighbor interpolation is used to
map the data from scans 1 and 2 on the sampling grid of scan 3. The notation δ|x|
is used, where x is one of the radar variables presented in Figure 3.9. An SNR
threshold of 8 dB is used to censor data corresponding to weak returns (painted in
gray for reference). Further, to reduce the variance of differences, a running average
of 5 gates in range is applied on the direct absolute differences (no averaging in
azimuth is applied to preserve resolution). Results are presented in Figure 3.10,
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where the top row represents the absolute differences between scans 1 and 3, and
the bottom row represents absolute differences between scans 1 and 2. Black arrows
Figure 3.10: Absolute differences between fields of radar-variable estimates in Fig-
ure 3.9. The top row represents the absolute differences between scans 1 and 3, and
the bottom row represents absolute differences between scans 2 and 3. Columns
from left to right show absolute difference fields of Zh, ZDR, ΦDP, and ρhv, respec-
tively.
are used to highlight regions corresponding to those discussed in Figure 3.9. Fields
of δ|Zh |, δ|ZDR | and δ|ΦDP | reveal considerable improvement, i.e., lower absolute
differences in estimated fields with respect to the KCRI estimates. For the δ|Zh
| fields, there is a reduction from ∼3-4 dB (scan 1) to ∼1-2 dB (scan 2) in the
highlighted region. For the δ|ZDR | fields, there is a reduction from ∼0.6-0.8 dB
(scan 1) to ∼0.4-0.6 dB (scan 2) in the highlighted region. For the δ|ΦDP | fields,
there is a reduction from∼4-7◦ (scan 1) to 1-3◦ (scan 2) in the highlighted regions.
As noted when comparing fields of ρhv estimates, there appears to be no significant
differences in the field δ|ρhv |.
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Results presented show that data produced using the BMCS CONOP has better
azimuthal resolution than that obtained with no beam steering. Furthermore, no
apparent data artifacts were observed in the polarimetric estimates obtained using
MCS, which is consistent with the conclusions from Section 3.2.2.
3.6 Chapter 3 Summary
The MCS technique presented in this dissertation provides a way to reduce the
RPARs effective beamwidth and potentially meet NWS requirements with a smaller
antenna aperture. By exploiting a PAR’s unique dynamic capabilities in conjunction
with the application of advanced signal processing techniques, we demonstrated
that it is possible to design an RPAR CONOPS capable of enhancing the angular
resolution of the system. That is, by electronically steering the beam on a pulse-
to-pulse basis within the CPI, the motion of the antenna can be compensated to
maintain the beam pointed at the center of resolution volume being sampled. MCS
can reduce the apparent motion of the antenna and lead to a reduction in the ef-
fective beamwidth. In turn, mitigating the impact of beam smearing allows for
smaller (and more affordable) antenna apertures that can meet effective-beamwidth
requirements, which could translate into a simpler and less costly radar system.
The MCS technique was introduced and expressions for the MCS pointing an-
gles were provided for the general case with the antenna plane tilted with respect to
earth. A theoretical analysis of the impact of MCS on the quality of signal power
and copolar correlation coefficient estimates was done to derive simple expressions
that provide the upper bound for beam pointing offset to achieve the required bias in
correlation coefficient estimates. The BMCS CONOPS, which produces sampling
of concentric non-uniform resolution volumes centered around the elevation princi-
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pal plane, was introduced and discussed. Through high fidelity RPAR simulations
we quantified the effectiveness of MCS in mitigating beam smearing as a function
of antenna phase shifter bits, antenna size, and normalized azimuthal sampling. It
was demonstrated that for relatively large planar RPARs, 6-bit phase shifters pro-
vide sufficient pointing accuracy to effectively implement MCS and mostly mitigate
beam smearing, while 7-bit phase-shifters would be desirable to largely eliminate
smearing effects. Further, the impacts of copolar beamsteering biases resulting from
the use of MCS were quantified over a large scan sector using simulations and were
found to be negligible with respect to stationary operation of the same RPAR. These
simulations were tailored for the architecture of the polarimetric ATD radar system
in Norman, OK. The BMCS was implemented on the ATD system to demonstrate
the MCS technique. First, a point target located in the vicinity of the ATD system
was scanned without electronic beam steering (i.e., mimicking a parabolic-reflector
antenna) and with BMCS. It was shown that the BMCS implementation on the
ATD provides sufficient pointing accuracy to mitigate beam smearing effects. The
BMCS CONOPS introduced was demonstrated by scanning meteorological scat-
terers. Fields of polarimetric-variable estimates were compared to those obtained
when scanning without beam steering. These results were verified by quantify-
ing absolute radar-variable-estimate differences with respect to a WSR-88D sys-
tem (KCRI) that has inherently better azimuthal resolution. The BMCS data were
shown to produce fields of radar-variable estimates with generally narrower features
(more apparent in reflectivity and differential phase).
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Chapter 4
The Distributed Beams Technique
“A technique is a trick that works.”
Gian-Carlo Rota
The purpose of this chapter is to introduce the novel DB technique, which pro-
vides a way to reduce scan update times or alternatively improve the data quality for
an RPAR CONOPS and can facilitate meeting the NOAA RFR for a future weather
surveillance network if certain tradeoffs are accounted for in the radar design pro-
cess. It is noted that the DB technique is presented in this chapter independently
from the MCS technique presented in the previous chapter. These techniques are
integrated in Chapter 6.
This chapter is structured into five sections as follows. Section 4.1 provides a
detailed technical description of the DB technique and illustrates the two previously
discussed applications. Section 4.2 then describes the practical implementation of
DB, including calibration methods and important considerations for a successful
operation. Section 4.3 takes the theoretical analysis further using the experimental
implementation for a comparative demonstration of the DB technique by capturing
and presenting actual polarimetric weather observations. Both applications of the
DB technique presented in Section 4.1 are illustrated via observation of a mesoscale
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convective precipitation system three times in rapid succession using the ATD sys-
tem. Section 4.4 provides the analysis and verification of the radar-variable esti-
mates produced using DB by comparing the data quality to those obtained from data
that was collected simultaneously using NSSL’s collocated experimental WSR-88D
(KOUN) radar system. Section 4.5 summarizes the contributions of this chapter and
discusses some alternative RPAR CONOPS techniques using the DB technique.
4.1 Distributed Beams Concept
Researchers demonstrated the use of spoiled beams and digital beamforming in el-
evation to reduce the volume scan time of an RPAR [42, 44]. Since operational
weather radars typically scan by rotating in the azimuth plane and acquisition pa-
rameters such as the PRT are naturally defined as a function of elevation, an advan-
tage for spoiling the beam in azimuth is that operational scanning strategies used by
radars with rotating reflector antennas can be replicated in an RPAR system. That
is, by scanning in azimuth only, identical acquisition parameters (M and Ts) as
those in operational scan strategies can be used. When spoiling the beam and scan-
ning in elevation, the same acquisition parameters must be used for all elevations
in the cluster. And while lower-elevation angles in the WSR-88D’s are scanned
twice with different PRTs (i.e., split cuts) to mitigate range and velocity ambigu-
ities, higher ones are not. Therefore, spoiling a wide fan beam in elevation could
impact the quality of estimates at higher tilts or unnecessarily add more time to the
scan. For example, surveillance scans at the lower tilts use longer PRTs, this would
limit the Nyquist co-interval at some tilts, or the maximum unambiguous range at
others. Furthermore, for typical WSR-88D scanning strategies, elevation angles
scanned at higher altitudes are spread by several degrees. The larger the spoiling
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factor, the larger the sensitivity loss incurred and the larger the increase in sidelobe
levels. Spoiling the beam across angles that are not needed nor typically scanned
(i.e., leaving large gaps) would result in an unnecessarily large sensitivity loss. The
DB technique could help in these situations by fully utilizing the energy transmitted
when spoiling in azimuth.
A CONOPS for the RPAR using the DB technique is now defined. Assume the
antenna is rotating in azimuth at a constant speed of ω [◦ s−1], a broadside transmit
beam is spoiled by a factor F , and RF beams are simultaneously generated with
digital beamforming techniques [86]. Typically, the azimuthal sampling for weather
surveillance is set to either one beamwidth (φ1) as illustrated in Figure 4.1 (for a
factor F = 5, and RF = 5), or one-half beamwidth (0.5φ1, for a factor F = 5,
and RF = 9). The two-way beamwidth, which includes the effects on transmit
and receive patterns, is defined as the angular width in degrees within which the
microwave radiation is at least one-quarter of its peak intensity. For this chapter, the
two-way beamwidth definition is adopted and simply referred to as the beamwidth.
Finally, let us assume that the data quality requirement sought in terms of bias and
standard deviation of the radar-variables estimates defines the optimal CPI as a set






in order to collect the desired CPI (MTs) over the specified normalized angular
sampling spacing of ∆φ. It is noted that due to continuous antenna rotation cou-
pled with the need to perform coherent processing of multiple samples, the re-
sulting effective antenna beamwidth is broader than the stationary inherent antenna
beamwidth (i.e., beam smearing as described in Chapter 3). As demonstrated in this
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reference, beam smearing effects are not controlled only by the rotation speed, but
rather by the normalized azimuthal sampling spacing, ∆φ. The value of ∆φ for all
cases illustrated in this chapter is 0.5, the same as that used in the WSR-88D super-
resolution scans. That is, if the CPI is designed using equation 4.1 and with ∆φ of
0.5 or 1, beam smearing effects incurred with the DB technique are analogous to
those incurred by the WSR-88D. As mentioned before, there are two applications
being considered for the DB CONOPS: A) Scan Time Reduction and B) Variance
Reduction. The key difference between these applications is in the RPAR rotation
speed and the dwell acquisition parameters. In A), the RPAR rotates RF times
faster and the number of samples per CPI is reduced by RF , and DB increases the
number of available samples by RF (back to the desired number). In B), the RPAR
speed and acquisition parameters are maintained, and DB increases the number of
available samples by RF .
Figure 4.1: Illustration of the DB technique. On the left, a top view of an RPAR
system illustrates the radiation of wide transmission beams for which multiple si-
multaneous beams are received (note that the beams are not drawn to scale). On the
center, the diagram shows how receive beams from subsequent transmissions can
be grouped to increase the number of samples in a CPI.
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4.1.1 Scan Time Reduction
Applying the DB scan-time reduction strategy requires an increase in the rotation
speed. This causes the number of transmitted pulses per CPI to be reduced to
MDB = M/RF , and the DB rotation speed to be increased by a factor of RF to
ωDB = RFω. As the RPAR rotates at ωDB, a pulse train defined by the CPI is con-
tinuously transmitted every Ts seconds, and MDB samples are received per CPI on
each digitally generated receive beam. Given that the antenna broadside beam po-
sition shifts at ωDBMDBTs = φ1∆φ degrees per CPI, and the azimuthal sampling
of the RF receive beams is set to φ1∆φ, subsequent receive beams (as illustrated in
Figure 4.1) sample approximately the same azimuth location. That is, in a continu-
ous rotation regime, ωDB is such that the centers of resolution volumes (defined by
the effective beamwidths in azimuth and elevation, and the range resolution) sam-
pled by the set of RF beams received every MDBTs seconds (from distinct spoiled
transmit beams) are associated with the same location in space. Each of the samples
received on these different transmit-receive beams can then be coherently combined
to get theMDBRF = M samples required to obtain the desired data quality. In sum-
mary, operating the radar under this DB CONOPS results in reducing the scan time
by a factor RF while maintaining the same variance of radar-variable estimates.
Comparing this DB CONOPS to that from a conventional radar with a
parabolic-reflector antenna, the DB technique exploits the RPAR beamforming ca-
pability to reduce the scan time. This comes at the expense of 1) increased rotation
speed, 2) two-way pattern increased sidelobe levels [102], 3) reduced sensitivity,
and 4) an increased two-way beamwidth due to the wider transmit beam. However,
it is believed that some of the listed limitations can be mitigated in a straightforward
manner. The rotation speed increase is technically possible as argued by [114] since
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the rotating machinery has been around for a long time and has a high technology-
readiness level. This reduces the risk of deploying and maintaining RPAR pedestals
capable of rotating at higher rates. A larger aperture would be required to reduce the
increased beamwidth and sidelobe levels, to implement this CONOPS and meet the
RFR. This would entail the use of a more aggressive taper on the receiving array to
lower sidelobe levels [89] and such that the resulting two-way beamwidth and side-
lobe levels meet the desired requirements [38]. This should be considered at the
RPAR’s design stage and is beyond the scope of this work. The amount by which
the aperture has to be increased to achieve similar sidelobe levels as those obtained
when using narrow beams on transmit and receive depends on the array size, the
spoiling factor used, and the pattern synthesis algorithm. A larger and heavier aper-
ture consuming more power requiring a pedestal that can support higher rotation
rates will increase the cost, but this is dependent on the selection of RF . For exam-
ple, for an RPAR with a two-way stationary 1◦ broadisde beamwidth when using
narrow transmit-receive beams, the aperture would need to be increased by ∼19%
in azimuth for a spoiling factor of F = 3 if the resolution is to be maintained (i.e.,
the transmit-receive combination results in an effective beamwidth of 1◦ at broad-
side). And finally, the sensitivity loss could be recovered by increasing the power
radiated by each array element, which may increase the cost of the antenna panels.
For example, there is a sensitivity loss relative to the narrow beam of∼6.2 dB when
spoiling the transmit beam by a factor of 3, and ∼8.5 dB by a factor of 5 for the
illustrative antenna patterns presented in Figure 2.9. These sensitivity losses, which
are greater than the theoretical loss of 10 log10(F ), result from the pattern synthesis
technique used to produce the spoiled transmit beams [115].
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4.1.2 Variance Reduction
For the second possible application, the number of samples per CPI and the rotation
speed are maintained atM and ω, respectively. And similar to the previous scenario,
operation is in a constant rotation regime of RF receive beams being digitally gen-
erated every MTs seconds (but now from distinct transmit beams). The receive
beams are still directed at approximately the same space location, since ωMTs =
φ1∆φ and the receive beams are spaced exactly by φ1∆φ. Samples received on
these beams can be coherently processed to obtain MDB = MRF samples. Thus,
increasing the number of samples by the factor RF can result in a significant reduc-
tion in the variance of radar-variable estimates [52]. The reduction factor depends
on the dwell times and several signal characteristics, but it is mostly controlled by
the SNR, the σv, and ρhv for the reflectivity and polarimetric-variable estimates. It
is noted that at high SNR, the reduction factor is directly proportional to RF and
independent of spectrum width or other signal characteristics.
To illustrate the potential data quality improvement, Figure 4.2 shows the stan-
dard deviation of signal power estimates as a function of the number of samples,
M , computed from simulated time-series data for a 10-cm wavelength radar with
with Ts = 3 ms (typically used in surveillance scans), σv = 2 m s−1, a maximum un-
ambiguous velocity va = 24.6 m s−1. A set of SNR are selected to account for the
spoil factors (F = 1 or pencil, F = 3, F = 5) and the potential sensitivity reduction
incurred when spoiling the transmit beam. SNRs of 2 and 20 dB are selected for
the pencil beam (F = 1) as a reference, and SNRs for the spoiled beams are derived
reducing those by the corresponding sensitivity loss (i.e., 6.2 dB for F = 3 and 8.5
dB for F = 5). The markers on each curve illustrate the potential reduction in the
standard deviation of power estimates for the application of DB with spoiled factors
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of 3 and 5, and with 0.5φ1 sampling (i.e., RF = 5 and RF = 9, respectively), with
respect to the pencil beam without using DB. Specifically, the circles on the curve
show the standard deviation of power estimates when using DB to improve data
quality with F = 3 and RF = 5, and the stars show the standard deviation of power
estimates with F = 5 and RF = 9. At medium-to-high SNRs (>∼8 dB), a reduction
of 0.5-1 dB in the standard deviation of estimates can be achieved using DB. Even
though this only shows the improvement for signal power estimates, increasing the
number of samples also reduces the bias and standard deviation of all spectral mo-
ments and polarimetric variables. The CONOPS presented by this application of the
DB also exploits the RPAR beamforming capability, but now to reduce the variance
of radar-variable estimates. In comparison to a similar pencil-beam CONOPS, this
application would not require an increase in the rotation speed and has the potential
of significantly reducing the fluctuation of estimates in the fields of radar products
(and thus improving interpretation of the displayed fields).
Figure 4.2: Standard deviation of signal power estimates as a function of M for Ts
= 3 ms, σv = 2 m s−1, and several representative SNRs. The dot markers at M1 = 15
represent the typical number of samples for the surveillance scan of VCP 12. Circle
and star markers represent the number of samples obtained with DB for ∆φ = 0.5,
and with F = 3 and F = 5, respectively.
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These two applications of the DB technique may be highly suitable for advance
in observations of different precipitation systems. That is, VCPs for observing fast-
evolving convective precipitation systems could use the first application of the DB
technique with its higher rotating speed, while VCPs for stratiform precipitation
systems could use the second application collecting the higher number of sample
realizing reduced weather data variance.
For example, consider the WSR-88D operational VCP number 212 for convec-
tive precipitation, which takes approximately 4.5 minutes to complete the opera-
tion [105]. An RPAR using 4.1.1 with a spoil factor F = 1.5, RF = 3 (∆φ = 0.5),
and rotating three times faster than the WSR-88D could complete the VCP in about
1.5 minutes, maintaining the same variance of estimates using all of the same radar
parameter constraints established for the operation. Considering that the spoil fac-
tor in this example is small, if not mitigated, the increase in sidelobe levels and
loss of sensitivity would also be relatively small (thus maintaining the overall data
quality comparable to that of using RPAR as parabolic reflector). However, this
would require that the radar rotate three times faster on every elevation scan. Alter-
natively, consider the VCP number 32 for clear-air or weak precipitation situations,
which takes approximately 9.5 minutes to complete [105]. An RPAR using 4.1.2
with a spoil factor F = 3, RF = 5 (∆φ = 0.5), and rotating at the same speed could
complete the VCP in the same period, but there would be a significant reduction
in the standard deviation of estimates (
√
RF at high SNR [52]). As noted, this is
especially important for weak precipitation VCPs where coherent processing of a
large number of samples is required to detect and estimate signals with low SNR.
Furthermore, given that these systems do not normally present strong reflectivity
gradients, there would be little impact from the higher two-way pattern sidelobe
levels. As discussed previously, spoiling the transmit beam leads to a reduction
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in sensitivity (e.g., ∼6.2 dB) which should be accounted for in the antenna de-
sign process to get the desired detectability of the weaker echoes. The increase in
the number of samples results in variance reduction and facilitates the reduction
in censoring thresholds [5] that in turn partially compensates for the spoiled beam
sensitivity loss. This is effectively a signal processing gain that increases the de-
tectability of echoes and should also be accounted for in the antenna design. This
can be seen on Figure 4.2 by comparing the standard deviation of power estimates
in the black dot marker found on the solid line (M1 = 15 at SNR = 20 dB) com-
pared with the circle marker on the dotted line (M3 = 75 at SNR = -4.2 dB) where
the SNR is 6.2 dB lower, yet the standard deviation of estimates of M3 is better.
Of course, the limitations related to the use of spoiled transmit beams have to
be considered for an operational use of the DB technique. That is, important as-
pects have to be considered in the design of the rotating pedestal and the antenna.
Pedestals would be required to rotate the antenna at higher rates (based on the scan-
time reduction factor desired), and the antenna aperture would have to be increased
so that the two-way sidelobes can be lowered (tapering the receive array) to meet
the prescribed requirements. One alternative proposed for future research is to in-
vestigate the use of adaptive beamforming methods [102] in conjunction with the
DB technique to reduce increased sidelobe levels. Both of these applications of the
DB technique are possible and are illustrated in Section 4.3. The next section will
advance the theoretical aspects of DB by presenting a proof-of-concept implemen-
tation of the technique and discuss important antenna calibration considerations.
Of course, the limitations related to the use of spoiled transmit beams have to
be considered for an operational use of the DB technique. That is, important as-
pects have to be considered in the design of the rotating pedestal and the antenna.
Pedestals would be required to rotate the antenna at higher rates (based on the scan-
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time reduction factor desired), and the antenna aperture would have to be increased
so that the two-way sidelobes would meet the prescribed requirements. Sill, both of
these applications of the DB technique are possible and illustrated in Section 4.3.
The next section will advance the theoretical aspects of DB by presenting a practical
implementation of the technique and discuss important antenna calibration consid-
erations.
4.2 Practical Implementation, Calibration, and Verification
4.2.1 Implementation on the ATD
Through element-level control of the magnitude and phase of transmitted signals,
this system is capable of synthesizing different beam patterns on transmission.
Therefore, the ATD can be used to implement the DB technique in an experimental
research environment. The DB technique was implemented in the ATD using F =
3 with RF = 3 or 5 (∆ = 1 or 0.5) and using F = 5 with RF = 5 or 9 (∆ = 1 or 0.5).
The next subsection provides some of the important calibration considerations that
were taken in the implementation.
Initial array calibration was performed in the anechoic chamber at MIT Lin-
coln Laboratory, whereby individual element transmit powers and phases were
measured. These measurements were used to derive lookup tables that digitally
equalize the power of each element and align their phases. The next subsection
provides some of the important calibration considerations that were taken in the
implementation.
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4.2.2 Calibration of Power in DB Implementation
The spoiled transmit beams produced by the ATD are synthesized using phase-only
coefficients to maximize the power on transmit [115]. The co-polar main lobes
of these antenna patterns were measured using the calibration infrastructure in-
stalled in the vicinity of the ATD [56], and those corresponding to the horizontal
polarization are shown in Figure 4.3 (axes are scaled to enhance visual interpreta-
tion). Azimuth-plane measurements of the horizontal polarization broadside trans-
mit beams, as well as the two-way beams resulting from the use of each of these
transmit beams with narrow beams on reception are presented in Figures 4.4b, 4.4c,
and 4.4d. Note that two-way beams are normalized using the peak out of the set of
digitally formed beams.
Examination of the two-way beams in Figures 4.4c and 4.4d reveals variations
in the magnitude of beam peaks. These beam peak differences arise as a conse-
quence of the small ripples in the spoiled transmit beams (Figure 4.4a), which have
to be compensated prior to DB processing. The beamwidth and peak-sidelobe level
(PSL) of the two-way beams were measured and the results for the horizontal po-
larization are presented in Tables 4.1 and 4.2, respectively. Similar results were
obtained for the vertical polarization beams.
It is apparent from these measurements that the beamwidth is not constant and
Beam Type Beamwidth (◦ )
ϕ−4 ϕ−3 ϕ−2 ϕ−1 ϕ0 ϕ1 ϕ2 ϕ3 ϕ4
F = 1 and RF = 1 — — — — 1.58◦ — — — —
F = 3 and RF = 5 — — 1.75◦ 2.15◦ 2.32◦ 2.24◦ 1.76◦ — —
F = 5 and RF = 9 1.87◦ 2.06◦ 2.42◦ 2.32◦ 2.23◦ 2.36◦ 2.39◦ 2.08◦ 1.77◦






























































































































Figure 4.3: Measured one-way normalized ATD antenna mainlobe transmit patterns
(a) narrow beam (b) beam spoiled by F = 3, and (c) beam spoiled by F = 5.
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Figure 4.4: Azimuth-plane measurements of ATD horizontal polarization antenna
patterns on broadside (a) one-way transmit narrow and spoiled beams for F = 3 and
F = 5, (b) two-way narrow beam, (c) two-way spoiled beams for F = 3 and RF =
5, and (d) two-way spoiled beams for F = 5 and RF = 9. For (c) and (d), the beam
steering angles are computed for 0.5φ1 sampling.
Beam Type Peak Sidelobe Level (dB)
ϕ−4 ϕ−3 ϕ−2 ϕ−1 ϕ0 ϕ1 ϕ2 ϕ3 ϕ4
F = 1 and RF = 1 — — — — -48.4 — — — —
F = 3 and RF = 5 — — -35.8 -36.6 -31.8 -25.5 -24.4 — —
F = 5 and RF = 9 -29.0 -28.7 -31.1 -26.3 -24.3 -25.2 -24.1 -24.7 -24.8
Table 4.2: Measured Two-Way Antenna Pattern Peak Sidelobe Levels
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that two-way beams near the edge of the spoiled transmit beam’s mainlobe are nar-
rower. This is due to the sharp decay in mainlobe energy (from the spoiled trans-
mit beam) on the digitally formed receive beams near the edges. Given that the
beamwidth determines the resolution volume, where most of the mainlobe energy
is concentrated, it is important to consider these variations for both the horizontal
and vertical polarizations to produce accurate polarimetric measurements using the
DB technique. It is also noted that the PSL increases significantly with the use
of spoiled transmit beams. Specifically, the measurements indicate an average in-
crease of approximately 17.52 dB for F = 3 and 21.88 dB for F = 5, both with
respect to the narrow beam. The PSL of the two-way beams near the edges for
negative azimuth angles appears to be consistently lower (for both F = 3 and F
= 5). This is explained by observing that even though the narrow transmit beam
(blue trace in Figure 4.4a) has good symmetry, the two-way narrow beam does not
(Figure 4.4b). The appearance of the first sidelobe on the two-way narrow beam
pattern at approximately –2.6◦ in azimuth, indicates that the one-way receive beam
sidelobe levels are higher on the negative azimuth angles. As the one-way receive
beam is digitally steered towards negative azimuth angles, the first sidelobe gets
suppressed by the decaying mainlobe on the spoiled transmit beam. The presence
of this first sidelobe was confirmed by examining the one-way receive beam pattern
(not shown here).
Power calibration for the DB technique was performed to ensure that the powers
measured by receive beams of each polarization (H and V calibrated independently)
are equal for the same target. Considering that this is a weather radar, a calibration
procedure for volumetric targets was carried out. First, mainlobe (null to null)
powers for the measured two-way beams (single cuts shown in Figures 4.4b, 4.4c,
and 4.4d) were integrated in azimuth and elevation. Then, using the center beam as a
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reference and normalizing its integrated power to 0 dB, other beams were digitally
compensated by the relative difference between their integrated mainlobe power
with respect to that of the center beam. This ensures that the integrated powers
of all mainlobes are equal. The approach is similar to that discussed by [46, 47],
although mainlobe integrated powers are used here instead of beam peaks. Notice
that given the significant beamwidth variations (as presented in Table 4.1), which
leads to resolution volumes of different sizes, compensating with the two-way beam
peak differences only would not be sufficient for distributed weather targets. Details
about polarimetric calibration using the DB technique are not presented here and
are left for future research.
The measurements presented in this subsection motivate the importance of ac-
curate calibration of signal power to successfully implement the DB technique. The
calibration procedure for signal phase is outlined in the next subsection.
4.2.3 Calibration of Phase in DB Implementation
In addition to correcting for signal power differences as a function of steering angle,
the phases of the two-way beams may have to be aligned to ensure a coherent tran-
sition across the RF receive beams for Doppler processing. Achieving phase cali-
bration requires two considerations. First, similar to the power calibration, instan-
taneous phases of the two-way beam peaks were measured and digitally aligned.
It consists of measuring signal phases at the peak of each of the two-way beams
and deriving a set of phase alignment coefficients such that all two-way beam-peak
phases are equal (arbitrarily set to 0◦ here). Then, phase alignment coefficients are
applied digitally at the signal processor. Second, a deterministic phase difference
arises because the antenna plane does not contain the center of rotation (due to the
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antenna arm used to attach the antenna to the pedestal, which displaces the antenna
from the rotation center). That is, the phase centers for consecutive two-way dis-




[1− cos(ωMDBTs)] [rad] (4.2)
where d is the distance between the center of rotation and the array phase center,
and λ is the radar wavelength. This deterministic phase compensation factor aligns
the phase centers for the two-way distributed beams. It is noted that this depends on
the particular RPAR design, and it may not be necessary if the antenna and the axis
of rotation are in the same plane. Phase calibration is critical for the DB technique.
If the phases of signals from DB samples are not coherent across two-way beam
transitions, the combined time-series data cannot be coherently processed. Any
loss of coherency from sample to sample would prevent the use of conventional
pulse-pair or spectral processing methods (e.g., clutter filtering).
Calibration allowed the implementation of DB to demonstrate both applications
proposed in Section 4.1, namely, ( 4.1.1) scan time reduction and ( 4.1.2) variance
reduction. The proof-of-concept implementation of the DB technique on the ATD
allows for F = 3 or F = 5 with RF = 5 or 9, respectively (0.5φ1 sampling), and a
rotation speeds of ω = 4 or 8 ◦ s−1. Additionally, a narrow beam mode that mimics
the operation of a reflector-antenna radar was implemented to validate the results
from using the DB technique.
4.2.4 Verification of Implementation and Calibrations
Calibration is verified by digitally applying calibration corrections derived in Sec-
tion 4.2.2 to volumetric weather targets. A sector scan was collected on 27 March
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2020 at 18:07:45 Z, by commanding the ATD system to mechanically rotate clock-
wise from 300◦ to 340◦ in azimuth at ω = 4◦s−1, and a constant 0.5◦ elevation angle.
A total of 64 pulses were collected per CPI at a PRT of 3 ms, resulting in a 0.5φ1
azimuthal sampling spacing. The broadside transmit beam was spoiled with F =
5, and RF = 9 beams were generated for each polarization on reception. The data
recording period for every pulse was set to capture samples from 100 µs to 450 µs,
which correspond to ranges between 15 to 67.5 km. Note that this receive window
was set to collect meteorological echoes of interest only and reduce data size.
Data from all receive beams observing the convective precipitation system were
initially processed without applying calibration corrections. Fields of reflectivity
produced for individual uncalibrated receive beams are shown in the top row of
Figure 4.5. Comparing the panels from either one of the edge beams (ϕ−4 and ϕ4)
with the center beam (ϕ0), noticeable differences (∼2–3 dB) can be seen in the
estimated fields although the time lag between them is only 0.768 s. Differences
for other receive beams are present as well, but they may not be as apparent in this
qualitative comparison.
Analogous fields of reflectivity derived by applying power calibration correc-
Figure 4.5: Fields of reflectivity produced from two-way beams with F = 5 and
RF = 9, (top row) uncalibrated, and (bottom row) calibrated.
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tions are shown in the bottom row of Figure 4.5. No apparent qualitative differences
are observed in reflectivity estimates from these panels even though they come from
beams with different spatial resolution, which corroborates the effectiveness of cal-
ibration corrections given that observations from all receive beams are similar.
A quantitative evaluation of calibration corrections is carried out to confirm
these results. Gate-to-gate differences between reflectivity fields estimated from
each beam (ϕi) with respect to the center beam (ϕ0) are computed for the uncali-
brated and calibrated cases to produce histograms of reflectivity differences (δZ),
presented in Figure 4.6. Considering the relatively slow evolution of the weather
with respect to the time differences amongst these beams (<1 s), it is expected that
δZ should be zero-mean with a standard deviation roughly dictated by the radar’s
acquisition parameters (M and Ts) and signal characteristics (SNR and σv). Panel
(a) shows the histograms of δZ for uncalibrated reflectivities while panel (b) shows
the same for calibrated reflectivities. Results in (a) show that, on average, receive
beams ϕ−4 and ϕ4 (which are symmetric about the broadside) are equally biased by
∼-2.5 dB, while other receive beams also present lower negative biases on average
(∼1.5 dB for ϕ±3, 0.7 dB for ϕ±2, and <0.25 dB for ϕ±1). These negative biases
are consistent with the power calibration corrections derived for the receive beams.
Results in (b) verify the effectiveness of calibration corrections, as the histograms
corresponding to all beams are centered more closely around zero with mean values
< 0.054 dB.
To verify phase calibration, samples from a resolution volume containing a sta-
tionary point target were extracted from all 9 two-way beams and were coherently
processed to form a DB-CPI of 576 samples (9× 64). The target is located at 31.65
km in range and approximately 300.96◦ azimuth with respect to North. These were
used to estimate the targets’ Doppler spectrum. The uncalibrated and calibrated
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(a) Uncalibrated DB beams




























































(b) Calibrated DB beams
Figure 4.6: Histograms of reflectivity differences (δZ) computed from gate-to-gate
differences between reflectivity fields shown in Figure 4.5. (a) uncalibrated beams
and (b) calibrated beams. Differences are computed with respect to the center beam,
ϕ0.
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spectra are shown in Figure 4.7. Both phase corrections were applied to estimate
the calibrated spectrum. It is apparent that phase discontinuities in the uncalibrated
time-series IQ data results in the appearance of spurious harmonics, which are not
present after phase calibration. In the next section, both DB applications are illus-
trated by scanning actual weather events and completing a quantitative analysis of
the results.


























Figure 4.7: Doppler spectra for the stationary point-target without phase calibration
(blue curve) and with phase calibration (black curve).
4.3 Demonstration of DB
After implementation of the DB technique, data were collected with the ATD sys-
tem to demonstrate both applications proposed in Section 4.1. Radar calibration
parameters derived using the procedure described in Section 4.2 are applied in the
digital signal processor for these demonstration experiments.
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4.3.1 Experimental Sector Scans
For the first experiment, three sector scans were collected in rapid succession on
19 March 2020. For scan 1, the ATD rotated at ω1 = 4◦ s−1, the broadside transmit
beam (i.e., no MCS) was spoiled with F = 3, and RF = 5 beams were generated
for each polarization on reception. Data from this scan were collected at 17:48:54
Z, and are used to demonstrate the DB technique for data quality improvement
(Section 4.1.2). For scan 2, the ATD rotated at ω2 = 4◦ s−1, both the transmit and
receive beams were broadside narrow, mimicking the operation of a conventional
reflector-based radar. Data from this scan were collected at 17:49:46 Z, and are
used here as a reference to verify the DB data. For scan 3, the ATD rotated at
ω3 = 8◦ s−1, the broadside transmit beam was spoiled with F = 3, and RF = 5
beams were generated for each polarization on reception. Data from this scan were
collected at 17:50:25 Z and are used to demonstrate the DB technique for scan time
reduction by a factor of 2 (Section 4.1.1). It should be noted that using RF beams,
could allow a scan time reduction by a factor of 5, but that would require rotating 5
times faster, which was not possible at the time of this experiment. Thus, data from
3 two-way beams in scan 3 were discarded prior to DB processing to establish a
fair performance comparison with scan 2. For all three scans, the radar broadside
was commanded to mechanically rotate clockwise from 140◦ to 166◦ in azimuth,
at constant 0.5◦ elevation, with a continuous pulse transmission at Ts = 3 ms. The
settings for scans 1 and 2 result in 64 pulses for 0.5φ1 sampling in azimuth, while
settings for scan 3 result in 32 pulses for 0.5φ1 sampling in azimuth since ω3 =
2ω1. The data recording period for every pulse was set to capture samples from 200
µs to 600 µs, which correspond to ranges between 30 to 90 km. Receiver range-
time samples were produced at a rate of 4 MHz, which results in a range sampling
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interval of 37.5 m.
Data from scans 1 and 3 were processed using the DB technique. That is, IQ
data from two-way beams were calibrated in magnitude and phase and CPIs pointed
in the same direction where grouped for processing. Radials of DB-CPIs from
scan 1 resulted in 320 (5 × 64) IQ samples per range gate, while radials of data
from scan 3 resulted in 64 (2 × 32) IQ samples per range gate. Data from scan 2
were processed using conventional signal processing techniques with radials of data
with 64 IQ samples per range gate. Range-time processing was set to incoherently
average samples from 6 consecutive range gates, which results in a range sampling
spacing of 225 m. Fields of radar-variable estimates resulting from processing the
data from these scans are presented in Figure 4.8. Panels are organized as follows:
the top row corresponds to scan 1, the middle row corresponds to scan 2, and the
bottom row corresponds to scan 3; the columns from left to right show fields of
radar Zh, ZDR, ΦDP, and ρhv.
4.3.2 Demonstration of Variance Reduction
A qualitative comparison of radar-variable estimates from scans 1 and 2 is discussed
first. While scan times were the same (∼6.5 sec), the fields from scan 1 are spatially
smoother compared to their scan 2 counterparts. This is observed for all fields but
is more noticeable in the fields of ZDR. The smoothness of the fields in scan 1 with
respect to the corresponding ones in scan 2 is a result of the combined effects of (1) a
reduction in the standard deviation of estimates due to the larger number of available
samples, and (2) the degraded spatial resolution; the azimuth beamwidth of scan 1
is ∼2.04◦, while that of scan 2 is ∼1.64◦. Comparing the fields of Zh and ZDR,
it is apparent that power calibration for the DB technique was achieved since no
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Figure 4.8: Radar-variable estimates obtained from three scans collected in rapid
succession. Panels are organized as follows: the top row corresponds to scan 1
(DB with F = 3, RF = 5), the middle row corresponds to scan 2 (narrow beam),
and the bottom row corresponds to scan 3 (DB with F = 3, RF = 2); the columns
from left to right show fields of radar reflectivity (Zh), differential reflectivity (ZDR),
differential phase (ΦDP), and copolar correlation coefficient (ρhv).
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apparent artifacts are observed, and estimates from scans 1 and 2 have comparable
values. Comparison of the fields of ΦDP from scans 1 and 2 indicate that phase
calibration was also achieved successfully. Careful examination of the Zh and ZDR
fields reveals what appears to be sidelobe contamination in the estimates from scan
1. This is observed in the Zh and ZDR fields from scan 1 in the area surrounding the
strong Zh core (∼57 dBZ) located to the south of the sector (indicated with white
arrows in the panels of ρhv). This can also be inferred by comparing the fields of ρhv
estimates, where lower signal cross-correlation values (∼0.85-0.90) are observed in
data from scan 1 around the suspected area with sidelobe contamination. This was
expected, considering the significantly higher sidelobes on the two-way patterns
resulting from the use of the spoiled transmit beams (F = 3), especially in the
presence of a strong reflectivity gradient.
The spatial resolution appears to be slightly better on data from scan 2. This
was also anticipated, considering the increased beamwidth of the two-way patterns
resulting from the use of the spoiled transmit beam (F = 3). Finally, a predicted
sensitivity difference is observed by comparing the coverage of weather echoes in
all radar variables. This difference is smaller than the gain difference between the
two-way narrow patterns and the two-way spoiled pattern (with F = 3) presented
in Section 4.1. This is due to variance reduction resulting from averaging a larger
number of second-order estimates. That is, since the default WSR-88D SNR cen-
soring threshold of 2 dB is used to process both datasets, but due to the reduced
fluctuation of estimates from the DB data, more samples that would otherwise have
been filtered (i.e., without DB), exceed the censoring threshold.
115
4.3.3 Demonstration for Scan Reduction Times
Next, a comparison of radar-variable estimates from scans 2 and 3 is presented.
Scan 3 data were collected in approximately 3.25 s, twice as fast as data from scan
2. Since data from scan 3 were collected at ω3 = 8◦ s−1, a set of M = (0.5φ1)/(ω3Ts)
= 32 samples were obtained for every two-way beam. Using the DB technique with
RF = 2 (φ0 and φ1 in Tables 4.1 and 4.2) and coherently processing IQ data from
2 beams pointed in the same direction resulted in an effective CPI of 64 samples
per radial. This CPI matches that of scan 2, and it is expected to result in similar
data quality even though it was collected twice as fast. An analogous examina-
tion of radar-variable estimates confirms this hypothesis. That is, all fields have
similar spatial texture, indicating that the standard deviation of estimates is com-
parable. And while no data artifacts related to calibration are apparent, the region
with suspected sidelobe contamination is present in data from scan 3, as expected.
A discussion on possible ways to mitigate the impact on spatial resolution and sen-
sitivity incurred by the use of spoiled transmit beams is provided in the conclusions.
To quantify the variance reduction as a result of using the DB technique, a
spatial texture was derived from ZDR fields. Spatial texture fields were produced
using a running window of 3 beams in azimuth by 3 gates in range and computing
the standard deviation (SD) of estimates in the window. Comparing the left and
center spatial SD fields in Figure 4.9 reveals the data quality improvement of the
DB technique over the conventional processing, while comparing the center and
right spatial SD fields shows that data from scans 2 and 3 have comparable quality.
Finally, Figure 4.10 shows the median spatial SD per radial as a function of azimuth,
where the blue, black, and green curves represent data from scans 1, 2, and 3,
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Figure 4.9: Spatial fields of standard deviation (SD) were produced using a running
window of 3 beams in azimuth by 3 gates in range. Comparing the left and center
fields reveals the data quality improvement of the DB technique over the conven-
tional processing and comparing the center and right fields shows that comparable
data quality was achieved by scanning weather echoes twice as fast.
respectively. It is clear from these results that a comparable spatial SD of estimates
is achieved when using the DB technique described in Section 4.1.1, and that the
spatial SD of estimates is significantly improved when using the DB technique in
Section 4.1.2. In the next section, Section V, a qualitative comparative analysis of
DB data and WSR-88D data is presented.
4.4 Verification of DB Data with KOUN Radar
With the improvements of the DB technique in scan time or SD reduction illustrated
in the previous subsection, data produced with this technique were verified by com-
paring them to a WSR-88D radar system. The KOUN radar in Norman, OK is
operated and maintained by the NSSL and it is collocated with the ATD system. It
serves as an experimental testbed for research and development of new techniques.
Two simultaneous data collection experiments are presented for the verification pro-
cess. The first one is used to evaluate the quality of spectral moments, namely Zh,
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Figure 4.10: Median spatial SD per radial as a function of azimuth. The blue, black,
and green curves are derived from scans 1, 2, and 3.
vr, and σv. This case was selected because the Doppler velocities observed for this
weather event did not exceed the maximum unambiguous velocity (va) on the scan
from the ATD radar (va = 8.27 m s−1). The second experiment was used to evalu-
ate the quality of polarimetric variables, namely, ZDR, ΦDP, and ρhv. This case was
selected because of the widespread nature of the weather event observed, which
covered most of the sector observed with the ATD using the DB technique.
4.4.1 Experiment Comparing Quality of Spectral Moments
The first experiment was conducted on 04 March 2020. The ATD system was com-
manded to rotate at ω = 4◦ s−1, the broadside transmit beam was spoiled with F =
3, and RF = 5 beams were generated for each polarization on reception. Data from
this scan were collected at 02:44:54 Z, as a stratiform precipitation system was ad-
vecting from the west and passing south of the radar site. The radar broadside was
commanded to mechanically rotate clockwise from 150◦ to 175◦ in azimuth and at
constant 0.5◦ elevation, with a continuous pulse transmission at Ts = 3 ms.
Similar to the first scan in the previous section, this scan resulted in 64 pulses
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for 0.5φ1 sampling in azimuth. The data recording period for every pulse was set to
capture samples from 400 µs to 1200 µs, corresponding to ranges of 60 to 180 km.
Receiver range-time samples were produced at a rate of 4 MHz, which resulted in a
range sampling interval of 37.5 m. The KOUN radar was following the operational
VCP number 215, which commands to antenna system to rotate at 21.15◦ s−1 at the
lowest elevation angle (0.5◦). For this elevation, the CPIs from the surveillance scan
consist of 30 samples at Ts = 3 ms−1, with 0.5φ1 azimuthal sampling of 0.5◦, since
the beamwidth of this system is approximately 1◦. Data for the lowest elevation of
the VCP were collected with the KOUN radar at 02:44:41 Z, and IQ data from the
same azimuthal sector (i.e., 150◦ to 175◦) were extracted for processing. Receiver
range-time samples were produced at a rate of 0.6 MHz, which resulted in range
sampling interval of 250 m.
There are several architectural differences between these two systems, the most
relevant ones for this comparison being the antenna system and the scan strategies.
However, with access to the received IQ data from both systems, the signal process-
ing can be modified to compensate some system differences for a more fair data
quality comparison. First, azimuthal resolution can be made equal by considering
the impact of the rotation rate on the antenna patterns. That is, the effective antenna
pattern [52] of an antenna rotating at uniform rate can be derived considering the
displacement of resolution volumes for every sample in the CPI. This effective pat-
tern defines an effective beamwidth that determines the azimuthal resolution of the
data.
Considering the previously mentioned radar parameters for the KOUN radar, it
was determined through simulations that to increase KOUN’s effective beamwidth
to 1.58◦ (and thus match the ATD beamwidth), the samples per CPI should be in-
creased to MKOUN = 38. Since the number of samples per CPI from each two-way
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receive beam (i.e., prior to applying DB processing) from the ATD was 64, 24 sam-
ples were discarded to get MATD = 38. Range-time processing was set to use only
the third out of every six samples in range, resulting in a range resolution of 225 m
but without increasing the effective number of samples through averaging. Finally,
azimuthal sampling of data was set to for 0.79◦ for 0.5φ1 sampling. Second order
differences such as radar frequency (both are S-Band radars), sensitivity, sidelobe
levels, elevation beamwidth, and antenna height with respect to the ground were
neglected for this comparison.
Data from these scans were processed with the considerations described, and the
DB technique was used on data from the ATD system to improve the data quality.
Radar-variable estimates from these scans are presented in Figure 4.11. Panels are
organized as follows: the top row corresponds to data from the KOUN radar, while
the bottom row corresponds to the data from the ATD radar; columns from left-to-
right show fields of estimated Zh, vr, and σv.
A comparison of corresponding estimates from both radars indicates that de-
spite system differences, fields appear to be very similar with data from the ATD
radar having superior SD due to the large number of samples (5 × 38 = 190) per
CPI produced by the DB technique. Comparison of v fields shows that velocities
from the ATD data estimated using the DB technique are qualitatively similar to ve-
locities estimated from the KOUN data. This provides evidence of accurate phase
calibration on the DB data, which comprises alignment of instantaneous two-way
beam-peak phases and phase correction for the shifted antenna phase centers.
Also, estimates of σv from the ATD using the DB technique appear to have sig-
nificantly lower SD. That is, while the σv field estimated from KOUN data has a
noisy texture (indicating a larger standard deviation of estimates), estimates from
the ATD data result in a smoother texture, creating a field that is easier to inter-
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Figure 4.11: Radar-variable estimates from weather echoes observed on 04 March
2020 with (top) the KOUN radar, and (bottom) the ATD radar using the DB tech-
nique with F = 3 and RF = 5. Columns from left-to-right show fields of estimated
Zh, v, and σv.
pret. Accurate estimation of σv is typically challenging, especially for narrow spec-
tra [116]. The increased number of available samples obtained with the DB tech-
nique seems to significantly improve the performance of the estimator. Examining
the Zh estimates from ATD data, reveals no apparent evidence of sidelobe contam-
ination. This was expected given that the observed precipitation system does not
present strong reflectivity gradients that would result in sidelobe contamination.
While the sensitivity of the KOUN radar is superior than that of the ATD radar us-
ing a beam with F = 3 by ∼13 dB (∼7.5 dB for two-way narrow beam), it appears
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that there is no appreciable sensitivity impact on these data.
4.4.2 Experiment Comparing Quality of Polarimetric Variables
The second experiment occurred on 20 November 2019. The ATD system was
commanded to rotate at ω = 4◦ s−1, the broadside transmit beam was spoiled with F
= 5, andRF = 9 beams were generated for each polarization on reception. Data from
this scan were collected at 20:48:26 Z as widespread weak precipitation system was
approaching the radar site from the west. The radar broadside was commanded to
mechanically rotate clockwise from 260◦ to 280◦ in azimuth and at constant 0.5◦
elevation, with a continuous pulse transmission at Ts = 3 ms. Similar to the previous
scans presented, this resulted in 64 transmit pulses for 0.5φ1 sampling in azimuth.
The data recording period for every pulse was set to capture range-time samples
from 100 µs to 1000 µs, corresponding to ranges from 15 to 150 km. Similar to the
previous case, the KOUN radar was following the operational VCP number 215.
Data for the lowest elevation of the VCP were collected with the KOUN radar at
20:48:42 Z, and IQ data from the same azimuth sector (i.e., 260◦ to 280◦) were
extracted for processing. All other data recording and processing settings are the
same as the ones described previously in this subsection.
Radar-variable estimates from the KOUN scan are presented in Figure 4.12(a),
and corresponding ones from the ATD scan are presented in Figure 4.12(b). Panels
for both figures are organized as follows: top-left shows fields of estimated Zh (for
reference), top-right shows ZDR, bottom-left shows ΦDP, and bottom-right shows
ρhv.
Similar to the analysis for the spectral moments, estimates from both radars ap-
pear to be very similar, but data from the ATD radar have superior quality due to the
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(a) KOUN data
(b) ATD data using the DB technique
Figure 4.12: Radar-variable estimates from weather echoes observed on 20 Novem-
ber 2019 at (a) 20:48:42 Z with the KOUN radar, and (b) 20:48:26 Z with the ATD
radar using the DB technique with F = 5 and RF = 9
larger number of samples (9 × 38 = 342) per CPI produced by the DB technique.
Examination of corresponding ZDR fields shows good agreement in the mean value
of estimates up to a range of 102 km. Beyond that range, estimates from KOUN
data have very poor quality (i.e., high measurement errors), which lowers the value
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of these data for posterior interpretation or quantitative precipitation estimation
processing. This is because polarimetric-variable estimates are more sensitive to
measurement noise, and higher SNRs are necessary to achieve the precision levels
required (SNR ∼8–10 dB).
Despite the large sensitivity difference between these radars, the additional re-
duction of SD achieved by the DB technique allows for more precise estimation of
the ZDR field for most of the observed sector. Similarly, there is good agreement
between corresponding ΦDP and ρhv fields, with the ATD data using the DB tech-
nique showing superior quality at low SNR (past 102 km in range). There is a small
sensitivity difference observed far down range (∼135-150 km), where weak echoes
in the Zh field are censored on the ATD data, and ρhv estimates become invalid (i.e.,
ρhv > 1).
The analysis presented in this subsection shows great promise for the DB appli-
cation for data quality improvements when observing stratiform precipitation sys-
tems, where sidelobe contamination is unlikely to be present and spatial resolution
is not critical. The increased number of samples available to estimate spectral mo-
ments and polarimetric variables provides fields with visibly less noisiness, which
could potentially enhance interpretation and posterior processing of the radar base
data.
4.5 Chapter 4 Summary
The DB technique presented in this dissertation could provide a way to reduce the
RPAR scan times and achieve the required volume scan times, or reduce the vari-
ance of estimates to the desired level, or a combination of both. Other digital beam-
forming techniques have been proposed for RPAR systems; however, the novelty
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of the DB technique is that it allows the coherent processing of CPIs from different
two-way beams, and it is the first demonstration of digital beamforming in azimuth
using dual-polarization weather RPAR. The DB technique was introduced in Sec-
tion 4.1, and two new CONOPS applications for it were described, namely, the
scan-time (4.1.1) and the variance (4.1.2) reduction techniques. The two-way beam
patterns for the narrow and spoiled transmit beams were characterized in terms of
the spatial resolution (beamwidth and peak sidelobe levels), and sensitivity in Sec-
tion 4.2. These measurements were used to quantify the impact of using spoiled
transmit beams on the data quality, and to provide a calibration procedure for the
implementation and testing of the technique. Radar calibration for the DB tech-
nique was verified by scanning an external stationary point-target and comparing
the measured power and phases of two-way beams prior-to and post applying the
calibration procedure. Section 4.3 provided experimental results of using the DB
technique with the ATD radar. The first DB application is illustrated in Section 4.3.3
by collecting two scans of data, one using a two-way narrow beam (for reference)
rotating at ω = 4◦ s−1, and the other using the DB technique and collecting com-
parable data twice as fast. The second application is illustrated in Section 4.3.2 by
collecting two scans of data, one using a two-way narrow beam (for reference) ro-
tating at ω = 4◦ s−1, and the other using the DB technique which produced visibly
smoother fields of radar products.
Results presented show that the DB technique can be used to reduce the scan
time or the variance of radar-variable estimates, at the expense of degraded sen-
sitivity and spatial resolution. The technique could be implemented as part of
an RPAR concept of operations to meet demanding requirements for the future
weather surveillance network if certain tradeoff compromises are accounted for in
the radar design process. An important step to validate the performance of the DB
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technique was presented in Section 4.4, where data from a collocated WSR-88D
radar (KOUN) were collected simultaneously with the ATD using the DB tech-
nique. While these systems are different, a procedure for a fairer comparison was
used and described in Section 4.4.1. Two cases were presented to compare the
quality of spectral moments and polarimetric variables. Qualitative results show a
high degree of agreement between the fields of radar variables produced by pro-
cessing the data from these systems, with the ATD fields (produced using the DB
technique) exhibiting improved spatial textures. In particular, polarimetric-variable
estimates were shown to greatly benefit from the variance reduction when using the
DB technique.
Future PARs that are specifically designed to exploit the use of spoiled transmit
beams should account for the increased beamwidth and sidelobe levels to meet the
requirements. While this may require increasing the aperture, it also allows for ad-
vanced techniques (such as DB) that support meeting demanding requirements with
an affordable architecture (compared to the stationary 4F-PAR). A possible consid-
eration is to design an aperture that meets the beamwidth requirements when using
narrow beams and increase the size of the receive aperture only to lower sidelobe
levels of two-way beams using spoiled transmit tapers. Another alternative is to
define an operational mode in which spatial resolution and sensitivity degradations
resulting from the use of the DB technique are an acceptable tradeoff to reduce the
scan time or the variance of radar-variable estimates.
To achieve large scan-time reduction factors using the DB technique, azimuthal
rotation speed has to be increased by the desired reduction factor. Considering the
mechanical rotation machinery has a high technology-readiness level, achieving
higher rotation speeds with this well-known pedestal technology reduces the risk
of designing, building, and deploying RPAR systems with higher rotation rates.
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Achieving high reduction factors (e.g., RF = 5) may be the challenging point due
to the required rotation speeds, consider that an operational implementation can be
designed using a small time-reduction factor (e.g., RF = 2). This relatively low
increase in the rotation speed increase would reduce in the volume scan time by a
factor of 2, with relatively modest demands on mechanical rotators. This could also
result in a relatively smaller increase in the aperture size required to meet two-way
sidelobe requirements given that a narrower spoiled transmit beam would be used.
Finally, an important and unique aspect to consider for the deployment of an
RPAR is the increase of reflections coming from a water-coated radome. While
spherical radomes may be the most suitable candidate for the RPAR because of the
symmetric properties of the geometry, they may reflect part of the transmit beam
energy on the array when the electronically steered beams reach angles far from the
broadside. Internal reflections levels at that point could increase by several decibels
since the water layer on the radome increases the radome backscattering cross-
section [117]. A direct implementation of the DB technique as presented in this
dissertation with the transmit beam always on broadside would reduce the risk of




Forward-looking and Back-scanning Technique
“Every once in a while, a new technology, an old problem, and a big idea turn into an
innovation.”
Dean Kamen
5.1 Exploiting Dwell Flexibility and Beam Agility
One of the key capabilities of PAR systems that has not been investigated for RPAR
is the dwell flexibility. As described in Section 2.2.5, dwell flexibility refers to the
RPAR capability to dynamically (i.e., in real-time) re-define M and Ts for beam
positions in a scan. Herein, we use the term dwell definition to describe a specific
selection of M and Ts. Note that under this definition a multi-PRT dwell would be
defined with multiple pairs of M and Ts. Further, considering that this definition
is independent from the beam pointing angle, it supports advanced scanning tech-
niques such as BMX (see 2.2.7), which would consist of one (or many in the case
of multi-PRT) dwells with M being the total number of samples collected per beam
position. A scan initialized with equal dwell definitions for all beam positions (such
as those in the WSR-88D) could be dynamically modified by re-defining the dwells
for each beam position based on meteorological observations. That is, the adaptive
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scanning algorithms considered in this chapter could tailor dwell definitions to ei-
ther reduce the scan time (as done by [23] for stationary PAR) or to improve data
quality.
This chapter has three objectives. First, to introduce the Forward-looking and
Back-scanning MCS (FB-MCS) CONOPS, which uses the FBT in conjunction with
MCS and DB to scan beams off broadside (in contrast to the BMCS CONOPS
presented in Chapter 3). This CONOPS combines the dwell flexibility, the beam
agility, and the beamforming capabilities presented in Chapter 2. Second, to demon-
strate the practical implementation of FBT on the ATD and to quantitatively verify
the technique using observations from the collocated WSR-88D. The MCS tech-
nique (Chapter 3) is used to maintain the earth-relative pointing angles of beams
within a CPI, and the DB technique (Chapter 4) is used in conjunction with FBT to
reduce the scan time. Third, this chapter proposes and emulates a simple adaptive
scanning algorithm using the FBT to quantify potential data quality improvements
resulting from this CONOPS. It combines dwell flexibility, beam agility, and digi-
tal beamforming; the three main RPAR capabilities investigated in this dissertation.
The chapter concludes with a discussion on potential benefits of adaptive scanning
using the RPAR architecture.
5.2 The Forward-Looking and Back-Scanning Technique
The CONOPS discussed here uses an invariant pre-defined scan strategy based on
the FBT, which is defined using MCS on off-broadside steering angles. Forward-
looking beams consist of dwells for which the steering angles are ahead of the radar
rotation and back-scanning beams consist of dwells for which the steering angles
are less or equal than those from forward-looking beams. In our specific imple-
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mentation of this CONOPS, forward-looking beams consist of short-dwell dwells
and are designed to provide sufficient surveillance information about the potential
regions of interest for the back-scanning beams, while back-scanning beams con-
sist of longer dwells and are designed to provide high-quality weather observations.
However, we note that dwells for the forward-looking and back-scanning beams
could be designed in different ways (depending on the application) and do not have
to follow this specific implementation necessarily (i.e., short-dwell forward beams
and longer dwell backward beams). Furthermore, digital beamforming techniques
can be coupled with the concept of forward-looking and back-scanning beams to
arbitrarily use pencil or spoiled beam patterns (depending on the application) on ei-
ther beam. In the FB-MCS CONOPS, dwells of forward-looking and back-scanning
beams are interleaved. The concept is illustrated in Figure 5.1, where a top view of
the RPAR shows a wide spoiled transmit beam used for the forward beams (black
pattern) and a narrow pencil beam used for the back-scanning beams (blue pattern).
Digital beamforming is coupled with forward-looking beams to increase the cov-
erage of these quick surveillance beams by transmitting a spoiled beam in azimuth
and receiving multiple simultaneous beams [86]. MCS beam-pointing angles for
these beams are derived using (3.3). In conjunction with the FB-MCS CONOPS,
the RPAR’s beam agility can be used to focus the scan in regions of interest (us-
ing information from the forward-looking beams) within the visible region (e.g.,
typically ±45◦ from broadside) as the radar rotates. This concept is referred to
as adaptive scanning (introduced in Section 2.2.9), by which the scan strategy dy-
namically evolves to make efficient use of the radar resources. The back-scanning
beams considered in this work are deterministically scheduled but could conceptu-
ally be scheduled adaptively. An adaptive scanning algorithm could schedule these
dwells to tailor the backward beams. That is, using information from the forward-
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Figure 5.1: Forward-looking and back-scanning MCS CONOPS. The solid black
circle represents center of rotation and the green rectangle represents the PAR an-
tenna.
looking beams, the back-scanning beams can be defined (i.e., beam positions and
dwell times) to tailor the observations on significant weather echoes. For example,
the maximum range of storms could be computed from the forward-looking beams,
and the dwells of the back-scanning beams could be designed to match these max-
imum ranges. While the PRTs of the backward beams are reduced (to match the
maximum range of storms) the number of samples would be increased to approx-
imately maintain the dwell time. This would lead to improved radial velocity and
spectrum width estimates (due to the extended Nyquist interval), an improvement
in the performance of algorithms (due to the increased number of samples; e.g.,
ground clutter filter), and to a slight reduction in the variance of estimates (due
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to the slightly increased dwell time gained from non-significant beam positions not
scanned). MCS would be especially beneficial for scheduling back-scanning beams
to maximize the use of radar resources with the goal of improving weather observa-
tions and meeting functional requirements. A real-time adaptive implementation of
the FB-MCS CONOPS is beyond the scope of this work and is proposed for future
research.
5.3 Demonstration of FBT
The application of the FBT proposed in this section provides a way to collect a
long-range surveillance scan (i.e., using a long PRT) and a large-Nyquist-velocity
Doppler scan (i.e., using a short PRT) at the same elevation angle with a single
revolution of the antenna (as opposed to two revolutions, as done in the WSR-88D
scans). These “split cuts” are used in the WSR-88D VCPs for range and velocity
ambiguity mitigation. In split cuts, the same elevation angle is scanned twice using
two different PRTs (i.e., there are two 360◦ azimuthal rotations of the antenna at the
same elevation angle). A long PRT is used in the first half of the split cut (called
the surveillance scan and referred to as the CS scan) for better spatial coverage, and
a short PRT is used in the second half of the split cut (called the Doppler scan and
referred to as the CD scan) to reduce the occurrence of velocity aliasing. Opera-
tionally, Zh, ZDR, ΦDP, and ρhv are obtained from the CS scan, whereas vr and σv
are obtained from the CD scan using a “range unfolding” technique that relies on
the reflectivity from the CS scan. Alternatively, the recently proposed Hybrid Scan
Estimators (HSE) [11], designed to choose between the data provided by either one
of the two scans in split cuts based on their expected statistical performance, could
be used to improve the quality of polarimetric-variable estimates compared to the
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conventional estimators. The FBT is designed to execute split cuts (similar to those
used in the WSR-88D) with a single revolution of the antenna, and to be used in
conjunction with real-time adaptive scanning algorithms.
The FBT interleaves dwells of forward-looking and back-scanning beams as
the RPAR rotates. That is, a CPI of forward-looking beams is executed first, and a
CPI of back-scanning beams is executed next. The steering angles for the forward-
looking and back-scanning beams can be arbitrarily set within the RPAR’s visible
region (i.e., ±45◦ from the broadside in azimuth, and 0–20◦ in elevation), although
there are some tradeoffs associated with the selection. If an adaptive scanning al-
gorithm operating in real-time uses the data from the forward-looking beams to
schedule the back-scanning beams, there should be an angular separation between
them such that the time difference is sufficient for the radar processor to modify
the back-scanning beams. However, the farther these beams are from the RPAR’s
broadside, the higher the cross-polarization contamination incurred. Scan time re-
duction is accomplished by using the DB technique on the forward-looking beams
of the FBT, with TsF = 3 ms (similar to the CS in typical WSR-88D precipita-
tion strategies) and reducing the number of samples by RF = 5 to meet require-
ments on the variance of estimates, at the expense of degraded azimuthal resolu-
tion. The back-scanning beams are high-resolution narrow pencil beams scanned
with TsB = 1 ms (similar to the CD in typical WSR-88D precipitation strategies).
The back-scanning beams could also use the DB technique (at the price of reduced
azimuthal resolution, higher sidelobes and lower sensitivity), but this implementa-
tion preserves narrow pencil beams for higher data quality. Note that MCS is used
for both the forward-looking and back-scanning beams. In addition to reducing the
surveillance scan time, this application of the FBT allows the collection of both the
CS and CD scans in a single revolution of the antenna system and leads to reduced
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pedestal rotation speeds. This is similar to the batch mode used in the WSR-88D
VCPs, where the CPIs for the long and short PRTs are transmitted sequentially and
scans are collected in one revolution of the antenna.
Two sector scans were collected using the STSR mode in rapid succession on
30 July 2020 through a convective precipitation system approaching the ATD from
the West at ranges extending from approximately 35 km to 150 km. For scan 1,
the radar rotated at ω = 4 ◦ s−1, the transmit and receive pencil beams were main-
tained at broadside (φaz = 0◦, θel = 0◦), mimicking the operation of a conventional
reflector-based radar. Data from this scan were collected at 22:12:54 Z. The number
of samples was set to 65 for a normalized azimuthal sampling of ∆φ = 0.5 at Ts =
3 ms. For scan 2, the ATD rotated at ω = 10 ◦ s−1, the transmit and receive beams
were collected using the FB-MCS CONOPS (Section 5.2). A set of 5 simultaneous
forward-looking beams were pointed +15◦ with respect to broadside and collected
with MF = 3 at TsF = 3 ms and using a transmit beam spoiled by a factor of 3. The
back-scanning beams were pointed –15◦ with respect to broadside and collected
with MB = 72 at TsB = 1 ms. The normalized azimuthal sampling for both beams
in the scan is ∆φ = ω(TsFMF +TsBMB)/φ1(15◦) = 0.5. Notice that the azimuthal
sampling spacings for the forward-looking and back-scanning beams can be set ar-
bitrarily and may be different. Data from scan 2 were collected 33 seconds after
scan 1, at 22:13:27 Z. For both scans, the radar broadside was commanded to me-
chanically rotate clockwise from 210◦ to 270◦ in azimuth, at constant 0.9◦ elevation.
The forward-looking beams scanned the sector from 225◦ to 285◦ (i.e., +15◦ from
the broadside), and the back scanning beams scanned the sector from 195◦ to 255◦
(i.e., –15◦ from the broadside). A 78µs pulse-compression waveform with a 52-m
range resolution (defined as the 6-dB width of the range weighting function [52])
and low range sidelobes [35] was used to improve sensitivity. Receiver range-time
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samples were produced at a rate of 4 MHz, which results in a range sampling in-
terval of 37.5 m. Range-time processing was set to incoherently average samples
from 6 consecutive range gates, which results in a range sampling spacing for the
radar variables of 225 m
Data produced with the FBT were verified by comparing them to data from the
KOUN radar, that has an inherently better angular resolution than the ATD. The
KOUN radar was following the operational VCP number 215, which commands
the antenna system to rotate at 11.5◦ s−1 to collect surveillance scan data and at
17.1◦ s−1 to collect Doppler scan data, both at the 0.9◦ elevation angle. For this
elevation, the dwell definitions for the CS and CD scans consist of 24 samples at
TCS = 3 ms and 64 samples at TCD = 1 ms, respectively. Surveillance scan data
for the 0.9◦ elevation of the VCP were collected with the KOUN radar at 22:13:35
Z, and time-series IQ data for the same azimuthal sector as the one scanned by
the ATD system were extracted for processing. Radar system parameters and scan
strategies for these experiments are summarized in Table 5.1.
Azimuth angles for a subset of pulses in scan 2 are shown in Figure 5.2 as a
function of time to illustrate the CONOPS. Dot markers in black represent the back-
scanning beams and dot markers in colors represent the forward-looking beams.
The DB technique was used to reduce the forward-looking scan time while main-





φe M Ts ω
◦ s−1
System Type Sector Elevation
1 ATD 22:12:54 Broadside Pencil 210◦ - 270◦ 0.9◦ 1.74◦ 65 3 4
2F ATD 22:13:27 FB-MCS 225◦ - 285◦ 0.9◦ 2.04◦ 3 3 10
2B ATD 22:13:27 FB-MCS 195◦ - 255◦ 0.9◦ 1.64◦ 72 1 10
3 KOUN 22:13:35 Broadside Pencil 0◦ - 360◦ 0.9◦ 1.1◦ 24 3 11.5
4 KOUN 22:14:03 Broadside Pencil 0◦ - 360◦ 0.9◦ 1.1◦ 64 1 17.1
Table 5.1: Radar system parameters and scan strategies for FBT experiment.
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the five beams received. Notice that dwells of forward-looking and back-scanning
beams are interleaved, and azimuth angles for pulses within a CPI appear to be
approximately constant. Inset plots provide close-up views of the azimuth angles
from samples within a CPI for each type of beam. For the selected forward-looking
CPI, the span of azimuth angles is 0.002◦, and for the selected back-scanning CPI
the span of azimuth angles is 0.006◦. The larger spread on the latter one is a conse-
quence of the higher number of samples and a small slope (∼0.083◦ s−1), caused by
practical imperfections in the mechanical motion of the azimuth rotator (considered
negligible for the purposes of this work).





































Figure 5.2: Azimuth angles of a subset of pulses in scan 2 as a function of time.
These illustrate the scan angles of the FB-MCS CONOPS
Fields of radar-variable estimates resulting from processing the data from these
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scans are presented in Figure 5.3. Panels are organized as follows: the left column
corresponds to scan 1, the center column corresponds to scan 2F (forward-looking
beams), and the right column corresponds to the scan 2B (back-scanning beams);
the rows from top to bottom show fields of Zh, vr, σv, ZDR, ΦDP, and ρhv. Qualitative
comparison of radar-variable fields shows no apparent data artifacts from either
scan. Note that polarimetric-variable estimates for the forward-looking (φp= +15◦)
and back-scanning (φp= –15◦) beams were corrected using the methods described
in [46].
A qualitative comparison of the fields derived from scan 1 (left column) and
those derived from the forward-looking beams in scan 2 (center column) is car-
ried out first. Comparing corresponding fields, it is noted that fields from scan 2F
appear to have lower azimuthal resolution and sensitivity than corresponding ones
from scan 1. These expected degradations are a consequence of the use of spoiled
transmit beams. Specifically, the HPBW increases from 1.64◦ in scan 1 to∼2.04◦ in
scan 2F (considering beam smearing effects on the data from scan 1). This was ex-
pected and it is a trade-off of the DB technique as described in Chapter 4. As men-
tioned previously, these tradeoffs should be considered in the radar design process
such that the resulting performance meets the RFR. The DB technique increases the
number of samples by RF = 5 to MDB = 15, such that the resulting variance of es-
timates in the fields produced by processing scan 2F is comparable to that obtained
when processing the CS scan of VCP 212. The PRT used for both cases is 3 ms,
and therefore, Doppler-derived estimates (vr and σv) are inaccurate due to the nar-
row Nyquist interval. Next, a qualitative comparison of the fields derived from scan
1 (left column) and those derived from the back-scanning beams in scan 2 (right
column) shows that features appear to be similar for Zh and ZDR, although the data
in scan 2B are collected with a narrower effective beamwidth achieved by MCS.
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This is more apparent in the fields of ΦDP, where a narrow feature along the strong
convective cores shows higher values being better resolved. The most significant
difference between these scans is in the estimates of the Doppler variables. While
vr and σv appear to be inaccurate (e.g., aliased vr and saturated σv) in data form
scan 1 due to the low maximum unambiguous velocity (8.27 m s−1), these fields of
estimates do not present artifacts resulting from velocity aliasing in scan 2B due to
the larger maximum unambiguous velocity (24.81 m s−1).
Three key takeaways are derived from these results. First, Figure 5.2 shows
that an implementation of the FB-MCS CONOPS with sufficient beam pointing
accuracy for MCS is achievable on the ATD system. Second, results presented
in Figure 5.3 show that it is possible to implement MCS at steering angles away
from the broadside (but in the horizontal principal plane for the case presented),
and to produce calibrated radar-variable estimates without apparent aliasing arti-
facts. Lastly, it illustrates that data from the forward-looking beams capture the
main non-Doppler meteorological features (at a slightly degraded resolution and
sensitivity) and could be used by an adaptive algorithm to improve the quality of es-
timates derived from the back-scanning beams. Information from forward-looking
beams could be use to (1) decide if there are significant weather echoes in upcom-
ing back-scanning beam positions and (2) determine the maximum range of storms
observed and shorten the PRTs of back-scanning beams to match the maximum un-
ambiguous range with that of the maximum range of observed storms (increasing
the Nyquist interval). Future research efforts could implement this CONOPS with a
real-time scheduler to adaptively point the back-scanning beams with tailored dwell
definitions to improve the quality of estimates.
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Figure 5.3: Radar-variable estimates obtained from two scans collected in rapid suc-
cession (∼33 s apart). Panels are organized as follows: the left column corresponds
to scan 1, the center column corresponds to scan 2F (forward-looking beams), and
the right column corresponds to the scan 2B (back-scanning beams); the rows from
top to bottom show fields of Zh, vr, σv, ZDR, ΦDP, and ρhv.
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5.3.1 Comparison with KOUN Radar
In this section we compare ATD data from scan 2 with KOUN data from scans CS
and CD (3 and 4 in Table 5.1, respectively). ATD data from scans 2F and 2B are
processed using the conventional split-cut processing of WSR-88D data [118, 119];
that is, Zh, ZDR, ΦDP, and ρhv estimates are derived from the surveillance scan (2F)
while vr and σv are derived from the Doppler scan (2B). Data from scan 2F are used
to determine if there are overlaid echoes in the Doppler scan data from 2B. If no
overlaid echoes are found, or the power ratio between overlaid echoes is more than
5 dB (i.e., the SNR difference between CS and CD signals is more than 5 dB at a
specific range location), data from the stronger signal are range unfolded and those
from the weaker signal are flagged as ambiguous. Otherwise data from both the
strong and weak overlaid signals are flagged as ambiguous and estimates in these
range locations are deemed invalid.
Fields of radar-variable estimates obtained from ATD scan 2 (selected from
Figure 5.3, reproduced here for convenience) and KOUN scans CS (3 in Table 5.1)
and CD (4 in Table 5.1) are presented in Figure 5.4. Panels are organized as follows:
the left column corresponds to ATD data using the FB-MCS CONOPS and the
right column corresponds to KOUN data using a split-cut to mitigate range/velocity
ambiguities; the rows from top to bottom show fields of Zh, ZDR, vr, and σv.
Qualitative comparison of corresponding Zh and ZDR fields shows very good
agreement between meteorological features (spatial structure and values) between
both scans. The ATD’s limited azimuthal resolution can be readily noticed. This is
due to a couple of reasons: (1) the KOUN radar has a narrower true beamwidth, and
(2) the use of a spoiled transmit beam for forward-looking beams results in a wider
beamwidth, effectively degrading spatial resolution. By qualitatively comparing
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Figure 5.4: Fields of radar-variable estimates obtained from ATD scan 2 and KOUN
scans CS (3 in Table 5.1) and CD (4 in Table 5.1). Panels are organized as follows:
the left column corresponds to ATD data using the FB-MCS CONOPS and the
right column corresponds to KOUN data using a split-cut to mitigate range/velocity
ambiguities; the rows from top to bottom show fields of Zh, ZDR, vr, and σv.
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fields of vr and σv, it appears that Doppler data from scan 2B are similar to that
from KOUN’s CD scan. Doppler velocity fields present zero iso-Doppler regions
in approximately the same locations; inbound and outbound radial velocities are
present in similar locations and have comparable values (no artifacts or signs of
velocity aliasing are apparent); and regions with estimates deemed invalid due to
the presence of overlaid echoes (painted in purple on panels of vr and σv) generally
coincide in location.
It is of interest to get quantitative verification of the quality of estimates ob-
tained using the FBT with the ATD system with respect to the KOUN system. To
this end, the KOUN time-series data were reprocessed using a procedure similar
to that outlined in Sections 4.4.1 and 4.4.2, whereby the number of samples per
CPI was increased so that effective azimuthal resolution of both systems was made
equal. Figure 5.5 shows the effective beamwidth of these radar systems and for the
acquisition parameters under consideration. For the ATD’s back-scanning beams,
to increase KOUN’s effective beamwidth to 1.64◦ using the CD scan parameters,
MKOUN-B = 87 samples per CPI are processed per radial. For the ATD’s forward-
looking beams, the beamwidth is computed as the average of beamwidths of the
RF = 5 beams coherently combined by the DB technique, which results in 2.044◦
(see Table 4.1 in Section 4.2.2). For this case, MKOUN-F = 55 samples per CPI are
processed per radial. The number of samples (between 2F and CS, 2B and CD) are
matched in a similar way as done in Sections 4.4.1 and 4.4.2. Second order differ-
ences such as radar frequency (both are S-band radars), sensitivity, sidelobe levels,
elevation beamwidth, and antenna height with respect to the ground were neglected
for this comparison.
Fields of radar-variable estimates from the ATD FBT scan are compared to cor-
responding ones from the KOUN CS/CD scans after reprocessing the time-series.
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Figure 5.5: Effective beamwidth of the KOUN and ATD radar systems using the
dwells defined in the CS, CD and 2F, 2B scans, respectively.
The bivariate density maps in Figure 5.6 are computed from these fields of estimates
using an SNR threshold of 10 dB and illustrate the correlation between estimates
derived from both systems. These density maps are normalized to approximate a
probability density function, that is, the value at each bin is computed as the number
of observations in that bin divided by the product of the total number of observa-
tions and the area of the bin. The Pearson correlation coefficient r between the
estimates is indicated in each sub-figure title. It indicates a significant correlation
(i.e., r > 0.9) for estimates shown in panels (a) Zh, (b) vr, and (d) ΦDP. Density
maps are narrow and symmetric about the x = y line. These impressive correla-
tions between radar-variable estimates from different systems is obtained as a result
of the data re-processing methodology described, and the short time difference be-
tween the scans (i.e., 8 s between scan 2F and scan 3, and 36 s between scan 2B
and scan 4). More importantly, it quantifies the effectiveness of the FBT technique
to obtain both the CS and CD scans in one revolution of the antenna and saving
time by using the DB technique with the forward-looking beams. Results in panels
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(a) Zh (b) vr
(c) σv (d) ZDR
(e) ΦDP (f) ρhv
Figure 5.6: Bivariate density maps computed from fields of radar-variables esti-
mates from the ATD and KOUN scans in Figure 5.4. These density maps are nor-
malized to approximate a probability density function. The Pearson correlation
coefficient r between the estimates is indicated in each sub-figure title.
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(d) ZDR and (f) ρhv also show considerably high correlation (i.e., r > 0.8) between
these polarimetric estimates, which are typically very sensitive to noise and estima-
tion error [1]. While these density maps are not as narrow as the ones discussed
previously, they are symmetric about the x = y line and most of the estimates lie
on or very close to this line. This indicates that estimates from the FBT scan are
not biased, and that measurement errors may be larger for these polarimetric vari-
ables. Finally, while there is a considerable correlation between σv estimates (r =
0.74) and most of them lie on the x = y line, the spread about this line is large. As
mentioned previously, accurate estimation of σv is typically challenging [116]. A
more detailed analysis could be conducted to get to the bottom of these differences,
this is proposed for future work.
This application of the FB-MCS CONOPS incorporates all three techniques
presented in the dissertation, namely MCS, DB, and FBT. The MCS technique is
used to mitigate beam smearing and enhance the azimuthal resolution of the RPAR,
the DB technique is used to reduce the surveillance scan time (at the expense of de-
graded spatial resolution and sensitivity), and the FBT is used to interleave surveil-
lance and Doppler scans (which minimizes mechanical rotations and the time differ-
ence between CS and CD scans). The FBT is designed to be used under an adaptive
scanning concept. As mentioned previously, forward-looking beams could be used
to tailor the scan of back-scanning beams with the goal of improving data quality.
5.4 Exploring Adaptive Scanning with FBT
As introduced previously, adaptive scanning consists on efficiently utilizing the
radar’s resources to focus the scan on regions of interest. One of the most chal-
lenging aspects of developing adaptive scanning algorithms is to define which radar
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resources will be traded to improve observations. Given that radars have a finite
amount of resources (power, time, bandwidth, processing), trading resources can
generally improve observations in a certain way, at the expense of degrading them
in another. Fundamentally, adaptive scanning techniques can trade between three
performance metrics defined in this space: data quality (e.g., variance of estimates),
spatial sampling (number and pointing of beam positions), and temporal resolution.
For example, the ADAPTS algorithm selects only certain significant beam posi-
tions to scan, skipping positions that do not have significant echoes of interest. This
reduces the scan time and allows for more frequent updates by trading radar time
for coverage (trading spatial sampling for better temporal resolution). While scan
times are reduced using ADAPTS, new meteorological echoes could develop in the
sectors not being scanned, potentially missing significant echoes.
In this section, we use the FBT to develop a simple adaptive scanning algorithm
and quantify potential improvements in data quality. Data quality is improved by
increasing the maximum unambiguous velocity (which reduces the occurrence of
aliasing and saturated σv estimates) and by reducing the variance of estimates. This
simple adaptive scanning algorithm uses data from the forward-looking beams to
modify the dwell definition of the back-scanning beams. The algorithm has three
steps to determine the dwells of back-scanning beams. For each beam position: 1)
the maximum range of storms is estimated from the forward-looking beams and
used to define the PRT for the back-scanning beams. A short time is added to the
computed PRT to ensure that meteorological echoes that were possibly not detected
(due to the sensitivity/censoring differences) are captured. This may not be neces-
sary for echoes with high SNR, but it could be for weaker echoes. Further, given
the short time difference between forward-looking and back-scanning beams scan-
ning the same location (∼1-2 s), storm evolution does not need to be considered
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for the time padding in range. Since it does not result in a significant increase
in scan time (<1%) we use it here; 2) the time gained by shortening the PRT is
used to increase the number of samples scanning that beam position; 3) if no me-
teorological echoes are present in a certain beam position, this beam position is
deemed as non-significant and is scanned with a very short dwell time. The time
gained by reducing the dwell of non-significant positions is distributed over a set
of back-scanning beams and used to increase their number of samples. Additional
algorithm parameters include a minimum PRT and a minimum number of samples
per back-scanning beam position. This algorithm increases the Nyquist interval of
back-scanning beams, reducing the possibility of velocity aliasing. Furthermore,
spectral processing techniques (e.g., clutter filtering) are also improved due to the
higher number of samples (i.e., better spectral resolution). Lastly, the variance of
estimates is maintained or lowered by increasing the number of samples. ATD data
presented in the previous section are used to illustrate the algorithm. Conclusions
are used to drive a discussion on the potential of using adaptive scanning on RPARs.
5.4.1 A simple adaptive scanning algorithm for RPAR
ATD data from the FBT scan (2F and 2B in Table 5.1) are re-processed to em-
ulate the simple adaptive scanning algorithm described. The reflectivity field in
Figure 5.7 illustrates the maximum range of storms determined for the case under
consideration (black contour), and the maximum range determined by the adaptive
FBT adaptive algorithm (gray contour). At least 5 range gates with reflectivities
higher than 10 dBZ are required to classify a beam position as significant. The adap-
tive FBT algorithm includes a range padding of 2.5 km and an azimuth padding of
1◦. These padding parameters are arbitrarily set here for illustration, and in general
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do not need to be large since the time-difference between the forward-looking and
back-scanning beams is short (∼1 s). A minimum PRT of 0.5 ms is used for both:
beam positions with significant echoes within the maximum unambiguous range
(ra) determined by this PRT, and beam positions without significant echoes. For
this case, beam positions for φaz ≤ 259◦ are considered significant, and those for
φaz > 259
◦ are not. This can be seen in Figure 5.8(a), which shows the maximum
range of storms as a function of φaz, where storm ranges for φaz > 259◦ are 0 km.
Once the maximum range of storms per beam position is computed, the adaptive
FBT PRTs are determined. This, in turn, determines the maximum unambiguous
Nyquist velocity (va = λ/4Ts, where λ is the waveform length), which is shown
Figure 5.7: Reflectivity field illustrating the maximum range of storms determined
for the case under consideration (black contour), and the maximum range used by
in the adaptive FBT (gray contour).
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in Figure 5.8(b). In this case, the maximum unambiguous velocity was increased
considerably in most beam positions, being the average increase of 16.05 m s−1.
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Figure 5.8: Maximum unambiguous range and velocity achieved using the simple
adaptive FBT algorithm as a function of azimuth.
The time gained by shortening the PRT of a significant back-scanning beam is
used to increase the number of samples for that same beam. The number of sam-
ples is increased to maintain the dwell time and achieve a standard deviation of Zh
and vr similar to that of the initial dwell definition. Considering that the standard
deviation of estimates is controlled by the dwell times (for specific signal condi-
tions), reducing the PRTs while increasing the number of samples does not impact
the quality of estimates. For the non-significant beams, the number of samples is set
to 5 and the PRT to 0.5 ms (i.e., the minimum PRT). The time gained by reducing
the dwells of non-significant beams is distributed equally over a set of upcoming
back-scanning beams to reduce the standard deviation of estimates. The number
of samples computed emulating the adaptive FBT scan is illustrated in Figure 5.9.
Alternatively, it may be desirable to use the time gained to revisit a certain storm
region more frequently while maintaining the same variance of estimates. The sim-
ple algorithm presented could be modified to include this alternative way of using
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the time gained. Once the PRTs and number of samples per back-scanning beam












Figure 5.9: Number of samples derived using the simple adaptive FBT algorithm
as a function of azimuth.
position are defined, the expected standard deviation of Zh and vr can be computed.
These are computed from theoretical expressions derived by [52] using the adaptive
PRT and M determined for benchmark SNR of 10 dB and σv = 4 m s−1, and are
shown in Figures 5.10(a) and 5.10(b), respectively. Results corroborate that for all
beam positions with significant weather echoes, the expected standard deviation of
Zh and vr estimates are less or equal than those in the initial (non-adaptive) scan. It
is noted that the initial non-adaptive dwells definitions used here are equal to those
in the lowest elevation scan of VCP 212.
The adaptive FBT illustrated in this section improves the data quality in two
ways. First, by reducing the PRT to the maximum range of storms (including a
small range padding), the maximum unambiguous velocity is increased. This re-
duces the likelihood of velocity aliasing. Second, while the standard deviation of
estimates is controlled by the dwell times and the signal characteristics, increasing
the number of samples for the same PRT typically reduces the standard deviation
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of estimates. The adaptive FBT technique presented in this section increases the
number of samples for a back-scanning to maintain the dwell time (compensating
for the reduction in the PRT), and by using the time gained from non-significant
beams. This maintains or reduces the standard deviation of estimates. While this
technique is simple and exercises only one tradeoff (radar time for data quality), it
can be used to improve the quality of estimates without risk of going outside of the
requirements.
5.4.2 Discussion on Adaptive Scanning for RPAR
As described in Section 2.2.9, adaptive scanning techniques have been proposed for
RRs and for 4F-PARs. The effectiveness of adaptive scanning techniques in reduc-
ing the scan time is limited for RR architectures due to the continuous mechanical






























(a) SD of Zh estimates
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(b) SD of vr estimates
Figure 5.10: Expected standard deviation of Zh and vr estimates computed using
the scanning parameters produced by the adaptive FBT technique for the weather
event illustrated in Figure 5.7.
inertia of the antenna, and the lack of advanced capabilities such as beam agility
and/or beamforming. Research efforts demonstrated adaptive scanning techniques
on stationary PAR systems (a single face of the 4F-PAR), but adaptive scanning has
not been considered for the RPAR architecture yet. Although the mechanical rota-
tion of the RPARs’ antenna may impose limitations that would reduce the versatility
of adaptive scanning techniques, the additional flexibility provided by phased array
technology could enable dynamic adaptation of scan parameters.
One of the major challenges to develop adaptive scanning algorithms for an
RPAR is that the PAR’s visible region is continuously changing due to the mechan-
ical rotation. Assuming a visible region of ±45◦ in azimuth about the broadside,
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the total time the RPAR can scan a specific beam position (within the current rev-
olution) is given by tv = 90◦/ω. If the dwell for each beam position in the scan
is tBP = MTs , then B = tv/tBP beams can be scanned within the available time
the beam is visible within the revolution of the antenna. Assuming polarimetric
calibration can be achieved and maintained within the scan sector (φaz = ±45◦ and
θel = 0
◦–20◦), tv provides an upper limit on the time available for an adaptive tech-
nique to tailor observations. Figure 5.11 illustrates the number of beam positions
that can be scanned by the RPAR within the visible region as a function of rotation
speed and dwell time. Dotted lines correspond to the dwell times of beams in the
CS (black) and CD (blue) scans for the lowest elevation (0.5◦) scan of the VCP
212. These results indicate that for a given dwell time, lower rotation speeds per-
mit larger number of beam positions to be scanned within the antenna revolution.
Lower rotation speeds allow more time for adaptive scanning algorithms to operate
and may be preferable; however, this would increase the overall volume scan time.
Certain CONOPS could be devised to rotate the RPAR at relatively low speeds and
still achieve faster updates on the order of one minute.
For illustration, assume that dwell definitions for the lowest elevation (0.5◦)
scans of the VCP 212; i.e., 15 samples at Ts = 3 ms for the CS scan and 64 samples
at Ts = 1 ms for the CD scan, are used in an adaptive RPAR CONOPS. Assume
one revolution of the antenna is carried out for each scan (CS and CD). The number
of storm-region revisits for different storm sizes can be computed by taking ratio
of the total number of beam positions (B) as a function of ω (Figure 5.11) over
the number of beam positions required to scan the storm region. This is illustrated
in Figures 5.12(a) and 5.12(b) for the CS and CD scan parameters. For example,
consider a storm region of interest with an extent of 20◦ in azimuth and 3◦ in ele-
vation. Assume that the RPAR has a 1 ◦ HPBW, that half-beamwidth sampling is
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Figure 5.11: Number of beam positions that can be scanned by the RPAR within
the visible region as a function of rotation speed and dwell time. Dotted lines
correspond to the dwell times of beams in the CS (black) and CD (blue) scans for
the lowest elevation (0.5◦) scan of the VCP 212.
used in azimuth, and one-beamwidth sampling is used in elevation. Under these
considerations, a total of 120 beams would be required to scan this storm region.
Figure 5.12(a) indicates that this storm region could be revisited∼1–3 times within
one revolution of the antenna in the CS scan depending on the rotation speed. For
ω ≤ 5.5 ◦ s−1, the storm could be revisited about three times, for 5.5 ◦ s−1 ≤ ω ≤
8.3 ◦ s−1 the storm could be revisited 2–3 times, for 8.3 ◦ s−1 ≤ ω ≤ 16.7 ◦ s−1
the storm could be revisited 1–2 times, and for ω > 16.7 ◦ s−1 the storm can only
be observed once within the revolution of the antenna. For the CD scan, the storm
can be revisited at least twice for ω ≤ 5.8 ◦ s−1, 1–2 times at rotation speeds 5.8 ◦
s−1 ≤ ω ≤ 11.8 ◦ s−1, and only once for ω > 11.8 ◦ s−1. Note that the fractional
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part of a non-integer number of revisits means that only a partial revisit is possible
with the remaining time.
Adaptive scanning considerations are oriented towards reducing the scan update
times (i.e., faster revisits), given that volumetric update-time requirements are very
demanding. Results presented in this subsection indicate that lower rotation speeds
may allow for more flexible and effective adaptive scanning algorithms. Never-
theless, reducing the rotation speed may also increase the volume scan time. A
CONOPS that achieves ∼1-min update times, and under which the antenna is ro-
tated at relatively low speeds (5-10 ◦ s−1) would be ideal for adaptive scanning
algorithms and would also reduce the mechanical wear on the azimuth rotator.
Other adaptive scanning techniques oriented towards improving the data quality
could also be devised to improve meteorological RPAR observations. For instance,
an adaptive pulse-compression algorithm, whereby the pulse length is adapted to the
observations, could improve the sensitivity of the system. That is, longer waveforms
could be used to scan meteorological echoes that do not exhibit large reflectiv-
ity gradients along range (to minimize range-sidelobe contamination), and shorter
waveforms to scan regions with large reflectivity gradients along range. This con-
cept is not specific for the RPAR, and could also be implemented on the 4F-PAR.
A comprehensive analysis of adaptive scanning techniques for RPAR is beyond the
scope of this dissertation and it is proposed for future work.
5.5 Chapter 5 Summary
This chapter introduced the FBT and demonstrated it using the FB-MCS CONOPS.
An application of the FB-MCS CONOPS was presented in Section 5.3, whereby




Figure 5.12: Number of storm-region revisits as a function of the number of beam
positions to scan and using the dwell definitions for the lowest elevation scans of
the VCP 212 (a) CS scan, and (b) CD scan.
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to those in the lowest elevation surveillance and Doppler scans of VCP 212, respec-
tively. In addition to illustrating the FBT, the DB (Chapter 4) was used to scan the
forward-looking beams and reduce the surveillance scan time. Polarimetric fields
of radar-variable estimates produced by the FBT were qualitatively compared to
corresponding ones from a straightforward reference pencil-beam scan mimicking
an RR system.
Qualitative results indicate that the standard deviation of estimates derived from
the FBT scan was comparable to that of the reference pencil-beam scan. Doppler-
variable estimates produced with the reference pencil-beam scan were difficult to
compare to corresponding ones produced with the FBT due to inherent limitations
imposed by the acquisition parameters (i.e., Ts = 3 ms). As expected, the spatial
resolution of the radar variables derived from the forward-looking beams (namely,
Zh, ZDR, ΦDP, ρhv) was degraded with respect to the reference pencil-beam scan
due to the use of a spoiled transmit beam. The HSE technique mentioned pre-
viously [11] could be used with the FBT to improve the quality of estimates and
the spatial resolution of polarimetric variables (when data from the back-scanning
beams are chosen). While the use of spoiled beams introduces some degradations
(e.g., spatial resolution and sensitivity), it provides a means of reducing the scan
time through digital beamforming. These degradations should be considered in the
radar design process to ensure the use of the FBT meets functional requirements.
Time-series data from a collocated WSR-88D system (KOUN) were used to
evaluate the quality of the FBT data collected with the ATD. Polarimetric fields of
radar-variable estimates were first qualitatively compared. In this case, the high
maximum unambiguous velocity of KOUN’s CD scan, provided a valid means for
comparison with the Doppler estimates produced with the FBT scan. A specific
configuration of the signal processor was used to degrade the spatial resolution
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of KOUN’s CS scan, for a commensurate comparison with the forward-looking
beams of the FBT scan. The quantitative analysis indicated significant correlation
between fields of Zh, vr, and ΦDP, and considerable correlation between fields of
ZDR and ρhv. Despite architectural differences between these radar systems, this
methodology proved to be effective in obtaining meaningful quantitative results of
the FBT.
An implementation of the FBT under an adaptive scanning CONOPS was em-
ulated. Data from the forward-looking beams was used to tailor the acquisition pa-
rameters of the back-scanning beams. This resulted in increased maximum unam-
biguous velocities and reduced standard deviation of estimates. The simple adaptive
FBT algorithm was described, and results were quantified using theoretical expres-
sions for the standard deviation of Zh and vr estimates. Finally, a discussion about
the potential of using adaptive scanning to reduce the update times was presented.
Results indicate that there is greater potential for adaptive scanning algorithms to re-
duce storm revisit times when operating the RPAR system at lower rotation speeds.
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Chapter 6
RPAR Scanning Strategy and Concept of Operations
“Truly successful decision-making relies on a balance between deliberate and instinctive
thinking.”
Malcolm Gladwell
Considering the demanding radar functional requirements, it is expected that
several advanced RPAR scanning techniques will need to be applied simultaneously
to achieve them. In previous chapters, three techniques that exploit different PAR
capabilities were introduced: MCS, DB, FBT. Depending on the scanning strategy,
these techniques could be used simultaneously by an RPAR to enhance azimuthal
resolution while reducing the scan time and the variance of radar-variable estimates.
As discussed previously, important tradeoffs have to be considered in the RPAR
design process such that angular resolution and sensitivity requirements are met
when using these techniques. This chapter brings together the techniques presented
in previous chapters with the goal of using them to design a proof-of-concept RPAR
CONOPS.
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6.1 Integration and Testing of Techniques
To meet functional requirements with an affordable radar architecture, several ad-
vanced scanning techniques operating simultaneously may be needed. In this sec-
tion, we begin by demonstrating the integration of MCS and DB. The former ex-
ploits beam agility and the later exploits digital beamforming, both unique PAR
capabilities. Although the MCS and DB techniques are not completely indepen-
dent (i.e., both operate in the angular domain), they exercise different capabilities
which can be readily integrated. For MCS, the pointing angles for each pulse in a
CPI are computed using the equations presented in Chapter 3 as a function of ω,
Ts, M , and ∆φ. To integrate it with the DB, these MCS pointing angles are applied
to each digitally formed receive beam to minimize azimuthal spreading of pulses
across all RF beams.
Implementation on the ATD was relatively straightforward. MCS pointing an-
gles computed for the single-beam case (as in Chapter 3) were added to the pre-
defined pointing angles of each receive beam. For example, for DB with F = 3
and RF = 5 (i.e., ∆φ = 0.5), the relative pointing angles of receive beams are
ϕ1 = −1.58◦, ϕ2 = −0.79◦, ϕ3 = 0◦, ϕ4 = 0.79◦, ϕ5 = 1.58◦. Then, the
single-beam MCS pointing angles are added (in azimuth and elevation) to integrate
the techniques. Note that this integration is valid for MCS angles computed us-
ing either the BMCS or FB-MCS concepts. For example, if the MCS angles were
φBMS(1) = 0.02
◦, φBMS(2) = 0◦, and φBMS(3) = −0.02◦ (i.e., assume M = 3),
the angles for the MCS-DB beams would be φMCS−DB(1, k) = −0.02◦ + ϕk,
φMCS−DB(2, k) = ϕk, and φMCS−DB(3, k) = 0.02◦ + ϕk, where k ∈ {1, 2, 3, 4, 5}
represents a digital beam index. The implementation of the MCS-DB integration
was tested by rotating past a stationary point target located in the vicinity of the
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ATD and using BMCS angles. Specifically, a set of data were collected with the
ATD mechanically rotating over a 40◦ sector at ω = 4 ◦ s−1, with F = 3, RF = 5, M
= 65, and Ts = 3 ms. The radar broadside was commanded to rotate from 280◦ to
320◦ azimuth with respect to North, with the target located at 31.65 km in range and
approximately 301◦ azimuth. The antenna was commanded to a 0.5◦ mechanical
elevation angle. The FB-MCS and DB techniques were also integrated and tested
in an analogous way.
Azimuth angles for the received samples as a function of time are shown in Fig-
ure 6.1. Markers of different colors represent the five beams received. The inset
plot presents a closer look at the pointing angles for the MCS-DB CPI that was
transmitted in the direction of the point target (∼301◦ in azimuth). It can be seen
that the transition from beam to beam is smooth, which ensures that subsequent





























Figure 6.1: Azimuth angles for the received MCS-DB samples as a function of
time. Markers of different colors represent the RF = 5 beams received.
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beams coherently processed with DB are pointed in approximately the same di-
rection. Further, the spread of angles for samples across all received beams is of
0.0079◦. This is consistent with the result obtained in Chapter 3, and it indicates
that MCS would be effective in mitigating beam smearing in azimuth across all
beams collected and processed with the DB technique. The mean standard devia-
tion of absolute azimuth pointing angles (i.e., the summation of the mechanical and
electronic azimuths) of samples within the MCS-DB CPIs is 0.0018◦. It is probable
that the oscillation observed is caused by practical imperfections in the mechanical
system; they are different from one CPI to the next.
The SNR of signals received by the ATD on the H polarization for every receive
beam while rotating past the target as a function of the pedestal (i.e., mechanical)
azimuth are presented in Figure 6.2. Solid color lines represent the single-pulse
SNRs estimated for each receive beam using MCS. Power and phase calibration of
these receive beams is performed as described in section 4.2. Similar to the single-
beam MCS implementation presented in chapter 3, the shape of the plots resembles
a staircase because the returned powers of samples within the CPI are approxi-
mately constant. It is important to note that peak SNR estimates are approximately
constant across receive beams (∼ 49.1 dB). This indicates that all beams are pointed
at the same location (i.e., same radar-cross section) and that beams are power cal-
ibrated. The inset plot presents a close up view of the peak returns for all receive
beams. Note that the MCS-DB CPI coherently combines samples samples from
the RF = 5 beams across these peak returns (which are pointed in approximately
the same direction with MCS), for a total of MDB = 325. The standard deviation
of SNR estimates for samples across the MCS-DB CPI that contains the peak re-
turn is 0.0927 dB. This is slightly higher than the one obtained for the single-beam
MCS implementation (0.033 dB in section 3.5.1), but it is much lower than the
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Figure 6.2: Single-pulse SNR of signals received by the ATD on the H polarization
while rotating past the target and for every receive beam as a function of the pedestal
(i.e., mechanical) azimuth.
expected standard deviation of estimated powers computed using theoretical ex-
pressions from [52] (for SNR = 49.1 dB, σv = 0.25 m s−1, MDB = 325, and Ts = 3
ms), which is 0.52 dB.
Integration of the FBT with the MCS-DB beams was achieved by using the
FB-CONOPS described in section 5.2. That is, off-broadside pointing angles are
derived for the forward-looking and back-scanning beams using the MCS expres-
sions provided in Chapter 3 and are integrated with the DB technique using the
same procedure outlined previously in this section. The last step involves setting
different dwell definitions for forward-looking and back-scanning beams. Since
this capability operates in sample time, it is independent from the MCS and DB op-
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eration. In the ATD implementation, the PRTs for a CPI of FBT beams are specified
explicitly in a file which is read by the real-time software. The example presented
in section 5.3 exercised the integration of all three techniques.
6.1.1 Beam Types
The integration of all techniques presented in this dissertation is used to define beam
types. These beam types are determined by the transmit and receive antenna pat-
terns (i.e., spoil factors), the pointing angles of simultaneous receive beams formed,
and the techniques used. It is assumed that the RPAR architecture supports these
beam types and that effective two-way beams meet the prescribed requirements.
Beam types can be used as building blocks to design scanning strategies for the
RPAR CONOPS, and although we only present two beam types here (both of which
are supported by the ATD), many other beam types using these techniques could be
defined. These beam types were designed with several technical considerations and
with the practical objective of demonstrating them using the ATD. Technical con-
siderations for the design of beam types include: Polarimetric calibration feasibility
and complexity, architecture complexity, and system cost.
As discussed in Chapter 2, the feasibility of achieving high-accuracy polarimet-
ric calibration of PARs is an open question. Ongoing research at NSSL is evaluating
the polarimetric calibration corrections derived for the ATD using far-field measure-
ments [120]. Although preliminary results presented show promise [46], deriving
the calibration corrections requires a calibration infrastructure used to measure the
copolar and cross-polar far-field patterns [47, 56]. Considering the low likelihood
that a similar infrastructure could be deployed in every radar site across the US,
alternative solutions should be considered. Since beamsteering biases increase as
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the beam is steered off the radar broadside, smaller steering angles may reduce
the impact of these biases on polarimetric measurements. Alternative polarimetric
calibration methods could be sufficiently effective at correcting biases from angles
closer to broadside to achieve the required accuracy (e.g., near-field-based calibra-
tion). Therefore, it is preferable to design beam types that support a CONOPS with
small off-broadside steering angles. Additionally, using relatively small steering
angles would reduce the risk of array-damaging reflections when operating under a
wet-radome regime with a spherical radome.
Digital beamforming methods provide a way to achieve the required volume
scan time. However, as discussed previously, the use of spoiled transmit beams can
negatively impact data quality as it results in increased two-way sidelobe levels and
HPBW, and reduced sensitivity. A possible way to mitigate the former is to design a
larger aperture such that the effective antenna pattern meets the requirements. Pos-
sible ways to mitigate the latter include increasing the element peak transmit power
or using longer pulse-compression waveforms. Although enhancing the antenna to
account for these may come at a cost, it provides a solution that permits the use of
spoiled transmit beams (which support the required scan-time reduction). Another
option is to use the technique proposed by Melnikov et al. [121], which involves the
use of concatenated pulse transmissions in multiple directions, followed by simul-
taneous reception and processing of digitally formed beams in the same directions
as the transmit beams. Although the use of this technique does not directly reduce
system sensitivity, it requires high-power antenna elements (i.e., not compatible
with pulse compression) and a large enough transmitter duty cycle to accommo-
date all concatenated transmit pulses. Further, the authors argue that an all-digital
architecture may be needed to maintain sidelobe levels comparable to those result-
ing from narrow pencil beams with the same aperture. Considering that the use
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of spoiled beams is compatible with pulse compression and can be implemented
on a sub-arrayed architecture, it is expected that the architecture supporting these
capabilities is more affordable than the all-digital RPAR with high-power elements
supporting the alternative technique to reduce the scan time proposed by Melnikov
et al. [121]. Therefore, although the use of spoiled transmit beams has to be com-
pensated by increasing the aperture size and the system sensitivity, it is preferable
to design beam types exploiting this capability.
Finally, other methods to reduce the scan time, such as frequency division mul-
tiplexing, are likely to be more costly than accounting for spoiled-transmit-beam
degradations in the RPAR design process.
With these considerations in mind, the beam types defined here are:
1. MCDB3: This beam type uses the BMCS CONOPS and incorporates the
DB technique, with spoiled transmit beams in both azimuth and elevation.
The transmit beam is spoiled in azimuth by Faz = 1.5 and in elevation by
a variable factor Fel in the range of 1.5 to 4. Nine simultaneous beams are
digitally formed in a 3×3 cluster centered on the broadside. The normalized
sampling spacing in azimuth is ∆φ = 0.5, and it is variable in elevation (as
dictated by the VCP). Note that additional independent beams are digitally
formed in elevation as well; this relaxes the need for very high rotation speeds
while achieving large scan-reduction factors.
2. FB3: This beam type makes use of the FB-MCS CONOPS, which includes
the FBT on top of MCS and DB; it is designed to execute split cuts (similar
to those used in the WSR-88D) with a single revolution of the antenna, and
to be used in conjunction with real-time adaptive scanning algorithms (as il-
lustrated with an example in Section 5.4.1). Electronically steered MCDB3
166
beams are used for forward-looking and back-scanning beams, each with a
specific dwell definition. Antenna-relative pointing angles for the forward-
looking and back-scanning beams can be set arbitrarily (e.g.,±15◦), but stay-
ing close to the principal planes will reduce co-polar beam steering biases
and cross-polar contamination induced by the RPAR antenna. The angular
separation between forward-looking and back-scanning beams could be im-
portant since the dwells of back-scanning beams are dynamically redefined
by an adaptive scanning algorithm. There should be sufficient time to pro-
cess the forward-looking beams and to used the derived adaptive scanning
products to schedule the back-scanning beams.
These two beam types were implemented on the ATD with Faz = 3 and
Fel = 1.5. While this is not ideal because the transmit beam is illuminating a wider
azimuthal sector than needed, which results in an additional sensitivity loss, it is
valid to demonstrate the concept. The sampling spacing of simultaneous beams in
elevation was set to 0.4◦, such that when mechanically commanding the antenna at
the 0.9◦ elevation, the 0.5◦, 0.9◦, and 1.3◦ angles would be simultaneously sampled.
These elevation angles are typically used in WSR-88D VCPs, and in particular, are
used on the VCP 212 split cuts.
Beam peaks measured using the ATD calibration infrastructure were used to de-
rive power and phase calibration parameters in a similar way as described in previ-
ous chapters. Normalized measured two-way uncalibrated ATD antenna mainlobe
patterns for the MCDB3 beam type are shown in Figures 6.3(a), and corresponding
calibrated beams are shown in Figures 6.3(b). Dotted contour lines delimit the –1
dB level and black dot markers indicate the intended scanning location of the beam.




Figure 6.3: Gain-normalized measured two-way ATD antenna mainlobe patterns
for the MCDB3 beam type (a) Uncalibrated beams (b) Calibrated beams. Dotted
contour lines delimit the –1 dB level and black dot markers indicate the intended
scanning location of the beam.
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and tested on the ATD. Then, the illustrative beam types defined were implemented,
independently calibrated, and tested using combinations of the three techniques.
With the satisfactory implementation of these beam types, we proceed to design
an RPAR scanning strategy and collect polarimetric weather data with the ATD for
proof-of-concept demonstration.
6.2 RPAR Scanning Strategy
Advanced scanning and signal processing techniques can be used to construct
a scanning strategy for the RPAR. As discussed in Chapter 2, there are several
unique RPAR capabilities that could be exploited to enhance the radar performance
(e.g., reduce the scan time, improve the quality of estimates, etc.) and meet the
RFR. Some important tradeoffs to consider for designing advanced RPAR scan-
ning strategies include (1) transmit beam spoiling factor, and its associated trade-
offs discussed in Chapter 4; (2) the number of simultaneous dual-polarization re-
ceive beams required (3) the need for accurate copolar beam peak measurements
to achieve polarimetric calibration, specially at steering angles far from the broad-
side; (4) the increased antenna pattern cross-polarization levels as the RPAR beam
is steered far from the principal planes; (5) the maximum pedestal rotation speeds
required. These main tradeoffs should be accounted for in the RPAR design pro-
cess, such that the performance of the RPAR with the defined scanning strategies
meets the RFR.
Hereafter, the two beam types introduced in the previous section are used to
design an illustrative VCP for the RPAR CONOPS. These are consistent with the
scanning strategy frequently used in precipitation-mode, the VCP 212, in terms of
the number of beam positions per scan, the PRTs (i.e., same spatial coverage), and
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the number of samples per beam position (which determines the standard deviation
of estimates). We emphasize that this is not the only possible scanning strategy
for the RPAR, but it is one reasonable option designed with consideration of the
previously mentioned tradeoffs, and the use of the RPAR techniques developed in
this work.
The current VCP 212 definition is presented in Table 6.1 [105], where each
scan corresponds to one revolution of the antenna. Subscripts ‘S’ and ‘D’ denote
the surveillance and Doppler scan parameters. Beam types SZCS, SZCD, B, and
CDX correspond to the SZ-2 CS dwells, SZ-2 CD dwells, batch PRTs dwells, and
uniform PRTs dwells, respectively. Two columns with the expected standard devi-
ation of Zh and vr estimates labeled SD(Zh) and SD(vr) are added at the rightmost
end of the table. These are computed using theoretical expressions derived by [52]
with an SNR of 10 dB for Zh, an SNR of 8 dB for vr, and a σv of 4 m s−1 for both.
These benchmark parameters are extracted from the RFR, which specifies that the
standard deviation of Zh estimates should be “≤ 1 dB for a target with true σv of 4 m
s−1 and SNR ≥ 10 dB”, and for vr estimates should be “≤ 1 m s−1 for a target with
true σv of 4 m s−1 and SNR ≥ 8 dB”. Cells with the expected standard deviations
computed are filled in green for scans that achieve the requirement, and in red for
those that do not. It is noted that some scans in VCP 212 do not meet requirements
on the standard deviation of Zh and vr estimates for the benchmark SNR and σv
parameters used.
An RPAR VCP is designed for the observation of fast-evolving convective pre-
cipitation systems. The proposed RPAR VCP takes 63.5 s (1.06 min.) to complete
and is presented in Table 6.2, where each scan corresponds to one revolution of the
antenna. This table is similar to the one presented for the conventional VCP 212,
with additional columns forRF (number of simultaneous beams received) andMDB
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(effective number of samples) for the surveillance and Doppler scan parameters.
Table 6.1: Current VCP 212 definition. Subscripts ‘S’ and ‘D’ denote the surveil-
lance and Doppler scan parameters. Beam types SZCS, SZCD, B, and CDX corre-
spond to the SZ-2 CS, SZ-2 CD, batch PRTs, and uniform PRTs, respectively.
Table 6.2: RPAR VCP definition. Subscripts ‘S’ and ‘D’ denote the surveillance and
Doppler scan parameters. Beam types FBD3 and MCDB3 described previously are
used to design the scan.
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For each scan in the table, the antenna is mechanically tilted in elevation such
that the beam on the center of the cluster is on broadside. That is, the antenna is
tilted to the middle elevation angle in the scan. The PRTs are consistent with those
of the current VCP 212, but the number of samples is increased to meet the require-
ments on the standard deviation of Zh and vr using the same benchmark parameters
as described before. The MCDB3 beam is used in batch mode for scans 2 and 3,
that is, the surveillance CPI is collected first and the Doppler CPI is collected after.
Further, considering that these beam types are designed to sample three elevations
at a time, an additional elevation scan is added with respect to the current VCP
212 (i.e., 17.55◦ in scan 5), to fully exploit the RPAR’s beamforming capabilities.
Lastly, a maximum rotation speed of 29 ◦ s−1 is imposed, as this is below the max-
imum speed currently used in VCP 212, and is below the azimuthal rotation speed
limit of the WSR-88D pedestal system (30◦ s−1). Further, the scans are designed
to have approximately the same rotation speed to minimize wear of the pedestal
system. In summary, this RPAR scanning strategy results in the same coverage as
VCP 212 (with an additional scan at the 17.55◦ elevation angle), it takes about 1
min to complete, it is designed to meet the standard deviation requirements (unlike
VCP 212), and it assumes achievable rotation rates.
An RPAR system supporting this CONOPS would need to have the capabil-
ity to receive RF = 9 simultaneous beams within maximum spoiling factors of Faz
= 1.5 and Fel = 4. It is assumed that the RPAR was designed to meet the require-
ments when using the MCDB3 and FB3 beams, accounting for the spatial resolution
(azimuth/elevation beamwidths and sidelobe levels) and sensitivity degradations in-
curred. A detailed study of possible RPAR architectures that support his CONOPS
is very important, and it is proposed for future work.
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6.3 Data Collection Experiment
This experiment is used to illustrate the MCDB3 beam type. Sector scans were
collected using the STSR mode in rapid succession on 10 July 2020 to sample a
convective precipitation system to the north of the ATD at ranges extending from
approximately 50 km to 150 km. For both scans, the radar broadside was com-
manded to mechanically rotate clockwise from 300◦ to 355◦ in azimuth, at constant
0.9◦ elevation. For scan 1, the MCDB3 beam was used to collect polarimetric
weather data at 13:32:45 Z with the ATD rotating at ω = 4 ◦ s−1. Azimuth and ele-
vation sampling of the digitally formed receive beams in the 3×3 cluster was set to
0.79◦ (i.e., ∆φ = 0.5) and 0.4◦, respectively. Elevation sampling was set such that
the 0.5◦, 0.9◦, and 1.3◦ elevation angles were sampled simultaneously (matching
the lower elevation angles of VCP 212). For scan 2 the radar rotated at ω = 4 ◦ s−1,
the transmit and receive pencil beams were maintained at broadside, as done for ref-
erence in previous data collection experiments. Data from this scan were collected
at 13:33:34 Z. Identical dwell definitions were used for both scans with M = 65
at Ts = 3 ms, resulting in a normalized azimuthal sampling of ∆φ = 0.5. As with
previous experiments, range-time samples were produced at a rate of 4 MHz for a
range sampling interval of 37.5 m. Range-time processing was set to incoherently
average samples from 6 consecutive range gates, which results in a range sampling
spacing for the radar variables of 225 m. Data from the collocated KCRI radar sys-
tem (WSR-88D) were collected simultaneously to verify the ATD MCDB3 data.
The KCRI radar was following the operational VCP number 215; time-series IQ
data for the same azimuthal sector and the three elevation angles scanned by the
ATD system were extracted for processing. Radar system parameters and scanning
strategies for these experiments are summarized in Table 6.3.
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Fields of radar-variable estimates resulting from processing scan 1 and scan 2
are presented in Figure 6.4. Panels are organized as follows: the first three columns
correspond to scans 1A (0.5◦), 1B (0.9◦), and 1C (1.3◦), respectively, and the right-
most column corresponds to scan 2; the rows from top to bottom show fields of
radar Zh, ZDR, ΦDP, and ρhv.
A qualitative analysis of the three cuts in scan 1 is conducted first. A quick look
through the panels for scans 1A, 1B, 1C, confirms that there are no data artifacts.
Comparing the Zh fields, it is apparent that values increase with elevation. Light
blue arrows indicate a region in the reflectivity core where this increase is more
apparent. An inverse effect is observed by comparing panels of ZDR in the regions
indicated with gray arrows, that is, it is apparent that values decrease as elevation in-
creases. These observations are consistent with the storm dynamics, there is higher
density (large Zh) of small spherical water droplets (low ZDR) at higher altitudes,
and through the collision-coalescence process they merge (decreases Zh) and grow
into larger drops (increases ZDR) as they are falling [122]. Drag force produces the
oblate shape of large drops that gradually increases ZDR. Fields of ΦDP for the three
scans are similar and indicate an increase in differential phase of approximately





φe M Ts ω
◦ s−1
System Type Az. Sector Elevation
1A
ATD 13:32:45 MCDB3 300◦ - 355◦
0.5◦
2.04◦ 65 3 41B 0.9◦
1C 1.3◦
2 ATD 13:33:34 Broadside Pencil 300◦ - 355◦ 0.9◦ 1.64◦ 65 3 4
3 KCRI 13:32:19 Broadside Pencil 0◦ - 360◦ 0.5◦ 1.1◦ 28 3 11.5
4 KCRI 13:33:16 Broadside Pencil 0◦ - 360◦ 0.9◦ 1.1◦ 24 3 13.4
5 KCRI 13:34:08 Broadside Pencil 0◦ - 360◦ 1.3◦ 1.1◦ 22 3 15.9
Table 6.3: Radar system parameters and scanning strategies for the MCDB3 exper-
iment.
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Figure 6.4: Radar-variable estimates obtained from scans 1 and 2 collected in rapid
succession. Panels are organized as follows: the left column corresponds to the 0.9◦
elevation angle of scan 1 and the right column corresponds to scan 2; the rows from
top to bottom show fields of Zh, ZDR, ΦDP, and ρhv.
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particular, a sharp ΦDP gradient is indicated with white lines, where it appears that
ΦDP values increase with elevation. A cross-section of the specific differential prop-
agation phase KDP [123] (derived from the ATD’s MCDB3 data) is derived from
ΦDP along the white lines to verify that ΦDP estimates are well calibrated in eleva-
tion, it is presented in Figure 6.5. It shows changes in KDP ranging from 0 ◦ km−1
to 4.8 ◦ km−1, and a vertical structure that is consistent with the increase in Zh as
a function of altitude. This vertical KDP structure is typically observed with range-
height indicator (RHI) scans through heavy precipitation cores [124, 125]. Note
that KDP was selected because it reveals changes in ΦDP that otherwise may not be
apparent due to the wide range of ΦDP values. Comparing the fields of ρhv, it is
noted that high values (ρhv ≥ 0.9) are estimated, as is expected for meteorological
scatterers. In the region enclosed with white dotted ellipses, relatively lower values
of ρhv are measured (∼0.95), and is is apparent that values decrease with increasing
elevation. This is probably caused by the path integrated attenuation as the polari-
metric wave traverses the high Zh core and the SNR is < 10 dB [126, 127]. This
hypothesis is consistent with the higher Zh’s observed at higher elevations, which
causes larger attenuation.
A qualitative analysis of panels from scan 1B and scan 2, both at the 0.9◦ ele-
vation angle, is provided next. A quick comparison of corresponding panels shows
that data collected with the MCDB3 beam type have lower azimuthal resolution and
sensitivity. That is, the footprint of Zh echoes is larger on data from scan 2 (i.e.,
better sensitivity), and spatial features appear better defined (i.e., better azimuthal
resolution) also in data from scan 2 (e.g., the region with the Zh core indicated by
the arrows in the panels of Zh). This was expected since the use of spoiled transmit
beams increases the two-way beamwidth and reduces sensitivity, as discussed in
Chapter 4. Qualitative comparison of Zh fields shows that estimates appear to have
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Figure 6.5: Cross-section of the specific differential phase KDP (derived from the
ATD’s MCDB3 data) along the white lines in Figure 6.4 confirm the presence of a
ΦDP gradient.
comparable values, but the texture of the field from scan 1B appears smoother. This
is because the DB technique is used to increase the number of coherently processed
samples by RF = 3, from M = 65 to MDB = 195. Although the degraded az-
imuthal resolution in scan 1 smears spatial features, this is independent from the
standard deviation of radar-variable estimates. The smoothness in the texture of the
field, as gauged by the reduction in the “salt and pepper” noise [128], is achieved
by the larger number of available samples obtained using DB. For the benchmark
parameters discussed earlier, namely, SNR = 10 dB and σv = 4 m s−1 (and the same
Ts = 3 ms), the expected standard deviation of Zh estimates is reduced from 0.32
dB to 0.18 dB when samples are increased from M = 65 to MDB = 195. It is also
noted that the reflectivity core indicated by the light-blue arrows has larger values
(∼1 - 2 dB) in scan 2. A possible hypothesis for this is that the Zh core in scan 1C
descended in elevation (from 1.3◦ to 0.9◦) over the 49 s period between these scans.
Similar conclusions can be drawn by comparing fields of ZDR. The difference in az-
imuthal resolution is more apparent in fields of ΦDP, since radially oriented features
are more sharply defined in fields derived from scan 2. Nevertheless, estimated val-
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ues are comparable and a similar change in ΦDP along the Zh core (of ∼ 100◦ as
noted previously) is observed in both fields. Comparing the fields of ρhv, it is noted
that similar features of lower ρhv (∼ 0.95) are observed in the area enclosed by the
white ellipses on fields from both scans. The field of ρhv estimates from scan 1B
also appears to have a smoother texture.
This qualitative analysis indicates that the MCDB3 beam type was effectively
implemented and calibrated for polarimetric weather observations. Key takeaways
from the analysis are (1) MCS and DB can operate in conjunction to enhance az-
imuthal resolution and reduce the variance of estimates, without introducing appar-
ent biases or unexpected artifacts in that could affect the quality of radar-variable
estimates, (2) the techniques are compatible with sets of simultaneous digitally
formed beams in elevation (3) the use of simultaneous beams in elevation provides
a complementary way to reduce the scan-time (as concluded by [44, 86]), and re-
laxes the need for very high rotation speeds to achieve the same scan-time reduction
factor as when using DB in azimuth only. The RPAR VCP defined in section 6.2
can be implemented with this beam type to achieve 1.06 min volume scan times. If
the RPAR is designed to achieve angular resolution requirements using the MCDB3
and FBD3 beam types, and it can rotate at speeds of∼ 30◦ s−1, it would be possible
to achieve the NOAA/NWS RFR.
6.3.1 Comparison with KCRI Radar
Data collected with the ATD system using the MCDB3 beam type are now com-
pared to data simultaneously collected with the collocated KCRI WSR-88D radar.
KCRI scan parameters are provided in Table 6.3. This analysis is conducted to
check the quality of the MCDB3 data against that of a well-known reference radar.
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First, data are qualitatively analyzed to verify that the meteorological interpreta-
tion of MCDB3 fields is similar to that from KCRI fields. This would indicate that
polarimetric calibration of MCDB3 fields was sufficient for interpretation. It is im-
portant to remember that these radar systems are different, and known differences
in resolution and sensitivity are expected. An RPAR with the same effective resolu-
tion and sensitivity as KCRI would not incur these degradations. Furthermore, data
from scans 3, 4, and 5, from the KCRI radar are not simultaneously collected and
there are periods of 57 s and 52 s between scans 3–4 and 4–5, respectively. Since
KCRI’s scan 4 (at 0.9◦ elevation) and the ATD’s scan 1B (also at 0.9◦ elevation) are
only 18 s apart, these are used for a quantitative analysis.
Fields of radar-variable estimates resulting from processing scans 3–5 are pre-
sented in Figure 6.6. Panels are organized as follows: the first three columns cor-
respond to scans 3 (0.5◦), 4 (0.9◦), and 5 (1.3◦), respectively, and the rightmost
column corresponds to scan 1B (i.e., MCDB3 at 0.9◦); the rows from top to bottom
show fields of radar Zh, ZDR, ΦDP, and ρhv. The KCRI time-series data presented
in these panels were processed with the conventional super-resolution mode and
∆φ = 0.5.
Qualitative analysis of the Zh and ZDR fields derived from KCRI scans indicates
that as elevation increases, there is an increase in estimated Zh values and a decrease
in estimated ZDR values. This is consistent with corresponding ATD fields derived
from MCDB3 data. Fields of ΦDP estimates also show similar qualitative features;
there is an increase from the initial system ΦDP of 60◦ to about 160◦ along the
radial crossing the Zh core (indicated with the light-blue arrow in the panel of Zh
from scan 1B). An apparent decrease in fields of ρhv is observed in the region where
the Zh core is (white dotted circle in the panel of ρhv from scan 1B). This is also
consistent with corresponding ATD fields in Figure 6.4 and is likely a result of
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Figure 6.6: Fields of radar-variable estimates resulting from processing scans 3–
5. Panels are organized as follows: the first three columns correspond to scans 3
(0.5◦), 4 (0.9◦), and 5 (1.3◦), respectively, and the rightmost column corresponds to
scan 1B (i.e., MCDB3 at 0.9◦); the rows from top to bottom show fields of Zh, ZDR,
ΦDP, and ρhv.
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attenuation as the wave propagates through the Zh core. Further, a small region
with low ρhv estimates is indicated with a black square. Corresponding squares are
placed in the Zh fields to show that reflectivities in that region are very low (∼ 10
dBZ), and therefore the low ρhv estimates are likely a result of attenuation and low
SNRs from echoes in the region. This analysis indicates similar meteorological
characteristics as those observed in the analysis of MCDB3 data.
A qualitative comparison of corresponding fields derived from scans 4 (KCRI)
and 1B (ATD) indicates good agreement between estimated values. That is, similar
meteorological features are observed in approximately the same location and their
values are comparable. A clear difference in angular resolution and sensitivity is
observed, as expected. Analogous to previous comparisons, data from KCRI have
a larger footprint (i.e., better sensitivity) and spatial features are narrower in the
azimuthal direction (i.e., better azimuthal resolution). Fields of estimates from scan
1B appear to have a smoother texture than corresponding ones from scan 2. This
is due to the larger number of available samples to process data from scan 1B (i.e.,
MDB = 195), similar to the previous comparison.
Time-series data from the KCRI radar are reprocessed following a similar
methodology as that described in section 4.4 for a fair quantitative comparison with
ATD data. The bivariate density maps in Figure 6.7 are computed from these fields
using an SNR threshold of 15 dB and illustrate the correlation between estimates
derived from both systems. As in Chapter 5, these density maps are approximate
probability density functions. The Pearson correlation coefficient r between the es-
timates is indicated in each sub-figure title. It indicates a significant correlation (i.e.,
r > 0.9) for estimates shown in panels (a) Zh and (c) ΦDP, a considerable correla-
tion for estimates shown in panel (b) ZDR, and a moderate correlation for estimates
shown in panel (d) ρhv. Significant correlations between corresponding Zh and ΦDP
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estimates are very promising; they verify the effectiveness of the MCDB3 scan 1B
to retrieve these variable estimates. Correlation between ZDR estimates is consid-
erable (higher than similar results obtained in Chapter 5), and the bivariate density
map is well aligned with the x = y line. There is a larger spread of ρhv estimates
about the x = y line, but estimates from both systems appear be well concentrated
in the 0.98–0.99 range. Since the standard deviation of the ρhv estimator increases
(a) Zh (b) ZDR
(c) ΦDP (d) ρhv
Figure 6.7: Bivariate density maps computed from scans 1B (ATD) and 4 (KCRI).
These density maps are normalized to approximate a probability density function.
The Pearson correlation coefficient r between the estimates is indicated in each
sub-figure title.
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from ∼0.01 to ∼0.04 [11] as the true ρhv decreases from 0.99 to 0.9 (which are ob-
served in the fields of estimates in Figure 6.6) for σv = 2 m s−1 and SNR = 15 dB, it
is reasonable to assume this could impact the Pearson correlation between ATD and
KCRI fields. Further, although the same noise estimator was used to process both
datasets, the radar systems are not the same (e.g., data precision is different). And
since the performance of ρhv is very dependent on the accuracy of estimated noise
values for H and V [129], this could also increase the spread of values in the bivari-
ate maps and lower the Pearson correlation. These results are very encouraging and
consistent with previous results.
6.4 Chapter 6 Summary
This chapter provides a way to use advanced RPAR scanning techniques to design
a CONOPS capable of meeting radar functional requirements. In section 6.1 the
RPAR techniques described in chapters 3, 4, and 5 were integrated to operate in
conjunction. By jointly utilizing MCS and DB the RPAR’s azimuthal resolution
is enhanced, and the scan time and/or the variance of estimates can be reduced.
The integration of these with FBT exploits dwell flexibility and would enable the
use of real-time adaptive scanning techniques to improve data quality. Two beam
types derived from the integrated techniques were described in section 6.1.1. Digital
beamforming in elevation was also exploited in these beam types to scan additional
independent beams in elevation. This relaxes the need for very high rotation speeds
and provides a way to achieve large scan-time reduction factors.
The RPAR beam types defined in section 6.1.1 are used to design a scanning
strategy. The proposed RPAR VCP exploits the techniques introduced in this dis-
sertation and takes 1.06 min to complete. For this VCP to be effective in meeting
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the functional requirements, certain tradeoffs must be accounted for in the radar
design process. For example, the use of spoiled transmit beams (with digital beam-
forming) provides a means to reduce the scan time but it puts more demands on
the system design. As discussed previously, one way to compensate for this loss in
resolution is to increase the size of the aperture. While this will increase the cost of
the system, it is reasonable to assume that a single-face RPAR with a larger aperture
would still be more affordable than a 4F-PAR.
The chapter concluded with a demonstration of the MCDB3 beam used for po-
larimetric weather observations. The MCDB3 beam was implemented such the
three elevations sampled simultaneously match the three lowest elevation angles
in VCP 212 (i.e., 0.5◦, 0.9◦, 1.3◦). These polarimetric data were calibrated and
were compared to data collected with the ATD system sampling the 0.9◦ elevation
by mimicking an RR system. Then, a quantitative verification of the results was
carried out by comparing the data to that collected with the KCRI system. Key
takeaways of this chapter include (1) the techniques presented in this dissertation
can be integrated to operate simultaneously, (2) a combination of advanced scan-
ning techniques is needed to achieve the requirements, (3) engineering tradeoffs









This dissertation focused on exploring advanced RPAR scanning techniques in sup-
port of meeting future radar functional requirements. A survey of unique PAR ca-
pabilities was conducted in Chapter 2 to determine which ones could be exploited
under an RPAR CONOPS. Three capabilities were selected for further investiga-
tion: beam agility, digital beamforming, and dwell flexibility. The RPARs beam
agility was exploited to minimize the beam smearing that results from the rotation
of the antenna system over the collection of samples in the coherent processing in-
terval. The use of digital beamforming was discussed as a possible way to reduce
the scan time and/or the variance of estimates. The PAR’s dwell flexibility capabil-
ity was explored as a possible way to tailor the scan to meteorological observations
with the goal of improving data quality, i.e., increasing the maximum unambiguous
velocity (which could reduce the occurrence of aliasing) and reducing the variance
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of estimates.
The MCS technique investigated in Chapter 3 provides a way to reduce the
RPARs effective beamwidth and potentially meet NOAA/NWS requirements with
a smaller antenna aperture than the one that would be needed to achieve the required
HPBW if beam smearing is not mitigated. The MCS technique was described and
expressions for the MCS pointing angles were provided for the general case with
the antenna plane tilted with respect to earth. A theoretical analysis of the impact
of MCS on the quality of signal power and copolar correlation coefficient estimates
was conducted. This resulted in simple expressions that can be used in the design
process of candidate RPAR systems. Through high fidelity RPAR simulations, the
effectiveness of MCS in mitigating beam smearing as a function of antenna phase
shifter bits, antenna size, and normalized azimuthal sampling was quantified. Fur-
ther, the impacts of copolar beamsteering biases resulting from the use of MCS were
quantified over a large scan sector using simulations and were found to be negligible
with respect to stationary operation of the same RPAR. The BMCS CONOPS was
implemented on the ATD system to demonstrate the MCS technique. First, a point
target located in the vicinity of the ATD system was scanned without electronic
beam steering (i.e., mimicking a parabolic-reflector antenna) and with BMCS. This
confirmed that the beam pointing accuracy of the BMCS implementation was suf-
ficient to mitigate beam smearing effects. Then, the BMCS CONOPS was demon-
strated by scanning meteorological scatterers. Fields of polarimetric-variable esti-
mates from the BMCS CONOPS were compared to those obtained when scanning
without beam steering. These results were verified by quantifying absolute radar-
variable-estimate differences with respect to a collocated WSR-88D system that
has inherently better azimuthal resolution. The BMCS data were shown to produce
fields of radar-variable estimates with generally narrower features.
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The DB technique introduced in Chapter 4 provides a way to either reduce
the scan-update times or to reduce the variance of radar-variable estimates by az-
imuthally spoiling the transmit beam while receiving multiple digital beams as the
radar rotates in azimuth. Specifically, the rotation rate of the platform is derived
from the duration of the CPI to produce the desired spatial sampling. This results
in beams from subsequent CPIs in approximately the same directions, which in-
creases the number of available data samples for processing. The increased number
of available data samples can be coherently processed to reduce the variance of esti-
mates. Alternatively, by reducing the number of samples per CPI and increasing the
RPAR’s rotation rate, the scan time can be reduced without increasing the variance
of estimates. The two-way beam patterns for the narrow and spoiled transmit beams
were characterized in terms of the spatial resolution (beamwidth and peak sidelobe
levels), and sensitivity. These measurements were used to quantify the impact of
using spoiled transmit beams on the data quality, and to provide a calibration pro-
cedure for the implementation and testing of the technique. Radar calibration for
the DB technique was verified by scanning external targets and comparing the mea-
sured power and phases of two-way beams prior-to and post applying the calibration
procedure. The DB technique was used to reduce the scan time by collecting two
scans of data; one using a two-way narrow beam (for reference) rotating the PAR
at ω = 4 ◦ s−1, and the other using the DB technique and collecting comparable
data twice as fast. Then, the DB technique was used to reduce the variance of
radar-variable estimates. This was accomplished by collecting two scans of data,
one using a two-way narrow beam (for reference) rotating the PAR at ω = 4 ◦ s−1,
and the other using the DB technique, which produced visibly smoother fields of
radar products. Results presented show that the DB technique can be used to reduce
the scan time or the variance of radar-variable estimates at the expense of degraded
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sensitivity and spatial resolution.
The FBT was described and demonstrated in Chapter 5 by exploiting dwell
flexibility to scan meteorological echoes with the ATD. Forward-looking beams
consist of short-dwell CPIs for which the steering angles are ahead of the radar
rotation and are designed to provide sufficient surveillance information about up-
coming potential regions of interest. Back-scanning beams consist of longer dwell
CPIs for which steering angles are less or equal than those from forward-looking
beams and are designed to provide high-quality weather observations. An applica-
tion of the FB-CONOPS was used to illustrate potential benefits of this technique.
In this application, FBT eliminates the need for split cuts used in the WSR-88D
VCPs, whereby the antenna scans the same elevation angle twice to obtain unam-
biguous range and Doppler velocity measurements. That is, dwell definitions for the
forward-looking and back-scanning beams were set equal to those in the lowest ele-
vation surveillance and Doppler scans of VCP 212, respectively. This resulted in the
collection of surveillance and Doppler scan data in one revolution of the antenna.
Further, the DB technique was used with the forward-looking beams to reduce the
scan time. Time-series data from a collocated WSR-88D system were reprocessed
in a commensurate way to evaluate the performance of the FBT data collected with
the ATD system. A quantitative analysis of corresponding fields of polarimetric
radar-variable estimates indicated significant correlation between fields of Zh, vr,
and ΦDP, and considerable correlation between fields of ZDR and ρhv. This ver-
ified the implementation of the FBT on the ATD. An implementation of the FBT
under an adaptive scanning CONOPS was emulated. A simple adaptive FBT algo-
rithm was described, and results were quantified using theoretical expressions for
the standard deviation of Zh and vr estimates. Finally, a discussion about the
potential of using adaptive scanning to reduce the update times was presented.
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In Chapter 6, the techniques introduced were integrated and used to design an
RPAR VCP. By jointly utilizing MCS and DB the RPAR’s azimuthal resolution
is enhanced and the scan time and/or the variance of estimates can be reduced.
The integration of these with FBT exploits dwell flexibility and enables the use
of real-time adaptive scanning techniques to improve the data quality. Two beam
types derived from the integrated techniques were defined. Digital beamforming
in elevation was also exploited in these beam types to scan additional independent
beams in elevation. The MCDB3 and FB3 beams are used as building blocks to
design an RPAR VCP that takes approximately 1 minute to complete. For this VCP
to be effective in meeting the functional requirements, certain tradeoffs must be
accounted for in the radar design process. The MCDB3 beam was implemented on
the ATD such the three elevations sampled simultaneously match the three lowest
elevation angles sampled in VCP 212 (i.e., 0.5◦, 0.9◦, 1.3◦). Polarimetric weather
data were collected using the MCDB3 beam and a quantitative verification of the
results was carried out by comparing this data to that collected with a collocated
WSR-88D.
7.2 Conclusions
The MCS technique is capable of enhancing azimuthal resolution of the RPAR and
has shown to be feasible for polarimetric weather radar observations. The tech-
nique could be integrated with other advanced complementary techniques (e.g.,
BMX [24], ADAPTS [23], range oversampling [130]) to attain the performance
levels required to meet radar functional requirements. It was demonstrated that for
relatively large planar RPARs, 6-bit phase shifters provide sufficient pointing accu-
racy to effectively implement MCS and mostly mitigate beam smearing, while 7-bit
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phase-shifters would be desirable to largely eliminate smearing effects. Further, the
impacts of copolar beamsteering biases resulting from the use of MCS were quanti-
fied over a large scan sector using simulations and were found to be negligible with
respect to stationary operation of the same RPAR. If the pointing accuracy of an-
tenna elements were insufficient, the RPAR would be unable to accurately sample
concentric resolution volumes using MCS. While increasing the number of bits per
antenna element may increase system cost, it is likely that increasing the antenna
aperture (i.e., for an equivalent effective beamwidth) would be more costly.
The DB technique may allow an RPAR-based CONOPS to meet future radar re-
quirements if certain obtainable considerations are incorporated into the basic radar
design process. Results presented show that the DB technique can be used to re-
duce the scan time or the variance of radar-variable estimates, at the expense of
degraded sensitivity and spatial resolution (compared to using narrow pencil beams
with the same antenna aperture size). To achieve large scan-time reduction factors
using the DB technique, the azimuthal rotation speed has to be increased by the
desired reduction factor. Considering the mechanical rotation machinery has a high
technology-readiness level, achieving higher rotation speeds with this well-known
pedestal technology reduces the risk of designing, building, and deploying RPAR
systems with higher maximum rotation speeds. Nevertheless, since larger aper-
ture sizes may be needed to compensate the spatial resolution degradation resulting
from the use of spoiled transmit beams, it could be challenging to achieve high
rotation rates with a larger and heavier antenna. Achieving high reduction factors
(e.g., RF = 5) may be challenging due to the required rotation speeds, consider that
an operational implementation can be designed using a small time-reduction factor
(e.g., RF = 2). This relatively low increase in the rotation speed would reduce the
scan time by a factor of 2, with relatively modest demands on mechanical rotators.
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This could also result in a relatively smaller increase in the aperture size required to
meet two-way sidelobe requirements given that a narrower spoiled transmit beam
would be used. That is, RPARs that are specifically designed to exploit the use of
spoiled transmit beams should account for the increased two-way sidelobe levels
to meet the requirements. While this may require increasing the aperture, it also
allows for advanced techniques (such as DB) that support meeting demanding re-
quirements with an affordable architecture (compared to the stationary four-faced
PAR). A possible consideration is to design an aperture that meets the beamwidth
requirements when using narrow beams and increase the size of the receive aper-
ture only to lower sidelobe levels of two-way beams using spoiled transmit tapers.
Another alternative is to define an operational mode in which spatial resolution and
sensitivity degradations resulting from the use of the DB technique are an accept-
able tradeoff to reduce the scan time or the variance of radar-variable estimates.
The FBT could be used to improve data quality under an adaptive scanning
CONOPS and to reduce the scan time when coupled with the DB technique for the
forward-looking beams. The demonstration of the FB-CONOPS shows that it is
possible to implement MCS at steering angles away from the broadside and to pro-
duce calibrated radar-variable estimates without apparent radar sampling artifacts
caused by MCS. The adaptive FBT algorithm emulated in this dissertation, shows
that information from forward-looking beams could be used to decide if there are
significant weather echoes in upcoming beam positions, to determine the maximum
range of storms observed, and shorten the PRTs of back-scanning beams to match
the unambiguous range with that of the maximum range of observed storms (in-
creasing the Nyquist co-interval).
Finally, if certain considerations are incorporated into the basic radar design
process, the FB3 and the MCDB3 beams could be implemented to reduce the scan
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time to ∼1 minute while meeting other radar functional radar requirements. Data
produced with the RPAR VCP presented were well correlated with data from a co-
located WSR-88D, despite radar system differences. This key result indicates that
single-face RPAR’s with sufficient capabilities could, in principle, achieve optimal
requirements. This RPAR would require a larger aperture than a single-face of a
4F-PAR that meets optimal requirements to compensate for increased beamwidth
and sidelobe levels; it would need to support increased sensitivity either by increas-
ing the peak power per antenna element or being able to transmit longer pulse-
compression waveforms (i.e., higher duty cycle); and it would need to rotate at
speeds comparable to those of the current WSR-88D. Further, it would need to
support digital beamforming capabilities to produce a total of 9 simultaneous dual-
polarization beams, within relatively narrow spoiled beam factors in azimuth and
elevation. In summary, by simultaneously exploiting advanced RPAR capabilities
and incorporating certain tradeoffs in the radar design process, it is possible to de-
sign RPAR CONOPS capable of achieving demanding radar functional require-
ments. It is expected that the outcome of this research effort will provide valuable
information that can support the design of the future U.S. weather surveillance radar
network.
7.3 Future Work
The initial investigation of RPAR capabilities and CONOPS provided in this disser-
tation is the first step in the direction of exploring possibilities with rotating arrays
for polarimetric weather observations. Promising results indicate that further RPAR
research would be valuable to explore the feasibility of this architecture in meet-
ing future NWS observational needs. That is, research efforts should be focused
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on developing other advanced RPAR scanning techniques, integrating these tech-
niques with existing ones, and exploring RPAR architectures that could support the
advanced capabilities required to meet the requirements. Answers to these funda-
mental questions will be critical to inform NOAA’s decision when considering the
RPAR architecture as the radar for the future U.S. Weather Surveillance Network.
The flexibility of PAR technology can be exploited in many ways to reduce
the scan time or improve the quality of radar-variable estimates. An alternative
technique that could be used to reduce the RPAR’s scan time involves the use of
concatenated pulse transmissions in multiple directions, followed by simultaneous
reception and processing of the digitally formed beams. The Multi-Beam Technique
(MBT) can be used to achieve a scan-time reduction factor proportional to the num-
ber of digitally formed beams [121]. This could be integrated with MCS, and possi-
bly also with the DB technique. Key challenges with the MBT are the suppression
of unwanted mainlobe-sidelobe coupling signals and the cross-polar contamination
of H and V polarizations as the beams are steered far away from the principal planes.
Furthermore, the MBT technique relies on the transmission of temporally concate-
nated pulses, and thus, may limit the use of long pulse-compression waveforms
to achieve sensitivity requirements. Pulse compression would require a significant
increase in the duty cycle requirements (proportional to the number of beams trans-
mitted), and long blind ranges would need to be mitigated. A demonstration that
the MBT can be used for polarimetric observations and without increased sidelobe
interference is critical in validating that meteorological PAR can achieve the desired
rapid volume scanning without impacting the quality of its observations [131].
Adaptive scanning algorithms for RPAR could lead to improved data quality
or even reduced scan-update times. A comprehensive investigation of potential
adaptive scanning techniques compatible with the RPAR architecture has to be con-
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ducted. A first step could involve the use of high-fidelity simulations to evaluate
adaptive scanning techniques exercising different tradeoffs, and their impact on the
scan time, spatial sampling, or the quality of estimates. The FB-CONOPS could
serve as the basis for studying these adaptive scanning techniques, and their po-
tential benefits in terms of meeting future radar functional requirements. The next
step could involve the development and implementation of a real-time scheduler
capable of supporting an adaptive CONOPS. One of the main challenges for the
use of adaptive scanning techniques with RPAR is the constantly changing set of
beam positions to be scanned. That is, the limited visible region of a PAR antenna
coupled with the mechanical rotation of the RPAR’s pedestal limits the available
time an adaptive algorithm has to operate on meteorological echoes of interest. As
indicated in this dissertation, slow rotation speeds will favor the use of adaptive
techniques.
A critical element for the deployment of an affordable network of RPARs is the
design of a specific radar architecture that supports the CONOPS. That is, with a
few candidate RPAR CONOPS capable of meeting the requirements, an evaluation
of the most cost-effective implementation for the RPAR system that supports the
CONOPS must be pursued. One of the open questions is related to the aperture size
that would be required to meet spatial resolution requirements as a function of the
CONOPS. While the use of MCS leads to a reduction in the size of the aperture that
meets angular requirements, the use of digital beamforming (and techniques such
as DB) increases it. These techniques counteract each other (i.e., one reduces the
effective HPBW, the other one increases it), therefore, it is important to consider
both effects when designing a specific RPAR architecture to meet the RFR. Further,
several channels are needed to form multiple simultaneous receive beams. Depend-
ing on the number of simultaneous beams needed, the architecture could be based
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on overlapped sub-arrays in two dimensions [33] (such as the ATD), overlapped
sub-arrays in one dimension and digital channels in the other, or a fully digital ar-
ray [132, 133]. The level of digitization will be dictated by the functional radar
requirements and the capabilities needed to implement the CONOPS. Rigorous re-
search on potential RPAR architectures and their associated CONOPS, capable of
meeting the demanding functional requirements will be of high value.
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Priegnitz, J. Thompson, and D. A. Warde, “Adaptive-weather-surveillance
and multifunction capabilities of the national weather radar testbed phased
array radar,” Proceedings of the IEEE, vol. 104, no. 3, pp. 660–672, Mar.
2016. DOI: 10.1109/JPROC.2015.2484288.
[24] T.-Y. Yu, M. B. Orescanin, C. D. Curtis, D. S. Zrnić, and D. E. Forsyth,
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[74] D. Zrnić, R. Doviak, G. Zhang, and A. Ryzhkov, “Bias in Differen-
tial Reflectivity due to Cross Coupling through the Radiation Patterns
of Polarimetric Weather Radars,” Journal of Atmospheric and Oceanic
Technology, vol. 27, no. 10, pp. 1624–1637, Oct. 2010. DOI: 10 . 1175 /
2010JTECHA1350.1.
[75] V. Chandrasekar and R. J. Keeler, “Antenna Pattern Analysis and Measure-
ments for Multiparameter Radars,” Journal of Atmospheric and Oceanic
Technology, vol. 10, no. 5, pp. 674–683, Oct. 1993. DOI: 10.1175/1520-
0426(1993)010〈0674:APAAMF〉2.0.CO;2.
[76] A. L. Pazmany, J. C. Galloway, J. B. Mead, I. Popstefanija, R. E. McIn-
tosh, and H. W. Bluestein, “Polarization Diversity Pulse-Pair Technique for
Millimeter-WaveDoppler Radar Measurements of Severe Storm Features,”
Journal of Atmospheric and Oceanic Technology, vol. 16, no. 12, pp. 1900–
1911, Dec. 1999. DOI: 10.1175/1520-0426(1999)016〈1900:PDPPTF〉2.0.
CO;2.
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[78] M. Sachidananda and D. S. Zrnić, “Efficient Processing of Alternately Po-
larized Radar Signals,” Journal of Atmospheric and Oceanic Technology,
209
vol. 6, no. 1, pp. 173–181, Feb. 1989. DOI: 10 . 1175 / 1520 - 0426(1989 )
006〈0173:EPOAPR〉2.0.CO;2.
[79] C. M. Kuster, J. C. Snyder, T. J. Schuur, T. T. Lindley, P. L. Heinselman,
J. C. Furtado, J. W. Brogden, and R. Toomey, “Rapid-Update Radar Obser-
vations of ZDR Column Depth and Its Use in the Warning Decision Pro-
cess,” Weather and Forecasting, vol. 34, no. 4, pp. 1173–1188, Aug. 2019.
DOI: 10.1175/WAF-D-19-0024.1.
[80] P. Barton, “Digital beam forming for radar,” IEE Proceedings F - Commu-
nications, Radar and Signal Processing, vol. 127, no. 4, pp. 266–277, Aug.
1980. DOI: 10.1049/ip-f-1:19800041.
[81] H. Steyskal, “Digital beamforming-an emerging technology,” in MILCOM
88, 21st Century Military Communications - What’s Possible?’. Conference
record. Military Communications Conference, Oct. 1988, 399–403 vol.2.
DOI: 10.1109/MILCOM.1988.13422.
[82] M. Chryssomallis, “Smart antennas,” IEEE Antennas and Propagation
Magazine, vol. 42, no. 3, pp. 129–136, Jun. 2000. DOI: 10.1109/74.848965.
[83] B. D. Van Veen and K. M. Buckley, “Beamforming: A versatile approach to
spatial filtering,” IEEE ASSP Magazine, vol. 5, no. 2, pp. 4–24, Apr. 1988.
DOI: 10.1109/53.665.
[84] S. H. Talisa, K. W. O’Haver, T. M. Comberiate, M. D. Sharp, and O. F.
Somerlock, “Benefits of digital phased array radars,” Proceedings of the
210
IEEE, vol. 104, no. 3, pp. 530–543, Mar. 2016. DOI: 10.1109/JPROC.2016.
2515842.
[85] P. M. Peterson, N. I. Durlach, W. M. Rabinowitz, and P. M. Zurek, “Mul-
timicrophone adaptive beamforming for interference reduction in hearing
aids.,” eng, Journal of rehabilitation research and development, vol. 24,
pp. 103–10, 4 Fall 1987.
[86] B. Isom, R. Palmer, R. Kelley, J. Meier, D. Bodine, M. Yeary, B.-L.
Cheong, Y. Zhang, T.-Y. Yu, and M. I. Biggerstaff, “The Atmospheric Imag-
ing Radar: Simultaneous Volumetric Observations Using a Phased Array
Weather Radar,” Journal of Atmospheric and Oceanic Technology, vol. 30,
no. 4, pp. 655–675, Apr. 2013. DOI: 10.1175/JTECH-D-12-00063.1.
[87] C. D. Curtis, M. Yeary, and J. L. Lake, “Adaptive nullforming to mitigate
ground clutter on the national weather radar testbed phased array radar,”
IEEE Transactions on Geoscience and Remote Sensing, vol. 54, no. 3,
pp. 1282–1291, Mar. 2016. DOI: 10.1109/TGRS.2015.2477300.
[88] F. Nai, S. M. Torres, and R. D. Palmer, “Adaptive beamspace processing
for phased-array weather radars,” IEEE Transactions on Geoscience and
Remote Sensing, vol. 54, no. 10, pp. 5688–5698, Oct. 2016. DOI: 10.1109/
TGRS.2016.2570138.
[89] R. J. Mailloux, Phased array antenna handbook. Artech house, 2017.
211
[90] S. M. Torres and D. Schvartzman, “A Simulation Framework to Support
the Design and Evaluation of Adaptive Scanning for Phased-Array Weather
Radars,” Journal of Atmospheric and Oceanic Technology, 2020.
[91] P. L. Heinselman, D. L. Priegnitz, K. L. Manross, T. M. Smith, and R. W.
Adams, “Rapid sampling of severe storms by the National Weather Radar
Testbed phased-array radar,” Wea. Forecasting, vol. 23, pp. 808–824, 2008.
[92] K. A. Bowden, P. L. Heinselman, D. M. Kingfield, and R. P. Thomas, “Im-
pacts of phased array radar data on forecaster performance during severe
hail and wind events,” Weather and Forecasting, no. 2015, 2015.
[93] P. L. Heinselman, D. S. LaDue, and H. Lazrus, “Exploring impacts of
rapid-scan radar data on nws warning decisions,” Weather and Forecasting,
vol. 27, no. 4, pp. 1031–1044, 2012.
[94] J. N. Chrisman, “Automated volume scan evaluation and termination
(avset),” in 34th Conference on Radar Meteorology, 2009.
[95] D. McLaughlin, D. Pepyne, V. Chandrasekar, B. Philips, J. Kurose, M.
Zink, K. Droegemeier, S. Cruz-Pol, F. Junyent, J. Brotzge, D. Westbrook,
N. Bharadwaj, Y. Wang, E. Lyons, K. Hondl, Y. Liu, E. Knapp, M. Xue,
A. Hopf, K. Kloesel, A. DeFonzo, P. Kollias, K. Brewster, R. Contreras,
B. Dolan, T. Djaferis, E. Insanic, S. Frasier, and F. Carr, “Short-Wavelength
Technology and the Potential For Distributed Networks of Small Radar Sys-
tems,” Bulletin of the American Meteorological Society, vol. 90, no. 12,
pp. 1797–1818, Dec. 2009. DOI: 10.1175/2009BAMS2507.1.
212
[96] D. Schvartzman, S. Torres, and T.-Y. Yu, “Weather Radar Spatiotemporal
Saliency: A First Look at an Information Theory–Based Human Atten-
tion Model Adapted to Reflectivity Images,” Journal of Atmospheric and
Oceanic Technology, vol. 34, no. 1, pp. 137–152, Jan. 2017. DOI: 10.1175/
JTECH-D-16-0092.1.
[97] D. S. Zrnic and R. J. Doviak, “Effective antenna pattern of scanning radars,”
IEEE Transactions on Aerospace and Electronic Systems, vol. AES-12,
no. 5, pp. 551–555, Sep. 1976. DOI: 10.1109/TAES.1976.308254.
[98] R. A. Brown, L. R. Lemon, and D. W. Burgess, “Tornado Detection by
Pulsed Doppler Radar,” Monthly Weather Review, vol. 106, no. 1, pp. 29–
38, Jan. 1978. DOI: 10.1175/1520-0493(1978)106〈0029:TDBPDR〉2.0.
CO;2.
[99] R. A. Brown and V. T. Wood, “Simulated Vortex Detection Using a Four-
Face Phased-Array Doppler Radar,” Weather and Forecasting, vol. 27,
no. 6, pp. 1598–1603, Dec. 2012. DOI: 10.1175/WAF-D-12-00059.1.
[100] V. Kluckers, “Beam-shaping with active phased array radars,” in 2008 In-
ternational Conference on Radar, Sep. 2008, pp. 177–182. DOI: 10.1109/
RADAR.2008.4653913.
[101] H. L. Van Trees, Optimum array processing: Part IV of detection, estima-
tion, and modulation theory. John Wiley & Sons, 2004.
[102] F. Nai, “On the potential of adaptive beamforming for phased-array weather
radar,” Ph.D. dissertation, 2017.
213
[103] M. Weber, J. Cho, J. Flavin, J. Herd, and M. Vai, “Multi-function phased
array radar for us civil-sector surveillance needs,” in 32nd Conf. on Radar
Meteorology, Albuquerque, New Mex., 24–29 Oct, 2005.
[104] D. Schvartzman and S. M. Torres, “Distributed beams: A technique to re-
duce the scan time of an active rotating phased array radar system,” in 100th
American Meteorological Society Annual Meeting, AMS, 2020.
[105] F. M. Handbook, “Doppler radar meteorological observations, part c, wsr-
88d products and algorithms,” Office of the Federal Coordinator for Mete-
orology, Tech. Rep., 1991.
[106] J. C. Kirk, “Motion compensation for synthetic aperture radar,” IEEE Trans-
actions on Aerospace and Electronic Systems, vol. AES-11, no. 3, pp. 338–
348, May 1975. DOI: 10.1109/TAES.1975.308083.
[107] D. C. Law, S. A. McLaughlin, M. J. Post, B. L. Weber, D. C. Welsh, D. E.
Wolfe, and D. A. Merritt, “An Electronically Stabilized Phased Array Sys-
tem for Shipborne Atmospheric Wind Profiling,” Journal of Atmospheric
and Oceanic Technology, vol. 19, no. 6, pp. 924–933, Jun. 2002. DOI: 10.
1175/1520-0426(2002)019〈0924:AESPAS〉2.0.CO;2.
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[124] A. Ryzhkov and D. Zrnić, “Assessment of Rainfall Measurement That
Uses Specific Differential Phase,” Journal of Applied Meteorology, vol. 35,
no. 11, pp. 2080–2090, Nov. 1996. DOI: 10 . 1175 / 1520 - 0450(1996 )
035〈2080:AORMTU〉2.0.CO;2.
[125] A. V. Ryzhkov and D. S. Zrnic, “Discrimination between Rain and Snow
with a Polarimetric Radar,” Journal of Applied Meteorology, vol. 37, no. 10,
pp. 1228–1240, Oct. 1998. DOI: 10 . 1175 / 1520 - 0450(1998 ) 037〈1228 :
DBRASW〉2.0.CO;2.
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4F-PAR Four-faced Phased Array Radar
ADAPTS Adaptive Digital Signal Processing Algorithm for PAR Timely Scans
AHV Alternate transmission of horizontal and vertical polarizations
AIR Atmospheric Imaging Radar
ATD Advanced Technology Demonstrator
AVSET Automated Volume Scan Evaluation and Termination Automated Volume
Scan Evaluation and Termination
BMCS Broadside Motion-Compensated Steering
BMX Beam MultipleXing
CD Continuous Doppler
CIMMS Cooperative Institute for Mesoscale Meteorological Studies
CONOPS Concept of Operations
CPI Coherent Processing Interval
CPPAR Cylindrical Polarimetric Phased Array Radar
CS Continuous Surveillance
DB Distributed Beams
FAA Federal Aviation Administration
FB-MCS Forward-looking and Back-scanning MCS
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IOC Initial Operating Capabilities
MBT Multi-Beam Technique
MCS Motion-Compensated Steering
MIT-LL Massachusetts Institute of Technology-Lincoln Laboratory
MPAR Multi-Function Phased Array Radar
NEXRAD Next-Generation Radar
NOAA National Oceanic and Atmospheric Administration
NSSL National Severe Storms Laboratory
NWRT National Weather Radar Testbed
NWS National Weather Service
PAR Phased Array Radar
PPI Plane-Position Indicator
PRT Pulse Repetition Time
PSL Peak Sidelobe Level
QSHV Quasi Simultaneous transmission of Horizontal and Vertical polarizations
RFR Radar Functional Requirements




SENSR Spectrum Efficient National Surveillance Radar
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SHV Simultaneous transmission of Horizontal and Vertical polarizations
V Vertical
VCP Volume Coverage Pattern
WSR-88D Weather Surveillance Radar - 1988 Doppler
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Appendix B
General earth-relative MCS Pointing Angles
To account for antenna tilt on the calculation of MCS steering angles, it is first noted
that each location φ, θ, r in spherical coordinates can be expressed in the Cartesian
system as
x = r sin θ cosφy = r sin θ sinφz = r cos θ (B.1)
If the antenna is tilted by θT , each location with coordinates (x, y, z) in the
Cartesian coordinate system referenced to the ground has the corresponding loca-
tion (xA, yA, zA) in the Cartesian system referenced to the antenna. Given φ, θ, r,







cos θT 0 sin θT
0 1 0








r sin θ cosφ cos θT + r cos θ sin θT
r sin θ sinφ




Then, each location φ, θ in spherical coordinates tied to the ground has the























arccos (− sin θ cosφ sin θT + cos θ cos θT) .
(B.3)
Thus, if desired scan angle is at φ0, θ0 (in the spherical coordinates referenced to
the ground) the commanded location to which the tilted array must steer the beam,
to point at φ0, θ0, is found using B.3. Following the same rationale, each location
φA, θA in spherical coordinates referenced to the antenna has the corresponding








sin θA cosφA sin θT + cos θA cos θT
)
.
(B.4)
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