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Abstract 
Current and projected human-induced global warming is one of the major threats for natural and 
anthropogenic systems in the XXI century. Technologies aiming at manipulating the earth’s 
climate system, which are known as geoengineering or climate engineering, are considered as a 
potential option to decelerate the global warming and stabilize the climate. Although climate 
engineering actually aims to control the climate, geoengineering operations are still 
predominantly considered as intentional large-scale interventions on the climate system rather 
than techniques for climate control within the scope of the conventional control theory. In this 
paper, the new method is considered that allows identifying the “perfect” scenario of climate 
engineering operations based on the optimal control theory. The application of this approach is 
demonstrated using zero-dimensional energy-balance climate model in which the global average 
surface temperature represents the system’s state variable and the albedo of aerosols injected 
into the stratosphere is designated as the control variable. Pontryagin’s maximum principle is 
applied to find the best possible control and the associated climate system’s trajectory for a 
specific objective function (performance measure). Discussed illustrative results were 
analytically and numerically calculated using the four greenhouse gas concentration scenarios 
based on the Representative Concentration Pathways. Apparently, the use of the optimal control 
theory can provide valuable information for the development of optimal strategies for climate 
manipulation in order to counter global warming. 
 
Keywords: climate change; geoengineering; climate engineering; solar radiation management; 
optimal control; dynamical systems. 
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1 Introduction 
The ongoing increase in global average surface temperature induced by human activity is one of 
the greatest challenges facing mankind in the XXI century (IPCC 2013). To counter global 
warming, a wide range of technologies and methods known as geoengineering or climate 
engineering, have been proposed. The detailed review and analysis of climate engineering can be 
found in numerous publications (e.g., Goodell 2011; Jones at al. 2016; Keith 2013; Launder and 
Thompson 2010; MacCracken 2009; Ming et al. 2014; Stilgoe 2015; Shepherd et al. 2009; 
Wigley 2006). This article is not intended to provide an overview of geoengineering methods and 
approaches. Instead, we only emphasize that among many possible technologies solar radiation 
management (SRM) by injection of aerosols or aerosol precursors into the stratosphere represents 
one of the most realistic and feasible solutions. The goal of SRM is to induce a negative radiative 
forcing of the climate system and, consequently, to partially compensate the positive radiative 
forcing caused by growing concentrations of greenhouse gases (GHGs) in the atmosphere (e.g., 
Budyko 1974; Crutzen 2006; McClellan et al. 2012; Pope et al. 2012; Rasch et al. 2008; Robock 
et al. 2009). To be able to suggest geoengineering to fight global warming, we obviously have to 
assume that the climate system can be controlled by humans to some extent. Nevertheless, 
climate engineering and, in particular, SRM is primarily considered outside the framework of the 
conventional control theory (e.g., Bubnicki 2005; Isidori 1999; Zabczyk 2007). Effects of SRM 
interventions are commonly evaluated by computer simulations which involve the development 
of particular scenarios for SRM operations (e.g. Jarvis and Leedal 2012; Kravitz et al. 2015 and 
the references therein), although developing hypothetical scenarios is a process with an 
unavoidable element of subjectivity. Thus, from the standpoint of the control theory, the 
objectives of geoengineering operations and associated constraints and limitations are formulated 
rather vaguely. Meanwhile, climate engineering is a purposeful process having the objective that 
can be mathematically formulated in terms of an extremal problem which can be solved using 
methods of the optimal control theory (Bellman 1957; Kirk 1970; Pontryagin et al. 1962; Sontag 
1990). This approach known as geophysical cybernetics was introduced in the late 1970s as a 
new multidisciplinary research area for planning and implementation of human deliberate 
interventions on dynamical, physical and chemical processes in the earth’s climate system on the 
basis of the ideas and methods from cybernetics (Yusupov 1979). Ultimately, this means that the 
climate system and its subsystems and processes can be viewed as self-regulating control 
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systems, while specifically-trained operators, equipped with special tangible resources, act as 
controller. Some ideas of geophysical cybernetics have been discussed by Schellnhuber and 
Kropp (1998) and Peng at al. (2002) in the context of global environmental and socio-economic 
development management. An optimal control problem (OCP) for weather modification and 
climate manipulation, both probabilistically and deterministically, has been conceptually 
formulated in our previous publications (e.g., Gaskarov et al. 1998; Soldatenko and Yusupov 
2015a; Soldatenko and Yusupov 2015b; Soldatenko and Yusupov 2016; Soldatenko 2017) taking 
into account that the earth’s climate is a large-scale physical system with unique properties and 
numerous positive and negative feedback loops (e.g., Hansen et al. 1984; Soden and Held 2006; 
Roe 2009). Therefore, viewed from the perspective of cybernetics, the climate system affected by 
natural external and internal factors that force climate dynamics can be considered to be a closed-
loop control system. The earth’s climate as a feedback control system has been examined by 
Jarvis at al. (2008, 2009) and MacMartin et al. (2014) with respect to SRM. It was shown that the 
representation of climate system in the form of a closed-loop control system effectively reduces 
the uncertainties of SRM operations. However, in these papers the problem has not been 
mathematically considered as an OCP with the formulation of the objective function that must be 
minimized or maximized. In a number of papers, the optimal control theory has been applied to 
find the optimal strategy for greenhouse gas emissions abatement and to solve the socio-
economic planner’s problem (e.g., Brock 2013; Greiner et al. 2014; Maureret al. 2013; Maureret 
al. 2015; Moles et al. 2003; Tol 2002), but climate engineering has not been the focus of these 
studies. 
This paper aims to present the new method for identifying the “perfect” scenario of climate 
engineering operations based on the optimal control theory. To illustrate the application of this 
approach we adopt a zero-dimensional energy-balance model in which the global average surface 
temperature represents the system’s state variable and the albedo of artificially created aerosol 
cloud is considered to be the control variable. Pontryagin’s maximum principle is applied to find 
the optimal control (albedo of the aerosol layer) and the associated climate system’s trajectory for 
specific objective function (performance measure). To evaluate an anthropogenic radiative 
forcing the Representative Concentration Pathways scenarios have been used. Presentation of the 
material will be carried out without excessive mathematical formalism. However, some basic 
concepts of the optimal control theory are included for completeness in the Appendix. 
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2 The model of control system 
As a starting point we consider a zero-dimensional energy balance model of the form (e.g., 
McGuffie and Henderson-Sellers 2005; Karper and Engler 2013): 
dT
C R R
dt
   ,                                                            (1) 
where   is the planet’s average surface temperature; C is the effective heat capacity of the 
atmosphere-ocean system, measured in W m
-2 
K
-1
;    and    are fluxes of the shortwave solar 
radiation and longwave outgoing radiation respectively, which are parameterized as follows (e.g., 
Karper and Engler 2013): 
  41 ,      R Q T R T       .                                            (2) 
Here, Q is a solar insolation on the top of the atmosphere defined as      ⁄ , where I0=1368 W 
m
-2
 is a solar constant;       is a planetary albedo;        is a factor called planetary 
emissivity;             W m-2 K-4 is the Stefan-Boltzmann constant. Following Budyko 
(1974), it is reasonable to approximate the outgoing longwave flux by a linear regression: 
BTAR                                                                (3) 
where T is measured in degrees Celsius; A and B are empirical parameters. The typical values of 
these parameters are about 205 W m
-2
 and 2.0        respectively (e.g., North and Coakley 
1979; McGuffie and Henderson-Sellers 2005; Karper and Engler 2013). 
We will consider the climate engineering scheme in which the climate is controlled via the 
injection of sulfate aerosol particles or precursor gases into the stratosphere, causing the 
disturbances in the radiative balance of Earth and in such a way imitating the influence of 
volcanic aerosols on global climate. Note that some alternatives to sulfate aerosols are also 
available (Jones et al. 2016; Pope et al. 2012). Injected stratospheric aerosol particles scatter 
shortwave solar radiation back to outer space and consequently change the radiative balance of 
our planet increasing the Earth’s planetary albedo. Let the climate system be affected by a small 
radiative forcing    caused by stratospheric artificial aerosols. Thus, we assume that      
   and      , where    is the insolation corresponding to some unperturbed state of the 
climate system. The radiative forcing    induces the small changes in planet’s average surface 
temperature T  such that 0T T  , where 0T is the unperturbed value of global mean surface 
temperature. The equation that governs perturbation T  can be derived by linearizing equation 
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(1) around the unperturbed state. Applying the linearization procedure suggested by Tung (2007) 
and Karper and Engler (2013) we can obtain the following perturbation equation: 
  00 01
Bd T
B Q T
dt G

      .                                             (4) 
Here, 0C B  is a relaxation time, G is a climate gain such that  1 1G f  , where  
1 2f f f  , 
 1 1 1 0 0f A BT B   , 
2 1 0 0f Q B  . 
Climate gain factor G, as discussed by Tung (2007), ranges from G ~ 1 to 3. To derive the 
equation (4), we have assumed that parameters   and   and the albedo   can be expanded into a 
power series of the form (e.g., Karper and Engler 2013): 
  0 1:  . . ,   ,  ,  T T T H OT A B          . 
In the model, we cannot afford to ignore the effect of radiative forcing 
2CO
R caused by the 
global increase in the atmospheric carbon dioxide (CO2) concentration. Usually this forcing can 
is represented as   
2 0
lnCOR C t C   , where   (W m
2
) is the empirical coefficient, C(t) is 
the CO2 concentration at time t, and C0 is the initial CO2 concentration. A typical value for the 
parameter   is near 5.35 W m2 (Myhre et al. 1998). However, in our model we take into account 
the total global mean anthropogenic and natural radiative forcing TotR  prescribed by the RCP 
scenarios. We use a linear function of time to approximate TotR : 
  0TotR t R t   ,                                                          (5) 
where    is a background radiative forcing, if there is one; and   is the annual anthropogenic 
and natural radiative forcing rate estimated in accordance with the RCP scenarios (see Table 1) 
(e.g., Moss et al. 2008; Meinshausen et al. 2011).  
Table 1. Annual natural and anthropogenic forcing   rate obtained from the RCP scenarios 
(Moss et al. 2008; Meinshausen et al. 2011) 
Scenario RCP 8.5 RCP 6.0 RCP 4.5 RCP 2.6 
 ,  W m-2 year-1 27.14 10  23.84 10  22.17 10  48.30 10  
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As we have already mentioned, the climate control is assumed to be executed through the 
injection of aerosols or aerosol precursors into the stratosphere causing the radiative forcing 
which can be calculated via the albedo of aerosol layer: 
0A AQ Q   ,                                                            (6) 
where AQ  is the instant radiative forcing caused by the aerosol cloud, and A  is the instant 
albedo of this cloud. Meanwhile, AQ  can be also expressed through the optical depth of the 
aerosol layer AT  (e.g., Bluth et al. 1992; Eliseev et al. 2010; Hansen et al. 2005; Lenton and 
Vaughan 2009): 
A A AQ T   ,                                                            (7) 
where the coefficient 24A   W m
-2  
(Lenton and Vaughan 2009; Hansen et al. 2005). 
In our model the albedo A  is taken as a control parameter which varies in time. In fact, 
when executing SRM projects, we control the emission rate of the sulfate aerosols injected into 
the stratosphere. Suppose that when we solve the control problem, we find the time dependent 
albedo   ( ) which is optimal. By combining (6) and (7), we can gain a simple equation that 
allows us to estimate the instant optical depth of the aerosol layer    if the instant albedo    is 
known: 
  0A A AT Q  .                                                          (8)  
Respectively, the total instant mass of aerosols can be calculated as  
 A A A eM T k S .                                                           (9) 
Here,    is the mass extinction coefficient measured in  
    ;    is the Earth’s area determined 
as        
 , where            is the Earth’s radius. From (8) and (9) we can derive the 
following linear relationship between the instant mass of aerosols and the instant albedo of the 
aerosol layer:   
 0A A A A eM Q k S  .                                                            (10) 
Thus, knowing the optimal albedo as a function of time   ( ), we can determine the 
corresponding temporal change in the total aerosol mass   ( ). Then the aerosol emission rate 
  ( ) can be calculated from the following mass balance equation: 
 
 
 A A
A
A
M t M t
E t
t 

 

.                                                  (11) 
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where    is the residence time of stratospheric aerosol particles. Note that a similar 
parameterization scheme of aerosol effects has previously been used in modelling of climate 
engineering (e.g., Eliseev et al. 2010).  
The instant albedo αA of the sulfate stratospheric aerosol layer and the corresponding 
calculated instant optical depth TA and instant total mass of aerosols MA are listed in Table 2. In 
calculations, the mass extinction coefficient    for sulfate aerosols is assumed to be equal to 7.6 
      (Eliseev et al. 2010). 
 
Table 2. Instant albedo of stratospheric aerosol layer αA and the corresponding calculated instant 
optical depth TA and total mass of aerosols MA 
 
αA 0,005 0,010 0,015 0,020 0,025 
TA 0,07 0,14 0,21 0,29 0,36 
MA Tg 4,7 9,6 14,4 19,2 23,9 
 
Substituting (5) and (6) into (4) we obtain the following equation to model the control 
system: 
 00 0 0 01 A
Bd T
B T Q R t
dt G

          .                                  (12) 
For the particular case          the analytic solution of this equation is 
     10 1 t GtT t GB t q e          ,                                    (13) 
where  1 t Gt G e      is the delay, and  0 0 01 Aq R Q     is the unchanging radiative 
forcing which includes the effect of stratospheric aerosols.   
Effective heat capacity C can be calculated by the following formula (e.g., Fraedrich 
2001): 
 OA p S w w BC C C c p g c h     ,                                      (14) 
where CA is the effective heat capacity of the atmosphere; CO, heat capacity of the ocean with 
mixing layer depth equal to h; B , fraction of the ocean area; cp, specific heat capacity of the air 
at the constant pressure; sp , surface pressure; g, gravity acceleration; cw, specific heat capacity of 
the ocean water. For typical values of 1004pc   J K
-1
 kg
-1
, 
510sp   Pa, 9.81g   m s
-2
, 
8 
 
4218wc   J K
-1
 kg
-1
, 1025w   kg m
-3
, 0.71B  , and h= 75 m (Hartmann 1994), equation (14) 
gives 82.4 10C    J m
-2
 K
-1
 or 7.62C   W year m-2 K-1. 
 
3 Optimal control without state constraint: problem statement and 
computation results 
For the sake of convenience, let us introduce the control variable   by      and then rewrite 
the equation (12) as 
 
    ,
d T t
a T t bu t ct d
dt

                                            (15) 
where 
 0 0 0
0 0 0
11
,    ,    ,    .
Q R
a b c d
G B B B
 
   

     
By way of illustration, let us examine the so-called minimum-energy control problem that 
involves finding the control function, i.e. the albedo of aerosol layer, in order to minimize the 
following performance index: 
   
0
21
2
ft
t
J u u t dt                                                      (16) 
Assume the permissible control satisfies the following condition: 
 0 u t U  for all 0 ,  ft t t   ,                                         (17) 
where U is the maximum value of technically feasible and affordable albedo   . 
 The OCP ( 0 ) is formulated as follows:  
Find the admissible control trajectory 
0:  ,  fu t t U
      engendering the 
corresponding state trajectory 
0:  ,  fT t t
     such that the performance index J  is 
minimized under the equality dynamic constraint (15) and given initial  0 0T t T  and terminal
 f fT t T   conditions. 
In this formulation the terminal condition fT  can be interpreted as a target change in 
temperature at ft t .  
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To be consistent with Pontryagin’s maximum principle, we shall consider an equivalent 
maximization problem  max
u U
J

  for which the Hamiltonian function is of the form: 
   2
1
, , , ,
2
H T u t u a T bu ct d                                    (18) 
where    is the adjoint (costate) variable. We can rewrite (18) as 
     
2 2 21 1, , , ,
2 2
mH T u t u u b a T ct d                             (19) 
where ( ) ( )mu t b t  . The Hamiltonian H is quadratic in u  and its graph is a parabola whose 
branches are directed downward. As shown in Fig. 1, this function attains its maximum either on 
the boundaries of the admissible control region (if 0mu  or mu U ), or within its interior (if 
0 mu U  ). Thus, the optimal control takes the form: 
 
 
   
 







.0 if                 ,0
 ,t0 if           ,
, if                ,
tu
Uutu
UtuU
tu
m
mm
m
                                        (20) 
  
 
Fig. 1 Determination of maximum of the Hamiltonian function 
 
In order to find the optimal control, we need to determine the adjoint variable  t . In the 
problem 0  the costate equation and the stationarity condition can be written as: 
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 
,
d H
a
dt T




  

                                                       (21) 
.0


bu
u
H
                                                         (22) 
Since          ⁄ , then from (22) it follows that H is maximized when  
   .tbtu                                                                (23) 
From the equation (21) we have  
  .1
ateCt                                                                 (24) 
Substituting (23) and (24) into the equation (15), we can get its analytic solution: 
 
2
1 2 22
at atb c ad cT t C e C e t
a a a
 

    .                                         (25) 
The constants of integration,    and   , are determined by applying the initial     and terminal 
    conditions. Then, using (20), (23) and (24) we can calculate the optimal control 
  1
atu t C be    and, finally, the optimal state trajectory    ( ) by numerically solving equation 
(15). 
Let us now discuss some results of these calculations. We take calendar years 2020 and 2100 
to be 0t  and ft  respectively. In other words, we examine the climate control problem on a finite 
time interval 2020 – 2100 with initial condition 2020 0T   corresponding to 2020. Accordingly, 
all obtained temperature changes are analysed versus 2020T .  
Since the model is linear, its solution is linear as well. Fig. 2 illustrates the linear trend over 
time for variations in temperature T  calculated for different RCP scenarios. The corresponding 
temperature changes in 2100 are shown in Table 3. 
 
Fig. 2 Changes in global mean annual surface temperature calculated for different RCP scenarios 
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Table 3. Calculated temperature changes 
2100T relative to 2020T  
Scenario RCP 8.5 RCP 6.0 RCP 4.5 RCP 2.6 
2100T , 
o
C
 
3.82 2.05 1.16 0.04 
 
The calculated values of 
2100T  agree with available estimates (e.g., Nazarenko et al. 2015). 
In calculations the parameter G took the value of 1.5. Note that this parameter is uncertain (Tung 
2007) and to some extend affects the calculated value of 2100T . However, from a methodological 
perspective this is not very important. 
 
Fig. 3 Calculated optimal albedo of aerosol layer A as a function of time (upper graph) and 
corresponding changes in global mean annual surface temperature T (lower graph) for different 
RCP scenarios and 0fT
o
C (without control constraint) 
 
First, let us assume that there is no constraint on the control variable. The optimal albedo 
 A t

 and the corresponding optimal temperature changes  T t   calculated for different RCP 
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scenarios are shown in Fig. 3. These results are obtained with the terminal condition 
2100 0fT T   , which means that 2100 2020T T . In order to satisfy this condition, an exponential 
growth of the albedo A is required. Maximum values of A  and, consequently, maximum 
values of calculated mass of aerosols AM  are reached in 2100 (see Table 4).  
 
Table 4. Values of the albedo ,2100A  and the corresponding total mass of aerosols ,2100AM  for 
different RCP scenarios without control constraint for terminal condition 
2100 0T   
Scenario RCP 8.5 RCP 6.0 RCP 4.5 RCP 2.6 
,2100A
 24.45 10  
22.39 10  
21.35 10  
45.17 10  
,2100AM Tg 42.5 22.9 12.9 0.5 
 
Despite the fact that the target change in temperature 2100 0T   is satisfied, there is a certain 
increase in temperature (“overheating”) within the given time interval 2020 – 2100, i.e.  
  2100T t T  , where 0[ ,  ]ft t t  (lower graph in Fig. 3). The maximum temperature increases 
maxT  for different RCP scenarios are presented in Table 5. In particular, for the RCP8.5 scenario 
the “overheating” maximum value of about      is reached in 2085 (see lower graph in Fig. 3). 
If this overheating is regarded as an undesirable phenomenon, the OCP must be considered with 
state constraint 
  0   [ ,  ]T fT t C t t t    ,                                              (26) 
where TC  is the threshold parameter whose value should be set. The OCP with state constraint 
will be considered in the next Section. 
Let us discuss the results obtained with control constraint (20). Suppose that 0.02U  . 
The corresponding instant total aerosol mass is estimated at 19.2 Tg (see Table 2). Fig. 4 shows 
the optimal albedo  A t

 (upper graph) and the associated optimal temperature changes  T t   
(lower graph) calculated for different target increases in temperature 2100T  for the RCP8.5 
scenario, which is a scenario of relatively high GHG emissions. From the analysis of Fig. 4 it 
follows that the optimal albedo  A t

, subject to constraint  A t U
  , ensures the satisfaction 
of the terminal condition 2100T  only if 2100 2T 
o
C. If, for example, 2100 1T 
o
C or 2100 0T  , 
then the corresponding calculated optimal change in temperature in 2100 2100T

 is about 1.4
o
C 
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and 1.2
o
C respectively. In these cases, to satisfy the terminal conditions we need to increase the 
values of control constraint parameter TC . 
 
Fig. 4 Calculated optimal albedo of aerosol layer A as a function of time (upper graph) 
and corresponding changes in global mean annual surface temperature T (lower graph) for 
different target changes in temperature fT  and RCP8.5 scenario with control constraint 
 
 
Table 5. The maximum temperature increases maxT  for different RCP scenarios and terminal 
condition 2100 0T   without control constraint 
Scenario RCP 8.5 RCP 6.0 RCP 4.5 RCP 2.6 
maxT , 
o
C
 
2.81 1.51 0.85 0.03 
It is obvious that the value of U affects the optimal state trajectory  T t  . As an example, 
Fig. 5 shows  T t   for the RCP 6.0 scenario calculated for different values of the control 
constraint U and for 2100 0T  . Fig. 5 reveals that only sufficiently high values of the albedo of 
aerosol layer ( 0.015A  ) allow the fulfilment of the terminal condition 2100 0T  . 
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Fig. 5 Optimal changes in global mean annual surface temperature T  calculated for different 
values of control constraint for the RCP 6.0 scenario 
 
4 Optimal control with state constraint: problem formulation and 
calculation results 
In the previous section, exploring the OCP without any constraints on state variable  T  , we 
obtained that within the time interval of interest some undesirable overheating may occur, which 
can exceed the value of target temperature increase fT  (see Fig. 4 and Table 5). Assume the 
challenge before us is to limit this overheating by imposing the inequality constraint on state 
variable  T  . In this case the OCP ( c ) is formulated as follows: 
Minimize the objective function (16) subject to the inequality state constraint (26) and 
dynamical constraint (15) given the initial and terminal conditions 
 0 0T t T  ,  f fT t T   .                                                (27) 
The constraint (26) is called pure state constraint since it does not explicitly depend on the 
control variable. Consequently, state variable  T   can be controlled only indirectly via the 
state equation. This creates some difficulties for solving the OCP. A usual way to overcome these 
difficulties is to transform the pure state constraint (26) into the corresponding mixed constraint, 
which explicitly depends on both the state variable and the control variable. Let us represent the 
inequality (26) as follows: 
   , 0TS T t C T t    , 0 , ft t t    .                                        (28) 
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Generally, to handle this constrain we can apply either direct or indirect methods (e.g., 
Bryson and Ho 1975; Sethi and Thompson 2000), which are the two classical solution 
techniques. Direct methods involve reducing the OCP to a nonlinear programming problem, 
whereas indirect methods transform the OCP to a two-point boundary value problem. However, 
the derivation of this problem requires a priori knowledge of the optimal solution  ,T u    
obtained without the state constraint (Bryson and Ho 1975). Since we already have this optimal 
solution, we can apply the indirect approach which allows us to stay within the Pontryagin's 
principle framework. Fig. 6 illustrates schematically two optimal state trajectories obtained 
correspondingly with and without the state constraint.  
To proceed further, we need to make some additional explanations and informal definitions 
relevant to Fig. 6. With regard to the constraint (28), a certain time interval  1 2 0, ,  ft t t t    , 
with 1 2t t , is called an interior interval if the constraint (28) is inactive, i.e. 
  1 2, 0  [ , ]S T u t t t    . Inactive constraint is not binding and, therefore, can be omitted. An 
interval  1 2 0,  ,  ft t t t     is said to be a boundary interval if the constraint (28) is active (or 
tight), i.e.   1 2, 0  [ , ]S T u t t t    . If an interior interval ends at 1t  and a boundary interval 
begins at 1t then an instant in time 1t  is referred to as an entry time (point).  However, if there is a 
boundary interval ending at 2t , and an interior interval beginning at 2t , then an instant 2t  is said 
to be an exit time (point). The point in time ct  is called contact time if the state trajectory  tx  
only touches the boundary at ct , and  tx  is in the interior prior to and after ct . Entry, exit, and 
contact times are known as the junction times. 
 
Fig. 6 Schematic illustration of optimal system trajectories with and without state constraint   
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To take into account whether the constraint (28) is active or inactive, we introduce the time-
dependent multiplier   such that (Bryson and Ho 1975): 
  0,t      0, tTSt  ,                                                   (29) 
where 0   whenever 0S  , and 0   otherwise. Conditions (29) are really additional 
necessary conditions for optimality known as the complementary slackness conditions that must 
hold when solving the OCP with state constraints.  
To transform the pure state constraint (28) into the corresponding mixed constraint we have 
to determine the order of the state constraint by differentiating  ,S T t  with respect to time as 
many times as required until the constraint explicitly includes a control variable. It is fairly easy 
to show that the constraint (28) is of the first order since the first derivative of  ,S T t  with 
respect to time has explicit dependence on u: 
   1 , , , ,
dS S S
S T u t F T u t
dt t T
 

 
  
 
,                                      (30) 
where  , ,F T u t  is the right-hand side of the state equation (15).  
To formulate the maximum principle the multiplier   that directly multiplies  1 , ,S T u t  is 
appended to the Hamiltonian (18), forming the augmented Hamiltonian: 
       1, , , , , , , , ,L T u t H T u t t S T u t        ,                             (31) 
where 1 0S   on the boundary interval, 0S  , and 0   on the interior interval, 0S   (Bryson 
and Ho 1975). Certainly, the multiplier   satisfies the complementary slackness conditions (29). 
For the problem with state constraint the maximum principle is formulated as follows: 
(i) If  u t  is an optimal control trajectory generating the corresponding optimal state 
trajectory  T t   then the Hamiltonian (18) attaints its maximum with respect to u  for every 
0[ ,  ]ft t t , 
   , , , max , , ,
u
H T u t H T u t        ,                                       (32) 
(ii) Functions T  , u ,    and   satisfy the Euler-Lagrange equations 
 , , , ,d T dt L T u t        ,                                             (33) 
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 , , , ,Td dt L T u t         ,                                           (34) 
 0 , , , ,uL T u t       ,                                             (35) 
where the subscripts of ψ, δT and u denote corresponding partial derivatives;  
(iii) The optimal multiplier   satisfies conditions  
 , 0,    0S T t      ,                                               (36) 
(iv) The state trajectory at entry and exit times satisfies the so-called tangency constraints 
(Bryson and Ho 1975): 
 
 
 1
,
, 0.
,
S T u
N T t
S T u



 
 
 
                                                 (37) 
Let's go back to the Fig. 6. On the half-closed time interval  0 1,  t t  the constraint (28) is not 
active since   0, tTS  for all  0 1,  t t t . As a result, from the complementary slackness 
conditions it follows that   0t  if  0 1,  t t t . At the entry point 1t  the constraint (28) is tight. 
Thus, on the interval  0 1,  t t  we must solve the OCP, similar to the problem considered in the 
previous section, with the difference that the right boundary condition is imposed at 1t t  but not 
at the terminal time ft , i.e. the boundary conditions are: 
 0 0T t T  ,  1 TT t C  .                                              (38) 
Solving this two-point boundary value problem, we can obtain the constants of integration, 1C
and 2C , the entry time, 1t , and, consequently, the optimal control  u t

and optimal state 
trajectory  T t   for all  0 1,  t t t . Similarly, we solve the OCP on the time interval 2 ,  ft t t  
, where t2 is the exit point. In this case a two-point boundary value problem is solved with the 
following left and right boundary conditions: 
 2 TT t C  ,  f fT t T  .                                         (39) 
If the state trajectory reaches the entry point 1t , where   0, 1 tTS  , then for the orbit to 
remain on the boundary over the time interval  1 2,  t t t ,   0,
1 tTS   is required for all 
 21  , ttt . Thus, the optimal control can be found from the following equation: 
   21  ,  ,0 tttdcttbuaCT 

.                                  (40) 
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Figs. 7 and 8 illustrate the simulation results for RCP8.5 and RCP6.0 scenarios respectively 
obtained for two constraint parameter values: 
o0.5 TC C  (upper graphs) and 
o1 TC C  (lower 
graphs). The optimal control trajectories  A t

 as well as the corresponding optimal state 
trajectories  T t   are shown in these figures. 
 
 
 
Fig. 7 Calculated optimal albedo of aerosol layer A as a function of time and corresponding 
changes in global mean annual surface temperature T  for RCP 8.5 scenario for two state 
constraint values: 5.0TC
o
C (upper graph); 0.1TC
o
C (lower graph) 
 
As mentioned above, in the model the albedo A  is considered to be a control variable, 
however, in actuality we control the aerosol emission rate AE . Using equation (11) we can 
estimate AE  that corresponds to the optimal albedo assuming the residence time of stratospheric 
aerosol particles A  is two years (Hansen et al. 1992), and taking into account that one tonne of 
sulfur released annually into the stratosphere forms approximately four tonnes of aerosol particles 
(Rasch et al. 2008). Therefore, instead of the emission rate of aerosol particles AE , we can 
consider the emission rate of sulfur SE . Let SE  denote the annual emission rate of sulfur 
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averaged over the period 2020 – 2100. For the RCP8.5 scenario and C1oTC  (lower graph in 
Fig. 7) we obtained 1SE   Tg year
-1
. The maximum value 6.5max, SE  Tg year
-1
 is reached in 
2100. The total mass of sulfur SM  loaded during the specified time period is about 80 Tg. For 
the RCP6.0 scenario and C1oTC  (lower graph in Fig. 8), we obtained 36.0SE  Tg year
-1
 with 
the maximum value 4.3max, SE  Tg year
-1
 attained in 2100, and 30SM  Tg.  
 
 
Fig. 8 Calculated optimal albedo of aerosol layer A as a function of time and corresponding 
changes in global mean annual surface temperature T  for RCP 6.0 scenario for two state 
constraint values: 5.0TC
o
C (upper graph); 0.1TC
o
C (lower graph) 
 
It is clear that the calculated emission rates and the mass of sulfur depend on the extinction 
coefficient Ak  and the parameter A  (see equation (10) in Section 2). Nevertheless, using the 
values of these parameters, given in Section 2, the estimates wecalculated are in satisfactory 
agreement with the estimates obtained earlier by other researchers (e.g., Crutzen 2006; Brovkin et 
al. 2009; Eliseev et al. 2010). However, unlike previous explorations of climate engineering, in 
this paper the optimal emission scenario is a solution to the optimal control problem, rather than 
known a priori. 
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5 Concluding remarks 
Scientific community considers the use of fine aerosol particles, artificially injected into the 
stratosphere, to be one of the most effective and feasible measures to counter global warming. 
Computer simulation using mathematical climate models of various degrees of sophistication and 
complexity is the most popular and reliable technique for exploring and estimating the 
effectiveness of stratospheric aerosol climate engineering. Numerical simulation of climate 
engineering requires the development of somewhat realistic scenarios for aerosol injection. 
Undoubtedly, the development of scenarios is a subjective process, since each researcher has the 
right to choose those scenarios that are the most realistic from his point of view. However, the 
subjectivity of scenario formulation to some extent reduces the value of the results obtained. 
Besides, while exploring the geoengineering methods, we make a major assumption that mankind 
is actually able to some extent control the behavior of the climate system in our pursuit to achieve 
desired results. Unfortunately, the objectives of geoengineering projects are usually formulated 
verbally, and the problem of climate engineering is considered outside the framework of control 
theory. 
This paper demonstrates the application of the theory of optimal control to climate 
engineering problems. In this context, the objective of climate engineering is formulated not 
verbally, but in terms of an extremal problem, and the optimal scenario for aerosol injection is 
obtained as a solution to the problem of optimal control. The simplest model of the climate 
system, namely the zero-dimensional energy balance model, is used as a model of control system. 
This allows us to analytically derive the optimal control trajectory, i.e. changes over time in the 
albedo of the aerosol layer. Nevertheless, it is necessary to apply numerical methods to calculate 
the corresponding optimal state trajectory. Optimal solutions to the problem of climate 
engineering, both in the absence and in the presence of constraints on the control and phase 
variables, are obtained on the basis of the classical Pontryagin’s maximum principle. The 
obtained aerosol emission estimates do not contradict and in fact generally agree with the 
presently available estimates. 
In our opinion, the use of methods of the optimal control theory can provide additional 
helpful information for the development of optimal strategies for climate manipulation in order to 
counter global warming. It is important to emphasize that, unlike previous studies of SRM 
projects in which hypothetical aerosol emission scenarios are given a priori, in this paper we 
21 
 
shown how the optimal emission scenario can be obtained by solving an optimal control problem 
with state and control constraints.  
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Appendix 
The statement of OCP for any kinds of systems (technical, natural, socio-economic, etc.) or 
processes (deterministic or stochastic) necessitates, first of all, developing the mathematical 
model of a system or process to be controlled, specifying the control objectives, and imposing the 
physical and some others constraints that must be satisfied. It is well known that the earth’s 
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climate is a complex nonlinear dynamical system (e.g., Dijkstra 2013; Karperand & Engler 2013) 
that can be modelled with nonlinear partial differential equations (PDEs). To generically 
formulate the OCP, for convenience’s sake, these PDEs, using some technique (e.g., Galerkin 
procedure), can be converted into a set of ordinary differential equations (ODEs), which, in 
certain sense, are equipollent to the original PDEs. 
Let usconsider an abstract deterministic dynamical system that evolves over some time 
interval [     ], where the final (or terminal) time 0ft   can either be free or specified. Without 
loss of generality, we can consider only the case where ft  is fixed. The state of a system at any 
instant of time 
0 ,  ft t t    can be characterized by the vector  
T
1, ,
n
nx x x , where T 
denotes transpose. We shall suppose that the system is controllable, i.e. the system can be moved 
from some initial state to any other (desired) state in a finite time using certain external 
manipulations characterized formally by the vector of control variables  
T
1, ,
m
mu u u . By 
a system we shall understand the set of ODEs of the form: 
      , , ,x t f x t u t t
 
(A1) 
where the overhead dot denotes differentiation with respect to time; 
0:  ,  
n m n
ff t t      is a given vector-valued function with components
 ( 1,  2, ,  )if i n  satisfying conditions that ensure the existence and uniqueness of the solution 
of ODEs (1) for specified initial conditions (e.g., Coddington and Norman 1995) 
0 0( ) .x t x                                                                (A2) 
Generally, various physical constraints expressed as equalities and / or inequalities can be 
imposed on state variables. This formally means that the state vector is required to belong to a 
certain phase-space domain: 
 0:  ,  fx t t x t X                                                      (A3) 
where X is a given subset of 
n
.  
Control variables can also be restricted to some control domain U known as a set of 
admissible controls such that 
 0:  ,  
m
fu t t u t U     .                                          (A4) 
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In the majority of physical applications it is sufficient to consider the class of piecewise 
continuous and bounded controls.  
Equations (A1), (A3) and (A4) when considered together limit the set of admissible terminal 
values of state variables. Formally, this can be indicated as: 
   f f fx t X t ,                                                            (A5) 
where  f fX t is the so-called reachable set of the state variables. In other words,  f fX t  is a set 
of admissible terminal values of the state variables, which can be attained when the state vector 
( )x   obeys (A1) and (A3), and the control vector ( )u   obeys (A4).  For the simplicity of 
presentation we consider the OCP without state and control constraints. To compare the 
admissible controls to each other and to determine the best control strategy we shall introduce an 
objective function (performance index):  
           
0
, , , ,
ft
f
t
J x u x x t u t t dt                                     (A6) 
where : n  is the terminal or endpoint cost, with  f fx x t  the state vector at terminal 
time ft . The second term in equation (A6) :
n U   is the running cost. 
The function J in the form (A6) is a classical performance index used widely in mathematical 
optimization and control theory, and corresponds to the so-called Boltza problem. Two special 
cases of this problem, the problem of Lagrange ( 0  ) and the problem of Mayer ( 0 ), can 
also be of interest in the climate control theory. We need to emphasize that the formulation of 
objective function depends generally on the problem under consideration. 
The OCP is defined as follows: 
Find the control vector trajectory Uttu f ],[  : 0

engendering the corresponding state 
orbit
n
f R,ttx ][  : 0

 , determined by the state equation (A1), such that the objective function 
(A6) attains its extremum and the final state constraint (A5) is satisfied. 
Optimal control problems, depending on their complexity, can be solved numerically or 
analytically by the use of fundamental mathematical methods such as the classical variational 
calculus, the Pontryagin’s maximum principle, and the Bellman’s principle of optimality known 
as dynamic programming. In this paper, we apply the Pontryagin’s principle, which gives the 
basic necessary conditions for optimality. 
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To be specific, let us suppose that we seek to find the control u

 that provides the maximum 
of the objective function (A6), i.e.    uJuJ
Uu
  max . According to Pontryagin’s maximum 
principle, we shall introduce the Hamiltonian function H corresponding to the system (A1) and 
defined for all 0 ,  ft t t    by: 
                  T, , , , , , , ,H x t u t t t x t u t t t f x t u t t  
 
(A7) 
where   n is the vector of time-varying Lagrange multipliers known as costate (or adjoint) 
vector of a system.  
Pontryagin’s maximum principle states that if u*(t) is an optimal control trajectory and 
x
*
(t) is the corresponding optimal state trajectory, determined by the equation 
      , , ,x t f x t u t t  
 
(A8) 
then the Hamiltonian is globally maximized with respect to u(·) almost everywhere in the interval 
0 ,  ft t    for all admissible controls u   U (Pontryagin et al. 1962): 
           , , , max , , , ,
u U
H x t u t t t H x t u t t     


 
(A9) 
where ψ*(t) is the optimal costate trajectory. Thus, we have 
      arg max , , ,
u U
u t H x t u t t  


 
(A10) 
The set of first-order necessary conditions for optimality are obtained by maximizing H with 
respect to u(·) at u
*
(·), which gives: 
   
T
0 0, ,     with  
H
x f x u t x t x

 
   
   
(A11) 
 
T
    with  
f
f
x
H
t
x x

 
  
   
  
 
(A12) 
0
T








u
H
 
(A13) 
These conditions known as Euler-Lagrange equations define a two-point boundary value 
problem. For the stationary point (A13) to be a local maximum, it is required that the following 
generalized Legendre-Clebsch condition 
2 0uu uH H                                                             (A14) 
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must hold for each t   0 ,  ft t   , where     is the Hessian or curvature matrix. If     is positive 
definite, the critical point is a local minimum. The condition (A14) is known as the second order 
condition for optimality. 
We should make several important remarks. 
1. Under the appropriate concavity conditions the necessary conditions of optimality are also 
sufficient for a global optimum. 
2. The maximization problem 
Uu
J

max  can be easily transformed to an equivalent 
minimization one 
Uu
J

min1 , where JJ 1 . 
3. To solve optimal control problems subject to control and state constraints we need to 
formulate additional necessary conditions (e.g., the complementary slackness conditions).  
