The nonlinear stability and the existence of periodic orbits of the equilibrium states of the Clebsch's system are discussed. Numerical integration using the Lie-Trotter integrator and the analytic approximate solutions using Multistage Optimal Homotopy Asymptotic Method are presented, too.
Introduction
The Clebsch's system was proposed in 1870 (see [1] for details) and it represents a speci c famous case of the Kircho equations which describes the motion of a rigid body in an ideal uid. The Clebsch's case was obtained from the equations: The physical meaning of p is the total angular momentum, whereas x represents the total linear momentum of the system. If we consider now the Hamiltonian
the equations (1) become:
where a , a , a are di erent and nonzero constants. It is well-known that its rst integrals are:
and H = (a p + a p + a p − a a x − a a x − a a x ).
During the time since its publication, a lot of problems about the Clebsch's system have been studied like its almost Lie-Poisson structure ( [2] ), the Lax formulation ( [3] ) or its Hirota-Kimura type discretization ( [4] ). The paper's structure is as follows: rst, the nonlinear stability of the equilibrium states of Clebsch's dynamics is discussed. About this problem, only partial results were found in [2] due to the fact that the existence of a Hamilton-Poisson structure is still an open problem, and for the almost Hamilton-Poisson structure proposed only one Casimir function was found instead of two. We use here the Arnold's method in order to obtain some new results, which does not require a Hamilton-Poisson structure. The existence of the periodic orbits around the nonlinear stable states is the subject of the second part. The last part is committed to the numerical and analytical integration. Two methods are proposed: the Lie-Trotter integrator for numerical integration and the Multistage Optimal Homotopy Asymptotic Method to nd the analytic approximate solutions. Numerical simulations obtained via Mathematica 10 are presented, too.
Stability problems
The equilibrium states of the dynamics (3) are
Proposition 1. If a < a and a < a then the equilibrium states e M,M are nonlinear stable.
Proof. We shall make the proof using Arnold's method ( [5] ). Let F α,β,γ ∈ C ∞ R , R given by
Following Arnold's method, we have successively:
Considering the space
is positive de nite if a < a and a < a .
Using the same arguments we obtain the following results: Proof. For this case we consider the function
Let us consider the space
is positive de nite. 
Periodic orbits
Proof. We use the Moser-Weinstein theorem with zero eigenvalue, see [6] for details: (i) The restriction of our dynamics (3) to the coadjoint orbit:
gives rise to a classical Hamiltonian system.
(ii) The matrix of the linear part of the reduced dynamics is:
and has purely imaginary roots. More exactly:
, where
(iv) The smooth function F −a ,− , ∈ C ∞ (R , R) given by
has the following properties:
• It is a constant of motion of the dynamics (3).
• ∇F −a ,− , e M,M = .
• If a < a and a < a then
where
Then our assertion follows.
Using similar arguments, the following results hold:
Proposition 6. If a < a and a < a then near to e M,M = ( , M, , , M, ) , the reduced dynamics has, for each su ciently small value of the reduced energy, at least one periodic solution whose period is close to
where 
Numerical integration
We shall discuss now the numerical integration of the equations (3) via the Lie-Trotter formula ( [7] ). Following [2] or [7] , the Lie-Trotter integrator can be written as:
Some of its properties are sketched in the following proposition:
Proposition 8. The numerical integrator (4) preserves the Hamiltonians H , H , H and H if
x ( ) = x ( ) = x ( ) = and p ( ) = p ( ) = p ( ) = .
Analytic approximate solutions of the Clebsch System (3) using Multistage Optimal Homotopy Asymptotic Method
In order to nd the analytical approximate solutions of the nonlinear di erential system (3) with the boundary conditions
we will use the Multistage Optimal Homotopy Asymptotic Method (MOHAM) [8] , as follows: a) we divide the theoretical interval [t , T] into some subintervals as [t , t ), ..., [t j− , t j ), ..., where t j = T; b) we apply the Optimal Homotopy Asymptotic Method (OHAM) [9, 10] to nd the rst-order approximate solutions using only one iteration. The initial approximation in each interval [t j− , t j ), j ∈ N * is provided by the solution from the previous interval, so the analytical approximate solutions can be obtained for equations of the general form 
subject to the initial conditions (5), where L is a linear operator (which is not unique) and N is a nonlinear one. Now, choosing the linear operators L as:
and the nonlinear operators N x i (t) and N p i (t) , i = , as 
b , b , b ∈ R, and following [9, 10] , we are able to construct the homotopy given by:
where p ∈ [ , ] is the embedding parameter, and H(t, C i ) ≠ is an auxiliary convergence-control function, depending of the variable t and the parameters C , C , ..., Cs . The following properties hold:
and
For the functions F of the form
the following relation is obtained:
Considering the homotopy H given by:
and using the linear operator given by Eq. (7), the solutions of the equation
for the initial approximations x i and p i , i = , respectively, are
The secular terms must be equal to zero, i.e.:
respectively. Also, to compute F (t, C i ) we solve the equation
by taking into consideration that the nonlinear operator N presents the general form:
where m is a positive integer and h i (η) and g i (η) are known functions depending both on F (η) and N.
Substituting Eqs. (16) into Eqs. (8), we obtain
Now, we observe that the nonlinear operators N x i (t) and N p i (t) , i = , respectively, are linear combinations of the functions
cos(ω t), sin(ω t), cos (ω t), sin (ω t), cos(ω t) sin(ω t), cos( ω t), sin( ω t), cos ( ω t),

sin ( ω t), cos( ω t) sin( ω t), cos(ω t) cos( ω t), sin(ω t) sin( ω t), sin(ω t) cos( ω t),
sin( ω t) cos(ω t).
Although the equation (17) is a nonhomogeneous linear one, in most cases its solution cannot be found. In order to compute the function F (t, C i ) we will use the third modi ed version of OHAM (see [9] for details), consisting of the following steps:
-We choose the auxiliary convergence-control functions H i such that H i · N F (t) and N F (t) have the same form. So, the rst approximation of x i or p i , i = , , denoted F , becomes:
F (t) = B cos(ω t) + B cos( ω t) + B cos(ω t) + B cos( ω t) + B cos(ω t) + B cos( ω t)+
+B cos(ω t) + B cos( ω t) + B cos(ω t) + B cos( ω t) + B cos(ω t) + B cos( ω t)+
where B = − i= B i ; -Next, by taking into account the equation (12), the rst-order analytical approximate solution of the equations (6) - (5) is:
whereF can bex i orp i , i = , , F can be x i or p i , i = , , and F can be x i or p i , i = , , respectively; -Finally, the convergence-control parameters ω , ω -ω , B -B , C -C , which determine the rstorder approximate solution (21), can be optimally computed by means of various methods, such as: the least square method, the Galerkin method, the collocation method, the Kantorowich method or the weighted residual method.
Numerical Examples and Discussions
In this section, the accuracy and validity of the MOHAM technique is proved using a comparison of our approximate solutions with numerical results obtained via the fourth-order Runge-Kutta method in the following case: we consider the initial value problem given by (3) with initial conditions A i = , i = , , a = , a = and a = .
The convergence-control parameters
are optimally determined by means of the least-square method.
-Forx : the convergence-control parameters on the interval [ , ] are:
, B = .
, B = . ,
, C = . ,
, ω = . ,
, ω = .
and the convergence-control parameters on the interval [ , ] are given by:
, B = − . , B = − . , B = . ,
, B = − . ,
, B = − . , C = .
, C = − . ,
, C = .
-forx : the convergence-control parameters on the interval [ , ] are:
,
, B = − . , B = − . ,
, ω = . , ω = . . , B = .
, C = − . , C = . ,
, B = . , B = .
, B = − . , C = − . , C = − . ,
, C = − . , C = − . , C = − . ,
, C = . , C = . , C = . ,
and the convergence-control parameters on interval [ , ] are:
-forp : the convergence-control parameters on the interval [ , ] are:
, C = − . , C = − . ,
and the convergence-control parameters on the interval [ , ] are:
, B = − . , B = . ,
, B = . , C = .
, B = − . , B = .
, C = − . , C = − . , C = . ,
, C = − . , C = . , C = . ,
, ω = . , , B = .
, ω = . , ω = . . , C = .
, C = − . , C = .
, C = − . , C = − . , C = .
, ω = . , ω = .
Finally, Tables 1 -4 emphasizes the accuracy of the MOHAM technique by comparing the approximate analytic solutionsx andp respectively presented above with the corresponding numerical integration values (via the 4th-order Runge-Kutta method), and the Lie-Trotter integrator. Finally, the results obtained using MOHAM are much closer to the original solution in comparison to the results obtained using Lie-Trotter integrator. These comparisons show the e ectiveness, reliability, applicability, e ciency and accuracy of the MOHAM against to the Lie-Trotter integrator.
Remark 2. Figures 3 and 4 
