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Abstract
Recurrent neural networks (RNNs) have been widely
used for processing sequential data. However, RNNs are
commonly difficult to train due to the well-known gradi-
ent vanishing and exploding problems and hard to learn
long-term patterns. Long short-term memory (LSTM) and
gated recurrent unit (GRU) were developed to address these
problems, but the use of hyperbolic tangent and the sig-
moid action functions results in gradient decay over layers.
Consequently, construction of an efficiently trainable deep
network is challenging. In addition, all the neurons in an
RNN layer are entangled together and their behaviour is
hard to interpret. To address these problems, a new type
of RNN, referred to as independently recurrent neural net-
work (IndRNN), is proposed in this paper, where neurons
in the same layer are independent of each other and they
are connected across layers. We have shown that an In-
dRNN can be easily regulated to prevent the gradient ex-
ploding and vanishing problems while allowing the network
to learn long-term dependencies. Moreover, an IndRNN can
work with non-saturated activation functions such as relu
(rectified linear unit) and be still trained robustly. Multi-
ple IndRNNs can be stacked to construct a network that is
deeper than the existing RNNs. Experimental results have
shown that the proposed IndRNN is able to process very
long sequences (over 5000 time steps), can be used to con-
struct very deep networks (21 layers used in the experiment)
and still be trained robustly. Better performances have
been achieved on various tasks by using IndRNNs compared
with the traditional RNN and LSTM. The code is avail-
able at https://github.com/Sunnydreamrain/
IndRNN_Theano_Lasagne.
1. Introduction
Recurrent neural networks (RNNs) [17] have been
widely used in sequence learning problems such as action
recognition [8], scene labelling [4] and language process-
ing [5], and have achieved impressive results. Compared
with the feed-forward networks such as the convolutional
neural networks (CNNs), a RNN has a recurrent connection
where the last hidden state is an input to the next state. The
update of states can be described as follows:
ht = σ(Wxt +Uht−1 + b) (1)
where xt ∈ RM and ht ∈ RN are the input and hidden state
at time step t, respectively. W ∈ RN×M , U ∈ RN×N and
b ∈ RN are the weights for the current input and the recur-
rent input, and the bias of the neurons. σ is an element-wise
activation function of the neurons, and N is the number of
neurons in this RNN layer.
Training of the RNNs suffers from the gradient vanishing
and exploding problem due to the repeated multiplication of
the recurrent weight matrix. Several RNN variants such as
the long short-term memory (LSTM) [10, 18] and the gated
recurrent unit (GRU) [5] have been proposed to address the
gradient problems. However, the use of the hyperbolic tan-
gent and the sigmoid functions as the activation function in
these variants results in gradient decay over layers. Conse-
quently, construction and training of a deep LSTM or GRU
based RNN network is practically difficult. By contrast, ex-
isting CNNs using non-saturated activation function such as
relu can be stacked into a very deep network (e.g. over 20
layers using the basic convolutional layers and over 100 lay-
ers with residual connections [12]) and be still trained effi-
ciently. Although residual connections have been attempted
for LSTM models in several works [51, 42], there have been
no significant improvement (mostly due to the reason that
gradient decays in LSTM with the use of the hyperbolic tan-
gent and the sigmoid functions as mentioned above).
Moreover, the existing RNN models share the same com-
ponent σ(Wxt +Uht−1 + b) in (1), where the recurrent
connection entangles all the neurons. This makes it hard
to interpret and understand the roles of the trained neurons
(e.g., what patterns each neuron responds to) since the sim-
ple visualization of the outputs of individual neurons [19] is
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hard to ascertain the function of one neuron without consid-
ering the others.
In this paper, a new type of RNN, referred to as inde-
pendently recurrent neural network (IndRNN), is proposed.
In the proposed IndRNN, the recurrent inputs are processed
with the Hadamard product as ht = σ(Wxt + u ht−1 +
b). This provides a number of advantages over the tradi-
tional RNN including:
• The gradient backpropagation through time can be reg-
ulated to effectively address the gradient vanishing and
exploding problems.
• Long-term memory can be kept with IndRNNs to pro-
cess long sequences. Experiments have demonstrated
that an IndRNN can well process sequences over 5000
steps while LSTM could only process less than 1000
steps.
• An IndRNN can work well with non-saturated func-
tion such as relu as activation function and be trained
robustly.
• Multiple layers of IndRNNs can be efficiently stacked,
especially with residual connections over layers, to in-
crease the depth of the network. An example of 21
layer-IndRNN is demonstrated in the experiments for
language modelling.
• Behaviour of IndRNN neurons in each layer are easy
to interpret due to the independence of neurons in each
layer.
Experiments have demonstrated that IndRNN performs
much better than the traditional RNN and LSTM models
on the tasks of the adding problem, sequential MNIST clas-
sification, language modelling and action recognition.
2. Related Work
To address the gradient exploding and vanishing prob-
lems in RNNs, variants of RNNs have been proposed and
typical ones are the long short-term memory (LSTM) [14],
and the gated recurrent unit (GRU) [5]. Both LSTM and
GRU enforce a constant error flow over time steps and use
gates on the input and the recurrent input to regulate the
information flow through the network. However, the use
of gates makes the computation not parallelable and thus
increases the computational complexity of the whole net-
work. To process the states of the network over time in par-
allel, the recurrent connections are fixed in [3, 30]. While
this strategy greatly simplifies the computational complex-
ity, it reduces the capability of their RNNs since the re-
current connections are no longer trainable. In [1, 50], a
unitary evolution RNN was proposed where the unitary re-
current weights are defined empirically. In this case, the
norm of the backpropagated gradient can be bounded with-
out exploding. By contrast, the proposed IndRNN solves
the gradient exploding and vanishing problems without los-
ing the power of trainable recurrent connections and without
involving gate parameters.
In addition to changing the form of the recurrent neu-
rons, works on initialization and training techniques, such
as initializing the recurrent weights to a proper range or
regulating the norm of the gradients over time, were also
reported in addressing the gradient problems. In [28], an
initialization technique was proposed for an RNN with relu
activation, termed as IRNN, which initializes the recurrent
weight matrix to be the identity matrix and bias to be zero.
In [48], the recurrent weight matrix was further suggested
to be a positive definite matrix with the highest eigenvalue
of unity and all the remainder eigenvalues less than 1. In
[38], the geometry of RNNs was investigated and a path-
normalized optimization method for training was proposed
for RNNs with relu activation. In [26], a penalty term on the
squared distance between successive hidden states’ norms
was proposed to prevent the exponential growth of IRNN’s
activation. Although these methods help ease the gradient
exploding, they are not able to completely avoid the prob-
lem (the eigenvalues of the recurrent weight matrix may still
be larger than 1 in the process of training). Moreover, the
training of an IRNN is very sensitive to the learning rate.
When the learning rate is large, the gradient is likely to ex-
plode. The proposed IndRNN solves gradient problems by
making the neurons independent and constraining the re-
current weights. It can work with relu and be trained ro-
bustly. As a result, an IndRNN is able to process very long
sequences (e.g. over 5000 steps as demonstrated in the ex-
periments).
On the other hand, comparing with the deep CNN archi-
tectures which could be over 100 layers such as the resid-
ual CNN [12] and the pseudo-3D residual CNN (P3D) [44],
most of the existing RNN architectures only consist of sev-
eral layers (2 or 3 for example [25, 46, 28]). This is mostly
due to the gradient vanishing and exploding problems which
result in the difficulty in training a deep RNN. Since all the
gate functions, input and output modulations in LSTM em-
ploy sigmoid or hyperbolic tangent functions as the activa-
tion function, it suffers from the gradient vanishing prob-
lem over layers when multiple LSTM layers are stacked
into a deep model. Currently, a few models were reported
that employ residual connections [12] between LSTM lay-
ers to make the network deeper [51]. However, as shown
in [42], the deep LSTM model with the residual connec-
tions does not efficiently improve the performance. This
may be partly due to the gradient decay over LSTM layers.
On the contrary, for each time step, the proposed IndRNN
with relu works in a similar way as CNN. Multiple layers of
IndRNNs can be stacked and be efficiently combined with
residual connections, leading to a deep RNN.
3. Independently Recurrent Neural Network
In this paper, we propose an independently recurrent
neural network (IndRNN). It can be described as:
ht = σ(Wxt + u ht−1 + b) (2)
where recurrent weight u is a vector and  represents
Hadamard product. Each neuron in one layer is indepen-
dent from others and connection between neurons can be
achieved by stacking two or more layers of IndRNNs as pre-
sented later. For the n-th neuron, the hidden state hn,t can
be obtained as
hn,t = σ(wnxt + unhn,t−1 + bn) (3)
where wn and un are the n-th row of the input weight and
recurrent weight, respectively. Each neuron only receives
information from the input and its own hidden state at the
previous time step. That is, each neuron in an IndRNN
deals with one type of spatial-temporal pattern indepen-
dently. Conventionally, a RNN is treated as multiple layer
perceptrons over time where the parameters are shared. Dif-
ferent from the conventional RNNs, the proposed IndRNN
provides a new perspective of recurrent neural networks as
independently aggregating spatial patterns (i.e. through w)
over time (i.e. through u). The correlation among different
neurons can be exploited by stacking two or multiple lay-
ers. In this case, each neuron in the next layer processes the
outputs of all the neurons in the previous layer.
The gradient backpropagation through time for an In-
dRNN and how it addresses the gradient vanishing and ex-
ploding problems are described in the next Subsection 3.1.
Details on the exploration of cross-channel information are
explained in Subsection 4. Different deeper and longer In-
dRNN network architectures are discussed in Subsection
4.1.
3.1. Backpropagation Through Time for An In-
dRNN
For the gradient backpropagation through time in each
layer, the gradients of an IndRNN can be calculated inde-
pendently for each neuron since there are no interactions
among them in one layer. For the n-th neuron hn,t =
σ(wnxt + unhn,t−1) where the bias is ignored, suppose
the objective trying to minimize at time step T is Jn. Then
the gradient back propagated to the time step t is
∂Jn
∂hn,t
=
∂Jn
∂hn,T
∂hn,T
∂hn,t
=
∂Jn
∂hn,T
T−1∏
k=t
∂hn,k+1
∂hn,k
=
∂Jn
∂hn,T
T−1∏
k=t
σ′n,k+1un =
∂Jn
∂hn,T
uT−tn
T−1∏
k=t
σ′n,k+1
(4)
where σ′n,k+1 is the derivative of the element-wise activa-
tion function. It can be seen that the gradient only involves
the exponential term of a scalar value un which can be eas-
ily regulated, and the gradient of the activation function
which is often bounded in a certain range. Compared with
the gradients of an RNN ( ∂J∂hT
∏T−1
k=t diag(σ
′(hk+1))UT
where diag(σ′(hk+1)) is the Jacobian matrix of the
element-wise activation function), the gradient of an In-
dRNN directly depends on the value of the recurrent weight
(which is changed by a small magnitude according to the
learning rate) instead of matrix product (which is mainly
determined by its eigenvalues and can be changed signif-
icantly even though the change to each matrix entries is
small [39]). Thus the training of an IndRNN is more robust
than a traditional RNN. To solve the gradient exploding and
vanishing problem over time, we only need to regulate the
exponential term “uT−tn
∏T−1
k=t σ
′
n,k+1” to an appropriate
range. This is further explained in the following together
with keeping long and short memory in an IndRNN.
To keep long-term memory in a network, the current
state (at time step t) would still be able to effectively in-
fluence the future state (at time step T ) after a large time
interval. Consequently, the gradient at time step T can be
effectively propagated to the time step t. By assuming that
the minimum effective gradient is , a range for the recur-
rent weight of an IndRNN neuron in order to keep long-term
memory can be obtained. Specifically, to keep a memory
of T − t time steps, |un| ∈ [ (T−t)
√
∏T−1
k=t σ
′
n,k+1
,+∞) ac-
cording to (4) (ignoring the gradient backpropagated from
the objective at time step T ). That is, to avoid the gra-
dient vanishing for a neuron, the above constraint should
be met. In order to avoid the gradient exploding prob-
lem, the range needs to be further constrained to |un| ∈
[ (T−t)
√
∏T−1
k=t σ
′
n,k+1
, (T−t)
√
γ∏T−1
k=t σ
′
n,k+1
] where γ is the
largest gradient value without exploding. For the commonly
used activation functions such as relu and tanh, their deriva-
tives are no larger than 1, i.e., |σ′n,k+1| ≤ 1. Especially for
relu, its gradient is either 0 or 1. Considering that the short-
term memories can be important for the performance of the
network as well, especially for a multiple layers RNN, the
constraint to the range of the recurrent weight with relu acti-
vation function can be relaxed to |un| ∈ [0, (T−t)√γ]. When
the recurrent weight is 0, the neuron only uses the infor-
mation from the current input without keeping any mem-
ory from the past. In this way, different neurons can learn
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Figure 1. Illustration of (a) the basic IndRNN architecture and (b)
the residual IndRNN architecture.
to keep memory of different lengths. Note that the regula-
tion on the recurrent weight u is different from the gradient
clipping technique. For the gradient clipping or gradient
norm clipping [41], the calculated gradient is already ex-
ploded and is forced back to a predefined range. The gra-
dients for the following steps may keep exploding. In this
case, the gradient of the other layers relying on this neu-
ron may not be accurate. On the contrary, the regulation
proposed here essentially maintains the gradient in an ap-
propriate range without affecting the gradient backprogated
through this neuron.
4. Multiple-layer IndRNN
As mentioned above, neurons in the same IndRNN layer
are independent of each other, and cross channel informa-
tion over time is explored through multiple layers of In-
dRNNs. To illustrate this, we compare a two-layer In-
dRNN with a traditional single layer RNN. For simplic-
ity, the bias term is ignored for both IndRNN and tra-
ditional RNN. Assume a simple N -neuron two-layer net-
work where the recurrent weights for the second layer
are zero which means the second layer is just a fully
connected layer shared over time. The Hadamard prod-
uct (u  ht−1) can be represented in the form of matrix
product by diag(u1, u2, . . . , uN )ht−1. In the following,
diag(u1, u2, . . . , uN ) is shortened as diag(ui). Assume
that the activation function is a linear function σ(x) = x.
The first and second layers of a two-layer IndRNN can be
represented by (5) and (6), respectively.
hf,t =Wfxf,t + diag(ufi)hf,t−1 (5)
hs,t =Wshf,t (6)
Assuming Ws is invertible, then
W−1s hs,t =Wfxf,t + diag(ufi)W
−1
s hs,t−1 (7)
Thus
hs,t =WsWfxf,t +Wsdiag(ufi)W
−1
s hs,t−1 (8)
By assigning U = Wsdiag(ufi)W−1s and W =
WsWf , it becomes
ht =Wxt +Uht−1 (9)
which is a traditional RNN. Note that this only imposes the
constraint that the recurrent weight (U) is diagonalizable.
Therefore, the simple two-layer IndRNN network can rep-
resent a traditional RNN network with a diagonalizable re-
current weight (U). In other words, under linear activation,
a traditional RNN with a diagonalizable recurrent weight
(U) is a special case of a two-layer IndRNN where the
recurrent weight of the second layer is zero and the input
weight of the second layer is invertible.
It is known that a non-diagonalizable matrix can be
made diagonalizable with a perturbation matrix composed
of small entries. A stable RNN network needs to be robust
to small perturbations (in order to deal with precision er-
rors for example). It is possible to find an RNN network
with a diagonalizable recurrent weight matrix to approxi-
mate a stable RNN network with a non-diagonalizable re-
current weight matrix. Therefore, a traditional RNN with
a linear activation is a special case of a two-layer IndRNN.
For a traditional RNN with a nonlinear activation function,
its relationship with the proposed IndRNN is yet to be estab-
lished theoretically. However, we have shown empirically
that the proposed IndRNN can achieve better performance
than a traditional RNN with a nonlinear activation function.
Regarding the number of parameters, for a N -neuron
RNN network with input of dimension M , the number of
parameters in a traditional RNN is M × N + N × N ,
while the number of parameters using one-layer IndRNN
is M × N + N . For a two-layer IndRNN where both
layers consist of N neurons, the number of parameters is
M ×N +N ×N + 2 ×N , which is of a similar order to
the traditional RNN.
In all, the cross-channel information can be well ex-
plored with a multiple-layer IndRNN although IndRNN
neurons are independent of each other in each layer.
4.1. Deeper and Longer IndRNN Architectures
In the proposed IndRNN, the processing of the input
(Wxt + b) is independent at different timesteps and can
be implemented in parallel as in [3, 30]. The proposed In-
dRNN can be extended to a convolutional IndRNN where,
instead of processing input of each time step using a fully
connected weight (Wxt), it is processed with convolutional
operation (W ∗ xt, where ∗ denotes the convolution opera-
tor).
The basic IndRNN architecture is shown in Fig. 1(a),
where “weight” and “Recurrent+ReLU” denote the process-
ing of input and the recurrent process at each step with relu
as the activation function. By stacking this basic architec-
ture, a deep IndRNN network can be constructed. Com-
pared with an LSTM-based architecture using the sigmoid
and hyperbolic tangent functions decaying the gradient over
layers, a non-saturated activation function such as relu re-
duces the gradient vanishing problem over layers. In ad-
dition, batch normalization, denoted as “BN”, can also be
employed in the IndRNN network before or after the acti-
vation function as shown in Fig. 1(a).
Since the weight layer (Wxt + b) is used to process the
input, it is natural to extend it to multiple layers to deepen
the processing. Also the layers used to process the input can
be of the residual structures in the same way as in CNN [12].
With the simple structure of IndRNN, it is very easy to ex-
tend it to different networks architectures. For example, in
addition to simply stacking IndRNNs or stacking the layers
for processing the input, IndRNNs can also be stacked in the
form of residual connections. Fig. 1(b) shows an example
of a residual IndRNN based on the “pre-activation” type of
residual layers in [13]. At each time step, the gradient can
be directly propagated to the other layers from the identity
mapping. Since IndRNN addresses the gradient exploding
and vanishing problems over time, the gradient can be effi-
ciently propagated over different time steps. Therefore, the
network can be substantially deeper and longer. The deeper
and longer IndRNN network can be trained end-to-end sim-
ilarly as other networks.
5. Experiments
In this Section, evaluation of the proposed IndRNN on
various tasks are presented.
5.1. Adding Problem
The adding problem [14, 1] is commonly used to eval-
uate the performance of RNN models. Two sequences of
length T are taken as input. The first sequence is uniformly
sampled in the range (0, 1) while the second sequence con-
sists of two entries being 1 and the rest being 0. The output
is the sum of the two entries in the first sequence indicated
by the two entries of 1 in the second sequence. Three dif-
ferent lengths of sequences, T = 100, 500 and 1000, were
used for the experiments to show whether the tested models
have the ability to model long-term memory.
The RNN models included in the experiments for com-
parison are the traditional RNN with tanh, LSTM, IRNN
(RNN with relu). The proposed IndRNN was evaluated
with relu activation function. Since GRU achieved similar
performance as LSTM [18], it is not included in the report.
RNN, LSTM, and IRNN are all one layer while the IndRNN
model is two layers. 128 hidden units were used for all the
models, and the number of parameters for RNN, LSTM, and
two-layer IndRNN are 16K, 67K and 17K, respectively. It
can be seen that the two-layer IndRNN has a comparable
number of parameters to that of the one-layer RNN, while
many more parameters are needed for LSTM. As discussed
in Subsection 3.1, the recurrent weight is constrained in the
range of |un| ∈ (0,
T√
2) for the IndRNN.
Mean squared error (MSE) was used as the objective
function and the Adam optimization method [24] was used
for training. The baseline performance (predicting 1 as the
output regardless of the input sequence) is mean squared er-
ror of 0.167 (the variance of the sum of two independent
uniform distributions). The initial learning rate was set to
2×10−3 for models with tanh activation and set as 2×10−4
for models with relu activations. However, as the length of
the sequence increases, the IRNN model do not converge
and thus a smaller initial learning rate (10−5) was used. The
learning rate was reduced by a factor of 10 every 20K train-
ing steps. The training data and testing data were all gen-
erated randomly throughout the experiments, different from
[1] which only used a set of randomly pre-generated data.
The results are shown in Fig. 2(a), 2(b) and 2(c). First,
for short sequences (T = 100), most of the models (ex-
cept RNN with tanh) performed well as they converged to
a very small error (much smaller than the baseline). When
the length of the sequences increases, the IRNN and LSTM
models have difficulties in converging, and when the se-
quence length reaches 1000, IRNN and LSTM cannot min-
imize the error any more. However, the proposed IndRNN
can still converge to a small error very quickly. This indi-
cates that the proposed IndRNN can model a longer-term
memory than the traditional RNN and LSTM.
From the figures, it can also be seen that the tradi-
tional RNN and LSTM can only keep a mid-range memory
(about 500 - 1000 time steps). To evaluate the proposed In-
dRNN model for very long-term memory, experiments on
sequences with length 5000 were conducted where the re-
sult is shown in Fig. 2(d). It can be seen that IndRNN can
still model it very well. Note that the noise in the result of
IndRNN is because the initial learning rate (2× 10−4) was
relatively large and once the learning rate dropped, the per-
formance became robust. This demonstrates that IndRNN
can effectively address the gradient exploding and vanish-
ing problem over time and keep a long-term memory.
(a) (b)
(c) (d)
Figure 2. Results of the adding problem for different sequence lengths. The legends for all figures are the same and thus only shown in (a).
5.1.1 Analysis of Neurons’ Behaviour
In the proposed IndRNN, neurons in each layer are inde-
pendent of each other which allows analysis of each neu-
ron’s behaviour without considering the effect coming from
other neurons. Fig. 3(a) and 3(b) show the activation of
the neurons in the first and second layers, respectively, for
one random input with sequence length 5000. It can be
seen that neurons in the first layer mainly pick up the in-
formation of the numbers to be added, where the strong
responses correspond to the locations to be summed indi-
cated by the sequence. It can be regarded as reducing noise,
i.e., reducing the effect of other non-useful inputs in the se-
quence. For the second layer, one neuron aggregates inputs
to long-term memory while others generally preserve their
own state or process short-term memory which may not be
useful in the testing case (since only the hidden state of the
last time step is used as output). From this result, we con-
jecture that only one neuron is needed in the second layer to
model the adding problem. Moreover, since neurons in the
second layer are independent from each other, one neuron
can still work with the others removed (which is not possi-
ble for the traditional RNN models).
To verify the above conjecture, an experiment was con-
ducted where the first IndRNN layer is initialized with the
trained weights and the second IndRNN layer only consists
of one neuron initialized with the weight of the neuron that
keeps the long-term memory. Accordingly, the final fully
connected layer used for output is a neuron with only one
input and one output, i.e., two scalar values including one
weight parameter and one bias parameter. Only the final
output layer was trained/fine-tuned in this experiment and
the result is shown in Fig. 4. It can be seen that with only
one IndRNN neuron in the second layer, the model is still
able to model the adding problem very well for sequences
with length 5000 as expected.
(a)
(b)
Figure 3. Neurons’ behaviour in different layers of the proposed
IndRNN for long sequences (5000 time steps) in the adding prob-
lem.
Figure 4. Result of the adding problem with just one neuron in the
second layer for sequences of length 5000.
5.2. Sequential MNIST Classification
Sequential MNIST classification is another problem that
is widely used to evaluate RNN models. The pixels of
MNIST digits [29] are presented sequentially to the net-
Table 1. Results (in terms of error rate (%)) for the sequential
MNIST and permuted MNIST.
MNIST pMNIST
IRNN [28] 5.0 18
uRNN [1] 4.9 8.6
RNN-path [38] 3.1 -
LSTM [1] 1.8 12
LSTM+Recurrent dropout [45] - 7.5
LSTM+Recurrent batchnorm [7] - 4.6
LSTM+Zoneout [25] - 6.9
LSTM+Recurrent batchnorm+Zoneout - 4.1
IndRNN (6 layers) 1.0 4.0
works and classification is performed after reading all pix-
els. To make the task even harder, the permuted MNIST
classification was also used where the pixels are processed
with a fixed random permutation. Since an RNN with tanh
does not converge to a high accuracy (as reported in the lit-
erature [28]), only IndRNN with relu was evaluated. As ex-
plained in Section 4.1, IndRNN can be stacked into a deep
network. Here we used a six-layer IndRNN, and each layer
has 128 neurons. To accelerate the training, batch normal-
ization is inserted after each layer. The Adam optimiza-
tion was used with the initial learning rate 2 × 10−4 and
reduced by a factor of 10 every 600K training steps. The
results are shown in Table 1 in comparison with the exist-
ing methods. It can be seen that IndRNN achieved better
performance than the existing RNN models.
5.3. Language Modeling
5.3.1 Char-level Penn Treebank
In this subsection, we evaluate the performance of the pro-
posed IndRNN on the language modelling task using the
character-level Penn Treebank (PTB-c) dataset. The test
setting is similar to [7]. A six-layer IndRNN with 2000 hid-
den neurons is used for the test. To demonstrate that the
IndRNN network can be very deep with the residual con-
nections, a 21-layer residual IndRNN as shown in Fig. 1(b)
in Subsection 4.1 was adopted. The frame-wise batch nor-
malization [27] is applied, and the batch size is set to 128.
Adam was used for training with initial learning rate set to
2 × 10−4 and dropped by a factor of 5 when performance
on the validation set was no longer improved (with patience
20). Dropout [9] with a dropping probability of 0.25 and 0.3
were used for the 6-layer IndRNN and the residual IndRNN.
The sequences are non-overlapping and length T = 50 and
T = 150 were both tested in training and testing.
The results are shown in Table 2 in comparison with the
existing methods. Performance was evaluated using bits per
character metric (BPC). It can be seen that the proposed In-
dRNN model achieved better performance than the tradi-
tional RNN and LSTM models. It can also been seen that
Table 2. Results of char-level PTB for our proposed IndRNN
model in comparison with results reported in the literature, in
terms of BPC.
Test
RNN-tanh [26] 1.55
RNN-relu [38] 1.55
RNN-TRec [26] 1.48
RNN-path [38] 1.47
HF-MRNN [35] 1.42
LSTM [25] 1.36
LSTM+Recurrent dropout [45] 1.32
LSTM+Recurrent batchnorm [7] 1.32
LSTM+Zoneout [25] 1.27
HyperLSTM + LN [11] 1.25
Hierarchical Multiscale LSTM + LN [6] 1.24
Fast-slow LSTM [37] 1.19
Neural Architecture Search [54] 1.21
IndRNN (6 layers, 50 steps) 1.26
IndRNN (6 layers, 150 steps) 1.23
res-IndRNN (21 layers, 50 steps) 1.21
res-IndRNN (11 layers*, 150 steps) 1.19
*Note that due to the limitation of GPU memory, an 11-layer
residual IndRNN was used for time step 150 instead of 21 lay-
ers.
with a deeper residual IndRNN, the performance can be fur-
ther improved. Also an improvement can be achieved with
longer temporal dependencies (from time step 50 to 150) as
shown in Table 2.
5.3.2 Word-level Penn Treebank
In this subsection, the performance of the proposed In-
dRNN on the word-level Penn Treebank dataset is evalu-
ated. The test setting is similar to [25]. A 11-layer residual
IndRNN was used for test and the weight tying [16, 43]
of the input embedding and the final output weight is also
adopted. The frame-wise batch normalization [27] is ap-
plied, and the batch size is set to 128. Adam was used for
training with initial learning rate set to 5×10−4 and dropped
by a factor of 5 when performance on the validation set was
no longer improved (with patience 20). The sequences are
non-overlapping and length T = 50 was used in training
and testing. Dropout [9] with a dropping probability of
0.35 were used among IndRNN layers (including embed-
ding) while 0.8 is used after the last IndRNN layer. The
recurrent weights are initialized with Normal(0.4, 0.2),
which makes the network starts with learning more mid-
range memory.
The results are shown in Table 3 in comparison with the
existing methods. It can be seen that the proposed IndRNN
model achieved better performance than most of the tradi-
tional RNN and LSTM models except the neural architec-
Table 3. Results of word-level PTB for our proposed IndRNN
model in comparison with results reported in the literature, in
terms of perplexity.
Test
RNN-LDA + KN-5 + cache [36] 92.0
Deep RNN [40] 107.5
CharCNN [23] 78.9
LSTM [25] 114.5
LSTM+Recurrent dropout [45] 87.0
LSTM+Zoneout [25] 77.4
LSTM+Variational Dropout [9] 73.4
Pointer Sentinel LSTM [34] 70.9
RHN [53] 65.4
Neural Architecture Search [54] 62.4
res-IndRNN (11 layers) 65.3
ture search [54] which constructs new models while learn-
ing.
5.4. Skeleton based Action Recognition
The NTU RGB+D dataset [46] was used for the skele-
ton based action recognition. This dataset is currently the
largest action recognition dataset with skeleton modality. It
contains 56880 sequences of 60 action classes, including
Cross-Subject (CS) (40320 and 16560 samples for training
and testing, respectively) and Cross-View (CV) (37920 and
18960 samples for training and testing, respectively) evalu-
ation protocols [46]. In each evaluation protocol, 5% of the
training data was used for evaluation as suggested in [46]
and 20 frames were sampled from each instance as one in-
put in the same way as in [32]. The joint coordinates of two
subject skeletons were used as input. If only one is present,
the second was set as zero. For this dataset, when multi-
ple skeletons are present in the scene, the skeleton identity
captured by the Kinect sensor may be changed over time.
Therefore, an alignment process was first applied to keep
the same skeleton saved in the same data array over time. A
four-layer IndRNN and a six-layer IndRNN with 512 hid-
den neurons were both tested. Batch size was 128 and the
Adam optimization was used with the initial learning rate
2 × 10−4 and decayed by 10 once the evaluation accuracy
does not increase. Dropout [9] was applied after each In-
dRNN layer with a dropping probability of 0.25 and 0.1 for
CS and CV settings, respectively.
The final result is shown in Table 4 including compar-
isons with the existing methods. It can be seen that the
proposed IndRNN greatly improves the performance over
other RNN or LSTM models on the same task. For CS,
RNN and LSTM of 2 layers can only achieve accuracies
of 56.29% and 60.09% while a 4-layer IndRNN achieved
78.58%. For CV, RNN and LSTM of 2 layers only achieved
accuracies of 64.09% and 67.29% while 4-layer IndRNN
achieved 83.75%. As demonstrated in [32, 46], the perfor-
Table 4. Results of all skeleton based methods on NTU RGB+D
dataset.
Method CS CV
Deep learning on Lie Group [15] 61.37% 66.95%
JTM+CNN [49] 73.40% 75.20%
Res-TCN [22] 74.30% 83.10%
SkeletonNet(CNN) [20] 75.94% 81.16%
JDM+CNN [31] 76.20% 82.30%
Clips+CNN+MTLN [21] 79.57% 84.83%
Enhanced Visualization+CNN [33] 80.03% 87.21%
1 Layer RNN [46] 56.02% 60.24%
2 Layer RNN [46] 56.29% 64.09%
1 Layer LSTM [46] 59.14% 66.81%
2 Layer LSTM [46] 60.09% 67.29%
1 Layer PLSTM [46] 62.05% 69.40%
2 Layer PLSTM [46] 62.93% 70.27%
JL d+RNN [52] 70.26% 82.39%
STA-LSTM [47] 73.40% 81.20%
ST-LSTM + Trust Gate [32] 69.20% 77.70%
Pose conditioned STA-LSTM[2] 77.10% 84.50%
IndRNN (4 layers) 78.58% 83.75%
IndRNN (6 layers) 81.80% 87.97%
mance of LSTM cannot be further improved by simply in-
creasing the number of parameters or increasing the number
of layers. However, by increasing the 4-layer IndRNN to
a 6-layer IndRNN, the performance is further improved to
81.80% and 87.97% for CS and CV, respectively. This per-
formance is better than the state-of-the-art methods includ-
ing those with attention models [47, 2] and other techniques
[52, 32].
6. Conclusion
In this paper, we presented an independently recurrent
neural network (IndRNN), where neurons in one layer are
independent of each other. The gradient backpropagation
through time process for the IndRNN has been explained
and a regulation technique has been developed to effec-
tively address the gradient vanishing and exploding prob-
lems. Compared with the existing RNN models including
LSTM and GRU, IndRNN can process much longer se-
quences. The basic IndRNN can be stacked to construct
a deep network especially combined with residual connec-
tions over layers, and the deep network can be trained ro-
bustly. In addition, independence among neurons in each
layer allows better interpretation of the neurons. Experi-
ments on multiple fundamental tasks have verified the ad-
vantages of the proposed IndRNN over existing RNN mod-
els.
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