*Although SONET and SDH have a similar structure, direct interworking is for all practical purposes impossible without converter equipment. In this paper, reference to 'SDH/SONET' means that either SDH or SONET applies.
and complementary telecommunication and third-party carrier services, embraced new information and entertainment opportunities across a wide range of market applications, from cable television (CATV) to niche services targeted at specific customer needs. Perhaps one specific and highly visible example of the recent change in the telecommunication service has been the rapid growth in mobility, for both business and residential use, and its potential extension from speech into mobile Internet and related data applications. Although not all of this growth can be translated directly into incremental capacity increases-since some of the 'new' traffic may, in practice, be displacement of fixed services-the market's ready adoption of mobility has already had a profound effect on the telecommunications infrastructure and, as a result of the new third generation (3G) standards, the underlying technology.
The ensuing competition and expansion of network and service provision has, thus, resulted in a continuing acceleration in the deployment of existing and new technology, culminating in today's networks, in which ATM (Asynchronous Transfer Mode), IP (Internet Protocol) and optical technology combine with the established digital hierarchy to form the multilayered network shown in Fig. 1. 
The digital transport hierarchy
Digitally encoded voice and data traffic signals were initially deployed over copper and radio bearers but, over the past 15-20 years, these have been almost entirely replaced by optical fibre systems. Although radio continues to play a key role in many applications, copper is now largely confined to the local access network, whose replacement entirely by fibre remains difficult to justify economically in the short term.
Notwithstanding the choice of bearer, the definition of the digital multiplexing standards reflected the hierarchical network structure of the voice switched network, with 64 kbit/s voice channels first multiplexed into a 2 Mbit/s primary rate signal (equivalent to 30 × 64 kbit/s plus two signalling and control channels), which forms the basic building block of today's transport network. Subsequent multiplexing to higher rates followed, based on the ITU recommendations for PDH (Plesiochronous Digital Hierarchy) transport 1 , resulting in the standardised aggregate 8 Mbit/s, 34 Mbit/s and 140 Mbit/s line systems. As digital processing and detection techniques advanced, so did the maximum aggregate transport rates, reaching 565 Mbit/s (equivalent to almost 8000 telephone channels) over a single fibre by the early 1980s.
Around that time, the limitations of PDH were being questioned, culminating in the introduction of the SONET and SDH synchronous multiplexing structures 2, 3 . The benefits of this new, synchronous technology enabled individual constituent payloads to be readily extracted from an aggregate signal, without the need for complete demultiplexing of the entire signal, see Fig. 2 . In addition, the introduction of additional management and control bytes within the synchronous transport frame provided an unprecedented mechanism for monitoring performance and reconfiguring traffic paths, under remote network management control. The combination of these two features radically changed the nature of the transport network, enabling traffic to be provisioned and routed without the time and resource costs of visits to site, and laying the foundation for the flexible and resilient networks demanded by today's telecommunication users. The benefits of SONET and SDH became quickly apparent, resulting in the rapid adoption of these technologies in their respective North American and 'Rest of World' markets, to the extent that they have all but replaced PDH.
The emergence of optical wave division multiplexing
As demand for bandwidth accelerated in the latter part of the 1990s, the limitations in the installed base of optical fibre, particularly on long-haul intercity routes, became pressing. At that time, the available SDH and SONET equipment was limited in capacity-by the then current electrical processing technology-to an optical line rate of 2·5 Gbit/s per fibre.
To accommodate traffic growth rates of several hundred per cent per year-in large part triggered by the growth of the Internet-the concept of putting several individual optical signals down a common, shared fibre using wave division multiplexing (WDM) was introduced. In WDM, each of potentially scores of lasers launches a unique colour of light into a single shared fibre, with each laser carrying its own unique data stream. Although first applied to multiple SDH/SONET streams, the principle can be applied to carrying non-SDH traffic, opening up the potential for each fibre to carry a number of coloured lasers or wavelengths (λ, lambda,) each independently carrying SDH/SONET, IP (for example Gigabit Ethernet 4 ) or any other service. Dense wave division multiplexing (DWDM), see Fig. 3 , was first introduced in large volume in North America by the long-haul, inter-exchange carriers (IXCs) for pointto-point routes. For the highest fibre capacity there is no real rival to WDM. However, for aggregating traffic between the user and the high-capacity core, consolidation and grooming of traffic at sub-λ rates is essential in order to achieve optimum utilisation of transmission plant in the access and regional network layers.
New network paradigms
The combination of the unprecedented rate of traffic growth and the dominance of IP, as the preferred data protocol, is putting enormous pressure on planners to choose the right network architecture and combination of technologies in order to yield scalability with economy. This is especially important, at the moment, given that forecasts of revenues for network operators suggest that, overall, data currently provides relatively small revenues per bit transported in comparison with voice circuits, despite the much higher levels of data traffic. This means that data-oriented networks have to be built at a small fraction of the cost per bit per second compared with a traditional network. The traditional way of building a network has been to use separate layers of technology to provide each network function, such as service switching, infrastructure rearrangement, and multiplexing of many data streams onto each fibre. New layers have been added as new services and new technologies have emerged but, without modification, this model is unlikely to yield the low costs needed. The result is that new operators entering the market are having to take a more focused approach in order to take business away from the established operators, who are themselves responding vigorously to the challenge by re-examining their own practices.
Unencumbered by previous network investment, these newer operators have been able to rapidly adopt those alternative technologies and network architectures most suited to the target market. Thus, some new entrants are going for lowest cost solutions-for example, to interconnect ISPs (Internet Service Providers)-while others focus on offering ultra-low network downtime-for example, to support banking centres and international airline booking offices, for which a few minutes of outage can cost many millions of pounds in lost business.
The result of this search for competitive advantage has been a wholesale rethink of new transport concepts for carrying multiple services over the past few years. This is summarised in Fig. 1 .
Multitechnology network layering
Reading from left to right in Fig. 1 , the adopted technologies have followed a roughly chronological progression, driven by expediency rather than a considered holistic approach, as the network shifts from a predominantly time division multiplex (TDM) based PDH infrastructure to today's IP networks. Over time, the shift to the right illustrates the increasing variety of technologies available to operators, providing them with the opportunity to trade-off cost and performance according to their requirements. In practice, no single model is applicable to all of the network layers and applications, resulting in the appearance of the alternative technologies present in most networks today.
For example, the rapid growth in IP-based services has seen some operator preference for the transport of IP traffic directly over SDH/SONET systems (PoS, or packet over SDH/SONET) in access or edge networks. This allows the aggregation of IP traffic close to the customer, whilst taking advantage of the SDH/SONET flexibility in transport and resilience.
Despite this combination of IP and SDH, there remain questions over IP's inherent lower levels of reliability and the consistency of quality-of-service (QoS) controlsproblems not normally associated with public telecommunication networks. The result is that some operators continue to favour the retention of ATM because of its ability to control QoS-i.e. its traffic engineering capability-at the heart of the Internet and for most national data networks.
The dominance of IP as a protocol and the advantages of ATM as a transport technology for multiservice traffic 5 have led to much discussion on the relative benefits of IP and ATM. In the early stages, ATM appeared to have the advantage because of its finer bandwidth control, QoS capability and, at a practical level, the availability of larger The ensuing debate has resulted in much activity in industry bodies, such as the IETF and the ITU, to provide definitions of the new protocols and procedures needed to bring together the various network technologies, whilst securing key features such as QoS, traffic engineering and scalability One such area of focus has been the introduction of MPLS (Multi-Protocol Label Switching) 6 as the latest piece in the jigsaw, effectively bringing together attributes of both IP and ATM to form high-grade data networks. This approach combines the deterministic routing of ATM, for predictable and guaranteed QoS, with the long potential packet length of IP for bandwidth efficiency. It also provides improvements to ATM's routing options in order to permit nested routing to cope with multiple failure scenarios and adds a new control paradigm that facilitates fast restoration.
Looking to the core of the network, the rapid growth in demand for bearer capacity has increasingly favoured the use of WDM for bulk transport in the core networkeither to carry multiple SDH/SONET signals or, in some cases, for IP or ATM mapped directly onto individual wavelengths.
The mapping of data (and IP, in particular) onto an optical wavelength would appear to avoid the extra overhead incurred in first mapping it into the SDH/SONET multiplexing/framing structure. In practice, the transport of IP streams still needs additional structures such as those of SDH/SONET for clock extraction, for pattern delineation and for general management of transmission paths.
In addition, except for direct links between adjacent network nodes-such as between interconnected IP routers-other operational considerations need to be taken into account for more complex networks. For example, the monitoring of optical section performance and the provision of alternative paths, either by restoration (slow) or by autonomous (fast) protection, are already well established and proven features in SDH and SONET optical networks and number amongst some of the main reasons for the almost universal adoption of SDH/SONET structures for carrying IP and ATM traffic in today's national and international transport networks.
However, debate over the relative trade-offs in performance, cost and application for the respective technologies is likely to be maintained as a high-profile activity for equipment vendors, network operators and the various standards and ad hoc interworking forums during the next year.
One approach to mapping non-SDH/SONET traffic directly onto a wavelength is beginning to emerge from the ITU-T standards body and other interworking forums as a new framing structure or 'digital wrapper', which is currently in a Draft G.709 ITU Recommendation format. This provides for encapsulating the payload information and 'digitally wrapping' it with an additional overhead 4 OADMs and OXCs provide the flexibility points for routing and protection at the λ level.
4 SDH cross-connects and ATM/IP switches provide routing and switching functions.
4 SDH higher order rings provide further consolidation of the access traffic.
4 DWDM rings appear in the metropolitan network for increased fibre capacity, transparency and/or service separation.
4 Transparent λ delivery is presented for the largest customers.
4 SDH access rings provide lower order consolidation for TDM and data services.
Fig. 4 Simplified transport hierarchy
functionality to carry information for optical performance monitoring, section trace, forward error correction, etc., in an analogous way to the SDH section overhead (SOH). An extension of the digital wrapper application, also under consideration in standards, lies in its use as the genesis for a higher order multiplexing structure, which would allow the combining of multiple, independent optical formats, such as SDH/SONET, PoW (Packet over Wavelength) and Gigabit Ethernet, onto a single wavelength. This can, again, be thought of as being analogous to the SDH approach for combining its own constituent (SDH virtual container) payloads. The ultimate goal for these deliberations is to agree a set of interworking standards for the all-optical network, which will enable the full potential for a fully managed and flexible network layer in which traffic is transported, switched and managed entirely at the wavelength level, without any intervening electrical processes and independently of the end-to-end content protocols, to be achieved.
SDH/SONET and DWDM-complementary or competing technologies?
Given the high profile of Gigabit Ethernet and similar high-capacity interfaces, one might suppose that optical networking, or photonics, might eclipse SDH/SONET in the same way that SDH and SONET have all but completely replaced PDH. Two factors militate against this for the immediate future: The current costs of DWDM and its coarse granularity limit its efficiency for consolidating traffic close to the customer.
5 SDH/SONET is already well established as the transport infrastructure for virtually all of the world's network operators.
These factors, coupled with SDH/SONET's well defined set of optical parameters and its ability to carry existing, legacy TDM-based traffic without further adaptation, synchronisation or latency problems, suggest that there is little chance of it being replaced as a universal alternative transport technology in the near term. This is likely to result in the continuing use of a hierarchy of SDH/ SONET equipment as feeder networks into the photonic layer. A simplified view of this arrangement is shown in Fig. 4 . We may therefore anticipate that the two technologies will be combined to form a fully managed optical layer, with DWDM providing high-capacity fibre transport and, at the same time, offering transparency for carrying new services.
Hardware components of the photonic layer
The concept of a managed photonic layer, based on WDM technology, is the logical next step in exploiting the massive capacity of WDM. As traffic continues to grow much faster than Moore's Law (which says that the performance of silicon devices doubles roughly every 18 months), network switching will move increasingly from electrons to photons. Although optical packet switching at the photonic level is some time away, wavelength (λ) circuit switching makes excellent operational and economic sense today.
Looking at operations first, much of the present traffic growth is dominated by the ISPs, who demand access to fatter and cheaper data pipes than can be provided by today's SDH/SONET network. The wavelength count per fibre has already increased to 100 and beyond, with each wavelength carrying from 2·5 Gbit/s to 10 Gbit/s, and there is the promise of increases to 40 Gbit/s from around 2002, resulting in aggregate capacities over a single fibre link of several terabits per second.
As previously mentioned, one advantage of WDM technology for high data rates is that it is almost transparent to digital payloads, making it more suitable for carrying existing and new payloads for which no defined mappings into SDH/SONET structures have been standardised. Examples of this include payloads, such as ESCON and FibreChannel, which are not compatible with equipment generally available for public network transmission but which customers may still want to move large distances without waiting for standards to appear. The immediate pressure for carrying such traffic is most pronounced in the metropolitan (metro) network and, also, for the long-distance transport of native Gigabit Ethernet. This has further fuelled the demand for WDM in these sectors, making the concept of transparent localarea networks (LANs) more attractive and achievable.
Because of the massive growth rates now seen for highdata-rate traffic, plus moves and changes in service and delivery demand (churn) as high as 30% of network traffic per year, operators need to be able to manage traffic on a per wavelength basis, in much the same way as SDH has enabled the fast provision and routing of lower order payloads. This means that flexible network nodes, in the form of optical cross-connects (OXC) and remotely configurable optical add/drop multiplexers (R-OADMs), are needed in the same way as their precursors, digital cross-connects (DXC) and add/drop multiplexers (ADM), proved essential for the successful deployment of SDH/SONET.
A powerful factor that pushes operators towards OXCs and R-OADMs is the inefficiency of typical data networks. In order to achieve high capacity in a data switching/ routing network, a high level of meshing is needed, but the downside of such meshing is that typically at least 60% of traffic through a switching node is transit traffic, which passes through without adding value. In addition, around 30% of the capacity of a meshed network needs to be left free to provide restoration capacity in the event of fibre or node outages. Multiplying these inefficiencies (0·4 × 0·7), the result is that typically only around 30% of the capacity of a data switching node is earning its keep.
The economic attraction of switching instead at the photonic layer, as in R-OADMs, is that the throughswitched path can be based on glass and air, configured per wavelength, rather than silicon and copper configured per byte. Compared with switching per byte, the basic costs of per-wavelength switching are much lower, once high traffic loads on numbers of wavelengths are considered. Being photonic, the switching is essentially transparent to the data protocol of the payload. Much of the 70% of wasted capacity mentioned above can be offloaded onto a managed and switched photonic layer, preserving flexibility whilst reducing costs and freeing-up byte-switching capacity to cope with growth.
Just as for SDH/SONET, the topology of a switched photonic network can be based on rings or a mesh or on both (Fig. 5) . Today, most available OADMs are inflexible, with the adding or dropping of specific wavelengths effected under preplanned or manual control and restricted to ring operation in limited-reach, metropolitan applications. This new generation of truly photonic and remotely reconfigurable (R)-OADMs (Fig. 6 ) will provide the necessary high levels of flexibility in managed optical networks, in much the same way that SDH add/drop multiplexers established themselves as the essential building blocks for the outer core transport network.
A similar concept must also be applied to the provision of true photonic OXCs, Figs of wavelength translation, enabling the wavelength of a switched path to be changed to allow it to be inserted into an available wavelength allocation within a DWDM construct.
Without this ability, the routing of a given wavelength path may be blocked by the existing occupancy on a given fibre link of a similar wavelength. This translation can be effected by the use of tunable laser modules, which allow the laser output to be tuned to a given wavelength under remote control, in a similar way to the retuning of radio transmitter frequencies.
As an indication of the wide range of promising applications of tunable lasers, their use in an OXC design is shown in Fig. 10 . Each incoming signal is converted within a transponder to a wavelength generated by a tunable laser that can be remotely controlled by network management, and is then passed to an arrayed waveguide (AWG) router. This device is passive and can be built with hundreds of ports. It has the property that the path taken through it depends on the wavelength offered at the input, so controlling the laser wavelength determines the path through the overall switch system. It gives a passive switch formed from glass, whose paths depend in effect on the colour chosen at each moment by each laser. It therefore offers a low cost switch core of very high reliability and provides an almost linear model for cost growth as traffic increases and more ports are added-the ideal attributes for the architecture of an OXC. At this early stage in the lifecycle of tunable lasers, their use in large OXCs is not optimised, although their inherent flexibility is already finding immediate applications in R-OADMs and in the low-cost provision of transponder spares.
Despite the rapid progress in new optical components, there is no single optical switching technology today that will meet all of the applications in managed photonic networks. Nevertheless, economical deployment of such networks is now possible, using R-OADMs in ring topologies for both metropolitan and core networks, followed by the extension of photonic switching to large OXCs. Together, these techniques will continue to drive down the cost of high-capacity managed networks and will provide a solid basis for the next generation of Internet and similar applications.
Software components of the photonic layer
Both OXC and R-OADM are about to take advantage of another development: the evolution from MPLS in the data layer to a related concept in the transport network layer.
One of the first benefits will be to enhance the combined management of IP/ATM and WDM layers of the network. The problem of getting network management systems from different vendors to interwork for SDH/SONET has proved difficult to solve, so the response of the optical transport community has been to propose that:
5 standards-based signalling, rather than vendor-specific network management, should provide the primary means of path control for future optical networks based on DWDM 5 lessons from the convergent evolution of IP and ATM networks towards MPLS should provide the basis for the new signalling protocols; these facilitate dynamic rerouting in the event of faults.
For use in DWDM, the new protocols are sometimes grouped under the term multi-protocol lambda switching (MPλS), where the term lambda is an alternative name for wavelength. The driver for this work has been the 'single control plane' concept, in which the IP-dominated data layer would provide the intelligence to control, via a network-tonetwork interface (NNI), the flexible nodes such as OXC and R-OADM in the photonic layer. In practice, it is becoming clear that a more realistic network solution is to modify this 'peer' model to allow for a second control plane to be provided by user-to-network interfaces (UNIs) that generate triggers for action from users or from their applications. This alternative 'overlay' or 'client-server' model is expected to be the first to be agreed by industry, with the NNI definition for the peer model appearing later. Deployed networks are likely to have the photonic layer segregated into peer and overlay sections, the former being effectively a virtual private network controlled from the data layer, and the latter being controlled from the UNI as well as from conventional network management for some functions. As a discipline, signalling has an excellent pedigree in terms of standards for interworking between vendors, and brings the benefits of almost real-time control, provided that the capacity of processors and communications channels is scaled appropriately. The work towards this goal is taking place in several bodies: the Optical Internetwroking Forum (OIF) 7 , Optical Domain Service Interconnect (ODSI) 8 , IETF 9 and ITU. The first result is an emerging UNI 1.0 (user-to-network interface) from OIF. This will be used to control OXC in mesh networks and also R-OADM in ring networks, plus combinations of the two. The key differences from SDH/ SONET, apart from the huge increase in bandwidth, will be:
5 the use of fast signalling rather than network management to set up and tear down paths 5 that paths will have availability that has been confirmed by topology discovery rather than by the more errorprone database of a network management centre.
The emergence of MPLS together with its derivative, MPλS, brings the promise of a more unified way of provisioning and restoring network capacity across multiple layers of technology and across multiple vendors.
Conclusion
The flexibility and resilience delivered over the past decade by SDH/SONET for a wide range of services is now being mirrored in the emergence of a flexible photonic network layer that behaves intelligently as resource levels change. The main focus over the next few years will be in the development of new and economic optical components for wavelength switching and translation, plus a new approach to network control in order to maximise their benefits. As part of the continuing optical revolution, SDH/ SONET and photonics will combine to form a new optical transport network, geared towards the flexible transport of a wide range of network and customer services under a common control system.
