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$(0,0)$ $(q_{1’ q}^{(0,0}2)$) $(0,0)\text{ }$
$E(U_{i}^{()_{(a}}qi’ q^{\mathrm{t}^{0,0})}j;0,0(0,0)))$ ( $E(U_{i}^{(0}’)_{(}0a$ ) $)$ )
$[5_{\text{ }}6]$
2-] (1) $q_{1}^{\mathrm{t}^{0,0}}=q)\iota((0,1)1,)a=Eq^{(0}1())=E\mathrm{t}q_{1}((1,1)a))\text{ }$
$q_{2}^{()}=q_{2}^{(}=E(0,01,0)0,)oq^{(1}2())=E(q_{2}^{(\iota}(1,)a))\circ$














a $\text{ }\{a\}=\{\underline{a},\overline{a}\}$ (a-\geq -a) $\{p(a)\}=\{\delta,1-\delta\}$
$s$ $\{s\}=\{\underline{s},\overline{s}1^{\text{ _{ }}}.\text{ _{ }}$








\beta =H ( $a$ )
S $a$
$p(a=a \lrcorner s=\underline{S})=\frac{\delta\beta}{\delta\beta+(1-\beta)(1-\delta)}$
























(d) i si $j$ $s_{j}$ :

















$q_{s_{i}}^{*}.:\{\underline{S},\overline{S}\}arrow R)0$ ‘R $t\mathrm{f}_{\text{ } }i^{-}\iota \mathrm{f}$ $s_{i}=s’(s’\in\{\underline{s},\overline{s}\})$
$s_{i}=s’$ (2.2.5) $j$
$\text{ ^{ } }\mathscr{H}\text{ }E.(|si^{=}s’ qsi(S))(E_{1s_{i^{=}}}$ , \tau si=s’
$q_{\dot{s}_{j}}(s)$ $j$ S $j$ )
q; $(s’)$ $q_{s_{\mathrm{i}}}^{*}(S)$’ si=s’ $R_{s_{i}=s’}(\cdot)$
$q_{s_{\mathrm{i}}}^{*}(S’)=R_{S}(\mathrm{i}^{=_{S’}}E_{1SiS^{\prime(q(s}=}Sj)))$





























$= \frac{E(a)-C}{3b}$ $( \cdot.\cdot \sum_{d_{-}\mathrm{r}1}-\wedge-p(s=_{S’})i.B(s_{i}s’)=0)$
$(\beta,\beta)$
2.1 $(\beta,\beta)$





























































$\lim_{\rhoarrow 1}Es\mathfrak{l}U_{2}(0,\beta)(a))=E(U_{2}^{(0,1)}(\mathit{0}))$ (2.3.9) E$($
s
$aU_{1}^{()}0,\rho())=E(U_{1}^{()}(0,0\mathit{0}))$ (2.3.10)
(3) $E(U_{1}^{(0)}(0,a))\leq E(s)U_{1}^{(\beta,0)}(a)\leq E(U_{1}^{(1,0)}(a))$ (2.3.11)















$\cdot$ .. $\cdot$. $\cdot$
$S(X) \equiv-\sum_{i=1}p_{i}\log pi^{\text{ }}$ $S(Y) \equiv-\sum_{\dot{i}=1}q_{i}\log q_{i}$
,
(3.1)
$X_{\text{ }}\mathrm{Y}$ $X\otimes \mathrm{Y}=\{(X_{1},y_{1}),(x1’ y2),\cdots,(x_{n},ym)\}$
( ) $\Phi=\{\Gamma_{11},\gamma_{12},\cdots,r1nm$ $\Phi$







$S(X. \otimes \mathrm{Y})=-\sum_{i,\text{ }}rij$ log (3.2) $P$ $Q$
.
$\Phi$
– $\Phi \text{ }I(X,Y;\Phi)\text{ }$
$S(X)$ $P$ $I(X,Y;\Phi)$ $P$




$\text{ }Q\wedge \text{ }(p(i|i))$ (i.e., $q_{j}= \sum_{=i1}^{\hslash}p(j|i)pi$ )
$P$ \Lambda * $I(P;\Lambda^{*})$




$p(a)$ (a, $p(a))\text{ }$ S













(i) $S_{i}$ a ;








$s_{1}\otimes s_{2}$ a ;





$0=I( \rho=\frac{1}{2}i\frac{1}{2}<\beta a,s)<I(a<1’ s)i<I_{\beta=}(1a,s_{i})=s(a)$
(2)



























$(\beta,\beta)$ “J $\text{ }-$ $\overline{\tau}$ $I_{\beta}\langle a,s$)
sl\otimes $\mathrm{s}_{2}$ $I_{\beta}(a,s_{\iota}\otimes s_{2})(\geq I_{\beta}\langle a,S))$
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