INTRODUCTION
Motivation: Wikipedia and knowledge repositories derived from it are useful in a variety of tasks. They pertain to knowledge acquisition from text [12, 14, 18, [30] [31] [32] ], text analysis [22, 23] and information retrieval [3, 5, 6, 15, 16, 24, 28, 33] including commercial Web search, helping to potentially transform search results from sets of hyperlinks to relevant documents into sets of concepts directly relevant to users' queries [26] . Most Wikipedia articles correspond to concepts that are instances ("Wynnewood Valley Park Sensory Garden") as opposed to classes ("Garden"). This reflects in part the encyclopedic nature of Wikipedia and in part the expectation that instances naturally dominate classes in sheer count. But Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). CIKM '19, November 3-7, 2019, Beijing, China © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6976-3/19/11. https://doi.org/10.1145/3357384.3358167 multiple language editions of Wikipedia contain millions of articles each, making the subset of Wikipedia articles that are likely classes significant in size, both in absolute and relative even to resources whose focus is specifically not on instances but classes, such as WordNet [9] . Distinguishing articles that are classes would benefit Wikipedia and knowledge repositories derived from it. Contributions: The method proposed in this paper relies on the text of Wikipedia articles, in order to automatically detect a subset of articles within Wikipedia that are classes. For this purpose, the method identifies text fragments likely containing noun phrases referring to countable concepts that are either being defined ("a walled garden is a garden [..]"), similarly to [20] ; or used in defining other concepts ("a walled garden is a garden [..]"), unlike [20] . The phrases are disambiguated to their corresponding Wikipedia articles (titled "Walled garden", "Garden") based on link data readily available within Wikipedia. The method requires no linguistic preprocessing tools such as part of speech taggers, named entity recognizers, syntactic or semantic parsers or any other, making it simpler to port to other languages. Evaluation over multiple evaluation sets gives encouraging results, when exploiting both defined phrases as well as defining phrases.
DETECTION OF CLASSES
Task Definition: The task being addressed is the acquisition (i.e., selection) of a subset of Wikipedia articles that are classes. A class is a placeholder for a set of instances that share common properties. The acquisition is equivalent to attaching annotations to Wikipedia articles, whenever they are classes. Detecting Definitional Constructs: The decision whether a Wikipedia article is a class relies on two types of (case insensitive) evidence available in the article, which apply to English and to many other languages, including Romance and Germanic languages: Defined Phrases (Dfd): If a sentence from the article matches one of the following language-specific patterns, then the fragment H from the sentence may be a countable phrase being defined:
( For simplicity, as an alternative to using other text analysis tools, the right-side boundaries of fragments H in defining phrase patterns are determined in two steps. First, H is further required to be identical to the anchor text of any of the outgoing internal links from the article. An outgoing internal link is a hyperlink from the article to another Wikipedia article. If multiple such anchor texts exist, the longest is retained. Second, H is further required to be such that its last token is immediately followed by a separating token. A separating token is approximated to be either one of a set of known prepositions in the respective language (e.g., "about", "from", "in" etc., for English); or one of a small set of relative pronouns ("whose", "which", "that", for English); or a potential sentence terminator (i.e., a dot). If the requirements in both steps are satisfied, the right-side boundary of the defining phrase H has been identified, as being the end of the anchor text. Otherwise, the pattern match is ignored and the fragment H discarded.
If a sentence matches a pattern and a fragment H is successfully extracted, the fragment H constitutes a defined phrase (if extracted with Dfd) or defining phrase (if extracted with Dng).
To illustrate, consider the sentence "A Philosophical Garden is a garden whose design reflects [..]" from the Wikipedia article "Philosophical garden". The sentence matches a Dfd pattern and, more interestingly, a Dng pattern. For the latter, the fragment H that starts immediately after "is a" in the sentence a) is identical to the anchor text "garden" of an outgoing internal link from the article "Philosophical garden" to the article "Garden"; and b) is immediately followed by a separating token, namely the relative pronoun "whose". Therefore, the fragment "garden" is extracted from the sentence as a defining phrase. In another example, the sentence "We Will Follow: A Tribute to U2 is a U2 tribute album recorded by [..]" from the Wikipedia article "We Will Follow: A Tribute to U2" also initially matches a Dng pattern. The longest fragment H immediately after "is a" in the sentence that is identical to the anchor text of any outgoing internal link is "U2". The token immediately following it in the sentence is "tribute". Since the token is not a separating token, the initial pattern match and the fragment "U2" are discarded.
The proposed patterns are inspired by the popular lexical patterns introduced in [2, 13] and still in widespread use in extracting IsA relations from text [10, 25, 27, 31] . In comparison to [13] , where patterns target pairs of a hyponym and hypernym as done in [13] , the patterns here target only one side of such possible pairs, regardless of whether the other side could or could not be extracted from the text surrounding the patterns in the articles. The set of patterns is not meant to be exhaustive in extracting classes. Mapping Phrases to Articles: Defined phrases as well as defining phrases are mapped to their corresponding Wikipedia articles, effectively disambiguating them. The procedure is different, depending on whether the phrases are defined or defining phrases.
Defined phrases are mapped to the article from which they are extracted, if the phrases are identical to the article title after normalization to lowercase. The defined phrase "Philosophical Garden", extracted from the sentence "A Philosophical Garden is a garden whose design reflects [..]", is mapped to the Wikipedia article containing the sentence, namely "Philosophical garden".
Defining phrases are mapped to the article to which the outgoing internal link, whose anchor text gave the longest match against the sentence, points. In the same example sentence "A Philosophical Garden is a garden whose design reflects [..]", the defining phrase "garden" is matched against the hyperlink whose anchor text was matched against the phrase, namely the article "Garden". Acquisition from Wikipedia: Through mapping to their corresponding articles, defined phrases and defining phrases are effectively converted (disambiguated) into defined and defining articles. Those articles are extracted as classes, based on defined (Dfd) or defining (Dng) constructs as evidence. The set of articles extracted as classes is the union of the sets of classes extracted by any of the individual types of evidence, namely defined vs. defining phrases. extracts from French articles based on defined and defining phrases. When enabling multiple languages or multiple types of evidence, they are required to be satisfied disjunctively (any) rather than conjunctively (all), before extracting an article as a class. Only for the purpose of evaluation, unless stated differently, when an article, in a language edition other than English (e.g., "Glande endocrine" in French), is extracted as a class by any experimental run, it is automatically either mapped to its equivalent English article, if any (e.g., "Endocrine gland"); or discarded. Baseline Runs: In the first baseline, B Acl , all Wikipedia articles in English are uniformly extracted as classes. A separate baseline that uniformly does not extract any Wikipedia articles as classes is not considered or evaluated, since its precision would be undefined and its recall zero. The second baseline, B W r b , is a rule-based method [20] that uses defined phrases as well as two other types of evidence based on occurrences of the title of a Wikipedia article in the article text, to decide whether the article is a class or not. By comparing against the second baseline, the proposed method is also transitively compared to other baselines (e.g., [19, 34] ) against which the baseline itself was compared in [20] .
EXPERIMENTAL SETTING

EVALUATION RESULTS
Evaluation Metrics: Given the output set of classes extracted by a particular run, where the classes are Wikipedia articles, its quality and coverage are computed automatically relative to one of Table 2 considers Dfd and Dng individually rather than in combination, showing random samples of articles extracted as classes by one of the two types of evidence but not the other. Table 3 measures the performance of the experimental runs from the method proposed here, against baseline runs from alternative methods. Among experimental runs, combining evidence from all languages gives better performance, as measured by F-scores, than when extracting from each language individually. The results suggest that Dfd and Dng offer complementary clues which, when combined, extract a larger number of correct classes. The baseline run B Acl achieves high recall at the expense of low precision. Comparatively, the experimental runs extract better classes, as indicated by F-scores that are higher across the evaluation sets. Furthermore, the proposed method gives competitive results relative to B W r b . This is encouraging, since the latter relies on more types of evidence in more languages than the proposed method (cf. [20] ).
RELATED WORK
Previous work in open-domain information extraction [7, 8, 17] often uses Wikipedia data [29, 30] .
Articles in Wikipedia are organized into fine-grained categories, which in turn are organized into iteratively coarser-grained categories. Collecting Wikipedia categories as classes would not be a sufficient solution to the problem of identifying classes in Wikipedia. Wikipedia categories often do not correspond to classes. In addition, Wikipedia categories without a corresponding article, of which there are many, have little utility, as suggested by existing work where Wikipedia serves as the reference resource in some task virtually always relying on articles rather than categories [1, 4, 11, 21, 23] , with few exceptions [16] .
Most methods that distinguish classes in Wikipedia [19, 34] require access to a part of speech tagger, a syntactic parser or a named entity recognizer and apply to English data only. In contrast, our method does not need access to any linguistic processing tools and is applicable to multiple languages. It proposes and investigates the approximation of occurrences of both defined and defining phrases, as evidence towards identifying classes; and achieves competitive results when combining them, relative to using defined phrases but not defining phrases as reported in [20] . The latter also distinguishes classes without any linguistic processing tools, based on various types of evidence within Wikipedia including occurrences of defined phrases.
CONCLUSION
The lightweight detection of a small number of definitional constructs in Wikipedia articles, coupled with their disambiguation based on internal hyperlinks in the articles, extracts classes at encouraging precision and recall. The constructs (patterns) being used are simple and by no means exhaustive. Nevertheless, they identify two types of evidence that, together, act as complementary signals. Current work investigates other types of relevant constructs, besides defined and defining phrases, that occur in Wikipedia articles and are evidence that the articles are classes.
