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ABSTRACT 
The geometry of the set of p x 9 
marginals is discussed. The positively 
dependent subsets are also considered. 
are given in the 2 x 2 and 2 X 3 cases. 
probability mass function matrices with fixed 
quadrant dependent and negatively quadrant 
Explicit graphical representations of these sets 
1. INTRODUCTION 
In multivariate statistical analysis, one of the main issues is the study of 
relationships among random variables. There has been a great deal of research 
in this area, some of the basic focuses being structural relationships, measures 
of association, and orderings among distributions. Good general discussions 
are given by Haberman [9], Jogdeo [ll], and Lancaster [13]. 
One of the most basic structural concepts introduced by Lehmann [14] is 
that of two random variables X and Y being positively (negatively) quadrant 
dependent [abbreviated PQD (NQD)], meaning that Prob(X < x, Y < y) > 
( < ) Prob(X < x)Prob(Y < y) for all x, y. Extending this concept to order- 
ings, Tchen [18] and Ahmed, Langberg, Leon, and Proschan [l] define, on the 
class of bivariate cumulative distribution functions (c.d.f.‘s) with fixed margi- 
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nal distributions, a c.d.f. F, to be more concordant than a c.d.f. F,--written 
as 
F, r, F, or F2 : F, 
-if F,(x, y)>, Fz(x, y) for all X, y. Observe that if F,(x, y) is the indepen- 
dence c.d.f. corresponding to the fixed marginals, then 
F(~,Y): 
t 1 c F,(x,Y) 
if and only if the random variable corresponding to F( x, y) are PQD (NQD). 
Roughly speaking, F, --$ F, means that the random variables corresponding 
to F, are more highly positively dependent than the random variables 
corresponding to F,. For example, if F, 1; F,, then certain common measures 
of association are correspondingly ordered, e.g., Pearson’s correlation coeffi- 
cient and Kendall’s rank correlation (see [18]). 
In this paper, we study these ideas from a geometrical viewpoint for the 
case when X and Y are random variables taking on values in a finite 
rectangular lattice {xi,. . . , xP} X { yl,. . . , yq }. In this case the probabilities 
are given by a p x q nonnegative matrix, where we further assume the 
marginal distributions, i.e., row sums and column sums, are fixed. Specifically, 
we discuss the geometry of the set of all p X q matrices whose corresponding 
c.d.f.‘s are more concordant that a given c.d.f. Throughout, particular atten- 
tion is given to the 2 x 2 and 2 x 3 cases, where simple graphical presentations 
are possible. 
Although the resultant geometry is interesting in its own right, further 
insights into positive dependence are obtainable. Also these geometrical 
representations have been used by Nguyen and Sampson [17], both for 
constructing suitable statistics for testing whether a population c.d.f. is PQD, 
and for representing the results of power calculations for these tests. 
We note that while our presentation is from a geometric and statistical 
point of view, there have been varied algebraic characterizations of the set of 
p X q nonnegative matrices with fixed row and column sums. Matheiss and 
Rubin [15] give an extensive survey of such characterizations. 
2. THE GEOMETRY OF 2 x 2 P.M.F. MATRICES 
The set 9 of all 2 X2 probability mass function (p.m.f.) matrices P = 
(Prob( X = xi, Y = yj)) = (pi j) can be considered as a simplex in [w 3 defined 
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by four extreme points: A 1 = (LO, 0), A, = (0, LO), A, = (O,O, l), and A, = 
(O,O, 0), where the coordinates employed are the Cartesian coordinates. Then 
P can be considered as a tetrahedron with four faces, each defined by three 
of the four 
A,,A,,A,; 
Conversely, 
vertices A,, A,, A,, and A,, where the face Qr is defined by 
Q2 by An&A,; Q3 by A,,A,,A,; and Q4 by AIA2,AJ3. 
each point A = (p,,, p,,, p,, ) of this simplex represents a matrix 
P= 
Pll Pl2 
PZl 1 1-P,,-P,,-P,l ’ 
with the points A,,A2,A,,A, giving the four extreme matrices 
of 9. Various aspects of this geometrical representation are discussed by 
Fienberg [5], Fienberg and Gilbert [6], and Bishop, Fienberg, and Holland 
PI. 
Let B(R,C) denote the set of all 2 x 2 p.m.f. matrices with fixed row 
marginal vector R = (t, 1 - t), 0 < t < 1, and column marginal vector C = 
(s, 1 - s), 0 < s < 1. Then any p.m.f. matrix P = (p,,) of .P(R,C) is com- 
pletely defined when p,, is known, i.e., 
P= 
[ 
PI1 t - Pll 
s-p,, 1 1-t-s+p,, ’ 
so that the corresponding c.d.f. matrix is 
F= Pll t 
[ 1 s 1 
Frechet [7,8] and Hoeffding [lo] give an upper (Frechet) bound 
F+= min(t,s) 
[ 
t 
s 1 1 
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and a lower (Frechet) bound 
F_ = max(t+s-1,O) 
I 
t 
s 1 1 
for the set of all c.d.f. matrices corresponding to matrices in g(R,C). The 
p.m.f. matrices in 9(R,C) corresponding to F+ and F- are 
p+ = 
[ 
min(t, s) t - min(t,s) 
s - min(t, s) 1 - t - s +min(t, s) 1 
and 
p- = 1 max(t + s - 1,0) t-max(t+s-1,O) s - max(t + s - 1,O) 1 1-t-s+max(t+s-1,O) ’ 
respectively. These matrices are also called by us the upper Frtchet bound 
and lower Frechet bound of Y(R,C). These bounds in the 2 X 2 fixed 
marginal case imply that P = (pi j) is a matrix of g(R;C) if and only if 
max( t + s - 1,O) < pi, 6 min( t, s). A quite complete discussion of Frechet 
bounds for the multivariate case is given by Conway [4]. 
It is obvious that 9(R,C) is a subset of 9”. Each matrix P of B(R,C) is 
represented by the point A = (p,,, t - p,,, s - p,,) of the simplex 9, and 
conversely. The upper Frechet bound P+ has representative point A+ = 
(min(t, s), t - min(t, s), s - min(t, s)), and Pp has A- = (max(t + s - l,O), t 
- max(t + s - l,O), s - max(t + s - lo)). The set .9(R,C) is represented 
inside 9 by the line segment given by the intersection of the planes 
Pll + Pl2 = t and pll + P,, = s. This line segment has the two end points: A ’ 
and A- (see Figure 1). The independence p.m.f. matrix of B(R,C) is the 
matrix 
[ 
ts 
p1= s(l-t) 
t(l- s) 
(t-l)(S-1) 1 
and is represented by the point A, = (ts, t(1 - s), ~(1 - t)). A PQD (NQD) 
matrix P of B(R,C) is a p.m.f. matrix such that 
F: F, (F~F,), 
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where F and FI are the c.d.f. matrices corresponding to P and P,, respec- 
tively. In the 2 X2 case, this definition obviously implies that P is PQD 
(NQD) if and only if p,, > ~s(p,, < ts). Thus, the point A, divides the line 
segment from A- to A+ into two half segments, with the segment A, to A+ 
representing the PQD matrices, and the segment from A- to A, representing 
the NQD matrices (see Figure 1). Because in this case the set of all fixed 
marginal distributions is a line segment, there is a natural ordering of such 
bivariate distributions according to degree of positive and negative depen- 
dence. Moreover, a distribution must be either PQD or NQD. Beyond the 
2 x 2 case, this natural ordering and complete categorization do not generally 
hold. 
A, = (0.0.0) 
FIG. 1. Fixed marginal distributions in the simplex. 
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A,= (0.0.0) 
Pll 
\ 
A*= (0.1.0) 
Pl2 
FIG. 2. The PQD and NQD subsets of the simplex 
As t and s vary, i.e., the marginals vary, the set B(R,C) varies as well as 
A,, A+, and A-. The points as A, varies generate a surface, called the surface 
of independence [6]. Note that from the definition of A’, the point A’ has at 
least one of two coordinates p,, or p,, equal to zero, and thus A+ varies on 
the two tetrahedron faces Q1 and Q2. From the definition of A-, we have 
that at least p,, = 0 or p,, + p,, + p,, = 1, so that Am varies on the two 
tetrahedron faces Q3 and Q4 as t and s vary. It is clear that the surface of 
independence of 9 divides the simplex B into two subsets: the subset “to 
the left” of the independence surface (i.e., the part of the simplex containing 
the faces Q1 and Qz) and the subset “to the right” of the independent 
surface (i.e., the part of the simplex containing the faces Q:j and Q4); see 
Figure 2. The “left hand” subset is the set of PQD matrices, and the “right 
hand” subset is the set of NQD matrices. 
3. THE GEOMETRY OF p x q FIXED-MARGINAL P.M.F. MATRICES 
For notational convenience, we define Mi and Ni, respectively, to be the 
1 X p and 1 X 9 vectors whose first i entries are 1 and remaining entries are 
0. Furthermore, let Ei denote the ith standard coordinate vector, where the 
dimension is understood from the context. 
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The set of p x 9 p.m.f. matrices with fixed row sum vector R = (rl, . . . , rp) 
and column sum vector C = (c,, . . . , c,) is the set of all nonnegative matrices 
P = ( pii) verifying the inequalities [ 10, 81 
max(MiR’+NjC’-l,O)<M,PNl<min(MiR’,NjC’), (3.1) 
i = l,..., p-l, j=l,..., 9-1,and 
pi, = ri - E,PN;_r, i=l >..., P-l, 
ppj = cj - M,_rPE;, j=l ,...,9-1, 
P p4 = 1- M,p, R’- N,_,C’+M,~rPN;~,. (3.2) 
By (3.1) and (3.2), every matrix P of B(R,C) can be represented 
geometrica~ybyapointA=(p~,,...,pl,,~1,plz,...,p,~,,,~~)of~’P~’”Y~” 
verifying the inequalities of (3.1) and the inequalities 
E,PNi_,,<r,, i=2,...,p-1; Mp-rPEj<Cj, j=2,...,9-1; 
(3.3) 
and 
Pij b O> i = l,... ,p-1, j=l,..., q-1, (i,j)+(l,l). (3.4) 
And conversely, a point A of R(P~l)(q-l) verifying (3.1), (3.3), and (3.4) 
represents uniquely a matrix P of 9(R,C), where pi,, i = l,.. ., p, and ppj, 
j=l , . . . ,9, are defined by (3.2). Thus, g(R, C) can be represented by a 
convex set of Iw(p- ‘)(q-r) bounded by the following 3( p - l)( 9 - 1) + ( p - 2) 
+ (9 - 2) - 1 hyperplanes: 
M,PN(= max(MiR’+NjC’- l,O), i=l ,..., p-l, i=l,..., 9-1; 
(3.5a) 
M,PNj= min(MiR’,NjC’), i=l ,*.., p-l, j=l,..., 9-l; (3.5b) 
E,PN;_,=r,, i=2 ,..., p-l; Mp_,PE;=cj, j=2 ,..., 9-l; 
(3.6) 
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and 
Pij 2 O> i=l,...,p-1, j=l ,..., q-1, (i,j)+(l,l). (3.7) 
[The hyperplanes in each pair appearing in (3.5) and (3.6) with given (i, j) 
are parallel.] 
Each extreme point of B(R,C) must occur at the intersection point of 
(p - l)(q - 1) of the hyperplanes defined by (3.5), (3.6), and (3.7); obviously 
certain intersection points of these hyperplanes do not satisfy (3.1) (3.3), and 
(3.4) and thus cannot be extreme points of 9(R,C). 
Based upon the more concordant partial ordering, we define on 9(R,C) 
if and only if M,PN( >, M,QNl for all i = 1,. . . , p and j = 1,. . . , 9. Define, 
for a given PO E P(R,C), 
B( ~Po)=(P:P~Po) and .9’(,‘Po)={P:P~P,,). 
A nonnegative matrix P belongs to 9( -r, Pa) if and only if it satisfies the 
inequalities 
M,P”N; G M,PN; < min(M,R’,NjC’), (3.8) 
i=l,..., p, j=l,..., 9. 
Because 
we can represent 9( 1; PO) by a subset of points A = (p,,, . . . , 
PI,,-,,..., P,~,,,_~) of R(P-l)(q-l). In fact, 9( L PO) is represented by the 
convexsetdefinedbytheinequalities(3.8)fori=l,...,p-l, j=l,...,o-1, 
(3.3), and (3.4). Similarly, a representation in R’p-l)(qP i) for 9( L PO) is the 
convex set defined by the inequalities 
ma(M,R’ +NjC’ - 1,O) < MiPNr < MiPaN( (3.9) 
for i = 1 ,..., p - 1, j = l,..., 9 - 1, (3.3), and (3.4). 
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Now again let 9 denote the set of all p X q p.m.f. matrices, so that 9 
can be represented as a subset of R PV ‘. Instead of representing 9(R, C) as a 
subset of Iw (P- ‘)(q-i), we could also represent it as subset of R pq- ‘. Then as 
R and C varied, B(R,C) would vary over the entirety of 9. In this setting, 
the independence matrix of B(R,C) is P1 = (r,cj) and has representative 
point AI=(rici,...,rl~q,...,rp~l~q_I). As R and C vary, A, generates a 
manifold in Iw Pq-l, called by Fienberg [5] the manifold of independence. In 
general, this manifold does not, as it did in the 2 X 2 case, divide B into two 
subsets, one corresponding to the PQD distributions and the other to the 
NQD. While Figure 4 in Section 4 corresponds to a fixed marginal “slice” of 
9, it does illustrate geometrically for the 2 X3 case why on setting PO = P, 
the independence manifold does not divide B into only PQD and NQD 
subsets. 
4. THE GEOMETRY OF 2 x 3 FIXED-MARGINAL P.M.F. MATRICES 
In this section, we let g(R,C) be th e set of all 2 x 3 p.m.f. matrices with 
fixed marginals R=(r,l-T) and C=(c,,c,,l-c,-c,). The results of 
Section 3 are now applied and illustrated for this case. In this situation, 
9’(R, C) can be represented by a convex subset of points of R 2, satisfying the 
following inequalities: 
max(r+ ci- 1,O)g p,,<min(r,ci), (4.1) 
max(r+c,+c,-l,O)~pll+pl,,<min(r,c,+ca), (4.2) 
The inequalities of (4.1) and (4.2) follows from (3.1), and those of (4.3) from 
(3.4) and the second inequality of (3.3). Because p = 2, the first inequality of 
(3.3) is not applicable. 
Each extreme point of g(R,C) is the intersection of two nonparallel lines 
from among the six lines given in (4.1) to (4.3). Obviously each line contains 
at most two extreme points, so that 9(R,C) has at most six extreme matrices. 
The form of each extreme matrix can be derived by finding the coordinates of 
the intersection points of these lines (see Figure 3), which also satisfy (4.1) 
(4.2) and (4.3). In this geometrical representation of 9(R, C) in the 2 X 3 case, 
the upper Frechet bound is represented by the intersection point A+ of the 
lines pi,= min(r, c,), pii + P,, = min(r, ci + c2), and the lower Frechet 
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P12 
p12=cz 
“c 
Ix 
c 
\ 
G 
+ 
A- 
FIG. 3. The extreme points of 2 x 3 fixed marginal p.m.f.‘s. 
bound by the intersection point A- of p,, = max( T + c1 - 1,O) and p,, + p,, 
= max( r + c1 + c2 - 1,O). 
The set 9( 1; PO) in the 2 x 3 case, where P, = (p$‘), is represented by 
the convex subset of ‘R2 satisfying the following inequalities: 
P:o: 6 P,, <min(r,c,), (4.4) 
p~~+p~O:~pll+p12~min(~,cl+c2)~ 
o<p 12 G c2. 
(4.5) 
(4.6) 
The inequalities of (4.4) and (4.5) follow from (3.8), and those of (4.6) from 
(3.4) and the second inequality of (3.3). Because p = 2, the first inequality of 
(3.3) is not applicable. The general form of this is depicted in Figure 4. 
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p12=c2 
83 
- PI1 
FIG. 4. The sets 9’( 5 P,,) and P( c p,,) 
Similarly, the set 9( c PO) is represented by the convex subset of R2 
verifying the following inequalities: max(r + cr - LO) < p,, < pi:‘, max(r + cr 
+~~-l,O)~p,,+p,,gpl?+piO:, and Odp,,<c,. See Figure 4 for a 
representation of P( L Pa) and its geometric relationship to .P( L Pa). 
The following is an illustrative numerical example. 
EXAMPLE 4.1. Let 9(R,C) be the set of 2 X3 p.m.f. matrices with fixed 
row sum vector R = (0.4,O.S) and column sum vector C = (0.3,0.4,0.3), and 
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0.15 0.1 1 0.25 0.2 ’ 
Then by (4.4) (4.5), and (4.6) the set 9( 4 PO) is represented by the convex 
subset of [w ’ which is bounded by the lines p ir = 0.15, p iI = 0.30, pi, + pr2 
= 0.3, pi, + p,, = 0.4, p,, = 0, and pi, = 0.4. The extreme points B,,, B,, B,, 
and A+ and the corresponding extreme matrices of P,, E,, E,, and Pt of 
9( :PO)are 
B, =(0.15,0.15) 3 P, = ‘d’;; ;I;; p,:;], 
[. 
B, =(0.3,0) ==. E, = “;;” 
[ 
oo4 ;.;I, 
B, =(0.15,0.25) =+ E, = “0’;; ;‘f; ,:,,I, 
L 
A+ =(0.3,0.1) * P’ = 00’; oo3 1. 
Note that in this example, 8( > PO) has only four extreme matrices. 
Recall that the set of PQD [NQD] matrices of Y(R,C) can be expressed 
as 
Thus setting PO = P, in Figure 4, we are able to depict the PQD and NQD 
p.m.f. matrices geometrically. 
If Fa is not PQD, then { F: F 5 F,} contains distributions which are not 
PQD. For some statistical derivations, it is important to consider { F : F 5 F, 
and F is PQD}. For this reason we consider, in the 2 X 3 case, the set of PQD 
matrices of @(R,C) that are more concordant that PO. This set is then the 
intersection of the sets 9( : PO) and 9( L P,). 
Moreover, in the 2 x 3 case, if we define P * = ( p$) by p:i = max( p’i”i, rcl ), 
~7s = max(p(:: + p\o,‘, r(c, + c2)) - p:r, P?s = r - P:r - PL Pz*1 = cl - PL, 
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P,z’O 
FIG. 5. Graphical representation of the PQD matrices more concordant 
P22 * = c2 - pt, and p& = 1 - r - c1 - c, + p:, + pr,, then clearly 
matrix of 9(R,C), and 
than P,,. 
P* is a 
(see Figure 5). Interestingly, in the p X q case, the general existence of such a 
P * cannot occur (see [ 161). 
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V J. DISCUSSION 
From Figure 4 and setting P, = P,, it can be seen that generally the set of 
all possible distributions when X and Y can take on two and three values, 
respectively, does not completely divide into PQD and NQD subsets. In fact, 
there remain two regions (northwest and southeast) where the distributions 
are mixed, that is, neither PQD or NQD. Moreover, it is obvious that the 
PQD and NQD distributions are not well ordered. 
Also it is interesting to note that no extreme points of 9(R,C), other than 
P’, are extreme in the more concordant ordering, i.e., there are other 
distributions [not necessarily extreme in B(R,C)] that are more concordant 
than these extreme points. For instance, one such extreme point is 
(min(r, ci),O). 
For specific parametric functions defined on P E P(R,C), it may be 
beneficial to plot contours on figures like Figure 4 with P,, = P,. For example, 
it would be illustrative to depict geometrically the contours of Pearson’s 
correlation or Kendall’s rank correlation on P(R,C). This would provide 
insight into which distributions in B(R,C) are ordered by these measures of 
association. 
There are a variety of stronger concepts of positive dependence between 
two random variables (see [2]). Although many of these do not correspond to 
convex subsets of P(R,C) (see [12]), it could be useful to represent graphi- 
cally the subsets of .P(R,C) which satisfy these stronger properties. Through 
approaches like this, new insights into positive dependence may be obtained. 
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