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Abstract
Connected Dominating Set (CDS) has been proposed as the virtual backbone to alleviate the broadcasting storm in wireless
ad hoc networks. Most recent research has extensively focused on the construction of 1-Connected 1-Dominating Set (1-CDS)
in homogeneous networks. However, the nodes in the CDS need to carry other node’s traffic and nodes in wireless networks
are subject to failure. Therefore, it is desirable to construct a fault tolerant CDS. In this paper, we study a general fault tolerant
CDS problem, called k-Connected m-Dominating Set (k-m-CDS), in heterogeneous networks. We first present two approximation
algorithms for 1-m-CDS and k-k-CDS problems. Using disk graphs to model heterogeneous networks, we show that our algorithms
have a constant approximation ratio. Based on these two algorithms, we further develop a general algorithm for k-m-CDS. We also
provide an interesting analysis for a special case of k-m-CDS, where k = m + 1.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Since there is no fixed or pre-defined infrastructure in wireless ad hoc networks, a Connected Dominating Set
(CDS) has been proposed as the virtual backbone for efficient routing, broadcasting and collision avoidance protocols
[6]. With the help of the CDS, routing is easier and can adapt quickly to network topology changes. Furthermore,
using a CDS as the number of forwarding nodes can efficiently reduce the energy consumption, which is also one of
the critical issues in wireless ad hoc networks.
Since the nodes in a CDS need to carry other node’s traffic, fault tolerance must be considered. Unfortunately,
CDS is often very vulnerable due to frequent node failure and link failure, which is inherent in wireless ad hoc
networks. Therefore, constructing a fault tolerant CDS that continues to function during node or link failure is an
important research problem, which has not been studied sufficiently. To the best of our knowledge, the only two
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works addressing this issue are in [3,4]. However, the authors in these two papers only considered a special case of
the fault tolerant CDS problem. Furthermore, they modeled a network as a Unit Disk Graph (UDG) [2], in which all
nodes have the same transmission ranges.
However, in practice, the transmission ranges of all nodes are not necessarily equal. In this case, a wireless ad hoc
network can be modeled using a directed graph G = (V, E). The nodes in V are located in the two dimensional
Euclidean plane and each node vi ∈ V has a transmission range ri ∈ [rmin, rmax]. A directed edge (vi , v j ) ∈ E if and
only if d(vi , v j ) ≤ ri where d(vi , v j ) denotes the Euclidean distance between vi and v j . Such graphs are called Disk
Graphs (DG). An edge (vi , v j ) is bidirectional if both (vi , v j ) and (v j , vi ) are in E , i.e., d(vi , v j ) ≤ min{ri , r j }. In
this paper, we study the fault tolerant CDS problem in disk graphs where all the edges in the network are bidirectional,
called Disk Graphs with Bidirectional links (DGB). In this case, G is undirected.
In this paper, we study the general fault tolerant CDS problem in heterogeneous networks, which is formally
defined as follows:
Definition 1 (k-Connected m-Dominating Set (k-m-CDS)). Given a DGB G = (V, E) representing a network and
two positive integers k and m, find a subset C ⊆ V with a minimum size and satisfying the following two conditions:
(i) the subgraph induced by C , i.e., G[C], is k-connected, and (ii) each node not in C is dominated (adjacent) by at
least m nodes in C .
Since the CDS problem is NP-hard [1] and it is easy to reduce the CDS problem to a k-m-CDS problem for any
fixed values of k and m in polynomial time, we expect that the k-m-CDS problem is also NP-hard. Due to the hardness
of this problem, it is important to devise and analyze an approximation algorithm with a guaranteed approximation
ratio. In this paper, we at first propose two constant approximation algorithms, called Connected Dominating Set
by Maximal Independent Sets (CDSMIS) to construct a 1-Connected m-Dominating Set (1-m-CDS) and Connected
Dominating Set by Adding Nodes (CDSAN) to build a k-Connected k-Dominating Set (k-CDS). We then extend the
results for the general k-m-CDS problem, and present an interesting analysis for a special case of k-m-CDS, where
k = m + 1.
The rest of the paper is organized as follows. Section 2 describes the related work on the fault tolerant CDS
problem. The CDSMIS and CDSAN algorithms and their theoretical analysis are presented in Section 3 and Section 4
respectively. In Section 5, we extend the results to k-m-CDS and study a special case of k-m-CDS which has an
interesting proof.
2. Related work
Although the CDS problem has been extensively studied [7–15], little research has been done on the fault tolerant
CDS problem. Dai and Wu addressed the problem of constructing k-Connected k-Dominating Set (k-CDS) [3].
They proposed three localized algorithms. Two algorithms, k-Gossip algorithm and color based k-CDS algorithm,
are probabilistic. The key difference between our work and their work is that our work is not a special case of [3]
because we do not require the same value of connectivity and domination. In addition, our algorithm can guarantee a
constant approximation ratio, which was not addressed in [3].
In prior work [4], Wang et al. introduced the problem of constructing k-m-CDS in UDG and proposed a constant
approximation algorithm. However, Wang et al. only studied a special case where k = 2 and m = 1, which is not
general for the k-m-CDS problem. In contrast to [4], our work provide a solution that can construct k-m-CDS in DGB,
and the constant approximation ratio is also preserved. Also note that our work addresses a fault tolerant CDS problem
in heterogeneous networks, not only in homogeneous networks.
In summary, even though Feng et al. [4] had introduced the k-m-CDS problem, the proposed algorithm and
theoretical analysis in [4] are only for 2-1-CDS in UDG. In this paper, we not only provide algorithms that construct
1-m-CDS and k-CDS, then extend to the general case, k-m-CDS, but constant approximation factors for the two
algorithms are guaranteed in DGB.
3. Approximation algorithms and analysis for 1-m-CDS
In this section, we introduce CDSMIS algorithm to construct a 1-m-CDS, and then analyze the approximation ratio
based on the geometric characteristics of DGB. Let us first begin this section with some graph theoretic definitions
and notations that are used throughout the paper.
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3.1. Definitions
Given G = (V, E), a subset V ′ ⊆ V is said to be:
• dominating set (DS) if for any v /∈ V ′, there exists u ∈ V ′ such that (u, v) ∈ E . In this case, we said v is
dominated by u or u dominates v.
• m-dominating set if for any v /∈ V ′, there exists m nodes in V ′ dominating v.
• maximal independent set (MIS) if all nodes in V ′ are pairwise non-adjacent and no more nodes can be added to
remain the non-adjacency property. Note that an MIS is a DS.
3.2. Notations
• Ii be any MIS in G − (I1 ∪ I2 ∪ · · · ∪ Ii−1)
• N (u) be the open neighborhood of node u. N (u) = {v |v ∈ V, (u, v) ∈ E}.
• NI D(u) be the independent neighborhood of node u
• V (L) denote the vertex set of subgraph L
• r be the transmission range ratio, i.e. r = rmax
rmin
.
In our prior work [5], Thai et al. have provided the upper bound on the size of the independent neighborhood of
any node u in DGB as follows:
Lemma 1 ([5]). In a DGB, the size of NI D(u) is bounded by K , i.e., |NI D(u)| ≤ K where K = 5 if r = 1, otherwise,
K = 10b ln kln(2 cos(pi/5))c.
Note that when r = 1, a DGB is a UDG. Hence all the analyses in this paper are also applied for a UDG.
3.3. Algorithm description
The main idea of CDSMIS is as follows: (i) construct a CDS with a minimum size and (ii) iteratively add nodes
into a CDS to make it a 1-m-CDS. As shown in Algorithm 1, the CDSMIS have two stages. At the first stage, we adopt
the TFA algorithm proposed in our prior work [5] to build 1-CDS because [5] has proposed a way for construction
of 1-CDS in DGB and interleaves the process of finding MIS, which is vital for the second stage to work. The
construction of 1-CDS consists of two steps: (1) Find an MIS I1 of G and (2) Connect the nodes in MIS by adding
the least number of Steiner nodes B to obtain a 1-CDS. Then we remove I1 from G at this stage.
At the second stage, we iteratively find an MIS Ii in the remaining graph G − (I1 ∪ I2 ∪ · · · ∪ Ii−1) by choosing
a biggest transmission range and delete its neighbors until there is no nodes existing, then add Ii into the 1-CDS at
current iteration. After running the second stage (m − 1) times, the resulting CDS is 1-m-CDS.
Algorithm 1 Connected Dominating Set by Maximal Independent Set Algorithm (CDSMIS) for 1-m-CDS
1: INPUT: An m-connected DGB G = (V, E)
2: OUTPUT: A 1-m-CDS C of G
3: Construct a 1-CDS C in the given network where C = I1 ∪ B
4: Remove I1 from the graph
5: for i = 2 to m do
6: Construct an MIS Ii in G − (I1 ∪ I2 ∪ · · · ∪ Ii−1)
7: C = C ∪ Ii
8: end for
9: Return C where C is the 1-m-CDS
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3.4. Theoretical analysis
The 1-m-CDS in this algorithm is the union of m MISs and a set B, where B is a set of Steiner nodes that make I1
connected. Note that the union of I1 and B is a 1-CDS. To analyze the approximation ratio of our algorithm, we first
compare the size of any MIS in G with the size of an optimal 1-m-CDS. Let I denotes an MIS of a remaining graph
G at any step, C be our solution obtained from CDSMIS algorithm, D∗m be an optimal m-dominating set in G, and
C∗m be the optimal solution of 1-m-CDS problem. We have the following lemma:
Lemma 2. Let G = (V, E) be any DGB with bounded transmission range ratio r , then |I | ≤ ( Km + 1)|D∗m |.
Proof. Let us consider I − D∗m ; there are two possibilities: (i) I − D∗m = ∅, that is I ⊆ D∗m , and (ii) I − D∗m 6= ∅.
Case (i): Because I ⊆ D∗m , we have: |I | ≤ |D∗m |.
Case (ii): For all u ∈ I − D∗m , let Du = |D∗m ∩ N (u)|. As D∗m is an m-dominating set of G, Du ≥ m for each
u ∈ I − D∗m and we have:∑
u∈I−D∗m
Du ≥ m|I − D∗m |.
For all v ∈ D∗m , let dv = |(I − D∗m) ∩ N (v)|. From Lemma 1, for all v ∈ D∗m there are at most K independent
nodes in its neighborhood and dv ≤ K . Therefore, we have:
K |D∗m | ≥
∑
v∈D∗m
dv.
However, note that:∑
u∈I−D∗m
Du = |(u, v) ∈ E | u ∈ I − D∗m, v ∈ D∗m |
=
∑
v∈D∗m
dv.
From the above, we have:
m|I − D∗m | ≤
∑
u∈I−D∗m
Du
=
∑
v∈D∗m
dv ≤ K |D∗m |.
Therefore,
m|I − D∗m | ≤ K |D∗m |.
Thus it follows that:
|I | ≤
(
K
m
+ 1
)
|D∗m |.
Therefore in two cases (i) and (ii), we conclude that: |I | ≤ ( Km + 1)|D∗m |. 
Lemma 3. The number of nodes added in m MISs is at most (K + m)|C∗m |.
Proof. The nodes added in m MISs are |I1 ∪ I2 ∪ · · · ∪ Im |. Clearly, |Ii | ≤ |I | and from Lemma 2, we have:
|I1 ∪ I2 ∪ · · · ∪ Im | ≤ m|I |
≤ m
(
K
m
+ 1
)
|D∗m |
≤ (K + m)|D∗m |
≤ (K + m)|C∗m |. 
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Let T ∗ be an optimal tree when connecting I1 and C(T ∗) is the number of the Steiner nodes in T ∗; we have the
following lemma:
Lemma 4 ([5]). The size of B is at most (2+ ln K )C(T ∗).
Theorem 1. CDSMIS has an approximation ratio of (K + m + ln K + 2) in a DGB.
Proof. From Lemmas 3 and 4, we have:
|C | = |B| + |I1 ∪ I2 ∪ · · · ∪ Im |
≤ (2+ ln K )C(T ∗)+ (K + m)|C∗m |
≤ (2+ ln K )|C∗1 | + (K + m)|C∗m |
≤ (K + m + ln K + 2)|C∗m |
where C∗1 be the optimal solution of 1-CDS. 
Corollary 1. If the transmission range ratio r is bounded then CDSMIS has an approximation factor of O(1).
4. Approximation algorithms and analysis for k-CDS
In this section, we improve the fault tolerance of 1-m-CDS by studying the k-Connected k-Dominating Set (k-
CDS), which can resist any (k − 1) nodes failure. We also propose a constant approximation, called Connected
Dominating Set by Adding Nodes (CDSAN) algorithm to construct a k-CDS. First, let us present some necessary
definitions before describing our algorithm in detail.
Definition 2 (k-Connected). A graph G is k-connected if it is connected and removing any k − 1 nodes from G will
not partition G, i.e., G is still connected.
Definition 3 (Separating Set or Cut-Vertex). A separating set or cut-vertex of a graph G = (V, E) is a set S ⊆ V ,
such that G − S has more than one component. When |S| = 1, S is a cut vertex.
Definition 4 (k-Block). A k-block of a graph is a maximal k-connected subgraph of G that has no separating set. If
G itself is k-connected and has no separating set, then G is a k-block.
Definition 5 (k-Leaf Block). A k-leaf block is a k-block with only one separating set with size of (k − 1).
4.1. Algorithm description
CDSAN is illustrated in Algorithm 2. Given a network G = (V, E), the algorithm consists of five main steps:
1. Use the CDSMIS algorithm to construct a 1-Connected k-Dominating Set C of G.
2. Compute all the k′-block in C . Initially, k′ = 2.
3. If there is more than one k′-block inC , find the shortest path in the original graph that satisfies the two requirements:
(i) the path can connect a k′-leaf block in C to other portions of C . (ii) the path does not contain any nodes in C
except the two end points. Then add all intermediate nodes in this path to C . Compute all the k′-block in C .
4. Repeat step 3 until there is only one k′-block in C .
5. Increase k′ by 1 at each iteration and repeat step 3 until C is k-CDS.
4.2. Correctness of CDSAN algorithm
In the first step, we employ CDSMIS to build a 1-k-CDS C of G. Note that this guarantees the constructed CDS C
is k-dominating set. Therefore, to prove the correctness of the CDSAN algorithm, we need to prove that the G[C] (a
subgraph induced by C) is k-connected and the algorithm runs in bounded time. In the context of the connectivity, we
use G[C] and C interchangeably.
Lemma 5. In line 8 (of Algorithm 2), a k′-leaf block always exists when C is not k′-CDS.
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Proof. By the contradiction method, suppose there is no k′-leaf block in C . According to the definitions of separating
set and k-leaf block, the removal of any (k′ − 1) nodes will not partition C . Therefore, C is at least k′-CDS, which
contradicts to the fact that C is not k′-CDS. 
Lemma 6. In line 18, the shortest path Pi j always exists.
Proof. Consider C such that C is not k′-connected. To prove Pi j always exists, we prove that there always exists
a path with only those nodes not in C to connect a k′-leaf block to another k′-block of C . This is true because G
is k-connected and k′ ≤ k. If we delete the separating set of C , there must exist a path P in the original graph G
connecting the k′-leaf block to other k′-block. On the other hand, there are (k′ − 1) disjoint paths which connect the
k′-leaf block to other k′-blocks through the separating set with size of (k′ − 1) in C , thus all nodes except the two
endpoints on P are not in C . 
Lemma 7. Two k′-blocks in (k′ − 1)-CDS share at most (k′ − 1) nodes.
Proof. We use the contradiction method. Suppose that two k′-blocks B1 and B2 have at least k′ common nodes. Thus
B1 ∪ B2 is a connected subgraph with a separating set of size at least k′. So, the subgraph composed by B1 and B2 is
k′- connected, which contradicts the maximality of B1 and B2. 
When two k′-blocks of (k′ − 1)-CDS share (k′ − 1) nodes, it is certain that the set of (k′ − 1) nodes must be a
separating set with the size of (k′ − 1).
Lemma 8. From line 7 to 21 (the inner while loop), a k′-leaf block is merged into a k′-block through path Pi j to form
a bigger k′-block without generating any new k′-block.
Proof. Consider a subgraph H , which is composed of a k′-leaf block and a k′-block. At this step, H is (k′ − 1)-
connected, with a separating set S. Let H ′ be a subgraph obtained from H by adding a new path Pi j . We prove that a
separating set S′ of H ′ must have size at least k′. There are two possibilities: (i) one or more nodes on Pi j exist in S′.
(ii) no node on Pi j falls into S′.
For case (i), the way to separate H ′ with minimum size of separating set is to separate H . Because if we separate
any node on Pi j , says x , from the remaining part of H ′, |S′| ≥ k′ + 1, since x is dominated by k′ different nodes
in H and at least one node on Pi j exists in S′. If we separate H , from Lemma 7, we have |S| ≥ k′ − 1. Thus,
|S′| ≥ |S| + 1 ≥ k′ − 1+ 1 = k′.
For case (ii), since no node on Pi j belongs to S′ and assume y is any node in Pi j , if N (y) ⊆ S′, then |S′| ≥ k,
because at this time y is not in H , thus, y must have at least k′ different neighbors in H . Otherwise, y and N (y)− S′
lie in a single component of H ′ − S′. Thus S′ must separate H ′ and |S′| ≥ k′. Therefore, H ′ is k′-block. 
From Lemma 8, at each iteration in the inner loop, the number of k′-block is decreased at least by one. Thus, when
the inner loop terminates, C must be k′-CDS. In the outer loop, we increase k′ by 1 and construct a k′-CDS. Therefore,
based on the induction method, we conclude that our obtained C is k-CDS.
4.3. Theoretical analysis
From Lemma 7, we have known that if two k′-blocks in (k′ − 1)-CDS share at most (k′ − 1) nodes, the set of
(k′ − 1) nodes must be a separating set with the size of (k′ − 1). Now, we prove the following lemma:
Lemma 9. A k′-block and a k′-leaf block in (k′ − 1)-CDS have only one separating set with the size of (k′ − 1).
Proof. By the contradiction method, assume that we have another separating set S2 with the size of (k′ − 1) besides
the separating set S1, which is exactly the set of all (k′ − 1) shared nodes by the two blocks B1 and B2. When we
delete (k′ − 1) nodes from S2, what remains is connected, because we retain a path for any two nodes in B1 ∪ B2.
Thus, we must delete at least k′ nodes in S2 to cause partition of the subgraph composed by B1 and B2. So, |S2| ≥ k′,
contradicting our assumption that |S2| = (k′ − 1). 
Lemma 10. At most 2 new nodes are added into C at each augmenting step. That is, the shortest path Pi j has at most
2 nodes not in C.
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Algorithm 2 Connected Dominating Set by Adding Nodes Algorithm (CDSAN) for k-CDS
1: INPUT: A k-connected graph G = (V, E)
2: OUTPUT: A k-CDS C of G
3: Construct a 1-k-CDS C in the given graph using CDSMIS Algorithm
4: Initialize k′ = 2;
5: B = ComputekBlock(C, k′); /* B is a list of all k′-blocks in C */
6: while k′ ≤ k do
7: while B contains more than one k′-block do
8: L = findkLeafBlock(B, k′); /* L is one k′-leaf block*/
9: for each node v ∈ V (L) and v is not a node in separating set do
10: for each node u ∈ C − V (L) do
11: Construct G ′ from G by deleting all nodes in C (except u and v) and all edges incident to those nodes;
12: if there exist at least one uv-path in G ′ then
13: Puv = shortestPath (v, u,G ′); /*Puv is the shortest uv-path containing only those nodes not in C as
the intermediate nodes */
14: end if
15: P = P ∪ Puv
16: end for
17: end for
18: Pi j = the path with shortest length among all paths in P;
19: C = C∪ intermediate nodes on Pi j ;
20: B = ComputekBlock(C, k′);
21: end while
22: k′ ++
23: end while
24: Return C where C is a k-CDS
Proof. Each node in Pi j must be k-dominated because we first build a 1-k-CDS at the first step. From Lemma 9, we
have only one separating set S with size of (k′ − 1). Therefore, each node on Pi j must be dominated by at least 1
node in C but not in S. Hence, we need at most 2 nodes to form Pi j that merge a k′-block and a k′-leaf block into one
k′-block. 
Lemma 11. We employ at most (|C1k | − 1) augmenting steps in each iteration to change C from (k′ − 1)-connected
to k′-connected, where C1k is the 1-k-CDS constructed by CDSMIS at step 1.
Proof. Suppose the current C is (k′− 1)-connected and CDSAN has to run at least |C1k | augmenting steps to make C
become k′-connected. We have to use at most (|C1k | − 1) steps to make all nodes in C1k to be k′-connected. Thus the
algorithm will employ at least one more step to connect a node not in C1k to a k′-leaf block to make them k′-connected.
However, by the definition of 1-k-CDS, each node not in C1k must be dominated by at least k nodes in C1k , where
k′ ≤ k. Thus, each node not in C1k has been k-connected with the rest of the graph and the algorithm will not run the
extra augmenting steps to connect the nodes not in C1k with the rest of the graph. Therefore, we only need at most
(|C1k | − 1) augmenting steps in each iteration. 
Theorem 2. The CDSAN algorithm produces a k-CDS with size bounded by (K + ln K + k + 2)(2k − 1) in a DGB.
Proof. Let C∗k be an optimal solution for k-CDS and C be the solution obtained from our CDSAN algorithm. Note
that the construction of C can be divided into two parts: building a 1-k-CDS and adding some paths Pi j with at most
2 new nodes in it. Since we already have the bound on 1-k-CDS (Theorem 1), we just need to analyze the number of
intermediate nodes we will add into C in the second part. From Lemmas 10 and 11, at most 2 new nodes are added in
each step and we employ at most (|C1k | − 1) steps to change C from (k′ − 1)-CDS to k′-CDS. In order to construct a
k-CDS, we have repeat this procedure (k − 1) times. Therefore, we have:
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|C | ≤ |C1k | + 2(k − 1)(|C1k | − 1)
≤ (2k − 1)|C1k |
≤ (K + ln K + k + 2)(2k − 1)|C∗k |. 
Corollary 2. If the transmission range ratio r is bounded, then CDSAN has an approximation factor of O(1).
5. Extended result
In this section, we will take advantages of the properties of 1-m-CDS and k-CDS, and extend the existing results
to k-m-CDS. We also analyze a special case of k-m-CDS, where k = m + 1
5.1. Solution for k-m-CDS
The main idea of constructing a k-m-CDS is as follows: (i) use CDSMIS to build a 1-m-CDS (ii) use CDSAN to
augment the 1-m-CDS to be a k-m-CDS.
There are two issues to be noticed: (1) The input graph must be at least p-connected, where p ≥ max(k,m). (2)
Note that the prerequisite of CDSAN is to require a 1-k-CDS in the first step. Thus if m ≥ k, there is no problem.
Otherwise, we have to build a 1-k-CDS first, instead of 1-m-CDS. Note that if we just construct a 1-m-CDS, we are
still able to obtain a k-m-CDS. However, Lemma 10 will not hold anymore.
As for the ratio, it depends on the values of k and m. If k ≥ m, approximation ratio of k-m-CDS is the same as that
of k-CDS. Otherwise, we have the following:
|Ckm | ≤ |C1m | + 2(k − 1)(|C1m | − 1)
≤ (2k − 1)|C1m |
≤ (K + ln K + m + 2)(2k − 1)|C∗km |
where C∗km is an optimal solution for k-m-CDS, C1m is the 1-m-CDS constructed by CDSMIS and Ckm is the obtained
solution for k-m-CDS using our algorithm.
5.2. Theoretical analysis for a special case of k-m-CDS
In Lemma 10, we prove that at most 2 new nodes are added into C at each augmenting step. However, when
k = m + 1, at each augmenting step in the last iteration, the number of added nodes is quite different.
In our case, m is one smaller than k. Thus, we only first build a 1-(k − 1)-CDS, and then run CDSAN to make
it become a k-m-CDS. Let Ckm denote the obtained k-m-CDS and let Ck′m be the connected dominating set at the
iteration k′ = k−1 (an iteration right before the last iteration). Note that Ck′m also a (k−1)-CDS. Also note that each
node not in Ckm will be dominated by at least (k − 1) different nodes in Ckm . Therefore, Lemma 10 may not hold at
the last iteration where k′ = k. Instead, we have the following lemma:
Lemma 12. At the last iteration where k′ = k, we add at most 2(K + 1) nodes to Ck′m at each augmenting step in
order to make it become a k-m-CDS, where k = m + 1.
Proof. Suppose we mark the nodes in Ck′m with BLACK and the remaining nodes with GRAY. Suppose L is a k-leaf
block of Ck′m and S is the separating set. Suppose nodes u and v, where u ∈ V (L) and v ∈ Ck′m − V (L), are the two
black nodes connected by the shortest path without any black nodes, there are three possibilities that nodes u and v are
connected, that is u and v are connected by one connector, two connectors, and more than two connectors. Fig. 1(a)
illustrates the scenario of there existing more than two connectors in the shortest path.
We claim that if the shortest path between u and v, called Puv , has more than two intermediate nodes, all
intermediate nodes in the shortest path except x and y must be dominated by all nodes in separating set S. (See
Fig. 1(a).) This is true because: the Ck′m is (k − 1)-dominating, suppose Puv is u, x, . . . , y, v and one of the
intermediate nodes, let’s say node z is dominated by one node in separating set S (as illustrated in See Fig. 1(b)),
z must have another black node neighbor p or else z is not dominated by (k − 1) different nodes in the Ck′m , which is
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Fig. 1. All intermediate nodes are neighbors of the nodes in separating set.
contrary to the fact that we build 1-(k − 1)-CDS at first. If so, the path between pu or pv has a shorter distance than
Puv , which contradicts that Puv has the shortest distance.
We show that there exists a path connecting a k-leaf block to another k-block with a limited number of intermediate
nodes. The position of nodes u and v has four possibilities: (i) nodes u and v are both neighbors of one node, say s, in
separating set S. (ii) node u is the neighbor of node s in separating set S, but node v is not. (iii) node v is the neighbor
of node s in separating set S, but node u is not. (iv) neither node u nor v are neighbors of any node in separating set S.
Case (i) is illustrated in Fig. 2. From Lemma 1, we know that the size of NI D(u) is bounded by K . We can divide
the neighborhood of node s into K subregions by using the same dividing strategy proposed in [5]. Therefore, in each
subregion, there is at most one independent neighbor of node s. The dashed circle is the transmission range of nodes
u and v. All the interconnecting nodes are marked with gray color. To maximize the number of interconnecting nodes,
we let the transmission range of nodes u and v be rmin and the distance between u and v is slightly larger than rmin, so
u is not a neighbor of v, and vice versa. Note that if two nodes fall in the same subregion, they will be connected to
be a path because each subregion can have at most one independent neighbor of node s. Therefore, there are at most 2
nodes to form a shortest path in each subregion. (If we have 3 or more nodes in each subregion, the path must not be
the shortest.) Since we divide the neighborhood of s into K subregions and with some algebraic step, we can figure
out there are at most K ( 2pi−β
pi
), where β = 2 arcsin rmin2rmax = 2 arcsin 12r .
Case (ii) is illustrated in Fig. 3. Since s is the node in the separating set, there must exist another black node,
called a in the graph, that is a neighbor of s, otherwise the CDS is not connected anymore. Since Puv has the shortest
length, then there could not exist interconnecting nodes in region A and B, otherwise, the path Pua has a shorter
length than Puv . Same as Case (i), at most 2 nodes will form a shortest path in each subregion. There might be another
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Fig. 2. s is a node in separating set, nodes u and v are both neighbors of node s.
Fig. 3. s is a node in separating set, u is in its k-leaf block and is a neighbor of s, while v is not in the k-leaf block and v is not a neighbor of s.
interconnecting node which is a neighbor of v but not of s, called y in Fig. 3. Thus, if only u is in the transmission
range of s, there are at most K ( 2pi−β−δ
pi
)+ 1 interconnecting nodes, where β = δ = 2 arcsin 12r .
Similar to case (ii), case (iii) has the same number of maximal interconnecting nodes.
Case (iv) is illustrated in Fig. 4. Since s is the node in the separating set and neither u nor v is in its transmission
range, there must exist two other black nodes, called a and b in Fig. 4, that are two neighbors of s. Since path Puv has
the shortest length, then there could not exist interconnecting nodes in region B, A and C , otherwise either path Pab,
Pub or Pva has the shorter length than Puv . Again, at most 2 nodes will form a shortest path in each subregion. There
might be two other interconnecting nodes which are a neighbor of u and v but not of s respectively, called x and y
in Fig. 4. Thus if neither u nor v is in the transmission range of s, there are at most K ( 2pi−β−2δ
pi
)+ 2 interconnecting
nodes between u and v.
In summary, we prove that for all cases, at most 2(K + 1) interconnecting nodes are necessary to connect a k-leaf
block to other k-blocks. 
Theorem 3. The constructed k-m-CDS is of size at most (2k + 2K − 1)(K + ln K + k + 1)|C∗km | in DGB, where
k = m + 1 and C∗km is an optimal solution of k-m-CDS.
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Fig. 4. s is a node in the separating set, u is in its k-leaf block while v is not in its k-leaf block, and neither u and v is a neighbor of s.
Proof. Again, let C denote our obtained solution and C1m be the 1-m-CDS obtained from CDSMIS. We have:
|C | ≤ |C1m | + 2(k − 2)(|C1m | − 1)+ 2(K + 1)(|C1m | − 1)
≤ (2k + 2K − 1)|C1m |
≤ (2k + 2K − 1)(K + ln K + k + 1)|C∗km |. 
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