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Resumen
Los métodos de selección de características son utilizados dentro de la etapa de reduc-
ción de dimensión de sistemas de reconocimiento de patrones. Estos métodos se utilizan
para obtener el subconjunto de características más relevantes del conjunto completo de
características, dicho subconjunto será aquel que maximice una función criterio determi-
nada. En esta tesina se estudian métodos de selección tanto óptimos como sub-óptimos y
se implementa una librería de funciones que contiene los métodos estudiados.
Además se realiza el estudio de los principales descriptores estadísticos de textura de
primer y segundo orden que se obtienen a partir de imágenes digitales. Los mismos son
implementados conformando una librería de funciones que permite obtener descriptores
de textura a partir de una imagen digital.
Por último se plantea un modelo que permite aplicar métodos de selección de carac-
terísticas a clasiﬁcación de texturas. Se realiza la implementación de dicho modelo dando
lugar a una librería de funciones que se utiliza posteriormente para realizar pruebas.
Los resultados obtenidos muestran que los métodos de selección de características
mejoran el rendimiento de los sistemas de reconocimiento de patrones.
Palabras Claves: Reconocimiento de Patrones, Selección de Características, Métodos
de Selección de Características, Texturas, Descriptores Estadísticos de Textura, Clasiﬁca-
ción de Texturas.
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Capítulo 1
Introducción
Un sistema de reconocimiento de patrones destinado a clasiﬁcar texturas presentes
en imágenes digitales requiere una etapa que se encargue de generar características a
partir de las imágenes para poder formar los patrones. Dichas características pueden ser
obtenidas con descriptores estadísticos de textura de primer y segundo orden.
Los descriptores estadísticos de primer orden se calculan a partir del histograma de ni-
veles de gris de la imagen. Entre este tipo de descriptores se encuentran: media, desviación
estándar, asimetría, kurtosis, energía y entropía. Los descriptores estadísticos de segundo
orden se calculan a partir de las matrices de co-ocurrencia de los niveles de gris de la ima-
gen. Entre estos descriptores se encuentran: energía, contraste, correlación, homogeneidad
y entropía.
Cuando el número de descriptores aumenta es necesaria una etapa de reducción de
dimensión dentro del sistema de reconocimiento de patrones. Esta etapa puede utilizar
métodos de extracción y/o selección de características.
Un método de selección de características combina un algoritmo de búsqueda y una
función criterio con el objetivo de encontrar el “mejor” subconjunto de características.
Los métodos de selección se encargan de preservar la semántica de las variables origi-
nales, facilitando la interpretación por parte del experto en un área de conocimiento en
particular.
La función criterio se usa para comparar subconjuntos y determinar qué subconjun-
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to es mejor que otro. El “mejor” subconjunto de características, también denominado
subconjunto óptimo, es aquel que maximiza la función criterio en cuestión.
Existen diferentes métodos de selección de características, de acuerdo al algoritmo de
búsqueda que utilicen pueden ser: óptimos o sub-óptimos. Un método es óptimo cuando
utiliza un algoritmo de búsqueda óptimo, el cual garantiza encontrar el “mejor” subcon-
junto de características. Un método es sub-óptimo cuando utiliza un algoritmo de bús-
queda sub-óptimo, el cual no siempre encuentra el “mejor” subconjunto de características
pudiendo proporcionar una solución sub-óptima. Dentro de los algoritmos de búsqueda
óptimos se destacan: Búsqueda Exhaustiva (BE) y Branch and Bound (BB). Y en los
algoritmos de búsqueda sub-óptimos se distinguen: Sequential Forward Selection (SFS),
Sequential Backward Selection (SBS) y Sequential Forward Floating Selection (SFFS),
donde los dos primeros son de búsqueda secuencial y el último es de búsqueda secuencial
ﬂotante.
Los métodos de selección de características no sólo pueden ser aplicados a sistemas
de clasiﬁcación de texturas sino que también se pueden utilizar en otras situaciones. Un
ejemplo concreto es la utilización de métodos de selección de características sub-óptimos
embebidos en técnicas de agrupamiento espectral, lo que permite la selección adecuada del
conjunto de autovectores de la matriz de aﬁnidad [1] [2]. En el XIX Congreso Argentino de
Ciencias de la Computación (CACIC) se presentó un método de agrupamiento espectral
que incorpora una etapa de selección sub-óptima de características [3].
A continuación se detalla la estructura de la tesina:
En el Capítulo 2 se aborda el problema de selección de características, se estudia
la función criterio y los métodos de selección de características tanto óptimos como
sub-óptimos. En la última sección del Capítulo 2 se presenta la librería de funciones
de selección implementada, denominada libSelección.
En el Capítulo 3 se analiza el concepto de textura y se estudian diferentes descrip-
tores estadísticos de texturas de primer y segundo orden. En la última sección del
Capítulo 3 se presenta la librería de funciones de texturas implementada, denomi-
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nada libTexturas.
En el Capítulo 4 se plantea la situación de seleccionar características de texturas
y se presenta un modelo de reconocimiento de patrones aplicado a clasiﬁcación de
texturas. En la última sección del Capítulo 4 se presenta la librería de funciones
para la realización de pruebas implementada, denominada libSelTex.
En el Capítulo 5 se muestran diferentes experimentos realizados y resultados obteni-
dos. Se presentan casos de prueba para cada una de las tres librerías implementadas:
libSelección, libTexturas y libSelTex. Luego se hacen comparaciones de los métodos
de selección en base a los resultados.
En el Capítulo 6 se exponen las conclusiones a las que se ha llegado y se planea el
trabajo a futuro que de continuidad a la investigación realizada en esta tesina.
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Capítulo 2
Selección de Características
2.1. El problema de selección
Un modelo general de un sistema de reconocimiento de patrones está compuesto por
un conjunto de etapas de procesamiento denominadas Sensor, Reductor de Dimensión y
Clasiﬁcador, como se muestra en la ﬁgura 2.1.
La primera etapa proporciona una representación de los elementos del universo a ser
clasiﬁcados. La segunda etapa se encarga, a partir del patrón de representación, de extraer
la información discriminatoria eliminando la información redundante e irrelevante. Y por
último, la tercera etapa asigna una etiqueta a cada patrón que permite identiﬁcarlo como
perteneciente a una determinada clase [4].
Figura 2.1: Modelo general de un sistema de reconocimiento de patrones.
La etapa de reducción de dimensión es fundamental en los sistemas de reconocimiento
de patrones [5]. Su propósito principal es reducir la dimensión del problema removiendo las
características que no son relevantes para la clasiﬁcación del patrón [6]. Reducir el número
de características mejora el rendimiento de los sistemas de reconocimiento de patrones
en general, ya que permite: minimizar el costo de extracción de medidas, disminuir los
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costos de almacenamiento, reducir el costo computacional de clasiﬁcación y mejorar el
rendimiento del clasiﬁcador.
Para llevar a cabo la etapa de reducción de dimensión pueden utilizarse métodos de
extracción y/o selección de características [7][8]. Los métodos de extracción de caracte-
rísticas son aquellos que permiten obtener un subconjunto de características a partir de
la transformación o combinación de las características originales. En cambio, los méto-
dos de selección de características permiten obtener un subconjunto de características del
conjunto inicial de características, manteniendo el signiﬁcado físico de las mismas [9].
El problema de selección de características consiste básicamente en encontrar el “me-
jor” subconjunto de d características de un conjunto inicial más numeroso de D caracte-
rísticas, d < D. Para ello, se deberá utilizar una función criterio que determine cuál es el
“mejor” subconjunto y un algoritmo de búsqueda que permita encontrarlo [10].
Es importante poder determinar cuáles son las “mejores” características de acuerdo al
problema de reconocimiento en cuestión, ya que en reconocimiento de patrones ocurre lo
que se conoce como Maldición de la Dimensionalidad [11][12][13][14]. Este efecto indica
que el resultado de una clasiﬁcación no mejora necesariamente con un incremento del
número de características. Para tamaños pequeños de muestra, el resultado del clasiﬁcador
mejora al agregar nuevas características hasta alcanzar un máximo, para luego decaer.
Formalmente, el problema de selección de características puede enunciarse de la si-
guiente manera [15]: dado un conjunto Y de D características, seleccionar un subconjunto
X ⊂ Y de tamaño d que optimice una cierta función criterio J(X). Donde la función
criterio J se maximice para el “mejor” subconjunto de características.
J(X) = ma´x
Z⊂Y,|Z|=d
J(Z)
2.2. Función criterio
Seleccionar características consiste en obtener el subconjunto formado por las caracte-
rísticas más relevantes del conjunto original de características, de acuerdo a una función
criterio. El objetivo de seleccionar características es encontrar el subconjunto con el valor
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máximo para una función criterio determinada. Por lo tanto, la función criterio se utiliza
para medir la calidad de los subconjuntos.
La función criterio podría ser la tasa de acierto de un clasiﬁcador o una medida esta-
dística del grado de separación entre las clases correspondientes a los datos analizados, la
elección de la función deberá hacerse dependiendo del problema en cuestión.
Por ejemplo, una medida que puede ser utilizada como función criterio en ciertos casos
es la Distancia Mahalanobis [15]. La misma sirve para medir la distancia de un punto x de
la media de una distribución con matriz de covarianza Σ. Bajo la suposición de que las dos
distribuciones de clase tienen la misma matriz de covarianza, la Distancia Mahalanobis
entre las medias respectivas de esas dos distribuciones mide la separabilidad de las dos
clases. Se deﬁne la Distancia Mahalanobis como: (µ1 − µ2)TΣ−1(µ1 − µ2).
2.3. Métodos de selección
Un método de selección de características es aquel que determina la función criterio y
el algoritmo de búsqueda a utilizarse. La función criterio deberá ser elegida de acuerdo a
la naturaleza del problema que se está analizando, y el algoritmo de búsqueda se deberá
elegir considerando un compromiso entre optimización y complejidad que resulte viable
[16][17].
Existen diversos algoritmos de búsqueda que pueden ser utilizados para realizar selec-
ción de características. En la ﬁgura 2.2 se muestra una adaptación de la taxonomía de
algoritmos de selección de características presentada por Jain y Zongker [15].
Una primera distinción que puede observarse en la taxonomía se produce entre los al-
goritmos de selección de características basados en reconocimiento estadístico de patrones
y los que usan redes neuronales artiﬁciales.
Otra distinción posible se da entre algoritmos óptimos (aquellos que garantizan en-
contrar la solución óptima) y algoritmos sub-óptimos (no pueden garantizarlo, pudiendo
resultar en una solución sub-óptima).
También se produce una división entre algoritmos con una solución (en los cuales
sólo un subconjunto de características es almacenado y modiﬁcado por el algoritmo) y
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algoritmos con muchas soluciones (mantienen una población de subconjuntos).
Por último se observa una separación entre algoritmos determinísticos (producen siem-
pre el mismo subconjunto para un problema determinado) y estocásticos (tienen un ele-
mento aleatorio que podría producir subconjuntos diferentes en cada ejecución).
Figura 2.2: Una taxonomía de algoritmos de selección de características.
2.3.1. Métodos de selección óptimos
Un método de selección de características óptimo es aquel que utiliza un algoritmo de
búsqueda óptimo para hallar el “mejor” subconjunto de características, de acuerdo a una
función criterio determinada. Los algoritmos de búsqueda óptimos garantizan encontrar
dicho subconjunto, pero poseen gran costo computacional.
Entre estos algoritmos se encuentran: Búsqueda Exhaustiva y Branch and Bound. El
algoritmo Búsqueda Exhaustiva evalúa siempre todos los subconjuntos posibles al contrario
del algoritmo Branch and Bound que sólo lo hace en el peor de los casos, ya que la mayoría
de las veces logra detener su búsqueda antes de evaluar todos los subconjuntos.
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Búsqueda Exhaustiva (BE)
El algoritmo Búsqueda Exhaustiva [18] es capaz de encontrar el “mejor” subconjunto
de d características. Para eso examina todos los posibles subconjuntos de d características
a partir de las D características originales, haciendo que la búsqueda crezca exponencial-
mente. Por lo tanto, es un algoritmo inviable en muchos casos [19].
La cantidad de subconjuntos que serán evaluados estará dada por:
1
D
d
2
= D!(D − d)! d! ,
donde d < D.
El número posible de combinaciones
1
D
d
2
se convierte en prohibitivo incluso para va-
lores moderados de d y D. Por ejemplo:
1
12
6
2
es 924, mientras que,
1
24
12
2
es 2704156. Como
la cantidad de subconjuntos a ser considerados crece muy rápidamente con la cantidad
de características, el algoritmo Búsqueda Exhaustiva se vuelve muy costoso computacio-
nalmente en la mayoría de los casos.
Generalmente se emplea el algoritmo Búsqueda Exhaustiva cuando se requiere la uti-
lización de un algoritmo de búsqueda óptimo y la función criterio que va a utilizarse no
cumple con la propiedad de monotonicidad. No podría aplicarse en ese caso el algoritmo
Branch and Bound, aunque también proporciona la solución óptima y tiene un mejor
desempeño, ya que necesita que la función criterio sea monótona.
Branch and Bound (BB)
El algoritmo Branch and Bound [20] es capaz de encontrar el “mejor” subconjunto de
d características. Para lograrlo evita realizar una búsqueda exhaustiva, pero requiere que
la función criterio sea monótona. La complejidad de este algoritmo en el peor de los casos
es exponencial.
El algoritmo utiliza un árbol de búsqueda en el cual las hojas representan todos los
subconjuntos posibles de tamaño d. La utilización de una función criterio monótona per-
mite que algunas ramas internas del árbol sean descartadas sin perjudicar la búsqueda
del subconjunto óptimo, es decir que no es necesario recorrer todo el árbol para encontrar
la solución óptima.
La clave del algoritmo es la propiedad de monotonicidad de la función criterio J(·).
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Dados dos subconjuntos X1 y X2, si X1 ⊂ X2 entonces J(X1) < J(X2) [18]. Esto signiﬁca
que un subconjunto de características nunca es mejor que un conjunto de características
más grande que lo contenga.
Existen diversas versiones del algoritmo Branch and Bound [21][22][23][24][25][26][27].
Cada una de ellas hace modiﬁcaciones o adaptaciones en base a la primera versión del
algoritmo, denominada Branch and Bound.
El algoritmo Branch and Bound selecciona un subconjunto de tamaño d de un conjunto
original de tamaño D. La selección se realiza recorriendo un árbol de búsqueda. La raíz del
árbol representa el conjunto original Y . Los otros nodos representan posibles subconjuntos
de Y de tamaño d. A continuación, mediante un ejemplo, se explicará el procedimiento
que realiza el algoritmo para seleccionar el subconjunto óptimo.
Dadas dos clases que poseen distribución normal. Con vectores de media µ1 y µ2
respectivamente y matriz de covarianza igual para ambas clases Σ1 = Σ2 = Σ.
µ1 =

2
3
3
−2

µ2 =

−1
2
1
−6

Σ =

4 1 −3 0
1 2 −1 0
−3 −1 3 0
0 0 0 3

Se desea determinar, a partir del conjunto completo de características Y = {y1, y2, y3, y4},
el “mejor” subconjunto de 2 características. Se considera como función criterio la Distancia
Mahalanobis. Se aplica el algoritmo Branch and Bound, el cual determina que la solución
óptima en este caso está dada por el subconjunto X = {x1, x3} con J(X) = 26, 3333.
La ﬁgura 2.3 muestra el árbol de solución del algoritmo Branch and Bound para el
caso anteriormente planteado, donde Y = {1, 2, 3, 4}, D = 4 y d = 2. Un subconjunto
de un nodo está formado por el subconjunto del nodo padre con una, y solamente una,
característica removida. El rótulo de las aristas representa la característica removida.
El subconjunto de características y el valor de J(·) están indicados próximo al nodo
correspondiente. Como una característica es removida por nivel en el camino de la raíz a
una hoja, el árbol posee D− d+ 1 niveles. El número k de un nivel representa el número
de características removidas de Y . Un subconjunto Xk corresponde a un nodo de nivel k.
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Por ejemplo, en la ﬁgura 2.3, X1 = {1, 3, 4} para el nodo 4 y X2 = {1, 2} para el nodo
3 . La elección de las características que deben ser removidas de cada nodo se hace de
acuerdo a algunas reglas que serán presentadas a continuación.
Normalmente el algoritmo Branch and Bound se implementa de manera que el árbol
es construido conforme es recorrido. La principal etapa de ejecución de este algoritmo se
denomina etapa de expansión. En dicha etapa se visita un nodo, se analiza el subconjunto
correspondiente y se llama a la expansión de los nodos hijos.
El recorrido se realiza a partir de la raíz, de arriba hacia abajo y de derecha a izquierda.
La numeración interna de los nodos muestra el camino que sigue el recorrido. Durante la
expansión, el valor de J(Xk) es comparado con el valor de un límite B. Cuando el nodo
analizado es una hoja, si J(XD−d) > B entonces el valor deB es actualizadoB = J(XD−d).
Por lo tanto, B almacena el mayor valor encontrado en una hoja hasta el momento. Por
ejemplo, en la ﬁgura 2.3, se realiza esa actualización en los nodos 3 y 5. Como la función
criterio es monótona, el valor de J(·) nunca aumenta en el pasaje de un nodo a su sucesor.
Por lo tanto, si J(Xk) ≤ B no hay motivo para que la búsqueda continúe en el subárbol
cuya raíz es el nodo correspondiente al subconjunto Xk, pues ningún valor mayor que B
será encontrado en ese subárbol. En consecuencia, esa rama de árbol puede ser podada
y eliminada de la búsqueda. Así, el algoritmo Branch and Bound consigue encontrar el
subconjunto óptimo sin precisar evaluar todos los subconjuntos. Siempre que el valor de
B es actualizado, el subconjunto correspondiente XD−d debe ser almacenado como X Í.
Cuando el algoritmo concluye la búsqueda por todo el árbol, el subconjunto óptimo es X Í
y J(X Í) = B.
Sea F = (f1, f2, ..., fD−d) la secuencia ordenada de las características removidas en el
camino de la raíz hasta una hoja. Por ejemplo, en la ﬁgura 2.3, en el camino desde la raíz
hasta el nodo 5, F = (2, 4). Para garantizar que no haya repetición de subconjuntos en el
árbol se debe seguir la siguiente regla: f1 < f2 < ... < fD−d.
Sea qk el número de sucesores de un nodo de nivel k. A partir de la ecuación anterior
se concluye que el número más alto de la primera característica que puede ser removida es
f1 = d+ 1. Por lo tanto, la raíz debe tener q0 = d+ 1 sucesores. Para los demás nodos el
número de sucesores es determinado en la expansión del nodo padre. Los nodos sucesores
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deben recibir una numeración p de izquierda a derecha. Por ejemplo, en la ﬁgura 2.3, para
los sucesores del nodo 1, p = 1 para el nodo 7, p = 2 para el nodo 4 y p = 3 para el nodo
2. Así, qk+1 = qk − p + 1. Siguiendo esas reglas se representan todos los subconjuntos de
tamaño d sin repeticiones en las hojas.
Figura 2.3: Árbol de solución para el algoritmo Branch and Bound, con d = 2 y D = 4. La numeración
interna de los nodos indica el camino en el cual es realizado el recorrido. El subconjunto de características
y el valor de J(·) están indicados próximos al nodo correspondiente. El rótulo de cada arista indica la
característica que fue removida en el pasaje de un nodo del nivel k a un nodo del nivel k + 1. Los nodos
con fondo sombreado indican que el límite fue actualizado. Los nodos con borde grueso indican que fue
encontrado J(·) < B, y si el nivel del nodo es k < 2 indican poda. Los nodos con borde punteado indican
que fueron eliminados por podas.
Otra versión del algoritmo Branch and Bound es la versión llamada Branch and Bound
ordenado. En este algoritmo las características son ordenadas de acuerdo al valor de la
función criterio para maximizar las chances de tener nodos eliminados por podas. A
continuación, mediante el mismo ejemplo que se utilizó anteriormente, se explicará el
procedimiento que realiza el algoritmo para seleccionar el subconjunto óptimo.
Cuanto menor es el valor de J(·) para los nodos más a la izquierda del árbol mayor es
el número de nodos eliminados por podas, ya que el número de ramiﬁcaciones aumenta de
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derecha a izquierda. Además de eso, cuanto menor es el valor de J(·) en cualquier nodo
mayor es la probabilidad de poda. Para conseguir valores más bajos en la izquierda del
árbol se puede hacer un cambio en el orden en que las características son removidas. El
Branch and Bound ordenado utiliza esa estrategia reordenando las características en cada
expansión de un nodo. La ﬁgura 2.4 muestra el mismo problema presentado en la ﬁgura
2.3, pero utilizando un árbol de búsqueda Branch and Bound ordenado.
Para poder seguir las reglas presentadas en el caso del algoritmo Branch and Bound
y para que la reordenación sea posible, las características deben ser representadas como
variables. El conjunto de todas las características se representa ahora como una secuencia
ordenada Y Í = (y1, y2, ..., yD), siendo que 1 ≤ yi ≤ D y yi Ó= yj si i Ó= j. Las características
removidas en el camino de la raíz hasta una hoja son F Í = yf1 , yf2 , ..., yfD−d . Así, la ecua-
ción presentada anteriormente, f1 < f2 < ... < fD−d, aún es válida para la construcción
del árbol. Para cada nodo hay un conjunto de características disponibles para remover,
T = ya, ya+1, ..., yD, donde a se determina de acuerdo a la ecuación anterior. Por ejemplo,
en la ﬁgura 2.4, a = 1 para el nodo 1, a = 4 para el nodo 2, a = 3 para el nodo 4 y a = 2
para el nodo 7. Esos valores de a son coincidentes con el menor número de las caracte-
rísticas que son removidas de los nodos de la ﬁgura 2.3. En la expansión de un nodo los
elementos de Y Í pertenecientes a T son ordenados de manera creciente de acuerdo con
el valor de J(Xk \ {yi}) correspondiente. En el ejemplo, presentado en la ﬁgura 2.4, los
valores calculados en la expansión de la raíz son:
J(Y \ {y1}) = J({1, 2, 3, 4} \ {1}) = J({2, 3, 4}) = 8, 3333
J(Y \ {y2}) = J({1, 2, 3, 4} \ {2}) = J({1, 3, 4}) = 31, 6667
J(Y \ {y3}) = J({1, 2, 3, 4} \ {3}) = J({1, 2, 4}) = 7, 6190
J(Y \ {y4}) = J({1, 2, 3, 4} \ {4}) = J({1, 2, 3}) = 28.
La ordenación resultante es Y Í = (3, 1, 4, 2). Las características elegidas para ser re-
movidas de la raíz son 3, 1 y 4, en ese orden. En este caso, el subconjunto obtenido con
la eliminación de la característica 2 de la raíz no es aprovechado en el árbol a pesar de
haber sido evaluado. En la expansión del nodo 2 el valor calculado es:
J(X1 \ {y4}) = J({1, 2, 3} \ {2}) = J({1, 3}) = 26, 3333.
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Se observa una cantidad mayor de nodos eliminados por podas en el árbol de la
ﬁgura 2.4 que aquellos observados en la ﬁgura 2.3. Además, la ordenación aumenta la
probabilidad de encontrar más rápidamente valores más altos para B. Sin embargo, en
cada expansión se realiza un mayor número de llamadas a la función criterio. De todos
modos, el algoritmo Branch and Bound ordenado presenta eﬁciencia superior al algoritmo
Branch and Bound en la mayoría de los casos.
Figura 2.4: Árbol de solución para el algoritmo Branch and Bound ordenado, con d = 2 y D = 4. La
numeración interna de los nodos indica el camino en el cual es realizado el recorrido. El subconjunto de
características y el valor de J(·) están indicados próximos al nodo correspondiente. El rótulo de cada
arista indica la característica que fue removida en el pasaje de un nodo del nivel k a un nodo del nivel
k+ 1. Los nodos con fondo sombreado indican que el límite fue actualizado. Los nodos con borde grueso
indican que fue encontrado J(·) < B, y si el nivel del nodo es k < 2 indican poda. Los nodos con borde
punteado indican que fueron eliminados por podas.
En conclusión, el algoritmo Branch and Bound (ya sea en su primera versión u ordena-
do), a pesar de ser más eﬁciente en muchos casos que el algoritmo Búsqueda Exhaustiva,
es costoso computacionalmente. Por lo tanto, sólo es utilizado cuando se desea obtener
realmente una solución óptima. En otro caso puede resultar más conveniente utilizar algún
algoritmo sub-óptimo que brinde buenos resultados a menor costo.
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2.3.2. Métodos de selección sub-óptimos
Un método de selección de características sub-óptimo es aquel que utiliza un algoritmo
de búsqueda sub-óptimo para intentar hallar el “mejor” subconjunto de características,
de acuerdo a una función criterio determinada. Los algoritmos de búsqueda sub-óptimos
no garantizan encontrar dicho subconjunto, en algunos casos pueden terminar proporcio-
nando un subconjunto sub-óptimo de características.
Entre estos algoritmos se encuentran: los algoritmos de búsqueda secuencial, como por
ejemplo Sequential Forward Selection y Sequential Backward Selection, y los algoritmos
de búsqueda secuencial ﬂotante, como Sequential Forward Floating Selection [28].
Sequential Forward Selection (SFS)
Sequential Forward Selection [29] es un algoritmo de búsqueda secuencial hacia ade-
lante sub-óptimo. Parte del conjunto vacío y adiciona sucesivamente la característica más
signiﬁcativa en relación al subconjunto obtenido en la etapa anterior, por eso se dice que
la búsqueda se realiza “hacia adelante”.
Este algoritmo selecciona un subconjunto de tamaño d de un conjunto original de
tamaño D, donde d < D. La selección se realiza mediante una búsqueda secuencial del
“mejor” subconjunto. SFS parte del conjunto vacío de características. Se comienza se-
leccionando la “mejor” característica individual (aquella que produce el máximo valor
de J(·)). En cada una de las iteraciones siguientes se agrega la “mejor” característica
(entendiendo por “mejor” característica a aquella que en combinación con las otras carac-
terísticas ya seleccionadas maximiza la función criterio). Una vez que una característica
es agregada al subconjunto ya no puede ser removida del mismo. El algoritmo ﬁnaliza
cuando el subconjunto seleccionado posee d características. A continuación, mediante un
ejemplo, se mostrará el procedimiento que realiza el algoritmo para buscar el subconjunto
óptimo.
Dadas dos clases que poseen distribución normal. Con vectores de media µ1 y µ2
respectivamente y matriz de covarianza igual para ambas clases Σ1 = Σ2 = Σ.
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µ1 =

2
3
3
−2

µ2 =

−1
2
1
−6

Σ =

4 1 −3 0
1 2 −1 0
−3 −1 3 0
0 0 0 3

Se desea determinar, a partir del conjunto completo de características Y = {y1, y2, y3, y4},
el “mejor” subconjunto de 2 características. Se considera como función criterio la Distan-
cia Mahalanobis. Se aplica el algoritmo Sequential Forward Selection, el cual proporciona
como resultado el subconjunto X = {x1, x4} con J(X) = 7,58.
La ﬁgura 2.5 muestra un gráﬁco de solución del algoritmo Sequential Forward Selection
para el caso anteriormente planteado, donde Y = {1, 2, 3, 4}, D = 4 y d = 2. Como el
algoritmo parte del conjunto vacío de características, el recuadro raíz está formado por el
subconjunto vacío. Un subconjunto en un recuadro está formado por el subconjunto del
recuadro padre con una, y solamente una, característica agregada. El rótulo de las aristas
representa la característica agregada. El valor de J(·) está indicado próximo al recuadro
correspondiente. Como una característica es agregada en cada iteración el procedimiento
se repite d veces, habrá entonces d iteraciones o etapas (además de la etapa 0 que corres-
ponde a la inicialización). La elección de las características que deben ser agregadas en
cada etapa se hace de acuerdo al valor de la función criterio, será agregada al subcon-
junto la característica que maximice el valor de J(·). Por ejemplo, en la ﬁgura 2.5, en la
etapa 1 se agrega la característica 4 porque produce el valor 5,33 que es el máximo de los
valores producidos en esa etapa. En la etapa 2 se agrega la característica 1 ya que ésta,
combinada con las demás características ya seleccionadas, maximiza la función criterio
produciendo un valor de 7,58. Después de la etapa 2 el subconjunto seleccionado {1, 4}
posee el tamaño deseado (2 características), por lo tanto el algoritmo ﬁnaliza y devuelve
dicho subconjunto como solución óptima (cabe destacar que no necesariamente será ésta
la verdadera solución óptima).
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Figura 2.5: Gráﬁco de solución para el algoritmo Sequential Forward Selection, con d = 2 y D = 4.
Dentro de cada recuadro se indica el subconjunto de características que está siendo evaluado. El valor
de J(·) está indicado próximo al recuadro correspondiente. La etapa 0 corresponde a la inicialización, se
inicializa el subconjunto en vacío. El rótulo de cada arista indica la característica que fue agregada al
subconjunto seleccionado hasta el momento, en el pasaje de una etapa a la siguiente. Los recuadros con
fondo sombreado indican que el subconjunto fue seleccionado por proporcionar el máximo valor de J(·)
en la etapa.
Sequential Backward Selection (SBS)
Sequential Backward Selection [30] es un algoritmo de búsqueda secuencial hacia atrás
sub-óptimo. Realiza el proceso inverso al SFS. Parte del conjunto completo de carac-
terísticas y remueve sucesivamente las características menos signiﬁcativas en relación al
subconjunto obtenido en la etapa anterior, por eso se dice que la búsqueda se realiza
“hacia atrás”.
Este algoritmo selecciona un subconjunto de tamaño d de un conjunto original de
tamaño D, donde d < D. La selección se realiza mediante una búsqueda secuencial del
“mejor” subconjunto. SBS parte del conjunto completo de características. En cada una
de las iteraciones se remueve la “peor” característica (entendiendo por “peor” caracte-
rística a aquella que siendo removida del subconjunto seleccionado maximiza la función
criterio). Una vez que una característica es removida del subconjunto ya no puede volver
a formar parte del mismo. El algoritmo ﬁnaliza cuando el subconjunto seleccionado posee
d características. A continuación, mediante un ejemplo, se mostrará el procedimiento que
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realiza el algoritmo para buscar el subconjunto óptimo.
Dadas dos clases que poseen distribución normal. Con vectores de media µ1 y µ2
respectivamente y matriz de covarianza igual para ambas clases Σ1 = Σ2 = Σ.
µ1 =

2
3
3
−2

µ2 =

−1
2
1
−6

Σ =

4 1 −3 0
1 2 −1 0
−3 −1 3 0
0 0 0 3

Se desea determinar, a partir del conjunto completo de características Y = {y1, y2, y3, y4},
el “mejor” subconjunto de 2 características. Se considera como función criterio la Distan-
cia Mahalanobis. Se aplica el algoritmo Sequential Backward Selection, el cual proporciona
como resultado el subconjunto X = {x1, x3} con J(X) = 26,33.
La ﬁgura 2.6 muestra un gráﬁco de solución del algoritmo Sequential Backward Selec-
tion para el caso anteriormente planteado, donde Y = {1, 2, 3, 4}, D = 4 y d = 2. Como
el algoritmo parte del conjunto completo de características, el recuadro raíz está formado
por el subconjunto que incluye las cuatro características iniciales. Un subconjunto en un
recuadro está formado por el subconjunto del recuadro padre con una, y solamente una,
característica removida. El rótulo de las aristas representa la característica removida. El
valor de J(·) está indicado próximo al recuadro correspondiente. Como una característica
es removida en cada iteración el procedimiento se repite D−d veces, habrá entonces D−d
iteraciones o etapas (además de la etapa 0 que corresponde a la inicialización). La elección
de las características que deben ser removidas en cada etapa se hace de acuerdo al valor
de la función criterio, será removida del subconjunto la característica menos signiﬁcativa.
Por ejemplo, en la ﬁgura 2.6, en la etapa 1 se remueve la característica 2 porque produce
el valor 31,66 que es el máximo de los valores producidos en esa etapa. En la etapa 2 se
remueve la característica 4 ya que ésta, siendo eliminada del subconjunto seleccionado,
maximiza la función criterio produciendo un valor de 26,33. Después de la etapa 2 el
subconjunto seleccionado {1, 3} posee el tamaño deseado (2 características), por lo tanto
el algoritmo ﬁnaliza y devuelve dicho subconjunto como solución óptima (en este caso
el subconjunto resultante es óptimo, pero cabe destacar que el algoritmo podría haber
proporcionado una solución sub-óptima).
21
CAPÍTULO 2. SELECCIÓN DE CARACTERÍSTICAS
Figura 2.6: Gráﬁco de solución para el algoritmo Sequential Backward Selection, con d = 2 yD = 4. Dentro
de cada recuadro se indica el subconjunto de características que está siendo evaluado. El valor de J(·) está
indicado próximo al recuadro correspondiente. La etapa 0 corresponde a la inicialización, se inicializa el
subconjunto con las D características originales. El rótulo de cada arista indica la característica que fue
removida del subconjunto seleccionado hasta el momento, en el pasaje de una etapa a la siguiente. Los
recuadros con fondo sombreado indican que el subconjunto fue seleccionado por proporcionar el máximo
valor de J(·) en la etapa.
Sequential Forward Floating Selection (SFFS)
SFS y SBS son métodos rápidos y simples, pero que fácilmente resultan en una solución
sub-óptima. Ambos métodos sufren el problema llamado Efecto de Anidamiento [31]. Esto
signiﬁca que en el caso de SFS las características seleccionadas no pueden ser descartadas
más tarde, y en el caso de SBS las características descartadas no pueden ser nuevamente
seleccionadas. Esto resulta en subconjuntos de características anidados sin posibilidad de
realizar correcciones en pasos posteriores, haciendo que el resultado ﬁnal generalmente
sea lejano al óptimo.
Una manera de abordar este problema es combinar SFS y SBS durante la ejecución,
haciendo adiciones o eliminaciones de características. El algoritmo Plus-l Take-Away-r
(PTA(l,r)) [32] [33] realiza la adición de l características y a continuación la eliminación de
r características sucesivamente, tal que l Ó= r. Consiste en aplicar SFS l veces seguidas por
22
CAPÍTULO 2. SELECCIÓN DE CARACTERÍSTICAS
r pasos de SBS, repitiendo este ciclo ﬁjo hasta que se alcanza el número de características
requerido. Si l > r, el conjunto inicial debe ser el conjunto vacío. Si l < r, el conjunto
inicial debe ser el conjunto Y . SFS es equivalente a PTA(1,0), y SBS es equivalente a
PTA(0,1). Este algoritmo tiene mayor probabilidad de encontrar la solución óptima o
una solución próxima a la óptima en relación a las versiones más simples de búsqueda
secuencial, ya que permite un retroceso ﬁjado deﬁnido por los valores de l o r. Por lo
tanto, el algoritmo posee dos parámetros que precisan ser previamente deﬁnidos.
Para que el cambio de dirección de la búsqueda sea realizado automáticamente, sin
uso de los parámetros, fueron propuestos los algoritmos de búsqueda secuencial ﬂotante.
Estos algoritmos consideran inclusión y exclusión de características controladas por el
valor del criterio mismo. El retroceso en estos algoritmos es controlado dinámicamente,
por lo tanto no es necesario ningún ajuste de parámetros.
Sequential Forward Floating Selection [31] [33] es un algoritmo que selecciona un sub-
conjunto de tamaño d de un conjunto original de tamaño D, donde d < D. La selección se
realiza mediante una búsqueda secuencial ﬂotante del “mejor” subconjunto. SFFS parte
del conjunto vacío de características. Consiste básicamente en aplicar después de cada
inclusión de característica (iteración hacia adelante) una determinada cantidad de ex-
clusiones condicionales de características (vueltas hacia atrás). En cada iteración una
característica es adicionada y cero o más características son removidas, en tanto fueran
encontrados subconjuntos mejores de los que fueron obtenidos hasta entonces. El algorit-
mo ﬁnaliza cuando el subconjunto seleccionado posee d características. A continuación,
en la ﬁgura 2.7, se describe SFFS algorítmicamente. Para ello, se hacen primero algunas
suposiciones.
Dado el conjunto completo de D características Y = {yj | j = 1, ..., D}, se desean
seleccionar k características (k < D) para formar el conjunto Xk = {xj | j = 1, ..., k, xj ∈
Y } que optimice la función criterio J(Xk) correspondiente.
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Inicialización
X0 := ¦
k := 0 (se puede comenzar con k = 2 por aplicar SFS dos veces)
Paso 1 - Inclusión
x+ := arg ma´x
x∈Y−Xk
J(Xk + x) (x+ es la característica más signiﬁcativa con respecto a Xk)
Xk+1 := Xk + x+
k := k + 1
Paso 2 - Exclusión condicional
x− := arg ma´x
x∈Xk
J(Xk − x) (x− es la característica menos signiﬁcativa en Xk)
if J(Xk − {x−}) > J(Xk−1) then
Xk−1 := Xk − x−
k := k − 1
ir a Paso 2
else
ir a Paso 1
Terminación
Parar cuando k es igual al número de características requerido
Figura 2.7: Algoritmo SFFS
Como contrapartida del algoritmo Sequential Forward Floating Selection existe un
algoritmo llamado Sequential Backward Floating Selection (SBFS) [31] [33]. Éste parte
del conjunto completo de características y realiza una eliminación y cero o más adiciones
en cada iteración.
SBFS es un algoritmo de búsqueda secuencial ﬂotante que excluye características
por medio de la aplicación del procedimiento SBS básico. Comienza por el conjunto
completo de características. Realiza una serie de inclusiones condicionales sucesivas de la
característica más signiﬁcativa entre las características disponibles, si esto produce una
mejora.
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2.4. Librería de funciones de selección libSelección
Es una librería de funciones de selección de características implementada en Matlab
[34], que incluye algoritmos de selección óptimos y sub-óptimos y puede ser utilizada con
diferentes tipos de datos. En la ﬁgura 2.8 se puede ver cómo está conformada esta librería.
libSelección contiene las siguientes funciones que implementan métodos de selección
óptimos:
be.m: Búsqueda Exhaustiva
bb.m: Branch and Bound
Además contiene las siguientes funciones que implementan métodos de selección sub-
óptimos:
sfs.m: Sequential Forward Selection
sbs.m: Sequential Backward Selection
sffs.m: Sequential Forward Floating Selection
También, libSelección contiene la implementación de una función criterio:
mah.m: Distancia Mahalanobis
Se incluyen en libSelección una serie de scripts que permiten realizar la carga de
diferentes datos para probar las funciones. Estos son:
cargaSel1.m
cargaSel2.m
cargaSel3.m
cargaSel4.m
cargaSel5.m
cargaSel6.m
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cargaSel7.m
En todos los casos los datos que se cargan corresponden a: un vector de media para la
clase 1, un vector de media para la clase 2, una matriz de covarianza asociada a las dos
clases y la cantidad de características a seleccionar. En los casos 1, 2, 3 y 4 se utilizan
datos artiﬁciales. En los casos 5, 6 y 7 los datos fueron calculados a partir de los patrones
de muestra contenidos en la base de datos Iris Plants [35].
Para realizar una prueba rápida de cómo funciona la librería se puede utilizar el script
de prueba que incluye la misma:
probarSel.m
Mediante la invocación a este script se realiza la ejecución de un caso de prueba. En
primer lugar se cargan los datos, luego se aplican los métodos de selección de caracterís-
ticas sobre dichos datos y ﬁnalmente se observan los resultados.
Si se quieren realizar otras pruebas sólo basta con cambiar dentro del script de prueba
la invocación al script de carga de datos, para así probar los resultados de los métodos
sobre datos distintos.
Figura 2.8: Librería de funciones de selección libSelección.
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Capítulo 3
Texturas
3.1. El concepto de textura
La textura es una característica importante de toda imagen, ya que es una fuente
valiosa de información para el análisis y comprensión de dicha imagen. Se utiliza princi-
palmente en segmentación, identiﬁcación de objetos o regiones de interés y obtención de
forma [36][37][38]. El uso de la textura para identiﬁcar una imagen proviene de la habili-
dad innata de los humanos para reconocer diferencias texturales. Por medio de la visión y
el tacto, el ser humano es capaz de distinguir en forma intuitiva diversos tipos de textura.
La textura puede ser evaluada cualitativamente como ﬁna o suave, gruesa, rizada o
rugosa, alineada o regular, desordenada o irregular y ondulada. En la ﬁgura 3.1 se pueden
diferenciar algunos tipos de textura.
La textura es una propiedad de todas las superﬁcies, por ejemplo: los granos en la
madera o la trama de un tejido textil. Contiene información importante acerca de la
colocación estructural de la superﬁcie y su relación con el entorno. Aunque es muy fácil
para el observador humano reconocerla y describirla en términos empíricos, este concepto
no posee una deﬁnición formal [39].
La idea de textura se basa en la distribución espacial de tonos de gris. Se puede deﬁnir
como el arreglo de píxeles en una región de interés que son percibidos por el sistema visual
humano como similares a distintos materiales.
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Figura 3.1: Texturas dentro del recuadro blanco, de izquierda a derecha: suave (superconductor), rugosa
(colesterol humano) y regular (microprocesador) [40].
Debido a que la textura de una imagen brinda información útil para propósitos de
discriminación es importante desarrollar características o descriptores de textura [39][41].
Los descriptores de textura permiten la cuantiﬁcación del contenido de la textura presente
en la imagen o en una región de ella. Estos descriptores proporcionan una medida de
propiedades tales como suavidad, grosor y regularidad. Existen diferentes métodos que
permiten generar descriptores de textura [42], entre ellos se distinguen:
Métodos estadísticos: Los métodos estadísticos se basan en el histograma de la ima-
gen (primer orden) y en las matrices de co-ocurrencia de la imagen (segundo orden)
[43][44][45]. Estos métodos serán estudiados más adelante, en la sección 3.2.
Métodos estructurales: Los métodos estructurales se caracterizan porque en la deﬁ-
nición de textura están presentes “elementos de la textura” o primitivas. El método
de análisis normalmente depende de las propiedades geométricas de los elementos
de la textura. Una vez que esos elementos de la textura se identiﬁcan en la imagen,
hay dos enfoques principales para analizar la textura. Uno calcula las propiedades
estadísticas de los elementos de la textura extraídos y utiliza éstos como descripto-
res de la textura. El otro enfoque intenta extraer la regla de ubicación que describe
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la textura, para ello puede incluir métodos sintácticos o geométricos de análisis de
textura. En la ﬁgura 3.2 se observan tres texturas distintas y sus respectivas primi-
tivas, puede observarse en cada caso una primitiva diferente. El inconveniente que
poseen los métodos estructurales es que no todas las texturas tienen un elemento
que se repite.
Figura 3.2: Texturas distintas junto a sus respectivas primitivas.
Métodos espectrales: Los métodos espectrales utilizan la transformada de Fourier y
son usados primariamente para detectar la periodicidad global presente en la imagen.
En la ﬁgura 3.3 se observa un patrón de textura y el espectro de su transformada, el
cual tiene un sólo pico cada 90o debido a la periodicidad del patrón. El inconveniente
que presentan los métodos espectrales se observa cuando su implementación se ve
restringida por la poca información que se puede extraer cuando las texturas son
heterogéneas o de carácter aleatorio.
Figura 3.3: Una textura junto al espectro de su transformada [40].
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3.2. Descriptores estadísticos
Los métodos estadísticos utilizan los rasgos estadísticos de la textura de la imagen,
la textura es modelada como una función de los niveles de gris. Desde el punto de vista
estadístico se observa que una textura puede deﬁnirse por un conjunto de datos estadísticos
extraídos de un gran conjunto de propiedades locales de la imagen. Según Haralick [46],
la textura de una imagen de niveles de gris está caracterizada por dos dimensiones. La
primera dimensión comprende los parámetros de la distribución de los valores de gris
que generan un procedimiento estadístico simple llamado de primer orden, donde están
incluidos los momentos estadísticos correspondientes al histograma de los niveles de gris de
la región y la entropía media. Estos rasgos de textura poseen la limitación de no contener
información respecto a la posición relativa que tienen los píxeles entre sí. Una alternativa
para obtener este tipo de información en el proceso de análisis de textura es considerar no
solamente la distribución de las intensidades, sino también las posiciones de los píxeles con
iguales valores de intensidad o cercanamente igual. Es por eso que la segunda dimensión
comprende las relaciones y dependencias que existen entre los niveles de gris vecinos o
entre regiones de niveles de gris de la imagen, lo cual genera otro procedimiento estadístico
llamado de segundo orden. Esta segunda dimensión es la base primaria para el desarrollo
de los métodos de análisis de textura que utilizan la matriz de co-ocurrencia de niveles de
gris [39].
3.2.1. Descriptores estadísticos de primer orden
Los descriptores estadísticos de primer orden se basan en el histograma de la imagen.
En el histograma los niveles de intensidad de gris están representadas a lo largo del eje x y
suelen ir de 0 a 255, mientras que el número de ocurrencias para cada nivel de intensidad
de gris se representa en el eje y. En las ﬁguras 3.4 y 3.5 se muestran distintos ejemplos;
puede verse una misma imagen pero con diferente luz y contraste en cada caso, y cómo
esto se reﬂeja en sus respectivos histogramas. A continuación se da una deﬁnición formal
del histograma de una imagen y de algunas medidas que pueden obtenerse a partir del
mismo.
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(a) Histograma de una imagen oscura.
(b) Histograma de una imagen clara.
Figura 3.4: Histogramas de imágenes con distinta luz.
(a) Histograma de una imagen con bajo contraste.
(b) Histograma de una imagen con alto contraste.
Figura 3.5: Histogramas de imágenes con distinto contraste.
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Sea la matriz I la imagen analizada. El valor del elemento I(m,n) corresponde al valor
del píxel en la m-ésima ﬁla y n-ésima columna de la imagen, siendo que m = 0, 1, ...,M−1
y n = 0, 1, ..., N − 1. De esta manera, si G es el número de niveles de intensidad de gris
de la imagen, I(m,n) = 0, 1, ..., G− 1. El histograma h(·) de la imagen I se deﬁne por:
h(i) =
M−1q
m=0
N−1q
n=0
δ(i, I(m,n)), donde i = 0, 1, ..., G− 1,
δ(i, j) =
 1 si i = j0 si i Ó= j.
El valor de h(i) corresponde al número de ocurrencias del nivel de intensidad de gris i
en la imagen. La función de probabilidad p(i), que representa la probabilidad de ocurrencia
del nivel de intensidad de gris i, se obtiene dividiendo h(i) por el número total píxeles de
la imagen:
p(i) = h(i)/(N ·M).
Existen diversas medidas que pueden ser extraídas del histograma, algunas de las más
utilizadas son las siguientes:
Media: Representa el nivel de intensidad de gris medio en el histograma.
µ =
G−1q
i=0
i · p(i)
Desviación Estándar : Representa el nivel de contraste medio en el histograma.
σ =
√
σ2
Donde:
σ2 =
G−1q
i=0
(i− µ)2 · p(i)
Asimetría: Corresponde al grado de simetría. Si γ1 = 0, el histograma es simétrico
en relación a la media. Caso contrario, la distribución se concentra a la izquierda o
a la derecha de la media.
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γ1 = 1σ3 ·
G−1q
i=0
(i− µ)3 · p(i)
Kurtosis: Se relaciona con el “aplanamiento” del histograma. Si γ2 = 3, el aplana-
miento es el mismo al de una distribución normal. Si γ2 > 3, el histograma es más
alto que una normal. Si γ2 < 3, el histograma es más bajo que una normal.
γ2 = ( 1σ4 ·
G−1q
i=0
(i− µ)4 · p(i))
Energía: Mide la presencia de valores altos, en relación a los demás valores, en el
histograma.
E =
G−1q
i=0
(p(i))2
Entropía: Mide la uniformidad del histograma.
H = − G−1q
i=0
p(i) · log2(p(i))
3.2.2. Descriptores estadísticos de segundo orden
Los descriptores estadísticos de segundo orden se basan en las matrices de co-ocurrencia
de la imagen. La matriz de co-ocurrencia de niveles de gris (Gray Level Co-occurrence
Matrix - GLCM) [39] es un método que se utiliza para medir la textura. Esta matriz es
un histograma de dos dimensiones de los niveles de gris para un par de píxeles, el pixel
de referencia y el pixel vecino.
Los descriptores estadísticos de segundo orden asumen que la información de la textura
en una imagen está contenida en la relación espacial que los niveles de gris tienen entre
ellos. Las relaciones están especiﬁcadas en las matrices de co-ocurrencia espaciales (o de
niveles de gris) que son calculadas entre los píxeles vecinos, para una dirección especiﬁca
o para todas las direcciones, en una ventana móvil dentro de la imagen.
La relación espacial entre un pixel de referencia y su vecino puede ser en cualquiera de
las ocho direcciones posibles, como se observa en la ﬁgura 3.6. Por lo general se calculan
sólo cuatro direcciones y las restantes se obtienen con la matriz simétrica. Para lograr
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una relación “espacialmente invariante” se eligen las direcciones 0◦, 45◦, 90◦ y 135◦ y se
promedian.
Figura 3.6: Información espacial del pixel * [39].
En la ﬁgura 3.7 se representa una imagen de 4 x 4 píxeles junto a los valores corres-
pondientes a los niveles de gris de dicha imagen, se distinguen cuatro valores de niveles
de gris: 0, 1, 2 y 3.
Figura 3.7: Imagen de 4 x 4 píxeles con cuatro valores de niveles de gris (0, 1, 2 y 3) [39].
La forma general de cualquier matriz de co-ocurrencia para una imagen con valores
de niveles de gris de 0 a 3 puede verse en la ﬁgura 3.8.
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Figura 3.8: Forma general de cualquier matriz de co-ocurrencia
para una imagen con valores de niveles de gris de 0 a 3, ù(i, j)
representa el número de veces que niveles de gris i y j han sido
vecinos [39].
En la ﬁgura 3.9 pueden verse las cuatro matrices de co-ocurrencia simétricas obtenidas
para la imagen de la ﬁgura 3.7. A continuación se da una deﬁnición formal de las matrices
de co-ocurrencia y de algunas medidas que pueden obtenerse a partir de las mismas.
(a) Matriz simétrica 0◦ (b) Matriz simétrica 45◦
(c) Matriz simétrica 90◦ (d) Matriz simétrica 135◦
Figura 3.9: Matrices de co-ocurrencia simétricas de la imagen de la ﬁgura 3.7 [39].
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Siendo G el número de niveles de intensidad de gris de la imagen, cada matriz de
co-ocurrencia tiene tamaño G x G. La comparación de los píxeles se hace de acuerdo con
un desplazamiento horizontal dx y vertical dy. Sea Cdxdy una matriz de co-ocurrencia para
los desplazamientos dx y dy. El elemento Cdxdy(i, j) corresponde al número de ocurrencias
de píxeles de nivel de intensidad de gris j situados a un desplazamiento horizontal dx y
vertical dy de píxeles de nivel de intensidad de gris i. O sea, la ocurrencia es considerada
sólo cuando I(m,n) = i y I(m+dy, n+dx) = j. La generación de matrices de co-ocurrencia
se deﬁne por:
Cdxdy(i, j) =
M−1−max(0,dy)q
m=−min(0,dy)
N−1−max(0,dx)q
n=−min(0,dx)
δ(i, I(m,n)) ·δ(j, I(m+dy, n+dx)).
Las funcionesmin(·) ymax(·), presentes en los límites de las sumatorias, son necesarias
para garantizar que los píxeles I(m,n) y I(m + dy, n + dx) pertenezcan a la imagen.
Las características extraídas de las matrices con desplazamientos opuestos son iguales
o muy próximas, por eso se realiza la suma de esas matrices para obtener una matriz
simétrica (Cdxdy + C−dx−dy). Dicha matriz simétrica debe ser normalizada para obtener
la probabilidad de ocurrencia de pares de píxeles para cada posicionamiento. La matriz
normalizada Rdxdy se obtiene por:
Rdxdy(i, j) =
Cdxdy (i,j)
G−1q
m=0
G−1q
n=0
Cdxdy (m,n)
.
Existen diversas medidas que pueden ser extraídas de la matriz de co-ocurrencia. Las
siguientes fórmulas son válidas para matrices de co-ocurrencia simétricas [47]:
Energía: Brinda una idea de la suavidad que posee la textura.
C1 =
G−1q
i=0
G−1q
j=0
(Rdxdy(i, j))2
Contraste: Proporciona información acerca de las variaciones bruscas de tono en la
imagen.
C2 =
G−1q
i=0
G−1q
j=0
(i− j)2 ·Rdxdy(i, j)
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Correlación: Mide la similitud entre píxeles vecinos.
C3 =
G−1q
i=0
G−1q
j=0
(i−µ)·(j−µ)·Rdxdy (i,j)
σ2
Donde:
µ =
G−1q
i=0
G−1q
j=0
i ·Rdxdy(i, j)
σ2 =
G−1q
i=0
G−1q
j=0
(i− µ)2 ·Rdxdy(i, j)
Homogeneidad: Provee información sobre la regularidad de la textura.
C4 =
G−1q
i=0
G−1q
j=0
Rdxdy (i,j)
1+(i−j)2
Entropía: Es una medida de la aleatoriedad contenida en la matriz de co-ocurrencia.
C5 = −
G−1q
i=0
G−1q
j=0
Rdxdy(i, j) · log2(Rdxdy(i, j))
3.3. Librería de funciones de texturas libTexturas
Es una librería de funciones implementada en Matlab [34] que permite obtener a
partir de una imagen digital los principales descriptores estadísticos de textura de primer
y segundo orden. En la ﬁgura 3.10 se puede ver cómo está conformada esta librería.
libTexturas contiene las siguientes funciones que implementan descriptores estadísticos
de primer orden:
histograma.m: Calcula el histograma de la imagen de entrada.
asimetria1.m: Asimetría.
desviacion1.m: Desviación Estándar.
energia1.m: Energía.
entropia1.m: Entropía.
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kurtosis1.m: Kurtosis.
media1.m: Media.
varianza1.m: Varianza.
descriptores1.m: Proporciona los descriptores estadísticos de primer orden de la
imagen de entrada.
Además, libTexturas contiene las siguientes funciones que implementan descriptores
estadísticos de segundo orden:
matrizcooc.m: Calcula las cuatro matrices de co-ocurrencia (simétricas y normali-
zadas, con distancia de 1 pixel, en las direcciones 0◦, 45◦, 90◦ y 135◦) de la imagen
de entrada.
contraste2.m: Contraste.
correlacion2.m: Correlación.
energia2.m: Energía.
entropia2.m: Entropía.
homogeneidad2.m: Homogeneidad.
media2.m: Media.
varianza2.m: Varianza.
descriptores2.m: Proporciona los descriptores estadísticos de segundo orden de la
imagen de entrada.
Se incluyen en libTexturas una serie de scripts que permiten realizar la carga de dife-
rentes datos para probar las funciones. Estos son:
cargaTex1.m
cargaTex2.m
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cargaTex3.m
cargaTex4.m
cargaTex5.m
cargaTex6.m
cargaTex7.m
cargaTex8.m
En todos los casos los datos que se cargan corresponden a: la matriz que representa
una imagen y la cantidad de niveles de intensidad de gris de dicha imagen. En los casos
1, 2, 3 y 4 las imágenes utilizadas fueron extraídas de la Base de Datos de imágenes de
texturas Brodatz [48]. Y en los casos 5, 6, 7 y 8 las imágenes utilizadas fueron extraídas
de una Base de Datos de texturas propia.
Para realizar una prueba rápida de cómo funciona la librería se puede utilizar el script
de prueba que incluye la misma:
probarTex.m
Mediante la invocación a este script se realiza la ejecución de un caso de prueba. En
primer lugar se cargan los datos, luego se generan los descriptores estadísticos sobre dichos
datos y ﬁnalmente se observan los resultados.
Si se quieren realizar otras pruebas sólo basta con cambiar dentro del script de prueba
la invocación al script de carga de datos, para así probar los resultados de los descriptores
sobre datos distintos.
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Figura 3.10: Librería de funciones de texturas libTexturas.
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Capítulo 4
Selección de Características de
Textura
4.1. Seleccionar características de textura
Un modelo general de un sistema de reconocimiento de patrones está compuesto por
un conjunto de etapas de procesamiento denominadas Sensor, Reductor de Dimensión y
Clasiﬁcador, como se mencionó anteriormente en la sección 2.1.
Para que la información de una imagen digital pueda ser utilizada en un sistema
de clasiﬁcación automática se requiere de una etapa adicional denominada Generación de
Características o Descriptores [49]. Una alternativa para caracterizar los objetos de interés
en una imagen digital es mediante descriptores de textura [50]. La textura de un objeto
en la imagen está asociada a la distribución de los niveles de gris en dicha región. Un
abordaje posible para la generación de descriptores de textura es mediante descriptores
estadísticos de primer y segundo orden, obtenidos a partir de las características de la
región de interés [39].
A medida que el número de descriptores aumenta también crece la complejidad compu-
tacional del sistema, y la posibilidad de tener descriptores correlacionados que no con-
tribuyan a la capacidad de discriminación entre objetos diferentes. En un sistema de
reconocimiento de patrones la etapa de reducción de dimensión tiene un impacto funda-
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mental en el costo de adquisición, el rendimiento y la complejidad del sistema [7]. En
particular los métodos de selección de características, usados en la etapa de reducción de
dimensión, permiten determinar un subconjunto de d características de un conjunto inicial
más numeroso D optimizando un determinado criterio J . En el rendimiento ideal de un
sistema de clasiﬁcación, considerando la probabilidad de error del mismo, tiene inﬂuencia
determinante el compromiso existente en la determinación del número de características
óptimo en su diseño.
4.2. Modelado de un sistema de RP aplicado a clasi-
ﬁcación de texturas
Se propone un modelo de un sistema de reconocimiento de patrones (RP) aplicado a
clasiﬁcación de texturas, que tiene como propósito combinar en su desarrollo los temas
estudiados en las capítulos 2 y 3. Para este modelo resulta necesario generar caracte-
rísticas de textura, por lo cual se obtienen descriptores estadísticos de primer y segundo
orden a partir de una imagen. Además es útil en este modelo la realización de una etapa
de reducción de dimensión, por lo que se aplican métodos de selección de características
a los patrones originales.
El modelo propuesto consta de cinco etapas:
Carga de datos de entrada: Se cargan dos imágenes/clases a procesar.
Generación de características de textura: A partir de dos imágenes/clases se ob-
tienen los patrones de muestra correspondientes a cada imagen/clase. Para ello se
generan 10 regiones de interés de cada imagen. De cada región de interés se calculan
los descriptores estadísticos de primer orden (media, desviación, asimetría, kurtosis,
energía y entropía) y de segundo orden (energía, contraste, correlación, homogenei-
dad y entropía), los cuales conforman un patrón de muestra. Se obtiene un total de
20 patrones de muestra, 10 correspondientes a la primera clase y 10 a la segunda,
donde cada patrón está formado por 11 características.
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Selección de características: A partir de los patrones de muestra obtenidos en la eta-
pa anterior se calculan los datos de entrada necesarios para los métodos de selección
implementados: media de la primera clase, media de la segunda clase y matriz de
covarianza asociada a ambas clases. Luego se seleccionan las mejores características
utilizando un método de selección.
Clasiﬁcación: Se realiza la clasiﬁcación de los patrones, considerando sólo las carac-
terísticas seleccionadas. Para lograr esto se toma una mitad de los patrones de la
primera clase como patrones de muestra y la otra mitad como patrones de entrena-
miento, lo mismo se hace con la segunda clase. De cada patrón se consideran sólo
las características seleccionadas. Luego se realiza la clasiﬁcación de los patrones de
muestra utilizando el método de los k vecinos más próximos.
Almacenamiento de resultados: Los resultados obtenidos se almacenan en el archi-
vo de texto “resultados.txt” de la siguiente manera: el nombre de cada imagen
utilizada, el nombre del método de selección de características utilizado, las carac-
terísticas seleccionadas y la clasiﬁcación obtenida.
4.3. Librería para la realización de pruebas libSelTex
Es una librería de funciones implementada en Matlab [34] para la realización de prue-
bas, que representa las etapas básicas del modelo de reconocimiento de patrones aplicado a
clasiﬁcación de texturas. En la ﬁgura 4.1 se puede ver cómo está conformada esta librería.
libSelTex contiene una función que permite ejecutar todas las etapas del modelo plan-
teado:
ejecutarSelTex.m
Para llevar a cabo cada una de las etapas del modelo, libSelTex contiene las siguientes
funciones:
1. CARGA DE DATOS
Scripts que permiten realizar la carga de diferentes datos:
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cargaSelTex1.m
cargaSelTex2.m
cargaSelTex3.m
cargaSelTex4.m
cargaSelTex5.m
cargaSelTex6.m
cargaSelTex7.m
cargaSelTex8.m
En todos los casos los datos que se cargan corresponden a: los nombres de dos
imágenes junto a la cantidad de niveles de intensidad de gris de dichas imágenes y el
método de selección de características a utilizar junto a la cantidad de características
a seleccionar. En los casos 1, 2, 3 y 4 las imágenes utilizadas fueron extraídas de la
Base de Datos de imágenes de texturas Brodatz [48]. Y en los casos 5, 6, 7 y 8 las
imágenes utilizadas fueron extraídas de una Base de Datos de texturas propia.
2. TEXTURAS
Funciones que implementan descriptores estadísticos de primer orden:
histograma.m: Calcula el histograma de la imagen de entrada.
asimetria1.m: Asimetría.
desviacion1.m: Desviación Estándar.
energia1.m: Energía.
entropia1.m: Entropía.
kurtosis1.m: Kurtosis.
media1.m: Media.
varianza1.m: Varianza.
descriptores1.m: Proporciona los descriptores estadísticos de primer orden
de la imagen de entrada.
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Funciones que implementan descriptores estadísticos de segundo orden:
matrizcooc.m: Calcula las cuatro matrices de co-ocurrencia (simétricas y nor-
malizadas, con distancia de 1 pixel, en las direcciones 0◦, 45◦, 90◦ y 135◦) de
la imagen de entrada.
contraste2.m: Contraste.
correlacion2.m: Correlación.
energia2.m: Energía.
entropia2.m: Entropía.
homogeneidad2.m: Homogeneidad.
media2.m: Media.
varianza2.m: Varianza.
descriptores2.m: Proporciona los descriptores estadísticos de segundo orden
de la imagen de entrada.
Función para obtener muestras:
muestreo.m: Proporciona patrones de muestra a partir de una imagen.
3. SELECCIÓN
Funciones que implementan métodos de selección óptimos:
be.m: Búsqueda Exhaustiva
Funciones que implementan métodos de selección sub-óptimos:
sfs.m: Sequential Forward Selection
sbs.m: Sequential Backward Selection
sffs.m: Sequential Forward Floating Selection
Función criterio:
mah.m: Distancia Mahalanobis
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Función para calcular datos:
calcularDatos.m: A partir de los patrones de muestra calcula los datos de
entrada necesarios para los métodos de selección.
4. CLASIFICACIÓN
Función para clasiﬁcar:
clasificar.m: Realiza la clasiﬁcación de los patrones de muestra utilizando el
método de los k vecinos más próximos.
5. ALMACENAMIENTO
Función para almacenar los resultados:
guardar.m: Guarda en un archivo de texto los resultados obtenidos.
Archivo de resultados:
resultados.txt: Archivo de texto que almacena los resultados obtenidos.
Para realizar una prueba rápida de cómo funciona la librería se puede utilizar el script
de prueba que incluye la misma:
probarSelTex.m
Mediante la invocación a este script se realiza la ejecución de un caso de prueba.
En primer lugar se cargan los datos, luego se aplican todas las etapas del modelo de
reconocimiento de patrones sobre dichos datos y ﬁnalmente se observan los resultados.
Si se quieren realizar otras pruebas sólo basta con cambiar dentro del script de prueba
la invocación al script de carga de datos, para así probar los resultados que se obtienen
con distintos datos de entrada.
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Figura 4.1: Librería para la realización de pruebas libSelTex.
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Capítulo 5
Experimentos y Resultados
5.1. Usando libSelección
Los experimentos que se muestran a continuación fueron realizados utilizando la libre-
ría de funciones libSelección implementada, la cual fue presentada en la sección 2.4.
5.1.1. Con datos de entrada artiﬁciales
A continuación se presentan cuatro casos de prueba. Cada uno de ellos muestra las
características que se obtienen con cada método de selección al procesar los datos de
entrada y aplicar las funciones de la librería libSelección.
En todos los casos los datos de entrada son: un vector de media para la clase 1, un
vector de media para la clase 2, una matriz de covarianza asociada a las dos clases y la
cantidad de características a seleccionar. Corresponden a los scripts de carga de datos 1,
2, 3 y 4 que posee la librería libSelección.
En la ﬁgura 5.1 se observan los valores resultantes respectivamente.
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(a) Resultados con datos de prueba 1. (b) Resultados con datos de prueba 2.
(c) Resultados con datos de prueba 3. (d) Resultados con datos de prueba 4.
Figura 5.1: Resultados con datos artiﬁciales.
En los casos presentados anteriormente puede observarse que el método sub-óptimo de
selección de características SFFS se comporta como un método óptimo, ya que devuelve
en los cuatro casos los mismos subconjuntos de características que los métodos óptimos
BE y BB. No sucede lo mismo con los métodos sub-óptimos SFS y SBS que en algunos
casos devuelven subconjuntos sub-óptimos.
En general SFFS proporciona, la mayoría de las veces, el subconjunto óptimo de
características. Por el contrario, SFS y SBS suelen proporcionar subconjuntos sub-óptimos
de características.
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5.1.2. Con datos de la BD Iris Plants
A continuación se presentan tres casos de prueba. Cada uno de ellos muestra las
características que se obtienen con cada método de selección al procesar los datos de
entrada y aplicar las funciones de la librería libSelección.
Los datos que se utilizaron fueron extraídos de la Base de Datos (BD) Iris Plants [35].
Ésta es una base de datos que contiene información sobre lirios, consta de 150 patrones
de muestra pertenecientes a tres clases distintas: virgínica, setosa y versicolor (cuenta con
50 patrones para cada una de las clases). Cada patrón de muestra está formado por 4
características: (1) largo del sépalo, (2) ancho del sépalo, (3) largo del pétalo y (4) ancho
del pétalo.
A partir de los patrones de muestra de la base de datos se calcularon los datos de
entrada necesarios para aplicar los métodos de selección entre dos clases. En todos los
casos los datos de entrada son: un vector de media para la clase 1, un vector de media
para la clase 2, una matriz de covarianza asociada a las dos clases y la cantidad de
características a seleccionar. Dichos datos corresponden a los scripts de carga de datos 5,
6 y 7 que posee la librería libSelección.
En la ﬁgura 5.2 se observan los valores resultantes respectivamente.
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(a) Resultados con datos de prueba 5. (b) Resultados con datos de prueba 6.
(c) Resultados con datos de prueba 7.
Figura 5.2: Resultados con datos de la BD Iris Plants.
5.2. Usando libTexturas
Los experimentos que se muestran a continuación fueron realizados utilizando la libre-
ría de funciones libTexturas implementada, la cual fue presentada en la sección 3.3.
5.2.1. Con imágenes de la BD Brodatz
A continuación se presentan cuatro casos de prueba. Cada uno de ellos muestra los
valores de los descriptores estadísticos de primer y segundo orden que se obtienen al
procesar una imagen y aplicar las funciones de la librería libTexturas. En la ﬁgura 5.3
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pueden verse las imágenes utilizadas. Y en las ﬁguras 5.4, 5.5, 5.6 y 5.7 se observan los
valores resultantes respectivamente.
Las imágenes que se utilizaron fueron extraídas de la Base de Datos (BD) de texturas
Brodatz [48]. Son imágenes de 640 x 640 píxeles en escala de grises (256 niveles de gris).
Corresponden a los scripts de carga de datos 1, 2, 3 y 4 que posee la librería libTexturas.
(a) Imagen de prueba 1: CORCHO. (b) Imagen de prueba 2: MADERA.
(c) Imagen de prueba 3: MÁRMOL. (d) Imagen de prueba 4: PARED.
Figura 5.3: Imágenes de prueba de la BD Brodatz.
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(a) Primer orden (b) Segundo orden
Figura 5.4: Descriptores estadísticos de la imagen de prueba 1: CORCHO.
(a) Primer orden (b) Segundo orden
Figura 5.5: Descriptores estadísticos de la imagen de prueba 2: MADERA.
(a) Primer orden (b) Segundo orden
Figura 5.6: Descriptores estadísticos de la imagen de prueba 3: MÁRMOL.
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(a) Primer orden (b) Segundo orden
Figura 5.7: Descriptores estadísticos de la imagen de prueba 4: PARED.
5.2.2. Con imágenes de una BD propia
A continuación se presentan cuatro casos de prueba. Cada uno de ellos muestra los
valores de los descriptores estadísticos de primer y segundo orden que se obtienen al
procesar una imagen y aplicar las funciones de la librería libTexturas. En la ﬁgura 5.8
pueden verse las imágenes utilizadas. Y en las ﬁguras 5.9, 5.10, 5.11 y 5.12 se observan
los valores resultantes respectivamente.
Las imágenes que se utilizaron fueron extraídas de una Base de Datos (BD) de texturas
propia. Son imágenes de 640 x 640 píxeles que fueron tomadas en colores y pasadas a escala
de grises (256 niveles de gris). Corresponden a los scripts de carga de datos 5, 6, 7 y 8
que posee la librería libTexturas.
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(a) Imagen de prueba 5: MADERA. (b) Imagen de prueba 6: AZULEJO.
(c) Imagen de prueba 7: PARLANTE. (d) Imagen de prueba 8: YESO.
Figura 5.8: Imágenes de prueba de una BD propia.
(a) Primer orden (b) Segundo orden
Figura 5.9: Descriptores estadísticos de la imagen de prueba 5: MADERA.
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(a) Primer orden (b) Segundo orden
Figura 5.10: Descriptores estadísticos de la imagen de prueba 6: AZULEJO.
(a) Primer orden (b) Segundo orden
Figura 5.11: Descriptores estadísticos de la imagen de prueba 7: PARLANTE.
(a) Primer orden (b) Segundo orden
Figura 5.12: Descriptores estadísticos de la imagen de prueba 8: YESO.
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5.3. Usando libSelTex
Los experimentos que se muestran a continuación fueron realizados utilizando la libre-
ría de funciones libSelTex implementada, la cual fue presentada en la sección 4.3.
5.3.1. Con imágenes de la BD Brodatz
A continuación se presentan cuatro casos de prueba. Cada uno de ellos muestra los
resultados que se obtienen al procesar dos imágenes y aplicar las funciones correspondien-
tes a todas etapas del modelo de reconocimiento de patrones de libSelTex. En las ﬁguras
5.13, 5.14, 5.15 y 5.16 pueden verse las imágenes utilizadas. Y en la ﬁgura 5.17 se observa
el archivo de texto que contiene los valores resultantes respectivamente.
Las imágenes que se utilizaron fueron extraídas de la Base de Datos (BD) de texturas
Brodatz [48]. Son imágenes de 640 x 640 píxeles en escala de grises (256 niveles de gris).
Corresponden a los scripts de carga de datos 1, 2, 3 y 4 que posee la librería libSelTex.
(a) Tipo 1. (b) Tipo 2.
Figura 5.13: Imágenes de prueba 1: PIEL.
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(a) Tipo 1. (b) Tipo 2.
Figura 5.14: Imágenes de prueba 2: ARENA.
(a) Tipo 1. (b) Tipo 2.
Figura 5.15: Imágenes de prueba 3: CORCHO.
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(a) Tipo 1. (b) Tipo 2.
Figura 5.16: Imágenes de prueba 4: TELA.
Figura 5.17: Archivo de resultados obtenidos con imágenes de la BD Brodatz.
5.3.2. Con imágenes de una BD propia
A continuación se presentan cuatro casos de prueba. Cada uno de ellos muestra los
resultados que se obtienen al procesar dos imágenes y aplicar las funciones correspondien-
tes a todas etapas del modelo de reconocimiento de patrones de libSelTex. En las ﬁguras
5.18, 5.19, 5.20 y 5.21 pueden verse las imágenes utilizadas. Y en la ﬁgura 5.22 se observa
el archivo de texto que contiene los valores resultantes respectivamente.
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Las imágenes que se utilizaron fueron extraídas de una Base de Datos (BD) de texturas
propia. Son imágenes de 640 x 640 píxeles que fueron tomadas en colores y pasadas a escala
de grises (256 niveles de gris). Corresponden a los scripts de carga de datos 5, 6, 7 y 8
que posee la librería libSelTex.
(a) Tipo 1. (b) Tipo 2.
Figura 5.18: Imágenes de prueba 5: TELA.
(a) Tipo 1. (b) Tipo 2.
Figura 5.19: Imágenes de prueba 6: MADERA.
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(a) Tipo 1. (b) Tipo 2.
Figura 5.20: Imágenes de prueba 7: PARED.
(a) Tipo 1. (b) Tipo 2.
Figura 5.21: Imágenes de prueba 8: HOJA.
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Figura 5.22: Archivo de resultados obtenidos con imágenes de una BD propia.
5.4. Comparaciones
5.4.1. Aciertos del clasiﬁcador
En base a los experimentos presentados anteriormente y los resultados expuestos en
la sección 5.3, considerando un total de 40 pruebas realizadas en las que se seleccionaron
2 características, se confeccionó la tabla que se muestra en la ﬁgura 5.23. En la misma
se puede ver el porcentaje de aciertos del clasiﬁcador de acuerdo al método de selección
utilizado. Con los valores mostrados en la tabla puede observarse la inﬂuencia que tiene
en el clasiﬁcador aplicar un método de selección que proporcione buenos resultados.
Cómo se observa el método de selección óptimo BE posee alto porcentaje de acier-
tos, esto se da debido a que dicho método siempre proporciona el subconjunto óptimo
de características. También puede verse que el método de selección sub-óptimo secuencial
ﬂotante SFFS tiene un gran porcentaje de aciertos, cercano al del método óptimo. Este
método, más allá de ser sub-óptimo, tiende a proporcionar el subconjunto óptimo de ca-
racterísticas. Por último se observa que los métodos de selección sub-óptimos secuenciales
SFS y SBS poseen menores porcentajes de aciertos, ya que en algunos casos terminan
proporcionando un subconjunto sub-óptimo de características.
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Figura 5.23: Porcentaje de aciertos del clasiﬁcador de acuerdo al método de selección utilizado.
5.4.2. Hallazgo del subconjunto óptimo
En la tabla de la ﬁgura 5.24 se muestra el porcentaje de veces que cada método de se-
lección de características proporciona el subconjunto óptimo. Los valores correspondientes
a los porcentajes de la tabla fueron calculados en base a los experimentos presentados en
las secciones 5.1 y 5.3, con un total de 75 pruebas realizadas. Con los valores mostrados
en la tabla se puede notar que los métodos de selección sub-óptimos secuenciales SFS y
SBS tienen menores posibilidades de encontrar el subconjunto óptimo en comparación
con el método de selección sub-óptimo ﬂotante SFFS, el cual muestra un alto porcentaje
de hallazgo del subconjunto óptimo.
Figura 5.24: Porcentaje de veces que el método de selección proporcionó el subconjunto óptimo.
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5.4.3. Matrices de confusión
En las ﬁguras 5.25 y 5.26 pueden verse las matrices de confusión correspondientes a
las clasiﬁcaciones del caso de prueba 5 presentado en la sección 5.3, donde se usaron los
métodos de selección SFS y SFFS. Cada matriz de confusión es una tabla de cruce que
tiene dos entradas: el resultado de la clasiﬁcación y la clasiﬁcación real.
El desempeño de un clasiﬁcador está directamente relacionado con el error de clasi-
ﬁcación del mismo. En las ﬁguras 5.25 y 5.26 también pueden observarse los errores de
comisión y omisión que se producen.
En base a los datos presentes en una matriz de confusión pueden calcularse los siguien-
tes valores:
True Positive Fraction (TPF) o Sensibilidad:
TP
TP+FN
Especiﬁcidad:
TN
TN+FP
False Positive Fraction (FPF) o 1-Especiﬁcidad:
FP
FP+TN
Positive Predictive Value (PPV) o Precisión:
TP
TP+FP
Negative Predictive Value (NPV):
TN
TN+FN
Exactitud:
TP+TN
TP+TN+FP+FN
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Donde:
TP: True Positive (verdadero positivo).
TN : True Negative (verdadero negativo).
FP: False Positive (falso positivo).
FN : False Negative (falso negativo).
En las tablas de las ﬁguras 5.27 y 5.28 se muestran los valores calculados para las
matrices de confusión de las ﬁguras 5.25 y 5.26 respectivamente. Dichos valores muestran
que, en este caso, el clasiﬁcador tiene un mejor desempeño cuando utiliza las características
provistas por el método de selección SFFS que cuando utiliza las características dadas
por del método de selección SFS.
Figura 5.25: Matriz de confusión usando SFS en la selección.
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Figura 5.26: Matriz de confusión usando SFFS en la selección.
Figura 5.27: Valores calculados a partir de la matriz
de confusión de la ﬁgura 5.25.
Figura 5.28: Valores calculados a partir de la matriz
de confusión de la ﬁgura 5.26.
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Conclusiones y Trabajo Futuro
En esta tesina se planteó el problema de seleccionar características dentro de la etapa
de reducción de dimensión de sistemas de reconocimiento de patrones. Por tal motivo, se
estudió la función criterio como medida que permite comparar subconjuntos y se estudia-
ron métodos de selección de características óptimos y sub-óptimos.
En cuanto a los métodos de selección óptimos se analizaron los algoritmos Búsqueda
Exhaustiva (BE) y Branch and Bound (BB), este último fue presentado en su primera
versión y también en la versión Branch and Bound ordenado. Se observó que estos algorit-
mos deben ser utilizados cuando se requiere la solución óptima, debido a que poseen gran
costo computacional. El algoritmo BB puede resultar menos costoso que el algoritmo BE
pero sólo es posible utilizarlo si la función criterio es monótona. Si se utiliza el algoritmo
BB, entre las dos versiones mencionadas del mismo, la versión ordenada generalmente
resulta ser más eﬁciente.
Con respecto a los métodos de selección sub-óptimos se tuvieron en cuenta para el
análisis algoritmos de búsqueda secuencial y de búsqueda secuencial ﬂotante. Para el pri-
mer caso se analizaron los algoritmos Sequential Forward Selection (SFS) y Sequential
Backward Selection (SBS), y para el segundo caso se analizó el algoritmo Sequential For-
ward Floating Selection (SFFS). Se pudo notar que el algoritmo SFFS suele proporcionar
buenos resultados, iguales o cercanos a los que brindan los métodos óptimos, y en cam-
bio los algoritmos SFS y SBS terminan con mayor facilidad proporcionando soluciones
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sub-óptimas.
Los métodos de selección sub-óptimos tienen menor costo computacional que los mé-
todos óptimos, por lo tanto en muchos casos puede ser conveniente utilizarlos a expensas
de no obtener siempre la mejor solución. Se establece una relación costo-beneﬁcio que
debe ser evaluada en cada caso particular al momento de decidir entre la utilización de
un método óptimo o uno sub-óptimo, hay que determinar si resulta viable o no optar por
un método que posea bajo costo pero que no garantice llegar a la solución óptima todas
las veces.
Los métodos de selección estudiados fueron implementados en Matlab [34]. Se presentó
la librería de funciones de selección libSelección que contiene los métodos implementados,
además de varios scripts de carga de datos y un script de prueba.
En esta tesina también se abordó el estudio de texturas en imágenes digitales. Lo que
llevó a estudiar diferentes tipos de descriptores de textura, focalizando en descriptores
estadísticos de primer y segundo orden.
Se analizaron descriptores estadísticos de primer orden, basados en el histograma de
la imagen, entre ellos: media, desviación estándar, asimetría, kurtosis, energía y entropía.
También se hizo el análisis de descriptores estadísticos de segundo orden, basados en
las matrices de co-ocurrencia de la imagen, entre ellos: energía, contraste, correlación,
homogeneidad y entropía. Se observó que los descriptores estadísticos de primer orden
no poseen información de la posición relativa que tienen los píxeles entre sí, y que esta
limitación no la presentan los descriptores estadísticos de segundo orden.
Los descriptores estadísticos estudiados fueron implementados en Matlab [34]. Se pre-
sentó la librería de funciones de texturas libTexturas que contiene los descriptores imple-
mentados, además de varios scripts de carga de datos y un script de prueba.
Luego del estudio de métodos de selección de características y de descriptores esta-
dísticos de textura, en esta tesina se planteó el problema de seleccionar características de
texturas. Por lo tanto fue necesario armar un modelo de reconocimiento de patrones para
clasiﬁcar texturas. Siguiendo el modelo propuesto se implementó la librería de funciones
libSelTex, que luego fue utilizada para la realización de pruebas experimentales.
Por último, en esta tesina se mostraron algunos de los experimentos realizados y sus
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respectivos resultados. Se presentaron casos de prueba para cada una de las librerías imple-
mentadas. Para la librería libSelección se utilizaron en las pruebas tanto datos artiﬁciales
como reales. Para las librerías libTexturas y libSelTex se utilizaron imágenes obtenidas de
una base de datos de texturas conocida y también imágenes de una base de datos propia.
Luego de mostrar algunos casos de prueba se realizaron comparaciones de los resultados
obtenidos. Los resultados de las pruebas realizadas con la librería libSelTex permiten
ver cómo varía el rendimiento del clasiﬁcador de acuerdo al método de selección que se
utilice. Se observa que el resultado de la clasiﬁcación mejora si se utilizan métodos de
selección que proporcionen buenos subconjuntos de características. Los resultados de las
pruebas también permiten decir que el algoritmo SFFS tiene buen desempeño en general,
se comporta mejor que los demás métodos sub-óptimos y posee menor costo computacional
que los métodos óptimos. Por dichas causas, es una opción viable cuando se decide qué
método de selección de características se va a utilizar.
El trabajo realizado en esta tesina se vincula con el proyecto “11-F017 - Cómpu-
to Paralelo de Altas Prestaciones. Fundamentos y Evaluación de rendimiento en HPC.
Aplicaciones a Sistemas Inteligentes, Simulación y Tratamiento de Imágenes” acredita-
do por la UNLP dentro del Programa de Incentivos llevado a cabo por el Instituto de
Investigación en Informática - LIDI (III-LIDI).
Como trabajo futuro se propone realizar el estudio de otros métodos de selección de
características, lo cual incluye estudiar otros algoritmos de búsqueda (como podrían ser
distintas versiones del algoritmo Branch and Bound) y otras funciones criterio. Además
se propone como trabajo futuro analizar la posibilidad de hacer adaptaciones o modiﬁ-
caciones a los algoritmos de búsqueda estudiados, que permitan obtener mejoras en sus
rendimientos.
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