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Resumo
A utilizac¸a˜o do me´todo de regia˜o de confianc¸a e´ muito frequente em pro-
blemas de otimizac¸a˜o, ja´ que precisamos minimizar modelos de func¸o˜es. Temos
me´todos que utilizam regio˜es com formato de bolas euclidianas e me´todos que utili-
zam regio˜es com formato de caixas. Na presenc¸a de restric¸o˜es lineares, a utilizac¸a˜o
de um ou outro pode apresentar desvantagens. Neste trabalho apresentamos um
algoritmo de regia˜o de confianc¸a baseado em trajeto´ria central. E´ um me´todo in-
termedia´rio entre os citados acima. No me´todo apresentado as regio˜es de confianc¸a
sa˜o conjuntos de n´ıvel da func¸a˜o barreira logar´ıtmica, e evoluem continuamente de
pequenas bolas euclidianas tendendo a` caixa completa. Este algoritmo e´ utilizado
em seguida em um algorimo de filtro para resolver um problema de otimizac¸a˜o com
formato bem geral de restric¸o˜es de igualdade e varia´veis na˜o negativas.
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Abstract
Trust region methods are frequently used in Optimization, whenever we
need to minimize function models. We have methods based on regions shaped
as Euclidean balls and methods based on box shaped regions. In the presence of
linear equality constraints each of these shapes has its disadvantages. In this work
we present a trust region method based on the central path. This method is in
a way intermediate between the other two. Its trust regions are level sets of the
logarithmic barrier function, and evolve continuously from small Euclidean balls
towards the whole box. This algorithm is then used in a filter method for solving
general optimization problems with equality constraints and non-negative variables.
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Considere o seguinte problema de programac¸a˜o na˜o linear:
minimizar f(x)
sujeito a c(x) = 0
x ≥ 0
(1.1)
em que f : Rn → R, c : Rn → Rm sa˜o func¸o˜es de classe C2 com m ≤ n. Esse formato
e´ bastante geral, uma vez que restric¸o˜es de desigualdades podem ser reduzidas a
igualdades com a introduc¸a˜o de varia´veis de folga.
Na resoluc¸a˜o de um problema restrito como o acima dois objetivos devem
ser alcanc¸ados: otimalidade e viabilidade. Estes dois normalmente sa˜o conflitantes
e podem ser tratados de forma independente, e´ o caso dos me´todos de restaurac¸a˜o
inexata. Neste me´todos, introduzidos por Mart´ınez e Pilotta [21] uma iterac¸a˜o e´
composta por duas fases, chamadas fase de restaurac¸a˜o e fase de otimalidade. Na
fase de restaurac¸a˜o, a partir de um determinado ponto, possivelmente na˜o-via´vel, e´
determinado um ponto intermedia´rio z tal que a inviabilidade tenha sido “suficien-
temente”reduzida. Na fase de otimalidade e´ feita uma minimizac¸a˜o aproximada de
uma func¸a˜o quadra´tica (que geralmente e´ um modelo quadra´tico da func¸a˜o objetivo
ou de um Lagrangiano) sujeita a uma variedade linear e a uma regia˜o de confianc¸a
de raio ∆ centrada em z. Quando for obtido um ponto que reduza f(·), deve-se
decidir se o ponto melhora a otimalidade sem piorar muito a viabilidade. Para esta
ana´lise pode-se usar uma func¸a˜o de me´rito ou filtros.
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Neste trabalho vamos supor que o problema (1.1) seja resolvido com o al-
goritmo de filtro proposto em [13]. E´ um algoritmo globalmente convergente que
usa as ide´ias de restaurac¸a˜o inexata. Cada iterac¸a˜o e´ composta pelas duas fases
mencionadas. Supondo que a fase de restaurac¸a˜o esteja resolvida vamos estudar a
fase de otimalidade. Portanto, o problema a ser resolvido e´ o de minimizac¸a˜o de
uma func¸a˜o quadra´tica restrita a uma variedade afim, uma regia˜o de confianc¸a, ao
primeiro ortante e a restric¸a˜o do filtro. Vamos supor ainda que a func¸a˜o quadra´tica
a ser minimizada e´ convexa.
A regia˜o de confianc¸a pode ter formato de uma bola euclidiana centrada
do ponto z (ponto de restaurac¸a˜o) ou de uma caixa com centro geome´trico z, de-
pendendo da norma utilizada. Um me´todo que usa bolas euclidianas e´ eficiente e
convergente, e a presenc¸a de restric¸o˜es lineares afeta pouco seu custo computacional.
Entretanto usa regio˜es pequenas e e´ pouco aplica´vel a problemas com restric¸o˜es. Ja´
os me´todos que usam caixas sa˜o mais atraentes, pois elas sa˜o bem maiores do que
bolas euclidianas e problemas com restric¸o˜es de caixas sa˜o muito comuns. No en-
tanto, a presenc¸a de restric¸o˜es lineares eleva seu custo computacional, porque cada
iterac¸a˜o deve resolver um problema de programac¸a˜o quadra´tica geral.
No cap´ıtulo 2, no contexto de otimizac¸a˜o irrestrita, apresentamos umme´todo
intermedia´rio, com regio˜es de confianc¸a que evoluem continuamente de pequenas bo-
las e tendem a uma caixa completa. As regio˜es sa˜o definidas pela func¸a˜o barreira
logar´ıtmica e a minimizac¸a˜o da quadra´tica e´ feita atrave´s de uma busca curvil´ınea
tipo Armijo sobre a trajeto´ria central da caixa.
Para fazer esta busca usamos um me´todo de pontos interiores. Um pouco
da teoria de me´todos de pontos interiores e´ apresentada no cap´ıtulo 3, com destaque
para o algoritmo do passo mais longo, que foi o algoritmo escolhido para seguir a
trajeto´ria central. Ainda neste cap´ıtulo, apresentamos o teorema elaborado na tese
de Behling [1] que fornece o primeiro par primal-dual via´vel para iniciar o algoritmo.
O cap´ıtulo 4, e´ dedicado ao problema (1.1). Apresentamos hipo´teses e
definic¸o˜es gerais necessa´rias no estudo de (1.1) ale´m de uma breve descric¸a˜o do
me´todo de filtro. Em seguida formulamos o problema onde aplicaremos o algoritmo
de regia˜o de confianc¸a proposto no cap´ıtulo 2.
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Finalmente no cap´ıtulo 5 apresentamos o algoritmo utilizado na fase de
otimalidade do me´todo de filtro. Ele e´ composto de duas etapas: a construc¸a˜o da
caixa, que deve ser a intersec¸a˜o da regia˜o onde o modelo e´ confia´vel e o primeiro
ortante. A outra etapa corresponde a busca de Armijo que avanc¸a na trajeto´ria ate´
que uma das restric¸o˜es seja violada: a confiabilidade no modelo usado, a positividade
ou a restric¸a˜o do filtro.
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Notac¸o˜es
Apresentamos aqui algumas notac¸o˜es usadas no trabalho:
Os vetores colunas e as matrizes sera˜o denotados respectivamente por letras
minu´sculas e maiu´sculas. Os ı´ndices inferiores dos vetores representam as compo-
nentes do vetor. A letra e denota o vetor coluna cujas componentes sa˜o iguais a um
com dimensa˜o explicitada no contexto.
Sejam os vetores x, s ∈ Rn as notac¸o˜es x−1, x · s, xs e x
s
sa˜o usadas para
representar vetores com componentes x−1i , xisi e
xi
si
, i = 1, . . . , n.
Quando v e w sa˜o vetores, a notac¸a˜o v ≤ w significara´ sempre vi ≤ wi para
todas as suas coordenadas. Quando falamos da caixa l ≤ x ≤ u, entendemos o
conjunto dos x ∈ Rn tais que li ≤ xi ≤ ui.
Dado um vetor x, a letra maiu´scula X representa uma matriz diagonal
formada pelas componentes do vetor x.
Para uma refereˆncia futura, aqui esta´ uma lista dos principais s´ımbolos
utilizados no texto:
‖ · ‖ : denota uma norma qualquer em Rn. N(A) : nu´cleo de uma matriz A.
∆ : raio da regia˜o de confianc¸a
D∆ = {d ∈ Rn| ‖d‖ ≤ ∆} : regia˜o de confianc¸a
B∆ = {d ∈ Rn| ‖d‖ ≤ ∆} : regia˜o de confianc¸a com a norma 2
qµ(·) : soma de duas func¸o˜es quadra´ticas: a func¸a˜o quadra´tica objetivo e a func¸a˜o
‖x2‖
2
V = {x ∈ Rn| − e ≤ x ≤ e}
V◦ = {x ∈ Rn| − e < x < e}
p(·) : func¸a˜o barreira logar´ıtmica
pµ(·) : soma de duas func¸o˜es quadra´ticas: a func¸a˜o quadra´tica objetivo e a func¸a˜o
p(·)
VK = {x ∈ V◦ | p(x) ≤ K}
Vv := {x ∈ Rn | − v ≤ x ≤ v}
◦
Vv := {x ∈ Rn | − v < x < v}









= {x ∈ Vv | pv(x)− pv(0) ≤ K}
c : gradiente da func¸a˜o f aplicado em um ponto x
A(x) : Jacobiana da func¸a˜o g(·)
Γ = {(x, s) ∈ R2n+ | Ax = b, −Hx + s + ATy = c, para algum y ∈ Rm} : conjunto
dos pares primais duais via´veis
Γ◦ = {(x, s) ∈ Γ | x, s > 0} : o conjunto de pares primais duais interiores
[l, u] = {x ∈ Rn | l ≤ x ≤ u}
z : ponto de restaurac¸a˜o
Regia˜o proibida em R2, Fk = {(f, h) | f ≥ f i, h ≥ hi}
Regia˜o proibida em Rn, Fk = {x ∈ Rn | f(x) ≥ f i, h(x) ≥ hi}
Filtro tempora´rio, F¯k
Conjunto de pontos proibidos em Rn associado ao filtro tempora´rio, F¯k
Cap´ıtulo 2
Regia˜o de Confianc¸a
As primeiras sec¸o˜es deste cap´ıtulo tratam do me´todo de regia˜o de confianc¸a
aplicado a um problema de minimizac¸a˜o irrestrita, que e´ a abordagem cla´ssica deste
me´todo. Nas sec¸o˜es seguintes introduzimos o problema quadra´tico que deve ser re-
solvido a cada iterac¸a˜o do algoritmo de regia˜o de confianc¸a. Inicialmente estudamos
o caso em que a regia˜o de confianc¸a e´ a bola euclidiana e a partir da´ı apresentamos
a trajeto´ria de Levenberg-Marquardt. Em seguida estudamos o caso da restric¸a˜o
ser uma caixa. Fixamos o tamanho desta caixa e definimos as regio˜es de confianc¸a
como conjuntos de n´ıvel da func¸a˜o barreira logar´ıtmica associada a esta caixa. De-
finimos a trajeto´ria central na caixa como a trajeto´ria o´tima dos minimizadores da
quadra´tica restrita aos conjuntos de n´ıvel da barreira. Mostramos algumas relac¸o˜es
entre as diferentes regio˜es de confianc¸a e na u´ltima sec¸a˜o enunciamos um algoritmo
de minimizac¸a˜o conceitual para problemas irrestritos. O me´todo resultante baseia-se
em algoritmos de trajeto´ria central para programac¸a˜o quadra´tica, que na˜o sera˜o es-
tudados neste cap´ıtulo: estudaremos algoritmos primais-duais, descritos no cap´ıtulo
3 em um contexto mais geral.
Na abordagem cla´ssica de regia˜o de confianc¸a o problema a ser resolvido e´
o de minimizac¸a˜o irrestrita de uma func¸a˜o , ou seja,
minimizar f(x)
sujeito a x ∈ Rn.
(2.1)
com f : Rn → R duplamente continuamente diferencia´vel.
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Um me´todo de regia˜o de confianc¸a e´ um processo iterativo que gera uma
sequ¨encia (xk)k∈N cujos pontos de acumulac¸a˜o devem ser minimizadores de f . Cada
iterac¸a˜o k define uma regia˜o ao redor do ponto xk onde o modelo quadra´tico seja
uma representac¸a˜o adequada da func¸a˜o objetivo e em seguida minimiza o modelo
nesta regia˜o. Se a soluc¸a˜o d¯ obtida na˜o e´ aceita por determinado crite´rio, o tamanho
da regia˜o e´ reduzido e e´ feita nova minimizac¸a˜o.
A ide´ia de construir esta regia˜o de confianc¸a no modelo quadra´tico foi pro-
posta por Levenberg em 1944 [18] e Marquardt em 1963 [19] mediante estudos de
problemas de mı´nimos quadrados. Em 1966, a aplicac¸a˜o do me´todo de regia˜o de
confianc¸a foi sugerida por Goldef, Quandt e Trotter [33]. Powell [27] foi o primeiro
a estabelecer a convergeˆncia quadra´tica dos me´todos de regia˜o de confianc¸a.
2.1 Algoritmos com Regia˜o de Confianc¸a
Considere k ∈ N e xk ∈ Rn o ponto corrente. O modelo quadra´tico da
variac¸a˜o da func¸a˜o objetivo em torno de xk e´ dado por:
d ∈ Rn 7→ mk(d) = ∇f(xk)Td+ 1
2
dTBkd,
em que Bk uma matriz que pode ser uma aproximac¸a˜o da Hessiana ∇2f(xk) ou
qualquer outra matriz sime´trica que satisfac¸a
‖Bk‖ ≤ β
para algum β > 0 independente de k. Como
f(xk + d) = f(xk) +∇f(xk)Td+ 1
2
dT∇2f(xk + td)d,
para algum t ∈ [0, 1], e como mk(d) = ∇f(xk)Td+O(‖d‖2), a diferenc¸a entre mk(d)
e f(xk+d)−f(xk) e´ limitada por O(‖d‖2), e enta˜o o erro da aproximac¸a˜o e´ pequeno
quando d e´ pequeno. Na pra´tica, a abordagem de regia˜o confianc¸a e´ muito geral
pois precisamos exigir muito pouco de Bk, apenas simetria e limitac¸a˜o uniforme no
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ı´ndice k.
No caso em que Bk = ∇2f(xk) o algoritmo obtido e´ chamado me´todo de
Newton para regia˜o de confianc¸a.
Como o modelo quadra´tico so´ aproxima bem a func¸a˜o em uma vizinhanc¸a
do ponto xk define-se o conjunto D∆ chamado regia˜o de confianc¸a:
D∆ = {d ∈ Rn| ‖d‖ ≤ ∆},
com ∆ o raio da bola e ‖ · ‖ uma norma qualquer em Rn.
Desta forma a cada iterac¸a˜o k do me´todo de regia˜o de confianc¸a formulamos
o sub-problema:
minimizar mk(d)
sujeito a ‖d‖ ≤ ∆.
(2.2)
Este problema tem soluc¸a˜o u´nica, sempre que na˜o ocorra o “caso dif´ıcil”,
descrito em Nocedal [25] e comentado a seguir. Supondo que a soluc¸a˜o de (2.2)
seja u´nica , esta e´ o passo de regia˜o de confianc¸a e sera´ denotada por d(xk,∆), com
dependeˆncia de ∆ ja´ que ao alterarmos o raio ∆ a direc¸a˜o do passo e´ alterada. O
ponto x¯ = xk + d(xk,∆) seria uma boa aproximac¸a˜o do minimizador de f na regia˜o
D∆.
Ale´m do seu tamanho outra caracter´ıstica importante da regia˜o e´ seu for-
mato que depende da norma utilizada. Ao usarmos a norma ℓ∞, D∆ e´ uma caixa
de arestas de comprimento 2∆. O formato de caixa se destaca em relac¸a˜o a` bola
euclidiana pelo seu tamanho em relac¸a˜o a ela. Ale´m disso, em problemas restritos
o formato da regia˜o de confianc¸a pode ser definido de maneira a adaptar-se a`s res-
tric¸o˜es do problema. Assim em problema com restric¸o˜es do tipo caixa pode-se usar
a norma ℓ∞.
No entanto a minimizac¸a˜o na caixa e´ mais dif´ıcil do que a minimizac¸a˜o na
bola. Me´todos de regia˜o de confianc¸a do tipo caixa foram estudados e implementados
pela equipe de Otimizac¸a˜o da UNICAMP no Brasil, coordenada por J. M. Mart´ınez
[23].
Regia˜o de confianc¸a 9
Neste trabalho pretendemos estudar a minimizac¸a˜o em caixas sujeita ainda
a uma variedade linear, o que torna o problema mais complexo; um problema geral
de programac¸a˜o quadra´tica com restric¸o˜es na˜o lineares.
Para simplificar, iniciamos o estudo com regio˜es esfe´ricas e cu´bicas, que
sera˜o posteriormente generalizadas para regio˜es elipsoidais e caixas quaisquer.
O algoritmo
Considere xk o ponto corrente tal que ∇f(xk) 6= 0 e d(xk,∆) a soluc¸a˜o do
sub-problema (2.2) formulado na k-e´sima iterac¸a˜o. O crite´rio usualmente estabele-
cido para avaliar a soluc¸a˜o d(xk,∆) e´ baseado nas definic¸o˜es a seguir,
• Reduc¸a˜o prevista pelo modelo:
pred(xk,∆) = −mk(d(xk,∆)) > 0.
• Reduc¸a˜o efetiva da func¸a˜o:
ared(xk,∆) = f(xk)− f(xk + d(xk,∆)).





O valor de ρ informa se o modelo quadra´tico representa bem a func¸a˜o na
regia˜o D∆. A condic¸a˜o de aceitac¸a˜o do passo pode ser escrita como
ared ≥ α pred ou seja ρ ≥ α.
Em implementac¸o˜es e´ usual estabelecer α = 10−4. Para ana´lise pode-se fazer
α = 0.25, por exemplo [25].
Podemos observar que como d(xk,∆) e´ obtido minimizando o modelo mk
em uma regia˜o que inclui a direc¸a˜o d = 0, a reduc¸a˜o prevista sempre sera´ positiva.
Desta forma se ρ e´ negativo, f(x+ d(xk,∆)) e´ maior do que o valor corrente f(xk)
logo o passo d(xk,∆) deve ser rejeitado.
Regia˜o de confianc¸a 10
Apresentamos a seguir o algoritmo de regia˜o de confianc¸a.
Algoritmo 2.1.1 Regia˜o de confianc¸a
Dados: x0 ∈ Rn, β, α ∈ (0, 1) fixos e ∆ > 0. ( Por exemplo, α = 0.25, β = 0.25 )
k = 0
enquanto ‖∇f(xk)‖ 6= 0




Calcule d = d(xk,∆), soluc¸a˜o de:
minimizar mk(h)
sujeito a ‖h‖ ≤ ∆.
ared = f(xk)− f(xk + d)
pred = −mk(d)
ρ = ared/pred
Se ρ < α , fac¸a ∆ = β∆.
Ate´ que ρ ≥ α
xk+1 = xk + d.
k = k + 1
Fim.
A definic¸a˜o do raio ∆ inicial em cada iterac¸a˜o pode ser feita da seguinte
forma: para evitar raios demasiadamente pequenos “herdados” da iterac¸a˜o anterior,
∆ e´ tomado maior que um valor mı´nimo fixado ∆min. Ale´m disso, pode-se considerar
o sucesso da iterac¸a˜o anterior. Se ρ for pro´ximo de 1 (ρ > 0.75), o modelo e´ bom e
pode-se expandir a regia˜o de confianc¸a. Se ρ for pro´ximo de zero (ρ < 0.25) enta˜o
a regia˜o deve ser reduzida na pro´xima iterac¸a˜o. Se ρ for positivo mas na˜o pro´ximo
de zero (0.25 < ρ < 0.75) o raio permanece inalterado.
2.2 Regia˜o de confianc¸a e a busca de Armijo
A seguir descreveremos brevemente a popular busca unidirecional de Armijo
para em seguida apresentarmos a relac¸a˜o entre este me´todo e o me´todo de regia˜o de
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confianc¸a.
2.2.1 Busca de Armijo
Considere o problema de minimizac¸a˜o de uma func¸a˜o f : Rn → R de classe
C2 a partir de um ponto xk ∈ Rn e uma direc¸a˜o d ∈ Rn. O me´todo de busca de
Armijo visa uma boa reduc¸a˜o da func¸a˜o na direc¸a˜o d, na˜o tenta resolver o problema
proposto.
Dados xk, d e ∆¯ o algoritmo busca λ ∈ [0, ∆¯] tal que f(xk + λd) < f(xk).
A condic¸a˜o que determina se a reduc¸a˜o e´ suficiente e´ a seguinte desigualdade
f(xk + λd) ≤ f(xk) + ηλ∇f(xk)Td, (2.3)
para alguma constante η ∈ (0, 1).
A desigualdade (2.3) e´ chamada a “condic¸a˜o de Armijo”.
O algoritmo que determina λ e´ simples. Inicia com λ = ∆¯ e reduz λ ate´
encontrar um ponto aceita´vel.
Algoritmo 2.2.1 Busca de Armijo
Dados: x, d, ∆¯ e f ′(x, d) = ∇f(x)Td, η, β ∈ (0, 1), por exemplo η = β = 0, 5.
λ = ∆¯
enquanto f(x+ λd) > f(x) + ηλf ′(x, d)
λ = βλ
fim
E´ poss´ıvel melhorar o algoritmo permitindo que λ aumente quando λ = ∆¯
e´ aceita´vel, mas isso raramente e´ feito.
Regia˜o de Confianc¸a com modelo linear e Armijo
Vamos supor que em vez do modelo quadra´tico no me´todo de regia˜o de
confianc¸a usemos o modelo linear, ou seja, Bk = 0.
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Assim o modelo mk em torno do ponto x
k e´ dado por
mk(d) = ∇f(xk)Td.
Como o modelo e´ linear o ponto que minimiza o modelo na regia˜o de raio
λ e´ o ponto xk + λh onde h = − ∇f(x
k)
‖∇f(xk)‖ , ou equivalentemente, d(x
k,∆) = λh. O
me´todo de regia˜o de confianc¸a exige que seja satisfeita a condic¸a˜o ared d(xk, λ) ≥
α pred d(xk, λ), que pode ser reescrita como
f(xk + λd) ≤ f(xk) + αλ∇f(xk)Td,
que e´ exatamente a condic¸a˜o de Armijo (2.3). Ou seja, para o caso do modelo linear
o me´todo de regia˜o de confianc¸a coincide com a busca de Armijo.
2.3 Convergeˆncia global
Nos me´todos de regia˜o de confianc¸a, apesar de estarmos procurando a
soluc¸a˜o o´tima do sub-problema (2.2), e´ suficiente para se ter convergeˆncia global
que a cada iterac¸a˜o k, o ponto xk+1 = xk + d(xk,∆k) esteja dentro da regia˜o de
confianc¸a e que fornec¸a uma reduc¸a˜o suficiente no modelo. Esta reduc¸a˜o pode ser
quantificada em termos do ponto de Cauchy denotado na k-e´sima iterac¸a˜o por dck e
definido a seguir.
O ponto de Cauchy e´ definido como minimizador de mk ao longo da direc¸a˜o
oposta ao gradiente ∇f(xk) na regia˜o de confianc¸a D∆. Dependendo da curvatura
do modelo pode estar no interior ou na fronteira da regia˜o de confianc¸a, como mostra
figura 2.1.











(a) minimizador do modelo
convexo interior a` regia˜o
xk
ponto de Cauchy
(b) minimizador do modelo











(c) minimizador do mo-
delo indefinido interior a`
regia˜o
Figura 2.1: Ponto de Cauchy.
O ponto de Cauchy e´ expresso por dck = −αc∆
∇f(xk)
‖∇f(xk)‖ com α
c = 1 quando




quando o minimizador for interior a regia˜o, veja [25].
A figura 2.2 mostra o ponto de Cauchy numa iterac¸a˜o k. As elipses re-
presentam as curvas de n´ıvel do modelo mk(·). A a´rea hachurada corresponde ao
conjunto de pontos que satisfazem −mk(d(xk)) ≥ −mk(dck)).
xk
x
f(    )xk
c
k
Figura 2.2: Ponto de Cauchy
Uma estimativa para a reduc¸a˜o obtida no modelo m com uma soluc¸a˜o apro-
ximada d(xk,∆) e´:
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onde c1 ∈ [0, 1) e´ uma constante. Esta estimativa considera que a reduc¸a˜o obtida
no modelo e´ proporcional ao tamanho do passo e ao gradiente.
O ponto de Cauchy satisfaz (2.4) com c1 = 1/2. Este resultado esta demons-
trado em [25].
Toda soluc¸a˜o aproximada d(xk,∆k) que proporcione uma reduc¸a˜o no modelo
igual ou superior a` reduc¸a˜o obtida com o ponto de Cauchy, mk(d(x
k,∆k)) ≤ mk(dkc )
satisfaz (2.4) com c1 = 1/2.
2.4 O problema quadra´tico e as duas trajeto´rias:
Trajeto´ria de Levenberg-Marquardt e a Tra-
jeto´ria Central
Esta e´ a sec¸a˜o principal deste cap´ıtulo, onde definimos as duas trajeto´rias: a
trajeto´ria de Levenberg-Marquardt e a trajeto´ria central. Isto sera´ feito a partir do
estudo do sub-problema quadra´tico a ser resolvido na k-e´sima iterac¸a˜o do me´todo
de regia˜o de confianc¸a:
minimizar mk(d) = ∇f(xk)Td+ 1
2
dTBkd
sujeito a ‖d‖ ≤ ∆.
(2.5)
Como a func¸a˜o mk(·) e´ cont´ınua e D∆ = {d ∈ Rn | ‖d‖ ≤ ∆} e´ um conjunto
fechado e limitado garantimos que este problema sempre tem soluc¸a˜o.
O estudo e´ feito de forma independente das demais sec¸o˜es deste cap´ıtulo
usando a notac¸a˜o comum em problemas de otimizac¸a˜o com func¸a˜o objetivo quadra´tica
x ∈ Rn 7→ q(x) = cTx+ 1
2
xTHx.
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Temos como hipo´tese H sime´trica semidefinida positiva.
No problema (2.5) q representa a variac¸a˜o do modelo quadra´tido de f em
um ponto xk.





sujeito a ‖x‖ ≤ ∆
(2.6)
Trajeto´ria de Levenberg-Marquardt
A trajeto´ria de Levenberg-Marquardt surge do estudo do problema (2.6)
utilizando a restric¸a˜o de bola euclidiana, que denotamos por
B∆ = {x ∈ Rn | ‖x‖2 ≤ ∆}.
Consideremos o seguinte problema irrestrito:
Consideremos os seguintes problemas restrito e irrestrito:
(P∆)
minimizar q(x)
sujeito a ‖x‖ ≤ ∆
(PQµ)




, µ ≥ 0.
O teorema a seguir relaciona (P∆) e (PQµ). Este teorema e´ demonstrado em va´rias
refereˆncias, por exemplo [25]. Para o nosso tratamento ficar completo, fazemos a
demonstrac¸a˜o para o caso convexo, que e´ mais simples.
Teorema 2.4.1 x¯ e´ soluc¸a˜o de (P∆) se e so´ se existe µ ≥ 0 tal que x¯ e´ u´nica
soluc¸a˜o de (PQµ), com µ(∆− ‖x¯‖) = 0.
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Prova: (⇒) Suponhamos ∆ > 0 e x¯ soluc¸a˜o de (P∆). Logo existe µ ≥ 0 tal que
(H + µI)x¯ = −c (2.7)
µ(∆− ‖x¯‖) = 0 (2.8)
‖x¯‖ ≤ ∆ (2.9)
µ ≥ 0. (2.10)
A condic¸a˜o (2.8) significa ou x¯ e´ minimizador global de q(·) e ‖x¯‖ ≤ ∆ (caso
µ = 0) ou ‖x¯‖ = ∆.
O segundo caso ocorre quando a restric¸a˜o ‖x¯‖ ≤ ∆ e´ ativa e µ > 0.
Como para µ > 0 x¯ satisfaz (2.7), que e´ a condic¸a˜o necessa´ria de otimalidade
de (PQµ) e (H + µI) e´ definida positiva, segue que x¯ e´ soluc¸a˜o de (PQµ) com
‖x¯‖ = ∆.
(⇐) Por outro lado, dado µ > 0 definimos xµ o (u´nico) minimizador de qµ(·) e
∆µ = ‖xµ‖, satisfazendo
∀x ∈ Rn, q(x) + µ
2
‖x‖2 ≤ q(x) + µ
2
‖xµ‖2.
A desigualdade vale em particular para ‖x‖ ≤ ∆µ, x 6= xµ:
q(x) > q(xµ) +
µ
2





Portanto xµ e´ soluc¸a˜o u´nica de (P∆) com ∆ = ∆µ 2
De acordo com o teorema para resolver (P∆) quando o ponto de Newton
na˜o e´ via´vel ou na˜o existe pode-se usar (PQµ): devemos encontrar µ > 0 tal que a
soluc¸a˜o xµ encontrada para (PQµ) satisfac¸a ‖xµ‖ = ∆. Isso e´ feito por tentativas:
trata-se de um problema unidirecional em µ. A relac¸a˜o entre valores diferentes de
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xµ e ‖xµ‖ e´ dada pelo seguinte teorema:
Teorema 2.4.2 Consideremos os pontos xµ1 , xµ2 para 0 < µ1 < µ2. Temos ‖xµ2‖ ≤
‖xµ1‖.
Prova: Como xµi minimiza qµi , i = 1, 2
q(xµ1) + µ1‖xµ1‖2 ≤ q(xµ2) + µ1‖xµ2‖2
e
q(xµ2) + µ2‖xµ2‖2 ≤ q(xµ1) + µ2‖xµ1‖2.
Subtraindo
(µ2 − µ1)‖xµ1‖2 ≥ (µ2 − µ1)‖xµ2‖2
e como (µ2 − µ1) > 0
‖xµ1‖2 ≥ ‖xµ2‖2.
2
Portanto quando µ decresce os pontos xµ correspondem a soluc¸o˜es de (P∆)
para raios ∆ crescentes. Para problemas de grande porte existem me´todos muito
eficientes computacionalmente para resolver (P∆) de forma aproximada, como Dog-
Leg e o me´todo de Steinhaug, [25].
Notemos que para cada µ ∈ (0,+∞) existe uma u´nica soluc¸a˜o xµ. Os
pontos xµ descrevem a curva








chamada caminho de Levenberg-Marquardt.
Por construc¸a˜o, esta trajeto´ria coincide com a trajeto´ria ∆ ∈ [0,+∞)→ d∆
das soluc¸o˜es do problema de Regia˜o de Confianc¸a (2.6) (ignorando o caso dif´ıcil).
Regia˜o de confianc¸a 18
Busca curvil´ınea. Da discussa˜o acima conclu´ımos que o passo de regia˜o de con-
fianc¸a e´ o resultado de uma busca sobre a trajeto´ria de Levenberg-Marquardt, com
a mesma formulac¸a˜o do me´todo de Armijo, substituindo o modelo quadra´tico pelo
linear .
Caso dif´ıcil. Definimos λ1, λ2, . . . , λn autovalores de H em ordem crescente e
v1, v2, . . . , vn autovetores correspondentes. O caso dif´ıcil ocorre quando −λ1 = µ, ou
seja, (H + µI) e´ semidefinida positiva, e o vetor c e´ ortogonal ao subespac¸o gerado
pelos autovetores associados a λ1 = −µ. Neste caso o problema (PQµ) tem uma
variedade linear de minimizadores que sa˜o soluc¸o˜es de (H+µI)x = −c. Se µ > −λ1,
enta˜o a soluc¸a˜o e´ u´nica e podemos definir o caminho de Levenberg-Marquardt para
µ > −λ1. Neste trabalho estamos supondo λ1 > 0.
O lema a seguir mostra que para µ→ +∞, xµ tende a um passo na direc¸a˜o
de Cauchy.
Lema 1 : Para µ→ +∞, temos que ∆→ 0 e xµ‖xµ‖ →
−c
‖c‖ (direc¸a˜o de Cauchy).
Prova: Para qualquer µ > 0, temos que xµ satisfaz
(H + µI)xµ = −c
ou
µxµ = −c− Hxµ.
Pelo teorema anterior, xµ e´ limitado. O lado direito e´ limitado. Enta˜o
µxµ e´ limitado. Concluimos que lim
µ→+∞
xµ = 0, lim
µ→+∞
Hxµ = 0 e lim
µ→+∞
µxµ = −c.
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2.5 Trajeto´ria O´tima para regio˜es tipo caixa







sujeito a ‖x‖∞ ≤ ∆
(2.11)
Como ja´ comentamos o interesse neste problema esta no fato de que D∆ =
{x ∈ Rn | −∆e ≤ x ≤ ∆e} tem o formato que se adapta a problemas com restric¸o˜es
do tipo caixa, muito comuns em problemas pra´ticos, e ale´m disso, tem tamanho
maior do que a bola euclidiana.
No algoritmo de regia˜o de confianc¸a cla´ssico cada iterac¸a˜o determina um
minimizador do modelo em uma regia˜o onde se supo˜e que este e´ confia´vel; caso na˜o
o seja confia´vel deve-se reduzir o tamanho da regia˜o e determinar novo minimizador.
No caso de caixas, o problema de minimizac¸a˜o a ser resolvido e´ um problema de
programac¸a˜o quadra´tica geral.
Temos enta˜o dois me´todos: um com bolas euclidianas que e´ eficiente e con-
vergente, mas usa regio˜es pequenas e e´ pouco aplica´vel a problemas com restric¸o˜es.
Um algoritmo ideal e´ uma busca curvil´ınea ao longo da Trajeto´ria de Levenberg. A
presenc¸a de restric¸o˜es lineares afeta pouco a sua implementac¸a˜o. Temos um me´todo
baseado em caixas, com alto custo computacional porque cada iterac¸a˜o deve resolver
um problema de programac¸a˜o quadra´tica geral. Vamos desenvolver um me´todo in-
termedia´rio, com regio˜es de confianc¸a que evoluem continuamente de pequenas bolas
e tendem a` caixa completa: as regio˜es sa˜o definidas pela func¸a˜o barreira logar´ıtmica.
Func¸a˜o Barreira Logar´ıtmica
Considere uma caixa fixa dada por ‖x‖∞ ≤ ∆. Nesta sec¸a˜o vamos usar
∆ = 1 e as seguintes notac¸o˜es:
V = {x ∈ Rn | − e ≤ x ≤ e}, V◦ = {x ∈ Rn | − e < x < e},
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em que e = [1, 1, . . . , 1].
A func¸a˜o barreira logar´ıtmica associada a caixa V e´ definida por




log(xi + 1) + log(1− xi).





(xi + 1)(1 − xi). Da´ı conclui-se que se
o valor de alguma das restric¸o˜es estiver pro´ximo de um, ou seja, x pro´ximo da
fronteira da caixa V, o produto´rio fica pro´ximo de zero e consequ¨entemente p(x)
cresce indefinidamente, fato que motiva o seu nome de barreira. Foi usada pela
primeira vez em otimizac¸a˜o por Frisch [10] em 1955.
Centro Anal´ıtico. Vimos que ao nos aproximarmos internamente da fronteira de
V, p cresce indefinidamente. Como V e´ limitado, conclu´ımos que a func¸a˜o p possui
minimizador no interior da caixa. De fato, as derivadas de p(x) sa˜o:














e conclu´ımos que ∇2p(x) e´ definida positiva e tem como u´nico minimizador o ponto
x = 0, uma vez que ∇p(0) = 0.
O ponto que minimiza p foi definido por Sonnevend [31] como o centro
anal´ıtico de V.
Trajeto´ria Central
Dado µ > 0, define-se a func¸a˜o penalizada associada a (PB) por
x ∈ V◦ → pµ(x) = q(x) + µp(x)
e o problema penalizado como
(PPµ)
minimizar pµ(x)
sujeito a x ∈ V◦.
Para cada µ ∈ (0,+∞) temos que pµ cresce indefinidamente perto da
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fronteira do conjunto compacto V e ∇2pµ(x) = H + µ∇2p(x) > H + µI > 0.
Portanto existe u´nico ponto xµ que resolve (2.5) e xµ e´ chamado ponto central. O
mapeamento ponto conjunto
µ ∈ R++ 7→ χ(µ) := argmin {pµ(x) | x ∈ V◦}
define a curva denominada de trajeto´ria central .




sujeito a p(x) ≤ K,
K ∈ R.
Teorema 2.5.1 Suponha que q(·) e´ convexa e xK soluc¸a˜o de (PK). Enta˜o xK e´
soluc¸a˜o de (PK) se e so´ se existe µ ≥ 0 tal que xK e´ soluc¸a˜o de (2.5) com p(x) = K.
Prova: (⇒) Suponha que xK e´ soluc¸a˜o de (PK) enta˜o existe µ ≥ 0 tal que
∇q(xK) + µ∇p(xK) = 0
µ(K− p(xK)) = 0
p(xK) ≤ K
µ ≥ 0
A condic¸a˜o µ(K− p(xK)) = 0 significa ou xK e´ minimizador global de q e
p(xK) ≤ K (caso µ = 0) ou p(xK) = K. O segundo caso ocorre quando a restric¸a˜o
p(xK) ≤ K e´ ativa e µ > 0.
Observemos que para µ > 0, xK satisfaz a primeira condic¸a˜o de KKT, que
coincide com a condic¸a˜o necessa´ria de otimalidade para (PPµ). Como H+µ∇2p(xK)
e´ definida positiva segue que xK e´ soluc¸a˜o u´nica de (PPµ).
(⇐) Por outro lado, considere µ > 0 e xµ o (u´nico) minimizador de pµ(·), satisfazendo
∀x ∈ V◦ q(x) + µp(x) ≤ q(xµ) + µp(xµ).
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A desigualdade vale em particular para x tal que p(x) ≤ p(xµ) = K, x 6= xµ:




Portanto xµ e´ minimizador u´nico de q no conjunto {x ∈ V◦ | p(x) ≤ K}. 2
De acordo com o teorema, se um ponto xµ pertence a trajeto´ria central, xµ e´
soluc¸a˜o do problema quadra´tico restrito ao conjunto VK = {x ∈ V◦ | p(x) ≤ K} para
algum K ∈ R}. Portanto ao percorrermos a trajeto´ria central estamos resolvendo
problemas restritos aos conjuntos VK para valores diferentes de K.
O teorema a seguir determina como ocorre a variac¸a˜o de p(xµ) = K ao
variarmos µ.
Teorema 2.5.2 Consideremos os pontos xµ1 , xµ2 para µ1 < µ2 < +∞ soluc¸o˜es dos
problemas penalizados (PPµ). Temos que p(xµ1) = K1 < K2 = p(xµ2).
Prova: Como xµ1 e´ soluc¸a˜o de (PPµ1)
q(xµ1) + µ1p(xµ1) < q(xµ2) + µ1p(xµ2).
Da mesma forma, como xµ2 e´ soluc¸a˜o de (PPµ2)
q(xµ1) + µ2p(xµ1) > q(xµ2) + µ2p(xµ2).
Subtraindo as duas desigualdades obtemos
(µ1 − µ2)p(xµ1) < (µ1 − µ2)p(xµ2).
Como (µ1 − µ2) > 0 segue que
p(xµ1) < p(xµ2).
Regia˜o de confianc¸a 23
Ou K1 < K2. 2
2.6 Comparac¸a˜o entre os me´todos
No caso de regio˜es de confianc¸a do tipo B∆ uma iterac¸a˜o do algoritmo faz
uma busca na trajeto´ria de Levenberg-Marquardt: se o modelo na˜o e´ confia´vel reduz
∆ (ou aumenta-se µ) ate´ o modelo ser confia´vel. No caso de regio˜es tipo caixa,
vamos seguir a trajeto´ria central a partir do centro anal´ıtico que coincide com o
ponto a partir do qual o modelo foi constru´ıdo e percorrer a trajeto´ria (aumentando
e reduzindo µ) ate´ o modelo deixar de ser confia´vel. Desta forma as regio˜es de
confianc¸a sa˜o os conjuntos VK. Na sec¸a˜o 2.8 escrevemos um algoritmo completo,
incluindo a escolha do tamanho das caixas.
Os conjuntos B∆ e VK
Nesta sec¸a˜o apresentamos dois lemas importantes que relacionam os con-
juntos B∆ e VK e caracterizam o comportamento entre as duas trajeto´rias.










expandir cada parcela em se´rie de Taylor: definimos para i = 1, ...n
pi(xi) = −1
2
log(xi + 1) + log(1− xi).
Sabemos que para |xi| < 1,
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∇p(x) = x+ x2 + x3 + . . . ;
e a segunda derivada para cada i,
p
′′




i + ·· > 1 + 3x2i > 1 para todo xi 6= 0. (2.14)
Ao definirmos X = diag(x) obtemos
∇2p(x) = I + 3X2 + 5X5 + . . . > I + 3X2 > 1 para x 6= 0.
Conclu´ımos de (2.13) que p(x) ≥ ‖x‖
2
2
, para todo x ∈ V◦.




De (2.14) conclu´ımos que pro´ximo de zero a hessiana e´ pro´xima da identidade.
Lema 2 Consideremos ∆ > 0. Para K ≤ ∆
2
2
, V ⊂ B∆.






≤ p(x) segue que ‖x‖ ≤ ∆. Logo x ∈ B∆. 2









Se ∆ ≤ 1
2










B∆ ⊃ VK ⊃ B∆′
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Prova: Ao expandirmos a func¸a˜o p em se´rie de Taylor obtemos que a i-e´sima

















(1 + x2i + x
4
i + · · ·).



























































A segunda afirmac¸a˜o do lema segue diretamente da primeira, pelo racioc´ınio
usado no lema 2. 2
Conclu´ımos que quando ∆ e´ pequeno e K =
∆2
2
as regio˜es B∆ e VK sa˜o
muito semelhantes. A` medida que ∆ cresce elas se afastam, com VK tendendo a`
caixa completa. Como mostra figura 2.3
Regia˜o de confianc¸a 26
Figura 2.3: Regio˜es de confianc¸a e trajeto´rias.
2.7 Generalizac¸a˜o
Vamos considerar o problema de regia˜o de confianc¸a em caixas gerais:
V




Definimos V = diag(v) e a func¸a˜o barreira para Vv,




log(vi − xi) + log(vi + xi).




∆ = {x ∈ Rn | ‖V −1x‖ ≤ ∆}
e as regio˜es para K > 0
V
v
K = {x ∈ Vv | pv(x)− pv(0) ≤ K}.
Note que B∆ = B
e




Considere a mudanc¸a de varia´veis (mudanc¸a de escala) x = V x¯.
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Lema 4 Nas condic¸o˜es acima, temos:
(i) x ∈ Vv se e so´ se ‖x¯‖∞ ≤ 1
(ii) x ∈ Bv∆ se e so´ se x¯ ∈ B∆
(iii) ( ∀x ∈
◦
Vv) pv(x)− pv(0) = p(x¯).
(iv) x ∈ Vv
K
se e so´ se x¯ ∈ VK
(v) x∗ minimiza q(x) em Bv∆ se e so´ se x¯
∗ minimiza q(V x¯) em B∆
(vi) x∗ minimiza q(x) + µpv(x) em V
v se e so´ se x¯∗ minimiza q(V x¯) + µp(x) em
V.
Prova: (i) e (ii) sa˜o triviais.
(iii) Para x ∈
◦





















O resultado segue de pv(x)(0) = −
∑n
i=1 log vi.
(iv), (v) e (vi) seguem trivialmente de (i) a (iii) por mudanc¸a de varia´veis. 2
Conclusa˜o
Para o me´todo de regio˜es de confianc¸a tradicional, as regio˜es Bv∆ sa˜o os
elipso´ides de Dikin associados ao centro da caixa. Para o me´todo de regia˜o de con-
fianc¸a definidas por pv, basta fazer uma busca curvil´ınea sobre a trajeto´ria central,
o que e´ equivalente a fazer uma mudanc¸a de escala e seguir a trajeto´ria definida por
‖x‖∞ ≤ 1.
2.8 Algoritmos de regio˜es de confianc¸a definidas
pela barreira
Vamos descrever uma iterac¸a˜o do algoritmo, usando caixas definidas por
‖d‖∞ ≤ ∆. A iterac¸a˜o faz uma busca do tipo Armijo sobre a trajeto´ria central
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Figura 2.4: Regioes de confianc¸a e trajeto´rias no caso geral.
na caixa, reduzindo o paraˆmetro µ enquanto µ > ε e ared(dµ) > αpred(dµ), com
α = 0.5, (por exemplo) e ε uma precisa˜o para o algoritmo de trajeto´ria.
E´ necessa´rio discutir dois pontos:
(i) O algoritmo de trajeto´ria central: usaremos me´todos primais-duais, discutidos
no cap´ıtulo 3.
(ii) A inicializac¸a˜o do algoritmo: este e´ um ponto muito delicado, que foi resolvido
na tese de R. Behling [1] e sera´ descrito no cap´ıtulo seguinte. Vimos que os
conjuntos B∆ e VK sa˜o muito semelhantes para um raio ∆ menor ou igual a
∆
2
. Desta forma e´ natural que um ponto inicial para seguir a trajeto´ria central
possa ser dado pela soluc¸a˜o dµ do problema de regia˜o de confianc¸a usando
B∆. Resultado surpreendente e´ obtido na tese de R. Behling. Prova-se que o
µ associado a dµ na trajeto´ria de Levenberg- Marquardt e´ o µ associado ao
ponto da trajeto´ria central xµ pro´ximo de dµ.
Notemos ainda que como dµ e´ obtido de um problema de regia˜o de confianc¸a
pode ocorrer que ared(dµ) < αpred(dµ). Neste caso ∆ e´ reduzido e faz-se o
me´todo tradicional de regia˜o de confianc¸a.
Apresentamos a seguir uma iterac¸a˜o do algoritmo de regia˜o de confianc¸a.
Algoritmo 2.8.1 Regia˜o de confianc¸a baseado na func¸a˜o barreira
Dados: x0 ∈ Rn, α ∈ (0, 1) fixo , ε e ∆ > 0 ( Por exemplo, α = 0.25,∆ = 1.)
k = 0
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enquanto ‖∇f(xk)‖ 6= 0
Construa o modelo d 7→ mk(d) = ∇f(xk)Td+ 1
2
dTHkd.
Calcule dµ = argmin
{
mk(d) | ‖d‖ ≤ ∆
2
}
e obtenha µ0 multiplicador de
Lagrange
se ared(dµ) ≤ αpred(dµ)
siga a trajeto´ria de Levenberg-Marquardt para µ ∈ (µ0,+∞)
sena˜o
siga a trajeto´ria central com µ < µ0 ate´ encontrar um ponto dµ
com ared(dµ) ≤ αpred(dµ) ou µ ≤ ε
k = k + 1
Fim.
A figura 2.5 ilustra uma iterac¸a˜o do algoritmo. A trajeto´ria de Levenberg-
Marquardt esta´ em vermelho e a trajeto´ria central esta´ em azul. Para um raio
menor ou igual a 1/2 as trajeto´rias sa˜o muito parecidas. Determinamos um ponto
inicial na trajeto´ria de Levenberg-Marquardt, se o modelo for confia´vel neste ponto
abandonamos esta e seguimos a central. Podemos dizer que no algoritmo de regia˜o
de confianc¸a proposto seguimos uma trajeto´ria h´ıbrida.










Figura 2.5: Uma iterac¸a˜o do algoritmo
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Determinac¸a˜o de ∆ para a iterac¸a˜o seguinte: seja d aceito.
• Se ared(d) > βpred(d), com β ∈ (α, 1), (por exemplo, β = 0.75) aumentar ∆
com ∆ = 2‖d‖∞
• Sena˜o, fazer ∆ = min{∆, γ‖d‖∞}, com γ > 1 (por exemplo, γ = 1.5.)
No caso de uma caixa qualquer [l, u] = {x ∈ Rn | l ≤ x ≤ u}, definimos
o vetor v =
u− l
2
e V = diag(v). Com a mudanc¸a de escala x = V z¯ aplicamos o
lema anterior. Deve-se minimizar m(V z¯) na bola {z¯ ∈ Rn |z¯ ≤ ∆/2} ou seguir a
trajeto´ria (Levenberg-Marquardt ou central) na caixa [−e, e].
Restric¸o˜es lineares. Suponhamos que restric¸o˜es de igualdade Ax = b, A ∈ Rm×n
de posto completo com m < n sejam adicionadas ao problema irrestrito (2.1). Neste
caso, o problema de regia˜o de confianc¸a em torno de um ponto xk tal que Axk = b
e a trajeto´ria central passam a ser restritos a N(A).
Cap´ıtulo 3
Me´todos de Pontos Interiores
Primais-Duais
Como o algoritmo de regia˜o de confianc¸a proposto nesta dissertac¸a˜o deve se-
guir a trajeto´ria central, o objetivo neste cap´ıtulo e´ apresentar um algoritmo primal-
dual que gera pontos em uma vizinhanc¸a da trajeto´ria, possibilitando a busca a ser
feita no algoritmo 2.8.1.
Ale´m do algoritmo, enunciamos o resultado obtido na dissertac¸a˜o de Behling
[1], ja´ introduzido na cap´ıtulo 2.
Antes de apresentarmos o algoritmo vamos revisar na primeira sec¸a˜o alguns
conceitos sobre a teoria primal dual de pontos interiores, com base em Gonzaga [14]
e nos livros de S.Wright [32], de Bonnans e outros [4], Nocedal e Wright [25].
3.1 Revisa˜o de conceitos
O formato padra˜o para o problema a ser resolvido neste cap´ıtulo e´ o pro-




sujeito a Ax = b
x ≥ 0
(3.1)
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com x, c ∈ Rn, b ∈ Rm, A ∈ Rm×n e H ∈ Rn×n uma matriz sime´trica semi-definida
positiva. Vamos supor que A tem posto completo.
3.1.1 Trajeto´ria Primal-Dual
A condic¸a˜o necessa´ria e suficiente de otimalidade (KKT) para o problema
e´:
−Hx+ AT y + s = c (3.2)
Ax = b (3.3)
x s = 0 (3.4)
x, s ≥ 0, (3.5)
em que x s denota o produto componente a componente dos vetores.
Para resolver (3.1) devemos encontrar (x, s, y) que resolvem as condic¸o˜es de
KKT. A dificuldade esta´ em resolver (3.4), ja´ que este e´ um problema combinato´rio.
Obteremos um problema mais simples se relaxarmos a complementariedade fazendo
para µ > 0
xisi = µ, i = 1, . . . n.
−Hx+ AT y + s = c (3.6)
Ax = b (3.7)
x s = µe (3.8)
x, s > 0. (3.9)
O me´todo primal-dual resolve aproximadamente as condic¸o˜es de KKT re-
laxadas. Com isso elimina-se o problema combinato´rio e as desigualdades passam a
ser x, s > 0, definindo um conjunto aberto.
Para cada µ > 0 este sistema tem soluc¸a˜o u´nica (xµ, sµ, yµ) chamado ponto
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central associado ao paraˆmetro µ. Variando µ define-se a curva
C = {(xµ, sµ, yµ) | µ > 0},
chamada trajeto´ria central.
Para caracterizar um ponto central primal-dual e´ suficiente especificar (xµ, sµ),
uma vez que y e´ univocamente determinado por (3.6) com A de posto completo.
Daqui em diante falaremos em soluc¸o˜es primais-duais (x, s). O ponto xµ e´ chamado
parte primal, sµ e´ chamada parte dual, e o par (xµ, sµ) e´ chamado par primal dual.
Quando µ tende a zero a soluc¸a˜o do sistema de KKT relaxado tende a uma
soluc¸a˜o do sistema de KKT exato, satisfazendo (3.4).
O lema a seguir relaciona a trajeto´ria central primal dual com a trajeto´ria
primal definida no cap´ıtulo 2.
Lema 5 Dado µ > 0, xµ e´ um ponto central primal de (3.1) associado a µ se e so´
se (xµ, sµ) e´ ponto central primal-dual associado a µ.
Ou seja, um ponto xµ da trajeto´ria central primal associado a um determinado µ > 0
e´ a parte primal xµ do ponto central associado ao mesmo µ.
Vamos denotar por Γ o conjunto dos pares primais duais via´veis
Γ = {(x, s) ∈ R2n+ | Ax = b, −Hx+ s+ AT y = c, para algum y ∈ Rm} (3.10)
e por Γ◦ o conjunto de pares primais duais interiores
Γ◦ = {(x, s) ∈ Γ | x, s > 0}. (3.11)
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3.1.2 Proximidade e
Vizinhanc¸as da Trajeto´ria Central
Os algoritmos de pontos interiores seguem a trajeto´ria central ou alguma
vizinhanc¸a dela. Dado µ > 0, queremos encontrar (x, s) tal que x s = µe. Podemos
avaliar o desvio desta condic¸a˜o por uma medida de proximidade.
Definic¸a˜o 3.1.1 Dados um ponto (x, s) ∈ Γ◦ e µ > 0, a proximidade de (x, s) ao
ponto (xµ, sµ) e´ definida por
δ(x, s, µ) =
∥∥∥∥x sµ − e
∥∥∥∥ .
Uma proximidade δ(x, s, µ) < α, com α ∈ (0, 0.5) indica que (x, s) esta´ pro´ximo ao
ponto central associado a µ.
Frequentemente sa˜o dados x e s e procura-se um valor de µ tal que δ(x, s, µ)
seja pequeno. Assim, dado (x, s) ∈ Γo define-se a seguinte medida de proximidade
δ(x, s) = min
µ>0
∥∥∥∥x sµ − e
∥∥∥∥ . (3.12)





Pore´m, o valor de µ mais utilizado, muito pro´ximo deste, e´ dado pelo mini-
mizador de








Em programac¸a˜o linear e quadra´tica nµ(x, s) e´ o valor do gap de dualidade
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Isto justifica os algoritmos de trajeto´ria central, que geram sequ¨eˆncias (xk, sk, µk)
com µk → 0.
Vizinhanc¸as da Trajeto´ria Central
Dado α ∈ (0, 1), a vizinhanc¸a N(α) da trajeto´ria central e´ definida pelo
conjunto:
N(α) = {(x, s) ∈ Γ◦ | δ(x, s, µ) ≤ α, para algum µ > 0}.
Vamos descrever um algoritmo que segue a trajeto´ria central gerando pares
primais-duais em N(α) para um dado α, por exemplo α = 0.5. Existem outras
medidas de proximidade que geram vizinhanc¸as maiores:
δ(x, s, µ)∞ =




δ(x, s, µ)−∞ =




com ‖y‖−∞ = max{|yi| : yi ≤ 0}. Apesar da notac¸a˜o, ‖ · ‖−∞ na˜o e´ uma norma.
A vizinhanc¸a “menos infinito” e´ definida por
N−∞(α) = {(x, s) ∈ Γ◦ | δ(x, s, µ)−∞ ≤ α para algum µ > 0.} (3.15)
Para valores pequenos de (1 − α) (um valor comum e´ 10−3), N−∞ pode
englobar quase toda regia˜o Γ◦. Desta maneira podemos redefinir N como
N−∞(α) = {(x, s) ∈ Γ◦ | x s
µ
≥ (1− α)e, µ > 0}.
Assim N−∞ e´ um conjunto muito maior do que N2. Mas em geral a teoria
de convergeˆncia com N−∞ e´ muito mais complicada. A figura 3.1 ilustra as treˆs
vizinhanc¸as.





Figura 3.1: Comparac¸a˜o das vizinhanc¸as da trajeto´ria central
3.2 Algoritmos:
Cada iterac¸a˜o de um algoritmo via´vel primal-dual da trajeto´ria central parte
de um ponto (xk, sk, yk) ∈ Γ◦ e de um paraˆmetro µ > 0 satisfazendo uma medida
de proximidade δ(xk, sk, µk) ≤ α para algum α fixo. Dado um paraˆmetro σ ∈ (0, 1)
o algoritmo faz iterac¸o˜es de Newton para encontrar aproximadamente o ponto da
trajeto´ria associado a σµ.
Passo de Newton
Vamos definir F (·) uma func¸a˜o vetorial definida pelas condic¸o˜es de KKT
relaxadas
F (x, s, y) =







para y ∈ Rm, x, s ∈ Rn, S e X denotam as matrizes cujas diagonais sa˜o dadas
pelos vetores s e x, respectivamente.
Vamos dar um passo de Newton para para a resoluc¸a˜o de F (x, s, y)=0 su-
pondo que estamos saindo de um ponto (x, s, y) tal que (x, s) ∈ V ◦. Para isso
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precisamos resolver a equac¸a˜o
F
′
(x, s, y)(dx, ds, dy) = −F (x, s, y). (3.17)
Temos que






























A soluc¸a˜o (∆x, ∆s, ∆y) do sistema e´ o passo de Newton.
A iterac¸a˜o termina com uma busca ao longo da direc¸a˜o de Newton tal que o
novo ponto (xγ , sγ, yγ) := (x+γ∆x, s+γ∆s, y+γ∆y) pertenc¸a a uma determinada
vizinhanc¸a da trajeto´ria central, ou seja, satisfac¸a δγ(xγ , sγ) ≤ α, com
δγ(xγ , sγ) =
∥∥∥∥xγ sγµγ − e
∥∥∥∥ , com µγ = xTγ sγn (3.19)
Os diversos algoritmos primais-duais de trajeto´ria central diferem no ca´lculo
do passo γ, na escolha de σ a cada iterac¸a˜o, na forma de obter a direc¸a˜o (dx, ds, dy)
e na vizinhanc¸a N(α) na qual os pontos devem permanecer.
A eficieˆncia dos algoritmos esta´ baseada no seguinte teorema.
Teorema 3.2.1 Dados (x, s) ∈ Γ◦ e µ+ > 0 tais que δ(x, s, µ+) = δ < 1, seja
(x+, s+) o resultado de um passo de Newton para 3.18 a partir de (x, s). Enta˜o
δ(x+, s+, µ+) ≤ 1√
8
δ2
1− δ . Em particular, se δ ≤ 0.5, enta˜o δ(x
+, s+, µ+) ≤ δ2.
A demonstrac¸a˜o esta´ feita em detalhes em [4]. Isto mostra que o passo de
Newton e´ muito eficiente em uma ampla regia˜o.
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3.3 Algoritmo de passo mais longo
Existe uma vasta literatura sobre o passo primal-dual. A questa˜o central
e´ a escolha de σ: σ pequeno forc¸a um passo longo, mas o passo de Newton pode
na˜o ser aceita´vel; σ pro´ximo de 1 faz uma “centralizac¸a˜o”, aproximando o ponto da
trajeto´ria central sem avanc¸ar.
Sabemos que o passo de Newton e´ eficiente se todos os pontos estiverem em
uma regia˜o “pro´xima” da trajeto´ria central. O me´todo exposto adiante calcula a
cada iterac¸a˜o o passo de Newton mais longo poss´ıvel, tal que o novo ponto permanec¸a
em uma vizinhanc¸a da trajeto´ria central.
No algoritmo de passo mais longo sa˜o calculadas separadamente, a partir
de (x, s, y), duas direc¸o˜es extremas dc, da ∈ R2n+m: dc e´ a soluc¸a˜o do sistema (3.18)
quando σ = 1, chamada direc¸a˜o de centralizac¸a˜o; da e´ a soluc¸a˜o de (3.18) quando
σ = 0, chamada soluc¸a˜o afim-escala, da;
σ = 0 : (xa, sa, ya) = (xk, sk, yk) + da (3.20)
e
σ = 1 : (xa, sa, ya) = (xk, sk, yk) + dc (3.21)
A direc¸a˜o de Newton que seria obtida resolvendo o passo de Newton para
σ ∈ [0, 1] e´ uma combinac¸a˜o convexa destas direc¸o˜es, dada por
d = (dx, ds, dy) = σd
c + (1− σ)da. (3.22)
O valor de σ deve ser tal que o novo ponto (x+, s+, y+) permanec¸a em uma
vizinhanc¸a da trajeto´ria central, mas determine o maior passo poss´ıvel nesta regia˜o.
Por exemplo, ao escolhermos a vizinhanc¸a N2(0.5), σ deve satisfazer




Desenvolvendo a equac¸a˜o acima, obte´m-se uma equac¸a˜o de quarto grau. Ao
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resolveˆ-la escolhemos σ ∈ [0, 1) real: caso tenha mais de uma raiz em (0, 1) tomamos
a menor. Se na˜o existir raiz real, o passo de Newton completo com σ = 0 e´ aceito e
o problema e´ fa´cil.
Definimos (xk+1, sk+1, yk+1) := (x, s, y) + σ dc + (1− σ) da e µk+1 := σµ. E
e´ feita nova iterac¸a˜o.




(xk, sk, yk) (xk+1, sk+1, yk+1)
Figura 3.2: Passo mais longo
O algoritmo possui a estrutura que se segue:
Algoritmo 3.3.1 Algoritmo do Passo mais longo
Dados: Dados: (x0, s0, y0) ∈ N2(0.5) e µ0 > 0 tais que δ(x0, s0, µ0) ≤ 0.5.
k = 0
Repita
x := xk; s := sk; y := yk; µ = µk.
Calcule a direc¸a˜o afim-escala da resolvendo o sistema (3.18) para σ = 0.
Calcule a direc¸a˜o afim-escala dc resolvendo o sistema (3.18) para σ = 1.
Encontre σ soluc¸a˜o de (3.23).
Defina o novo ponto: (xk+1, sk+1, yk+1) := (x, s, y) + σ dc + (1− σ) da.
µk+1 := σµ
k := k + 1.
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Ate´ a convergeˆncia
O algoritmo descrito nesta sec¸a˜o foi desenvolvido por Mcshane [24] e es-
tudado por Gonzaga [14] e Gonzaga e Bonnans [15]. Para detalhes e teoria, ver
[14].
Par via´vel inicial. Para utilizar o algoritmo e´ necessa´rio conhecer um par primal-
dual (x0, s0) via´vel inicial, pro´ximo a` trajeto´ria central. Se o centro anal´ıtico existe
e e´ conhecido, este problema foi resolvido na tese de mestrado de Behling [1].
Supondo inicialmente que o centro anal´ıtico do conjunto
{x ∈ Rn |Ax = b, x ≥ 0}
e´ o ponto e, Behling considera o problema de regia˜o de confianc¸a em torno de e :
minimizar q(e+ d)
sujeito a Ad = 0
‖d‖2 ≤ ∆.
(3.24)
Considere dµ soluc¸a˜o de (3.24) com ∆ = ‖dµ‖ e µ > 0 o multiplicador de
Lagrange associado a restric¸a˜o da bola. Behling mostra que s = µ(e − dµ) e´ folga
dual via´vel para x = e+ dµ, ou seja, (x, s) e´ par dual via´vel.
O teorema formulado e´ o seguinte:
Teorema 3.3.1 : Seja dµ uma direc¸a˜o tal que Adµ = 0 e dµµ = −P (∇f(e+ dµ)).
Enta˜o s = µ(e− dµ) e´ folga dual via´vel.
Mostra-se ainda que se ‖dµ‖2 ≤ 1√
2
enta˜o δ(x, s, µ) ≤ 1
2
.
Ou seja, para µ suficientemente grande tal que ‖dµ‖2 ≤ 1√
2
o ponto x = e+ dµ na
trajeto´ria de Levenberg- Marquardt de (3.24) determina o par primal-dual via´vel
x = e+ dµ, s = µ(e− dµ) tal que (x, s) ∈ N2(0.5).
O resultado para centro anal´ıtico qualquer segue por uma mudanc¸a de es-
cala. Suponha que o centro anal´ıtico primal e´ θ ∈ Rn. Fazendo a mudanc¸a de escala
x¯ = x/θ e resolvendo o problema de regia˜o de confianc¸a com raio 1/2, o teorema
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acima fornece uma direc¸a˜o d¯. O par primal-dual associado sera´ (θ(e+ d¯), θ−1(e− d¯)).
Note que a direc¸a˜o θd¯ e´ o resultado do problema de regia˜o de confianc¸a no elipso´ide
definido por ‖d/θ‖ ≤ 1/2.
Um me´todo de busca de (x, s), ja´ adaptado para um centro anal´ıtico x = θ
qualquer esta descrito em [1]. Ele parte de um valor de µ inicial positivo, e segue a
trajeto´ria de Levenberg-Marquardt aumentando µ ate´ que o ponto esteja na regia˜o de
raio ∆/2, isto e´, na regia˜o correspondente ao elipso´ide {x ∈ Rn | ‖(x−θ)/θ‖ ≤ ∆/2}.
Em nosso algoritmo no cap´ıtulo anterior, supusemos que esta´ dispon´ıvel um
algoritmo para encontrar um minimizador do modelo quadra´tico em uma bola de
raio menor ou igual a 1/2 (com a devida mudanc¸a de escala). Essa minimizac¸a˜o, pelo
teorema acima, fornece um par primal-dual via´vel associado ao valor de µ obtido no





Os dois cap´ıtulos anteriores descrevem o algoritmo de regia˜o de confianc¸a
proposto nesta dissertac¸a˜o. Ja´ este cap´ıtulo e o pro´ximo sa˜o dedicados exclusiva-
mente a utilizac¸a˜o do algoritmo de regia˜o de confianc¸a no me´todo de filtro proposto
por Gonzaga, Karas e Vanti em [13] para a resoluc¸a˜o de um problema de pro-
gramac¸a˜o na˜o linear com com formato geral.
Neste cap´ıtulo apresentamos o problema de programac¸a˜o na˜o linear a ser
resolvido, algumas definic¸o˜es e hipo´teses gerais e finalmente descrevemos brevemente
o me´todo de filtro.
A aplicac¸a˜o do algoritmo de regia˜o de confianc¸a no me´todo de filtro esta´
descrita no cap´ıtulo 5.
4.1 Programac¸a˜o Na˜o Linear com Restric¸o˜es de
Igualdade e Varia´veis na˜o Negativas
O problema de programac¸a˜o na˜o linear estudado possui restric¸o˜es de igual-
dades e varia´veis na˜o negativas:
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(P )
minimizar f(x)
sujeito a g(x) = 0
x ≥ 0.
com f : Rn → R e g : Rn → Rm. Vamos supor ambas de classe C2 e m ≤ n. Como ja´
comentamos o interesse neste formato esta no fato de que problemas com restric¸o˜es
de desigualdades podem ser transformadas em restric¸o˜es de igualdade com inclusa˜o
de varia´veis de folga.
Apresentamos a seguir as principais definic¸o˜es e hipo´teses.
Denotamos a matriz Jacobiana da func¸a˜o g aplicada ao ponto x ∈ Rn por
A(x) com
AT (x) = [∇g1(x), · · · ,∇gm(x)].
Func¸a˜o Lagrangiano. A func¸a˜o Lagrangiano associado ao problema (P ) e´ definida
por
(x, λ, s) ∈ Rn ×Rm × Rn+ → L(x, λ, s) = f(x) + λTg(x)− sTx.
Sua derivada e´ dada por
∇xL(x, λ, s) = ∇f(x) + AT (x)λ− s.
Para estabelecermos as condic¸o˜es de Karush-Kuhn-Tucker vamos assumir
que vale a condic¸a˜o de qualificac¸a˜o de Mangassarian-Fromovitz (CQMF):
Um ponto x ∈ Rn via´vel para (P ) satisfaz CQMF se e so´ se
(i) A matriz A(x) tem posto completo
(ii) Existe uma direc¸a˜o d ∈ N(A(x)) tal que dI(x) > 0, em que I(x) = {i =
1, . . . , n | xi = 0} e´ o conjunto ativo em x.
Condic¸o˜es Necessa´rias de Otimalidade (KKT). Se x¯ ∈ Rn e´ soluc¸a˜o o´tima de
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(P ) e satisfaz a CQMF, enta˜o existem λ¯ ∈ Rm e s¯ ∈ Rn tais que
∇f(x¯) +A(x¯)T λ¯− s¯ = 0 (4.1)
c(x¯) = 0 (4.2)
x¯s¯ = 0 (4.3)
x¯, s¯ ≥ 0 (4.4)
Ale´m disso para toda direc¸a˜o d ∈ Rn tal que A(x¯)Td = 0 e dI(x) = 0,
dT∇xxL(x¯, λ¯, s¯)d ≥ 0.
Condic¸a˜o Suficiente de Otimalidade. Suponha que em um ponto x¯ ∈ Rn sa˜o
satisfeitas as condic¸o˜es de KKT com multiplicadores λ¯, s¯. Suponha tambe´m que x¯
satisfaz CQMF e ale´m disso
∀d ∈ N(A(x¯)) com dI(x) = 0, dT∇xxL(x¯, λ¯, s¯)d > 0.
Enta˜o x¯ e´ soluc¸a˜o o´tima de (P ).
Pontos interiores. Em nosso algoritmo vamos exigir que
xk > 0, k = 0, 1, . . . .
Vamos ainda definir a func¸a˜o inviabilidade:
Medida de inviabilidade. A inviabilidade e´ medida por
x ∈ Rn++ → h(x) := ‖g(x)‖,
em que ‖ · ‖ e´ uma norma qualquer em Rn. Usaremos a norma euclidiana.
Na pro´xima sec¸a˜o descrevemos o me´todo de Programac¸a˜o Quadra´tica Se-
quencial (PQS) e o algoritmo de filtro.
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4.2 Programac¸a˜o Quadra´tica Sequencial,
Restaurac¸a˜o Inexata e um Me´todo de Filtro
A famı´lia dos me´todos de Programac¸a˜o Quadra´tica Sequencial originou-se
da tese de Wilson [34] em 1963 e a partir de enta˜o, va´rios pesquisadores tem se
interessado pelo tema. Na de´cada de 70 popularizou-se com os trabalhos de Garcia-
Palomares e Mangasarian [11], Han [16, 17] e Powell [28, 29, 30]. Um estudo bastante
detalhado sobre o assunto e´ feito por Boggs e Tolle em [3] . Uma refereˆncia ba´sica
em portugueˆs e´ [20].
Num problema geral de otimizac¸a˜o temos uma func¸a˜o objetivo e restric¸o˜es
geralmente na˜o lineares. A estrate´gica ba´sica de PQS consiste, em cada passo, em
fazer uma aproximac¸a˜o quadra´tica da func¸a˜o objetivo e uma aproximac¸a˜o linear das
restric¸o˜es.
A convergeˆncia local ra´pida (superlinear ou quadra´tica) deste me´todo e´
estabelecida devido a equivaleˆncia com o me´todo de Newton aplicado a`s condic¸o˜es
de KKT do problema, veja Bonnans e outros [4]. Para convergeˆncia global pode-se
usar busca linear ou regia˜o de confianc¸a. A prova da convergeˆncia do uso de busca
linear e regia˜o de confianc¸a em PQS pode ser encontrada em [4] e [6] respectivamente.
Um algoritmo de Programac¸a˜o Na˜o Linear deve trabalhar com dois objetivos
normalmente conflitantes, reduzir a func¸a˜o objetivo e obter viabilidade. Tradicional-
mente otimalidade e viabilidade sa˜o combinadas em uma u´nica func¸a˜o como no caso
dos me´todos que usam func¸o˜es de me´rito, nos me´todos de penalidade, Lagrangiano
aumentado e nos me´todos de restaurac¸a˜o inexata [21, 22], entre outros.
Os Me´todos de Filtro. Como alternativa aos me´todos que combinam viabilidade
e otimalidade em uma u´nica func¸a˜o, Fletcher e Leyffer [8] introduziram os chama-
dos Me´todos de Filtro para globalizac¸a˜o em PNL. Nestes me´todos inviabilidade e
otimalidade sa˜o trabalhados separadamente, priorizando a reduc¸a˜o da inviabilidade.
Sa˜o baseados em PQS e caracterizados pelo uso do conceito de dominaˆncia
- conceito da otimizac¸a˜o multi-crite´rio :
x domina y se, e somente se, f(y) ≥ f(x) e h(y) ≥ h(x)
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A ide´ia do algoritmo de filtro e´ interferir o mı´nimo poss´ıvel nas iterac¸o˜es de
PQS, mas induzir a convergeˆncia.
O filtro F e´ uma lista de pares (f i, hi), em que cada par (f i, hi) define uma
regia˜o proibida em R2, {(f, h) | f ≥ f i, h ≥ hi}, que e´ composta pelos pontos de R2
dominados por (f i, hi), e uma regia˜o proibida em Rn, {x ∈ Rn | f(x) ≥ f i, h(x) ≥
hi}.
O algoritmo trabalha com o filtro Fk em R
2 e com o conjunto de pontos
proibidos associados, Fk em R
n. O conjunto na˜o e´ constru´ıdo. Dado um ponto
x ∈ Rn, e´ fa´cil verificar se ele pertence a` regia˜o proibida, fazendo apenas comparac¸o˜es
em R2.
A estrutura do filtro e´ simples e facilmente implementa´vel, visto que apenas
um nu´mero de pares sa˜o armazenados.





Figura 4.1: Construc¸a˜o do par (fk, hk)
Cada elemento (f i, hi) do filtro e´ constru´ıdo a partir de um iterando xk
fazendo
f i = f(xk)− αh(xk), hi = h(xk)− αh(xk)
em que α ∈ (0, 1) e´ uma constante fixa, por exemplo, α = 0.2, como mostramos na
figura 4.1.
Vamos descrever uma iterac¸a˜o do algoritmo de filtro:
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Consideremos um ponto xk, um filtro Fk. No in´ıcio de cada iterac¸a˜o, o par
(f(xk)− αh(xk), (1− α)h(xk)) com α ∈ (0, 1),
e´ temporariamente introduzido no filtro, definindo o chamado filtro tempora´rio, de-
notado por F¯k, e definindo o conjunto de pontos proibidos em R
n associado ao filtro
tempora´rio, denotado por F¯k. Apo´s a iterac¸a˜o ser completada, este par sera´ adicio-
nado ao filtro permanente Fk apenas se a iterac¸a˜o na˜o produzir um decre´scimo em
f. Sempre que um novo par e´ introduzido no filtro, os pares dominados podem ser
eliminados do filtro.








Figura 4.2: Uma iterac¸a˜o do me´todo de filtro
Na figura 4.2 por abuso de notac¸a˜o indicamos x = (f(xk), h(xk)) e x+ =
(f(xk+1), h(xk+1)). Os c´ırculos pretos representam elementos do filtro.
O algoritmo de filtro que vamos estudar foi proposto por Gonzaga, Karas e
Vanti [13]. E´ um algoritmo globalmente convergente para programac¸a˜o na˜o linear e
segue as ide´ias de restaurac¸a˜o inexata de Mart´ınez [22] e Mart´ınez e Pilotta [21].
A principal ide´ia dos me´todos de restaurac¸a˜o inexata e´ que a viabilidade, por
ser um aspecto muito importante do problema, pode ser tratada independentemente
da otimalidade. Se diferenciam dos demais me´todos de restaurac¸a˜o (me´todos via´veis
e quase via´veis) pela metodologia de relaxarem as restric¸o˜es quando longe da soluc¸a˜o
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e gradualmente diminuir a inviabilidade quando o me´todo avanc¸a, o que e´ u´til no
caso de restric¸o˜es fortemente na˜o lineares.
Desta forma, seguindo as ide´ias de restaurac¸a˜o inexata, o algoritmo que
vamos estudar gera uma sequ¨encia (xk)k∈N, sendo que cada iterac¸a˜o inicia em um
ponto xk e tem duas fases :
(i) Fase de viabilidade: gera-se um ponto zk em que a medida de inviabilidade h e´
reduzida;
(ii) Fase de otimalidade: a partir de zk, gera-se xk+1 com f(xk+1) < f(zk). Estas duas
fases sa˜o totalmente independentes, o u´nico acoplamento entre elas e´ estabelecido
pelo filtro. Elas sa˜o descritas a seguir.
Antes de apresentarmos o algoritmo precisamos da definic¸a˜o de Linearizac¸a˜o
do conjunto via´vel que e´ comentada na sec¸a˜o fase de otimalidade.
Linearizac¸a˜o do conjunto via´vel. A cada ponto z via´vel ∈ Rn+ associamos o
seguinte poliedro:
L(z) = {x ∈ Rn | A(z)T (x− z) = 0, x ≥ 0}.
Algoritmo 4.2.1 Algoritmo de filtro.
Dados: x0 ∈ Rn, F0 = ∅, F0 = ∅, α ∈ (0, 1).
k = 0
repita
(f˜ , h˜) = (f(xk)− αh(xk), (1− α)h(xk)).
Construa o conjunto F¯k = Fk
⋃ {(f˜ , h˜)}.
Defina o conjunto F¯k = Fk
⋃ {x ∈ Rn; | f(x) ≥ f˜ , h(x) ≥ h˜}.
Fase de viabilidade:
se h(xk) = 0, enta˜o fac¸a zk = xk
sena˜o, calcule zk /∈ F¯k tal que h(zk) < (1− α) h(xk).
se imposs´ıvel, enta˜o pare com insucesso.
Fase de otimalidade:
se zk e´ estaciona´rio, enta˜o pare com sucesso
sena˜o, calcule xk+1 /∈ F¯k tal que xk+1 ∈ L(zk) e f(xk+1) ≤ f(zk).
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Atualizac¸a˜o do filtro:
se f(xk+1) < f(xk), enta˜o
Fk+1 = Fk, Fk+1 = Fk (iterac¸a˜o-f)
sena˜o,
Fk+1 = F¯k, Fk+1 = F¯k (iterac¸a˜o-h)
k = k + 1.
As figuras 4.3 e 4.4 ilustram uma iterac¸a˜o completa do algoritmo, assim
como o filtro para a pro´xima iterac¸a˜o, onde, por abuso de notac¸a˜o, indicamos x =
(f(xk), h(xk)), z = (f(zk), h(zk)) e x+ = (f(xk+1), h(xk+1)).
Na figura 4.3 a iterac¸a˜o e´ do tipo f e consequ¨entemente o par (f˜ , h˜) na˜o e´
inclu´ıdo no filtro para a pro´xima iterac¸a˜o A regia˜o proibida e´ toda a parte hachurada,
sendo que a parte vermelha e´ tempora´ria e deixa de ser proibida para a iterac¸a˜o
seguinte.
Ja´ na figura 4.4 a iterac¸a˜o e´ do tipo h, o par (f˜ , h˜) e´ inclu´ıdo no filtro e a
regia˜o tempora´ria passa a ser permanente.









Figura 4.3: Uma iterac¸a˜o f e o filtro para a pro´xima iterac¸a˜o
A convergeˆncia global deste algoritmo e´ estudada em [13]. Mostra-se que
sob condic¸o˜es razoa´veis sobre os passos de restaurac¸a˜o e otimalidade e usando as
CQMF, qualquer sequ¨encia (xk) gerada pelo algoritmo tem ponto de acumulac¸a˜o
estaciona´rio (isto e´, que satisfaz as condic¸o˜es de KKT.)
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Figura 4.4: Uma iterac¸a˜o h e o filtro para a pro´xima iterac¸a˜o
4.2.1 A Fase de Restaurac¸a˜o ou Fase de Viabilidade
Na fase de restaurac¸a˜o partimos de um ponto xk > 0, xk ∈ F¯k, e procuramos
um ponto zk > 0 tal que zk /∈ F¯k e h(zk) ≤ βh(xk), com β ∈ (0, 1) fixo. O problema
e´ resolvido usando uma ou mais iterac¸o˜es de um algoritmo para minimizar h no
conjunto Rn+, parando quando as duas condic¸o˜es acima sa˜o satisfeitas.
Passo de Newton. Desprezando as restric¸o˜es x ≥ 0, o passo de Newton para a
soluc¸a˜o de g(x) = 0 e´ uma soluc¸a˜o do sistema indeterminado
A(x)d = −g(x).
A direc¸a˜o de Newton normal e´ obtida forc¸ando d⊥N(A(x)), ou seja, fazendo dN =
A(x)Ty e resolvendo o sistema
A(x)A(x)T y = −g(x).
Se A(x) tem posto completo, obtem-se
dN = −A(x)T (A(x)A(x)T )−1g(x).
Se xk + dN > 0, enta˜o o passo dN (com ou sem busca unidirecional) pode
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ser usado na restaurac¸a˜o. Mas em geral isto na˜o e´ garantido.
Regio˜es de Confianc¸a. Se os passos de Newton puros na˜o sa˜o eficientes, deve-se





sujeito a x ≥ 0.
A resoluc¸a˜o e´ feita usando o modelo quadra´tico de Gauss-Newton, ver [6]
1
2





A matriz A(x)TA(x) e´ semi definida positiva e na˜o e´ definida positiva para





pode ser usado em algoritmos de regia˜o de confianc¸a com o seguinte cuidado: se dN
pertence a` regia˜o de confianc¸a, enta˜o deve-se usar o passo dN .
Conclu´ımos que a fase de restaurac¸a˜o e´ um caso especial (sem restric¸o˜es de
igualdade) do problema PO que esta´ detalhado no cap´ıtulo 5.
A resoluc¸a˜o deste problema, usando umme´todo de pontos interiores baseado
no algoritmo de Coleman e Li [5], foi desenvolvida na tese de doutorado de Juliano
B. Francisco [9].
4.2.2 Fase de Otimalidade
Na fase de restaurac¸a˜o obtemos z > 0 tal que ‖g(z)‖ < ‖g(x)‖ e z /∈ F¯. No
fase de otimalidade pretende-se encontrar w ∈ Rn tal que f(w) < f(z) e ainda sem
perder muito da viabilidade adquirida com o passo de restaurac¸a˜o.
A fase de otimalidade utiliza um algoritmo de regio˜es de confianc¸a aplicado
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ao problema de minimizac¸a˜o de f(·) em L(z) :
(PO)
minimizar f(x)
sujeito a A(z)(x− z) = 0
x ≥ 0
x /∈ F¯.
A resoluc¸a˜o e´ feita executando passos de regia˜o de confianc¸a para o pro-
blema acima sem a restric¸a˜o x /∈ F¯, mas reduzindo a regia˜o de modo a satisfazer
essa restric¸a˜o. Vamos utilizar o algoritmo de regia˜o de confianc¸a proposto nesta
dissertac¸a˜o para determinar o passo de otimalidade detalhado no cap´ıtulo 5.
Aqui vamos somente comentar a construc¸a˜o do modelo quadra´tico de f(·)
em torno do ponto z.
Problemas com restric¸a˜o de igualdade. Como fizemos no problema de viabi-
lizac¸a˜o vamos inicialmente desprezar as restric¸o˜es x ≥ 0 e x /∈ F¯ e estudar um passo
ao longo de N(A(z)).
No passo de otimalidade devido a` condic¸a˜o (4.4) e ao fato de o Lagrangiano
incorporar informac¸o˜es sobre a curvatura das restric¸o˜es, faz-se o seguinte: em vez
de minimizar f , calcula-se um estimador λ de multiplicador o´timo de Lagrange
e minimiza-se o modelo quadra´tico do Lagrangiano associado a este λ restrito ao
conjunto N(A(z)).
Multiplicador de Lagrange. Caso λ¯ seja desconhecido, podemos calcular um
estimador para os multiplicadores de Lagrange utilizando a primeira condic¸a˜o de
KKT (4.1). A soluc¸a˜o do problema de mı´nimos quadra´ticos para esta igualdade e´
dada por
λ˜ = −(A(x)A(x)T )−1A(x)∇f(x).
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Reduc¸a˜o do Modelo Quadra´tico do Lagrangiano
Considere z ∈ Rn e suponha λ ∈ Rm um estimador para o multiplicador
o´timo λ¯. Ja´ comentamos que se x e´ o´timo local de (P ) enta˜o existe λ¯ ∈ Rm que
satisfaz as condic¸o˜es de KKT e como posto(A(x)) = m ele e´ u´nico.
O modelo quadra´tico da variac¸a˜o do Lagrangiano em z e λ e´ dado por
m(d) = ∇f(z)Td+ λTA(z)d + 1
2
dTHd,




sujeito a A(z)d = 0
(4.5)
Aplicando as condic¸o˜es de KKT temos:
∇f(z) +Hd+ A(z)Tµ = 0 (4.6)
A(z)Th = 0 (4.7)
Seja (dN , µ) a soluc¸a˜o obtida. Se o passo dN satisfaz as restric¸o˜es de (PO)
ele pode ser utilizado. Neste caso, µ e´ um estimador de multiplicador de Lagrange
para a pro´xima iterac¸a˜o.
Conclu´ımos que no passo tangente irrestrito procuramos minimizar ao longo
de N(A(z)) um modelo quadra´tico de f(·) dado por
d ∈ Rn → q(d) = ∇f(z)Td+ 1
2
dT∇xxL(z, λ)d,
isto e´, um modelo em que a Hessiana de f(·) e´ substitu´ıda pela hessiana do La-
grangiano com um estimador de multiplicadores λ. Para este problema o passo de
Newton e´ dado por (4.6) e (4.7).
Se o passo de Newton na˜o for aceita´vel e´ necessa´rio usar regio˜es de confianc¸a
para restringir o passo. Faremos isto para o problema completo (PO).
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Passo tangente para o problema restrito.
A construc¸a˜o do modelo quadra´tico para o problema restrito e´ mais com-
plexa. A estimativa do multiplicador o´timo e´ mais dif´ıcil e na˜o sera´ estudada nesta
dissertac¸a˜o. Ver Bonnans e outros em [4] e Conn e outros em [6]. Em [4] mostra-se
que se a minimizac¸a˜o de um modelo quadra´tico e´ feita no conjunto L(z), enta˜o (como
ocorre no caso irrestrito acima) os multiplicadores (λ, s) obtidos nessa minimizac¸a˜o
fornecem um estimador para a iterac¸a˜o seguinte.
Suponha que (λ, s) e´ um estimador de multiplicadores para (PO). A dis-
cussa˜o do problema irrestrito motiva o seguinte: o modelo quadra´tico de f(·) a
utilizar em (PO) e´ o mesmo modelo usado no caso irrestrito, isto e´,
m(d) = ∇f(z)Td+ 1
2
dTHd,
em que H = ∇2xx(
n∑
i=1
λici(z)). As restric¸o˜es x ≥ 0 sa˜o lineares e na˜o influenciam H.
Cap´ıtulo 5
Utilizac¸a˜o do Algoritmo de Regia˜o
de Confianc¸a no Me´todo de Filtro
O algoritmo de regia˜o de confianc¸a que apresentamos foi desenvolvido para
ser utilizado na fase de otimalidade do algoritmo de filtro 4.2.1, aplicado na resoluc¸a˜o
de um problema de programac¸a˜o na˜o linear com formato geral. Das duas fases
do me´todo de filtro escolhemos a de otimalidade, ja´ que na de restaurac¸a˜o na˜o
temos restric¸o˜es lineares. Como comentamos, o algoritmo proposto pode ser aplicado
tambe´m na obtenc¸a˜o do passo de restaurac¸a˜o.
Lembramos que o problema de programac¸a˜o na˜o linear a ser resolvido com
o algoritmo de filtro e´ o seguinte:
minimizar f(x)
sujeito a g(x) = 0
x ≥ 0
(5.1)
com f : Rn → R e g : Rn → Rm. Vamos supor ambas de classe C2 e m ≤ n.
Hipo´tese importante. Neste cap´ıtulo temos como hipo´tese que passo de res-
taurac¸a˜o z e´ conhecido e z ≥ 0.
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5.1 Fase de otimalidade
A fase de otimalidade utiliza um algoritmo de regia˜o de confianc¸a apli-
cado ao problema de minimizac¸a˜o de f(·) no conjunto linearizado L(z) = {x ∈
R
n | A(z)(x − z) = 0, x ≥ 0} :
(PO)
minimizar f(x)
sujeito a A(z)(x− z) = 0
x ≥ 0
x /∈ F¯.
Conforme discutido no final da sec¸a˜o 4.2.2, o modelo quadra´tico da variac¸a˜o
de f que vamos utilizar em (PO) e´













sujeito a A(z)d = 0
‖d‖∞ ≤ ∆
z + d ≥ 0
z + d /∈ F¯,
(5.2)
com c = ∇f(z).
5.2 O algoritmo
No cap´ıtulo 2 apresentamos o algoritmo de regia˜o de confianc¸a baseado
em trajeto´ria central. Para seguir a trajeto´ria central escolhemos um algoritmo de
pontos interiores, apresentado no cap´ıtulo 3.
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A teoria primal-dual e´ feita para o formato primal de programac¸a˜o quadra´tica.
O conteu´do desta sec¸a˜o tem como objetivo reescrever o problema (5.2) de forma a
possibilitar que apliquemos a teoria apresentada no cap´ıtulo 3. Fazendo x = z + d
em (5.2) obtemos
minimizar cT (x− z) + 1
2
(x− z)TH(x− z)
sujeito a A(z)x = A(z)z









sujeito a Ax = b




com A = A(z), A(z)z = b.
5.2.1 O centro anal´ıtico do conjunto formado pelas restric¸o˜es
Vimos que o problema de inicializac¸a˜o de um algoritmo primal-dual para
programac¸a˜o quadra´tica foi resolvido em [1] quando o centro anal´ıtico do conjunto
das restric¸o˜es for conhecido. Nesta sec¸a˜o ajustamos as restric¸o˜es do problema (5.4)
de modo a satisfazer a hipo´tese do teorema apresentado em [1].
Restric¸a˜o da caixa .
Consideremos inicialmente a restric¸a˜o da caixa, ‖x−z‖∞ ≤ ∆ determinada
pela precisa˜o do modelo. Veja que ‖x − z‖∞ ≤ ∆ e´ equivalente a −δ + z ≤ x ≤
z + δ, δ = ∆e. Vamos denotar esta caixa por V.
O lema seguinte determina uma importante propriedade do ponto z.
Lema 6 O centro anal´ıtico da caixa V e´ θ = z.
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Prova: A func¸a˜o barreira logar´ıtmica associada a V e´ definida por:




log(xi − zi +∆) + log(zi +∆− xi)
Devemos mostrar que o minimizador da func¸a˜o p e´ x = z.






(xi − zi +∆)(zi +∆− xi).
Como a func¸a˜o logar´ıtmica e´ uma func¸a˜o crescente, e´ fa´cil ver que o que
procuramos e´ na verdade um maximizador para o produto´rio. Cada fator do pro-
duto´rio em questa˜o e´ independente, logo basta determinarmos o maximizador de
cada um, que e´ trivialmente xi = zi. Ou seja, o centro anal´ıtico de V e´ seu centro
geome´trico x = z.
2
De forma similar mostra-se que o centro anal´ıtico de uma caixa qualquer
no Rn, [l, u] = {x ∈ Rn | l ≤ x ≤ u} e´ o ponto θ = l + u
2
.
No problema a ser resolvido temos ainda ale´m da restric¸a˜o da caixa treˆs
restric¸o˜es: a de positividade, a da variedade linear e a de filtro. Nesta sec¸a˜o na˜o
vamos considerar a restric¸a˜o do filtro.
Restric¸a˜o de Positividade.
O centro geome´trico da caixa [−δ+ z, δ+ z] e´ o ponto z. Ao restringirmos a
caixa ao primeiro ortante obtemos uma nova caixa [0, z+δ] e perdemos a propriedade
do ponto z.
Pretendemos construir uma caixa [l, u], l ≥ 0 com centro geome´trico z =
l + u
2
. A construc¸a˜o proposta e´ a seguinte: considere a maior caixa no ortante
positivo com centro geome´trico z, C = [0, 2z]. A intersec¸a˜o entre as caixas [−δ +
z, δ + z] e [0, 2z] e´ a caixa [l, u] com l = max{0, z − δ}, u = min{2z, z + δ} e
com centro geome´trico z =
l + u
2
. Esta construc¸a˜o esta´ ilustrada na figura 5.1. A
caixa resultante esta´ contida na regia˜o de raio ∆ onde estamos supondo o modelo
confia´vel, e tambe´m contida no primeiro ortante.
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z
z + δ
(a) Caixa de tamanho ∆
   
z
(b) Caixa C
   
z
z + δ
(c) Intersec¸a˜o entre as duas caixas
Utilizac¸a˜o do algoritmo de regia˜o de confianc¸a no me´todo de filtro 60




Figura 5.1: Construc¸a˜o da caixa [l, u].
Retric¸o˜es lineares. Como z minimiza a func¸a˜o barreira logar´ıtmica associada a
caixa [l, u] e satisfaz Ax = b, segue que z e´ centro anal´ıtico do conjunto Ω = {x ∈
[l, u] | Ax = b}.
Note que pela construc¸a˜o feita temos que a hipo´tese do centro anal´ıtico de Ω
ser conhecido sempre sera´ satisfeita no nosso problema possibilitando a construc¸a˜o
de um par primal dual via´vel inicial para seguir a trajeto´ria em Ω.
O problema a ser resolvido e´ dado por:




sujeito a Ax = b
l ≤ x ≤ u
x /∈ F¯.
(5.5)
Uma iterac¸a˜o do algoritmo de regia˜o de confianc¸a baseado em trajeto´ria
central para resolver (5.5) determina o par inicial primal dual via´vel (x0, s0), x0
na trajeto´ria de Levenberg Marquardt. Se x0 for aceita´vel reduz m(·) seguindo a
trajeto´ria central em Ω ate´ encontrar um ponto na˜o aceita´vel; caso contra´rio segue
a trajeto´ria de Levenberg-Marquardt entre z e o ponto x0 ate´ encontrar um ponto
aceita´vel.
Um ponto x = z + d obtido e´ aceita´vel se ared(d) ≥ α pred(d), x /∈ F¯ e
x ≥ 0.
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Ajuste de ∆. Para a iterac¸a˜o seguinte, faz-se:
Se ared(d) > 0.75 pred(d), ∆ = max{∆/2, 2‖d‖∞}.
Sena˜o, ∆ = min{∆, 1.5 ‖d‖∞}.
5.2.2 Formato primal de programac¸a˜o quadra´tica
A teoria de algoritmos primais-duais e´ feita para o formato primal de pro-
gramac¸a˜o quadra´tica. Faremos uma translac¸a˜o e introduc¸a˜o de varia´veis de folga de
forma a deixar o problema (5.5) neste formato.
Transformac¸a˜o do problema.
Definimos x(1) := x− l (translac¸a˜o) e introduzimos varia´veis de folga x(2) ∈
R
n. Definindo
b(1) := b− Al, b(2) := u− l,
obtemos
minimizar cT (x(1) + l) +
1
2
(x(1) + l)TH(x(1) + l)
sujeito a Ax(1) = b(1)
x(1) + x(2) = b(2)
x(2) ≥ 0.
(5.6)






sujeito a Ax(1) = b(1)
x(1) + x(2) = b(2)
x(2) ≥ 0.
(5.7)






























minimizar c¯T x¯+ 1
2
x¯T H¯x¯
sujeito a A¯x¯ = b¯
x¯ ≥ 0
(5.8)
com c¯, x¯ ∈ R2n, H¯ ∈ R2n×2n, A¯ ∈ Rm+n×2n e b¯ ∈ Rm+n.
Com a introduc¸a˜o de varia´veis de folga x(2), o tamanho do problema dobrou,
ja´ que x¯ ∈ R2n e no formato original x ∈ Rn. Por outro lado H¯ continua sime´trica
semidefinida positiva e rank(A¯) = m+ n.
As vantagens do novo formato do problema (5.5) sa˜o os fatos de que ele
simplifica a exposic¸a˜o das condic¸o˜es de KKT, e os algoritmos de pontos interiores
para Programac¸a˜o Quadra´tica se baseiam neste formato.
Ponto inicial do algoritmo.
Temos que o centro anal´ıtico de Ω = {x ∈ [l, u] | Ax = b} e´ o ponto θ = z.
Apo´s a transformac¸a˜o do problema o centro anal´ıtico de Ω¯ = {x¯ ∈ R2n | A¯x¯ = b¯, x¯ ≥







Para determinar o par inicial via´vel usamos o me´todo de busca proposto na
dissertac¸a˜o de Behling [1]. A busca e´ feita na trajeto´ria de Levenberg-Marquardt
determinada pelo subproblema quadra´tico de regia˜o de confianc¸a aplicado em (5.8)
no ponto θ¯.
Aplicac¸a˜o do algoritmo de regia˜o de confianc¸a na fase de otimalidade do
me´todo de filtro.
Consideremos z ≥ 0 ponto obtido com o passo de restaurac¸a˜o.
Algoritmo 5.2.1 Fase de otimalidade usando algoritmo de regia˜o de confianc¸a ba-
seado na func¸a˜o barreira
Dados: z ∈ Rn+, α ∈ (0, 1) fixo , ε e ∆ > 0 ( Por exemplo, α = 0.25,∆ = 1.)
Construa o modelo x 7→ m(x) = ∇f(z)Tx+ 1
2
xTHx.
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Construa a caixa [l, u] proposta na sec¸a˜o 5.2.1
Transforme o formato de (5.4) para o formato (5.8)
Obtenha o o par via´vel inicial (x¯0, s¯0) e µ0 multiplicador de Lagrange
a partir de θ¯
Obtenha o ponto inicial xµ na trajeto´ria de Levenberg-Marquardt em Ω
dado pelas n primeiras componentes do ponto x¯0 adicionadas ao ponto l.
Calcule ared(dµ) = f(z)− f(xµ), pred = m(z) −m(xµ)
se ared(dµ) ≤ αpred(dµ), ou xµ ∈ F¯, ou xµ < 0
siga a trajeto´ria de Levenberg-Marquardt para µ ∈ (µ0,+∞) ate´ encontrar
um ponto xµ aceita´vel: ared(dµ) ≥ αpred(dµ), xµ /∈ F¯ e xµ ≥ 0
sena˜o
siga a trajeto´ria central com µ < µ0 ate´ encontrar um ponto xµ com
ared(dµ) ≤ αpred(dµ) ou xµ ∈ F¯ ou xµ < 0 ou µ ≤ ε
Fim.
Minimizac¸a˜o em uma caixa maior. Na construc¸a˜o da caixa podemos utilizar
algumme´todo de identificac¸a˜o de conjunto ativo para eliminar algumas das restric¸o˜es
de na˜o negatividade.
O seguinte procedimento pode ser usado: avaliamos o gradiente de f em z,
projetado sobre nu´cleo de A(z), P c. Calculamos o aˆngulo entre Pc e cada um dos
vetores ei da base canoˆnica, dado por φi = [Pc]i/‖Pc‖. Se φi < ε, com por exemplo
ε = −0.2, a restric¸a˜o xi ≥ 0 pode ser ignorada e com isso obtemos uma caixa maior
[l, u], fazendo para essas componentes li = zi − ∆, ui = zi + ∆. Veja figura 5.2 a
seguir.
Entretanto como [l, u] 6⊂ Rn+ os pontos xµ da trajeto´ria podem na˜o pertencer
ao primeiro ortante e devemos incluir a restric¸a˜o de xµ > 0 para caracterizar um
ponto aceita´vel no algoritmo, como fizemos em 5.2.1.
Aplicamos o algoritmo de regia˜o de confianc¸a proposto no trabalho na fase
de otimalidade do algoritmo de filtro para o problema (5.1). Mas como ja´ comen-
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caixa de raio ∆
Figura 5.2: Minimizac¸a˜o em uma caixa maior




‖g(·)‖2 sem a restric¸a˜o da variedade afim.
Considerac¸o˜es finais
Estudamos ao longo deste trabalho um algoritmo de regia˜o de confianc¸a e
sua aplicac¸a˜o em um me´todo de filtro.
Algoritmos de regia˜o de confianc¸a que utilizam regio˜es do tipo caixa sa˜o
atraentes devido ao tamanho da caixa em relac¸a˜o a bola euclidiana. No entanto, a
presenc¸a de restric¸o˜es lineares eleva seu custo computacional. Diante deste inconve-
niente, apresentamos no cap´ıtulo 2 um me´todo de regia˜o de confianc¸a alternativo,
baseado em trajeto´ria central. Fixamos o tamanho de uma caixa e com um algoritmo
de pontos interiores avanc¸amos ou recuamos na trajeto´ria central, ate´ encontrarmos
um ponto que reduza o modelo e que pertenc¸a a uma regia˜o onde este seja confia´vel.
Temos que neste algoritmo as regio˜es de confianc¸a sa˜o os conjuntos de n´ıvel da
func¸a˜o barreira logar´ıtmica definida na caixa.
Ja´ era conhecido de [1] que a trajeto´ria central esta´ muito pro´xima da
trajeto´ria de Levenberg-Marquardt para um raio ∆ ≤ 1/2. Resultado que foi obtido
no estudo da inicializac¸a˜o do mesmo algoritmo em meio ao contexto primal-dual.
O lema 3, obtido durante o estudo do algoritmo de regia˜o de confianc¸a confirmou o
resultado. O lema afirma que para o mesmo raio ∆ os conjuntos de n´ıvel da func¸a˜o
barreira e as bolas euclidianas sa˜o muito parecidas e consequ¨entemente temos que
as trajeto´rias de Levenberg-Marquardt e a central sa˜o muito pro´ximas.
Com este lema conseguimos caracterizar melhor o algoritmo de regia˜o de
confianc¸a proposto. Ele corresponde a uma busca curvil´ınea tipo Armijo sobre uma
trajeto´ria h´ıbrida: para ∆ ≤ 1/2 a trajeto´ria e´ a de Levenberg-Marquardt, para
∆ > 1/2 e´ a trajeto´ria central. E as regio˜es de confianc¸a sa˜o conjuntos que evoluem
de bolas euclidianas e tendem a caixa completa (curvas de n´ıvel da func¸a˜o barreira).
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Utilizac¸a˜o do algoritmo de regia˜o de confianc¸a proposto.
Problemas de minimizac¸a˜o de um modelo quadra´tico sujeito a uma regia˜o de
confianc¸a e restric¸o˜es lineares devem ser resolvidos frequentemente em programac¸a˜o
na˜o linear. O algoritmo de regia˜o de confianc¸a proposto foi desenvolvido para re-
solver a fase de otimalidade do me´todo de filtro, proposto em [13], aplicado na
resoluc¸a˜o de um problema de PNL com formato bem geral de restric¸o˜es de igual-
dade e varia´veis na˜o negativas. Nesta fase deve-se reduzir a func¸a˜o objetivo, restrita
a uma variedade linear e as restric¸o˜es do filtro e positividade.
No u´ltimo cap´ıtulo apresentamos um algoritmo que resolve esta fase. O
algoritmo e´ composto por duas etapas. A construc¸a˜o de uma caixa diferenciada,
que e´ constru´ıda de forma que esteja totalmente contida no primeiro ortante e pre-
serve a propriedade do ponto sobre qual o modelo e´ constru´ıdo. A outra etapa e´ a
busca sobre a trajeto´ria h´ıbrida desta caixa. E´ nesta busca que o algoritmo mostra-
se adequado para resoluc¸a˜o do passo tangente. A cada ponto da trajeto´ria obtido
verifica-se se cada restric¸a˜o e´ satisfeita. Se um ponto na˜o satisfaz uma das restric¸o˜es,
por exemplo, na˜o pertencer ao filtro ou a` regia˜o onde o modelo e´ confia´vel, o algo-
ritmo pa´ra e utiliza o ponto anterior para a pro´xima iterac¸a˜o. O tamanho da caixa
e´ modificado, se necessa´rio, somente na pro´xima iterac¸a˜o.
Ainda neste cap´ıtulo dedicamos uma sec¸a˜o para comentar a possibilidade de
trabalhar com uma caixa maior, utilizando um me´todo de identificac¸a˜o do conjunto
de ativo. O algoritmo e´ praticamente o mesmo. A busca e´ feita em um conjunto
maior, que pode conter pontos que na˜o pertenc¸am ao ortante positivo e consequ¨ente-
mente deve-se incluir a positividade para testar em cada ponto da trajeto´ria obtido.
Implementac¸o˜es. Neste trabalho na˜o apresentamos exemplos de implementac¸a˜o
do me´todo. Ele foi testado em exemplos simples no trabalho de Bleyer [2].
Trabalhos futuros. Como trabalhos futuros sugerimos ale´m de implementac¸o˜es,
o estudo do enfraquecimento da hipo´tese de convexidade e estimativa dos multipli-
cadores de Lagrange.
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