A unary operator f is idempotent if the equation f (x) = f (f (x)) holds. On the other end, an element a of an algebra is said to be an idempotent for a binary operator if a = a a. This paper presents a rule format for Structural Operational Semantics that guarantees that a unary operator be idempotent modulo bisimilarity. The proposed rule format relies on a companion one ensuring that certain terms are idempotent with respect to some binary operator. This study also offers a variety of examples showing the applicability of both formats.
Introduction
Over the last three decades, Structural Operational Semantics (SOS) [35] has proven to be a flexible and powerful way to specify the semantics of programming and specification languages. In this approach to semantics, the behaviour of syntactically correct language expressions is given in terms of a collection of state transitions that is specified by means of a set of syntax-driven inference rules. This behavioural description of the semantics of a language essentially tells one how the expressions in the language under definition behave when run on an idealized abstract machine.
Language designers often have expected algebraic properties of language constructs in mind when defining a language. For example, in the field of process algebras such as ACP [12] , CCS [31] and CSP [27] , operators such as nondeterministic and parallel composition are often meant to be commutative and associative with respect to bisimilarity [34] . Once the semantics of a language has been given in terms of state transitions, a natural question to ask is whether the intended algebraic properties do hold modulo the notion of behavioural semantics of interest. The typical approach to answer this question is to perform an a posteriori verification: based on the semantics in terms of state transitions, one proves the validity of the desired algebraic laws, which describe the expected semantic properties of the various operators in the language. An alternative approach is to ensure the validity of algebraic properties by design, using the so called SOS rule formats [11] . In this approach, one gives syntactic templates for the inference rules used in defining the operational semantics for certain operators that guarantee the validity of the desired laws, thus obviating the need for an a posteriori verification. (See [3, 5, 6, 11, 21, 32] for examples of rule formats for algebraic properties in the literature on SOS.) The definition of SOS rule formats is based on finding a reasonably good trade-off between generality and ease of application. On the one hand, one strives to define a rule format that can capture as many examples from the literature as possible, including ones that may arise in the future. On the other, the rule format should be as easy to apply, and as syntactic, as possible.
The main advantage of the approach based on the development of rule formats is that one is able to verify the desired algebraic properties by syntactic checks that can be mechanized. Moreover, it is interesting to use rule formats for establishing semantic properties since the results so obtained apply to a broad class of languages. Last, but not least, these formats provide one with an understanding of the semantic nature of algebraic properties and of their connection with the syntax of SOS rules. This insight may serve as a guideline for language designers who want to ensure, a priori, that the constructs of a language under design enjoy certain basic algebraic properties.
Contribution. The main aim of this paper is to present a format of SOS rules that guarantees that some unary operation f is idempotent with respect to any notion of behavioural equivalence that includes bisimilarity. A unary operator f is idempotent if the equation f (x) = f (f (x)) holds. Examples of idempotent unary operators from the fields of language theory and process calculi are the unary Kleene star operator [28] , the delay operator from SCCS [26, 30] , the replication operator from the π-calculus [38] and the priority operator from [14] .
It turns out that, in order to develop a rule format for unary idempotent operations that can deal with operations such as Kleene star and replication, one needs a companion rule format ensuring that terms of a certain form are idempotent for some binary operator. We recall that an element a of an algebra is said to be an idempotent for a binary operator if a = a a. For example, the term x * , where * denotes the Kleene star operation, is an idempotent for the sequential composition operation '·' because the equation x * = x * · x * holds. As a second contribution of this paper, we therefore offer an SOS rule format ensuring that certain terms are idempotent with respect to some binary operator. Both the rule formats we present in this paper make an essential use of previously developed formats for algebraic properties such as associativity and commutativity [21, 32] .
We provide a variety of examples showing that our rule formats can be used to establish the validity of several laws from the literature on process algebras dealing with idempotent unary operators and idempotent terms.
Roadmap of the paper. The paper is organized as follows. Section 2 reviews some standard definitions from the theory of SOS that will be used in the remainder of this study. We present our rule format for idempotent terms in Section 3. That rule format plays an important role in the definition of the rule format for idempotent unary operators that we give in Section 4. We discuss the results of the paper and hint at directions for future work in Section 5.
This paper is an extended version of [9] . Apart from offering the proofs of results that were announced without proof in that reference and a variety of examples of applications of our rule formats, this version of the paper also presents a generalization of the rule format for idempotent unary operations given in [9] .
Preliminaries
In this section we review, for the sake of completeness, some standard definitions from process theory and the meta-theory of SOS that will be used in the remainder of the paper. We refer the interested reader to [7, 33] for further details.
Transition System Specifications in GSOS Format. Definition 2.1 (Signature, terms and substitutions). Let V be an infinite set of variables with typical members x, x , x i , y, y , y i , . . .. A signature Σ is a set of function symbols, each with a fixed arity. We call these symbols operators and usually denote them by f, g, . . .. An operator with arity zero is called a constant. We define the set T(Σ) of terms over Σ (sometimes referred to as Σ-terms) as the smallest set satisfying the following constraints.
• A variable x ∈ V is a term.
• If f ∈ Σ has arity n and t 1 , . . . , t n are terms, then f (t 1 , . . . , t n ) is a term.
We use t, t , t i , u, . . . to range over terms. We write t 1 ≡ t 2 if t 1 and t 2 are syntactically equal. The function vars : T(Σ) → 2 V gives the set of variables appearing in a term. The set C(Σ) ⊆ T(Σ) is the set of closed terms, i.e., the set of all terms t such that vars(t) = ∅. We use p, p , p i , q, . . . to range over closed terms. A context is a term with an occurrence of a hole [ ] in it.
A substitution σ is a function of type V → T(Σ). We extend the domain of substitutions to terms homomorphically. If the range of a substitution is included in C(Σ), we say that it is a closed substitution. For a substitution σ and sequences x 1 , . . . , x n and t 1 , . . . , t n of distinct variables and of terms, respectively, we write σ[x 1 → t 1 , . . . , x n → t n ] for the substitution that maps each variable x i to t i (1 ≤ i ≤ n) and agrees with σ on all of the other variables. When σ is the identity function over variables, we abbreviate σ[
The GSOS format is a widely studied format of deduction rules in transition system specifications proposed by Bloom, Istrail and Meyer [18, 19] . Transition system specifications whose rules are in the GSOS format enjoy many desirable properties, and several studies in the literature on the meta-theory of SOS have focused on them-see, for instance, [2, 1, 4, 7, 10, 15] . In this study we shall also focus on transition system specifications in the GSOS format, which we now proceed to define. [19] ). A deduction rule for an operator f of arity n is in the GSOS format if and only if it has the following form:
Definition 2.2 (GSOS Format
where the x i 's and the y ij 's (1 ≤ i ≤ n and 1 ≤ j ≤ m i ) are all distinct variables, m i and n i are natural numbers, C[ x, y] is a Σ-term with variables including at most the variables x i 's and y ij 's, and the l ij 's and l are action labels (or simply actions). The above rule is said to be f -defining and l-emitting.
A transition system specification (TSS) in the GSOS format T is a triple (Σ, L, D) where Σ is a finite signature, L is a finite set of labels, and D is a finite set of deduction rules in the GSOS format. The collection of f -defining and l-emitting rules in a set D of GSOS rules is denoted by D(f, l). Example 2.3. An example of a TSS in the GSOS format is the one describing the semantics of BCCSP [25] . The signature for this TSS contains the operators 0 (of arity zero), a. (a ∈ L) and + . The standard deduction rules for these operators are listed below, where a ranges over L.
Informally, the intent of a GSOS rule of the form (1) is as follows. Suppose that we are wondering whether f ( p) is capable of taking an l-step. We look at each f -defining and l-emitting rule in turn. We inspect each positive premise x i lij −→ y ij , checking if p i is capable of taking an l ij -step for each j and if so calling the l ij -children q ij . We also check the negative premises: if p i is incapable of taking an l ik -step for each k. If so, then the rule fires and f ( p)
. This means that the transition relation −→ associated with a TSS in the GSOS format is the one defined by the rules using structural induction over closed Σ-terms. This transition relation is the unique sound and supported transition relation. Here sound means that whenever a closed substitution σ 'satisfies' the premises of a rule of the form (1), then σ(f ( x)) l −→ σ(C[ x, y]). On the other hand, supported means that any transition p l −→ q can be obtained by instantiating the conclusion of a rule of the form (1) with a substitution that satisfies its premises. We refer the interested reader to [18, 19] for the precise definition of −→ and much more information on GSOS languages. The above informal description of the transition relation associated with a TSS in GSOS format suffices to follow the technical developments in the remainder of the paper.
Remark 2.4. In this paper, we restrict ourselves to TSSs in GSOS format for the sake of simplicity. The rule formats we present in what follows can be extended to arbitrary TSSs at the price of considering the so-called three-valued stable models. See [7] for a survey introduction to three-valued stable models.
Bisimilarity. Terms built using operators from the signature of a TSS are usually considered modulo some notion of behavioural equivalence, which is used to indicate when two terms describe 'essentially the same behaviour'. The notion of behavioural equivalence that we will use in this paper is the following, classic notion of bisimilarity [31, 34] . Definition 2.5 (Bisimilarity). Let T be a TSS in GSOS format with signature Σ. A relation R ⊆ C(Σ) × C(Σ) is a bisimulation if and only if R is symmetric and, for all p 0 , p 1 , p 0 ∈ C(Σ) and l ∈ L,
Two terms p 0 , p 1 ∈ C(Σ) are called bisimilar, denoted by T p 0 ↔ p 1 (or simply by p 0 ↔ p 1 when T is clear from the context), when there exists a bisimulation R such that p 0 R p 1 . We refer to the relation ↔ as bisimilarity.
It is well known that ↔ is an equivalence relation over C(Σ). Any equivalence relation ∼ over closed terms in a TSS T is extended to open terms in the standard fashion, i.e., for all t 0 , t 1 ∈ T(Σ), the equation t 0 = t 1 holds over T modulo ∼ (sometimes abbreviated to t 0 ∼ t 1 ) if, and only if, T σ(t 0 ) ∼ σ(t 1 ) for each closed substitution σ. Definition 2.6. Let Σ be a signature. An equivalence relation ∼ over Σ-terms is a congruence if, for all f ∈ Σ and closed terms p 1 , . . . , p n , q 1 , . . . , q n , where n is the arity of f , if
Remark 2.7. Let Σ be a signature and let ∼ be a congruence. It is easy to see that, for all f ∈ Σ and terms t 1 , . . . , t n , u 1 , . . . , u n , where n is the arity of f , if
The following result is well known [18] . Proposition 2.8. ↔ is a congruence for any TSS in GSOS format.
The above proposition is a typical example of a result in the meta-theory of SOS: it states that if the rules in a TSS satisfy some syntactic constraint, then some semantic result is guaranteed to hold. In the remainder of this paper, following the work presented in, e.g., [3, 5, 6, 11, 21, 32] , we shall present a rule format ensuring that certain unary operations are idempotent. This rule format will rely on one yielding that terms of a certain form are idempotent for some binary operator. For this reason, we present first the latter rule format in the subsequent section.
A rule format for idempotent terms
Definition 3.1 (Idempotent term). Let Σ be a signature. Let f and be, respectively, a unary and a binary operator in Σ. We say that f (x) is an idempotent term for with respect to an equivalence relation ∼ over T(Σ) if the following equation holds:
In what follows, we shall present some syntactic requirements on the SOS rules defining the operators f and that guarantee the validity of equation (2) with respect to bisimilarity, and therefore any notion of equivalence that is coarser than it. In order to motivate the syntactic constraints of the rule format, let us consider the unary replication operator '!', which is familiar from the theory of the π-calculus (see, e.g., [38] ), and the binary interleaving parallel composition '||', which appears in, amongst others, ACP [16] , CCS [29] , and CSP [27, 36] . The rules for these operators are given below, where a ranges over the set of action labels L.
It is well known that !x is an idempotent term for || modulo any notion of equivalence that includes bisimilarity. Indeed, the equation
is one of the laws for the structural congruence over the π-calculus with replication considered in, e.g., [22] . It is instructive to try and find out why the above law holds by considering the interplay between the transition rules for '!' and those for '||', rather than considering the transitions that are possible for all the closed instantiations of the terms !x and (!x) ||(!x). To this end, consider the rule for replication for some action a. The effect of this rule can be mimicked by the term (!x) ||(!x) by means of a combination of the instance of the first rule for || in (3) for action a and of the rule for replication. When we do so, the appropriate instantiation of the target of the conclusion of the first rule for || is the term
Note that the target of the conclusion of the rule for replication, namely x ||!x, and the above term can be proved equal using associativity of ||, which is well known, and the version of axiom (2) for replication and parallel composition, as follows:
The validity of the associativity law for || is guaranteed by the rule format for associativity given in [21, Definition 8] . On the other hand, the soundness of the use of equation (2) can be justified using coinduction [37] .
Consider instead the combination of the instance of the second rule for || in (3) for action a and of the rule for replication for that action. When we do so, the appropriate instantiation of the target of the conclusion of the second rule for || is the term
Note that the target of the conclusion of the rule for replication, namely x ||!x, and the above term can be proved equal using commutativity and associativity of ||, which are well known, and the version of axiom (2) for replication and parallel composition, as follows:
The validity of the commutativity law for || is guaranteed by the rule format for commutativity given in [32] .
The above discussion hints at the possibility of defining an SOS rule format guaranteeing the validity of equation (2) building on SOS rule formats for algebraic properties like associativity and commutativity of operators [11] , and on a coinductive use of equation (2) itself. The technical developments to follow will offer a formalization of this observation.
Our definition of the rule format is based on a syntactically defined equivalence relation over terms that is sufficient to handle the examples from the literature we have met so far.
Definition 3.2 (The relation
). Let T = (Σ, L, D) be a TSS in GSOS format.
The relation
is the least equivalence relation over T(Σ) that satisfies the following clauses:
f (u, t), if f is a binary operator in Σ and the commutativity rule format from [32] applies to f ,
, if f is a binary operator in Σ and one of the associativity rule formats from [21] applies to f , and
2. Let f and be, respectively, a unary and a binary operator in Σ. We write t ↓ f, u if, and only if, there are some t and u such that t t , u u , and t = u can be proved by possibly using one application of an instantiation of axiom (2) in a context-that is, either t ≡ u , or t = C[f (t )] and u = C[f (t ) f (t )], for some context C[ ] and term t , or vice versa.
Example 3.3. Consider the terms !x ||(x ||!x) and x ||!x. Then
x ||(!x ||!x), because the rules for || are in the associativity and commutativity rule formats from [21, 32] , and x ||!x = x ||(!x ||!x) can be proved using one application of the relevant instance of axiom (2) 
Remark 3.4. The definition of the relation can be easily strengthened by adding more clauses, provided their soundness with respect to bisimilarity can be 'justified syntactically'. Moreover, in the definition of the relation ↓ f, , we could allow for any number of applications of axiom (2) in context. The current definition suffices to handle all the examples from the literature we have met so far.
Lemma 3.5. Let T = (Σ, L, D) be a TSS in the GSOS format, and let t, t ∈ T(Σ). If t t then 1. t ↔ t , 2. vars(t) = vars(t ) and 3. σ(t) σ(t ), for each substitution σ.
Proof All the claims can be shown by induction on the definition of . The soundness modulo ↔ of the rewrite rules in Definition 3.2(1) is guaranteed by results in [21, 32] and by Proposition 2.8.
We are now ready to present an SOS rule format guaranteeing the validity of equation (2) . The aim of the rule format is to ensure that the following properties hold for each closed term p, whenever the rules for a unary operator f and a binary operator satisfy the given constraints:
a −→ q and the bisimilarity between p and q can be justified using the relation ↓ f, ;
• if f (p) f (p) a −→ q for some q , then there is some p such that f (p) a −→ p and the bisimilarity between p and q can be justified using the relation ↓ f, .
Intuitively, condition 1 in the definition below ensures that the former property holds by requiring that each rule for f can be used to derive suitable matching transitions from terms of the form f (p) f (p). On the other hand, conditions 2 and 3 guarantee that the latter property holds by requiring that any applicable combination of rules for f and can be 'simulated' by a rule for f . Definition 3.6 (Rule format for idempotent terms). Let T = (Σ, L, D) be a TSS in the GSOS format. Let f and be, respectively, a unary and a binary operator in Σ. We say that the rules for f and in T are in the rule format for idempotent terms if either the rules for are in the rule format for idempotence from [3] or the following conditions are met:
there is some -defining rule
2. Each -defining rule has the form
where i ∈ {1, 2}, J and K are index sets, and vars(u) ⊆ {x 1 , x 2 , y i }. 3. Let r be an -defining rule of the form (4) such that D(f, a j ) = ∅, for each j ∈ J, and
Remark 3.7. The above definition refers to the rule format for idempotent binary operators from [3] . The reader might wonder what that rule format looks like, and how close it is to the rule formats studied here. For the sake of completeness, we therefore recall the constraints of the rule format for idempotence from [3] , phrased in the context of the GSOS format. We define the following two rule forms, where Φ is an arbitrary, possibly empty, set of (positive or negative) premises. 1 a . Choice rules. A choice rule is a rule of the following form.
2 a . Communication rules. A communication rule is a rule of the following form.
In the starred version of each rule form, 1 * a and 2 * a , the set Φ is required to be empty.
A TSS is in idempotence format with respect to a binary operator f , in the sense of [3] , if each f -defining rule is of the forms 1 a or 2 a , for some a ∈ L, and for each label a ∈ L there exists at least one rule of the forms 1 * a or 2 * a . For example, the rules for the classic non-deterministic choice operator '+', given in Example 2.3, are of the form 1 * a and are therefore in the idempotence format from [3] . The proof of this result may be found in Appendix A.
Example 3.9 (Replication and parallel composition). The parallel composition operator and the unary replication operator, whose rules we presented in (3), are in the rule format for idempotent terms. Indeed, we essentially carried out the verification of the conditions in Definition 3.6 when motivating the constraints of the rule format and the relation . Therefore, Theorem 3.8 yields the soundness, modulo bisimilarity, of the well-known equation
Example 3.10 (Kleene star and sequential composition). In this example, we assume that the set of action labels L contains a distinguished action , which is used to signal the successful termination of a process.
Consider the unary Kleene star operator ' * ' [28] and the binary sequential composition operator '·' given by the rules
where δ is a constant. These rules satisfy the requirements of the rule format for idempotent terms. Indeed, to verify condition 1 in Definition 3.6, observe that
• the first rule for the Kleene star operator can be 'matched' by the instance of the second rule schema for · with a = , and
• the second rule for the Kleene star operator can be 'matched' by the equallylabelled instance of the second rule schema for ·.
Condition 2 is easily seen to hold. To check condition 3, we examine all pairs of equally-labelled rules for · and the Kleene star operator. By way of example, let us look at the pair consisting of the rules
The second step in the above argument is justified since the associativity rule format from [21, Definition 10] applies to ·. Therefore, Theorem 3.8 yields the soundness, modulo bisimilarity, of the well-known equation
Example 3.11 (Perpetual loop and sequential composition). As a variation on the above example, consider the unary perpetual loop operator ' ω ' from [24] , given by the rules
and the binary sequential composition operator '·', given by the rules in Example 3.10. These rules satisfy the requirements of the rule format for idempotent terms. The conditions in Definition 3.6 can be checked along the lines of Example 3.10. Note that, since there is no -emitting rule for the perpetual loop operator, the premises of rules of the form
cannot be all met when x is instantiated with x ω and therefore condition 3 in Definition 3.6 holds vacuously for those rules. Thus, Theorem 3.8 yields the soundness, modulo bisimilarity, of the well-known equation
A rule format for idempotent unary operators
Definition 4.1 (Idempotent unary operator). Let Σ be a signature. Let f be a unary operator in Σ. We say that f (x) is idempotent with respect to an equivalence relation ∼ over T(Σ) if the following equation holds:
Example 4.2 (Delay operator). The rules for the unary delay operator δ from SCCS [26, 30] are as follows, where 1 is a distinguished action symbol in L that is used to denote a delay of one time unit:
It is well known that δ is idempotent modulo bisimilarity.
Example 4.3 (Prefix iteration).
The delay operator we presented in Example 4.2 is a special case of the unary prefix iteration operator a * from [23] . The rules for this operator are as follows:
It is well known that a * is idempotent modulo bisimilarity.
Example 4.4 (Hiding operator).
Assume that τ is a distinguished action in L that is used to label internal transitions of a system. For each I ⊆ L \ {τ }, the rules for the unary hiding operator τ I familiar from ACP [17] and CSP [27] are as follows:
It is well known that τ I is idempotent modulo bisimilarity.
In what follows, we shall present some syntactic requirements on the SOS rules defining a unary operator f that guarantee the validity of equation (5). The rule format for idempotent unary operators will rely on the one for idempotent terms given in Definition 3.6.
In order to motivate the use of the rule format for idempotent terms in the definition of the one for idempotent unary operators, consider the replication operator whose rules were introduced in (3). As is well known, the equation
holds modulo bisimilarity. The validity of this equation can be 'justified' using the transition rules for '!' as follows. Consider the rule for replication for some action a, namely
The effect of this rule can be mimicked by the term !(!x) by using the same rule twice. When we do so, the appropriate instantiation of the target of the conclusion of the rule for '!' is the term
Note that the target of the conclusion of the rule for replication, namely x ||!x, and the above term can be proved equal using associativity of ||, the version of axiom (2) for replication and parallel composition, and the version of axiom (5) for replication, as follows:
As mentioned in Example 3.9, the validity of the version of axiom (2) for replication and parallel composition is guaranteed by Theorem 3.8. On the other hand, the soundness of the use of equation (5) can be justified using coinduction [37] .
As we did in the definition of the rule format for idempotent terms presented in Definition 3.6, in stating the requirements of the rule format for idempotent unary operators, we shall employ a syntactically defined equivalence relation over terms that is sufficient to handle the examples from the literature we have met so far. 1. The relation ↔ is the least equivalence relation over T(Σ) that satisfies the following clauses:
• f (t) ↔ f (t) f (t), if the rules for f and in T are in the rule format for idempotent terms from Definition 3.6,
, if f is a binary operator in Σ and the commutativity rule format from [32] applies to f ,
2. Let f be a unary operator in Σ. We write t ⇓ f u if, and only if, there are some t and u such that t ↔ t , u ↔ u , and t = u can be proved by possibly using one application of an instantiation of axiom (5) Indeed, x ||!x ↔ (x ||!x) ||!x, using the relevant instance of axiom (2) and associativity of ||, and (x ||!x) ||!x = (x ||!x) ||!(!x) can be proved using one application of the relevant instance of axiom (5) Lemma 4.7. Let T = (Σ, L, D) be a TSS in the GSOS format, and let t, t ∈ T(Σ). If t ↔ t then 1. t ↔ t , 2. vars(t) = vars(t ) and 3. σ(t) ↔ σ(t ), for each substitution σ.
Proof The lemma can be shown along the lines of the proof of Lemma 3.5, using Theorem 3.8 to justify the soundness modulo bisimilarity of applications of the clause f (t) ↔ f (t) f (t), when the rules for f and in T are in the rule format for idempotent terms from Definition 3.6.
As indicated by the SOS rules for the hiding operator presented in Example 4.4, a rule format for idempotent unary operators that can deal with that operator should allow for some 'renaming' of transition labels in rules. Indeed, the operator τ I relabels a actions of its argument term into τ for each a ∈ I. However, the renamings h : L → L that should be allowed by a rule format for idempotent unary operators are, not surprisingly, limited to the idempotent ones-that is, to those satisfying h 2 = h. It is not hard to see that a renaming h : L → L is idempotent if, and only if, h(a) = a for each a contained in the range of h. Conditions 3 and 4 in the following definition formalize this observation and, in conjunction with the other requirements in that definition, guarantee that each transition from a closed term of the form f (p) can be 'matched' by a transition from f (f (p)), and vice versa. 
where either
In the latter case, we call (6) a renaming rule and say that b is renamed by rule (6). −→ x . 3. If some a-emitting and f -defining rule is a renaming rule, then there is an f -defining rule of the form
4. If b is renamed by some rule of the form (6) then each b-emitting and f -defining rule has the form
for some term t . 5. Consider a rule for f of the form (6) . Then one of the following conditions is met:
we have that
−→ x } with a = b and, for each b-emitting rule for f of the form (8),
Theorem 4.9. Let T = (Σ, L, D) be a TSS in the GSOS format. Let f be a unary operator in Σ. Assume that the rules for f in T are in the rule format for idempotent unary operators. Then equation (5) holds over T modulo bisimilarity.
The proof of this result may be found in Appendix B. 
The rules for f satisfy all the conditions in Definition 4.8 apart from the requirement in condition 1b that all rules have positive premises when they have negative ones.
It is not hard to see that f (b.0 + c.0) has no outgoing transitions. On the other hand, using the a-emitting rule for f , we have that
Remark 4.11. Condition 2 in Definition 4.8 is necessary for the validity of Theorem 4.9. To see this, consider the unary operator f with rules
The rules for f satisfy all the conditions in Definition 4.8 apart from the requirement in condition 2. Observe that f (a.0) a −→ 0. On the other hand, f (f (a.0)) a . Therefore, f (a.0) f (f (a.0)), and the equation f (x) ↔ f (f (x)) does not hold.
Examples
We now present some examples of applications of the rule format given in Definition 4.8.
Example 4.12 (Delay operator).
Consider the delay operator δ introduced in Example 4.2. Each rule for δ is of the form (6), meeting condition 1 in Definition 4.8. To see that condition 5 is also met, observe that
, and
Therefore, Theorem 4.9 yields the soundness, modulo bisimilarity, of the wellknown equation
The prefix iteration operator discussed in Example 4.3 is handled in similar fashion.
Example 4.13 (Encapsulation).
Consider the classic unary encapsulation operators ∂ H from ACP [12] , where H ⊆ L, with rules
It is a simple matter to check that the above rules meet all the conditions in Definition 4.8. In particular,
Example 4.14 (Priority). Assume that < is an irreflexive partial ordering over L. The priority operator θ from [14] has rules
It is not hard to see that the rules for θ satisfy the conditions in Definition 4.8.
In particular, for each a ∈ L, the only a-emitting rule for θ has a positive premise of the form x a −→ x . Hence, condition 1b in Definition 4.8 is met. Therefore, Theorem 4.9 yields the soundness, modulo bisimilarity, of the well-known equation
Example 4.15 (Replication). Consider the replication operator '!' whose rules were given in (3). We claim that the rules for '!' satisfy the conditions in Definition 4.8. Indeed, the rules for '!' are of the form (6) and, as we observed earlier in Example 4.6,
Therefore, Theorem 4.9 yields the soundness, modulo bisimilarity, of the wellknown equation * ' whose rules were given in Example 3.10. We claim that the rules for '
* ' satisfy the conditions in Definition 4.8. Indeed, observe, first of all, that the rules for ' * ' are of the form (6) . Moreover,
The proof of the latter claim uses that the rules for ' * ' and '·' satisfy the requirements of the rule format for idempotent terms. Therefore, Theorem 4.9 yields the soundness, modulo bisimilarity, of the well-known equation
The perpetual loop operator discussed in Example 3.11 is handled in similar fashion.
Example 4.17 (Hiding). Consider the hiding operator τ I , whose rules we presented in Example 4.4. It is not hard to see that the rules for this operator satisfy the requirements in Definition 4.8. Indeed, since τ ∈ I, we have the rule
, meeting condition 3. Condition 4 is vacuously true and the others can be checked along the lines we followed in the previous examples. Therefore, Theorem 4.9 yields the soundness, modulo bisimilarity, of the well-known equation Consider the unary operation ρ h familiar from ACP [13] and CCS [31] with rules
It is not hard to see that the rules for this operator satisfy the requirements in Definition 4.8. For example, condition 3 is met because if a is the label of the conclusion of some renaming rule, then h(a) = a because h is an idempotent renaming. Condition 4 is vacuously true. Indeed, if a = h(a), then a is not contained in the range of h, because h is an idempotent renaming, and therefore there are no a-emitting rules. The other conditions in Definition 4.8 can be checked along the lines we followed in the previous examples.
Therefore, Theorem 4.9 yields the soundness, modulo bisimilarity, of the equation
The proviso that h be an idempotent renaming is necessary for the validity of the above equation. For instance, assume that a, b, c are pairwise different, h(a) = b and h(b) = c. Then ρ h (a.0) and ρ h (ρ h (a.0)) are not bisimilar.
Conclusions
In this study, we have presented an SOS rule format that guarantees that a unary operator is idempotent modulo bisimilarity. In order to achieve a sufficient degree of generality, that rule format relies on a companion one ensuring that certain terms are idempotent with respect to some binary operator. In addition, both rule formats make use of existing formats for other algebraic properties such as associativity [21] , commutativity [32] and idempotence for binary operators [3] . In this paper, we have restricted ourselves to TSSs in GSOS format [18, 19] for the sake of simplicity. The rule formats we offered in this study can be extended to arbitrary TSSs in standard fashion, provided one gives the semantics of such TSSs in terms of three-valued stable models.
The auxiliary rule format ensuring that certain terms are idempotent with respect to some binary operator may be seen as a refinement of the one from [3] . That paper offered a rule format guaranteeing that certain binary operators are idempotent. We recall that a binary operator is idempotent if the equation x x = x holds. Of course, if a binary operation is idempotent, then any term is an idempotent for it. However, the sequential composition operator '·' is not idempotent, but the term x * is an idempotent for it. Similarly, the parallel composition operator '||' is not idempotent, but the term !x is an idempotent for ||. Since the laws x * · x * = x * and !x ||!x =!x play an important role in establishing, via syntactic means, that the unary Kleene star and replication operators are idempotent, we needed to develop a novel rule format for idempotent terms in order to obtain a powerful rule format for idempotent unary operations.
We have recently developed Meta SOS [8] , a software framework for SOS meta-theory based on Maude [20] . It would be interesting to add a new component to Meta SOS to check automatically whether the operational specifications of operators comply to the rule formats we have presented in this paper. This would free language designers from the error-prone and tedious task of carrying out this check by hand.
In some works on the π-calculus, the unary replication operator '!' is specified using the following rules, in lieu of those in (3) on page 6:
where a ranges over the set of action labels L. The above rules are not in the GSOS format and their use has several drawbacks when compared with the rules in (3) . (See [38, pages 42-43] for a discussion of the relative merits of the two operational specifications of the replication operator.) The extension of the rule formats proposed in this paper to handle rules of the above form is a challenging topic for future work.
A further avenue for future work is the development of a more powerful version of the rule format for idempotent terms given in Definition 3.6 that can handle replication and parallel composition with synchronization.
To our mind, idempotence of unary operators is the last 'typical' algebraic law for which it is worth developing a specialized rule format. An interesting, long-term research goal is to develop a general approach for synthesizing rule formats for algebraic properties from the algebraic law itself and some assumption on the format of the rules used to give the semantics for the language constructs in the style of SOS. We believe that this is a hard research problem. Indeed, the development of the formats for algebraic properties surveyed in [11] has so far relied on ad-hoc ingenuity and it is hard to discern some common principles that could guide the algorithmic synthesis of such formats.
•
u , and
• either t ≡ u , or without loss of generality t = C[f (t )] and u = C[f (t ) f (t )], for some context C[ ] and term t .
By Lemma 3.5 and the definition of R,
Moreover, it is easy to see
Therefore, by the definition of R, we conclude that
which was to be shown.
Then, by condition 2 in Definition 3.6, there are a rule
and a closed substitution σ such that σ satisfies the premises of the rule, σ(x 1 ) = σ(x 2 ) = f (p 1 ) and σ(u) = p . By condition 2 in Definition 3.6, we have that 1. i ∈ {1, 2}, and 2. vars(u) ⊆ {x 1 , x 2 , y i }.
Suppose, without loss of generality, that i = 1. Then
for f and a closed substitution σ such that σ satisfies H, σ (x) = p 1 and σ (t) = σ(y 1 ). We claim that σ (t) = σ(y 1 ) R σ(u) = p .
To see this, observe that, by condition 3 in Definition 3.6,
Therefore, we have that there are some t and u such that
Therefore, by the definition of R, we conclude that σ(y 1 ) = σ (t) R σ(u) = p , which was to be shown. Since R is symmetric, we are done.
Appendix B. Proof of Theorem 4.9
Let R be the least reflexive relation over C(Σ) such that
• f (p) R f (f (p)) and f (f (p)) R f (p), for each p ∈ C(Σ),
• if p ↔ p , p R q and q ↔ q, then p R q, and
• if g ∈ Σ is an n-ary operator and p i R q i for each i ∈ {1, . . . , n}, then g(p 1 , . . . , p n ) R g(q 1 , . . . , q n ).
In order to prove the theorem, it suffices to show that R is a bisimulation. To this end, note, first of all, that the relation R defined above is symmetric. Assume now that p R q and p a −→ p for some p . Our aim is to prove that there is some q such that q a −→ q and p R q . This we show by an induction on the definition of R. Below we limit ourselves to detailing the proof for the cases when, for some p 1 ∈ C(Σ),
• p = f (p 1 ) and q = f (f (p 1 )), and follows that f (p 1 ) bj , as claimed. Therefore, the above rule yields
As t ⇓ f t[x → f (x), x → t], we have that there are some t and u such that
• t[x → f (x), x → t] ↔ u , and
• either t ≡ u , or t = C[f (t )] and u = C[f (f (t ))], for some context C[ ] and term t .
By Lemma 4.7 and the definition of R,
It is easy to see that
Therefore, again by the definition of R, we conclude that
which was to be shown. Assume now that J = ∅ and H = {x b −→ x } for some b = a. Recall that the closed substitution σ satisfies σ(x) = p 1 and σ(t) = p . By condition 3 in Definition 4.8, there is an f -defining rule of the form • σ (x) = p 1 ,
• σ (t ) = σ(x ) and
By instantiating rule r with the closed substitution σ , we infer that
Now, by condition 5c in Definition 4.8, we have that
Therefore, reasoning as above,
Since R is symmetric, we are done.
