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The Newtonian graph of all polynomials of degree 4 and all polynomials 
(x “+I - 1)/(x - 1) for n 5 24 is determined. 8 IWI Academic PWS, I~C. 
Suppose we are given a complex degree of n polynomial P(z) that has 
no multiple roots and all of whose critical points are simple. We define the 
Newtonian graph N of P(z), as in Shub (1988), as having the critical points 
and roots of P(z) as vertices, and whose edges are formed by following the 
solution curves of dzldt = -p(z)/p’(z) from the critical points to the roots. 
Note that 
(a) The image of the Newtonian graph under P(z) is the set of line 
segments connecting the critical values to the origin. 
(b) Since P(z) = k + O(z2) near each critical point, there are two 
edges leading out of each critical point. 
We will also assume that there is no place where one critical point is 
connected to another (called a saddle connection). Such connections can 
only occur when two critical values and the origin are collinear (see Fig. 
1). Therefore, each critical point is connected to two roots, and the criti- 
cal points can be thought of as edges connecting the roots. 
In this section, we will examine how the Newtonian graph of P(z) is 
altered when the constant term of P is changed, and we will determine the 
Newtonian graph for all polynomials of degree 4. 
* This work was done while a summer student at the IBM T. J. Watson Research Center. 
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FIGURE 1 
NEWTONIAN GRAPH: TRANSPOSITIONS 
Suppose that roots rl , r2 are connected to cl, and rl is not connected to 
c2 in N (see Fig. 2). For points A, B in the image space, let us define 
[(A: B) as a path that follows the line segment from A to within E of B, 
traverses a circle clockwise at radius E around B, then returns along a line 
segment to A (here E is a sufJiciently small positive number). (See Fig. 3). 
If we invert P(x) locally along the path e(O: P(Q)), starting from t-1, then 
the line segments invert to the section of the Newtonian graph from rl to 
the vicinity of cl, and the circle inverts to a half-circle because P is 
quadratic near cl, and the returning line segment returns to r2, (See Fig. 
4.) However, if we invert along [(O: P(c2)) from rl, then the first line 
segment will lead near to a point in P-‘(P(c2)), that is distinct from ~2, and 
the end result will be to return to ri. 
Thus, if two roots are connected by a critical point ci, then inverting 
along e(O: P(q)) transposes those two roots and fixes all others. Let us 
call this transposition T(P(cJ). 
Then the Newtonian graph is isomorphic to the graph that is formed by 
connecting two roots iff T(P(ci)) transposes them for some ci. Let us call 
this set of transpositions T(P(x)). Because their graph is a tree (as proved 
elsewhere) (Shub, 1988), Theorem I follows by induction. 
THEOREM 1. The result of inverting, from the origin, along a simple 
closed path that surrounds the images of all the critical points, is a cyclic 
permutation of all of the roots. 
FIGURE 2 
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FIGURE 3 
COROLLARY. T(P(z)) generates the entire symmetric group on the 
roots (because an n-cycle and a transposition generates the group). 
The determination of the Newtonian graph by a set of transpositions 
makes it much easier to determine the effect of changing the constant 
term of P(x). 
Let A and B be two complex numbers such that P(x) - A, P(x) - B 
have nondegenerate Newtonian graphs. Suppose that we know 
T(P(x) - A). The result of inverting P along a given path from A to B 
which does not pass through a critical value is a bijection from the roots of 
P(x) - A to the roots of P(x) - B. Call this bijection s. 
Clearly, the transpositions s-l 0 T(P(x) - B) 0 s have the same tree as 
T(P(x) - B). The former, however, operates on the roots of P(x) - A and 
can be constructed from T(P(x) - A) as follows (see Fig. 5). 
As Fig. 5 indicates, s-‘e(B, P(c,))s is homotopic to 
[(A: P(Q)) 0 l(A: P(ckmI)) 0 . . . [(A: P(4) 
0 [(A: P(c,)) 0 [-‘(A: P(Q)) 0 . . . 0 [-‘(A: P(Q)), 
where cl, c2, . . . , ck are the critical points whose images lie in the 
region bounded by (AP(c,), P(c,)B, and s.(In the diagram, s is a straight 
line, but it could just as well be any path between A and B, as long as it 
does not pass through the images of any critical points. The critical points 
Cl, c2 . . . ck are numbered so the P(q), P(Q) . . . P(ck) appear in 
clockwise order when viewed from A. 
In Fig. 5, the triangle A.B.P(cJ is given a counterclockwise orientation, 
but the mirror image diagram would work fine, as long as the critical 
FIGURE 4 
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FIG. 5. The path of the unmarked arrows is homotopic in @-{critical values of p} to the 
path along the arrows marked with a “I” followed by those marked with a “2.” 
points in the interior of the triangle are then labeled in counterclockwise 
order, instead of clockwise as described previously. 
EXAMPLE. Suppose P(X) is of degree 4, and A lies in the triangle 
formed by the images of three critical points of P(x), as in Fig. 6. (Note 
that the dotted lines in Fig. 6, and also in Figs. 9 and 10, denote the 
exterior angles of the triangle with vertices P(Q), P(Q), P(Q).) 
Suppose that the Newtonian graph of P(x) - A is linear as shown in 
Fig. 7. 
Then, using the method of calculation described above, we can deter- 
mine that the graph of P(x) - B is as shown in Fig. 8 because W’(Q)) is 
conjugated by T(P(c2)). 
Given the critical points of a fourth degree polynomial, cl, c2, ~3, it can 
be written in the form 
P(Z) = I(2 - c&Z - c&z - q) + c. 
Let p(Z) = P(Z) - (P(q) + P(Q) + P(c$)/3. Then the origin of the image 
plane of p is in the interior of A~(c,)P(c&c& and P(z) = P(z) - K. 
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Now, for any P, if we know the Newtonian graph of p, we can deduce 
that of P by the method shown in Fig. 5. There are only two trees with 4 
vertices: 
linear and star-like 
A 
For the two possibilities of the graph of li, Figs. 9 and 10 show the 
possible graphs of P. The graph in each region is the graph of P = P - K 
for K in that region. (Note that the figures are meant only to show which 
edges (i.e., critical points) have a vertex in common, and thereby the 
isometry class of the Newtonian graph. They do not give any other, more 
geometric information about the Newtonian graph.) 
Case 1. The graph p is linear (see Fig. 9). 
Case 2. The graph of ij is star-like (see Fig. 10). 
The rest of this section is devoted to determining which of the two trees 
a given P will have. Recall that a saddle connection occurs only if the 
*Cl _ CP _ % 
r1 12 r3 r4 
FIGURE 7 
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FIGURE 8 
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images of two critical points are collinear with the origin. Note that, as 
(c,, c2, q) moves along some path in C3, the basic shape of the Newtonian 
graph of p(Z) remains constant, unless there is a saddle connection, 
which occurs only when P(c,), P(c2), P(c3) are collinear. 
The Newtonian graph is preserved under affine similarity. That is for A 
affine, the Newtonian graph of P 0 A is mapped by A to the Newtonian 
graph of P. Therefore, we can transform cl to 0 and c2 to 1. We now 
determine when P(q), P(Q), and P(c3) are collinear, i.e., when 
B(c3) - P(0) 
B(1) - B(0) 
is real. 
Now 
P(Z) = /Z(Z - l)(Z - c3) 
= 
I 
23 - (c, + l)Z2 + c3z 
24 c3 + 1 =-- - 
4 ( 1 3 
z3 + ?z2. 
so we have 
Tc:-0 
= r, 
+: 
where r is real, and (1) can be rewritten as 
c; c: c3 r -- -- 
12+ 6 6”+iz= 0, 
or 
(1) 
(2) 
c: - 2~; + 2rc3 - r = 0. (3) 
As r moves along the real axis, the four roots of (3) trace out the pattern 
for c3 shown in Fig. 11. The figure was obtained by computer. It is sym- 
metric under c3 + 1 - c3, c3 + C3, and c3 += 1/c3. (The last symmetry is 
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FIG. 11. The complex domain for c3. 
most easily seen by rearranging (3) to be r = (c: - 24/(1/c: - 2/c3).) The 
Newtonian graph for p(z) which depends on c3 is constant over each of 
the labeled regions, and it is easy to check’ that it is linear in the L- 
regions, and star-like in the S-regions. Moreover, the cyclic order of 
P(cr), P(Q), and P(Q) (either clockwise or counterclockwise around their 
centroid) is constant over each of the regions, and the cyclic order of cl, 
~2, c3 changes only when c3 crosses the real axis. We are still assuming 
CI = 0, c2 = 1. It is then easy to check2 by checking a case within each of 
the labeled regions that the following holds: 
THEOREM 2. If the critical points cl, ~2, c3 of a fourth degree polyno- 
mial P(Z) are not collinear and we label them in clockwise order then p(z) 
has a star-like, linear, or saddle connected Newtonian graph if and only if 
P(q), P(c2), P(c3) are respectively counterclockwise, clockwise, or collin- 
ear. If the critical points are collinear, then the graph is linear. 
Note 1. Let P(z) = x(x3 - 1). Then P has threefold symmetry, and its 
Newtonian graph does, and is therefore star-like. The image of P also has 
threefold symmetry, so the origin must be at the centroid of the critical 
values (i.e., P = P in this case), and since the critical points also form an 
equilateral triangle, when P is resealed so that cl = 0, c2 = 1, then c3 = 
(1 + i@)/2, which would place c3 in the S-region in this case, so that 
region has star-like P. By symmetry, the other S-region does also. On the 
other hand, if c3 # 0, 1 lies on the real axis, then all the roots of p do, and 
there is a critical point between each pair of consecutive roots, and the 
Newtonian flow is real, so the Newtonian graph must be linear. Therefore 
I See Note I. 
* See Note 2. 
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all P with c3 in the L-regions, which have a border on the non-O, 1 real 
axis, must, by continuity, have a linear Newtonian graph. 
Note 2. The orientation of P(q), P(cz), P(c3) changes exactly when c3 
crosses one of the curves in Fig. 11. However, the orientation of cl, ~2, c3 
changes when c3 crosses the real axis, and in that case, we have to relabel 
the points in order to preserve a clockwise ordering of cl, CZ, ~3. There- 
fore, the orientation of the (possibly relabeled) P(c,), P(cz), P(c3) changes 
only when c3 crosses one of the nonreal curves, which are exactly the 
boundaries between the L- and the S-regions. 
The Polynomials (z”+’ - l)/(z - 1) 
Let q,,(x) = (z”+! - l)/(z - 1). In order to study these polynomials Q,,, 
we will spend most of the balance of the paper on the polynomials P, = 
Q,, - 1. Recall that, from the previous section, we can compute how the 
Newton’s graph is changed by a change in the polynomial’s constant 
term. We have P,(x) = x” + xflV1 + . . . x2 + x. 
Call the critical points of P cl, c2, . . . , c,-~, in counterclockwise 
order from the positive real axis. Then we will prove the following theo- 
rem: 
THEOREM 3. (i) Zfi > j, then arg P(ci) > arg P(cj) (where 0 < arg z < 
2T). 
(ii) In the Newtonian graph of P(x), every crticial point is con- 
nected to the root at 0. 
In order to prove (ii), we will prove (i) for a more general class of 
functions, where n can be any real number, rather than just any positive 
integer. 
Note 3. We will define zU, for u E R+, z E 8 = C - (R+ U (0)) as 
e”(in+log(-z)). Then, with this definition, note that 
1. zUz = z”+l, and 
2. arg(z”) = u arg z + 2Irj, for j E E. (Here arg z is the angle 
between z and the positive real axis with 0 5 arg z < 2n.) 
3. zU corresponds to the standard definition when u E Z 
4. zU is defined and analytic in z on the domain 5% 
5. (dldz)z” = uz”-‘. 
6. Now define f=(z) = (zU+’ - l)/(z - 1) - 1 on 8. Then 
flxz) = (u + l)zYz - 1) - (zu+’ - 1) (z - l)* 
= (u + l)z”(kz - 1) + 1) U 
(z - 1)2 where k = - u+ 1’ 
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Note f:(z) = 0 iff z # 1, and both 
7. (U + I)~z(~~~z, - 1) = 1 and 
8. u arg z + arg(kz - 1) = 7~ + 2mrr, for some m E z. 
LEMMA 1. Let h,(z) = Jkz(+kz - 11 = (k”l(u + l))(U + l)jzJ”Jkz - II. 
Then for 2~ - rlu > arg o > r/u, and Iw( = 1, h,(u) is an increasing 
function of the positive real variable x. 
We will prove the lemma first for arg w 5 rr, from which the lemma 
follows also for 5, and thus for the whole range of arg w. 
Proof. If we define f(x) = xUlwx - 11, where x is a positive real, we 
need only show that f(x) is increasing in x to prove the lemma. Now, by 
the law of cosines, with 13 = arg o, 
Jwx - II = VI + x2 - 2x cos 8, 
(4) 
= V(c - x)2 + 9, 
where c = cos 8. s = sin 8. Therefore 
(f(x))2 = x2U((c - x)2 + s2), (5) 
so 
2 (f(x))2 = 2ux2u-’ ((c - x)2 + s2) - 2X2”(C - x). (6) 
The above is positive for x > 0 iff 
g(x) = u((c - x)2 + s2) - x(c - x) is positive. (7) 
Expanding, we find 
g(x) = (u + 1)x2 - (2U + 1)cx + U(S2 + c2). 
The discriminant, A, of g(x) is then 
A = (2~ + 1)2c2 - 4u(u + l)(s2 + c2) 
= c2 - 4u(u + 1)&G. 
If Re(w) I 0, so 7~12 < 8 < 3~12, then c < 0, so g(x) > 0 when x > 0. 
Otherwise, since we assumed that 27r - n/u > arg w = 0 > r/u, 
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ltan 8) > min(6, 2~ - 0) > 7r/u > l/u 
s*/c* > 1/4(U + l)(u + 2), 
(9) 
(10) 
so A < 0, so g(x) > 0, so f(x) is increasing, and the lemma is proved. 
Now note that for given 8, OL > 0, and 8 + (Y < IT, there is a unique z 
such that arg z = 8, and arg(kz - 1) = 7r - CL It is l/k times the intersec- 
tion of the rays z = teie, and z - 1 = tei(r-a). (Here t is a positive real 
parameter.) Call this point Z(r3, a). Then the following holds: 
LEMMA 2. Zf 
(Li) T > p z e1 > e2 > 0, and 
u-2) lzw2, p - e2)l < 1, then 
63) w(el, P - ed < mv2, p - e2)). 
Proof of Lemma 2. 
Now 
wm P - e)) = Ikz(e, p - eWw4 p - 0) - 11 
( 
sin e 
sin 7~ - p I( 
sin p - 8 
sin 7r - j3 1 
u 
(sin B)(sin p - ep. 
So (dide)h(z(e, p - e)) is a positive multiple of 
cos e(sin(p - e))u - u(sin @(sin p - ey-1 cos(p - e) 
= sin(7r - P)(sin j3 - e)u-1 (COS 8 :i: ,P 1 i - u sin 8 zrf 1 p”) 
= sin(7r - P)(sin p - ep-1 
x (Re(kZ(e, p - 0)) - ~(1 - Re(kZ(e, p - e))). (19) 
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The above is negative provided 
Re(kZ(B, /3 - 0)) < & = k, (20) 
which certainly holds whenever 
J-m4 p - e)l < 1. 
Now if (dld@h(Z(O, p - 6)) < 0, then 
(21) 
f Iz(e, p - e)( = -j$ ((h(z(e, p - e))) ,kp; P_ BIB)’ ,,)“‘“‘” < 0, 7 
because 
WV-4 P - wl 
(we, P - 8) - 11 
= SW - 6) 
sin 8 
is decreasing in 8. 
Therefore (21) implies both 
-$ hem P - e)) < 0, 
and 
-$ j(z(e, p - ml < 0, 
cm 
so h(Z(f3, p - 0) is decreasing on (&, p) which proves Lemma 2. 
We will now prove the following lemma. 
LEMMA 3. When u = n, 
(i) f,(z) = P,(z) 011 %. 
(ii) For all j, the critical point cj of P,, is the unique solution to 
conditions 7 and 8 of Note 3 for m = j. 
Proof. (i) is easily checked. 
To prove (ii), consider first the case that j % n/2. Then Cj satisfies 
conditions 7 and 8 in Note 3 for some value of m. 
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Shub (private communication) showed by an index argument that 
2T 
5 (j + 1) > arg Cj > - . n+ lj, (24) 
SO 
2r(j + 1) > n -& (j + 1) > n arg Cj > -$ nj 
= 2vj - +f$ > 2?rj - T, 
and 
77 2 arg(kCj - 1) 2 0, 
whence 
2r( j + 1) + V > 12 arg Cj + arg(kCj - 1) > 29rj - 7r, 
and, by condition 8, 
It arg Cj + arg(kCj - 1) = 2rm + 7T, 
SO 
2r( j + 1) + or > 2rrm + T > 2rj - r (25) 
and therefore 
m = j. (26) 
Now note that z, is a solution to conditions 7 and 8 iff Zis a solution to 
these conditions, with m replaced by u - m. Therefore, (10) also holds for 
j 2 n/2, because 6 = c”-j. We have thus found all of the critical points, 
and therefore all the solutions to conditions 7 and 8 (except for when 
z = 1, m = 0.) Therefore, cj must be the unique solution to 7 and 8, with 
m = j. 
Now let g(u, z) = uzU+l - (u + l)zU + 1 = (z - 1)2f:(z). Then the 
critical points of fU are among the solutions of g(u, z) = 0. Note that if 
g&o, zo) = 0, (27) 
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and if z is defined to be a function of u defined by the equations 
and 
then 
Note that 
ag 
dz -5 -= 
du ag 
az 
z(uo) = zo, 
g(u, z) = 0 for all such z. 
ag - = u(u + l)z”-‘(z - I), 
az 
s0aglaz f Oon8. 
LEMMA 4. Zfg(u, z) = 0, then 
Proof. If uz U+ * - (U + l)zU + 1 = 0, then 
zu+l - 1 zu+l + uzu+I - (u + l)z* + 1 - 1 
= 
z-1 z-1 
= zqz - l)(u + 1) 
z-1 
= zqu + 1) 
-(u + 1) 
= (kz - l)(u + 1) 
-1 =- 
kz- 1’ 
SO 
(28) 
(29) 
(30) 
h(z) -1 = -- 
kz _ 1 
1- -- -kz 
kz - 1’ 
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Let us follow differential equation (28), with initial condition ug = n, 
z. = cj , on the interval u E [n, n + 11. Then if we define m by 
u arg z(u) + arg(kz(u) - 1) = T + 2m?r, (31) 
then, by (30), m E 12, but also, m is a continuous function of u, so m is 
constant. For u E [n, n + 11, let c( j, u) be the solution to (28) with 
c( j, n) = cj. Then, since m is constant, c( j, n + 1) is the jth critical point 
ofP,+1, by Lemma 3. Also, 
arg c( j, u) = 7~ + 2mr - arg(kz - 1) , H 
U U 
since jl 1. 
Therefore, if arg c( j, u) = arg z for some z, j, u, then Lemma 1 applies; 
i.e., h,(c( j, u)) - h,(z) is positive, negative, or zero as Ic( j, u)( - (zl is. In 
particular, if z = c(k, u), so that h,(c( j, u)) = h,(z) = Pl(u + I), then c(k, 
u) = c(j, u), and then 7~ + 2kT = ?T f 2jn by (31), so j = k. 
We will now prove 
LEMMAS. ForlSi<jru- 1, 
arg fu(c(j, 4) > arg .f&(i, 4). (32) 
Note that this is a generalization of part (i) of Theorem 3. First note that 
arg c(j, n) > arg c(i, n). (33) 
Moreover, if arg c ( j, u) < arg c(i, u) for some u E [n, n + 11, then arg c( j, 
u) = arg c(i, u) for some u E [n, u], which is impossible as by Lemma 1, as 
noted previously to this lemma. Therefore 
arg c(j, 24) > arg c(i, u) for all u. (34) 
Moreover, 
c(j, 4 f 1, 
because then 0 = m = j in condition 8. Furthermore, if 
lc(j, 41 = 1, 
then 
(35) 
(36) 
(u + l)(c(j, u)l”)kc( j, u) - 11 > (u + l)(l - k) = 1, (37) 
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a violation of condition 7. Now, since all of the roots of P, are in the 
strictly convex region Jzl 5 1 and P has no double roots, (i.e., roots that 
coincide with critical points), then from the fact that all of the critical 
points of a polynomial must lie in the convex hull of the roots, we get 
Ic(j, 41 < 1, (38) 
and then by continuity and the impossibility of (36), 
Hj, u)( < 1. (39) 
Finally, if c(j, U) E R, then 
u arg c(j, u) + arg(kc(j, U) - 1) = rr or 7r + urr, (40) 
which is possible only when j = u/2. Therefore, 
Im(c( j, u)) has the same sign as u/2 - j, (41) 
since the above is true when u = n, n + 1, and j = u/2 is only possible 
then. Now, if Im(z) z 0, then Im(kz - 1) S 0, so Im((l/l - kz) - 1) S 0. 
Therefore, (32) holds when 1 d i zs u/2 5 j 5 n - 1. 
If 1 5 i < j < u/2, then let 8, = arg c(t, u), and CX, = r - (arg kc(t, u) - 
l), for t = i, j. Then Z(ej, aj) = c(j, U) and Z(Bi, ai) = c(i, u), SO that 
Z(8i, ai) and Z(ej, aj) both satisfy 
h,(z) = k”l(u + 1). (42) 
Moreover, by Lemma 2, using p = Bi + Lyi in (L3), Eq. (N), and (z(&, 
ai)/ = Ic(j, u)J < 1 from (38), 
h,(Z(ej, (Yi + 8i - 0,)) < h,(Z(&, ai)). 
Therefore, by (42), 
(43) 
h,(Z(ej, ai + 6 - 0,)) < hM.L U)), (44) 
so by Lemma 1, 
IZ(ej, ai + 8; - ej>l < px9j, aj)l = Ic(j, u)l < 1, (45) 
so by the “Hinge Theorem,” 
8; + CYi -  f3j < CYj. (46) 
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Now, by Lemma 4, arg h(z) = arg kz - arg(kz - 1), so by (46), since arg 
kz = arg z, 
arg fU(c(j, U)) = 6j + Cyj - V > f?i + (Yi - Tr = arg f@(c(j, U)). (47) 
Therefore (32) holds for 1 s i < j < u/2. 
Foru/2<i<j-‘n- 1, the argument of (43)-(47) holds, with c( j, U) 
and c(i, U) replaced by c(i, U) and c(j,, respectively, which completes 
the proof of Lemma 5. 
Now, we will show that if, for P,(z), and all 1 5 i i rt - 1, [(O: P(,cJ) 
transposes the root 0 with another root (call it ri), then the same is true for 
n + 1. Assume first that i s n/2 + 1. For u E [n, n + 11, we can determine 
which roots of fU are reached by following the Newtonian flow from 
fU(c(i, u)). (It is not hard to check that the theory of Newtonian flows also 
works for nonintegral u.) Because Lemma 5 guarantees that there are no 
saddle connections, the two roots connected to c(i, u) are continuous 
function of u, so c(i, U) is connected to zero because c(i, n) is. By symme- 
try over the real axis, for n - 1 2 i > n/2 + 1, c(i, n + 1) is connected to 
zero. This completes the proof of (ii). 
Now let Q(x) = x” + x”-’ + . . * + 1, so Qn (x) = Z’,(x) + 1. Label the 
critical values of en(x) in the same way that those of P,(X) are labeled. If 
the critical values of en(x) are such that the argument of Qn(ci) is an 
increasing function of i, then, from the work on transpositions, one can 
derive that the Newtonian graph of en(x) must be linear. 
Let s be a path from 0 to - 1 in the image plane of P that goes above all 
the critical values of P. Consider that for all n and 1 5 i % n - 1, the path 
se (- 1: P(ci))s-’ is deformable in @-{critical values of p} to 
e(O: P(Cl))+f(O: P(C*)) . . a ((0: P(Ci-1)) 
t(O: P(Ci))e-‘(0: P(Ci-1)) a f * t’(O: P(Cl)), 
so 
T(Q(ci)) = Z'(P(CI)) * . - T(P(Ci-1))T(P(Ci))T(P(Ci-l)) * * * T(P(Cl)), 
= (Or1)(0Q) . * e (Ori-l)(Ori)(Orj-1) a a e (Or,) 
= (Ti-I)Ti). 
For example, for n = 4, the path se(- 1, P(Q))s-* is deformable to 
eco: P(c,))e(o: p(cz))e-yi: P(c,)), 
so, under the isomorphism S, 
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wYc2)) = T(p(c,))~(p(c2))~(P(cl))-’ 
= @I)w2ml) 
= 0.1 r2) 
(see Fig. 12). 
In general, for all it, ri, for 1 < i < IZ - 1 of Q is connected to ri-l and 
ri+i , so the graph of Q is linear. 
One can check, by computer, that the argument of qn of ci is an increas- 
ing function of i for n I 22. At n = 23, (i.e., for Q,, = (x23 - 1)/(x - 1)) the 
first critical value has the second greatest argument, so the first critical 
point is connected to the first and third root rather than the first and 
second, as it is with linear trees. It has been noted that 23 is also the 
smallest prime for which the integers adjoin the roots of (xp - 1)/(x - 1) 
has ideal class number greater than 1 (i.e., is not a principal ideal domain), 
but the author has yet to find any connection between these two proper- 
ties of (xz3 - 1)/(x - 1). 
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