Introduction
The classical transportation problem involves sources C n m  cost matrix (see Table 1 for which the linear program (1.1) becomes inconsistent (i.e. the set of feasible solutions is empty).
In the paper (Han, 1980 ) the author showed that the problem (1.1) can be written as an inconsistent system of linear inequalities 
Step 2. Compute k   as the smallest minimizer of the function
Step 3. Set
The existence of the smaller minimizer for the convex function  from (1.7) was explained in Han (1980) and an algorithmic procedure to find it was given in Popa et al. (2013) . The following result was proved in Han (1980) .
x  be the sequence generated by the algorithm H.
-Either it exists an integer
-The algorithm H produces from any starting
in a finite number of iterations (in exact arithmetics).
For the approximate computation of the minimal norm solution from Step 1 (1.6), we proposed in Carp et al. (2015) the Kaczmarz Extended (KE) algorithm from Popa (1998 The replacement of the original Han's pseudoinverse solver (1.6) with the iterative approximation given by the projection-based KE algorithm from Popa (1998) has already been analyzed in Carp et al. (2015) . But, the KE algorithm is not always oriented to the sparsity structure of the system matrix A from (1.3), which may slow down the convergence speed. In the present paper we propose the replacement of the iterative solver KE from Step 1 of the algorithm HKE with a sparsity oriented method, algorithm DWE from Popa (2010) . For this, we firstly introduce in Step 1 a more general projection-type method (denoted by ALG). In section 2 we prove a result as in Theorem 2 above for the Han-type algorithm obtained, whereas in section 3 we present some numerical experiments and comparisons on some inconsistent transport model problems, involving as iterative solvers the algorithms HKE and HDWE. i.e the second inequality in (2.14). Popa, 2012) . The advantage of this consists in the case the system matrix B is sparse more efficient algorithms as DW Extended from Popa (2010) can be used (see also our Numerical Experiments section).
Algorithm Han with a general projectionbased minimal norm solution approximant

Theorem 3 The conclusions of
Numerical experiments
We will consider in our numerical experiments an unbalanced and inconsistent transport problem P described by (1.1) and The problem P has the restrictions (1.1: (*) (**))  corresponding to the relations (3.2).
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x y u   and A and b are constructed as in (13) from Carp et al. (2010) . Results for problem P are presented in Table 3 ; HKE is HGPC algorithm with KE solver in Step 1, whereas HDWE has as iterative solver in Step 1 the DWE algorithm from Popa (2010). We notice that DWE, being sparsity pattern oriented, is more efficient (see Popa, 2010 , and numerical experiments therein); moreover, it is a fully parallelizable method. Tables 4 and 5 indicate the solutions obtained for the inconsistent transportation problem P. We observe that HKE or HDWE algorithm solution is more reliable (for a practical view point).
Conclusions
In the present paper we considered some iterative solvers for inconsistent systems of linear inequalities. We started with the original Han algorithm from Han (1980) , and the iterative projection-based approximation with Kaczmarz Extended (KE) algorithm from Carp et. (2015) . Then we proposed and theoretically analyzed the replacement of the KE method with a general projection-based algorithm. This allowed us finally to also consider, beside KE, the more sparsity oriented DWE algorithm from Popa, 2010. We then performed numerical experiments and comparisons with both projection-based solvers, KE and DWE, on an unbalanced and inconsistent transport model problem.
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Vol. 37/Issue 1 2016 13 where * denotes that the Simplex algorithm failed to solve the problem, returning instead a result that minimizes the worst case constraint violation (see Vanderbei, 2001 ).
