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Abstract
We study two fundamental problems in communication, Document Exchange (DE) and Error
Correcting Code (ECC). In the first problem, two parties hold two strings, and one party tries
to learn the other party’s string through communication. In the second problem, one party
tries to send a message to another party through a noisy channel, by adding some redundant
information to protect the message. Two important goals in both problems are to minimize the
communication complexity or redundancy, and to design efficient protocols or codes.
Both problems have been studied extensively. In this paper we study whether asymmetric
partial information can help in these two problems. We focus on the case of Hamming dis-
tance/errors, and the asymmetric partial information is modeled by one party having a vector of
disjoint subsets S = (S1, · · · , St) of indices and a vector of integers k = (k1, · · · , kt), such that in
each Si the Hamming distance/errors is at most ki. To our knowledge, no previous work has stud-
ied this problem systematically. We establish both lower bounds and upper bounds in this model,
and provide efficient randomized constructions that achieve a min{O(t2), O ((log log n)2)} factor
within the optimum, with almost linear running time.
We further show a connection between the above document exchange problem and the prob-
lem of document exchange under edit distance, and use our techniques to give an efficient ran-
domized protocol with optimal communication complexity and exponentially small error for the
latter. This improves the previous result by Haeupler [18] (FOCS’19), which has polynomially
large error; and that by Belazzougui and Zhang [8] (FOCS’16), which is only optimal for a
limited range of parameters. Our techniques are based on a generalization of the celebrated
expander codes by Sipser and Spielman [33], which may be of independent interests.
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1 Introduction
Document exchange, first introduced and studied by Orlitsky [29] and subsequently named by
Cormode et. al. [13], is a fundamental problem in communication. Here, two parties Alice and Bob
each holds a string (document) x and y, and the goal is for one party to learn the other party’s
string with the least amount of communication possible. For simplicity, let us assume that both x
and y have n bits. If x and y can be arbitrary strings, then it is clear that in the worst case the
communication needs at least n bits, i.e., sending one party’s string to the other party. However,
in practice this is often not the case, and x and y can actually be close in some sense. For example,
Alice and Bob may be two uses holding different versions of some original document, where x and
y are obtained after some edits of a string z. If the number of edits is limited, then it is possible
for one party to learn the other party’s string with significantly less amount of communication. In
this paper, we focus on the case where the strings have binary alphabet.
More generally and formally, the document exchange problem can be described as follows. Alice
and Bob each has an n-bit string x and y, and the distance between x and y, D(x, y) is upper
bounded by some number k. Here the distance D can be any measure of interests. Now, the first
goal here is to minimize the communication complexity as a function of n and k. In addition, it is
also an important goal to keep the protocol efficient, i.e., we would like the communication protocol
to run in polynomial time of n.
There has been a lot of work on the document exchange problem [29, 6, 7, 1, 13, 27, 35, 22, 23,
8, 11, 18, 12]. While Orlitsky [29] established some upper and lower bounds on the communication
complexity of general “balanced” measures D(x, y), as well as exponential time protocols that can
achieve the optimal communication, efficient protocols in subsequent works have been mostly fo-
cusing on the two natural cases where D(x, y) is either the Hamming distance or the edit distance.
In the former, the distance is measured by how many bits in x and y are different at the corre-
sponding locations, while in the latter the distance ED(x, y) is measured by the minimum number
of insertions, deletions, and substitutions to transform one string into another. Both distances are
metrics, and edit distance strictly generalizes Hamming distance.
For both Hamming distance and edit distance, it is known that if D(x, y) ≤ k, then the optimal
communication complexity in the document exchange problem is Θ(k log(n/k)), and this can be
achieved by a deterministic one-round protocol running in exponential time. The situation of effi-
cient protocols however is different for these two measures. For Hamming distance, we have efficient,
deterministic one-round protocol with optimal communication complexity Θ(k log(n/k)), based on
Algebraic Geometry codes [21]. For edit distance, except for the exponential time deterministic
one-round protocol in [29] which achieves optimal communication complexity, for a long time only
efficient randomized one round protocols with sub-optimal communication complexity are known.
These include the work of Irmak et al. [22] with communication complexity O(k log(nk ) log n), the
work of Jowhari [23] with communication complexity O(k log2 n log∗ n), the work of Chakraborty et
al. [10] with communication complexity O(k2 log n), and the work of Belazzougui and Zhang [8] with
communication complexity O(k(log2 k+log n)). In particular, the protocol in [8] has asymptotically
optimal communication complexity for k = 2O(
√
logn), with success probability 1− 1/poly(k log n).
In 2018, Cheng et. al. [11], and Haeupler [18] independently gave an efficient, deterministic
one-round protocol with communication complexity O(k log2(n/k)). Finally, Haeupler [18] gave the
first efficient randomized one-round protocol with optimal communication complexity O(k log(n/k)).
However, his protocol only succeeds with probability 1− 1/poly(n).
Document exchange is closely related to the (even more) fundamental problem of error correcting
codes. The goal of an error correcting code is to ensure that one party can successfully send
information to another party, despite errors caused by the communication channel. In this setting,
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the first party (Alice) runs an encoding algorithm that turns a message of m bits into a codeword
of n bits, and sends the codeword to the second party (Bob) through a channel. Bob then tries
to recover the message by running a decoding algorithm. Similar to document exchange, there are
also two important goals here. First, one wants to keep n−m (the redundancy of the codeword) to
be as small as possible, or alternatively, to keep m (the message length) to be as large as possible.
Second, one needs both the encoding and decoding to be efficient, i.e., run in polynomial time of
m.
There has been extensive study on error correcting codes, which we will not be able to completely
survey here. Again, the channel error can have several different models, and the most studied are
Hamming errors and edit errors. For both cases, assuming k is an upper bound on the number of
errors, then it is known that the optimal message length one can achieve (with possibly exponential
time encoding/decoding) is m = n − Θ(k log(n/k)). For Hamming errors, again we have efficient
constructions matching this bound, based on Algebraic Geometry codes [21]. For edit errors the
constructions are far behind, and for a long time we only have asymptotically optimal constructions
for the two extreme cases of k = 1 [26] and k = αn for some small constant α > 0 [30]. A recent line
of works [16, 15, 9, 19, 20, 11, 18] achieved significant progress on this problem. In particular, Cheng
et. al. [11], and Haeupler [18] independently gave an efficient code with m = n − O(k log2(n/k)).
Cheng et. al. [11] further gave an efficient code with m = n − O(k log n), which is optimal for
k ≤ n1−α where α > 0 is any constant.
The connection between document exchange and error correcting codes is demonstrated by the
notion of systematic error correcting codes. These are codes where a codeword is simply the message
followed by some redundant information called the syndrome. Given such a code, the syndrome can
be used as the information sent in a document exchange protocol. Conversely, given a one round
document exchange protocol, one can use a standard error correcting code on the information sent
and use it as the syndrome in a systematic error correcting code.
In all previous works, Alice and Bob have symmetric information—they both know that their
string is within distance D(x, y) ≤ k to the other party’s string, or the total number of errors in the
received codeword is at most k. However, in many practical situations, each party may have some
additional partial information that is not known to the other party. For example, in document
exchange, if Bob has made edits in some specific parts of the original document, then even without
carefully tracking the edits, Bob has some partial information of where the differences can happen.
This information is not necessarily known to Alice. In another situation, suppose Alice sends a long
string to Bob by Internet routing, then this string may be broken into several parts and transmit-
ted to Bob through different channels. These channels may have different behavior and introduce
different numbers of errors. While it is reasonable that both parties know the parameters of all
channels, due to the routing process Alice may not know which channels her parts are sent through.
On the other hand, Bob can learn these information by observing the received parts. Thus Bob
will have some partial information about the numbers of errors in specific parts of the received
string, which is not known to Alice. The fist example applies to document exchange and the second
example applies to error correcting codes. One can now ask the following natural question, which
is the focus of this paper.
Question: Can we use these asymmetric information to reduce the communication complexity in
document exchange or the redundancy in error correcting codes, while still designing efficient pro-
tocols or codes?
Towards answering this question, we first formally define our model.
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1.1 The Model of Asymmetric Information
In this paper we focus on Hamming distance/Hamming errors in the model of asymmetric infor-
mation. To model the asymmetric information, we assume that one party has some additional
information of where the differences/errors can happen. More formally, we use a vector of disjoint
subsets S = (S1, · · · , St) to indicate the positions where the differences/errors can happen, and a
vector of integers k = (k1, · · · , kt) to indicate the upper bounds on the numbers of differences/errors
in each set Si. For each Si, let si denote the size of Si, i.e., si = |Si|. We also use s to indicate
the vector s = (s1, · · · , st). We assume the parameters (s,k, t) are known to both parties, and that
(without loss of generality) k1 ≥ k2 ≥ · · · ≥ kt.
Definition 1.1. ((s,k, t) Asymmetric Document Exchange) There are two parties Alice and Bob.
Alice has a string x ∈ {0, 1}n and Bob has a string y ∈ {0, 1}n. Both parties know (s,k, t). In
addition, Bob knows a vector of disjoint subsets S = (S1, · · · , St) where ∀i, Si ⊆ [n] and |Si| = si.
That is, within each set Si, the Hamming distance between x and y is at most ki. One party tries
to learn the string of the other party.
Definition 1.2. ((s,k, t) Asymmetric Error Correcting Code) There are two parties Alice and
Bob. Both parties know (s,k, t). Alice encodes a message of m bits into a codeword of n bits, using
a function Enc : {0, 1}m → {0, 1}n and sends it to Bob. Bob knows a vector of disjoint subsets
S = (S1, · · · , St) where ∀i, Si ⊆ [n] and |Si| = si. That is, within each set Si, there are at most ki
Hamming errors in the received codeword. Bob uses a function Dec : {0, 1}n → {0, 1}m to recover
the message.
We require the protocol or code to succeed for every possible vector of disjoint subsets S =
(S1, · · · , St) with |Si| = si,∀i, and for every possible distance/error pattern that is consistent with
S = (S1, · · · , St) and k = (k1, · · · , kt).
We consider both deterministic and randomized protocols/codes. In the case of randomized
solutions, we assume that the two parties have shared randomness. In the case of error correcting
codes, we further assume that the channel errors do not depend on the shared randomness.
Our model is quite general in capturing asymmetric information. A naive solution to both
problems, is to simply ignore the extra information, and apply a document exchange protocol or
error correcting code for k =
∑t
i=1 ki Hamming distance or Hamming errors. However, our goal
here is to see if the extra information can be used to design better protocols or codes. Another
natural strategy for the document exchange problem, is for Bob to first send the descriptions of S
to Alice, and they can then run a protocol on each set Si. However, this strategy can result in a
significant amount of communication, e.g.,
∑t
i=1 si log n, which can be even larger than n. In some
situations, as a special case of our model, a set Si may be a continuous block in the string, and
it suffices to just send the starting and ending index, which takes 2 log n bits. If all sets Si are of
this form, then the total number of bits required is 2t log n. Even this number can be large when
the number of sets t is large. We also stress that in our model and all results, each set Si does not
need to be a continuous block. A final simple strategy is to try to form a large continuous block
which includes several Si’s, but this can increase the size of the sets significantly, which may also
result in a penalty on the communication complexity.
Remark 1.3. In the asymmetric document exchange, it may seem unreasonable to assume that
Alice knows the vectors s,k. However, this is without loss of generality up to a small loss in com-
munication complexity and communication rounds. Basically, Bob can first send these two vectors
to Alice. This only takes one round and the number of bits sent by Bob is O(
∑t
i=1(log ki + log si)),
while the number of bits needed to distinguish all possible error patters is at least
∑t
i=1 log
(
si
ki
)
. The
former is always within a constant factor to (and in most cases smaller than) the latter.
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Related previous works. While document exchange and error correcting codes with asymmetric
information are natural questions, to our knowledge they have not been studied systematically in
the literature. The only previous work we found is the work of Belazzougui and Zhang [8], which
studies a special case of our model with t = 1, i.e., Bob’s extra information only has one subset S
with |S| = s. In this case they give an efficient document exchange protocol with communication
complexity O(k(log s+log(1/ε))), where Bob can learn Alice’s string with success probability 1−ε.
However, there are a large body of works on a related topic [3, 25, 24, 36, 2, 5], which study
the problem of source coding/data compression with asymmetric information. In this setting, the
decoder has some prior distribution µ not known to the encoder, and the encoder tries to send a
set of items drawn independently from the distribution to the decoder, using the smallest number
of bits as possible. The problem we study here, on the other hand, focuses on error correction.
While there are similarities between these two problems, they are also fundamentally different. For
example, all the efficient algorithms in these prior works run in time polynomial in the size of the
support µ. This is prohibitive for our purpose since this number is already exponentially large.
We note that source coding and error correction are the two most important applications of
information theory. Thus given the abundant works on source coding/data compression with asym-
metric information, we believe a systematic study of document exchange and error correcting codes
with asymmetric information is also an important direction.
1.2 Our Results
We provide both lower bounds and upper bounds for document exchange and error correcting codes
with asymmetric information. To simplify the presentation, we first define some quantities. Given
two vectors s = (s1, · · · , st) and k = (k1, · · · , kt), we define H(s,k) = log
(∏t
i=1
(∑ki
j=0
(si
j
)))
=∑t
i=1 log
(∑ki
j=0
(si
j
))
. Similarly, for two integers s and k with s ≥ k, we defineH(s, k) = log
(∑k
j=0
(s
j
))
.
Note that if ∀i, si ≥ 2ki and s ≥ 2k, then H(s,k) = Θ(
∑t
i=1 ki log(si/ki)) and H(s, k) =
Θ(k log(s/k)). Recall that k =
∑t
i=1 ki and s =
∑t
i=1 si ≤ n, hence H(s,k) ≤ H(n, k). We have
the following theorem.
Theorem 1.4. In an (s,k, t) asymmetric DE problem, we have
• Suppose Alice learns Bob’s string, then any deterministic protocol has communication com-
plexity at least H(n, k), and any randomized protocol with success probability ≥ 1/2 has com-
munication complexity at least H(n, k) − 1.
• Suppose Bob learns Alice’s string, then any randomized protocol with success probability ≥ 1/2
has communication complexity at least H(s,k) − 1. Furthermore if ∀i, si ≥ 2ki, then any one
round deterministic protocol has communication complexity at least H(n, k).
This theorem tells us the following important things: First, Bob’s extra information is only
useful for him to learn Alice’s string, but not useful in the other direction. Second, in the case
of a one round protocol for Bob to learn Alice’s string, for a wide range of parameters (i.e., when
∀i, si ≥ 2ki), Bob’s extra information is only useful in randomized protocols.
For upper bounds, we note that there are efficient deterministic protocols to meet the bound
H(n, k), based on algebraic geometry codes. To meet the bound H(s,k), there is also a simple
one round randomized protocol: Alice hashes her string x using a random hash function, and Bob
enumerates all possible strings to find the one with the correct hash value. It’s easy to see that
this protocol succeeds if there is no hash collision, which happens with high probability if the hash
function outputs some O(H(s,k)) bits. However, this protocol runs in exponential time, and our
main result is an efficient protocol that gets close to this bound.
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To state our main theorem, we define another quantity χ(s, k, t) ∈ N: first partition the interval
[2, n] into disjoint subintervals {Ij = [210j−1 , 210j )}, starting from j = 1. Then, for every i ∈ [t],
put si/ki into the corresponding subinterval. χ(s, k, t) is defined to be the number of subintervals
Ij which contain at least one si/ki. We now have the following theorem.
Theorem 1.5. In an (s,k, t) asymmetric DE problem, suppose that ∀i, si ≥ 2ki. There is an effi-
cient randomized one round protocol for Bob to learn Alice’s string, with communication complexity
O(χ(s, k, t)2H(s,k)) and error probability 2−Ω(kt) + 1
poly(s) . The protocol runs in time O˜(n).
Note that χ(s, k, t) ≤ t and χ(s, k, t) ≤ log log n, so the above theorem immediately gives the
following two corollaries.
Corollary 1.6. In an (s,k, t) asymmetric DE problem, suppose that ∀i, si ≥ 2ki. There is an effi-
cient randomized one round protocol for Bob to learn Alice’s string, with communication complexity
O(t2H(s,k)) and error probability 2−Ω(kt) + 1
poly(s) . The protocol runs in time O˜(n).
Corollary 1.7. In an (s,k, t) asymmetric DE problem, suppose that ∀i, si ≥ 2ki. There is an effi-
cient randomized one round protocol for Bob to learn Alice’s string, with communication complexity
O((log log n)2H(s,k)) and error probability 2−Ω(kt) + 1
poly(s) . The protocol runs in time O˜(n).
In particular, Corollary 1.6 implies that if t is a constant, then we have a one round protocol with
asymptotically optimal communication complexity, while Corollary 1.7 gives a one round protocol
with communication complexity optimal up to an additional (log log n)2 factor. Both protocols run
in near linear time. We also note that the simple strategy of ignoring the extra information can
result in communication complexity Ω(H(s,k) log n) in the worst case.
Similarly, we have both lower bounds and upper bounds for error correcting codes with asym-
metric information. The first theorem shows that such information is only useful for a randomized
code.
Theorem 1.8. In an (s,k, t) asymmetric ECC problem, if ∀i, si = |Si| ≥ 2ki, then any determinis-
tic code must have distance at least 2k+1. In particular, this means m ≤ n−H(n, k). Furthermore,
any randomized code with success probability ≥ 1/2 must have message length m ≤ n−H(s,k) + 1.
Again, a code with randomized encoding and exponential time deterministic decoding can
achieve message length m = n−O(H(s,k). We design an efficient code that comes close to this.
Theorem 1.9. In an (s,k, t) asymmetric ECC problem, suppose ∀i, si ≥ 2ki. There is an efficient
code with randomized encoding and deterministic decoding, which has message length m = n −
O(χ(s, k, t)2H(s,k)) and error probability 2−Ω(kt)+ 1
poly(s) . In particular, the message length can be
max{n−O(t2H(s,k)), n −O((log log n)2H(s,k))}, and the running time is O˜(n).
Next we show that we can design efficient document exchange protocols with asymptotically
optimal communication complexity in a special case, roughly when s,k are geometric progressions.
Theorem 1.10. There is an efficient randomized one-round protocol for every (s,k, t) asymmet-
ric DE problem, where si = k2
Θ(i), ki = max{k/2Θ(i),Θ( kt2 log n
k
)} ≤ si/40. The communication
complexity is O(k) and the error probability is 2−Ω(k/ log
n
k
).
We show that the problem of document exchange under edit distance can be reduced to the
special case above, and thus we obtain the following theorem.
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Theorem 1.11. There is an efficient randomized one-round protocol for the DE problem with
edit distance at most k. The communication complexity is O(k log nk ) and the error probability is
min{2−Θ(k/ log3 nk ), 1/poly(n)}.
We also have both lower bounds and upper bounds for document exchange where both parties
have some asymmetric partial information, represented as a vector of disjoint subsets. For the
clarity of presentation we omit the results here, and refer the reader to Section 8 for details.
1.3 Technique Overview
Our lower bounds follow from relatively simple information theoretic arguments, so here we only
provide an informal outline of our protocols. We start with the asymmetric document exchange for
Hamming distance. Recall that the asymmetric information is in the form of S = (S1, · · · , St) and
k = (k1, · · · , kt), where ∀i, |Si| = si and the Hamming distance within Si is at most ki. We assume
∀i, si ≥ 2ki, and without loss of generality that k1 ≥ k2 · · · ≥ kt.
The protocol for one set. Our starting point is the simplest case where t = 1, i.e. there is only
one set S of size s and the Hamming distance in S is at most k. In this case our goal is to give an
efficient one round protocol with communication complexity O(k log sk ). If s = n then this can be
achieved by using a systematic algebraic geometry code or an expander code [32]. We will use the
latter and we briefly review the application of expander codes in document exchange.
To run the protocol, the two parties choose a bipartite expander graph G : [n] × [d] → [m].
Alice associates her string x with the n vertices on the left, and computes a string z of length m as
follows: For every i ∈ [m], let zi =
⊕
j∈Γ−1(i) xj , where Γ
−1(i) is the set of neighbors of the right
vertex i in the expander. The string z consists of a sequence of parity checks of x, and is then sent
to Bob.
To recover x, Bob starts out with x˜ = y as his current version of x, and maintains another
string z′ ∈ {0, 1}m using the same approach as above, except replacing the string x by x˜, i.e., z′
consists of a sequence of parity checks of x˜. z and z′ will differ in several coordinates, and Bob will
gradually modify x˜ into x by flipping some bits in x˜ according to the parity checks. This process
is known as belief propagation, and works as follows. Bob keeps finding a bit in x˜ such that by
flipping this bit, the Hamming distance between z′ and z decreases by at least one. Bob flips this
bit and updates x˜ and z′ correspondingly. Bob stops when z′ = z, at which point x = x˜ and he
has successfully recovered x.
For the analysis, we use the set R ⊆ [n] to denote the coordinates where x and x˜ are different.
We say the i’th parity check bit is satisfied if zi = z
′
i, and unsatisfied otherwise. Let the number
of satisfied and unsatisfied checks in Γ(R) (the neighbors of R) be s and u. Assume the graph has
good expansion, i.e. |Γ(R)| = s + u ≥ 0.9d|R|, and note that in Γ(R), each satisfied check has at
least two neighbors in R. Thus 2s + u ≤ d|R|. By the two inequalities, we deduce u ≥ 0.8d|R|
and thus at least one left vertex has more unsatisfied parity checks as neighbors than satisfied
parity checks, and Bob can flip this bit. The analysis holds as long as the expansion of the set
R is guaranteed. Note that the number of unsatisfied checks is strictly decreasing in the process,
thus |R| can never be more than 1.25k, since otherwise this will induce more than dk unsatisfied
checks, but at the beginning there are at most dk unsatisfied checks. Therefore, we only need to
guarantee the expansion of all R ⊆ [n] with |R| ≤ 1.25k, and a random graph with m = O(k log nk )
and d = O(log nk ) satisfies this property with high probability.
Going back to the case where s < n, the first issue is that we can’t afford to use an expander
which has good expansion for all subsets R as before, since this will make m = Ω(k log nk ). To fix
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this, we instead just require the expansion to hold for all subsets R ⊆ S with |R| ≤ 1.25k. Now, a
random graph with m = O(k log sk ) and d = O(log
s
k ) satisfies this property with high probability,
and both parties can generate the same expander by using the shared randomness. Similarly, when
recovering x Bob will always look for a bit in S to flip. The analysis is now similar to the standard
case and this gives the protocol for the case of t = 1.
The protocol for two sets. We now consider the case with t > 1. Our goal is to design an
efficient one round protocol with communication complexity close to H(s,k).
The first idea may be to take the union of all Si, i ∈ [t] as one set S, and the Hamming distance
in S is at most k =
∑
i∈[t] ki. Now we can use the protocol for t = 1 described before. However,
in this case the communication complexity will be O(H(s, k)), which may not be close to H(s,k).
For example, consider the case where t = 2, k1 = n
0.1, s1 = 10n
0.1, k2 = 10, s2 = 0.1n. A direct
computation indicates H(s, k) = Ω(H(s,k) log n) = ω(H(s,k)).
Our observation is that, the issue with the above example is due to the following fact: for some
i ∈ [t], ki is large while si is small, but for some other i, ki is small while si is large. Indeed, in the
case of t = 2, there are two good situations where H(s, k) = O(H(s,k)):
1. k1 and k2 are roughly the same, i.e., k1 = Θ(k2). In this case we have H(s, k) = Θ((k1 +
k2) log
s1+s2
k1+k2
) = Θ(k1 log
s1
k1
+ k2 log
s2
k2
) = Θ(H(s,k)).
2. log s1k1 and log
s2
k2
are roughly the same, i.e., log s1k1 = Θ(log
s2
k2
). In this case we also have
H(s, k) = Θ(H(s,k)).
Our protocol will exploit both of these good cases. We first illustrate this with a protocol for
the case of t = 2. Our idea is to reduce the number k1 (recall that k1 ≥ k2) to be roughly the same
as k2 (which is of course unnecessary if k1 and k2 are already roughly the same at the beginning).
In other words, we will first reduce the Hamming distance in S1 from k1 to at most ck2, if k1 > ck2
for some constant c > 1. Note that it is not immediately clear why this is feasible or how we
can do this, since Alice does not know the subset S1. Additionally, we need to make sure the
communication complexity of this step is not too large.
We achieve this by using an expander code based on a bipartite expander G : [n] × [d] → [m]
such that for all sets R ⊆ S1 with |R| ∈ [ck2, 1.6k1], the set R has good expansion, i.e., |Γ(R)| ≥
0.9d|R|. The expander is again generated by shared randomness, and we show that we can choose
d = O(log s1k1 ),m = O(k1 log
s1
k1
) and the graph satisfies the property with high probability. Alice
will again compute the parity checks z and send it to Bob.
Now Bob will apply the same belief propagation method as before. That is, Bob starts with
x˜ = y and keeps finding a bit in S1 which has more unsatisfied parity checks as neighbors than
satisfied parity checks. Bob flips this bit and continues doing this until no such bit can be found.
Note that this process keeps decreasing the number of unsatisfied parity checks, so it will end in
a finite number of steps. We claim that when this ends, the Hamming distance in S1 must be at
most ck2. This effectively reduces the Hamming distance in S1.
The main issue in the analysis here is that the different bits between x and y are not entirely
in S1, and this may cause problems in belief propagation. However, our observation is that when
k1 is much larger than k2, the effect of k2 can mostly be ignored. More specifically, let R be the
set of left vertices which correspond to the different bits between x and y in S1, and R2 be the
set of left vertices which correspond to the different bits in S2. Thus |R2| ≤ k2. Let the number
of satisfied and unsatisfied checks in Γ(R1) be s and u. As long as |R| ∈ [ck2, 1.6k1], we have
|Γ(R)| = s+ u ≥ 0.9d|R|, and 2s+ u ≤ d|R|+ d|R2| ≤ (1 + 1c )|R|. Combining these inequalities, we
can still deduce u ≥ 0.7d|R|, by setting c = 10. Hence there must exist a bit in S1 to flip. Since
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the number of unsatisfied checks decreases strictly, the size |R| in the process can never be larger
than 1.6k1. This is because otherwise there will be at least 1.12dk1 unsatisfied checks, while at the
beginning there are only at most (1 + 1/c)dk1 = 1.1dk1 unsatisfied checks. Thus when this process
stops, we must have |R| ≤ ck2. At this point, we can use the protocol for one set to finish the
job, by considering the set S = S1 ∪ S2 which has Hamming distance at most (c+ 1)k2. The total
communication complexity is O(k1 log
s1
k1
) +O(k2 log
s1+s2
k2
) = O(H(s,k)).
The protocol for arbitrary t. We now generalize the above protocol to arbitrary t. Recall that
k1 ≥ k2 ≥ · · · ≥ kt. Our idea is to use the above protocol of reducing Hamming distance repeatedly,
while going through the index from 1 to t. More formally, we use i′ to denote the current index and
k′ to denote an upper bound of the Hamming distance in ∪j∈[i′]Sj after possible steps of reducing
distance. We start with i′ = 0, k′ = 0 and repeat the following: find the first index i > i′ s.t. the
current Hamming distance in ∪j∈[i]Sj is much larger than the Hamming distance in ∪tj=i+1Sj, i.e.,
k′ +
i∑
j=i′+1
kj > c
t∑
j=i+1
kj = k
′′. (1)
Then we reduce the Hamming distance in ∪j∈[i]Si to at most k′′ by using the two set protocol
described before, regarding ∪j∈[i]Sj as one set and ∪tj=i+1Sj as the other set. We now update
k′ = k′′, i′ = i and continue the process. Finally, the Hamming distance in S = ∪j∈[t]Si will be
reduced to at most (c+ 1)kt, and we apply the one set protocol for S to finish the job.
The correctness of this protocol follows from the correctness of the one set protocol and the two
set protocol. The main thing left is to bound the communication complexity. Note that except the
first iteration, in each subsequent iteration i′ will be updated to i′ + 1. Thus the number of bits
Alice sends in this step is m = O
(
(k′ + ki) log
∑
j∈[i] sj
k′+ki
)
. We show that this is always O(tH(s,k))
by using the bound on k′, the fact that k1 ≥ k2 ≥ · · · ≥ kt, and ki ≤ si/2,∀i ∈ [t]. Thus the total
communication complexity is O(t2H(s,k)). Note that this is a one round protocol since only Alice
sends out information.
Finally, we can further improve the protocol by grouping some sets together. To do this, we
divide the interval [2, n] in to disjoint subintervals Ij = [2
10j−1 , 210
j
), j = 1, . . . , O(log log n) and
put each subset Si into one interval according to the number si/ki. Whenever two subsets Si and
Sj are in the same interval, we have log(si/ki) = Θ(log(sj/kj)) and thus we can consider Si ∪ Sj
as one set with Hamming distance ki + kj , without changing the communication complexity much.
We can thus take the union of all subsets in the same interval to be one subset. This reduces the
number of subsets to χ(s, k, t), and applying our protocol results in communication complexity
O(χ(s, k, t)2H(s,k)).
ECC with asymmetric information. The protocol for document exchange can be used to
construct an error correcting code. We do this by first estimating the length of the redundant
information. Let m0 be the communication complexity of the (s,k, t) DE protocol for message
length n. We choose an asymptotically good code C0 with message length m0 and codeword length
n0, which corrects k errors. The actual message length of our code will be n−n0. On input message
x, we run Alice’s DE protocol on x ◦ 0 where 0 = 0n0 to get z ∈ {0, 1}m0 . Then we encode z by
C0 and the final codeword is x ◦ C0(z). To decode, one first recovers z by running the decoding
algorithm of C0 on the part C0(z). Then we run Bob’s DE protocol using z, and by replacing the
C0(z) part with 0
n0 . The correctness follows from the code C0 and the DE protocol.
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1.3.1 Document exchange under edit distance
We now describe our protocol for document exchange under edit distance, and show a connection
to the problem of document exchange under Hamming distance with asymmetric information.
On a high level, our protocol follows the leveled structure used in several previous works [22,
11, 18]. The protocol proceeds in L = O(log(nk )) levels where in each level, Alice sends a sketch of
her string x with O(k) bits to Bob. Bob then uses all the sketches and his string y to recover x.
On Alice’s side, in the first level she divides her string into Θ(k) blocks where each block has
size O(nk ). In each subsequent level, every block from the previous level is divided evenly into two
blocks, and this ends when the block size becomes O(log nk ), which takes O(log(
n
k )) levels. In each
level, Alice applies a different random hash function to every block using the shared randomness,
and computes a sketch based on the hash values. On Bob’s side, his recovering process also proceeds
in L levels, where in each level Bob maintains a string x˜ which is Bob’s current version of Alice’s
string x. Specifically, in each level Bob also applies the same hash functions to the blocks of x˜ to
get the hash values, then he uses this level’s sketch to recover the correct hash values of Alice’s
bocks. Bob will then find the blocks in x˜ which have inconsistent hash values with Alice’s blocks,
and update these blocks using his string y by computing a non overlapping matching between
y’s blocks and the corresponding hash values. An important property of the protocol is that in
each level, the number of different blocks between x and x˜ is always bounded by O(k) with high
probability. This ensures that Alice can send a short sketch to Bob for him to recover the correct
hash values of all blocks.
To ensure that Alice’s sketch in each level has length O(k), there are several non trivial issues.
First, every hash function needs to have only O(1) bits of output, as in [18]. Second, even so,
the general task of recovering s hash values with O(k) errors needs to use a sketch of size at least
log
(
s
k
)
= Ω(k log sk ), where s is the number of blocks in the current level. This can be as large as
Ω(k log nk ) when s becomes n
Ω(1), and thus will be problematic. To fix this issue, [18] uses a more
careful analysis called “t-witness” to show that in each level, the total number of possible error
patterns is 2O(k) with high probability, instead of
(s
k
)
. Thus, in theory one can simply use another
random hash function with O(k) bits of output to distinguish all error patterns, and this brings
the sketch size back to O(k). However, simply doing this will result in an exponential running time
since it involves exhaustive search. Thus, [18] needs to first randomly partition the blocks into bins,
such that with high probability each bin has O(log n) hash errors. The exhaustive search in each
bin now takes poly(n) time. Unfortunately, this also increases the error probability from 2−Ω(k) to
1/poly(n).
In our protocol, we instead replace the approach of random partitioning and exhaustive search
in [18] by a direct efficient approach, thus improving the error probability to be exponentially small.
We achieve this by establishing a connection to the problem of document exchange under Hamming
distance with asymmetric information, as follows.
Intuitively, in Bob’s process of recovering the string x, in each level Bob keeps track of the
positions of the possible blocks where his version x˜ and x may be different (we call these blocks
bad). More specifically, recall that we can show in each level, with high probability there are at
most O(k) bad blocks. In the next level the number of these blocks will at most double due to
splitting, however since we use random hash functions with O(1) output bits, we can show that in
the next level with high probability Bob will detect O(k) bad blocks and update them. Some of
the updated blocks may still be bad, but Bob knows the positions of all updated blocks, and he
also knows that there are at most O(k) bad blocks in them after the update. Now, suppose these
updates happen in level j, and Bob is now in level i > j. Then the O(k) updated blocks will split
into O(k2i−j) smaller blocks. If any of these smaller blocks is bad and it remains undetected so
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far, then it must have gone through j − i different hash functions. If we choose all hash functions
independently, then the probability that this happens is 2−c(i−j) for some constant c. By choosing
the number of output bits of the hash functions to be a large enough constant, we know that
the expected number of smaller bad blocks that remain undetected so far is O(k/2i−j). With a
little extra effort, we can show that with high probability the number of these blocks is at most
ki−j = max{k/ log3 nk , 20k/2i−j}, and Bob knows that these blocks are inside the subset Si−j with
size O(k2i−j), which stems from the O(k) updated blocks in level j. In other words, this gives a
forest with the O(k) updated blocks in level j being the roots, and the at most ki−j bad blocks are
among the |Si−j | = O(k2i−j) leaves.
Note that the bad blocks in level i can come from the updated blocks in all previous levels, thus
we get a vector S = (S1, · · · , Si−1) and a vector k = (k1, · · · , ki−1). Furthermore in this process,
whenever a bad block stemming from some level j gets detected and updated in a later level j′, this
new block in level j′ will become a new root and all its descendents are removed from the set Si−j
and put into the set Si−j′ . This ensures that the final subsets (S1, · · · , Si−1) are disjoint. Finally,
only Bob knows the sets (S1, · · · , Si−1), but both parties know (s1 = |S1|, · · · , si−1 = |Si−1|) and
(k1, · · · , ki−1). Thus, we have reduced the problem of sending the sketch in level i to the problem
of document exchange under Hamming distance with asymmetric information.
1.3.2 Document exchange for a special setting of parameters
We now give our protocol for document exchange with asymmetric information, in the special
setting described above. Recall that we have si = O(k2
i), ki = max{20k/2i−1, k/ log3 nk }, i ∈
[t], t = O(log nk ). One can compute H(s,k) = Θ(k) here, so our protocol for the general setting will
result in sub-optimal communication complexity. We give a different protocol here, which uses just
one expander graph instead of a sequence of expander graphs.
The expander graph G : [n]× [d]→ [m] is generated by the shared randomness, with m = O(k)
and the following expansion property: for every R ⊆ ∪ti=1Si where |R| ∈ [k/ log nk , O(k)] and
∀i ∈ [t], |R ∩ Si| ≤ 20ki, we have |Γ(R)| ≥ 0.9d|R|. Limiting the expansion to restricted sets
rather than all sets R with |R| ∈ [k/ log nk , O(k)] is the key to reduce the number of right vertices
from Ω(k log nk ) to O(k). Indeed, using a careful analysis of probabilities, we show that a random
bipartite graph with constant d and m = O(k) satisfies this property with high probability. The
main intuition is that the sequence {si, i ∈ [t]} roughly increases exponentially, while the sequence
{ki, i ∈ [t]} roughly decreases exponentially.
Using this expander Alice sends her parity checks to Bob, and Bob again runs a belief propa-
gation algorithm. The purpose of this phase is to reduce the total Hamming distance between x
and x˜ (Bob’s current version of x, starting with x˜ = y) to at most k/ log nk . However, the belief
propagation has tricky issues here, as the standard approach may flip much more than 20ki bits in
Si. This can result in a subset R ⊆ [n] which does not have good expansion, thus ruining the whole
process. To fix this, we prohibit the algorithm from flipping more than 20ki bits in Si for each i.
This is done by keeping track of the number of already flipped bits in each Si, and for any i if this
number reaches 19ki, then subsequently in Si the algorithm will only flip bits that are previously
flipped.
To show that this indeed works, at each step of the belief propagation, let R ⊆ ∪ti=1Si stand
for the set of indices where x and x˜ have different bits, and let R′ stand for R restricted to the
indices which we can flip (due to our modification). Thus R′ always has good expansion. Our first
observation is that at any time, |R′| ≥ 0.9|R|. This is because R′ is different from R only if for
some Si, the number of bits already flipped is at least 19ki. However originally there are at most ki
errors in Si, so we have introduced at least 18ki new errors. This means ∀i, |R′ ∩ Si| ≥ 0.9|R ∩ Si|,
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and thus |R′| ≥ 0.9|R|. Now let (s′, u′) and (s, u) be the number of satisfied and unsatisfied checks
in Γ(R′) and Γ(R) respectively. We know s′ + u′ ≥ 0.9d|R′|. Also, again by the fact that each
satisfied check in Γ(R) has at least two neighbors in R, we have 2s′ + u′ ≤ 2s+ u ≤ d|R| ≤ 109 d|R′|.
From these two inequalities we can still deduce that u′ ≥ 0.7d|R′|, thus Bob can find a bit in R′ to
flip.
When this process stops, the Hamming distance between x and x˜ is at most k/ log nk . We can
now use a deterministic document exchange protocol for Bob to recover x. The communication
complexity is O((k/ log nk ) log
n
k ) = O(k). The only error probability here comes from the generation
of the expander graph, which is 2−Ω(k/ log
n
k
). We also show that the other errors in the protocol for
edit distance is 2−Θ(k/ log
3 n
k
). Thus the total error of the protocol for edit distance is 2−Θ(k/ log
3 n
k
).
When k < log4 n, we can switch to the protocol in [18] which has error 1/poly(n).
2 Discussion and Open Problems
In this paper we initiated a systematic study of document exchange and error correcting codes
with asymmetric information. While we provided both lower bounds and upper bounds, as well
as efficient randomized constructions that are close to optimal, there are still many interesting
problems left. We list some below.
Question 1: The most obvious open problem is to achieve optimal communication complexity (i.e.,
H(s,k)) for a one round randomized protocol. Two related questions are to reduce the error
probability of the randomized protocol, and to study the case where the condition ∀i, si ≥ 2ki
does not hold. For example, is there a better deterministic protocol for the latter case?
Question 2: A better understanding of the problem in the case of two sided asymmetric infor-
mation. The results in this paper only study the case of two sided asymmetric information
where sA+ sB ≤ n, i.e., the subsets from both parties can be disjoint in the worst case. What
happens when sA + sB > n? In this case the subsets from both parties are guaranteed to
overlap, and the situation becomes more complicated.
Question 3: Two round deterministic protocol. We showed that for any one round deterministic
protocol, the asymmetric information is not useful. However, by a result of Orlitsky [28], there
exists a two round exponential time deterministic protocol with communication complexity
O(H(s,k)+log n). The idea is that Bob sends a description of an appropriate hash function to
Alice in the first round, and Alice sends the hash value of her string x in the second round. The
exponential running time comes from both the selection of hash functions and the recovering
of x using the hash value. It is an interesting open problem to see if we can design efficient
protocols matching this bound. Our result suggests a way to approximate this: Bob sends
a description of a sequence of appropriate expanders in the first round, and Alice sends the
parity checks of her string x in the second round. Using our algorithm, the recovering of x
in the second round is already efficient (in fact nearly linear time), however the first step of
selecting the expanders still requires exponential time.
Question 4: Optimal deterministic document exchange under edit distance. Our results also bring
some hope to obtain an optimal deterministic document exchange protocol under edit distance.
Especially, we have replaced the decoding by exhaustive search approach in [18] by an efficient
decoding algorithm. However, how to appropriate pick a hash function remains a problem. We
also note that reducing the error probability is the first step towards a deterministic protocol,
since if the error probability is small enough, then by a simple union bound there exists a
non-uniform deterministic protocol that runs in polynomial time.
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Paper Organization
The rest of the paper is organized as follows. In Section 3 we introduce some basic technical tools.
In Section 4 we show lower bounds for asymmetric DE in the general setting. In Section 5 we
give our protocol for asymmetric DE in the general setting. In Section 6 we give our protocol for
asymmetric DE in a special setting. In Section 7 we give our protocol for DE under edit distance
by using the protocol in the previous section. In Section 8 we generalize our results and give lower
bounds and protocols for asymmetric DE with two sided information.
3 Preliminary
Lemma 3.1. For any x ∈ ({0, 1}p)n, S ⊆ [n], |S| = s, hj : {0, 1}p → {0, 1}q , j ∈ [n], the number
of matchings w = ((ρ1, ρ
′
1), . . . , (ρ|w|, ρ
′
|w|)) between xS and y under hj, j ∈ [n] s.t.
|ρ′1 − ρ1|+ |(ρ′2 − ρ′1)− (ρ2 − ρ1)|+ · · ·+ |(ρ′|w| − ρ′|w|−1)− (ρ|w| − ρ|w|−1)| ≤ k,
is at most 22s+k(log
k+s−1
k
+log e).
Proof. Let’s consider the number of matchings having length s˜ ∈ {0, 1, 2, . . . , s}. The number of
possible ρ1, . . . , ρs˜ is
(s
s˜
)
.
Assume |(ρ′j − ρ′j−1)− (ρj − ρj−1)| = kj , j = 2, . . . , s˜, |ρ′1 − ρ1| = k1.
For a sequence of fixed ρ1, . . . , ρs˜, the total number of possible matchings w s.t.
|ρ′1 − ρ1|+ |(ρ′2 − ρ′1)− (ρ2 − ρ1)|+ · · ·+ |(ρ′s˜ − ρ′s˜−1)− (ρs˜ − ρs˜−1)| =
s˜∑
j=1
kj ≤ k,
is at most
2s˜
(
k + s˜− 1
s˜− 1
)
= 2s˜
(
k + s˜− 1
k
)
≤ 2s˜+k(log k+s˜−1k +log e) ≤ 2s+k(log k+s−1k +log e),
Since each sequence of ρ′j , j ∈ [s˜] one-on-one corresponds to a sequence of kj ∈ N, j ∈ [s˜] and the
signs of ρ′1 − ρ1, (ρ′j − ρ′j)− (ρj − ρj), j = 2, . . . , s˜.
So the overall number of possibilities is at most
s∑
s˜=0
(
s
s˜
)
2s+k(log
k+s−1
k
+log e) ≤ 22s+k(log k+s−1k +log e).
Lemma 3.2 (DP for LCS within k edit operations). There is an algorithm, on input x ∈ ({0, 1}p)n, y ∈
{0, 1}n′=O(np), S ⊆ [n], k = ED(x, y), hash functions hi : {0, 1}p → {0, 1}q , i ∈ [n], outputs a mono-
tone matching w = ((u1, u
′
1), . . . , (u|w|, u
′
|w|)) between xS and y under hi, i ∈ [n] s.t. |w| ≥ |S| − k,
and
|u′1 − u1|+ |(u′2 − u′1)− (u2 − u1)|+ · · ·+ |(u′|w| − u′|w|−1)− (u|w| − u|w|−1)| ≤ k.
Proof. We present a dynamic programming to compute the maximum matching.
For every j ∈ [|S|], j′ ∈ [n′], let f(j, j′, l) be the maximummatching w = ((u1, u′1), . . . , (u|w|, u′|w|))
between xS [1, j] and y[1, j
′] under hi, i ∈ [n], s.t.
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• g(w) = |u′1 − u1|+ |(u′2 − u′1)− (u2 − u1)|+ · · ·+ |(u′|w| − u′|w|−1)− (u|w| − u|w|−1)| ≤ l;
• u1, . . . , u|w| ∈ [n], u′1, . . . , u′|w| ∈ [n′];
• The last match matches xS [j] to y[j, j + p), i.e. u|w| is the position of xS[j] in x, denoted by
pos(j), and u′|w| = j.
If there is no such matching, then f(j, j′, l) is null and g(∅) = −∞.
We compute f(j, j′, l) as follows.
To initialize, we let f(0, 0, 0) = ∅.
For every j ∈ [|S|], j′ ∈ [n′], l ≤ k,
1. If hj(x[j]) 6= hj( y[j′, j′ + p) ), then f(j, j′, l) is null and g(null) =∞;
2. Pick the maximum matching w1 in
M = {f(j1, j′1, l1) | j1 < j, j′1 < j′, l1 ≤ l, g(f(j1, j′1, l1)) + |pos(j) − pos(j1)− (j′ − j′1)| ≤ l};
3. Let f(j, j′, l) = w1 ∪ {(pos(j), j′)}.
Finally we use an exhaustive search to find the maximum matching among f(j, j′, k), j ∈ [n], j′ ∈
[n′] and output.
Next we prove the correctness.
We first claim that, there exists a matching w∗ of length |S| − k between xS and y which has
g(w∗) ≤ k. This is because we can match each i ∈ S to exactly the same entry after the k edit
operations to get w∗. Here g(w∗) ≤ k is because otherwise the edit distance between x and y is
larger than k.
Assuming the i-th pair in w∗ matches xS [ji] to y[j′i, j
′
i + p). Let w
∗
i be the first i pairs of w
∗.
We use induction to show that |f(j|w∗|, j′|w∗|, g(w∗))| ≥ |w∗|.
For the base case, note that |f(j1, j′1, g(w∗1))| ≥ 1 since at least we have a matching f(0, 0, 0) ◦
(pos(j1), j
′
1).
Suppose for i ≥ 1, |f(ji, j′i, g(w∗i ))| ≥ i. For i+1, by our construction to compute f(ji+1, j′i+1, g(w∗i+1)),
we know
g(f(ji, j
′
i, g(w
∗
i )))+|pos(ji+1)−pos(ji)−(j′i+1−j′i)| ≤ g(w∗i )+|pos(ji+1)−pos(ji)−(j′i+1−j′i)| = g(w∗i+1).
So f(ji, j
′
i, g(w
∗
i )) is in M . Since in the second stage of the computing of f(ji+1, j
′
i+1, g(w
∗
i+1)) we
pick the maximum matching in M and add one more match to it, we know
|f(ji+1, j′i+1, g(w∗i+1))| ≥ |f(ji, j′i, g(w∗i )|+ 1 ≥ i+ 1.
This shows the induction step.
As a result, the output matching has length at least |w∗|.
This matching algorithm also has an approximation version which has a better running time.
For our settings in later sections, an approximation version will be enough.
Lemma 3.3. There is an algorithm, on input x ∈ ({0, 1}p)n, y ∈ {0, 1}n′=O(np), S ⊆ [n], k =
ED(x, y), hash functions hi : {0, 1}p → {0, 1}q , i ∈ [n], outputs a monotone matching w =
((u1, u
′
1), . . . , (u|w|, u
′
|w|)) between xS and y under hi, i ∈ [n] s.t. |w| − t ≥ |S| − 2k, where
t(w) = |u′1 − u1|+ |(u′2 − u′1)− (u2 − u1)|+ · · · + |(u′|w| − u′|w|−1)− (u|w| − u|w|−1)|.
The time complexity is O((n′ + n)th + n2n′2), where th is the time complexity of computing the
hash functions.
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Proof. For every j ∈ [|S|], j′ ∈ [n′], let f(j, j′) be the matching w = ((u1, u′1), . . . , (u|w|, u′|w|))
between xS [1, j] and y[1, j
′] under hi, i ∈ [n], s.t.
• g(w) = |w| − t(w) is maximized;
• The last match matches xS [j] to y[j, j + p).
If there is no such matching, then f(j, j′) is null.
We compute f(j, j′) as follows.
To initialize, we let f(0, 0) = ∅, g(∅) = −∞.
For every j ∈ [|S|], j′ ∈ [n′],
1. If hj(x[j]) 6= hj( y[j′, j′ + p) ), then f(j, j′) is null and g(null) =∞;
2. Else pick the matching w1 in
M = {f(l, l′) | l < j, l′ < j′}
s.t.
|g(f(l, l′))|+ 1− |pos(j) − pos(l)− (j′ − l′)|
is maximized.
3. Let f(j, j′) = w1 ∪ {(pos(j), j′)}.
Finally we use an exhaustive search to find the maximum among f(j, j′), j ∈ [n], j′ ∈ [n′] and
output.
Next we prove the correctness.
We first claim that, there exists a matching w∗ between xS and y which has g(w∗) ≥ |S| − 2k.
This is because we can match each i ∈ S to exactly the same entry after the k edit operations to
get w∗. So |w∗| = |S| − k. Also t(w∗) is equal to exactly the number of insertions/deletions, i.e. k.
g(w∗) ≥ |S| − 2k.
Assuming the i-th pair in w∗ matches xS [ji] to y[j′i, j
′
i + p).
We use induction to show that |f(ji, j′i)| ≥ i − ki, where ki is the number of edits happened
before the pair (ji, j
′
i).
For the base case, note that |f(0, 0)| = 0 since we have no matching at the beginning. And
there is no edits before this beginning (the beginning is the position before the first symbol of the
string). So g(f(0, 0)) = 0 is as desired.
Suppose for i ≥ 1, |f(ji, j′i)| ≥ i− ki. For i+ 1, by our algorithm, we know
g(f(ji+1, j
′
i+1))
≥g(f(ji, j′i)) + 1− |pos(ji+1)− pos(ji)− (j′i+1 − j′i)|
≥i− ki + 1− |pos(ji+1)− pos(ji)− (j′i+1 − j′i)|
≥i+ 1− ki+1.
(2)
The 1st inequality is because the 2nd stage of the algorithm. The 2nd inequality is because of the
induction assumption. The 3rd inequality is because the number of edits between the i+1-th pair
and the i-th pair is at least |pos(ji+1)− pos(ji)− (j′i+1 − j′i)|.
This shows the induction step.
As a result, the output matching has length at least |w∗| − k ≥ |S| − 2k.
The running time of the algorithm is O((n′ + n)th + n2n′2). The analysis is as follows.
Computing the hashes for all the blocks of x and all intervals of y needsO((n′+n)th). Computing
each f [j][j′] needs to visit all f [l][l′], l ≤ j, l′ ≤ j′. So it’s within time O(nn′). There are nn′ entries.
So the time complexity for computing all of them is O(n2n′2).
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We will use the following well known parity check computation based on bipartite expander
graphs.
Construction 3.4 (Expander Code Encoding). Let Γ : [n]× [d]→ [m] be a bipartite graph with n
left vertices, m right vertices, left degree d. The encoding of the Γ-expander code, on input message
x ∈ {0, 1}n, is computed as
x ◦ z,
where z ∈ {0, 1}m, z[i] =⊕j∈Γ−1(i) x[j], i ∈ [m].
Theorem 3.5 ([21] [14] [31] Systematic Algebraic Geometry Code). There exists an explicit con-
struction of algebraic geometry linear (n,m, d)q-code with d+m ≥ n− n√q−1.1 , q = ⌈nd ⌉2, polynomial-
time decoding when the number of errors is less than half of the distance. Here n, q should be at
least some fixed constants.
Moreover for every message x ∈ Fmq , the codeword is x ◦ z for some redundancy z ∈ Fn−mq . In
other words, the code is systematic.
A distribution X over Σn is k-wise independent if for any k variables in X, their marginal
distribution is uniform.
Theorem 3.6. There exists an explicit construction of a κ-wise independence generator g : {0, 1}s →
{0, 1}n, where s = O(κ log nκ ).
Proof. Let C⊥ be an algebraic geometry linear (n,m, d)q-code constructed by Theorem 3.5, with
d = κ+ 1, m ≥ n−O(κ), q = poly(n/d) = poly(n/κ).
Consider the dual code C = (C⊥)⊥. By duality of codes, its message length is n −m = O(κ).
Let the generator be g(·) = C(·), i.e. the encoding function of C. Note that the seed length in bits
is s = (n−m) log q = O(κ log nκ).
We claim that any κ columns of the generating matrixM ∈ Fm×nq of C, are linearly independent.
Since otherwise there will be a codeword in C⊥, which has hamming distance ≤ κ = d− 1 from the
codeword 0-vector.
Next we show g(u) = uM is κ-wise independent, when u is uniform. For any κ symbols in
the output, the corresponding κ columns of M are linearly independent. So the matrix MK ,K =
{indices of these κ columns}, formed by these columns has rank κ. Thus there are κ rows which are
linearly independent. Hence each linear combination of these κ rows in MK can uniquely represent
one vector in the space of κ symbols. So (uM)K is uniform.
To see this is an explicit construction, note that the encoding of C⊥ is explicit. So the encoding
of each ei ∈ Fmq , i ∈ [m], where ei is i-th unit vector, is explicit. Thus the encoding matrix M⊥,
whose i-th row is C⊥(ei), can be computed explicitly. The corresponding parity check matrix,
which is actually M the encoding matrix of its dual code C, can be computed explicitly using M⊥
by standard procedures. So the construction is explicit.
Random variables X1,X2, . . . ,Xn ∈ {0, 1}n are ε-almost κ-wise independent in max norm if
∀i1, i2, . . . , iκ ∈ [n],∀x ∈ {0, 1}κ, |Pr[Xi1 ◦Xi2 ◦ · · · ◦Xiκ = x]− 2−κ| ≤ ε.
A function g : {0, 1}d → {0, 1}n is an ε-almost κ-wise independence generator in max norm if
g(U) = X = X1 ◦ · · ·Xn are ε-almost κ-wise independent in max norm. Unless stated otherwise,
we only consider max norm in the following context.
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Theorem 3.7 (ε-almost κ-wise independence generator [4]). There exists an explicit construction
s.t. for every n, κ ∈ N, ε > 0, it computes an ε-almost κ-wise independence generator g : {0, 1}d →
{0, 1}n, where d = O(log κ lognε ).
The construction is highly explicit in the sense that, ∀i ∈ [n], the i-th output bit can be computed
in time O˜(log n+log 1ε ) given the seed and i. (The O˜ here hides some log log n, log log(1/ε) factors)
Definition 3.8 ([17] ). A bipartite graph with n left vertices, m right vertices and left degree d is
a (k, a) expander if for every set of left vertices S ⊆ [n] of size k, we have |Γ(S)| > ak. It is a
(≤ kmax, a) expander if it is a (k, a) expander for all k ≤ kmax.
Here ∀x ∈ [n], Γ(x) outputs the set of all neighbours of x. It is also a set function which is
defined accordingly. Also ∀x ∈ [n], y ∈ [d], the function Γ : [n] × [d] → [m] is such that Γ(x, y) is
the y-th neighbour of x.
Theorem 3.9 ([17] ). For all constants α > 0, for every n ∈ N, kmax ≤ n, and ǫ > 0, there
exists an explicit (≤ kmax, (1 − ǫ)d) expander with n left vertices, m right vertices, left degree
d = O((log n)(log kmax)/ǫ)
1+1/α and m ≤ d2k1+αmax . Here d is a power of 2.
The explicitness here means, given a left node, and an edge, the induced right node computed
found in time O(log n+ log d).
Theorem 3.10 (Classic belief propagation for decoding [32]). Let Γ : [n]×[d]→ [m] be a (≤ k, 3/4d)
bipartite graph with left degree dl, right degree dr. Let y be an n-bit string whose distance from a
codeword x is at most k/2. Then a repeated application of the following decoding algorithm to y
will return x in time O(dldrm).
Decoding algorithm: Upon receiving the input n-bit string y, as long as there exists a variable
such that most of its neighbouring constraints are not satisfied, flip it.
Theorem 3.11 (General moment inequality for k-wise independence). Let Xi ∈ {0, 1}, i = 1, . . . , n,
be a sequence of k-wise independent random variables. Let X =
∑n
i=1Xi.
For every ε > 0,
Pr[X ≥ (1 + ε)EX] ≤
(
1
1 + ε
)k
.
4 Negtive Result
In this section, we show some lower bounds for the asymmetric document exchange and error
correcting codes. Given the vectors s = (s1, · · · , st) and k = (k1, · · · , kt), we define
H(s,k) = log
 t∏
i=1
 ki∑
j=0
(
si
j
) = t∑
i=1
log
 ki∑
j=0
(
si
j
) .
Similarly, for two integers s and k with s ≥ k, we define
H(s, k) = log
 k∑
j=0
(
s
j
) .
Note that in particular we have H(s,k) ≥∑ti=1 ki log(si/ki) and H(s, k) ≥ k log(s/k).
We now have the following theorems.
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Theorem 4.1. In an (s,k, t) asymmetric DE problem where Bob has the vector of subsets S =
(S1, · · · , St), let k =
∑t
i=1 ki and suppose Alice learns Bob’s string. Then any deterministic protocol
has communication complexity at least H(n, k), and any randomized protocol with success probability
≥ 1/2 has communication complexity at least H(n, k)− 1. This holds even if Alice knows s and k.
Proof. Assume for the sake of contradiction that there is a deterministic protocol with commu-
nication complexity less than H(n, k). Fix Alice’s string x, and the number of strings y within
Hamming distance k of x is exactly 2H(n,k). For each of these strings, one can define a vector
of subsets S = (S1, · · · , St) consistent with s = (s1, · · · , st) such that with each subset Si the
Hamming distance is exactly ki. Since the transcript of the protocol is a deterministic function of
(x, y,S, s,k,⊔), at least two different y’s from Bob’s side will produce the same transcript. Now
since Alice’s final output is a deterministic function of x and the transcript, this means Alice will
not be able to distinguish the two different y’s, contradicting that the protocol always succeeds.
Similarly, assume for the sake of contradiction that there is a randomized protocol with commu-
nication complexity less than H(n, k)−1, that succeeds with probability ≥ 1/2. Fix Alice’s string x
and consider the 2H(n,k) different strings y as above. By an averaging argument there is a fixing of
the random bits used, such that the protocol succeeds for at least 2H(n,k)−1 y’s. Since the protocol
is now fixed the same argument gives a contradiction.
We now consider the case where Bob tries to learn Alice’s string, and we have the following
theorem.
Theorem 4.2. In an (s,k, t) asymmetric DE problem where Bob has the vector of subsets S =
(S1, · · · , St), let k =
∑t
i=1 ki and suppose Bob learns Alice’s string. Then any randomized protocol
with success probability ≥ 1/2 has communication complexity at least H(s,k) − 1. Furthermore if
∀i, si = |Si| ≥ 2ki, then any one round deterministic protocol has communication complexity at
least H(n, k). This holds even if Alice knows s and k.
Proof. Assume for the sake of contradiction that there is a randomized protocol with communication
complexity less than H(s,k) − 1, that succeeds with probability ≥ 1/2. Fix Bob’s string y, and
the number of strings x within Hamming distance ki in each subset Si is exactly 2
H(s,k). By an
averaging argument there is a fixing of the random bits used, such that the protocol succeeds for
at least 2H(s,k)−1 x’s. Thus, again at least two different x’s will produce the same transcript, and
Bob will not be able to distinguish. This gives a contradiction.
Similarly, assume for the sake of contradiction that there is a deterministic protocol with commu-
nication complexity less than H(n, k). This means two different x’s will produce the same transcript
in a one-round protocol, where the transcript is a deterministic function of (x, s,k, t). For these
two different x’s, as long as ∀i, si = |Si| ≥ 2ki, one can define a vector of subsets S = (S1, · · · , St)
such that for each x, the Hamming distance between the corresponding substrings of x and y in Si
is exactly ki. Thus the inputs to Bob are the same for the two x’s. Since Bob’s final output is a
deterministic function of his inputs and the transcript, Bob will not be able to distinguish the two
different x’s, a contradiction.
We also have the following theorem for asymmetric error correcting codes.
Theorem 4.3. In an (s,k, t) asymmetric ECC problem where Bob has the vector of subsets S =
(S1, · · · , St), let k =
∑t
i=1 ki. If ∀i, si = |Si| ≥ 2ki, then any deterministic code must have distance
at least 2k + 1. In particular, m ≤ n − H(n, k). Furthermore, any randomized code with success
probability ≥ 1/2 must have message length m ≤ n− H(s,k) + 1.
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Proof. Assume for the sake of contradiction that there is a deterministic code with distance at most
2k. This means there are two different codewords Enc(x1) and Enc(x2) with Hamming distance at
most 2k. Thus, an adversary can come up with two error strings z1, z2 where each zj has exactly
k 1’s, such that Enc(x1) ⊕ z1 = Enc(x2) ⊕ z2 = y. As long as ∀i, si = |Si| ≥ 2ki, one can define
a vector of subsets S = (S1, · · · , St) such that for each zj, the number of 1’s in the subset Si is
exactly ki. Thus for x1 and x2, Bob receives the same string y and his other inputs are also the
same. This means that Bob will not be able to distinguish xi and xj, a contradiction.
Now assume for the sake of contradiction that there is a randomized code with success proba-
bility ≥ 1/2 which has message length m > n−H(s,k) + 1. By an averaging argument there exists
a fixing of the random bits used in encoding and decoding, that succeeds for 2m−1 > 2n−H(s,k)
messages. Note that for any codeword, the number of all strings which have Hamming distance
at most ki in the subset Si to the codeword is 2
H(s,k). This implies that there exists two different
codewords Enc(x1) and Enc(x2) and a string y such that for each Enc(xj), y has Hamming distance
at most ki in the subset Si to the codeword Enc(xj). An adversary can thus change Enc(x1) and
Enc(x2) into the same string y, and both error patterns are consistent with (S, s,k). Thus Bob will
not be able to distinguish xi and xj , a contradiction.
5 Document Exchange and Error Correcting Codes with Asym-
metric Information in the General Setting
We give a random protocol for the general setting s.t. the communication complexity is close to
optimal.
5.1 Key components
Lemma 5.1. For every S ⊆ [n], integer k0 ≤ k ≤ s = |S|, the probability that a random bipartite
graph with n left vertices, m ≥ 2dk21/δ right vertices, left degree d = O(log 2sk ), having
for every R ⊆ S, with |R| ∈ [k0, k]
|Γ(R)| > (1− δ)d|R|, (3)
is at least 1− ε, where ε = 2−Θ(δ(log 2sk )k0 log 2kk0 ).
Note that when k0 = 1, we get a (n,m, d, S,≤ k, 1 − δ) expander with probability at least
1− 2−Θ(δ log 2sk log(2k)) ≤ 1− 1/poly(s).
We also denote a bipartite graph with the expansion property stated as an (n,m, d, S, [k0, k], 1−
δ) expander.
Proof. The total number of sets R with size r is at most (esr )
r.
For a fixed set R, a fixed set T ⊆ [m], |T | = (1− δ)d|R|
Pr[Γ(R) ⊆ T ] =
( |T |
m
)dr
=
(
(1− δ)dr
m
)dr
. (4)
There are at most (
m
|T |
)
≤
(
em
|T |
)|T |
=
(
em
(1− δ)dr
)(1−δ)dr
(5)
such set T .
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So by a union bound, the probability that for every R, |R| = r, Γ(R) ≤ (1− δ)dr is at most(
em
(1− δ)dr
)(1−δ)dr
×
(
(1− δ)dr
m
)dr
× (es
r
)r
=e(1−δ)dr
(
(1− δ)dr
m
)δdr
× (es
r
)r
≤edre−δdr log mdr (es
r
)r
≤2−Θ(δdr log 2kr ).
(6)
by letting m = 2dk21/δ , d = O(log 2sk ).
By another union bound the probability that for every R, |R| ∈ [k0, k], it does not have a good
expansion is at most
∑k
j=k0
2−Θ(δdj log
2k
j
) ≤ (k − k0 + 1)2−Θ(δdk0 log
2k
k0
) ≤ 2−Θ(δdk0 log 2kk0 ).
When k0 = 1, this is at most 2
−Θ(δ log 2s
k
log(2k)) ≤ 2−Θ(δ log 2sk log(2k)) ≤ 1/poly(s).
Lemma 5.2. Assume Γ is an (n,m, d, S, [k′1, 2k1], 0.9) expander. Let y be the expander-code encod-
ing of x using Γ. Then there is an explicit decoding which, on input x′ which has ki, i ∈ [t] errors
in Si from x, with k1 ≥ k′1 ≥ c
∑t
i=2 ki, c = 10, outputs x˜ that has at most k
′
1 errors in S1.
Proof. We propose the following algorithm. For every iteration, find the first bit in S1 s.t. it has
more unsatisfied checks than satisfied ones. Loop until we cannot find such bit anymore.
Now we show this works. Assume there are at least k′1 errors in S1. Denote A as the set of
indices of these errors. Let s be the number of satisfied neighbors of A1 = A ∩ S1. Let u be the
number of unsatisfied neighbors of A1. By the expander property, |Γ(A)| ≥ 0.9d|A1|. So
s+ u ≥ 0.9d|A1|. (7)
On the other hand, each satisfied check is connected to at least one vertex in A1 since it is in
Γ(A1). Thus it has to be connected to at least 2 vertices in A to make it to be satisfied. Also each
unsatisfied check is connected to at least 1 vertex in A1. Hence
2s + u ≤ d|A| ≤ d|A1|+ d
t∑
i=2
ki ≤ (1 + 1
c
)d|A1|. (8)
By Equation (7) and Equation (8),
u ≥ 0.8d|A1|.
So there has to be ≥ 0.1 fraction of vertices in S1 having more unsatisfied checks than satisfied
ones. As a result, the algorithm can find a bit to flip and u is decreasing. On the other hand, if
at some iteration, |A1| = 2k1, then u ≥ 1.6dk1 but initially u ≤ dk1 which contradicts that u is
decreasing. As a result, the iterations will continue until there are less than k′1 errors in S1.
Theorem 5.3. There is an efficient 1-round protocol s.t. for every (s, k) DE problem, it has
communication complexity O(k log 2sk ), success probability 1− 2−Θ(log
2s
k
log k).
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Proof. We first generate a random bipartite graph with n left vertices, left degree d = O(log 2sk ),
m = O(dk) right vertices. By Lemma 5.1, with probability 1− 2−Θ(log 2sk log k), it is an (n,m, d, S,≤
2k, 0.9) expander Γ. We use Γ to compute the sketch z of x.
To decode, we use y, z and Γ. By Lemma 5.2, we can get x correctly.
The running time of both parties are O˜(n).
5.2 The protocol
We assume k1 ≥ k2 ≥ · · · ≥ kt W.O.L.G.
Theorem 5.4. There is a 1-way efficient protocol s.t. for every (s,k, t) DE with ki ≤ si/2,∀i ∈ [t],
it has success probability 1− 2−Ω(kt) − 1/poly(s), communication complexity O(t2∑i∈[t] ki log siki ).
Construction 5.5. Efficient protocol for (s,k, t) DE .
Alice: on input x,
1. Let i′ = 0, k′ = 0, string z be empty string;
1.1. While i′ ≤ t− 2, find i > i′ s.t. k′ +∑ij=i′+1 kj > k′′, where k′′ = c∑tj=i+1 kj ; If cannot
find i then break the iterations;
1.2. Generate an (n,m, d,∪ij=1Sj, [k′′, 2(k′+
∑i
j=i′+1 kj)], 0.9)-expander Γ by Lemma 5.1, where
d = O(log
∑i
j=1 sj
k′+
∑i
j=i′+1
kj
);
1.3. Compute zi which is the expander code of x using Γ, z = z ◦ zi;
1.4. Let i′ = i, k′ = k′′.
2. Encode x to be zfinal by using a (n,m, d = O(log
s
kfinal
), S,≤ 2kfinal, 0.9) expander Γfinal gener-
ated by Lemma 5.1, where kfinal = k
′ +
∑t
j=i′+1 kj ;
3. Send z ◦ zfinal to Bob.
Bob: on input y, S,k, together with the message z ◦ zfinal from Alice;
1. Let i′ = 0, k′ = 0, y′ = y;
1.1. While i′ 6= t, find i > i′ s.t. k′ +∑ij=i′+1 kj > k′′, where k′′ = c∑tj=i+1 kj , c = 10;
1.2. Generate an (n,m, d,∪ij=1Sj, [k′′, 2(k′+
∑i
j=i′+1 kj)], 0.9)-expander Γ by Lemma 5.1 using
the same randomness as of Alice;
1.3. Use Γ, zi to reduce the number of errors of y in ∪ij=1Sj to be at most k′′ by Lemma 5.2;
1.4. Let i′ = i, k′ = k′′.
2. Decode x by Lemma 5.2 for the (S, k′+kt) setting, using y′, zfinal, and the expander generated
the same as the Γfinal of Alice;
Lemma 5.6. The communication complexity is O
(
t2
∑
j∈[t] kj log
sj
kj
)
.
Proof. By Lemma 5.1, m of Γ is O
(
(k′ +
∑i
j=i′+1 kj) log
∑i
j=1 sj
k′+
∑i
j=i′+1
kj
)
.
Note that in the first iteration, the algorithm may pick a i ∈ [t]. But in the succeeding iterations,
it will always take i = i′ + 1, since k′ + ki′+1 > k′′ and we always assume ki′+1 > 0.
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For the first iteration, we have
m = O
( i∑
j=1
kj) log
∑i
j=1 sj∑i
j=1 kj

≤ O
(c t∑
j=i
kj + ki) log
∑i
j=1 sj∑i
j=1 kj
 Since i−1∑
j=1
kj ≤ c
t∑
j=i
kj
≤ O
(c t∑
j=i
kj + ki) log
∑i
j=1 sj
1
2
∑i
j=1 kj +
1
2ki
 Decreasing the denominator
≤ O
(c t∑
j=i
kj + ki) log
∑i
j=1 sj
1
2(c
∑t
j=i+1 kj + ki)
 Since i∑
j=1
kj > c
t∑
j=i+1
kj
≤ O
(c t∑
j=i
kj + ki) log
∑i
j=1 sj
c
∑t
j=i+1 kj + ki
 Because of big-O notation
≤ O
(
k log
∑i
j=1 sj
k
)
Let k = (c
t∑
j=i
kj + ki)
≤ O
k log i∏
j=1
(
sj
k
+ 1)
 log(·) is an increasing function
= O
 i∑
j=1
k log(
sj
k
+ 1)
 .
For each j ∈ [i], if k > kj , then since k ≤ (c+ 1)tkj ,
k log(
sj
k
+ 1) ≤ (c+ 1)tkj log(sj
kj
+ 1) ≤ 2(c + 1)tkj log sj
kj
;
Otherwise if k ≤ kj , then since kj ≤ 12sj,
k log(
sj
k
+ 1) ≤ k log 2sj
k
≤ O(kj log sj
kj
).
Hence m = O
(
t
∑i
j=1 kj log
sj
kj
)
.
Next we consider the cases where we are in iterations from the 2nd to the last. We have
m = O
(
(k′ + ki) log
∑i
j=1 sj
k′ + ki
)
= O
(
k log
∑i
j=1 sj
k
)
Let k = k′ + ki = c
t∑
j=i
kj + ki
≤ O
k log i∏
j=1
(
sj
k
+ 1)
 log(·) is an increasing function
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= O
 i∑
j=1
k log(
sj
k
+ 1)
 .
For each j ∈ [i], if k > kj , then again since k ≤ (c+ 1)tkj ,
k log(
sj
k
+ 1) ≤ (c+ 1)tkj log(sj
kj
+ 1) ≤ 2(c + 1)tkj log sj
kj
;
Otherwise if k ≤ kj , then since kj ≤ 12sj,
k log(
sj
k
+ 1) ≤ k log 2sj
k
≤ O(kj log sj
kj
).
Hence m = O
(
t
∑i
j=1 kj log
sj
kj
)
.
As there are at most t iterations, the total communication complexity is tm = O
(
t2
∑t
j=1 kj log
sj
kj
)
.
Next we show the correctness.
Lemma 5.7. Bob can compute x correctly with probability at least 1− 2−Ω(kt) − 1/poly(s).
Proof. In the first iteration, since Γ is an (n,m, d,∪ij=1Sj , [c
∑t
j=i+1 kj, 2(
∑i
j=1 kj)]) expander, by
Lemma 5.2, we can successfully reduce the number of errors in ∪ij=1Sj to be ≤ k′′.
Note that as long as ki′+1 > 0, the number i, found in the iteration, will be i
′ + 1. So the
iteration will continue until i′ = t − 1. After the iterations, the number of errors in S is at most
k′ + kt = (c+ 1)kt.
Finally, using zfinal and Γfinal, by Lemma 5.2, Bob can compute x correctly.
The protocol succeeds once all random expander graphs are as desired. For random expander
graph in iteration i, the success probability is 1−2−Ω(dk′′ log 2k
′
k′′
)) ≤ 1−2−Ω(dk′′), by Lemma 5.1. So
by a union bound, the probability, that all iterations success, is at least 1 − 2−Ω(kt). In the final
step, the success probability is 1− 1
poly(s) by Theorem 5.3. Hence the final success probability is as
desired.
Proof of Theorem 5.4. The correctness and communication complexity immediately follows from
Lemma 5.6, Lemma 5.7.
For the efficiency, note that in Alice’s algorithm, she just randomly generate a bipartite graph
with logarithmic degree. And apply the expander encoding to get the sketch. So this is in near
linear time. For Bob’s algorithm, as Si, i ∈ [t] are disjoint, and the belief propagation can be done
in near linear time. Other operations are also in near linear time. So Bob’s algorithm is also in
near linear time.
When t is large, we can group some sets together to reduce t and hence get the following
theorem.
Theorem 5.8. There is a 1-way efficient protocol s.t. for every (s,k, t) DE with ki ≤ si/2,∀i ∈ [t],
it has success probability 1−2−Ω(kt)−1/poly(s), communication complexity O
(
χ2(s,k, t)
∑
i∈[t] ki log
si
ki
)
.
The running time of both parties are O˜(n).
22
Proof. We cut the interval [2, n + 1) into t′ = O(log log n) intervals s.t. the j-th interval Ij is
[210
j−1
, 210
j
). Then for all i s.t. si/ki ∈ Ij, we union them to be a set S′j . Also we take k′j to be
the summation of the corresponding ki’s. We neglect these intervals which do not cover any sj/kj ,
getting a new problem i.e. a (s′′,k′′, χ) error correction problem.
By Theorem 5.4, the communication complexity is O
(
χ2
∑
j∈[χ] k
′′
j log
s′′j
k′′j
)
. Since ∀j ∈ [χ], i ∈
Ij, log
si
ki
= O(log
s′′j
k′′j
), the communication complexity is actually O
(
χ2
∑
i∈[t] ki log
si
ki
)
.
The time complexity and success probability is implied by Theorem 5.4.
Notice that χ can only be as large as O(log log n). So we have the following corollary.
Corollary 5.9. There is a 1-way efficient protocol s.t. for every (s,k, t) DE with ki ≤ si/2,∀i ∈ [t],
it has success probability 1−2−Ω(kt)−1/poly(s), communication complexity O
(
log2 log n
∑
i∈[t] ki log
si
ki
)
.
The running time of both parties are O˜(n).
5.3 From DE to stochastic coding
We show that our construction for DE can be modified to work for stochastic coding setting.
Theorem 5.10. There is an efficient stochastic ECC s.t. for every (s,k, t) type errors with ki ≤
si/2,∀i ∈ [t], it has success probability 1−2−Ω(kt)−1/poly(s), message length n−O
(
χ2(s,k, t)H(s,k)
)
.
The running time of both encoding and decoding are O˜(n).
Proof. For encoding, we first compute the length of the redundancy. By the Alice’s algorithm of
Theorem 5.8, the sketch length for (s,k, t) document exchange, on input strings of length n, is
s = O
(
χ2(s,k, t)
∑
i∈[t] ki log
si
ki
)
. If we apply an an asymptotically good ECC C0, e.g. expander
codes [32] [34], to encode the sketch, then the output has length r = O(s). Let the message length
be n− r.
The encoding of message x has two parts. The first part is the message. The second part is
the sketch for (s,k, t) document exchange on input x ◦ 0, where 0 is an all 0 string of length r. We
know the sketch length is s. Next we apply C0 on s to get z which has length r. The final codeword
is x ◦ z.
We claim this code can indeed resist (s,k, t) type errors by describing the decoding along with
its analysis.
For decoding, assume the input is x′ ◦ z′. Note that even if all errors happen on z, we can
decode to recover z from z′, since z is a codeword of an ECC correcting k errors. After we get z.
We apply Bob’s algorithm of Theorem 5.8 on x′ ◦ 0, using the sketch z. The decoding will success
because the error type is still (s,k, t), as we only remove some errors happened on z.
The success probability only comes from the success probability of Theorem 5.8, since that’s the
only part we use randomness. So the success probability is as desired. The encoding and decoding
are in near linear time since the protocol and the asymptotically good code [34] are both in near
linear time.
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6 Document Exchange with Asymmetric Information in a Special
Setting
We first develop a randomized two-party (Alice and Bob) one-way hamming error document ex-
change protocol in which Bob knows the errors can only happen in some subsets of all positions,
where in each subset the number of errors is also bounded.
The reason we consider this kind of encoding/decoding for special error patterns is that it can
has shorter redundancy than the general coding for bounded number of hamming errors.
The encoding utilize a randomized bipartite expander graph with a large expansion.
Lemma 6.1. For every n, k, k′, k′′, r, d, t ∈ N, k′ ≤ r ≤ k ≤ n, k′′t log ek2tk′′ ≤ k′ log 2kk′ , δ ∈ (0, 1),
d ≥ δ−1, constant c > 0, disjoint sets Si ⊆ [n], i ∈ [t], |Si| = k2O(i), ki = max(k/2O(i), k′′) ≤ |Si|/2,
the probability that a random bipartite graph with n left vertices, m ≥ 2dk21/δ right vertices, left
degree d, having that
for every R ⊆ ∪i∈[t]Si, |R| = r ≥ k′, with |R ∩ Si| ≤ ki,∀i ∈ [t],
it holds |Γ(R)| > (1− δ)dr,
is at least 1− ε, where ε = 2−Θ(δdk′ log 2kk′ ) .
We denote the generated expander graph as a (n,m, d,S,k, [k′, k], 1 − δ)-expander, where k is
the sequence of all ki, i ∈ [t].
Proof. We show that a uniformly sampled bipartite graph works. The bipartite graph with n left
vertices, m right vertices, left degree d, is generated as follows. Each edge, from one vertex of the
left, has its ending vertex being uniformly chosen from the right vertices.
For a fixedR, if |Γ(R)| ≤ (1−δ)dr, then there exists a set T ⊆ [m] s.t. |T | = (1−δ)dr, |Γ(R)| ⊆ T .
There are at most (
m
|T |
)
≤
(
em
|T |
)|T |
=
(
em
(1− δ)dr
)(1−δ)dr
(9)
such set T . For each T ,
Pr[Γ(R) ⊆ T ] =
( |T |
m
)dr
=
(
(1− δ)dr
m
)dr
. (10)
Consider a fixed r. Assuming r ∈ [kj+1, kj ], for some j ∈ [t]. Notice that j = Θ(log 2kr ).
Let ri = R ∩ Si. The total number of different sequences r1, . . . , rt is at most(
r + t
r
)
≤
(
e(r + t)
r
)r
≤
(
O(
2k
r
)
)r
≤ 2O(r log 2kr ). (11)
Consider a fixed sequence ri, i ∈ [t] with ri ≤ ki. The total number of possibilities of R ∩
Sj, . . . , R ∩ St is at most
t∏
i=j
(|Si|
ri
)
≤
t∏
i=j
(|Si|
ki
)
≤
t∏
i=j
(
e|Si|
ki
)ki
≤
t′∏
i=j
2
O(i k
2O(i)
) ·
t∏
i=t′
(
e|St|
k′′
)k′′
= 2
O
(∑t′
i=j i
k
2O(i)
)
· 2O((t−t′)k′′ log ek2
t
k′′
) ≤ 2O(
k
2O(j)
j) · 2O(r log 2kr ) = 2O(r log 2kr ).
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Here t′ is the first index s.t. ki = k′′.
On the other hand, the total number of possibilities of R ∩ S1, . . . , R ∩ Sj is at most
j∏
i=1
(|Si|
ri
)
≤
(∑j
i=1 |Si|∑j
i=1 ri
)
≤
(
O(k2O(j))∑j
i=1 ri
)
≤
(
O(k2O(j))
r
)
≤
(
O(
k2O(j)
r
)
)r
≤ 2O(r log 2kr ). (12)
So by a union bound, the probability that for every R, |R| = r, |R ∩ Si| ≤ ki, Γ(R) ≤ (1− δ)dr
is at most (
em
(1− δ)dr
)(1−δ)dr
×
(
(1− δ)dr
m
)dr
× 2O(r log 2kr )
=e(1−δ)dr
(
(1− δ)dr
m
)δdr
× 2O(r log 2kr )
≤edre−δdr log mdr 2O(r log 2kr )
≤2−Θ(δdr log 2kr )
(13)
by letting m = 2dk21/δ .
Since k ≥ r ≥ k′, it holds that 2−Θ(δdr log 2kr ) ≤ 2−Θ(δdk′ log 2kk′ ).
Remark 6.2. Note that we can use a κ = O(kd)-wise independence generator to generate the
edges of the graph. Each edge is chosen according to a random variable in a sequence that is κ-wise
independent. Each random variable has support size m. Hence inequality (10) still holds. So we
can apply the same argument.
The decoding algorithm has two parts. Both parts use belief propagation techniques. In the
first part, we reduce the number of errors slightly by using z1. In the second part, we further reduce
the number of errors to 0 by using z2.
Construction 6.3 (Protocol for a specific setting of parameters). Let n,m, d, t ∈ N, ki ∈ N, ki ≤
n, i ∈ [t], k′ = O(k/ log nk ), disjoint sets Si ⊆ [n], i ∈ [t]. Let S = ∪i∈[t]Si.
Let expander graph Γ1 : [n]× [d1]→ [m1], s.t.
∀R ⊆ ∪i∈[t]Si with |R| ∈ [k′, O(k)] and ∀i ∈ [t], |R ∩ Si| ≤ 20ki, it holds Γ1(R) > 0.9d|R|.
Let C0 be a systematic Algebraic Geometry code from Theorem 3.5, with alphabet Fq, message
length n/q, redundancy length O(k′) correcting 2k′ errors.
Let x ∈ {0, 1}n be the original message.
The decoding takes an input string y ∈ {0, 1}n, parity checks z1 generated by expander encoding
of x using Γ1, and z2 which is the redundancy part of C0(x).
Stage 1:
1. (Generating the restriction set) Let V = ∅. For every i ∈ [t], if the number of flipped bits in Si
is less than 19ki, then V = V ∪Si otherwise V = V ∪{j | the j-th bit is flipped previously by this algorithm};
(If a bit is flipped twice, then it is regarded as not flipped)
2. Find j ∈ V s.t. the number of unsatisfied parity checks in Γ1(j) is larger than |Γ1(j)|/2 = d1/2;
Flip the j-th bit, and restart this stage; If no such j, go to the next step;
3. Go to the next stage.
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Stage 2 (classic belief propagation using z2):
1. Apply the decoding of C0 on the current y concatenated with z2.
2. Output the decoded message.
Lemma 6.4. If HD(yS , xS) = 0,∀i ∈ [l],HD(ySi , xSi) ≤ ki, then the decoder outputs x correctly.
Proof.
Claim 6.5. The first stage ends in at most O(m1) rounds, and the number of errors in y is reduced
to be less than 2k′.
Proof. Let Aτ be the set of indices of tampered bits (comparing to x) in y at (immediately before)
the τ -th round. At the beginning |A1| = HD(y, x).
We first show that if |Aτ | ≥ 2k′, then we can indeed find an index j ∈ V s.t. the number of
unsatisfied parity checks in Γ1(j) is larger than |Γ1(j)|/2.
Denote A′τ = Aτ ∩ V . Let s, s′ be the numbers of satisfied checks in Γ1(Aτ ),Γ1(A′τ ). Let u, u′
be the numbers of unsatisfied checks in Γ1(Aτ ),Γ1(A
′
τ ).
Consider i ∈ [l] s.t. the number of flipped bits is exactly 19ki. As HD(ySi , xSi) ≤ ki, the number
of tampered bits in Si is at most 20ki. So |Aτ ∩ Si| ≤ 20ki, since HD(ySi , xSi) ≤ ki. Also note that
these tempered bits (at the beginning of the stage) can be flipped by the algorithm, we know the
current number of tampered bits in A′τ ∩ Si is at least 18ki. So
|A′τ ∩ Si| ≥ 0.9|Aτ ∩ Si|. (14)
For i ∈ [l] s.t. the number of flipped bits is less than 19ki, since V ∩ Si = Si,
|A′τ ∩ Si| = |Aτ ∩ Si| (15)
As a result, noting that Si, i ∈ [l] are disjoint,
|A′τ |
|Aτ | =
∑
i |A′τ ∩ Si|∑
i |Aτ ∩ Si|
≥ 0.9, (16)
As |Aτ | ≥ 2k′, it holds |A′τ | ≥ 1.8k′ ≥ k′. By the expansion property of Γ1,
s′ + u′ = |Γ1(A′τ )| ≥ 0.9d|A′τ |. (17)
On the other hand, note that 2s+ u ≤ d|Aτ |, since each satisfied check in Γ1(Aτ ) must have at
least two bits in xAτ to be as addends. As A
′
τ = Aτ ∩ V , we have s′ ≤ s, u′ ≤ u.
Thus
2s′ + u′ ≤ 2s+ u ≤ d|Aτ |. (18)
Combining (17) and (18), we get
u′ ≥ 2(0.9d|A′τ | − 0.5d|Aτ |). (19)
Further by (16),(19),
u′ ≥ 0.68d|Aτ | ≥ 0.68d|A′τ |. (20)
Hence by an averaging argument, there is an index j ∈ V s.t. the number of unsatisfied parity
checks in Γ1(j) is at least 0.68d.
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As a result, after doing the flipping for this round, the number of unsatisfied parity checks is
strictly decreased. Also note that because of the restriction sets in our algorithm our operation
cannot create an Aτ in some steps s.t. it does not have a good expansion. Hence, the first stage
ends when |Aτ | < 2k′.
Next we consider |Aτ | < 2k′ at the beginning of a round τ . There are two possible cases.
The first case is that in step 2 the algorithm does not find a j ∈ V to conduct the operation,
so it will go to the next stage as desired.
The second case is that there is still an index j ∈ V s.t. the number of unsatisfied parity checks
in Γ1(j) is more than half. Hence after flipping, and the number of unsatisfied parity checks is
again strictly decreased. Note that there are at most O(m1) unsatisfied checks. So this procedure
will end in at most O(m1) rounds.
For either case, stage 1 will end with |Aτ | < 2k′. This shows the claim.
As a result, after stage 1, the number of errors is less than 2k′.
As C0 can correct 2k
′ errors, by Theorem 3.5, the decoding algorithm outputs x correctly.
Theorem 6.6. There is an efficient one-way protocol for every (s,k, t) DE, arbitrary si = k2
Θ(i), l =
Ω(log nk ), ki = max{k/2Θ(i),Θ( kl log n
k
)} ≤ si/40, t ≤ O(
√
l) , having communication complexity
O(k), success probability 1− 2−Θ(k
log log n
k
log n
k
)
.
Proof. The protocol is constructed by Construction 6.3 and we will use a random (n,m, d) bipartite
graph to be Γ1. By Lemma 6.1, a random bipartite (n,m, d) graph Γ1 is an (n,m, d,S,k, [k
′, k], 0.9)
expander, with failure probability at most ε = 2−Θ(k
′ log 2k
k′
), where we let m = O(2dk), d = O(1),
ki = 20ki, i ∈ [t], k′ = O(k/ log nk ). Also since t ≤ O(
√
l), we have k′′t log 2k2
t
k′′ ≤ k′ log 2kk′ , where
k′′ = O( kl log n
k
).
By Lemma 6.4, Bob can compute x, by using y, z,S,k, k′ and the common randomness.
The communication complexity is |z| = m = O(k). The protocol is efficient since both encoding
and decoding are efficient. The failure probability is ε = 2
−Θ(k log log
n
k
log n
k
)
since the construction of Γ1
is the only part we use randomness.
Note that Theorem 1.10 directly follows from Theorem 6.6 by letting l = O(t2).
7 Optimal Document Exchange under Edit Distance
In this section we give the one-way document exchange protocol for edit distance. We begin with
a randomized protocol where the two parties have shared randomness.
Construction 7.1. The input string for Alice has length n ∈ N and there are totally k ∈ [Θ(log4 nk ),Θ(n)]
edit errors between Alice’s string and Bob’s string.
Both Alice’s and Bob’s algorithms have L = O(log nk ) levels. For every i ∈ [L], in the i-th level,
• Let block size bi = n3·2ik , i.e., in each level we divide a block in the previous level evenly into
two blocks. We choose L properly s.t. bL = O(log
n
k );
• The number of blocks li = n/bi;
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Alice: On input x ∈ {0, 1}n;
1. For the i-th level,
1.1. Partition x into consecutive blocks x[1, bi], x[1 + bi, 2bi], . . . , x[1 + (l − 1)bi, libi];
1.2. Let hj : {0, 1}bi → {0, 1}c, j ∈ [li] be a sequence of random hash functions with c being a
large enough constant positive integer;
1.3. Compute v[i][j] = hj (x[1 + (j − 1)bi, jbi]) , j ∈ [li];
1.4. v[i] = (v[i][1], . . . , v[i][li]);
1.5. By the sketch construction of Theorem 6.6, compute z[i] ∈ {0, 1}m1=O(k), a sketch of v[i],
the expander constructed in this step being Γ : {0, 1}li × {0, 1}d1=10 → {0, 1}m1=O(k);
2. Compute the redundancy zfinal ∈ ({0, 1}bL )Θ(k) for the blocks of the L-th level by Theorem 3.5,
where the code has distance 16k;
3. Send z = (z[1], z[2], . . . , z[L]), v[1], zfinal.
Bob: On input y ∈ {0, 1}O(n) and received z, v[1], zfinal;
1. Create x˜ ∈ {0, 1, ∗}n (i.e. his current version of Alice’s x), initiating it to be (∗, ∗, . . . , ∗);
2. Let A1 = [l1], Ai = ∅, i = 2, 3, . . . , L;
3. For the i-th level, where 1 ≤ i ≤ L− 1,
3.1. Divide x˜ into length bi consecutive blocks, x˜[1, bi], . . . , x˜[1 + (li − 1)bi, libi];
3.2. Utilize the common randomness to get functions hj : {0, 1}bi → {0, 1}c, j ∈ [li] that Alice
gets in her stage 1.2.
3.3. Compute v˜[i] = (h1(x˜[1, bi]), . . . , hli(x˜[1 + (li − 1)bi, libi]));
3.4. For every i′ ∈ [ℓ], let Si′ ⊆ [li] be the indices of the (descendent) blocks in the current
level, whose ancestors are those blocks indicated by Ai′ , i.e. j is in Si′ iff there is j
′ ∈ Ai′
s.t. [1 + (j − 1)bi, jbi] ⊆ [1 + (j′ − 1)bi′ , j′bi′ ];
3.5. Compute v[i] by using the decoding algorithm from Construction 6.3 on using, Si′ , ki′ =
max(k/20.9c(i−i′), k/ log3 nk ), i
′ = i− 1, i− 2, . . . , 1, and z[i];
3.6. Let Ti = ∅. For every j ∈ [li], if v[i][j] 6= v˜[i][j], then put j ∈ Ti and then check every
i′ = i−1, i−2, . . . , 1, if the j-th block in the current level is a descendent of the j′-th block
in the i′-th level, then remove j′ from Ai′ ;
3.7. Let Ai = Ti;
3.8. Compute w ∈ (Ai× [|y|])|w| which is the maximum monotone matching between x’s blocks
indicated by Ai, and y, under h1, . . . , hli , using v[i], by Lemma 3.2; (We interpret w as a
sequence of matches, the jth match being denoted as (w[j][1], w[j][2]).)
3.9. Evaluate x˜ according to w, i.e. let x˜[w[j][1]] = y[w[j][2], w[j][2] + bi − 1],∀j ∈ [|w|];
4. In the L’th level, apply the decoding of Theorem 3.5 on the blocks of x˜ and zfinal to get x;
5. Return x.
Next we show the correctness of our construction.
Consider every level i ∈ [L], every i′ = i− 1, i− 2, . . . , 1. We denote the set descendants in the
i-th level, stemming from Ai′ , as A˜i′ . The indices set of undetected wrongly recovered blocks in
A˜i′ , is denoted as Bi′ , i
′ = i− 1, . . . , 1.
Let i∗ be s.t. k′′ , k′/Θ(log2 nk ) ∈ [k/2c(i−i
∗), k/2c(i−i∗+1)], k′ , k/ log nk .
Lemma 7.2. For every i ∈ [L], if ∀i′ < i, |Ti′ | = O(k), and v[i′] are computed correctly by Bob,
then
28
• for every i′ ≤ i∗, the probability that |Bi′ | ≥ k′′ is at most 2−Ω(k′′);
• for every i′ ∈ (i∗, i), the probability that |Bi′ | ≥ ki′ = k/20.9c(i−i′) is at most 2−Ω(ck/2c(i−i
′)).
Proof. Consider the possibilities of Bi′ . Each possibility can be described by a w-witness with
w = |Bi′ |. The witness is a sequence of (number) w indices where each index is in the i-th level
indicating a wrongly recovered block. This sequence is further partitioned into i − i′ + 1 groups
corresponding to levels i′, i′ + 1, . . . , i. We numerate these groups as group i′, i′ + 1, . . . , i.
Consider the trees rooted at blocks in Ai′ . Each of them has height i− i′. Each node is a block
in a certain level between i′ and i.
The w-witness describes level i bad blocks which are descendants of blocks in Ai′ , uniquely in
the following way.
Group j ∈ [i′, i] consists of indices of bad blocks, one for each depth i− j tree whose root is a
wrong block in level j. Note that for one tree, there may be many bad leaf blocks. For this case,
we only pick the leftmost wrong one. These forms the group one. After each picking, we cut all the
edges from that block to the root. This gives i− i′+1 sub-trees. One of them is the last block. We
only focus on sub-trees other than that picked block. They have depth from 1 to i− j. We update
the set of trees by adding these trees from cutting and delete the trees being cut.
In this way, every error patterns can be described. This is because, every leaf node is either
being picked or still in one of the trees in the forest. Once the leaf is in one of the trees in the
forest, it can be picked in a certain level of the picking procedure.
Let the number of wrong blocks being picked for each level j be wj.
The total number of error patterns is
P =
(
k
wi′
)
· 2(i−i′)wi′ ·
(
wi′
wi′+1
)
· 2(i−i′−1)wi′+1 ·
(
wi′ + wi′+1
wi′+2
)
· 2(i−i′−2)wi′+2 · · ·
(∑i−1
j=i′ wj
wi
)
≤
(
k
wi′
)(∑i−1
j=i′(i− j)wj∑i
j=i′ wj
)
· 2
∑i−1
j=i′
(i−j)wj
(21)
For i′ ≤ i∗, suppose∑ij=i′(i− j)wj = k′′. Then
P ≤
(
k
k′′/(i − i′)
)
· 22k0
≤2O(k′′)·
O(log k)
i−i′ · 22k′′
≤2O(k′′).
(22)
Note that the probability that a specific error pattern happens is at most 2−c
∑i
j=i′ (i−j)wj = 2−ck
′′
because each block in group j is checked for i − j times independently. Since c is a large enough
constant,
∑i
j=i′(i−j)wj is a integer in [0, poly(k log n)], we know by a union bound,
∑i
j=i′(i−j)wj ≥
k′′ happens with probability at most 2−ck
′′ × 2O(k′′) × poly(k log n) ≤ 2−Ω(k′′).
For i > i∗, suppose
∑i
j=i′(i− j)wj = k/20.9c(i−i
′) = ki′ . Then
P ≤
(
k
ki′/(i− i′)
)
· 22ki′
≤2(0.9c(i−i′)+O(1)+log(i−i′))·ki′/(i−i′) · 22ki′
≤20.91cki′ ,
(23)
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when c is a large enough constant.
Similarly, note that the probability that a specific error pattern happens is at most 2−c
∑i
j=i′(i−j)wj =
2−cki′ because each block in group j is checked for i−j times independently. Since c is a large enough
constant,
∑i
j=i′(i−j)wj is a integer in [0, poly(n)], we know by a union bound,
∑i
j=i′(i−j)wj ≥ ki′
happens with probability at most 2−cki′ × 20.91cki′ × poly(k log n) ≤ 2−Ω(ki′ ).
As a result, w =
∑i
j=i′ wj > ki′ happens with probability at most 2
−Ω(ki′ ) ≤ 2−Ω(k′′) .
Lemma 7.3. For every i ∈ [L], if ∀i′ < i, |Ti′ | = O(k), and v[i′] are computed correctly by Bob,
then with probability at least 1− 2−Ω(k′′),
i−1∑
i′=1
|Bi′ | < k.
Proof. By Lemma 7.2, for i′ ≤ i∗, with probability at least 1− 2−Ω(k′′), |Bi′ | < k′′; for i′ > i∗, with
probability at least 1− 2−Ω(k′′), |Bi′ | ≤ ki′ = k/20.9c(i−i′).
By a union bound, with probability at least 1− i2−Ω(k′′) = 1− 2−Ω(k′′),
i−1∑
i′=1
|Bi′ | =
i∗∑
i′=1
|Bi′ |+
i−1∑
i′=i∗+1
|Bi′ | ≤ (i∗ − 1)k′′ + 0.5k < k.
Lemma 7.4. For every i ∈ L, at level i, if v[i] are computed correctly by Bob, and |Ti| ≤ 6k, then
with probability 1− 2−Θ(k), the number of wrongly recovered blocks introduced by w is at most k.
Proof. Assume the number of wrongly recovered blocks introduced by w is larger than k. Then
there more than k pairs in the matching are bad pairs. This happens with probability 1/2ck.
Note that by Lemma 3.2, for w,
|ρ′1 − ρ1|+ |(ρ′2 − ρ′1)− (ρ2 − ρ1)|+ · · ·+ |(ρ′|w| − ρ′|w|−1)− (ρ|w| − ρ|w|−1)| ≤ k.
By Lemma 3.1, since |Ti| ≤ 6k, there are totally 2O(k) possible matchings that can be output
by our algorithm.
So by a union bound, the conclusion holds with probability 1− 2−Θ(k).
Lemma 7.5. For every i ∈ L, in level i, if v[i] are computed correctly, and |Ti| = O(k), then with
probability 1− 2−Θ(k), the number of wrongly recovered blocks and uncovered blocks in Ti after 3.9.
is at most 2k.
Proof. By Lemma 3.2, |w| ≥ |Ti| − k. Thus the number of uncovered blocks is at most k. By
Lemma 7.4, with probability 1− 1/2Θ(k), the number of wrongly recovered blocks introduced by w
is at most k. So the total number of wrongly recovered blocks is at most 2k.
Lemma 7.6. For every i ∈ L, with probability 1− 2−Θ(k′′),
• after the first step of level i, the number of wrongly recovered blocks is at most 6k;
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• Bob can compute v[i] correctly;
• the number of wrongly recovered blocks in Ti is at most 2k after step 3.9..
Proof. We use induction.
In the first level, x˜ = (∗, ∗, . . . , ∗). So the number of wrongly recovered blocks at the beginning
is l1 = n/b1 = 6k. So The number of wrongly recovered blocks is at most 6k. Also Bob can get
v[1] correctly, since it is directly sent by Alice. By Lemma 7.5, with probability 1 − 1/2Θ(k), the
total number of wrongly recovered blocks is at most 2k if we regard uncovered blocks as wrongly
recovered.
Suppose the conclusion holds for the first i− 1-level. Consider level i.
By Lemma 7.3, with probability 1 − 2−Ω(k′′), the total number of wrongly recovered blocks is∑i−1
i′=1 |Bi′ | < k.
By Lemma 6.1, with probability 1 − ε1 = 1 − 2−Ω(k′), Γ1 is a bipartite graph, having n1 = li
left vertices, m = O(k) right vertices, left degree d = O(1), s.t. ∀R ⊆ [n1], |R| ∈ [k′, k], |R ∩ Si′ | ≤
k′i′ = max(20k/2
c(i−i′), 20k0.9),
Γ(R) > 0.9d|R|.
Note that k′i′ ≥ 20ki′ . Also note that i′ iterates in [1, i − 1]. So the number of Si′ is at most
L ≤ kβ/2√log k. So by Theorem 6.6, Bob can get the correct v[i].
As a result, by a union bound with probability 1 − L2−Θ(k′′), Bob can compute v[i] correctly.
Note that L = O(log nk ), k = Ω(log
4 n
k ). So the probability is at least 1− 2−Θ(k
′′).
By Lemma 7.5, with probability 1 − 1/2Θ(k), the total number of wrongly recovered blocks in
Ti is at most 2k after stage 3.9..
So the overall probability is as desired.
This shows the inductive step.
Lemma 7.7. With probability 1− 2−Θ(k′′), Bob outputs x correctly.
Proof. By Lemma 7.6, with probability 1 − 2−Θ(k′′), at the last level, there are at most 6k wrong
blocks. Since zfinal is the redundancy for a code with distance 16k, all wrong blocks can be corrected.
So Bob computes x correctly.
Lemma 7.8. The communication complexity is O(k log nk ).
Proof. Note that since m1 = O(k), z[i] = O(k). Also note that |v[1]| = O(k), as the output length
for of the hash function is O(1) and l1 = O(k). |zfinal| = O(k log nk ) by Theorem 3.5.
So the overall communication complexity is
∑L
i=1 |z[i]| + |v[1]| + |zfinal| = O(k log nk ).
Theorem 7.9. There exists an efficient one-way edit distance document exchange protocol using
common randomness, for every n ∈ N, k = Ω(log4 nk ), having sketch length O(k log nk ), success
probability 1− 2−Ω(k/ log3 nk ).
Proof. It immediately follows from Lemma 7.7, 7.8. The protocol is efficient since all components
and steps are efficient.
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By combining Theorem 7.9 and the result of Haeupler [18], we immediately get the following.
Theorem 7.10. There exists an efficient one-way edit distance document exchange protocol using
common randomness, for every n, k ∈ N, having sketch length O(k log nk ), success probability 1 −
min{2−Θ(k/ log3 nk ), 1/poly(n)}.
Proof. When k = Ω(log4 nk ), we use Theorem 7.9. Otherwise we use the random protocol from [18]
which has success probability 1− 1/poly(n). Both of them have the sketch length as desired.
7.1 Removing Shared Randomness
In Construction 7.1, we use common randomness to generate hash functions hj , j ∈ [li] for each
i ∈ [L]. Also we use common randomness to generate the random bipartite graph Γ for the encoding
of the hash values. Now we show that we can use almost κ-wise independence generator to reduce
randomness.
Lemma 7.11. Replace the common randomness used in Construction 7.1,
• for generating hash functions, by an ǫ-almost 10ck-wise independent distribution, with ǫ =
2−10ck;
• for generating Γ1, by O(k)-wise independent distributions over alphabet [m].
Then with probability 1− 2−Θ(k′), Bob outputs x correctly.
Proof. We need to recompute the following probabilities.
In Lemma 7.2, a specific error pattern happens with probability at most 2−ck′′ ± ǫ ≤ 2−0.9ck′′ .
In Lemma 7.4, if there are k wrongly matched blocks introduced by w, then there are k hash
collisions each for a different hj in level i. So the probability is at most 2
−2ck ± 2−10ck = 2−Θ(k).
The rest of the analysis of the above two lemmas can still go through. These two lemmas are
the only two in the proof of Lemma 7.7 which will use the independence of hash functions.
As a result, the proof of Lemma 7.7 can still go through.
Theorem 7.12. There exists an efficient one-way edit distance document exchange protocol, for ev-
ery k = Ω(log4 nk ), having sketch length O(kmax{log nk , log k}), success probability 1− 2−Ω(k/ log
3 n
k
).
Proof. By Theorem 3.6, we can use a generator g1 of seed length O(kmax{log k, log nk }) to generate
the O(k)-wise independent distribution. By Theorem 3.7 we can use a generator g2 of seed length
O(log k lognǫ ) to generate the ǫ-almost 10ck-wise independent distribution.
So we only need to let Alice send the seeds for these two, which have total length O(k log nk ).
Adding the communication complexity calculated by Lemma 7.8, the overall communication com-
plexity is as desired.
The correctness and success probability follows from 7.11. The protocol is efficient since all
components and steps are efficient.
8 Asymmetric Document Exchange with Two Sided Information
In this section we study document exchange with two sided asymmetric information. We have the
following definition.
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Definition 8.1. There are two parties Alice and Bob. Alice has a string x ∈ {0, 1}n and Bob has
a string y ∈ {0, 1}n. Alice knows a vector of disjoint subsets SA = (SA1 , · · · , SAtA) and a vector of
integers kA = (kA1 , · · · , kAtA). Bob knows a vector of disjoint subsets SB = (SB1 , · · · , SBtB ) and a
vector of integers kB = (kB1 , · · · , kBtB ). That is, within each set SAi or SBi , the Hamming distance
between x and y is at most kAi or k
B
i . Now one party tries to learn the string of the other party.
Again, let sA = (sA1 , · · · , sAt ) where ∀i, sAi = |SAi |. Similarly, let sB = (sB1 , · · · , sBt ) where
∀i, sBi = |SBi |. We call this problem an (sA, sB ,kA,kB , tA, tB) asymmetric document exchange
(DE) problem, and we require the protocol to succeed for all possible configurations of the subsets
SA = (SA1 , · · · , SAtA), SB = (SB1 , · · · , SBtB ), and all possible strings x, y that are consistent with the
parameters.
We also have both lower bounds and upper bounds.
Theorem 8.2. In an (sA, sB ,kA,kB , tA, tB) asymmetric DE problem, suppose Bob learns Alice’s
string. Let sA =
∑t
i=1 s
A
i and s
B =
∑t
i=1 s
B
i , and assume s
A + sB ≤ n. Let kA = ∑ti=1 kAi
and kB =
∑t
i=1 k
B
i . Then any deterministic protocol has communication complexity at least H(n−
sB, kA)+H(sB ,kB), and any randomized protocol with success probability ≥ 1/2 has communication
complexity at least H(n− sB, kA)+H(sB ,kB)− 1. In addition, if ∀i, sBi ≥ 2kBi , then any one round
deterministic protocol has communication complexity at least H(n, kA+kB). This holds even if both
parties know (sA, sB) and (kA,kB).
Proof. The proof is similar to the one sided case. For a deterministic protocol, assume for the
sake of contradiction that there is a protocol with communication complexity less than H(n −
sB, kA) + H(sB ,kB). Then fix Bob’s string y and there exist two different x’s that produce the
same transcript, and in addition the inputs to Bob are the same. Thus Bob will not be able to
distinguish the two x’s, a contradiction. The case of a randomized protocol is essentially the same
up to an averaging argument.
For the case of one round deterministic protocol, again the argument is similar as before. Assume
for the sake of contradiction that there is a protocol with communication complexity less than
H(n, kA + kB). Fix Bob’s string y and the number of different x’s within Hamming distance
kA + kB is exactly 2H(n,k
A+kB). For each such x, one can arrange the first at most kA differences
to happen in SA, and the rest of at most kB differences to happen in SB , such that the subsets in
SA and SB are all disjoint (since sA + sB ≤ n). Note that each x gives a vector SA, and the one
round transcript is a deterministic function of (x,SA, sA, sB ,kA,kB), two different x’s will produce
the same transcript. At this point, one can define a vector SB consistent with sB , kB and both of
the x’s (since ∀i, sBi ≥ 2kBi ). This means the inputs to Bob are the same for the two x’s. Since
Bob’s final output is a deterministic function of the transcript and (y,SB , sA, sB ,kA,kB), Bob will
not be able to distinguish the two x’s, a contradiction.
The positive result directly follows from the one-side result i.e. Theorem 5.8.
Theorem 8.3. There exists an explicit protocol for all (sA, sB ,kA,kB , tA, tB) DE , having com-
munication complexity O
((
χ(sB ,kB , tB) + 1
)2 (
H(n − sB, kA) + H(sB ,kB))), success probability
1− 2−Ω(min(kt,kA))−1/poly(sA+sB), to let Bob learn Alice’s string.
Proof. The two party can just think that there are at most kA errors in set [n]−SB . This contribute
one more set (and its error bound) to the error pattern. And the problem becomes a one-side
asymmetric information problem. So we can apply Theorem 5.8 and the conclusion follows.
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