ABSTRACT In this paper, we first present the significance of information theory and several commonly referred concepts associated with it. Then, the communication channel models constructed by information theory are briefly introduced. Meanwhile, the channel capacity, as a key role in modeling a channel, is expatiated. In addition, source coding and channel coding are compared and explained with a number of simulations. By reading this paper, the readers are expected to understand the significance of information theory as well as the indispensable roles of source coding and channel coding in a communication system. Furthermore, most of the techniques and fundamentals introduced and analyzed in this paper are feasible for the big data analytics in cyber-physical systems, which pave the way for coding over these newborn systems.
I. INTRODUCTION
Information theory, as a relatively new theory, started from the works of Shannon and soon became one of the most dynamic and fruitful areas in engineering science, including some recently hot topics, e.g. big data networks [1] . Until now, it still acts as a lighthouse for the design of modulation schemes, coding schemes as well as other relevant techniques in communication engineering and it also points out the right way for improving the performance of an entire communication system [2] - [5] . To some extent, without information theory, the contemporary communication engineering would not exist. It is thereby worth reviewing and the important concepts involved are required to be clarified for novices. Meanwhile, as one of the most important applications of information theory, coding theory should be introduced simultaneously to help the readers understand the remarkable improvement introduced by information theory in practice and build a big picture of contemporary communication engineering based on information theory. Although information theory and coding theory are somewhat obscure and enigmatic, in order to make things clear and well-structured, we avoid delving into too much mathematics in this paper, rather, give a number of simulations to demonstrate the performances of different coding schemes. By reading this paper, the readers are expected to understand the significance of information theory as well as the indispensable roles of source coding and channel coding. Meanwhile, the concepts and techniques introduced in this paper can also be applied to other wireless scenarios with more complicated communication environments, e.g. big data networks [6] , cooperative networks [7] , [8] , multi-antenna networks [9] and cloud computing networks [10] .
The rest of this paper is organized as follows. Section II presents the fundamentals of information theory and defines a number of crucial concepts. The channel models constructed by statistics and information theory as well as the channel capacity are analyzed in Section III. Then, source coding and channel coding techniques are explained with a number of simulations in Section IV and Section V respectively. Finally, we conclude this paper in Section VI.
II. FUNDAMENTALS OF INFORMATION THEORY
In order to understand information theory, we first need to define a series of important variables and try to clarify their relations. Firstly, we introduce the concept of mutual information. If we have two dependent random variables, say X and Y , the occurrence of event Y = y will imply the probability of the occurrence of event X = x somewhat. For example, in English context, if the letter 't' appears, then the probability of the occurrence of letter 'h' will be larger in the next letter, because the word 'the' is quite common in English [11] . From this example, it is clear that a known event can be used to predict the unknown event to some extent. Therefore, we say there is information content in the known event. However, a special case is that if these two random variables X and Y are statistically independent, a known event of Y = y will not contain any information for the unknown event X = x and vice versa. Now we can quantize and define the information content provided by the occurrence of the event Y = y about the event X = x infra [12] :
where the base of the logarithm is normally 2 in communication engineering [13] and the unit of information is bit (nat for the base of e [14] ). We adopt this convention in the following sections without a special statement. What has been defined in (1) is the mutual information between event X = x and Y = y. Without loss of generality, for two random variables X and Y containing two universal sets of events X and Y, the mutual information between them is defined as [12] : [y] . Substituting this relation in (2) yields the first important property of mutual information:
Also, due to the non-negativity of probabilities we discuss in communication engineering (This property might not be applicable for some subjects [16] ) and the relation p[x] ≤ p[x|y] [15] , we can have:
Substituting (4) into (2) gives:
The equality is only valid when X and Y are statistically independent, because under this condition, event Y = y cannot provide any information for event X = x and thereby
In addition, we can prove the third important property of mutual information [12] :
where Card(·) represents the cardinal of the set enclosed. Furthermore, based on the definition of mutual information, another core variable in information theory should be introduced, which is the information entropy. If Y ⊆ X , i.e P[x|y] = 1, we define the entropy of the random variable X by [17] :
Entropy is a very important measure of uncertainty of a random variable as well as a measure of information contained in the random variable [13] . It should be noted that for a special case when P[x] = 0, by L'Hopital's rule we have:
Therefore, if the random variable X is deterministic, i.e. there exists only one possible value x d for X , then H (X ) = 0. This result is also line with our analysis previously, because under this condition, there is no uncertainty of the event X = x d .
In addition, the entropy of a random variable is maximized when all events are equiprobable and the maximum value of the entropy H (X )| P[
= log Card(X ). We have proved this property as shown in Appendix VI.
Finally, we can summarize several crucial properties of information entropy [12] :
The last property should be explained further. For example, say y = x 2 , once we know the value of x, we can determine the value of y uniquely and undoubtedly. However, once we know the value of y, we cannot determine the value of x, because there exist two roots, i.e. ±x. Hence, we can state that the uncertainty of x is larger than the uncertainty of y.
Similarly, we can also define the joint entropy of random variables X and Y by [18] :
As well as the conditional entropy of random variable Y conditioning on X [18] :
Meanwhile, according to (7), (8) and (9), we have:
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One point worth noting is that what we define above is only applicable for discrete random variables. Analogously, we can extend the concepts of mutual information, information entropy, joint entropy and conditional entropy to continuous random variables and thus obtain [12] : (14) where p(x) and p(y) are the probability density functions (PDF) of the continuous random variables X and Y .
III. CHANNEL MODELS BUILT BY STATISTICS
A channel can not only be viewed as a system with input and output, but also a stochastic model as shown in Fig. 1 . For a discrete memoryless channel (DMC), it can be characterized by a Card(X ) × Card(Y) probability transition matrix P[y|x]. By employing the statistics and information theory, we can thereby define the maximum transmission rate at which the reliable communication is guaranteed as the channel capacity [12] :
where p X represents the probability of transmitted signals.
The channel capacity is of particular importance, because it provides a benchmark to evaluate whether a communication system is reliable or not as well as its performance [12] . Theoretically, a communication system has a transmission rate close to the channel capacity but not exceeding it, is desired. In that case, the communication system is in full use and the reliable communication can still be guaranteed [12] .
For the special case of a continuous-time band-limited AWGN channel with an input power constraint, (15) reduces to [12] :
where W is the channel bandwidth; P is the input power constraint; N 0 = kT /2 is the power spectral density of AWGN in which k = 1.38 × 10 −23 J/K is the Boltzmann constant and T is the ambient temperature in Kelvin.
FIGURE 2.
Channel capacity of a band-limited AWGN channel considering an input power constraint.
For such a channel, we can simulate and illustrate the channel capacity in terms of the input power P and the channel bandwidth W in Fig. 2 . It can be learnt in this figure that an increasing bandwidth will eventually lead to a stable value of channel capacity when a fixed input power constraint is given. This can be mathematically proved [12] :
Proof:
On the other hand, an increasing input power will lead to an infinite channel capacity when a fixed channel bandwidth is stipulated. This finding reveals that in order to obtain an infinitely large channel capacity, we can only increase the input power or decrease the noise power spectral density (the latter is normally impossible in practice).
To illustrate the aforementioned reasoning clearly, both inferences are simulated and illustrated in Fig. 3 and 4 respectively.
IV. SOURCE CODING A. LOSSLESS SOURCE CODING
Lossless source coding refers to the family of source coding schemes by which the compressed data can be restored perfectly, i.e. without any loss of precision [12] . The optimization objective of lossless source coding is to minimize the number of bits of the compressed data to achieve the lossless restoration [12] . There are two categories of lossless source coding schemes, which are variable-length source coding and fixed-length source coding [19] . The former utilizes different lengths of codewords to represent the source information sequences in terms of their probabilities of occurrences, while the latter utilizes a consistent length of codewords regardless of the probabilities of occurrences of different source information sequences. Clearly, the variable-length coding is more efficient in terms of transmission time but requires a more complicated coding procedure [20] . Overall, the objective of optimization of all variable-length source coding schemes can be mathematically expressed as:
whereR is a defined quality index to measure the efficiency of a source coding scheme and it can be proved that H (X ) ≤ R < H (X ) + 1; {c i } represents the codewords adopted in a source coding scheme and {l i } represents the corresponding code lengths, i.e. the numbers of bits used to represent the codewords. In order to evaluate the feasibility of a designed variablelength coding scheme, for heuristic purpose, here we provide the definition and a brief explanation of prefix condition and Kraft inequality, which can be used to judge whether a variable-length source coding scheme is well-designed so that the codewords are detectable uniquely and instantaneously. In communication engineering, we can simply define the prefix condition as [12] :
Definition 1: Prefix condition: for a given coding scheme adopting codewords {c 1 , c 1 , c 2 , . . . , c n } with incremental code lengths
However, the definition of prefix condition is blurry and sometimes impractical to use. Hence, we can use the Kraft inequality to judge whether a coding scheme satisfies the prefix condition. The Kraft inequality is given below [21] :
If this condition in (19) can be satisfied, then the corresponding source coding scheme satisfies the prefix condition and the codewords are detectable uniquely and instantaneously. There are two commonly used coding schemes satisfying the prefix condition and Kraft inequality [22] - [27] :
• Huffman coding algorithm • Lempel-Ziv algorithm
1) HUFFMAN CODING ALGORITHM
The Huffman coding algorithm is suitable to use when the probabilities of the occurrences of all source information sequences are known.
2) LEMPEL-ZIV CODING ALGORITHM
Although the Huffman coding algorithm is simple and efficient, it is not practical, because the probabilities of source output is normally unknown to the encoder. Fortunately, the Lempel-Ziv coding algorithm is appropriate to use when the probabilities of source information sequences are unknown. As long as the information sequences are given, the encoder can encode them by the Lempel-Ziv coding algorithm.
B. LOSSY CODING
In lossy coding schemes, the distortion of restored data is tolerable under a given level and the precision of such data is degraded. In order to measure the loss of precision, we can define the distortion function D by [12] :
where
{x k } is the sampling value of an analog signal and {x k } is the corresponding quantized value of {x k }; n is the number of the samples.
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Further, we can define the rate distortion function R(D) by [12] :
Obviously, R(D) is a monotone-decreasing function with respect to D. This variable is a criterion for reliable source coding [12] .
V. CHANNEL CODING A. CHANNEL CODING VERSUS SOURCE CODING
Different from source coding, channel coding will add extra bits into the information sequence and thus increase the redundancy. Seemingly, it is contradictory to source coding. This is because channel coding and source coding have different coding objectives. Source coding is used to compress the data so that they can be expressed unambiguously and uniquely with minimum bits. Therefore, the shorter the information sequences are, the better the performance of the source coding is. Consequently, we need to use source coding techniques to reduce the redundancy of the information sequence. On the other hand, although the information sequences become succinct and efficient after processed by the source encoder, they might not able to be received correctly at the receiving end because of the noise and deep fade existing over the channel [28] . Hence, in order to ensure the reliable communication for the information sequences, we need to add some check bits for the receiving end so that the correctness of the received codewords can be evaluated. Therefore, we add some redundancy in the information sequence to produce a codeword so that the reliability of this codeword can be improved. Overall, we can summarize that the source coding is to reduce the unnecessary redundancy in the information sequence, whereas the channel coding is to add the functional redundancy in the information sequence, which can be viewed as a sacrifice to improve the reliability [29] .
However, it should be noted that channel coding techniques might not always improve the reliability and sometimes even make transmission worse. This is because when increasing the redundancy, we must increase the transmission data in order to keep the same data rate. Accordingly, the bandwidth required increases due to the larger transmission rate. Thus, the power of the noise over the channel increases. As a consequence, under the same input power constraint, the signalto-noise ratio (SNR) is degraded, which will result in more errors in the received codeword. Hence, when implementing a channel coding scheme, we need to trade off all aspects in order to ensure the reliability can be improved.
B. FUNDAMENTALS OF CHANNEL CODING
After clarifying the differences between source coding and channel coding, now we introduce some fundamentals of channel coding schemes. Channel coding schemes can be classified to block coding schemes and convolutional coding schemes [12] . Given n > k, The former is to map M = 2 k information sequences to 2 n codewords according to a series of computations. It should be noted that the block coding schemes are memoryless and the current output codeword only depends on the current input information sequence without considering the previous states or inputs [12] . On the contrary, convolutional coding schemes are with memory. Hence, the current output codeword of a convolutional coding scheme depends on both current input and previous states. We can use the code rate to measure the efficiency of both categories:
Apart from the code rate, we can also use redundancy to measure the performance of a channel coding scheme:
A channel coding scheme mapping M = q k information sequences to q n q k codewords is denoted as (n, k) code, where q is the number of symbols employed in a channel coding scheme, and for binary sequences, q = 2 (i.e. only 1 and 0 are used).
Apart from code rate and redundancy, another important parameter of a codeword is the weight denoted by w(c), i.e. the number of nonzero elements of a codeword. Generally, given a coding scheme, the different codewords have different weights and the set of all weights is the weight distribution of a coding scheme. In some special cases, it is possible that all codewords have the same weight, which are called fixedweight codes or constant-weight codes [12] .
Meanwhile, the Hamming distance between two codewords is defined as the number of different components between these two codewords and denoted as d(c 1 , c 2 ). It is clear that there exists the relation [12] :
Accordingly, we can also define the minimum distance and the minimum weight of a certain coding scheme respectively [12] :
and
The minimum distance of a coding scheme is directly related to its error detection capability, and generally to detect e d errors in a codeword, we need to ensure [13] :
To correct e c errors in a codeword, we need to ensure [13] :
To correct e c errors and detect e d errors simultaneously, we need to ensure [13] :
As for the weight, apparently, in a certain coding scheme, the codewords except for the all-zero codeword, can have weight varying from w min to n. Hence, we can define the weight distribution polynomial (WEP) or weight enumeration function (WEF) A(Z ) to reveal how weights are distributed among the codewords. The general form of WEP is given below:
where A 0 = 1 corresponds to the all-zero codeword; {A i } denotes the number of codewords with weight i; Z is only a parameter used to construct the polynomial and does not hold any physical meaning.
C. MATHEMATICAL MODELS OF CHANNEL CODING SCHEMES
Having introduced the fundamentals of channel coding, we now move forward to some mathematical details of coding schemes. In general, for an arbitrary 1 × k information sequence u m , where m ∈ [1, 2 k ] ∩ Z, we can obtain the corresponding 1 × n codeword c m by:
where the k × n matrix G is the generator matrix devised by a certain coding scheme. By (31), it is easy to give the general form of a systematic code generator matrix:
where I k is an identity matrix and P k×(n−k) is a matrix devised by a certain coding scheme. By this special generator matrix, the codewords will have the same bits as the corresponding information sequences in the first k components, whereas the rest of n − k components are called parity check bits which provide redundancy for error detection or correction purpose.
Correspondingly, we can also define the (n, n − k) dual code of {c m } and obtain its generator matrix:
this matrix is called the parity check matrix of {c m } Clearly, it can be seen that by involving channel coding, the required bandwidth will increase to keep the same transmission rate [13] . The loss of bandwidth efficiency is the sacrifice of a higher reliability. Because of the introduced redundancy by channel coding, errors produced during transmission procedure can be detected and even corrected at the receiving end. The commonly used channel coding schemes are parity check coding, Hamming coding cyclic coding, BCH coding, RS coding, maximum-length coding, RM coding, Hadamard coding, Golay coding, convolutional coding, Turbo coding. To avoid delving into superabundant and unnecessary mathematical details in this paper, we introduce selected several simple channel coding schemes in the following subsections.
D. PARITY CHECK CODING
There are two kinds of parity check coding schemes, which are odd parity check coding and even parity check coding. They are similar and share the same checking principle. Hence, we only analyze and simulate the even parity check coding scheme in this subsection.
For an information sequence s = [s 1 , s 2 , . . . , s n ], we need to add an extra bit c at the end of the information sequence to form a codeword c = [s 1 , s 2 , . . . , s n , c] , S.t s 1 ⊕ s 2 ⊕ · · · ⊕ s n ⊕ c = 0. Hence, when this codeword has been received at the receiving end, we can use the same method to to evaluate its correctness:
E. HAMMING CODING
In order to introduce Hamming coding scheme, we first need to figure out the relation among the codeword length n, information sequence length k and the n possible position of a single error. In general, to identify a single error in a n-bit codeword, we need to ensure [13] :
This is the basic coding principle of Hamming coding, i.e. Hamming coding schemes uses (n − k) check bits to detect the position of a single error occurring in the n-bit codeword.
If we define the length of redundancy r = n − k, we can rewrite (35) as:
and obtain:
Hence the code rate of Hamming coding scheme can be expressed as:
Obviously, if k 1, then we have:
This proves the high coding efficiency of Hamming coding scheme. Now, let us move into the checking mechanism of Hamming coding. Without loss of generality, we only consider (15, 11) Hamming code in this paper. Assuming a information sequence s = {s 1 , s 2 , s 3 ,  s 4 , s 5 , s 6 , s 7 , s 8 , s 9 , s 10 , s 11 } = {0, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0} . The parity bits p 1 , p 2 , p 3 , p 4 introduced by Hamming coding will occupy the positions of 2 0 = 1, 2 1 = 2, 2 2 = 4 and VOLUME 4, 2016 2 3 = 8 in the codeword and eventually form a codeword c = {c 1 , c 2 , c 3 , c 4 , c 5 , c 6 , c 7 , c 8 , c 9 , c 10 , c 11 , c 12 , c 13 , c 14 ,  c 15 , } = {p 1 , p 2 , s 1 , p 3 , s 2 , s 3 , s 4 , p 4 , s 5 , s 6 , s 7 , s 8 , s 9 , s 10 ,  s 11 } = {p 1 , p 2 , 0, p 3 , , 1, 0, 0, p 4 , 1, 0, 1, 1, 0, 1, 0} . To generate the values of p 1 , p 2 , p 3 , p 4 , we should first select the sequence numbers of the value 1 in the codeword and express these sequence numbers in binary numbers. Finally, we add these sequence numbers by mod 2. The elements of the flip of the mod 2 addition result corresponds to the value of each parity bits. Then, by module 2 addition among the check bits and the information bits, the addition of the addresses of the check bits resulting in value 1 equals to the sequence number of the single error.
F. CYCLIC CODING
To analyze cyclic coding, we first express the standard form of the codes generation procedure of cyclic coding by [13] :
where x is a parameter used to construct the coding polynomial and does not hold any physical meaning; g(x) can be proved to be a (n−k)-order factor of polynomial (x n +1) [13] . Now, take a (7,3) cyclic coding as an example. In order to encode the information sequences, we first need to work out g (x) . In this example, because n = 7 and k = 3, g(x) is a 4-order polynomial determined by the factorization of x 7 + 1. In GF(2) = {0, 1}, it is easy to factorize x 7 + 1 by MATLAB and obtain x 7 + 1 = (x + 1)(x 3 + x 2 + 1)(x 3 + x + 1) [13] . Therefore, we have two available g(x):
We can arbitrarily adopt one of them as the generator polynomial of our cyclic coding. For example, we can take g(x) = x 4 + x 2 + x + 1 and thus (40) becomes:
By MATLAB, we can easily generate the codeword c and s. To detect whether there is a single error, we can simply divide the received codeword by g(x). If there is no remainder, the codeword is received correctly, otherwise, there should be an error.
G. CODING GAIN
As we can see from the previous examples, by employing channel coding techniques, we can effectively reduce the bit error rate and improve the reliability of wireless communication. Meanwhile, one important criterion of the performance of digital communication is the SNR γ b required to maintain a fixed error probability P e = 10 −5 , which is normally considered a standard in practical communication systems. In principle, under the same transmitter power and channel conditions, transmitted signals encoded by an appropriate channel coding scheme have less errors, because errors can be detected and corrected in this scenario. That is to say, we can reduce the transmitter power for maintaining the same error probability P e = 10 −5 . This result is equivalent to having an extra gain of the transmitter power, and we thereby call it coding gain. Coding gain is a powerful tool to reduce the transmitter power so that we can save more transmitter power and reduce the interference caused by the transmitter.
VI. CONCLUSION
In conclusion, we have introduced information theory and its relevant concepts, e.g. mutual information, entropy, joint entropy and conditional entropy for both discrete and continuous random variables. Also, channel models constructed by statistics and information theory have also been analyzed. Then, as one of the most important applications of information theory, coding theory has been presented, which provides the readers another way to view a communication channel. Finally, we have described both source coding and channel coding techniques with appropriate simulations and analyzed their differences in a heuristic manner. By reading this paper, the readers are expected to understand the significance of information theory as well as the indispensable roles of source coding and channel coding in a communication system. Meanwhile, a framework of contemporary communication engineering based on information theory is also expected to be understood by the readers. Furthermore, most of the techniques and fundamentals introduced and analyzed in this paper are feasible for the big data analytics in cyber-physical systems, which pave the way for coding over these newborn systems.
APPENDIX A PROOF OF MAXIMUM ENTROPY THEORY
Proof: Assuming there is a set of finite events of a random variable X , and the number of these events Card(X ) = N . Therefore, the entropy of the random variable X is defined by:
Also, the restriction exists:
Hence, we can construct a Lagrange function f (ξ, P[
) to obtain the maximum value of the entropy under the restriction:
Therefore, by differentiating with respect to all arguments in the Lagrange function and letting them equal to zero, we have:
Solving (46) yields:
Therefore we can determine the maximum entropy by substituting the solution given in (47) to (43): 
