In the dial-a-ride problem, DARP for short, given a set of requests on pick up and delivery, we aim at finding a minimum-cost set of vehicle routes that meets all the requests. In this study, we focus on users' inconvenience costs, and propose a problem of minimizing them in order to achieve fairness. We call the resulting problem DARP-F. We demonstrate that DARP-F has considerable advantages over the conventional one using time-window constraints, DARP-T for short. In particular, DARP-T is infeasible in the presence of requests that conflict each other, while DARP-F is always feasible and offers a best compromise solution taking the inconvenience costs into account. We discuss how the inconvenience costs should be defined and be treated in practice through numerical experiments. In addition, we show that DARP-F is NP-hard, and give an integer programming model, which can solve middle-sized instances in reasonable computation time.
Introduction
The dial-a-ride problem, DARP for short, is a classical combinatorial optimization problem with many real-world applications especially in transportation science (Cordeau and Laporte, 2003b,Cordeau and Laporte, 2007) . In this problem, given a set of requests on pick up and delivery, we aim at finding a minimum-cost set of vehicle routes that meets all the requests under a set of constraints. It generalizes the well-known vehicle routing problem and has been applied for, for example, door-to-door transportation services for the elderly and the disabled. The dial-a-ride system in Berlin (Borndörfer et al., 1999 ) is a successful example known in the area of operations research.
Background
Time-window constraints on pick up and delivery time have been discussed so far in the literature in order to enhance user convenience in DARP models. Although useful, one could argue that time-window constraints often have a drawback in practice: there can be no feasible solutions if the number of vehicles is limited and/or there are requests that conflict each other. Such an issue would be critical when applied to the door-to-door transportation service in an economically challenged area. On the other hand, we can observe that there are various applications where the time-window constraints can be relaxed to some extent. Good examples are shuttle-bus or shared taxi services to airports. In such applications, time-window constraints on the departure time could be relaxed because the arrival time is the most important issue.
We then propose a variant of DARP where some of the time-window constraints are removed. On the other hand, we introduce a notion of fairness in order to evaluate the solutions. Specifically, we define users' inconvenience costs, and discuss a problem of minimizing it. For this reason, we call our problem the dial-a-ride problem with fairness, DARP-F for short. We remark that a similar concept has already been proposed and discussed in the literature; see, e.g., (Bock et al., 2013) , where they use "regret" to refer to one of the inconvenience costs defined in this study. The problem discussed in (Bock et al., 2013) is called the school bus problem, and is a special case of DARP-F. The aim of (Bock et al., 2013) is to develop theoretical approximation algorithms. In contrast, we leave the theoretical approximability for future work, and discuss exact algorithms by considering the nature of DARP-F. We note that different from this study, previous
Model
In this section, we first explain the basic setting of DARP models. We then give a formal description of DARP-T and our model DARP-F.
Setting
Let n be the number of requests. Each request consists of the positions of pick-up and delivery points, and the number of users. We use a complete directed graph G to express the input data. The node set N of G is P ∪ D ∪ {0, 2n + 1}, where
• P = {1, 2, . . . , n}, the set of nodes corresponding to the pick-up points,
• D = {n + 1, n + 2, . . . , 2n}, the set of nodes corresponding to the delivery points, • node 0, the super-source, that is, the start depot of the vehicles, and • node 2n + 1, the super-sink, that is, the terminal depot of the vehicles. Let K denote the set of indices of the vehicles. We assume that we are given:
• ∀i ∈ P, the number q i of users boarding at node i for request i, • ∀i, j ∈ N, the shortest time t i j required for traveling from node i to node j, • ∀i, j ∈ N, the cost c i j required for traveling from node i to node j, • ∀k ∈ K, the maximal duration T k of vehicle k, and • ∀k ∈ K, the capacity Q k of vehicle k.
For convenience, we use q n+i also to indicate the number of users getting off at node n + i, where q n+i takes a negative value and hence the actual number is |q n+i |. Note that if we let t = [t i j ] (i, j)∈N×N , then t satisfies the triangle inequalities: for any i and j, we have t i j ≤ t ih + t h j for all h. The time required for traversing arcs connecting the super-source or sink is not taken into account for convenience. These assumptions will be utilized in our integer programming formulation. Constraints are as follows: (a) for each request i, some vehicle must go to node i and later to node n + i exactly once, (b) for each vehicle k, the time used in total is at most T k , and (c) for each vehicle k, at any time, the number of users taking vehicle k is at most Q k .
DARP-T
In DARP-T, each request i additionally specifies two intervals [e i , l i ] and [e n+i , l n+i ], which induce the time-window constraints on pick up and delivery time, respectively. To put it differently, each request i wants to leave node i between time e i and l i , and also wants to arrive at node n + i between time e n+i and l n+i . The goal of DARP-T is then to find a minimum-cost set of vehicle routes that meets (a), (b), (c), and these time-window constraints. Here, the cost is with respect to c = [c i j ] (i, j)∈N×N . Fig. 1 shows an instance of DARP-T with two requests. It is not difficult to observe that this instance is infeasible with only one vehicle because the two requests conflict each other. On the other hand, it is feasible if we use two vehicles; Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) Fig. 1 (b) , where the first vehicle serves request 1 (solid) and the second does request 2 (dotted).
DARP-F
In DARP-F, we discard the time-window constraints associated with e i , l i , and e n+i for each request i as illustrated in Fig. 2 (a) . We then observe that the resulting problem is feasible even with only one vehicle; see a solution in Fig. 2 (b) .
On the other hand, one could argue that some users feel a sort of "inconvenience costs" in this solution. Suppose that this vehicle delivers users submitted request 2 to their delivery node 4 at time 4 in order to meet the deadline of time 6 by request 1 at node 3. Then, users submitted request 2 may feel some inconvenience cost by arriving their delivery node 4 a little bit earlier than the deadline of time 6. Furthermore, more obviously, users submitted request 1 also may feel some inconvenience cost because they have to take the vehicle 4 time unit longer when compared to that in the shortest one. In view of these, we define the following two types of inconvenience costs:
(EA) Early Arrival: arriving at delivery node earlier than the deadline l n+i , and (WT) Wasted Time: taking a vehicle longer than that in the shortest path, that is, t i,n+i .
Let B i and B n+i denote the time when the vehicle serving request i arrives at node i and node n + i, respectively. Then, the inconvenience costs, for a specified request i, are defined as follows:
In this paper, introducing nonnegative values λ and µ controlling the trade-off between C EA and C WT , we consider C i , the (total) inconvenience cost of request i defined as C i = λC
The goal of DARP-F is then to find a set of vehicle routes that satisfies (a), (b), (c), and the deadline constraints on the delivery nodes, and minimizes the sum or maximum of the inconvenience costs.
We explain how the inconvenience costs are calculated by taking the instance in Fig. 2 for example. Suppose that in the solution shown in Fig. 2 (b) , we leave node 1 at time 0. In this case, the inconvenience costs of users submitting request 1 and 2 are calculated as follows:
= 6 − 0 − 2 = 4, which imply C 1 = 4µ, and Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) C EA 2 = 6 − 4 = 2 and C WT 2 = 4 − 2 − 2 = 0, which imply C 2 = 2λ.
We consider two types of objective functions, namely, MinMax and MinSum, in order to aggregate the inconvenience costs to evaluate a given feasible solution. For example for the solution mentioned above, MinMax objective function value is max{4µ, 2λ} while that of MinSum is 4µ + 2λ.
NP-hardness of DARP-F
In what follows, we briefly show that DARP-F is NP-hard in general. Our proof for MinMax objective function is a direct consequence of a previous study, while that for MinSum objective function uses the Hamiltonian path problem for the reduction.
Theorem 2.1 DARP-F is NP-hard for both MinMax and MinSum objective functions.
As for MinMax objective function, we reduce the school bus problem with regret minimization (SBP-R) discussed in (Bock et al., 2013) . As a matter of fact, SBP-R is a special case of DARP-F where (λ, µ) = (0, 1), and all the requests submit the same delivery point corresponding a school. Thus, the NP-hardness of SBP-R shown in (Bock et al., 2013) readily shows that of our problem in this case.
As for MinSum objective function, we reduce the Hamiltonian path problem. Let G be an instance of the Hamiltonian path problem. Assume that G has n nodes. Construct an instance of DARP-F satisfying
• there is only one vehicle with sufficiently large capacity and maximum duration,
, and all requests have the same deadline,
• the distance of any pair of pick up and delivery nodes is M, a sufficiently large positive value,
• the distance of any pair of pick up nodes is 1, and • the distance of any pair of delivery nodes is 1 if the corresponding edge belongs to G and 2 otherwise. We observe that a lower bound on the optimal value of this instance is 0 + 1 + 2 + · · · + (n − 1). Furthermore, it is not difficult to see that we can attain this bound if and only if there is a Hamiltonian path in G. This completes the proof for MinSum objective function.
It should be noted that one can consider a problem of minimizing the number of vehicles used. This is discussed in (Bock et al., 2013) for the school bus problem, where we are given an upper bound C on the inconvenient cost as an input data. They show that this problem is also NP-hard. Therefore, the counterpart of this problem in our setting is also NP-hard.
Integer Programming Formulation
In this section, we give an integer programming formulation of DARP-F. This is based on (Cordeau, 2006) who shows that for DARP-T and develops a sophisticated branch-and-cut method based on it.
Variables and constraints
Let x k i j be a 0-1 decision variable which takes 1 if vehicle k traverses arc (i, j) and 0 otherwise. Then, the following constraints define a set of vehicle routes:
(1) means that for each i ∈ P ∪ D, there must be exactly one vehicle that visits node i. (2) means that if vehicle k visits node i for pick up, then it must get to the corresponding delivery node n + i. The two equalities in (3) mean that each vehicle must leave node 0 and finally get to node 2n + 1. Finally, (4) imposes the flow conservation constraints. Let B k i be a non-negative continuous decision variable which simulates the time when vehicle k arrives at node i. For simplicity, we assume that the deadlines l n+i for i ∈ P are sufficiently large positive numbers; if otherwise, we shift all the Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) deadlines simultaneously. We then impose
The quantity (6) means that every vehicle must visit pick-up node before the corresponding delivery node. We also need
for the constraints associated with the deadline and the maximum duration. Let Q k i be a non-negative continuous decision variable which simulates the number of users taking vehicle k at node i after boarding (or getting off) the prescribed number of users at node i. Recall that we assumed for convenience that when q i is positive, it is the number of users boarding at node i, and when it is negative, its absolute value |q i | is the number of users getting off. We make a mild assumption that for each node i, we have
As before, we linearize the nonlinear inequality as
However, as in (Cordeau, 2006) , we employ the following slightly tighter version:
Objective function
For each i ∈ P, we introduce three non-negative continuous decision variables corresponding to
, and C i discussed in the previous section. It suffices to impose
It follows from (1) that
in the objective function, we obtain the desired inequality: (6), which enables the right hand side of (12) to take zero. Thus, we have C
in the objective function. In sum, it suffices to minimize C i in the objective function under
since λ, µ ≥ 0.
Overall formulation
Summarizing the discussions so far, DARP-F, with MinSum objective function for example, can be formulated as the following mixed 0-1 integer linear programming problem:
(P MinMax ) is readily obtained from (P MinSum ) by introducing a non-negative continuous decision variable C max and minimizing it in the objective function under additional constraints: ∀i ∈ P, C i ≤ C max .
Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) Theorem 3.1 (P MinSum ) and (P MinMax ) correctly formulate DARP-F with MinSum and MinMax objective functions, respectively.
The proof of Theorem 3.1 is only elementary. However, for completeness, we show it in the appendix. A similar explanation can be found in (Cordeau, 2006) . Remark 3.1 We remark that similar formulations can be found, for example, in the area of the machine scheduling; see (Greenberg, 1968) for a basic formulation, and (Brucker et al., 1999) for the set-up time depending on the previous job, referred to as "sequence-dependent set-up time," which corresponds to the traveling time in our model. Also, for a survey paper, we refer to (Hartmann and Briskorn, 2010) . Difference from these models, we deal with the notion of the inconvenience costs of the users as well as the capacity constraints, which have not been discussed in the context of the machine scheduling problem.
Improvement
The aforementioned formulation will turn out to be inefficient with respect to its computation time by Gurobi Optimizer, powerful optimization software. In this section, we explain several techniques that considerably reduce the computation time. We, on the other hand, note that there are other techniques, which are promising but not effective in our preliminary numerical experiments; see the end of Section 7 for the details.
Variable fixing
Recall that node 0 is the super-source, and hence no request occurs, implying q 0 = 0. Therefore, although not mentioned explicitly so far, it is safe to set Q 
where M 
Refinement of the values used for big-M
It is known that the computation time by optimization software is sensitive to the values used for the big-M, which is used for linearizing the nonlinear constraints. Basically, the smaller, the better. Here, we note that there are good estimates in our model. Let us take the inequality constraint of B 
Numerical Results
This section reports our numerical results on randomly generated instances. Gurobi Optimizer version 7.0.1 was employed to solve the instances via the proposed formulations. In what follows, "naive" formulations refer to (P MinSum ) and (P MinMax ) shown in Section 3, and "improved" formulations refer to those obtained from the naive ones by adding all the modifications discussed in Section 4. We tested the formulations on a machine with a 3.40GHz Intel Core i7-6700 processor and 32.0GB memory. We employ an upper limit of 1800 seconds on the computation time for each instance.
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Data set
Recall that we denote by n the number of requests, and by K the index set of the vehicles. In our numerical experiments, we let n ∈ {5, 10, 15, 20, 25, 30} and |K| ∈ {2, 3, 4}. We consider a grid {(x, y) : x, y ∈ {0, 1, . . . , 20}} and assume that all the pick-up and delivery nodes of the requests are randomly and uniformly generated from this grid. The time t i j required for traveling from node i to node j is defined as the corresponding Euclidean distance. For each request i, the deadline l n+i is generated randomly and uniformly from the interval [t i,n+i , 600]. In this experiment, we take into account the time required for boarding and/or getting off users at nodes. We denote by d i this time delay for each node i ∈ P ∪ D. We can obtain the corresponding integer programming formulation by rewriting (5) as:
Assuming that the vehicles are homogeneous, we construct two types of data sets. In the first data set, for each vehicle k, we set T k = 600 and Q k = 3. We set q i = 1 and d i = 1 for each i ∈ P, and q j = −1 and d j = 1 for each j ∈ D.
In the second data set, for each vehicle k, we set T k = 600 as in the first data set while Q k = 6. Letting r i be an integer randomly and uniformly generated from the interval [1, 6], we set d i = q i = r i for each i ∈ P, and q j = −r j and d j = r j for each j ∈ D. In all the instances, the inconvenience costs of EA and WT are treated equally, that is, λ = µ = 1. Table 1 and Table 2 show the results for the first and second data set, respectively. The tables in left show results for the naive formulation, while those in right show results for the improved one. The columns MinMax and MinSum show the results associated with (P MinMax ) and (P MinSum ), respectively. The column Time(s) shows the overall computation time in seconds required for solving each instance, where OT stands for "Over Time" and means that Gurobi Optimizer fails to solve the corresponding instance to optimality within our time limit of 1800 seconds. The symbol "-" means that Gurobi Optimizer could not find any feasible solution, while the symbol "*" indicates an objective value of an incumbent. The column Max shows the maximum inconvenience cost, and similarly, the column Sum shows the sum of inconvenience costs of an optimal solution found.
Overall results
Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) First of all, we observe that the improved formulation outperforms the naive one for every instance. This is clear if we look at the number of instances that were solved within the time limit. Furthermore, we see that the computation time is also reduced substantially. For example, the naive formulation takes 773.5 seconds to solve the MinMax instance with n = 15 and |K| = 2 in the first data set, while the improved one takes only 11.1 seconds. We, on the other hand, observe that the instances with 30 requests (each associated graph has only 62 nodes) are hard even for the improved formulation. Now, let us discuss the difference between the two objective functions with a view to real-world applications. We find that the values of Max in MinSum is the same as those in MinMax except for one instance. This is a little bit interesting in the sense that the optimal solutions with respect to MinSum objective function also minimize MinMax objective function at least for these data sets. These results may suggest that MinSum objective function is more attractive when compared to MinMax objective function. On the other hand, one could argue that MinMax is conceptually more important than MinSum in practice since we want to avoid extremely large inconvenience cost. In the next section, we then propose an alternative objective function called MinMaxSum. This objective function first aims at minimizing MinMax objective function value and then MinSum objective function value, that is, in the lexicographical order.
Discussion
In this section, we first show how to express MinMaxSum objective function in the integer programming model. We then discuss the quality of the resulting optimal solutions through numerical experiments. In addition, we discuss two specific examples for the choice of (λ, µ) controlling the trade-off between the two types of inconvenience cost, and discuss how they affect the optimal solutions.
MinMaxSum objective function
For a given solution s of DARP-F, let f MinMax (s) and f MinSum (s) denote its values with respect to MinMax and MinSum objective functions, respectively. Let g(s) be MinMaxSum objective function. Then, we want to make g be such that for a given two feasible solutions s and s ′ , we have g(s) < g(s ′ ) if and only if
and g(s) = g(s ′ ) if and only if f MinMax (s) = f MinMax (s ′ ) and f MinSum (s) = f MinSum (s ′ ). For simplicity, let us assume that both f MinMax and f MinSum return an integer for any input. Then, it suffices to find an upper bound on the value of f MinSum and set
In our experiment, we use M := ∑ i∈P l n+i max(λ, µ), which might be a little bit loose upper bound. In Fig. 3 , we show histograms of the inconvenient costs for the three objective functions tested, where the instance is the one with n = 25 and |K| = 2 in the first data set. In these figures, the leftmost bar indexed by "≤ 3" shows the number of requests whose users have the inconvenience cost at most 3, while the second one indexed by "≤ 6" shows the number of those have the inconvenience cost at most 6 and greater than 3. The others are defined in a similar manner. We observe that with MinMax objective function, the inconvenience cost is at most 18, while for more than 10 requests, Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) users have the inconvenience cost greater than 15. On the other hand, with MinSum objective function, the inconvenience cost is relatively low for most users, while yielding one request whose users have the inconvenience cost greater than 24.
In view of these pros and cons, we could conclude that MinMaxSum objective function offers a more attractive solution because it keeps the maximum as in MinMax objective function, but substantially reduces the number of users having the inconvenience cost greater than 15. We also note that the computation time for MinMaxSum objective function is not so long when compared to the others; see Table 3 for the details. For example for the instance used in Fig. 3 , the computation time for MinMax, MinSum, and MinMaxSum objective functions were 159.47, 11182.09, and 248.78, respectively.
The choice of the pair (λ, µ)
We conduct additional numerical experiments by changing the values for (λ, µ) in view of real-world applications. We consider the following two settings.
The first one simulates the case where each request (or user) can control the values for (λ, µ). Namely, in this setting, each request i specifies (λ i , µ i ). It is easy to make our models and the integer programming formulations incorporate these modifications. In order for fairness, we scale (λ i , µ i ) so that λ i + µ i = 1 for each request i. We select one specific request, say a, and choose its parameter from {(0.1, 0.9), (0.3, 0.7), (0.5, 0.5), (0.7, 0.3), (0.9, 0.1)} while those of the others are fixed to (0.5, 0.5). We observed that for (λ a , µ a ) ∈ {(0.1, 0.9), (0.3, 0.7), (0.5, 0.5)}, the solution remains unchanged and the pair of the inconvenience costs of this request a is (C EA a , C WT a ) = (0, 27). On the other hand, for (λ a , µ a ) ∈ {(0.7, 0.3), (0.9, 0.1)}, the pair of the inconvenience costs switches to (C EA a , C WT a ) = (29, 0). In the second setting, we assume that the users are ranked for example by their recency, frequency, and monetary value as in the classical RFM analysis. We then consider the case where the quality of service depend on their ranks: the inconvenience cost of a request with low rank can be of less importance than that of some other request with high rank. We again focus on the specific request a. Recall that when (λ a , µ a ) = (0.5, 0.5), the pair of the inconvenience costs of request a is (C WT a , C EA a ) = (27, 0). If we set (λ a , µ a ) = (0.6, 0.6), then it switches to (C EA a , C WT a ) = (0, 13). Finally, setting (λ a , µ a ) = (0.7, 0.7), the users experience no inconvenience cost, that is, (C EA a , C WT a ) = (0, 0). Therefore, the result might be very sensitive to the changes in (λ a , µ a ) at least in this data set.
Conclusion
We proposed a new variant of the dial-a-ride problem, which we call the dial-a-ride problem with fairness, DARP-F for short. Different from the conventional approaches employing the time-window constraints, we propose to remove some of them and alternatively minimize the inconvenient costs in order for a fairness. We propose two definitions for the inconvenience cost, that is, EA standing for "early arrival" and WT standing for "wasted time." For the objective function, we dealt with MinMax and MinSum types, and their combination, MinMaxSum. Our model is flexible in the sense that it always offers feasible and reasonable solution even when there are requests conflicting each other and the number of vehicles is limited. This property would be a considerable advantage in practice.
On the other hand, we showed that DARP-F is NP-hard in general, and devised a 0-1 mixed integer linear programming formulation. This formulation enables us to solve middle-sized instances in reasonable computation time by Gurobi Optimizer. Although simple, variable fixing techniques and refined big-M were key for the improvement.
Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) As for future work, it would be interesting to develop more efficient 0-1 mixed integer linear programming formulations. For example, as mentioned in (Ascheuer et al., 2000) , there are unpublished papers discussing a better approach. In this approach, we use a continuous decision variable y k i j which simulates the time when vehicle k leaves node i in direction to node j. This variable takes 0 when vehicle k does not pass the edge (i, j). It suffices to impose that for each i,
Then, the deadline constraint at node, say p, is now rewritten as y
ip . This approach therefore dispenses with the big-M. The unpublished papers experimentally confirmed that this approach outperforms the standard one if |K| = 1, that is, for the traveling salesman problem. However, since |K| can be large in our setting, and this model uses additional O(|K|n 2 ) variables as well as additional associated constraints, a direct application seems to be inefficient, which was indeed confirmed by our preliminary numerical experiments. In addition, we also tested the potential approach by MillerTucker-Zemlin (Miller et al., 1960) for TSP, with improvements by lifting and projecting. This approach reduces the computation time further for several instances, however, its average performance is inferior to the improved formulation. Nevertheless, we think that these approaches are promising and need further investigations.
Miyaoka, Sukegawa and Asano, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.3 (2018) Miller, C. E., Tucker, A. W. and Zemlin, R. A., Integer programming formulation of traveling salesman problems, Journal of the ACM, Vol.7, No.4 (1960) , pp.326-329.
Appendix: Proof of Theorem 3.1
Our proof for (P MinMax ) will be omitted since it is almost the same as that for (P MinSum ). It suffices to verify that (a) an optimal solution S of DARP-F can be converted into a feasible solution (x,B,Q,C) of (P MinSum ) having the same objective value, and, conversely, (b) any optimal solution (x,B,Q,C) of (P MinSum ) can be converted into a feasible solution S of DARP-F having the same objective value. Part (a) As t satisfies the triangle inequalities, there is an optimal solution S of DARP-F where vehicle routes induce a set of node-disjoint |K| paths from node 0 to node 2n + 1. Definex byx for each i. Now, the goal is to show thatC satisfies (11) and (12). Recall that k i is the index of the vehicle that serves request i. As in Section 3, for each i ∈ P, it suffices to show (11) and (12) Hence,C satisfies (11) and (12) with k = k i . Therefore, (x,B,Q,C) is feasible for (P MinSum ) and its objective value in (P MinSum ) is the same as that in DARP-F. Part (b) Let (x,B,Q,C) be an arbitrarily chosen optimal solution of (P MinSum ). It follows from (1)-(4) thatx induces a set of node-disjoint |K| paths from node 0 to node 2n + 1 which pick up all the requests. Then, let the vehicle routes in S follow those routes induced byx.
We first show thatB is "realizable," namely, if vehicle k goes through node j in S , then vehicle k can arrive at node j exactly at timeB From (6)- (8), we see that in S , all the users will be picked up and later delivered to their destinations while satisfying the constraints associated with the deadlines and the maximum durations. Now, let U k j denote the number of users taking vehicle k just after getting through node j in S . One can easily prove that U = (U Note that the two inequalities above are satisfied with equality; otherwise, there exists a feasible solution in (P MinSum ) whose objective value is smaller than that of (x,B,Q,C), which contradicts the optimality of (x,B,Q,C). Therefore, S is a feasible solution of DARP-F and has the same objective value as that of (x,B,Q,C) in (P MinSum ).
