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Abstract
When a rock is subjected to stress it deforms by creep mechanisms that include formation and slip
on small-scale internal cracks. Intragranular cracks and slip along grain contacts release energy as elastic
waves called acoustic emissions (AE). Early research into AEs envisioned that these signals could be used
in the future to predict rock falls, mine collapse, or even earthquakes. Today, nondestructive testing, a
field of engineering, involves monitoring the spatio-temporal evolution of AEs with the goal of predicting
time-to-failure for manufacturing tools and infrastructure. The monitoring process involves clustering
AEs by damage mechanism (e.g. matrix cracking, delamination) to track changes within the material. In
this study, we aim to adapt aspects of this process to the task of generalized earthquake prediction. Our
data are generated in a laboratory setting using a biaxial shearing device and a granular fault gouge that
mimics the conditions around tectonic faults. In particular, we analyze the temporal evolution of AEs
generated throughout several hundred laboratory earthquake cycles. We use a Conscience Self-Organizing
Map (CSOM) to perform topologically ordered vector quantization based on waveform properties. The
resulting map is used to interactively cluster AEs according to damage mechanism. Finally, we use an
event-based LSTM network to test the predictive power of each cluster. By tracking cumulative waveform
features over the seismic cycle, the network is able to forecast the time-to-failure of the fault.
1 Introduction
Our motivation for this study comes from a field of engineering called nondestructive testing (NDT). The goal
of NDT is to continuously assess the health of a material without removing it from operation or dismantling
it in any way. NDT has many practical applications. In manufacturing, it is vital to identify when machine
parts need to be repaired or replaced. In the realm of public safety, NDT can predict infrastructure collapse
and prevent tragedy. NDT is commonly used in engineering and has been successfully applied to a wide
range of materials, such as reinforced concrete [3], manufacturing tools [35], composite materials [17], and
wood [9].
The NDT process begins by continuously recording acoustic data as the material of interest is in operation.
For example, in [35], an acoustic sensor was affixed to the side of a cutting tool used in micro-machining
in order to capture the acoustic signals produced. Acoustic data is gathered until the material reaches
failure. In the lab, the failure process can be sped up by artificially subjecting the material to stress
(e.g. [3, 7, 9, 13, 17]). Once the material has reached failure, the next step is to isolate the acoustic
emissions within the acoustic data. An acoustic emission (AE) is a small elastic wave that is produced by
the formation of small-scale internal cracks and slip along grain contacts. Thus, AEs provide a record of
how the material internally responds to stress. Next, AEs are clustered according to mechanism using an
unsupervised clustering algorithm. This step groups AEs according to the type of crack or deformation by
which they were produced. In some studies, transmitted light (e.g. [17]) or scanning electron microscopy
(e.g. [10]) is used to determine the true labels for each cluster. Finally, AE production throughout the failure
cycle is analyzed in order to identify temporal patterns. In subsequent studies of the same material, these
temporal patterns can be used to continuously predict time-to-failure.
In this study, our goal is to replicate the NDT process using laboratory-generated seismic data. Though
the earthquake rupture process is somewhat different from the material failure studied in NDT, the underlying
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Figure 1: Schematic of the biaxial shearing system used to create the dataset.
physics of AE production are thought to be the same (e.g. [28, 18]). A previous study [26] used a similar
laboratory dataset to predict time-to-failure, which suggests that the seismic signal contains predictive
information. Here, we seek to identify the components of the seismic signal that carry predictive information
in an effort to move towards a more generalized method of earthquake prediction.
2 Data description
The laboratory dataset was created using a biaxial shearing system that has been described in detail in
previous work [14, 24, 26, 25]. Briefly, the system consists of a central block flanked on two sides by
stationary blocks containing piezoelectric transducers that record acoustic signals, as in Figure 1. The
stationary blocks are separated from the central block by a fault gouge consisting of glass beads that mimic
real-Earth conditions. A piston applies shear stress to the central block, which drives it downwards, producing
stick-slip events.
In this study, we use acoustic data from two laboratory experiments for a total of 350 stick-slip events.
These events take place under a variety of stress conditions with shear stresses ranging from roughly 1 to
3.5 MPa. The time window from the beginning of stress application to the rupture (i.e. the failure cycle)
averages around 10 seconds. Figure 2b is a snapshot of the acoustic data with AEs denoted by red circles.
AEs were detected by the same process described in [19], though an unsupervised method like that of [29]
could also be used. The two datasets combined contain about 8 million AEs and each failure cycle consists
of several thousand AEs.
3 Damage mechanism clustering
3.1 Data processing
For the AE clustering, we use a set of five features typically used in NDT studies. Through experimentation,
NDT researchers have determined that these five features are sufficient for AE clustering. The features are
maximum amplitude, counts, duration, energy, and rise time (Figure 3). Counts is the number of positive
peaks over the duration of the AE and rise time is the length of time until the maximum amplitude is
reached. In addition, we use two frequency features, average frequency and peak frequency, which brings the
total number of features to seven. In order to calculate features such as energy, the start and end times of
the AEs must be known. Start and end times were determined using an amplitude threshold as described
in [11]. During the processing procedure, we found that a simple 10% threshold was inadequate due to
the large spread of maximum amplitudes. As a result, we used a decreasing threshold scheme whereby
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Figure 2: A) Shear stress. B) Snapshot of the acoustic data. Red circles are AEs.
the percentage used is decreased as the maximum amplitude increases. For very low amplitude events,
the minimum amplitude is fixed to be slightly above the noise level. Despite these adjustments, amplitude
thresholding is an imprecise tool, which may warrant further improvements in the future.
Figure 3: Four of the AE features used for classification
Unlike many NDT studies, we are not able to determine the true mechanism labels for the AEs. Though
this means we will not be able to provide a full account of changes occurring in the fault gouge, labels are
not required for our purposes. Our main goal is to identify elements of the acoustic signal that contain
predictive information, which does not necessitate knowledge of the true labels.
3.2 Clustering procedure
For the AE clustering we use a conscience self-organizing map (CSOM) [8] which is a more efficient variant
of the original Kohonen self-organizing map (KSOM) [16]. The CSOM was trained using a 15x15 lattice
on over 8 million AEs for 20 million learning steps. Once training was complete, we used k-means and
interactive interpretation to partition the CSOM lattice into clusters. We evaluated many potential cluster
configurations using cluster validity indices (CVIs) including CH-VRC [4], Conn Index [30], DBI [6], the Gap
statistic [32], GDI [2], PBM [21], and Silhouette [15] and visualizations such as the U-matrix (and modified
U-matrix), octagonal erosion, and CONNvis [33, 20, 5, 31]. Ultimately we found that an interactive clustering
with a k value of 5 produced the best results. The trained and interpreted CSOM lattice is shown in Figure 4
along with the typical waveforms for each cluster. Note that since we do not have the true labels of these
clusters, they will henceforth be referred to by color.
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Figure 4: A) Trained SOM lattice. B) Typical waveforms for each of the five clusters.
(a) (b) (c) (d)
Figure 5: A) (Left axis) Histogram of the number of AEs by cluster. (Right axis) Shear stress. B-C) Cumulative AEs by cluster
for two events of similar high stress. C) Cumulative AEs for a low stress event.
3.3 Results
We examined the production of AEs by cluster throughout the failure cycle. As is typically done in NDT
studies, we plotted the cumulative number of AEs over the failure cycle (Figures 5a and 5b). These results
resemble those obtained in NDT studies, which supports the notion that the process of AE production is
similar in both instances. Most of the clusters display nonlinear behavior that may be useful for determining
the percentage of the failure cycle that has elapsed. However, not all clusters appear to have predictive
capability; the orange cluster is nearly linear and thus will not be useful for failure prediction.
Our results suggest that AE production is tied to the shear stress of the system. We observe that
stick-slip events with comparable shear stress exhibit very similar cumulative AE patterns, as in Figures 5b
and 5c. The similarity of these patterns indicates that AE production is not random and instead is indicative
of some underlying phenomena. Though NDT studies frequently assume that failure events that occur
under comparable stress conditions produce similar temporal AE patterns, little work has been done on the
subject. In addition, we find that events at different stress levels produce different temporal patterns of AEs
(Figures 5b and 5c vs. Figure 5d). This relationship effectively eliminates the possibility of time-to-failure
prediction based exclusively on temporal patterns of AE production because the stress state of the fault is
generally not known in the real Earth.
Recent work suggests an alternative feature for prediction. In [26], researchers predicted time-to-failure
on a similar laboratory dataset using a sliding window on the raw acoustic data. They found that the variance
of the signal was the most important feature for failure prediction. In this study, we focus exclusively on
the AEs and thus it would be inappropriate to calculate continuous variance. However, when training the
CSOM, we used AE energy as an input feature, which is related to variance. Figure 6a is a plot of the
cumulative energy from all AEs for a single stick-slip event. As the system progresses towards failure, the
amount of energy contained in the AEs increases according to a power law. This result suggests that the
AEs contain the necessary information for time-to-failure prediction. Thus, prediction may be possible by
monitoring cumulative waveform characteristics of the AEs and disregarding the rest of the acoustic signal.
To investigate the predictive capability of each AE type, we divide the cumulative energy by AE cluster,
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Figure 6: A) Cumulative energy for a single stick-slip event. B) Cumulative energy by cluster for a high stress event. C)
Cumulative energy by cluster for a low stress event.
as in Figure 6b. At first glance, it appears that the red cluster is all that is needed for failure prediction
because it contains the vast majority of the total AE energy. However, as with cumulative AEs, the stress
state of the fault plays a role in the energy contained within in each cluster. Figure 6c shows the cumulative
energy by cluster for a low stress event. Compared to the high stress event in Figure 6b, the proportion of
the total energy contained in the red cluster is reduced. As a result, the blue cluster contains a much larger
proportion of the total energy. This indicates that the blue cluster is a vital source of predictive information
at low shear stress. The three remaining clusters contain very little energy and have linear trends, which
indicates that they will not be useful for prediction. These findings suggest that we can predict time-to-failure
at all relevant stress levels using only information from the red and blue AE clusters.
4 Time-to-failure prediction
4.1 Data processing and network configuration
For time-to-failure prediction, we only use AEs from the red and blue clusters. There are three reasons for
this. First, as discussed in the previous section, the remaining three clusters are not expected to contain
predictive information. Second, our experiments show that training on a single cluster is less accurate than
training on both the red and blue clusters. Finally, training the network on two clusters is substantially
faster than training on all five. Due to uneven cluster sizes, training on the full dataset takes over five times
as long as training on only these two clusters. In addition, training on all five clusters did not improve
prediction error. Network inputs consist of the seven features used to train the CSOM as well as cumulative
number of AEs. All eight input features are cumulative by cluster. Though using cumulative energy as the
only input feature produced good results, we found that using all eight features yielded slight gains. All
input features were normalized to [0,1] according to their maximum and minimum values across the entire
dataset.
In order to maintain the temporal ordering of AEs while considering multiple clusters, each input contains
all eight features for each relevant cluster. Thus, for two clusters the input size is 16. Each input contains
the features for the current AE as well as the features for the previous AE from every other cluster. Over
time, the inputs resemble a step function where the features for each cluster are held constant until an AE
from that cluster occurs.
To further improve results, we apply a technique from engineering that is commonly used in remaining
useful life (RUL) predictions for machinery. Many studies have successfully forecasted RUL using recurrent
networks on continuous mechanical data gathered while the equipment is in operation [22, 23, 34, 36, 37].
[12] first suggested replacing the actual RUL with a piecewise function where RUL is initially set to some
constant value. Once this value is reached, RUL decreases as usual. The reasoning is that RUL is very
hard to predict early in the failure cycle when the material is healthy. Several studies have since shown that
using a piecewise RUL reduces prediction error (e.g. [34, 37]). Here we apply this same concept to fault
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Figure 7: Actual vs. predicted time-to-failure for three events.
time-to-failure prediction. We used an initial constant value of 8 seconds which led to a substantial decrease
in both train and test error.
We predicted time-to-failure using a vanilla LSTM network with 5 layers and a hidden size of 1. The
network was trained using the Adam optimizer and an adaptive learning rate. The training set consisted
of 284 randomly selected stick-slip events and the test set contained the remaining 70 events. The network
predicted time-to-failure at each AE and calculated error using smooth L1 loss. We used a batch size of 50
AEs and trained for 150 epochs.
4.2 Results
Figure 9 shows the actual and predicted time-to-failure for three events as well as a heatmap for all AEs.
The smooth L1 loss is 0.64 for the full training set and 0.85 for the full test set, though most test events have
lower individual losses (see section 5). These results show that the network is able to learn the structure of
the cumulative AE features and use it to make reasonably accurate predictions of time-to-failure throughout
the earthquake cycle.
5 Discussion and conclusion
We identified a few areas where our method could be improved. First, the network architecture should be
modified to address the irregular time steps between AEs. LSTM networks assume that the input data is
regularly sampled and thus that the time steps between data points are uniform across the entire dataset.
However, the AE data is event-based so distance in time between adjacent AEs varies, as in Figure 8a. A
number of networks (e.g. [1, 27, 38]) have been proposed in the last few years that scale network parameters
according to the time elapsed between input points (Figure 8b). Using a similar network for the AE data
would likely lead to decreased prediction error.
Time-to-failure predictions could also be improved by using a more balanced dataset. The majority of
events have a cycle length around 10 seconds, but some are significantly longer or shorter (Figure 9a). Since
these very long/short events are underrepresented in the dataset, they generally have high prediction error,
as in Figure 9b. The prediction error is especially high if the random draw places most of these events in the
test set. In order to improve accuracy, more of these very long/short events should be added to the dataset.
In this study, we adapted health monitoring approaches from engineering to predict time-to-failure for
laboratory generated earthquakes. Our experiments successfully predicted time-to-failure using a novel
method that combined AE clustering from NDT with failure forecasting techniques from RUL prediction.
This study shows that the overall method is a promising approach to generalized earthquake prediction.
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Figure 8: A) Data snapshot showing irregular time steps between AEs.B) LSTM cell from the Time-Gated LSTM model
proposed in [27]. The network input includes the distance in time between data points and scales the gate outputs accordingly.
(a) (b) (c)
Figure 9: A) Distribution of failure cycle lengths. B) Time-to-failure predictions for an event with an unusually long failure cycle.
C) Heatmap of error (in sec) over time for all AEs in all test set events. The line of high error corresponds to underrepresented
events.
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