We present new evidence on disaggregated profit and loss and VaR forecasts obtained from a large international commercial bank. Our dataset includes daily P/L generated by four separate business lines within the bank. All four business lines are involved in securities trading and each is observed daily for a period of at least two years. We also collected the corresponding daily, 1-day ahead VaR forecasts for each business line. Given this rich dataset, we provide an integrated, unifying framework for assessing the accuracy of VaR forecasts. Our approach includes many existing backtesting techniques as special cases. In addition, we describe some new tests which are suggested by our framework. A thorough Monte Carlo comparison of the various methods is conducted to provide guidance as to which of these many tests have the best finite-sample size and power properties.
Introduction
Value-at-Risk (VaR) is by far the leading measure of portfolio risk in use at major commercial banks. Despite criticisms of VaR's statistical properties (e.g. Artzner, Delbaen, Eber, and Heath (1999) ) and theoretical concerns that widespread usage of VaR could increase systemic risk (Basak and Shapiro (2002) Basle II has focused attention on banks' procedures for backtesting. While no particular technique for backtesting is currently suggested in Basle II, the potential for a supervisor endorsed backtesting technique has clear implications for the banking system as a whole.
It is thus crucially important for the institutions and regulators to assess the quality of the models employed.
In this paper, we provide further empirical evidence on the accuracy of actual VaR models in forecasting portfolio risk. We obtained the daily profit and loss (P/L) generated by four separate business lines from a large, international commercial bank.
Each of the business line's P/L series is observed daily for a period of more than two years. For two of the business lines, we have over 600 daily observations while for the other two we have over 800 observations yielding a panel of 2,930 observations. All four business lines are involved in securities trading but the exact nature of each business line is not known to us. Each series is constructed and defined in a consistent manner but the series are normalized to protect the bank's anonymity. We do not observe the aggregate P&L summed across the business desks.
In addition to the daily P/L data, we obtained the corresponding daily, 1-day ahead VaR forecasts. For each business line within the bank, and for each day, the VaR forecasts are estimates of the 1% lower tail. Our data set complements that of Berkowitz, O'Brien (2002) who obtained daily bank-wide P/L and VaR data, but who were not able to obtain any information on separate business lines within the same bank.
Given this rich dataset, we provide an integrated, unifying framework for assessing the accuracy of VaR forecasts. Our approach includes the existing tests proposed Christoffersen (1998) and Christoffersen and Pelletier (2004) as special cases.
In addition, we describe some new tests which are suggested by our framework.
In order to provide some guidance as to which of these many tests have the best finite-sample size and power properties, we conduct a thorough horserace in a Monte Carlo setting.
Testing the accuracy of a Value-at-Risk (VaR) model is based on the observation that the VaR forecast is a (one-sided) interval forecast. Violations -the days on which portfolio losses exceed the VaR -should therefore be unpredictable. In particular, the violations form a martingale difference sequence. The martingale hypothesis has a long and distinguished history in economics and finance (Durlauf (1991) ). Related work dates back at least to the random walk theory of stock prices. The risk-neutral pricing methods of Harrison and Kreps (1979) and Harrison and Pliska (1981) are based on the martingale representation theorem.
As a result of this extensive toolkit, we are able to cast all existing methods of evaluating VaR under a common umbrella of martingale tests. This immediately suggests several testing strategies. The most obvious is a test of whether any of the autocovariances are nonzero. The standard approach to test for uncorrelatedness is by estimating the sample autocovariances or sample autocorrelations. In particular, we suggest the well-known Ljung-Box test of the violation sequence's autocorrelation function.
The second set of tests are inspired by Campbell and Shiller (1987) and Engle and Manganelli (2004) . If the violations are a martingale difference sequence, then they should be uncorrelated by any transformation of the variables available when the VaR is computed. It suggests a regression of the violations/non-violations on their lagged values and lagged variables such as previous VaRs.
A third set of tests are adapted from Christoffersen and Pelletier (2004) who focus on hazard rates and durations. These tests are based on the observation that the number of days separating the violations (i.e., the durations) should be totally unpredictable.
Lastly, a fourth set of tests is taken from Durlauf (1991) . He derives a set of tests of the martingale hypothesis based on the spectral density functions. This approach has several features to commend it. Unlike variance ratio tests, spectral tests have power against any linear alternative of any order. Spectral density tests have power to detect any second moment dynamics. Variance ratio tests are typically not consistent against all such alternatives.
Because the violation of the VaR is, by construction, a rare event, the effective sample size in realistic risk management settings can be quite small. It follows that we can't rely on the asymptotic distribution of the tests to conduct inference. We instead rely on Dufour (2004) 's Monte Carlo testing technique which yields tests with exact level, irrespective of the sample size and the number of replications used.
The paper proceeds as follows. In Section 2 we present some new evidence on desk-level P/Ls and VaRs from a large international bank and we discuss the pros and cons of market risk management using historical simulation. Section 3 gives an overview of existing methods for backtesting VaR estimates and it suggests a few new approaches as well. Section 4 presents the results of a detailed horserace among the methods in terms of size and power properties in finite sample. Section 5 presents the empirical results of applying the various testing methods to our desk-level data sample. Section 6 concludes.
Desk Level P&L and VaR at a Commercial Bank
We collected the daily profit and loss (P/L) generated by four separate business lines from a large, international commercial bank. All four business lines are involved in securities trading but the exact nature of each business line is not known to us. Each series is constructed and defined in a consistent manner but they series are normalized to protect the bank's anonymity. We do not observe the aggregate P&L summed across the business desks.
In addition to the daily revenue data, we obtained the corresponding 1-day ahead where t Ω is the time-t information set. The VaR is the p th percentile of the return distribution. The probability p is referred to as the coverage rate. By definition, the coverage rate is the probability that the lower tail VaR will be exceeded on a given day.
In our dataset the tail percentile of the bank's VaR is set at p =.01 which yields a one-sided, 99% confidence interval. This is quite far in the tail but is typical of the VaR forecasts at commercial bank (e.g., Berkowitz and O'Brien (2002) ).
The daily P/L (dashed) and associated ( Table 1 .
The occasional bursts of volatility apparent in the P/Ls in Figure 1 are explored further in Figure 2 where we demean the P/Ls and plot their daily absolute values over time. While the spikes in P/Ls dominate the pictures, episodes of high volatility is evident in each of the series, although perhaps less so in business line 3.
A Unified Framework for VaR Evaluation
Under ; , 1 1
where ij T denotes the number of observations with a j following a i and i T is the number of i is the number of ones or zeros in the sample.
We note that all the tests are carried out conditioning on the first observation. The tests are asymptotically distributed as chi-square with degree of freedom two. But as for all the tests we will rely on finite sample p-values as discussed below.
In this paper, we extend and unify the existing tests by noting that the de-meaned violations { p I t − } form a martingale difference sequence. By definition of the violation, equations (2)- (3) immediately imply that
where t Ω is the information set up to time-t. The de-meaned violations form a martingale difference sequence (m.d.s.) with respect to the agent's time-t information set.
This will be an extremely useful property because it implies that the violation sequence is uncorrelated at all leads and lags.
This motivates a variety of tests which focus on the white noise or martingale property of the sequence. Since white noise has zero autocorrelations at all leads and lags, the violations can be tested by calculating statistics based on the sample autocorrelations.
For any variable Z t in the agent's time-t information set,
which is familiar as the basis of GMM estimation.
Specifying Z t to be the most recent de-meaned violation, we have
The violation sequence has a first-order autocorrelation of zero, under the null. It is this property which is exploited by the Markov test of Christoffersen (1998) .
More generally, if we set Z t = I t-k for any k≥0,
which says that the de-meaned violation sequence is in fact White Noise. We write this null hypothesis compactly as
A natural testing strategy is to check whether any of the autocorrelations are not We may also want to consider whether violations can be predicted by including other data in the information set such as past returns. Under the null hypothesis, it must be that
for any non-anticipating function g(⋅).
In analogy with Engle and Manganelli (2004) , we might consider the nth-order
where we set 
Under the null of an accurate VaR forecast, the violations are distributed ( )
This allows us to rewrite (13) as
Equation (14) says that the density of the durations declines geometrically under the null hypothesis.
A more convenient representation of the same information is given by transforming the geometric probabilities into a flat function. The hazard rate defined as It is also possible to capture duration dependence without resorting to the use of a continuous distribution. We can introduce duration dependence by having non-constant probabilities of a violation, 
. Combining the censored and uncensored observations, the log-likelihood is The only added complication is that the ML estimates are no longer available in closed form, they must be found using numerical optimization.
C. Spectral Density Tests
A final method for testing the martingale property is to examine the shape of the spectral density function. There is a long standing literature on using the spectral density for this purpose because white noise has a particularly simple representation in the frequency domain --its spectrum is a flat line (e.g., Durlauf (1991) ). Statistical tests are constructed by examining if the sample spectrum is "close" to the theoretical flat line.
The spectral density function is defined as a transformation of the autocovariance sequence,
For a white noise process, all the autocovariances equal zero for any k≠0. This means that for the hit sequence the spectral density collapses to
The spectral density function is constant and proportional to the variance.
Equivalently, the spectral distribution function is a 45° line. The asymptotic theory centers on the convergence of the random, estimated spectral density function using a functional central limit theorem. These test statistics have several attractive features. Unlike some tests of white noise (e.g., variance ratio tests), spectral tests have power against any linear alternative of any order. That is, the test has power to detect any second moment dynamics (see Durlauf, (1991) ). Both the CVM and KS statistics diverge asymptotically if I t is any stationary process which is not white noise.
Size and Power Properties
Given the large variety of backtesting procedures surveyed in section 3, it is important to give users guidance as to their comparative size and power properties in a controlled setting.
A. Effective Size of the Tests
In order to assess the size properties of the various methods, we simulate i.i.d.
Bernoulli samples with probabilities p = 1% and 5% respectively. For each Bernoulli probability, we consider several different sample sizes, from 250 to 1500. Rejection rates under the null are calculated over 10,000 Monte Carlo trials. If the asymptotic distribution is accurate in the sample sizes considered then the rejection frequencies should be close to the nominal size of the test, which we set to 10%. The results in the bottom panel cover the 5% VaR. In this case the LB(1) test is slightly undersized whereas the LB(5) is very close to the desired 10%. The Markov and Weibull tests are both oversized. The Geometric is somewhat undersized, whereas the Caviar, KS and CVM tests now are very close to the desired 10% level. The overall conclusion from Table 2 is that for small sample sizes and for the 1% VaR which is arguably the most common in practice, the asymptotic critical values can be highly misleading. When computing power below we therefore rely on the Dufour (2004) Monte Carlo testing technique which is described in detail in Section 5.
B. Finite Sample Power of the Tests
In order to perform a power comparison, we use a flexible and simple GARCH specification as a model of the P/L process. We estimate the parameters for each business line separately in order to model the volatility persistence in each series.
The GARCH model allows for an asymmetric volatility response or "leverage effect". In particular, we use the NGARCH(1,1)-t(d) specification, 
where R t+1 is the daily demeaned P/L and the innovations z t are drawn independently from a Student's t(d) distribution. The Student-t innovations enable the model to capture some of the additional kurtosis. Table 3 reports the maximum likelihood estimates from the GARCH model for each business line. As usual we get a small but positive α and a β much closer to 1.
Variance persistence in this model is given by
It is largest in business lines 2 and 4 which confirm the impression provided by Figure 2 . The last three lines of Table 3 report the log likelihood values for the four GARCH models along with the log likelihood values for the case of no variance dynamics, where α = β = θ = 0.
Looking across the four GARCH estimates we see that Desk 1 is characterized by a large α and small d which suggests are large conditional kurtosis. Desk 2 is characterized by high variance persistence and high unconditional kurtosis from the low d. Desk 3 has an unusually large negative θ which suggests that a positive P/L increases volatility by more than a negative P/L of the same magnitude. Desk 4 has an unusually large unconditional volatility and a relatively high persistence as noted earlier.
For the power simulation exercise, we will assume that the correct data-generating processes are the four estimated GARCH processes. We must also choose a particular implementation for the VaR calculation. Following the approach used by the bank to construct their internal VaR forecasts, we make use of historical simulation or "bootstrapping". The historical simulation VaR on a certain day is simply the unconditional quantile of the past T e daily observations. Specifically { } ( ) Table 4 shows the finite sample power results for the 1% VaR from Historical Simulation for various samples sizes when using the GARCH DGP processes corresponding to each of the four business lines.
For business line 1 it appears that the LB(5) test performs the best overall, although the Geometric, KS and CVM tests are slightly better for the smallest sample.
For the largest sample the Caviar test performs the best. For business line 2 the Geometric test performs the best in all cases with the Caviar a close second in the largest sample. For business line 3 the power is low everywhere and the Caviar is best overall.
For business line 4 the Geometric test is again best everywhere.
Consider next Table 5 which shows reports the finite sample power calculations for the 5% VaR. For business line 1 the Caviar is best over all with the LB(5) slightly better in a couple of cases. For business line 2 the Caviar test is best for small samples and the Geometric best for larger samples. For business line 3 the power is again low everywhere and the Caviar test performs the best. For business line 4 the Caviar is again best for small samples and the Geometric is best for large samples.
Considering Table 4 and 5 overall it appears that the Caviar test is the best for 5%
VaR and the Geometric is best for 1% VaR. For business line 3 the results are somewhat surprising and require further investigation. Tables 4 and 5 provide a couple of other conclusions. First, it is clear that the LB(5) test is better than LB (1) and Markov test. This is perhaps to be expected as the dependence in the hit sequence is not of order 1 here. Second, the Geometric test is typically substantially better than the Weibull test. This is also to be expected as the latter wrongly assumes a continuous distribution for the duration variable.
Overall the power of the best tests investigated here is quite impressive, particularly considering the small samples investigated. Admittedly, the power numbers reported in Tables 4 and 5 are affected by the fact that we have conditioned the power calculations on being able to calculate the test in the first place. Samples where the tests cannot be computed are omitted due to lack of VaR hits.
C. Feasibility Ratios
For transparency we report in Table 6 the fraction of simulated samples from Tables 4 and 5 where the each test is feasible. We only report sample sizes 250, 500, and 750 for the 1% VaR and 250 for the 5% VaR as the other sample sizes had no omitted sample paths in our experiment. Table 4 shows that only in the case of 1% VaR and samples of 250 observations is the issue non-trivial. In those cases the issue is most serious for the Weibull and Geometric tests and least serious for the Caviar test. That conclusion also holds when considering the bottom panel in Figure 6 which reports the fraction of feasible samples from the size calculations in Table 2 .
Results for Desk-level Data
In Table 7 we report the results from applying our tests to the actual observed sequences of P/Ls and VaRs from the four business lines. As in the power calculations above we make use of the Dufour (2004) Monte Carlo testing technique which yields tests with correct level, regardless of sample size.
For the case of a continuous test statistic, the procedure is the following. We first generate N independent realizations of the test statistic, , 1,...,
We denote by 0 LR the test statistic computed with the original sample. Under the hypothesis that the risk model is correct, we know that the hit sequence is i.i.d. Bernoulli with the mean equal to the coverage rate. We thus benefit from the advantage of not having nuisance parameters under the null hypothesis.
We next rank , 0,1,..., 
There are two additional advantages of using a simulation procedure. The first is that possible systematic biases, for example arising from the use of a continuous distribution to study discrete processes, are accounted for since they will appear both in 0 LR and i LR . The second is that Monte Carlo testing procedures are consistent even if the parameter value is on the boundary of the parameter space. The bootstrap procedures on the other hand could be inconsistent in this case.
In Table 7 we report the results from applying our tests to the actual observed sequences of P/Ls and VaRs from the four business lines. We find no rejections in the first two business lines and multiple rejections in business line 3. In business line 4 two of the tests reject the risk model. Thus, when backtesting the actual VaRs from the four business unit we find it difficult to reject the historical simulation VaR except for business line 3. This finding could of course have several explanations. First, the samples are short. Second, random chance, that is, by design we fail to reject 10% of the time.
Third, the bank may be implementing historical simulation with some adjustments which make it difficult to reject by the tests considered here.
Conclusions
With the introduction of RiskMetrics, JP Morgan (1994) sparked a revolution in the field of market risk management. RiskMetrics has many redeeming features such as dynamic volatility and correlation modeled in a very parsimonious fashion.
However other aspects such as the conditional normality assumption, and the difficulty of aggregating VaRs across business lines has increased the popularity of the model-free Historical Simulation technique in the financial services industry.
Commercial banks in particular have increasingly trended towards the use of Historical Simulation for market risk management.
Using new desk-level P/Ls and VaRs data from four business lines in a large international commercial bank we discuss the pros and cons of this trend. We find strong evidence of volatility dynamics and non-normality in daily P/Ls. Volatility dynamics are not captured in HistSim and may therefore cause clustering in VaR violations which can have important economic effects such as increased risk of default. We assess the ability of external bank regulators and internal risk auditors to detect problems in HistSim-based
VaRs using a wide range of existing and new backtesting procedures.
The relatively sluggish dynamics of HistSim is often touted as a virtue in that it avoids frequent adjustments to the associated risk-based capital. However, the internal desk-level VaRs we present here move quite rapidly at the daily level thus casting doubt on the common wisdom. The extreme spikes in P/Ls particularly evident in lines 1 and 2 highlight the dangers of relying on the normal distribution in market risk management.
Fortunately, the HistSim VaRs do not rely on the normal distribution, which is clearly one of its redeeming features.
Larger backtesting sample sizes would clearly be helpful. Second, aggregate GARCH modeling may be desirably to remove clusters in the VaR violations. Third, ideally the historical dataset of asset prices should be updated daily so as to capture current volatility trends. Fourth, simultaneous reporting of the VaR with several coverage rates (e.g. 1%, 2.5%, 5%) would be helpful to assess more carefully the tail distribution of the P/L and to detect omitted variance dynamics. Notes to Figure: We subtract the sample mean from each of the four P/Ls in Figure 1 and plot the absolute value of these centered P/Ls. 
