INTRODUCTION
The aim of this paper is to study the radial solutions of the equation -#4u+f(u)=O, U: RN+& (El where f(u) is subject to certain restrictions to be stated precisely as assumptions in Section 1. The main result is a proof of existence of radial solutions with a prescribed number of nodes, i.e., if 1x1 = r and u(r) is a solution, a number of points {rl, r2, . . . . r,} such that u(rJ = 0, i = 1, . . . . rz. Recently C. Jones and T. Kiipper (see [ll] ) studied the same problem by writing the equations as a dynamical system and using topological techniques from ordinary differential equations. The method in this paper is a different topological argument, in the spirit of partial differential equations, using the degree of a map from a Banach space to itself. The result here is slightly more general than the one in [ 1 l] because we allow less smoothness in the nonlinear term (f(u)); we treat the "zero mass case," i.e., the case for which f'(O) = 0 (see Section 1); and we have a more general condition at infinity which permits nonlinearities for which the integral F(u) = j';f(s) ds is positive for large U. It is possible that the method can be used to show existence of radical solutions with a prescribed number of nodes for systems of semilinear elliptical equations. The strategy of the proof is as follows. First we rewrite the equation so that solutions are obtained as fixed points of a compact operator K(.): H,'([WN)+Hf([WN), where Hj(IW"') consists a radial functions in H'(IWN). Next we consider a continuous path of nonlinearities f(t, u), ZE [O, 11, and try to compute the degree deg(l-K,, 52,, 0), where Sz, consists of functions with exactly n nodes (see Section 1) . Choose f(0, u) as simple as possible, for example a piecewise linear function so that solutions can be constructed explicitly, see Section 3. Note that a$2, consists of functions with a degenerate node, i.e., a(~~) = 0, u,(T~) = 0, and because of the maximum principle these cannot be solutions of the equation, hence the degree will remain constant with respect to t if one can show that a solution with n nodes is bounded from above and below independently of t. These a priori bounds are derived in Section 2. Part of the difficulty here is that if one considers all solutions of (E) these are not bounded from above but if we restrict our attention to solutions with only n nodes, n being fixed, then we can derive an a priori bound.
Existence of infinitely many radial solutions for the above problem using the min-max method was shown by a variety of authors, see [l, 3, 4, 5, 14, 17 , IS] in the references, but this method cannot characterize the nodal properties of the solutions. Uniqueness of the positive solution was investigated in [ 10, 7, 131 . Finally existence of radial solutions for a problem similar to the above was considered in [9, IS] .
In Section 1 we present the main argument concerning the existence of solutions with exactly n nodes. In Section 2 we derive the necessary a priori bounds; this is actually the hardest part. Section 3 has the explicit solution for a piecewise linear nonlinearity, while the Appendix 4 has some technical results needed in the proofs. (El We are interested in finding radial solutions of the equation (E) and we are going to consider two separate sets of assumptions about the nonlinearity. We will see that every solution of (E) must satisfy a priori lu(r)l <B. Hence ify(T(u) satisfies (A,, A,, A,) or (A:, A:, A,), we have an existence theorem.
(2) The only difference between the two cases is that in the positive mass case we have f'(0) = m >O, but the two cases are not mutually exclusive. Typical cases that arise in applications are as follows:
Positive mass case: We are also going to use the radial Sobolev spaces
We will denote the corresponding norm by /I ~11 k, p.
(2) Zero mass case:
Recall that /lull DI.2CIWNj = {jwN IVu12 dx} '12. We are also going to need the spaces D$S( RN) = i k U: IWN + [w, u is radial and 1 IlD'ull Ls < + co .
I=1
The norm is JIuII~~,~(~~) =Cf-, llD'ullLs, where D' is any Ith order derivative.
We can state now the theorems that we are going to prove. I, = UiFi L(u), L, = sup L(u); " UOS" then(a)A,c+co,A~<+oo,L,<+coVn~Nand(b)lim,,+,a,=+co, lim n++majl= +a, limn-t+m n 1 = + 00. In other words, S, is a bounded set for n fixed, goes to + co in norm as n + + co, and the corresponding action goes to +oo as n-+ +oo.
The basic idea in the proof of Theorem ( 1.1) is to consider a continuous path of nonlinearities f: [0, l] x Iw + R such that f(0, U) is a simple nonlinearity for which we can construct all the solutions and f( 1, U) is any nonlinearity satisfying assumptions (A,, A,, A,) or (A:, A:, At).
We state below the precise conditions that the pathf(t, U) has to satisfy.
(H 1 ) (a) Positioe mass case. Assume f( t, U) = m(t) u -g( t, u), where (1) m(t)2m,>O;
(2) g(t,u)=g,(t,u)+g,(t,u) and gj(t,u)<CiIaIR+l VUER, Vt E [0, 11, and crl, c2 are constants that satisfy 0 < oI < (r2 < 4/(N-2).
(b) Zero mass case. Assume there exists b > 0 such that
and f(t, u) sgn ~20. (Hz) Define F(t,u)=j;f(t,s)ds and a+(t)=inf(u:u>O,F(t,u)=O}, a-(t)=inf{u: u<O, F(t, u)=O} ( i.e., a, (t) are the first zeros of F(t, U) right and left of u = 0). Assume (1) inft.Co,ll If(C a& (t))l > 0, (2) inf,, co, 11 la,(t)1 >q>O. Let bKlkEN be a sequence in Df,*(RN) such that llVukllLz < C; then supp g(u"(r)) c B,, where R is fixed, and
Hence 11 w I/ oq~,q,) G C(K). Choose s = (a + 2)/(a + 1); then @k'+*)/(0+1) (BR,) + #+3, ), where the embedding is compact if 0 < cr < 4/(N -2). By diagonaking choose a subsequence; name it again (wk}keN such that wk + w in D,'*2(RRn) VR,. On the other hand, from Lemma (A4) in the Appendix, we have that s R,BR lVwk12 dx< C llg(Uk)ll~, j: --p& RN-' dr -PO, n n as R,++co, if N>2.
Hence wk --t w in Di,2(lRN). 1
Remarks. (1) In a similar way we can prove that if g(u) and h(w) are differentiable functions such that Ig'(u)l < C Iulb, e E (0,4/(N-2)), and 0 < h'(w) < B VW E R, then the operator is compact if N > 3.
(2) The case N = 2 is actually pathological and compactness is lost.
Assume that f,(u). [0, l] x R + R is a path (continuous in t) that satisfies (Hi, H,, H,, H4). In Section 2 we will prove that a radical solution of the equation -du + f,(u) = 0 that has exactly n nodes has to satisfy certain a priori estimates. We state them in the following theorem. THEOREM (1.5) . Let u(r), r = 1x1, be a radial solution of the equation -Au + f,(u) = 0, t E [0, 11, that has exactly n nodes. Then the following estimates hold independent oft.
(1) IIUIIL~ < C,(n), l141Lm < CL(n), /Iu,~/I~~ -c C',(n).
(2) u,(r) has exactly n + 1 zeros, call them Ri, i= 0, . . . . n, where R, = 0 and each Ri is a local maximum of lu(r)l such that lu(Ri)l > aY (for the definition of ay see Hz).
(3) In the interval [R,, Ri,,] there exists a unique ri+, such that 4ri+,)=0.
Set Rn+l= +c~=r,,+~ then ~upIu,(r)l,.~~,~,+,~~I;Y>O (for the definition of F, see H3). where X= II,' or X= D;s2(IWN).
Proof: First observe that if 1 is big enough then C,,,(Z)> Ci,Jn)+ 1 or C:,,(Z) > C:,,(n) + 1, hence we have to prove the lemma only for I< Z,,(n). For simplicity assume that we have u E 0, and u E Sz,, i. Let 0 < rl < r2 < . . . < r, be the zeros of u,(r). Let 0 < pi < p2 < . . . < pn+ i be the zeros of u,(r). Set p0 = r0 = 0 and r,,+ , =P~+~= +cc and define Ii= [rimI, ri] , Jj = [pj-i, pj], i = 1, . . . . n + 1, j= 1, . . . . n + 2. It is easy to see that there exists j, such that on Ji, we have sgn(u,o,) = -1 (see figure below). Remark. Exactly the same argument as in Lemma 1.1 but with F, replaced by aY will give distLZcRNj (Q,, Sz, + r) > E'(n) > 0. This is enough for the Hj(W') space but not for Oi,2(WN). Granted that we have Theorem (1.5) and (*) we can prove Theorem (1.1) as follows: It is easy to see that all theorems we prove do not depend on the fact that N is an integer. So we can consider instead of N a real parameter AER+. Proof: First recall that f (t, u) = m(t) -g(t, u). From H, we have that f(t, O)=m(t) >m,>O, Vt E [0, 11. Also, from H, we have that
u)+g2(t, u), where Ig,(t,u)l <Ci IuI~~(')+~, Oco,<a,(t)< a(t)<a,<4/(N-2).
Define ui= (-A+m(t))-' g,(t, u), i= 1, 2. Then u = u1 + u2 and we have the estimates Proof Recall that f(t, u)= h(t, u) -g(t, u) and Ig(t, u)l < C Iu~~(~)+', where 0 < crm < cr( t ) < crM < 4/(N -2). We have that Now from the fact that (d/d) P(u, u,) = -((IV-1)/r) U; < 0 we have that if (u(r), u,(r)) is the orbit of a solution in (u, u,) plane that goes to (0,O) as r -P + cc then the orbit cannot enter the interior of y(t), since in the interior we have P(u, u,) < 0. Relations (a) and (b) follow directly from the fact that (u(r), u,(r)) must always be outside y(t) VIE [0, 11. 1 Remark. Conditions H1, H,, H,, H4 seem complicated but their only purpose is to guarantee that y(t) will not become degenerate as t varies in PA 11. THEOREM (2.3). If u(r) is a radial solution of the equation -Au + f(t, u) = 0 that has exactly n zeros then there exists C, > 0 independent oft such that llullLm < C,.
Proof: We have to treat separately the cases (P) and (N). Proof: First observe that u,(r) must have at least n + 1 nodes, the first of them being r = 0. Assume u,(r) has more than n + 1 nodes; then 3r, such that u(rO) is either a positive minimum or .a negative maximum. W.L.O.G. assume u(rO) is a positive minimum. Then by the maximum principle f(u(r,)) > 0 (omit dependence on t). Let u0 = max{u:f(u) = 0, u < u(r,)}. Because of the assumptions about F( t, U) (both in zero mass and positive mass case) y(t) looks like a bow-tie. Because of (*) for R large, (uk(R), u:(R)) E yE(tk) (where yc(tk) = E -neighborhood of y(tk)). Since (z?(R), u:(R)) -+ (u'(R), u:(R)) we also have (u'(R), u:(R)) dye.
(Note that y(tk + y(to)). Because we have lim,, +m u:(r) = 0 we must have either lim r++m~o(r)=a+(lo) orlim,,,, u'(r) = 0. (Note that since uk + u" in -Ci;t, u" must have at most n zeros.) Because -uR -((N-1)/r) UP + f(t,, u") =0 and f(l,, a+(to)) #O the only possible choice is lim , j + o3 u"(r) = 0. From the assumptions about f(t, U) pick E > 0 small enough so that ,24, <2Es%O, t E neighborhood of to. U Choose R. large enough so that r > R, =z. lu"(r)l < E. Then because of the maximum principle u'(r) is either strictly positive decreasing or strictly negative increasing. W.L.O.G. assume uo(r) is strictly positive decreasing.
Case A. uo(r) has N nodes. Since uk(r) has n nodes also we have that for k large and r > R,, uk(r) is also positive decreasing and /u"(r)1 < 2s Vk > K,; r > R,, but uk satisfies C independent of k if N 3 3; hence we contradict our assumption. Case B. U'(r) has fewer than n zeros. We will examine the simplest case, where u'(r) has n -1 zeros; the general case can be treated similarly (see figure) . Tk is also a set of the form {r:i?k<r<zi}. We need the following observations:
We must have R, + + co, hence F(tk, uk(Rk)) + 0 as k + co, and consequently uk(Rk) + up(to). so finally r E Sk a -Ek + u-(tk) < uk(r) < u-(tk)r where &k+O as k-+ +a. (Note that lim,, m u(r) = 0 and u(r) has finite nodes.) We need the following observations:
(1) luk(r)l < C(N) IIukll ,,2/r(N-1)'2 < C(N)C/r(Np1)'2.
(2) If luk(ro)l is a local maximum then f(uk(ro)) sgn uk(ro) <O and because of the assumptions on f(u) we have that luk(ro)l > Co for some Co independent of k. Observe that A; p+ 'pk + +cO ask+ fW;kt &=~kP+"*pk. We have s IVukJ2dX=~~+P-(P~1)N/2 s IVu:,l dx.
BPk BRk
Observe that O<p<1+4/(N-2)=~1+p-(p-l)N/2>Oand fBR Ivu&/*dx>,. k B1
Ivu&/*dx-$ lvUl*dx>O.
Hence lim k+aj-Bpk
IVuk12dx= + 00, contradicting the assumption that llUkll 1,2 < c. Now observe that if N>,3 we have lu(r)l <C(N) ((u((,1,2/r(N-2)/2; see [4] . Then the rest of the argument is exactly the same as in the positive mass case. 1 3 In this chapter I want to solve explicitly the problem
where b > 0. Existence of radial solutions for a piecewise linear function f(u) was investigated in [7] ; here I want to consider a much simpler case and present a short proof for the sake of completeness. The proofs do not depend on the fact that N = 3-we could consider N 2 3 at the expense of complicating the proofs-but if N = 2 then -du + go(u) = 0 does not give any solutions. This explains why compactness is lost for N = 2. I want to prove the following theorem. THEOREM (3.1). Equation A consequence of the previous theorem is deg(Z-(-A)P1g,(.),QE,,0)=2(-1)"+1. (3.2) For the proof of Theorem 3.1 observe first that -A has a fundamental solution while the operator -A -1 has a pair of solutions U(r) = (sin r)/r, W(r) = (cos r)/r. Consider the O.D.E. (3.3) The linearization corresponding to (3.3 
) is
The idea of the construction is that we are looking for initial data u0 in Combining (1) and (2) The lemma follows if we note that w(x) is radial, hence xi X.X.
w&=--r, W 6, r XI x, =ywrr+Tw'-yw,. 1
