Abstract. The main result of this paper gives a numerically efficient method to bound the 5 error that is made when approximating the output of a nonlinear problem depending on a unknown 6 parameter (described by a probability distribution). The class of nonlinear problems under considera-7 tion includes high-dimensional nonlinear problems with a nonlinear output function. A goal-oriented 8 probabilistic bound is computed by considering two phases. An offline phase dedicated to the com-9 putation of a reduced model during which the full nonlinear problem needs to be solved only a small 10 number of times. The second phase is an online phase which approximates the output. This ap-11 proach is applied to a toy model and to a nonlinear partial differential equation, more precisely the 12
Introduction. Numerical simulation is a key component of numerous do-

27
In this paper we work in this context, namely providing fast numerical solutions 28 to given problems. We are not focused on HPC (high performance computing), we are 29 rather interested in accelerating existing numerical methods for nonlinear problems.
31
We focus on the procedures of accelerating existing numerical models. These user has to take a leap of faith because there is no quantified guarantee about the 48 metamodel accuracy. However, it is possible in some cases to design metamodels which 49 include a certified error bound. In this latter case, the user does not know exactly 50 the approximation error, but the error is guaranteed to be lower than the provided 51 bound. Moreover, the error bound computation is included in the metamodel, so that 52 its computational burden stays small compared to the full model. For example, we can 53 cite [12] where the authors provide such bounds in the framework of the reduced basis 54 method (dimension reduction). Providing such error bound for nonlinear problems is 55 the aim of this paper. We will clarify below precisely how we aim to do this and what 56 differentiates us from current approaches.
57
In the following, we are considering, for a given parameter µ in a parameter 58 space P, the solution u(µ) ∈ X of an equation of the form M(µ, u(µ)) = 0, with 59 M : P × X → Y , and X, Y two finite dimensional vector spaces to be specified 60 further in Section 2. In many application cases, however, one is not interested in the 61 solution u(µ) by itself, but rather in a quantity of interest, or model output, which is where the basis is chosen so as to minimize the overall output error. All those papers
68
showed that using an adapted basis could lead to a great improvement of reduction 
79
The paper is organized as follows: in Section 2, we precise the objectives of our 80 study, that is the derivation of an offline/online probabilistic goal-oriented error esti-81 mation procedure in a nonlinear context. In Section 3, we describe the different steps 82 of the procedure. More precisely, we introduce in Section 3.1, the notion of finite 83 difference adjoint of an operator, before extending in Section 3.2 the procedure in [5] 84 to nonlinear models and linear outputs. In Section 3.3, we prove that the results in 2. Problem statement. Let P ⊂ R d denote a parameter space, and let P be a 92 probability distribution on P. Let X (resp. Y ) be a finite dimensional vector space 93 endowed with a scalar product , X (resp. , Y ). In the following, when there is no 94 ambiguity, the dependence in the vector space for the scalar product will be omitted 95 in the notation , . Let us consider a nonlinear function M : P × X → Y . Given a
96
parameter µ ∈ P, we denote by u(µ) ∈ X a solution to the equation:
and we define the output by
for a given ∈ X.
101
We assume that for every µ ∈ P, Equation (1) admits a unique solution in X, so 102 that the application s : P → R is well-defined. Denote N the dimension of X.
103
In a many-query context, that is in a context requiring a potentially large number
104
of evaluations of the output, it is common to call for model reduction. More precisely,
105
let X be a subspace of X, of dimension N such that N << N . We consider u : P → X
106
an approximation (in a very wide sense of the term) of u : P → X. Let us define the
109
The objective is then to provide some probabilistic error bound between s(µ) and 110 s(µ). In other words, one accepts the risk of this bound (µ; α) being violated for a 111 set of parameters having "small" probability measure α ∈ (0, 1):
113
This quantity (µ; α) is a so-called "goal-oriented probabilistic error bound".
114
For sake of efficiency, the computation of the approximate output can be split 115 into two phases:
116
• an offline phase, dedicated to the construction of the reduced model u, during 117 which one has to solve the full dimensional problem (1) only for a reasonably 118 small number of parameters µ 1 , . . . , µ κ ;
119
• an online phase, during which we evaluate the approximate output s(·) =
120
, u(·) for all queried µ.
121
In practice, for any µ ∈ P, the computational time of u(µ) is much smaller than the 122 one of u(µ), hence this splitting into offline and online phases can be interesting in 123 terms of overall computing time: the offline phase can be computationally expensive,
124
provided that the number of queries is large enough and/or the online phase per query 125 is fast enough.
126
In this article, we will not focus on the ways of constructing efficient offline-online is not necessarily affine. In Section 3.2, the output is assumed to be linear, then in 143 Section 3.3, the output may be nonlinear.
144
To derive an error bound, it seems natural to consider the so-called residual
146
In the sequel we explain why we need to define a new adjoint. To do so we recall is a given vector. We assume that for any µ ∈ P, A(µ) is invertible. In that case, the 152 dimensions of X and Y are equal, i.e., N = S. For any matrix A let A denote the 153 transpose of A. We can define w(µ) ∈ Y as the solution of the so-called dual problem:
where ∈ X is the one used in the definition of the linear output in (2), and with 
159
In order to adapt this procedure to the nonlinear context, we need to define a gener-160 alization of the adjoint of M : P × X × X × Y → X that still allows (5) with w(µ)
which generalizes (4). It is the purpose of Section 3.1 below.
164 3.1. Finite difference adjoint of an operator. To generalize (5) for nonlinear problem, one wants to define an operator
linear in the last variable, such that the following identity holds:
166
Let us underline that previous definitions of nonlinear adjoint do not readily allow for 167 this property, such as, e.g., the one offered by Definition 2.1 in [15]:
169
In our case the dependance in both x 1 , x 2 is crucial, and missing in previous defi-
170
nitions. In Proposition 1 below, we propose a new definition for the adjoint M :
171 P × X × X × Y → X and state its main properties.
172
Proposition 1 (Finite difference adjoint). Assume that the operator M : P ×
173
X → Y is continuously differentiable with respect to x for all x ∈ X. Let dM(µ, x) :
denote the (linear) adjoint of dM(µ, x). We now define the finite difference adjoint
179
We then have the following properties: with respect to the canonical basis of X, i.e.
2. For all µ ∈ P, and for all 3. Identity (7) is satisfied by M .
187
Proof of Proposition 1 The proof is postponed to the appendix.
188
Lemma 2. Let us now consider the adjoint problem described by (6):
This problem is always linear. Let us assume that, for all µ ∈ P, it admits a solution. argument, thus the adjoint problem described in (6) is linear. We assume that for all 196 µ ∈ P it admits a solution w(µ). 
200
Then:
As w(µ) is solution of (6), we get:
This manuscript is for review purposes only.
Then, applying Identity (7) we obtain:
At last, considering the expansion (9), and as the basis Φ is orthonormal, we get:
Probabilistic error bound for a nonlinear model with linear output.
201
This section is devoted to the statement of our probabilistic error bound, in the context 202 where the model is nonlinear and where the output is linear.
203
We now introduce some notation necessary to the statement of our bound. Recall
"truncation index". For any i ∈ {1, . . . , K}, we define:
The probabilistic error bound depends on the residual defined by (3):
Our aim is to propose a probabilistic upper bound for |s(
this, let us consider the right-hand term in (5):
bound this term, up to the truncation argument K, it seems natural to define, for 212 any µ ∈ P, and for any 1 ≤ i ≤ K:
As we want a bound for
220
To deal with the terms above the truncation argument, we define:
Our main result is then:
where the error bound (µ; α) is defined by reasons, we would like to choose Φ so that the parameter-independent part T 2 (K, Φ) 232 is the smallest possible, for a fixed truncation index K ∈ N * .
233
To our knowledge, minimizing T 2 (K, Φ) over orthonormal bases of Y is an opti-234 mization problem for which no efficient algorithm exists. However, we can minimize 235 an upper bound of T 2 (K, Φ).
236
We define a self-adjoint, positive semi-definite operator G : Y → Y by:
be an unit eigenvector of G associated with the i th eigenvalue, and
We can state that:
241
This lemma explains the heuristic choice of Φ = Φ G . Indeed, if G is smooth 242 enough, its eigenvalues will decrease quickly and T 2 (K, Φ G ) should be small.
243
We are now in position to prove our main result.
244
Proof of Theorem 3 We start from the result of Lemma 2:
Then, we can argue as in the proof of Theorem 1.1 in [5] . By construction of T 1 (µ, K, Φ) one gets:
Thus, for any α ∈ (0, 1),
where in the last inequality, Lemma 2 has been used. Then, by Markov Inequality, using α ∈ (0, 1), and by definition of T 2 (µ, K, Φ) we get:
3.3. Corollary: error bound for a nonlinear output. In this section we
247
provide an extension of Theorem 3 to the context of a nonlinear output S(µ). To do 248 so we consider the following problem:
where H : P ×X → Y is a (not necessarily linear with respect to the second argument) function, and consider the following output:
where f is a (not necessarily linear) function from Y to R. 
where u(µ) ∈ X denotes the first component of u(µ) (corresponding to v(µ)) and 259 u(µ) ∈ R its last component (corresponding to S(µ)). We then define M :
and consider the following linear output: is also nonlinear. We want to provide an explicit formulation for the adjoint of the 273 operator M, starting from (8). We first consider dM(µ, ·). For v ∈ R N +1 , recall that:
so that dM(µ, u) is the following matrix, defined by blocks:
where the top left block has size N × N , the top right block N × 1, the bottom left 276 1×N (as f : R N → R) and the bottom right lives in R. Then we have, for x, x ∈ R N :
The above formula cannot be simplified, in general. Except in special cases, the 278 integral over (0, 1) therefore must be numerically computed. In Section 4 we will 279 consider both cases, analytical (Section 4.1) or numerical computation (Section 4.2).
280
Below we provide examples for which an explicit formulation for the integral
282
Example 1 (Special case N = 1). In the special case where N = 1 we can change variable in the integral:
Although this case is exceedingly simple (because for any numerical problem N > 1),
283
this kind of simplification can happen in other cases, as we will see below.
284
Example 2 (Special cases f explicit). In some cases the above integral can 285 also be explicitly computed. We give a few nonlinear examples below.
where f i are R → R differentiable functions. In that case, the previous change of variable still applies, and we get:
For example:
which can therefore be explicitly computed as a function of x and x coordi-288 nates:
289 290
where:
Dual error bound in the context of a nonlinear output. . Let us come back to our initial purpose, that is the extension of our procedure to the context of a nonlinear output. The adjoint problem writes:
In a general context, the existence of a solution to this problem is not trivial, and may fail. However, if the operator H is linear, even if the output is nonlinear, as the adjoint problem writes equivalently:
, the unicity of the solution is provided as soon as B(µ) is invertible. In other words, w is equal to:
3.4. Efficient bound evaluation in a many-query or real-time context.
298
In practice, the error bound (µ; α) used in Theorem 3 can not be directly evaluated,
299
and one has to define a computable approximation (µ; α). Our approximation is 300 justified and commented in [5] Section 1.3, and we recall it here for sake of self-301 containedness. We end this section with Lemma 6, which gives sufficient conditions 302 to ensure efficient computation of our online error bound.
303
Estimation of Φ G . We consider a finite subset of parameters Ξ ⊂ P, randomly 304 sampled from the probability distribution P , and we estimate the linear operator 
310
Computation of
The β(µ, Φ) constants can be approximated using a simple discrete minimization
313
(ie., replacing P by a discrete sample Ξ in the minimum/maximum defining β max (Φ)
314
and β min (Φ)). In some cases, one can use a continuous optimization method to solve 315 these minimum/maximum problems. It is clear that all these computations can be 316 done during the offline phase.
317
We now discuss the computation of the K scalar products r(µ), φ i (i = 1, . . . , K)
318
with an offline/online procedure.
319
Lemma 6. Let {y 1 , . . . , y S } denote an orthonormal basis of Y and {x 1 , . . . , x N } 320 denote an orthonormal basis of X. Assume that M : P × X → Y is defined by:
where for all j = 1, ..., S, m j is a function from P × R N to R.
323
Assume moreover that:
Then, it is possible to compute all the scalar products r(µ), φ i (i = 1, . . . , K) with an offline/online procedure whose online phase has a cost of the size
Remark 3. The decomposition
with h k : P → R, ∀k ∈ {0, . . . , T } plays an analogous role to the "affine parameter dependence" that is commonly as- it is possible to compute the K scalar products, with an offline/online procedure with 334 a small cost (with respect to N ).
335
Remark 5. Note that it is possible to work with the K scalar products themselves,
336
without any approximation, especially in the case where the polynomial decomposition 337 presented above is not valid. In that case, the cost of the online phase is O (N ), which 338 is still better than the full problem, whose complexity is O (N α ) with α ≥ 2 in most 339 cases.
340
In the polynomial case, Lemma 6 above allows to reduce the cost of the online phase 341 to a cost which does not depend on the high dimension N anymore.
342
Proof of Lemma 6 The proof is postponed to Appendix A.2.
343
Approximation of T 2 (K, Φ). A Monte-Carlo estimator of T 2 (K, Φ) is used:
where Ξ is a sample of P.
346
As this quantity is µ-independent, it can be computed for once during the offline 347 phase. The error analysis, which is related to the central limit theorem, is discussed Computable error bound We now rely on Proposition 3 and set:
351
It is an estimator for the error bound (µ; α) in Theorem 3. 
for all (x, t) ∈ (0, 1) × (0, 1), satisfying the initial condition:
and boundary condition:
362 u e (x = 0, t) = 0 ∀t ∈ [0, 1].
363
The parameter µ is chosen in P = [0.5, 1] and P is endowed with the uniform measure.
364
We choose a number of timesteps N t and a number of space points N x , we set ∆ t = 365 1/N t and ∆ x = 1/N x and we introduce our discrete unknown u = (u n i ) i=0,...,Nx;n=0,...,Nt .
366
We note here that the considered PDE is an hyperbolic evolution equation, and 367 that we perform the reduction on the space-time unknown u, of dimension N =
368
(N x + 1) · (N t + 1). This is different from reducing the space-discretized equation at 369 each time step.
370
The u vector satisfies the discretized initial-boundary conditions:
and the first-order upwind scheme implicit relation:
376
Let B(µ) (resp. φ) be the matrix (resp. the vector) so that (15), (16) and (17) are 377 equivalent to:
379
We consider the different outputs of interest of Example 2 in Section 3.3: 
382
• Triple exponential output: s(µ) = exp 3u
Nt Nx
383
In the following, we take ∆ t = 0.02 and ∆ x = 0.05. . To be more specific,ũ is the solution of:
where Z is an appropriate matrix found by Proper Orthogonal Decomposition (POD)
388
(see [17] for instance). The Z matrix is the matrix of an orthogonal set of n vectors 389 in X = R N , endowed with the Euclidian scalar product. The n number is called the 390 reduced basis size. The larger n is, the more precise the approximationũ ≈ u is, but 391 also the the more expensive the computation ofũ is, so that a compromise must be 392 found.
393
The Z matrix is computed using a POD snapshot of size 70, and N = 20 retained for the three different output cases (square, exponential and triple exponential).
398
The graphs show that our error bound remains accurate and sharp with respect 399 to the true error, despite the highly-nonlinear output functions that have been chosen 400 (yet, it seems almost unaffected by the degree of nonlinearity in the output). 
407
We discretize the above equation by using an upwind scheme. We choose a number 408 of timesteps N t and a number of space points N x , and we set ∆ t = 1/N t and ∆ x = 409 1/N x , and we look for (u n i ) i,n , where i = 0, . . . , N x − 1 and n = 0, . . . , N t − 1 so that:
The output functional of interest is given by the vector defined by:
413
where I(i, n) = n * N x + i, and y denotes the floor of y. Index K for the estimation of T 1 using basis φ G 8 N basis
Size of the POD basis 3 -10 ∆ t
Time step Table 2 .
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To quantify the computing gain we define and compute the following speed up ratios. The first ratio r 1 is fitted to study real-time problems computing gain:
full pb computing time online computing time Indeed for real-time problem the offline cost is not an issue, and one is really interested in the online accelaration. On the contrary, for many-query problems, the total computing time is the quantity of interest, and we shall therefore define and compute the second speed-up ratio r 2 : r 2 = K × full pb computing time offline + K × online computing time with K = 1000.
426
The larger the speed ratios, the more efficient the use of a reduction procedure is. In 427 our experiments, the computing time were real elapsed times computed using Matlab 428 tic and toc functions. We summarize in Tables 3 and 4 the full, online and offline   429 costs, as well as the speed up ratios, for the various experiments described in Table 1 .
430
Experiment name (a) (b) (c) (d) t10 × x10 t20 × x10 t20 × x10 t20 × x20 full pb comp. We then decompose v onto a basis {f 1 , . . . , f N } of X ⊂ X. First we write each f k in the basis {x 1 , . . . , x N } of X:
Then we write v:
so that we can write:
Formula (13) requires v l to the power α l , so we use the multinomial formula to get: 
