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Condensation phenomena are ubiquitous in nature and are found in condensed matter,
disordered systems, networks, finance, etc. In the present work we investigate one of
the best frameworks in which condensation phenomena take place, namely, the sum of
independent and fat-tailed distributed random variables. For large deviations of the
sum, this system undergoes a phase transition and shifts from a democratic phase to a
condensed phase, where a single variable (the condensate) carries a finite fraction of the
sum. This phenomenon yields the failure of the standard results of the Large Deviation
Theory. In this work we exploit the Density Functional Method to overcome the limitation
of the Large Deviation Theory and characterize the condensation transition in terms of
an order parameter, i.e. the Inverse Participation Ratio (IPR). This procedure leads us
to investigate the system in the large-deviation regime where both the sum and the IPR
are constrained, observing new phase transitions. As a sample application, the case of
condensation phenomena in financial time-series is briefly discussed.
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1 Introduction
The ubiquity of normal-distributed observables in natural sciences can be understood,
in some sense, in terms of the Central Limit Theorem (CLT). The CLT states that
the distribution of the sum of independent and identically distributed (i.i.d.) random
variables converges, for a large number of variables, to a normal distribution. This
statement does not depend on the details of the variables’ distribution but only on the
existence of their variance, and this explains why normal distributions are so widespread
in nature. The CLT has been widely generalised, allowing to identify many other universal
limiting distributions. The sum of i.i.d. random variables with infinite variance is shown
to converge to a Le´vy stable distribution. At variance, the maximum of i.i.d. random
variables converges to a Gumbel, a Fre´chet, or a Weibull distribution, depending on
the tails of the vairiables’ distribution. An interesting phenomenon concerning both the
sum and the maximum of i.i.d. random variables takes place in the uncommon region
of very broad distributions with indefinite mean (those distibutions which violate the
Law of Large Numbers). In this region, the statistical properties of the sum and of the
maximum share common features: their fluctuations are so strong that, in some sense, a
finite fraction of the sum is carried by a single variable, the maximum. This phenomenon
is usually referred to as condensation.
Interestingly, condensation is not exclusive of very broad distributions with indefinite
mean, but is a much more general phenomenon. It has been recently shown [1, 2] that, if
we investigate the proper region of the phase space, we can observe condensation for any
fat-tailed distribution (i.e. any distribution whose tails decay slower than an exponential),
even if its moments are finite. Specifically, condensation phenomena appear in the large
deviations regime of the sum of all fat-tailed random variables, and characterize their
untypical outcomes. This phenomenon has profound implications on the Large Deviations
Theory (LDT), which aims at extimating the probability of rare events [3]. For fat-tailed
random variables the main results of the LDT break down (the rate function vanishes, the
rare events are not exponentially suppressed, etc.), and the theory gives no predictions
about how the untypical outcomes are realized and what their probability is. In the
present work we exploit a formalism borrowed from the Random Matrix Theory, which
allows us to overcome these limitations. It allows us to recover all common results of the
LDT, as well as to obtain a new detailed description of condensation phenomena in the
regime where the standard LDT stops working. Our results are in agreement with the
ones reported in [1], where condensation phenomena are studied in the context of mass
transport models.
Condensation phenomena in fat-tailed random variables manifest through a phase
transition between a democratic and a condensed phase [1, 2]. Here, with a statistical-
mechanics flavour, we investigate the order parameter for the transition, the so-called
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Inverse Participation Ratio, borrowed from solid-state physics. This leads us to investi-
gate new large-deviations regimes where additional constraints are imposed to the system.
Our results, in agreement with the recent study reported in [4], suggest that condensation
phenomena are very general and can be induced (or inhibited) by imposing the proper
scaling-laws to system’s observables.
Our object of study is of general interest. Fat-tailed distributions, indeed, have been
found to describe the probability of events in many domains: the magnitude of earth-
quakes [5, 6], forest-fires [7], rain events [8], cities’ size [9], economic wealth [10] and price
returns of stocks’ indices [11, 12] among the others. Due to the nature of fat-tailed dis-
tributions, the extreme events in such domains are not so rare and usually occur through
condensed outcomes (financial crashes, hurricanes, billionaires, etc.). Moreover, conden-
sation phenomena are not exclusive of i.i.d. random variables, but have been observed
in a large variety of physical systems. The Bose-Einstein condensation [13] is probably
the best known example in condensed-matter physics. In disordered systems, the Ran-
dom Energy Model displays a condensation transition between a paramagnetic and a
spin-glass phase [14]. Financial correlation matrices [15], bipartite quantum systems [16],
networks [17], and non-equilibrium mass transport models [1] are examples of systems
in which condensation phenomena can be observed. Nevetheless, because of the lack of
interactions, i.i.d. random variables are probably the simplest system in which condensa-
tion takes place, so they are the best framework to investigate condensation phenomena
in a statistical-mechanics approach.
The application of our study to natural and social sciences are straightforward. Let us
consider, for example, the rain events on a specific city. If these events were i.i.d. random
variables, whenever we observe an extremely large rainy year we should expect, according
to our results, that this is due to a single day with exceptionally heavy rain, rather than
to a large number of commonly rainy days. This is the condensation phenomenon in
practice. In the present work we compare our results with empirical observations taken
from finance: we consider the price-returns of some stocks in the Italian Market. We
observe how time dependence generates deviations from the expected behaviour predicted
by our analysis. We observe also that, removing time correlation, our predictions are
recovered.
The present work is structured as follows. In Sec. 2 we review some common results
about the condensation transition for power-law distributions; we define condensation
phenomena and we introduce the Inverse Participation Ratio as an order parameter for
the phase transition. In Sec. 3 we investigate the large-deviations regime of the sum of
i.i.d. random variables by means of the Density Functional Method (DFM), we derive the
standard results of LDT and analyze the behaviour of the system in the condensed phase
where the LDT is not predictive. In Sec. 4 we compare our analytical results with empir-
ical observations on financial time series. In Sec. 5 we extend the analysis of Sec. 3 to a
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more general case by introducing a new large-deviation constraint. Conclusions are drawn
in Sec. 6. Please notice that the topics of this paper are addressed also in a more recent
work [18], where the interested reader can find a further discussion about condensation
phenomena, with application to finance, inference, and random matrix theory.
2 Setting the Stage
Let us consider a set {x1, x2, . . . , xN} of non-negative i.i.d. random variables distributed
according to a power-law probability density function (p.d.f.):
p(x) ≃ A
xα+1
, (1)
with α > 0. The Central Limit Theorem (CLT) states that the limit p.d.f. of the sum of
i.i.d. random variables:
SN =
N∑
i=1
xi , (2)
converges to the Gaussian distribution if α > 2 or to a Le´vy stable distribution if 0 <
α ≤ 2 [19]. Let us consider random variables distributed according to a p.d.f. in the
Le´vy basin of attraction. As reported by Bouchaud and Georges [20]:
• for 0 < α ≤ 1, both 〈x〉 and 〈SN〉 are infinite and SN scales as N1/α (or as N lnN
for α = 1);
• for 1 < α ≤ 2, both 〈x〉 and 〈SN〉 are finite, whereas 〈x2〉 and the variance 〈S2N〉 −
〈SN〉2 are infinite. The difference SN − 〈SN〉 scales as N1/α (or as
√
N lnN for
α = 2).
It is also possible to demonstrate that the largest variable xmax among all variables
{x1, x2, . . . , xN} for large N scales as N1/α. Since both SN and xmax scale in the same
way for i.i.d. random variables with very broad distributions, the typical outcome of SN
may yield condensation, i.e. it may be dominated by the single variable xmax.
In order to make the previous statements more rigorous, following [21], we can define
the weight of the i-th term of the sum SN :
wi =
xi
SN
, (3)
and the k-th (non-centered) sample moment of the weights:
Yk =
N∑
i=1
wki , (4)
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Figure 1: Average value of the IPR as a function of the tail-index α for power-
law distributions in the limit N →∞. The non-analyticity of 〈Y2〉 at the critical
point α = 1 is shown. The condensed phase is identified by non-vanishing values
of the IPR.
where k > 1. The variable Yk can be used to quantify the degree of condensation of SN ,
and therefore is a good candidate as an order parameter. Let us consider, for example,
the second moment Y2, which is called Inverse Participation Ratio (IPR). If all the wi
were of order 1/N then Y2 ∼ 1/N and would tend to zero for large N . On the other hand,
if at least one wi remained finite when N → ∞, then Y2 would also be finite. We will
refer to the former as a democratic outcome and to the latter as a condensed outcome.
In this case, the variables carrying a finite weight wi of SN are called condensates. The
average value 〈Yk〉 can be analytically evaluated in the limit N → ∞ [21]. For α ≥ 1 it
is always zero, whereas for α < 1 it reads:
〈Yk〉 ≃ Γ(k − α)
Γ(k)Γ(1− α) . (5)
For k = 2 we get 〈Y2〉 = max{1−α, 0} (see Fig. 1). These statements allows us to study
the problem in a statistical mechanics flavor. The limit N → ∞ plays the same role
of the thermodynamic limit in physical systems. The non-analitical behavior of 〈Yk〉 in
α = 1, vanishing in the whole region α > 1, suggests that Yk is the order parameter of a
phase transition. Therefore, the value αc = 1 is a critical point for the control parameter
α and defines two phases: a democratic phase (α > αc) and a condensed phase (α < αc).
The apperance of a condensed phase is closely connected to the anomalous scaling of SN
for small values of α. Indeed, SN = O(N
1/α) for α < 1 and as SN = O(N) for α > 1.
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3 Large Deviations
While in the previous section we have shown that, for extremely fat-tailed distributions
(α < 1), the typical outcomes of SN are condensed, in the following we investigate the
appearance of condensation phenomena in the large-deviations regime of fat-tailed dis-
tributions where SN is not typically condensed (α > 1). It is well known that the CLT,
when applicable, provides a good approximation only for the center of the p.d.f. of SN ,
leaving its tails subject to further investigation. In this scenario, we can invoke the Large
Deviations Theory (LDT) as an extension or refinement of the Law of Large Numbers
and of the CLT [3].
Without loss of generality, instead of the sample sum SN , let us consider the sample
meanMN = SN/N which is an intensive quantity (at least for α > 1). In order to analyze
the large-deviations regime ofMN , we consider the p.d.f. of the variables {x1, x2, . . . , xN}
conditioned to the constraint MN = m, where m can be very different from its tipical
value 〈x〉 (if any). This reads:
PN(x1, x2, . . . , xN |m) =
(∏
i p(xi)
)
δ
(
1
N
∑
i xi −m
)
PN(MN = m)
. (6)
The normalization constant PN(MN = m) is the p.d.f. of the random variable MN ,
denoting the probability thatMN attains a value in the infinitesimal interval [m,m+dm],
and reads:
PN(MN = m) =
∫ ( N∏
i=1
dxi p(xi)
)
δ
(
1
N
N∑
i=1
xi −m
)
. (7)
These equations have a specific statistical-mechanics interpretation. The distribution (6)
can be considered as a Boltzmann weight e−βH with inverse temperature β = 1 and
Hamiltonian:
H(x1, x2, . . . , xN) = −
N∑
i=1
ln p(xi) , (8)
under the constraint:
1
N
N∑
i=1
xi = m . (9)
The distribution (7), at variance, is the partition function of the system depending on
the external parameter m. Therefore, we are dealing with a system of N particles subject
to the potential V (x) = − ln p(x) and interacting through the global constraint (9). The
key ingredients of the LDT is the large deviations principle, which, roughly speaking,
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relies on the asymptotic relation:
PN(MN = m) ∼ e−NI(m) , for N →∞. (10)
The function I(m) is the so-called rate function and plays the same role of the free-
energy density in physical systems [3]. It has been recently shown in [2] that, for non-
negative random variables with fat-tailed distribution and finite expectation value 〈x〉,
the LDT leads to a well-defined rate function only for m < 〈x〉, whereas for m > 〈x〉
the rate function vanishes and the large-deviations principle does not hold anymore.
Such phenomenon implies the presence of a new phase transition which takes place in the
large-deviations regime ofMN . The new control parameter is the mean m, and its critical
value is mc = 〈x〉. The phase transition is due again to the appearance of condensation
phenomena in the outcomes of the sample mean [2, 1].
In the following sections, we recover some known results about condensation phenom-
ena in the large-deviation regime using the so-called Density Functional Method (DFM).
The DFM has been introduced in the context of Random Matrix Theory under the name
of Coulomb Gas [22], but is a very natural way to investigate the appearance of con-
densation phenomena in i.i.d. random variables. With a simple condensed ansatz, the
DFM allows us to fully characterize the condensed phase of the system and to bypass
the failure of the LDT due to a vanishing rate function. In this way, we are able at once
to recover the most important features of the system in the thermodynamic limit, such
as the marginal distribution of the variables, the average value of the order parameter,
and the phase diagram of the system. Moreover, in the democratic phase, we are able
to verify the large-deviation principle and to extend the results of Sanov’s theorem to
random variables with fat-tailed distributions [14, 23].
3.1 Democratic Phase
Let us consider again N non-negative i.i.d. random variables {x1, x2, . . . , xN} with sample
mean MN . The p.d.f. of MN is defined in Eq. (7). We assume that all random variables
are distributed according to a generic sub-exponential distribution p(x), i.e. a distribution
whose tail decays slower than an exponential. Power-law distributions, such as (1), are in-
cluded in this category. The DFM rely in the following procedure. In the thermodynamic
limit N →∞, we can make a change of variables and trade the multiple integral (7) over
the N variables {x1, x2, . . . , xN} with a functional integral over the density function:
ρ(x) =
1
N
N∑
i=1
δ(x− xi) . (11)
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This leads to:
PN(MN = m) ∝
∫
Dρ e−NE[ρ] δ
(∫
dx ρ(x)− 1
)
δ
(∫
dxx ρ(x)−m
)
, (12)
where the delta functions fix the normalization of ρ(x) and the constraint MN = m
respectively. The effective energy E[ρ] reads:
E[ρ] =
∫
dx ρ(x) ln
ρ(x)
p(x)
, (13)
and is exactly the Kullback-Leibler divergence DKL(ρ‖p) between the two distributions
ρ(x) and p(x) [14, 23]. The functional E[ρ] is obtained as the difference of two terms:
the energetic term H [ρ] = − ∫ dx ρ(x) ln p(x), which is the functional form of the Hamil-
tonian (8); and the entropic term S[ρ] = − ∫ dx ρ(x) ln ρ(x), coming from the change of
variables and accounting for the exponentially large number of sequences {x1, x2, . . . , xN}
corresponding to a selected density ρ(x). The functional integral (12) can be evaluated
through a saddle-point approximation. This leads to:
PN(MN = m) ∼ e−NE[ρ∗] for N →∞, (14)
where the density ρ∗(x) minimizes the effective energy E[ρ] under the constraints ex-
pressed by the delta functions. The saddle-point density ρ∗(x) can be found through the
method of Lagrange multipliers, i.e. through the minimization of the functional:
ELM[ρ] = E[ρ] + µ0
(∫
dx ρ(x)− 1
)
+ µ1
(∫
dxx ρ(x)−m
)
, (15)
with respect to ρ(x), µ0, and µ1. In this way, we find:
ρ∗(x) =
p(x) eµ1x∫
dx p(x) eµ1x
(16)
where the Lagrange multiplier µ1 is fixed by the constraint:∫
dxx p(x) eµ1x∫
dx p(x) eµ1x
= m . (17)
The solution ρ∗(x) exists as long as Eq. (17) admits a solution. The asymptotic relation
(14) proves that the system obeys the large-deviation principle (10), then, comparing the
two equations, we are able to compute the rate function of the system, which is given
by I(m) = E[ρ∗] or, equivalently, I(m) = DKL(ρ
∗‖p). These findings extends the results
of Sanov’s theorem [14, 23] from descrete random variables to fat-tailed distributions, as
long as the system is in the democratic phase (see next section).
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The saddle-point density ρ∗(x) is not just a mathematical tool but has a specific
physical meaning, and this can be shown through the following steps. Let us denote by
〈 · 〉m the average of a generic random variable according to the constrained measure (6)
and let us define the marginal distribution of the variables at fixed mean m:
〈
ρ(x)
〉
m
=
〈
1
N
N∑
i=1
δ(x− xi)
〉
m
. (18)
With some simple algebra, starting from the definitions, we can express 〈ρ(x)〉m in term
of the p.d.f. PN(MN = m):
〈
ρ(x)
〉
m
= p(x) · N
N − 1 ·
PN−1
(
MN−1 =
Nm−x
N−1
)
PN
(
MN = m
) , (19)
then, in the limit N →∞, we can invoke the large-deviation principle (10) and we obtain:
〈
ρ(x)
〉
m
∼ p(x) e−N [I(m−x/N)−I(m)] . (20)
Using the relation I(m) = E[ρ∗] with the saddle-point solutions (16) and (17), we find
that the exponent in (20) converges to a finite value. The result is:
〈
ρ(x)
〉
m
∼ p(x) eµ1x , (21)
which is exactly the non-normalized expression of the density (16). Therefore, we have
proved the following fundamental relation:
lim
N→∞
〈
ρ(x)
〉
m
= ρ∗(x) , (22)
which means that the saddle point density ρ∗(x) is the asymptotic form of the marginal
distribution of the variables in the thermodynamic limit.
Let us make few comments about the previous results. The asymptotic relation (22),
together with Eqs. (16) and (17), clearly shows the democratic behaviour of the system.
It means that, in the large-deviations regime, all variables tend to be distributed accord-
ing to the tilted distribution ρ∗(x) instead of the original distribution p(x). The tilted
distribution is characterized by a shifted average value which is exactly equal to m, so
all variables equally contribute to the large-deviations of MN . As a final result, we can
use the knowledge about the asymptotic density ρ∗(x) to evaluate the typical behavior
of the order parameter Yk at fixed m. It is simple to prove that:
〈Yk〉m = 1
Nk−1mk
∫
dxxk
〈
ρ(x)
〉
m
. (23)
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Since 〈ρ(x)〉m → ρ∗(x) for N →∞, the integral in (23) is always finite and so, for large N ,
the expected value 〈Yk〉m vanishes. Once again, it is clear that the above results describe
a system in the democratic phase, and cannot explain the behaviour of the variables in
the presence of condensation phenomena.
3.2 Condensed Phase
The results presented in the previous section are valid as long as Eq. (17) admits a
solution. If p(x) is sub-exponential and 〈x〉 is finite, then the solution exists only for
m ≤ 〈x〉, whereas, for m > 〈x〉, the whole procedure fails. If we use expressions (12) and
(13) to define the p.d.f. PN(MN = m), we are implicitly assuming that the large deviations
of MN are obtained through a democratic outcome, since all variables {x1, x2, . . . , xN}
have a unique scaling behaviour determined by the asymptotic density ρ∗(x). The above
computations, then, rely on a democratic ansatz. In order to explore the unaccessible
region m > 〈x〉, we should violate this ansatz and turn to a condensed ansatz, imposing
that variables could have different scaling behaviours. We thus go back to Eq. (7) and
perform a different change of variables, exploiting the incomplete density function:
ρc(x) =
1
N − 1
N−1∑
i=1
δ(x− xi) . (24)
The new density describes all variable but one, namely xN , which can have a different
scaling behaviour with respect to the other variables. Since all variables are interchange-
able, the specific choice of xN does not affect the results, and we denote the selected
variable simply as xc. The new ansatz accounts for the spontaneous symmetry break
SN 7→ SN−1×1, where SN is the permutation group of N elements. Indeed, in the demo-
cratic phase the system is invariant under a generic permutation of the random variables,
whereas in the condensed phase the appearance of a condensed variable breaks down this
symmetry. Expressions (12) and (13), written in term of the density ρc(x), now read:
PN (MN = m) ∝
∫
Dρc dxc e−NE[ρc,xc]×
× δ
(∫
dx ρc(x)− 1
)
δ
(
N − 1
N
∫
dxx ρ(x) +
xc
N
−m
)
,
(25)
and:
E[ρc, xc] =
N − 1
N
∫
dx ρc(x) ln
ρc(x)
p(x)
− 1
N
ln p(xc) . (26)
In order to apply the saddle-point approximation to the functional integral in the limit
N → ∞, we must rescale all variables such that the leading terms in the integral are of
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the same order in N . The scaling laws of the variables are driven by the constraints in the
delta functions. The only non-trivial choice, which involves both variables ρc(x) and xc in
the constraints’ satisfaction, is xc = O(N). For this reason, we perform the substitution
xc = Nt and neglect all sub-leading terms for N → ∞. Since p(x) is a sub-exponential
distribution, the last term in Eq. (26) vanishes and we get:
PN (MN = m) ∝
∫
Dρc dt e−NÊ[ρc,t]×
× δ
(∫
dx ρc(x)− 1
)
δ
(∫
dxx ρ(x) + t−m
)
,
(27)
where:
Ê[ρc, t] =
∫
dx ρc(x) ln
ρc(x)
p(x)
. (28)
Finally, minimizing the functional:
ÊLM[ρc, t] = Ê[ρc, t] + µ0
(∫
dx ρ(x)− 1
)
+ µ1
(∫
dxx ρ(x) + t−m
)
, (29)
with respect to ρc(x), t, µ0, and µ1, we find the saddle-point solutions ρ
∗
c(x) = p(x) and
t∗ = m−〈x〉. Therefore, in the limit N →∞, the N−1 non-condensed random variables
are distributed according to the original p.d.f. p(x). Roughly speaking, they ignore the
constraint MN = m and behave as i.i.d. random variables. At variance, the condensed
variable x∗c = Nt
∗ scales as:
x∗c ≃ N(m− 〈x〉) (30)
and carries a finite fraction ofMN . Notice that, at the leading order inN , the saddle-point
energy E[ρ∗c , x
∗
c ] vanishes and leads to a vanishing rate function I(m) for all m > 〈x〉. It
means that the system does not obey the large-deviation principle (10) or, in a statistical-
mechanics interpretation, that the free-energy of the system is a sub-extensive quantity.
This result is in full agreement with the standard results of the LDT.
At this stage, we are able to evaluate the behavior of the order parameter 〈Yk〉m in
the condensed phase by means of Eq. (23). By comparing the two densities (11) and
(24), we can write the asymptotic expression of 〈ρ(x)〉m in the thermodynamic limit as
ρ∗c(x) +N
−1δ(x− xc). This leads to the following result:
〈Yk〉m ≃
(
1− 〈x〉
m
)k
, (31)
which is, of course, a clear sign of condensation. Notice that such result depends only
11
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Figure 2: Average value of the IPR at fixed mean for sub-exponential distri-
butions with finite 〈x〉. The red line depicts the asymptotic formula (31) for
N →∞. The errorbars are mumerical estimations of 〈Y2〉m obtained by means
of Monte-Carlo simulations (see Appendix). The simulated system is composed
of N = 1000 random variables distributed according to a shifted Pareto distri-
bution p(x) = α(x+ 1)−(α+1) with x ≥ 0 and α = 3.
on the scaling law (30) and is independent on the behaviour of non-condensed variables
(this is true as long as finite-N fluctuations are neglected). The behavior of the average
IPR 〈Y2〉m as a function of m is shown in Fig. 2 and agrees with numerical simulation
(see Appendix).
In conclusion, the DFM allows to identify the critical point mc = 〈x〉 separating a
democratic phase (m < mc) from a condensed phase (m > mc). In the thermodynamic
limit, the expected value 〈Yk〉m behaves as a good order parameter: it vanishes in the
democratic phase and increases in the condensed phase, according to Eq. (31). Conden-
sation phenomena occur only for sub-exponential distributions and only if the expected
value 〈x〉 is finite. These results allows to draw the phase diagram of the system. The
case of power-law distributions (1) is depicted in Fig. 3: it is in full agreement with both
the standard LDT results [2] and the gran-canonical analysis of the mass-transport model
performed in [1]. In this case we observe also an interesting phenomenon, namely, the re-
version of the condensation criteria. In the large-deviation regime, indeed, the condensed
phase appears only for α > 1 whereas, in the typical-fluctuations regime, it occurs for
α < 1 (see Sec. 2). This can be explained as follows. In the typical-fluctuations regimes
(i.e. in absence of the constraint MN = m) the position of the system in the α – m plane
would be exactly on the phase boundary between the democratic and the condensed
phases, because MN would converge to the expected value 〈x〉. In the large-deviation
regime, the constraint MN = m allows the system to leave the boundary line and to move
in either of the two phases, but only for α > 1. For α < 1, instead, the typical value of
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Figure 3: Phase diagram of large deviations of i.i.d. random variables with a
power-law distribution at fixed meanm and tail-index α. No condensation can be
observed for α < 1. The plot has been obtained with a shifted Pareto distribution
p(x) = α(x+ 1)−(α+1) with x ≥ 0.
MN diverges, so the constraint MN = m forces the system to be always below the critical
point and set it in the democratic phase. Therefore, the reversion of the condensation
criteria depends on the anomalous scaling law SN ∼ N1/α for α < 1, which causes the
typical value ofMN to diverge. Such reversion mechanism is very general: roughly speak-
ing, every time we add a new constraint to the system (such as MN = m), we implicitly
modify its scaling-laws, destroying the previous condensed phases and generating new
ones. We shall onbserve again this phenomenon in Sec. 5, where a constraint on Yk is
discussed.
4 Realized Volatility of Stock Prices
Sub-exponential distributions recur very often in natural and social sciences, and our
previous analytical results can be useful to describe and to understand a large variety
of phenomena. In this section, we analyze the appearance of condensation phenomena
in financial time-series of stock-prices. This is a very interesting scenario: condensation
phenomena in finance are quite common and play a fundamental role in the evaluation of
financial risk. They take the name of jumps, crashes, or flash-crashes, according to their
magnitude, time-scale, systemic diffusion, etc. In the worst cases, thay can have strong
effects on worldwide economy.
In the following, we consider the 40 most traded stocks of the Italian Market (FTSE
MIB 40) from April 2012 to August 2013. Our dataset is composed of the best ask and
best bid prices, i.e. the lowest/highest price at wich a specific stock can be bought/sold,
updated with the time-resolution of 1 second. We perform the following analysis. We
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divide each trading day into time intervals of 1 minute. In order to remove the anomalies
in price fluctuations at the opening and closure of the market, we exclude the first and
last 30 minutes of trades from each day, leaving 450 minutes of trades per day. Then, for
each time interval [ti−1, ti], we measure the squared logarithmic price-returns :
xi =
[
log
P (ti)
P (ti−1)
]2
, (32)
where P (t) is the mid-price of a stock at time t (the mid-price is defined as the arithmetic
mean of the best ask and bid prices). The squared returns xi can be considered as non-
negative and fat-tailed distributed random variables, since linear price-returns are usually
distributed according to power-law distibutions with a tail index in the range of 3 – 4
[15]. For each stock and each day, we measure the mean MN and the k-th moment of the
weight Yk, namely:
MN =
1
N
N∑
i=1
xi , and Yk =
1
MkN
N∑
i=1
xki , (33)
where N is the number of time-intervals in a single day (N = 450). In financial literature,
the observable MN is called realized volatility and quantifies the typical size of price
flucutations [15]. The observable Yk, at variance, can be used to identify condensation
phenomena in financial time-series. The occurrence of Yk ≈ 1 on a specific trading day
denotes the presence of untipically large price fluctuations, which are responsible for the
final outcome of MN . We repeat several measure of MN and Yk for each stock and each
trading day in our dataset (40 stocks × 355 days = 14.200 observations) and we draw a
scatter plot of the outcomes. Each occurence of MN has been rescaled with respect to
MN , namely, the average value of MN for each stock. The result, for k = 2, is shown in
Fig. 4 – left, together with the expected behavior of 〈Yk〉 described by Eq. (31). The large
number of measurements allows us to observe some rare events with large MN and even
some condensed events with large Yk, but there is no general agreement between empirical
observations and analytical expectations. The reason of this effect is that our analytical
results concern i.i.d. random variables, while price returns xi are not independent at all.
Indeed, even if linear price-returns are not auto-correlated in time, the auto-correlation of
squared returns is very strong and exhibits long-memory effects [15]. In order to deal with
independent random variables we can perform, stock by stock, an overall reshuffling of
the time-series of xi. Such procedure destroys any auto-correlation in time but preserves
the statistical properties of stock returns. The new results, after the reshuffling, are
presented in Fig. 4 – right. This time, the agreement with Eq. (31) is very good, and
the presence of points with very large value of both MN and Yk implies that largest
values of the realized volatility are actually condensed. Our result shows that, at least in
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Figure 4: Scatter plots of the IPR versus the realized volatility of squared price
returns for the FTSE MIB 40 in the period 2012-04-01/2013-08-31. Left: real
time-series. Right: reshuffled time-series. Each point represents a measurement
on one stock and one trading day, for a total of 14.200 points per plot. The
realized volatility MN has been rescaled by its average value MN on each stock.
The IPR has been evaluated by dividing each one-day return into N = 450 one-
minute returns. The continuous lines show the expected behaviour of the IPR
in the limit N →∞ (see Eq. (31)).
principle, condensation phenomena can occur also in time-series of stock-prices, but their
realization strongly depends on the auto-correlation of price returns. We refer to [18] for
further investigation about this topic.
5 Large Deviations under Additional Constraint
In Sec. 3 we analyzed the typical behavior of the order parameter Yk in the large-deviations
regime of the mean MN , i.e. under the constraint MN = m. In this last section we move
further and we investigate the full p.d.f. of Yk under the same constraint. As we can
see, this problem will lead us to analyze the large-deviations regime of the system under
a double constraint, namely, in the case where both MN and Yk are fixed. Let us con-
sider again N random variables {x1, x2, . . . , xN} distributed according to the constrained
measure (6). Since the sample mean is fixed by the constraint MN = m, instead of the
order parameter Yk we can consider the rescaled parameter Rk = N
k−1mkYk, which is an
intensive variable and is equal to the k-th non-centered sample moment 1
N
∑N
i=1 x
k
i . We
can write the constrained p.d.f. of Rk as:
PN(Rk = rk|MN = m) = PN(Rk = rk,MN = m)
PN(MN = m)
(34)
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where the joint probability PN(Rk = rk,MN = m) reads:
PN (Rk = rk,MN = m) =
∫ ( N∏
i=1
dxi p(xi)
)
×
× δ
(
1
N
N∑
i=1
xi −m
)
δ
(
1
N
N∑
i=1
xki − rk
)
.
(35)
The denominator PN(MN = m) in Eq. (34) has been already studied in the previous
section and plays the role of a normalization constant, so we can focus on the numerator
PN(Rk = rk,MN = m). As for PN(MN = m), the integral (35) can be analyzed with the
DFM, following the steps of Sec. 3. The democratic ansatz yields the functional integral:
PN (Rk = rk,MN = m) ∝
∫
Dρ e−NE[ρ] δ
(∫
dx ρ(x)− 1
)
×
× δ
(∫
dxx ρ(x)−m
)
δ
(∫
dxxkρ(x)− rk
)
,
(36)
where E[ρ] is given by Eq. (13). This integral is the same of Eq. (12) with an additional
constraint on the moment Rk. The constrained minimization of the functional E[ρ] leads
to the saddle-point solution:
ρ∗(x) =
p(x) eµ1x+µkx
k∫
dx p(x) eµ1x+µkxk
. (37)
The Lagrange multipliers µ1 and µk are functions of m and rk and are implicitly defined
by imposing the constraints:∫
dxx p(x) eµ1x+µkx
k∫
dx p(x) eµ1x+µkxk
= m , (38)
∫
dxxk p(x) eµ1x+µkx
k∫
dx p(x) eµ1x+µkxk
= rk . (39)
As in the previous case, the democratic ansatz holds as long as Eqs. (38) and (39) have
a solution in terms of µ1 and µk. If the values m and rk do not admit a solution for Eqs.
(38) and (39), then we must turn from the democratic to the condensed ansatz. In this
case, we find:
PN (Rk = rk,MN = m) ∝
∫
Dρc dxc e−NE[ρc,xc] δ
(∫
dx ρc(x)− 1
)
×
× δ
(
N − 1
N
∫
dxx ρc(x) +
xc
N
−m
)
δ
(
N − 1
N
∫
dxxkρc(x) +
xkc
N
− rk
)
,
(40)
16
with the effective energy (26). Once again, we must rescale the variables in Eq. (40)
in order to have the same scaling in N for all the leading terms. This time, assuming
that k > 1, the only non-trivial choice is given by xc = O(N
1/k). Thus, we perform the
substitutions xc = N
1/kt and, at the leading order, we get:
PN (Rk = rk,MN = m) ∝
∫
Dρc dt e−NÊ[ρc,t] δ
(∫
dx ρc(x)− 1
)
×
× δ
(∫
dxx ρc(x)−m
)
δ
(∫
dxxk ρc(x) + t
k − rk
)
,
(41)
with the effective energy (28). The saddle-point solutions ρ∗c(x) and t
∗ of this integral
are:
ρ∗c(x) =
p(x) eµ1x∫
dx p(x) eµ1x
, (42)
t∗ =
[
rk −
∫
dxxk p(x) eµ1x∫
dx p(x) eµ1x
] 1
k
, (43)
where µ1 depends on m and is implicitly defined by the constraint:∫
dxxk p(x) eµ1x∫
dx p(x) eµ1x
= m . (44)
Comparing these results with the ones of the previous section (see Eqs. (16), (17), and
(30)), we find that the density ρ∗c(x) under the double constraint MN = m and Rk = rk
(in the condensed phase) has the same expression of the density ρ∗(x) under the single
constraint MN = m (in the democratic phase). At variance, the condensed variable
x∗c = N
1/kt∗ scales as:
x∗c ≃
[
N(rk − 〈xk〉∗)
] 1
k , (45)
where 〈xk〉∗ denotes the k-th moment of the distribution ρ∗c(x), i.e.:
〈xk〉∗ =
∫
dxxk p(x) eµ1x∫
dx p(x) eµ1x
. (46)
Therefore, the condensate obeys a different scaling law (x∗c ∼ N1/k instead of x∗c ∼ N)
and is driven by the constraint on the moment rather then by the constraint on the mean.
At this stage, we can use Eqs. (38) and (39) to study the phase diagram of the system
in the space of the control parameters m and rk. The two equations should be inverted in
order to write µ1 and µk as functions ofm and rk. For k > 1, the phase boundary between
the democratic and the condensed phases is defined by the constraint µk(m, rk) = 0.
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Figure 5: Phase diagrams of large deviations of i.i.d. random variables with a
sub-exponential distribution at fixed mean m and 2nd moment r2. Left: p.d.f.
with finite mean and variance. Center: p.d.f. with finite mean and infinite
variance. Right: p.d.f. with infinite mean and variance. The dashed lines denote
the critical values m = 〈x〉 and r2 = 〈x2〉, if any. The dark region is forbidden by
the Jensen inequality: r2 ≥ m2. In the case of power-law distributions (1), the
three cases correspond to α > 2, 1 < α ≤ 2, and 0 < α ≤ 1, respectively. The
plots have been obtained with a shifted Pareto distribution p(x) = α(x+1)−(α+1)
with x ≥ 0 and α = 1, 2, 3.
Indeed, for µk < 0 the integrals in (38) and (39) diverge and the democratic ansatz does
not hold anymore. Let us start by considering the case of a fat-tailed p.d.f. p(x) with
finite expectation values 〈x〉 and 〈xk〉. For µ1 = 0 and µk = 0 we find the critical point
(m, rk) = (〈x〉, 〈xk〉), which lies on the phase boundary. For µ1 > 0 and µk = 0 we find a
regular curve which lies in the region of the space with m < 〈x〉. For µ1 < 0 we cannot
set µk = 0 directly, but we can set µk < 0 and than take the limit µk → 0. We studied
the last curve numerically and the results show a straight line going from (〈x〉, 〈xk〉) to
(〈x〉,∞). The obtained phase diagram, for k = 2, is represented in Fig. 5 – left. In the
case of broader distributions, such that 〈x〉 is finite but 〈xk〉 is not, the point (m, rk)
moves to (〈x〉,∞), but the condensed phase remains confined in the region m < 〈x〉
(see Fig. 5 – center). Finally, if both 〈x〉 and 〈xk〉 diverge, the condensed phase spreads
through the whole parameter space and can be observed for any value of m (see Fig. 5
– right). As noticed in Sec. 3.2, we observe again the reversion of condensation criteria,
from m > 〈x〉 in the case of the unique constraint MN = m, to m < 〈x〉 in the case of
the additional constraint Rk = rk (compare, for instance, the phase diagrams in Figs. 3
and 5). When Rk is not constrained, the system moves exactly on the phase boundary
between the democratic and the condensed phase in the m – rk plane. The reversion of
condensation criteria is due to the divergence of the typical value of Rk for m > 〈x〉.
The results obtained in this section agree with the ones presented in [4]. We recall
that these results are valid for any sub-exponential distribution and, specifically, for any
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power-law distribution (1). In this case, all our results are independent on the tail index
α, since the scaling laws of the condensate and the other non-condensed variables are
driven by the constraints on MN and RN , rather than by the tail of p(x). The tail of the
distribution enters the computations in just one (fundamental) step: it determines if the
expected values 〈x〉 and 〈xk〉 are finite, and so determines if condensation phenomena
occur or not. For this reasons, our results are very general and hold in a veriety of
situations, namely, for any system described by a large number of independent random
variables with fat-tailed distribution. Notice, however, that our analysis is peformed in
the thermodynamic limit, and neglects all fluctuations due to the finite-size N of the
system.
6 Conclusions
In this work we have investigated the underlying mechanism that is at the base of con-
densation phenomena in fat-tailed distibutions. Specifically, we investigated the phase
transition from a democratic to a condensed phase in a generic system composed of N
i.i.d. random variables with fat-tailed distribution. The condensed phase is generated by
a spontaneous symmetry-breaking mechanism and is due to the anomalous scaling-law of
a single variable, namely, the condensate [2]. In the thermodynamic limit N → ∞, the
condensate carries a finite fraction of the sum SN and causes the system’s rate function
to vanish, yielding the failure of the standard Large Deviation Theory (in a statisti-
cal mechanics approach, this means that the thermodynamic potential of the system is
non-extensive).
In this work, we have reported a thorough characterization of the phase transition
in terms of an order parameter: the k-th moment of the weight YK (or, specifically, the
Inverse Participation Ratio Y2). Such observable is non-vanishing only in the condensed
phase and is non-analytical at some critical point. The study of the order parameter
reveals the presence of condensed phases in different regimes, namely, in the typical-
fluctuations regime, in the large-deviations regime at fixed sum SN , and in the large-
deviations regime where both SN and Yk are fixed. We noticed how the addition of new
constraints causes a reversion of the condensation criteria, destroying previous condensed
phases and generating new ones.
The characterization of the phase transition has been achieved my means of the Den-
sity Functional Method, borrowed from the field of Random Matrix Theory [22]. With
few simple steps, this method allows to recover the most important features of the sys-
tem in the thermodynamic limit, such as the rate function, the marginal distribution, the
phase diagram, and the anomalous scaling-laws of the variables in the condensed phase.
The application of the Density Functional Method to the condensed phase requires a spe-
cific condensed ansatz which explicitly accounts for the spontaneous symmetry-breaking
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mechanisms. The procedure allows also to extend the results of the Sanov’s theorem
from descrete random variables to fat-tailed distribution, as long as the system is in the
democratic phase [14].
Finally, we compared our analytical results with some numerical studies. We per-
formed a Monte-Carlo simulation in the large-deviations regime of the sum of fat-tailed
random variables by using a micro-canonical algorhitm. Our results prove the presence of
a phase transition and confirm the analytical expectations on the behavoiur of the order
parameter. More interestingly, we observed the occurrence of condensation phenomena
in the realized volatility of stock-prices by the analysis of financial time-series from the
Italian Market (FTSE MIB 40 – from Apr. 2012 to Aug. 2013). We observed that the
statistical distibution of price returns can lead in principle to condensation phenomena,
but their auto-correlation in time stongly affects their generation. A datailed study of
this phenomenon is reported in [18].
Phase transitions due to condensation phenomena play an important role in different
models. The obtained results present strong connections with the low temperature phase
of disordered systems. In particular, the entropy-vanishing phase transition in the Ran-
dom Energy Model is strictly related to condensation phenomena of fat-tailed random
variables, as put forward in several works [21, 24, 25]. The phase transition in the large-
deviations regime of SN has a direct interpretation in terms of a mass-transport model
[1]. At variance, the phase transition in the large-deviations regime of both SN and Yk
is reminiscent to the one taking place in bipartite quantum systems and concerning the
distribution of the Renyi entropies [16].
A further discussion about condensation phenomena can be found in [18]. Here the
authors extend the analysis of this topic also to the case of non-independent random
variables, such as the eigenvalues of random matrices, and discuss some applications to
the financial world, such as the price-jumps in financial time series of stock prices, and
the market mode in financial correlation matrices.
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Appendix: Monte-Carlo Simulations
Here we present some results about condensation phenomena in fat-tailed distributions
obtained through Monte-Carlo simultations. Our aim is to verify the behaviour of the
order parameter 〈Yk〉m expressed by Eq. (31) by means of numerical simulations. The
Monte-Carlo technique allows to directly investigate the large-deviations regime defined
by the constraint MN = m. We adopted a micro-canonical Metropolis algorithm, based
on the following steps:
1. Set the initial values of the variables to a state with MN = m.
2. Propose a move which leaves the total value of MN unchanged. This can be easily
achieved through the substitutions xA 7→ xA + ε and xB 7→ xB − ε, where xA and
xB are randomly chosen variables and ε is a random step.
3. Accept or reject the move according to the probability distribution p(x), namely,
with probability p(xA + ε)/p(xA) times p(xB − ε)/p(xB).
4. Repeat steps 2 and 3 until the system reaches the equilibrium.
The dynamics of the simulated system can be very slow when passing from the democratic
phase to the condensed phase, or vice versa. When the critical point is reached, the
condensed variable must shift from O(1) to O(N) and so, if N is large, the system can
get stuck in a non-equilibrium state for a long time, altering the results of the simulation.
The above algorithm reaches the best performance by imposing that either xA or xB is
always the largest among all variables. In this way, the condensed variable is allowed
to have very large fluctuations, and the system can shift between the two phases very
quickly. The results obtained with this method are presented in Fig. 2 and show a perfect
agreement with Eq. (31).
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