Net weighting is a key technique in large scale timing driven placement, which plays a crucial role for deep submicron physical synthesis and timing closure. A popular way to assign net weight is based on the slack of the nets, trying to minimize the worst negative slack (WNS) for the entire circuit. While WNS is an important optimization metric, another figure of merit (FOM), defined as the total slack difference compared to a certain slack threshold for all timing end points, is of equivalent importance to measure the overall timing closure result for highly complex modern ASIC and microprocessor designs. In this paper, we perform a comprehensive analysis of the slack and FOM sensitivities to the net weight, and propose a new net weighting scheme based on the slack and FOM sensitivities. Such sensitivity analysis implicitly takes potential physical synthesis effect into consideration. Experiment results on a set of industrial circuits are promising for both stand-alone timing driven placement and physical synthesis afterwards.
INTRODUCTION
As the very large scale integrated (VLSI) circuits are scaled into nanometer dimensions and operate in giga-hertz frequencies, it is well understood that the interconnect has become the dominant factor in determining the overall circuit performance and complexity. The global wiring delay can easily be a factor of ten or hundred Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. times of a logic gate delay, even with repeater insertion [1] . Interconnect length is roughly determined by the placement step, which decides where the logic and memory elements shall be located while satisfying the layout constraints (e.g., non-overlapping). While minimizing the total wire length is important (as done by the traditional placement), timing driven placement also attempts to minimize the wire length that are on the critical paths so that the interconnect delays on the timing critical paths are under control.
Existing timing driven placement algorithms can be divided into two groups: path-based and net-based. Path-based algorithms [2] [3] [4] consider every path simultaneously in their placement models. Path-based approaches in general have higher complexity, especially for high end ASIC designs with millions of placeable objects. For net-based approaches, one way is to assign wire length bounds to critical nets [5] [6] . However, placement algorithms are usually not well suited to honor these bounds. Another popular net-based placement approach is to assign higher net weights to the more timing critical nets [7] [5] [6] [8] [9] [10] . The net weights may be iteratively updated for multiple placement runs [7] [9] [11] [12] . However, in a modern ASIC physical synthesis flow that needs to deal with millions of placeable cells, global placement is usually performed only two or three times for acceptable turn around time.
Therefore, an effective net weight assignment will be critical to the success of the physical synthesis flow. A popular way to assign net weight is based on the slack of the net, which aims to minimize the worst negative slack (W NS) for the entire circuit [8] [13] [10] [14] . While W NS is an important optimization metric, modern physical synthesis also uses another metric, so called figure of merit (FOM) to measure the quality of results for timing driven placement and physical synthesis. The FOM is defined as the total slack difference compared to a certain slack threshold for all timing end points (see section 2 for its formal definition). It can be interpreted as the amount of work left for the physical synthesis engine or to the designers for manual fix if the optimization engine alone cannot close the timing. A previous work uses the total negative slack (T NS) to measure the quality of timing driven placement. T NS is a special case of FOM with zero slack target. But [12] did not use the T NS during placement step to guide it. In this paper, we explicitly use FOM metric to guide the placement.
It shall also be noted that timing driven placement is not the end point of a physical synthesis flow. After placement, physical synthesis tools, such as buffer insertion/sizing and gate sizing, will be used extensively to further improve timing on the critical paths [15] [16] [17] . Thus, timing driven placement should provide a good starting point for the physical synthesis engine, and the net weighting should consider the potential effect of it. Higher net weights for timing critical nets ideally lead to shorter wire length, less delay and better FOM. However, it is not clear how much weight change a critical net shall have and what is its potential impact on the slack and FOM.
This paper presents a comprehensive sensitivity analysis on the impact of net weight to slack and FOM. Based on these sensitivities, we propose a new net weighting algorithm with consideration of both FOM and slack sensitivities. Experimental results on a set of industrial circuits show that by adding slack and FOM sensitivities, we are able to obtain better results for not just timing-driven placement, but also the physical synthesis optimization after it. In particular, considering the FOM sensitivity to explicitly guide the net weight generation, we can further improve the final FOM measurement without deteriorating the worst slack and wire length.
The rest of the paper is organized as follows. Section 2 describes background information on the quadratic placement, static timing analysis and delay models used to illustrate the sensitivity analysis. Section 3 derives the slack and FOM sensitivities to net weight. Section 4 presents a new net weighting algorithm based on the sensitivity analysis in section 3. The experimental placement flow and results are shown in section 5, followed by the conclusion in section 6.
PRELIMINARIES
In this section, we give the preliminaries for timing driven placement and use a hybrid quadratic programming and partitioning approach [13] [9] to illustrate the net weighting process. Let x i and y i be the x-and y-coordinates of the center of cell i, respectively. The weighted cost of an edge (i, j) is its quadratic wire length multiplied by its weight, i.e., w i j ((x i −x j ) 2 +(y i −y j ) 2 ). The overall objective function sums up the weighted cost of all edges, and can be solved by quadratic programming techniques. Following each quadratic solution, cells will be partitioned and assigned into smaller bins, with an optional repartitioning step to further improve the result. The quadratic programming, partitioning and repartitioning process will be run iteratively until the bin size is small enough. After the global placement, detailed placement (also called legalization) is done to move cells locally and remove overlaps.
To guide timing driven placement, higher net weights will be assigned to timing critical nets. A static timing analysis engine will be called to identify such nets. For each timing point t, its arrival time Arr(t), required arrival time Req(t), and slack Slk(t) can be computed as follows:
where E is the set of timing arcs, d(s,t) is the delay between timing point s and t, P i is the set of timing begin points, i.e., primary inputs (PIs) and output pins of memory elements, and T i (t) is the asserted arrival time at the timing begin point t.
where P o is the set of timing end points, i.e., primary outputs (POs) and input pins of memory elements, and T o (t) is the asserted required arrival time at timing end point t.
The slack of a net is the slack at its source pin. To achieve timing closure, all nets should have non-negative slacks. For nanometer designs with growing variability, one may even set the slack target to be a positive value to safe guard the process variations. The figure of merit (FOM) can be defined accordingly as follows.
where Slk t is the slack target for the entire design. If Slk t = 0, the FOM is reduced to the T NS metric as used to measure their quality of results in [12] .
To perform sensitivity analysis of slack and FOM (to be explained in the next section), the switch level RC device model and the Elmore delay model [18] are used to illustrate the concept since analytical formulae with intuitive explanation can be obtained. To guide placement, these models shall be adequate since there are many other uncertainties like the routing topology during the placement evaluation step. Our sensitivity analysis, however, can be extended to handle more general delay models [19] if necessary. For an interconnect with wire resistance R w and capacitance C w , let R d be the effective output resistance of its driver, C l be the load capacitance for its receiver, then the Elmore delay T from the driver to the receiver (through the interconnect) is
Let the unit length wire resistance and capacitance be r and c respectively. Then R w = rL, C w = cL, and (5) can be rewritten as:
For nets with multiple sinks, since the interconnect topology is unknown during the placement stage, we can estimate the delay from source to sink using the Elmore delay approximation.
where T j is the source to sink delay for sink j, L j is the source to sink distance for sink j, and C total is the total capacitive load to the source. The capacitive load to the source can be estimated through the half-perimeter bounding box or the sum of total source-to-sink direct connections. For example of a net with two sinks, the delay from the source to one of the sinks can be estimated as:
where T 1 is the delay from the source to sink 1. C w1 , R w1 ,C l1 and C w2 , R w2 ,C l2 are the capacitance, resistance and load of wire segment 1 and 2, respectively. Here we assume direct wiring from source to each sink, because we do not know the actual wiring topology at this point. Similarly we can write (8) as :
where L 1 and L 2 are the lengths of wire segment 1 and 2, respectively.
NET WEIGHT SENSITIVITY ANALYSIS
In this section, we will derive the relationship of slack and FOM sensitivities to net weight. Our analysis is for each source and sink pair. The question that we try to answer is that given an initial placement from an initial net weighting scheme, if we increase the net weight for net i (corresponding to the sink i) by a nominal amount, how much improvement net i will get for its slack and the overall FOM.
Slack Sensitivity to Net Weight
The slack sensitivity to net weight is defined as:
where Slk(i) and W (i) are the slack and weight of net i respectively. Since only net i is changed, the slack change of net i comes from the delay change of net i. Then,
where ∆T (i) is the nominal delay change of net i. Because smaller net delay (∆T (i) < 0) corresponds to larger slack (∆Slk(i) > 0), there is a negative sign in the above equation. Since higher net weight for net i will ideally result in shorter wire length L(i), which in turn, will cause less delay, naturally we can decompose Eqn. (11) into the following two terms.
where S T L (i) is the net delay sensitivity to wire length, and S L W (i) is the wire length sensitivity to net weight:
where L(i) is the wire length for net i. From (6), we can obtain for net i the delay sensitivity to its wire length change as follows:
It implies that for a given technology (fixed r and c), the delay of a long wire (larger L(i)) with a weak driver (larger R d ) and large capacitive load (larger C l ) will be more sensitive to the same amount of nominal wire length change (larger S T L (i)). For nets that have multiple sinks, since wire length change of one sink may also change the delays on other sinks due to the change of the capacitance load seen by the driver, we need to evaluate the sensitivities of delays on other sinks to the wire length of this sink as well. From (9) , and assuming that lengths to two different sinks j and k of the same logical net i are independent variables, we have:
where k = j, and T k (i) is the delay to sink k, L j (i) is the wire length from driver to sink j. As expected, the sensitivity in this case is only contributed through the driver. When k = j, it is the same as in (15) .
To derive the wire length sensitivity to net weight change S L W (i), we use the result from [6] to estimate the relationship of weight and wire length, which can be written in the following equation: (18) where L(i) is the initial wire length of net i, W (i) is the initial weight of net i, W src (i) is the total initial weight on the driver cell of net i (simply the summation of net weights of those nets that intersect with the driver), and W sink (i) is the total initial weight on the receiver cell of net i. For sensitivity analysis, ∆L(i) is very small compared to L(i). We can then rewrite (18) as:
Intuitively, (20) implies that if the initial wire length L(i) is longer, for the same amount of nominal net weight change, it expects to see bigger wire length change. Meanwhile, if the initial net weight W (i) is bigger, for the same amount of nominal net weight change, it expects to see a smaller amount of wire length change, since
FOM Sensitivity to Net Weight
In this subsection, we will derive the FOM sensitivity to net weight, defined as follows:
Note that FOM improvement comes from the delay improvement of this net, equation (21) can be decomposed into:
We define another sensitivity, FOM sensitivity to net delay as:
From (13), (14) and (23), S FOM W (i) can be written as:
We have already shown how to compute S T L (i) and S L W (i) in the previous subsection. In this subsection, we will illustrate how to PROOF. Suppose there is a nominal delay change ∆T (i) on net i, it will affect the arrival time of the sink of net i by ∆T (i), and may propagate to its downstream timing points. Assume k is an immediate downstream timing point of sink j of net i. The new arrival time of k can be computed using (1) . Arr(k) will change if and only if d( j, k) is the most critical timing arc for all timing arcs to k. For a nominal (very small) ∆T (i), the ∆Arr(k) is exactly ∆Arr( j). Continue this propagation process we can see that if any timing point m is changed, the amount of change to Arr(m) will be equal to ∆T (i).
Suppose the number of critical timing end points whose arrival times will be influenced by net i is K(i). It is also the number of critical timing end points whose slack will be influenced. The sensitivity of FOM to the delay change of net i is:
where M is the set of timing end points whose slack will change due to the delay change of net i. This equation shows that S FOM T (i) is the negative of the number of critical timing end point influenced by net i.
For nets with multiple sinks, we can view them as several driverto-sink two-pin nets to do the sensitivity analysis. 
where S(i) is the set of sinks of net i, K m (i) is the number of influenced critical timing end points for sink m of net i.
PROOF. Suppose the wire length change on net i's sink j is ∆L j (i). This wire length change will cause the delay change on each sink of net i. From (16), we can compute the delay change on sink m due to ∆L j (i) as:
At each sink, we can use Theorem 1. Thus, we can compute the total ∆FOM due to ∆L j (i) as:
Then S FOM T j (i) can be derived from above equation:
To compute the number of the influenced critical timing end points K m (i) for each sink m of each net i, we have the following efficient algorithm. This algorithm can give the number of the influenced critical timing end points K(i) for net i at the same time.
Algorithm 1 backward traverses the netlist in the topological order. When it traverses through a gate, only the most timing critical input pin gets the propagated K from its downstream netw. Since each gate and net will be traversed only once, we have the following theorem for Algorithm 1: Algorithm 1 Counting the number of influenced timing critical end points for each sink and each net 1: initialize K(i) = 0 for all nets and K m (i) = 0 for each sink m of net i 2: sort all nets in topological order from timing end points to timing start points 3: for all P o pin t do 4:
set K t (i) to be 1 if t is timing critical (i.e., Slk(t) < Slk t ; otherwise set K t (i) to be 0 5: for all net i in the above topologically sorted order do 6:
for all sink pin j of net i do 7:
propagate K(i) of net i to the most critical input pin l of the cell driving i; pin l is a sink of net p:
other input pins of the driver will not be propagated because they are not on the critical path of net i, thus cannot influence the timing end points from net i 
THEOREM 3. The complexity of algorithm 1 is O(N), where N is the total number of nets in the design.
As an example, Figure 1 shows two paths from a timing begin point P i to timing end points P o1 and P o2 . In the figure notation such as (-3, 1), the first number is the slack (in ns), and the second number is the K value. Since the slacks at P o1 and P o2 are -3ns and -2ns, respectively, worse than the slack target of 0, the K values for P o1 and P o2 are both 1. We can see how the K values are propagated from PO to PI. Note that for gate C, the upper input pin has slack of -2ns, while the lower input pin has slack of -1ns, thus the upper pin is the most timing critical pin to gate C, and will influence the slack of P o2 . The lower pin of C does not influence P o2 , meaning that even if the wire length of net n4 is shortened, it will not improve the FOM.
SENSITIVITY GUIDED NET WEIGHT ASSIGNMENT
In this section, we will use the sensitivities derived from the previous section to guide the net weight generation for slack and FOM optimization. To balance the slack and FOM, we formulate the net weighting problem as the following constrained optimization problem:
where n 1 ,...,n k are critical nets, ∆W = {∆W (i)}, C is a constant to bound the total weight change. The multiplier for ∆Slk(i) is its relative slack to the slack target Slk t , since we want more ∆Slk(i) for more critical nets. The constant α on each ∆FOM is the same, which is used to balance the FOM and slack. The quadratic sum constraint of ∆W (i) helps to produce smooth distribution of net weights. Replacing ∆Slk(i) and ∆FOM(i) with S Slk W (i), S FOM W (i) and ∆W (i) , we have:
where λ is a non-negative Lagrange multiplier. The solution ∆W * and λ * should satisfy:
Thus we have
where,
is a constant for all nets, which absorbs the effect of C and determines how much weight change is allowed. The other constant parameter α balances the weighting of critical slack and FOM. Based on (35), we propose the following sensitivity guided net weighting scheme
where W org (i) is the original net weight, ∆W * (i) is net weight adjustment from (35).
EXPERIMENTAL FLOW AND RESULTS

Experimental Flow and Setup
Our sensitivity-based net weighting algorithm can be used to guide timing driven placement, by either iteratively updating net weights gradually (e.g., using very small α and β parameters) or generating a set of new net weights in one shot. Iteratively updating net weights theoretically may get us the best results, but it requires many placement, timing analysis, and net weighting runs. It may take too much run time for modern large-scale ASIC chips, with hundreds of thousands to millions of placeable objects. In Algorithm 2, we show an example of a practical timing driven placement flow which only runs global placement twice and generates sensitivity-based net weights once. This flow is used in our experiments since we are mostly interested in large designs.
It shall be pointed that many timing-driven quadratic placement engine uses a clique model for multiple-pin nets. Then each edge of a net shares the same net weight. 1 We can still compute the sensitivities for each edge, then assign a net weight to the entire net. An alternative approach is to model the multiple-pin net as a lumped net. Instead of decomposing a multiple-sink net into a set of edges when computing the sensitivities, we use a lumped, single sink net to approximate the net weight. The wire length of this lumped net is the half perimeter length of the bounding box of the original multi-sink net. The sink of the new net is the one with the worst slack in the original net since what matters most is the most critical sink. Since most nets in real designs have only one or two sinks, the half perimeter length of the bounding box can approximate the total wire length reasonably accurately. From Algorithm 1, the influenced timing end points for each multiplepin net is simply the summation of that for its sinks. Note that the lumped net approximation is only used for computing net weight sensitivities. It is not used for the static timing analysis to obtain the slack for each net and pin.
The net weighting algorithm is implemented in C++ language and tested on the IBM AIX 43P-S85 servers. The placement tool used in our timing driven placement flow is the IBM CPlace [20] . CPlace has been used in the design and production of hundreds of ASIC chips and several microprocessors. It includes several placement engines. In our experiment, we uses the quadratic placement engine called QPS. The placement result of this engine is relatively stable compared to the pure partition-based engine. CPlace is also integrated with the IBM Placement Driven Synthesis design closure tool. Instead of using the old MCNC or ISPD'98 benchmarks, we test our algorithm on a set of real industry circuits (ASIC chips and cores), with circuit size up to 444K placeable cells using IBM CMOS technologies [21] . We use a state-of-the-art static timing analyzer Einstimer from IBM to perform the timing report. The test circuit characteristics are summarized in Table 1 . The slack target Slk t is set to be 0.3ns for all circuits in our experiments. We compare the following three algorithms:
• W L: wire length driven placement with uniform weight
• T S: timing driven placement using slack sensitivity
• T SF: timing driven placement using both slack and FOM sensitivity All our placement results are legal, i.e., there is no cell overlapping. We report two set of results, one is from timing driven placement alone, and the other is from physical synthesis after the timing driven placement to show that it is important to have a good placement starting point for physical synthesis to work on.
Timing Driven Placement
Based on timing driven placement flow described in Algorithm 2, we first run CPlace with W min = 10. Then we run Einstimer to perform the static timing analysis. Before generating net weight based on (37), we linearly scale
. We set β = 60, i.e., the maximum ∆W generated by slack sensitivity will be 60. To evaluate the impact of FOM sensitivity, we have the following two cases: one is T S (α = 0), and the other is T SF with FOM sensitivity (α = 0.8). The maximum ∆W due to FOM sensitivity is β · α = 48. As a reference, we also report the result from zero wire model (ZW ), i.e., assuming zero wire resistance and capacitance. Table 2 and Table 3 compare the FOM and W NS results from ZW , W L, T S, and T SF. Since we can not compare directly with other timing driven placement algorithms due to the uniqueness of our flow, we report under the improvement columns for T S and T SF in these tables the optimization potential over W L relative to ZW , which is also used in [12] . The optimization potential is defined as the percentage of timing improvement by timing driven placement versus wire length driven placement, compared to an upper bound for such improvement. The timing (W NS or FOM) difference of the zero-wire load model versus the wire length driven placement is used as an upper bound. For example in Table 2 , the improvement potential of TS for ckt1 can be computed by (41650− 26093)/(41650 − 9134) = 48%. We can see that algorithm T S and T SF improve FOM and W NS by a large margin (on average from 37% to 58%) compared with uniform net weighting (i.e. wire length driven) placement W L. The algorithm T SF (with both slack and FOM sensitivities) further improves the T S (with only slack sensitivity) results, from 49% to 58% for FOM. The W NS also gets slight improvement from 37% to 40% using the T SF algorithm. Note that we did not compare the W NS improvement in terms of cycle time. This is because the chips we tested all have multiple clock signals with different cycles times.
In a recent paper, [12] reported an average T NS (total negative slack, which is a special case of our FOM when the slack threshold is zero) improvement of 47.6% and W NS improvement of 63.6%. Since we have no access to those test circuits in [12] , we cannot make direct comparison with those numbers. Also, it should be noted that our test circuits are significantly bigger than those used in [12] (the largest circuit in [12] is only 6K, while ours is over 440K). Yet it is interesting to observe that our T SF algorithm gets 58% FOM improvement with a single non-iterative net weighting (as opposed to [12] which iteratively updates placement and net weighting). Table 4 compares the total wire length (TWL) from three algorithms W L, T S and T SF. We can see that T S and T SF only increase TWL by a small percentage. 
After Physical Synthesis
For deep submicron timing closure, tremendous amount of optimizations such as buffer insertion, gate sizing, pin swapping will be done after placement [17] [16] . A good timing driven placement should provide a good starting point for the follow-on physical synthesis. We run an industry physical synthesis tool PDS [15] to further improve W NS and FOM based on the placement results from W L, T S and T SF algorithms. Table 5 and Table 6 compare the FOM and W NS after PDS for algorithms W L, T S and T SF. Again, we see a consistent significant improvement of T S and T SF over W L. The explicit FOM guided algorithm T SF still has the best FOM after PDS (on average 7% Table 7 shows the total wire length of each circuit after PDS. It can be seen that the wire length difference becomes smaller compared to Table 4 after PDS. So we are able to achieve significant improvement in timing with little degradation in the wire length metric. It also shows the average total wire length of T SF is only 2 percent worse that of T S, which means timing driven placement with FOM sensitivity trades off little wire length for a much better FOM. Table 8 compares the total cell area after PDS for algorithms W L, T S and T SF. It shows that the total cell area difference is negligible among these three algorithms. In fact, T S and T SF even have slightly smaller area than W L, for example of ckt1, which has a 1.3 percent area reduction. So a better placement starting point may need less aggressive gate sizing. 
CONCLUSIONS
In this paper, we first derive a set of sensitivity analysis for slack and FOM due to a nominal change of net weighting. We then propose a new net weighting scheme that incorporates both slack and FOM sensitivities. The net weighting algorithm is implemented in an industrial strength timing driven placement and physical synthesis flow. Experimental results show by adding slack and FOM sensitivities, we are able to obtain better results for not just timingdriven placement, but also the physical synthesis optimization after it. Adding the FOM sensitivity to guide the net weight generation, we can further improve the FOM without deteriorating the worst slack and wire length.
Since physical synthesis transforms such as buffering and gate sizing could change the timing of a netlist significantly, we plan to consider their impact on net weighting explicitly in the future.
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