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症の症状をシミュレートできる．例えば，カテゴリー特異性 (Tyler, Moss, Durrant-Peatfield & 









1.　は じ め に
1.1　失読症とは何か ?
The National Institute of Neurological Disorders and Strokeでは，失読症の定義として以下のよ
うに謳っている．
  Dyslexia is a brain-based type of learning disability that specifically impairs a person’s ability to 
read. These individuals typically read at levels significantly lower than expected despite having 
normal intelligence. Although the disorder varies from person to person, common characteristics 
among people with dyslexia are diﬃculty with spelling, phonological processing (the manipulation 
of sounds), and/or rapid visual-verbal responding. In adults, dyslexia usually occurs after a brain 
injury or in the context of dementia. It can also be inherited in some families and so on, and recent 


















Dejerine (1890) は，最初に，失書を伴わない“純粋失読”の報告を行なった．Patternson 
& Kay(1982) は単語を読むことに困難を覚えるが，単語内の文字を同定することができた












不規則語（例外語）をほとんど読むことができない．例えば，“flood” を “flude” と読ん
だり，“yacht” を “yatchted” と読んだりする．単語の頻度と不規則語との相互作用が存
在する．低頻度語においては，ほとんどが，書記素‒音韻規則（Coltheart, Rastle, Perry, 
Langdon & Ziegler, 2001, GPCルールとして知られている）の過適用が認められる．
音韻失読：親密語の読みが，非親密語の読みよりも良いタイプの失読症であり，新規語が
読めないタイプの失読症である．しかし，実在する単語は規則語，不規則後にかかわ
らず読むことができる．それゆえ，実単語化エラーを起こす．“soof” を “soot” と読
んだり “klack” を “slack” と読んだり，“black” と読んだりする．
深層失読：非単語を読むのが困難なタイプの失読症であり，意味性の誤りをする．例え
ば，“orchestra” を “symphony” と読んだり，“river” を “ocean” と読んだりする（Plaut 
& Shallice, 1993, を参照）．  
さらに深層失読の患者は，意味性と音韻性とが交じり合った誤りをすることがある
“sym-pathy” を “orchestra” と読むような誤りである．これは，おそらく，“sympathy” 







1980年代初頭からWarrington らによって精力的に研究されてきた (Warrington, 1981; War-

















究者が多い (Warrington, 1981; Warrington & McCarthy, 1983; Warrington & Shallice, 1984a; War-
rington & McCarthy, 1994)．この理論に従えば，カテゴリー特異性は，我々の意味記憶が，
知覚的および機能的知識の両者によって構成されていることにより引き起こされるという












(Caramazza & Shelton, 1998)．このことが事実なら，意味記憶の知覚的／機能的側面と動
物，非動物の概念の乖離とをどのように説明すれば良いのであろうか．意味記憶の感覚





で定義された多次元ベクトルと考える手法が採られてきた (Patterson, Plaut, McClelland, Se-
idenberg, Behrmann & Hoges, 1996; Plaut & Shallice, 1993; Plaut, MaClelland & Seidenberg, 1995a; 
Plaut, 2001; Plaut, McClelland & Seidenberg, 1995b; Seidenberg, Plaut, Petersen, McClelland & 
McRae, 1994; Seidenberg, Petersen, Plaut & MacDonald, 1996; Seidenberg & McClelland, 1989; 



























テゴリー特異性を理解する上で重要である (Plaut & Shallice, 1993)．この分野の研究者は，
微少特徴の相関パタンにカテゴリー特異性の成因を求める努力をしてきたと言える．
2.　アトラクタニューラルネットワーク






みにおける反応時間の遅延と捉える（図2）などである．Plautら (Plaut, McClelland & Se-
idenberg, 1995b; Plaut, 2001) は，アトラクタニューラルネットワークを用いて，意味性の錯
読，すなわち深層失読についてシミュレーションをおこなった．このニューラルネット
ワークにおいては，処理の基礎単位であるユニット（ニューロンあるいはニューロン集団
図2　アトラクタニューラルネットワークPlaut & Shallice (1993)
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ここで，θoとθcは，出力層とクリーンアップ層のユニットのしきい値をそれぞれ表現し
ている．出力層とクリーンアップ層とのユニットの間の状態は，相互に活性値を伝搬し合
い，その結果として収束基準に達するか，または，繰り返しの上限値 (τ≤ 10) に達するま
で繰り返される．学習時には，以下のように定義された自乗誤差を減じるように学習が繰
り返される．
 ( )21 ,
2 i i
E u t= −∑   (5)
ここで，tiは，i番目の教師信号を表している．各ユニットの結合係数実際に学習させるに
は，上記の自乗誤差を各重み係数で微分して，以下の式に従って係数を更新させた．
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表す場合 (1, 0)となり，非動物概念の場合には (0, 1)となる行列である．この3条件をまと
めると以下のようになる．
category条件：目標行列が16行2列の行列である．ネットワークが学習すべきことは，そ





































































































































































本稿では，1, 0の二分法的な微少特徴によって定義された，図1や，図9, 図10, 図11 など
のような非二分法的な記憶表象によって，神経心理学的症状の幾つかが説明できることを
示した．この記憶表象と，その記憶構造が2つに分かれ，一つは項目間相関が高く（動物
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Acquired dyslexia has been investigated in detail by using attractor neural network models in computer simu-
lations. These kinds of computer simulations had been known as mimicking the task performances of brain 
damaged patients. In the literature, the semantic errors in word reading tasks of patients with deep dyslexia 
could be simulated by this neural network model. In spite of the simple structure of this neural network model, 
the attractor neural networks have the possibilities to give an unified explanation to combine several neuropsy-
chological symptoms of acquired dyslectic patients. In this study, it is investigated if these models would explain 
other neuropsychological symptoms. Those were included the delay of the naming latency for the objects, the 
object identification tasks, and the categorization tasks. The interaction between units in the output and cleanup 
layers make attractors and play an important role for showing these kinds of dyslexic symptoms. The removal of 
hidden units in this model could be identified as impairments by brain damages. It was observed the changes of 
the performances of this computer simulation model after brain damages. Some aspects of performances of dys-
lexic patients could emerge on the results by this artificial brain damages on computer. In conclusion, it can be 
referred as that these computer simulation models could be applicable some kinds of symptoms of neuropsycho-
logical data. If so, a kind of the unification to explain various neuropsychological phenomena might be done by 
these neural network models.
