Abstract. We present a new 18-year (2000 to 2018) estimate of Greenland Ice Sheet ice discharge. Our data include all ice that flows faster than 100 m yr -1 and are generated through an automatic and adaptable method, as opposed to conventional hand-picked gates. We position gates near the present-year termini and estimate problematic bed topography (ice thickness) values where necessary. In addition to using annual time-varying ice thickness, our time series uses velocity maps that begin with monthly estimates and sparse spatial coverage and ends with~6-day estimates and near-complete spatial coverage. The steady. However, regional variability is more pronounced, with decreases at all major discharging glaciers and in all but one sector offset by increases in the NW sector. As part of the journal's living archive option, all input data, code, and results
Methods

Terminology
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We use the following terminology, most displayed in Fig. 1: -"Pixels" are individual 200 m x 200 m raster discharge grid cells.
-"Gates" are contiguous (including diagonal) clusters of pixels.
-"Catchments" are spatial areas that have 0, 1, or > 1 gate(s) plus any upstream source of ice that flows through the gate(s), and come from Mouginot et al. (2017) and Rignot and Mouginot (2012) (See Supplemental Material) .
15
-"Sectors" are groups of catchments, also from Mouginot et al. (2017) , and labeled by approximate geographic region. -"Coverage" is the percentage of total, sector, catchment, or gate discharge observed at any given time. By definition coverage is 100 % during the baseline period. From the baseline data, the contribute to total discharge of each pixel is calculated, and coverage is reported for all other maps that have missing observations (Fig. A2) . Total estimated discharge is always reported because missing pixels are gap-filled (see "Missing and invalid data" section below).
-"Fast-flowing ice" is defined as ice that flows more than 100 m yr -1 . 5
Gate location
Gates are algorithmically generated for fast-flowing ice (greater than 100 m yr -1 ) close to the ice sheet terminus determined by the baseline-period data. We define the termini using the BedMachine ice mask. We buffer termini 5000 m in all directions and once again only select fast-flowing ice pixels. Our procedure results in gates 5000 m upstream from the baseline terminus that bisect the baseline fast-flowing ice. We manually mask some land-or lake-terminating glaciers which are initially selected by 10 the algorithm due to fast flow and mask issues.
We select a 100 m yr We select gates at 5000 m upstream from the baseline termini, which means that gates are likely > 5000 m from the termini further back in the historical record (Murray et al., 2015; Wood et al., 2018) . The choice of a 5000 m buffer follows from the 15 fact that a low-as-possible distance-to-terminus is desirable to avoid the need for (minor) SMB corrections downstream, yet is not too close to the terminus where discharge results are sensitive to the choice of distance-to-terminus value (Fig. 2) , which may be indicative of bed (ice thickness) errors.
Discharge
We calculate discharge per pixel using density (917 kg m -3 ), ice speed from satellite imagery, pixel width, and ice thickness 20 derived from time-varying surface elevation and a fixed bed elevation (Eq. 3). We assume that any change in surface elevation corresponds to a change in ice thickness and thereby neglect basal uplift, erosion, and melt, which combined are orders of magnitude less than surface melting (e.g. Cowton et al. (2012) ; Khan et al. (2007) ). We also assume depth-averaged ice velocity is equal to the surface velocity.
Missing and invalid data
25
The baseline data provides velocity at all gate locations by definition (Fig. 3) , but individual non-baseline velocity maps often have missing data. Also, thickness provided by BedMachine is clearly incorrect in some places (e.g. fast-flowing ice that is 10 m thick, Fig. 4 ). We define invalid data and fill in missing data as described below. 
Missing velocity
We generate an ice speed time series by assigning the PROMICE, MEaSUREs 0478, and MEaSUREs 0646 products to their respective reported time stamps (even though these are time-span products). We ignore that any individual velocity data set (map) and even point (pixel) has a time span, not a time stamp. Velocities are sampled only where there are gate pixels. Missing pixel velocities are linearly interpolated in time, except for missing data at the beginning or end of the time series which are 5 backward-and forward-filled (respectively) with the temporally-nearest value for that pixel (Fig. A2) . We do not spatially interpolate missing velocities because the spatial changes around a missing data point are most likely larger than the temporal changes. We visually represent the discharge contribution of directly observed pixels, termed coverage (Fig. A2) as time series graphs and opacity of dots and error bars in the figures. Therefore, the gap-filled discharge contribution at any given time is equal to 100 minus the coverage. Discharge is always reported as estimated total discharge even when coverage is less than 10 100 %.
Invalid thickness
We derive thickness from surface and bed elevation. We use GIMP 0715 surface elevations in all locations, and the BedMachine The thickness data generated as described above (Fig. 5 ) are unlikely to be valid at all locations. For example, many locations have fast-flowing ice (Fig. 3) , but report ice thickness as 10 or less m (Fig. 4, left panel) . We accept all ice thickness greater 20 than 20 m and construct from this a thickness versus log 10 speed relationship. For all ice thickness less than or equal to 20 m thick (at each pixel location) we adjust thickness based this relationship (Figs. 5 and 4, right panel) . We selected the 20 m thickness cutoff after visually inspecting the velocity distribution (Fig. 4, right panel) . This thickness adjustment adds 21
Gt to our baseline-period discharge estimate with no adjustment. In the Supplemental Material and Table A2 we discuss the discharge contribution of these adjusted pixels, and a comparison among this and other thickness adjustments. 
Ice Discharge Uncertainty
We estimate the uncertainty related to the ice discharge following a simplistic approach. This yields an uncertainty of the total ice discharge of approximately 10 % throughout the time series.
At each pixel we estimate the maximum discharge, D max , from 
where ρ is ice density, V is velocity, σ V is the velocity error, H is ice thickness, σ H is the ice thickness error, and W is the width at each pixel. Included in the thickness term is surface elevation change through time (dH/dt) and its uncertainty (σ dH/dt ). However, because σ H σ V and σ H σ dH/dt , both σ V and σ dH/dt terms are ignored. When data sets do not come 5 with error estimates we treat the error as 0.
On a pixel by pixel basis we used the provided thickness uncertainty for each dataset. Where we modified the thickness (H < 20 m), we prescribe an uncertainty of 0.5 times the adjusted thickness. Subsequently, the uncertainty on individual glacier-, catchment-, sector-, or ice sheet scale is obtained by summarizing, but not reducing by the square of the sums, the uncertainty related to each pixel. An in-depth discussion related to treatment of errors and uncertainty is in the Supplementary Information. 
Ice discharge (volumetric flow rate)
Our ice discharge dataset ( At the sector scale, the SE glaciers (see Fig. 1 for sectors) are responsible for 148 to 169 (± 12 %) Gt yr In the NO, NE and SW sectors, which contribute a minority of ice-sheet discharge, low coverage (large data gaps) is evident in the coverage chart (Fig. 7 , only NO of these three sectors is shown for clarity), and as linear trends with data point centers to 2016 slowdown of Sermeq Kujalleq (Fig. 8) is compensated by the many glaciers that make up the NW sector (Fig. 7) .
The large 2017 reduction in discharge at Sermeq Kujalleq is partially offset by a large increase in the 2nd largest contributor, Helheim Gletsjer (Fig. 8 ).
Volumetric flux
Thinning and accelerating ice may balance each other to maintain a steady volume flow rate, but the same thinning and In comparison, we use linear interpolation of both yearly surface elevation estimates and temporal data gaps. It is not clear whether linear or higher-order statistical approaches are best-suited for interpolation during the non-linear discharge changes seen between 2005 and 2008. Our use of unmodified velocity products (except for linear gap-filling) also highlights some of the imperfections in those products. It is not visible in the total discharge graph, but when viewing individual glaciers (Fig. 8) the signal to noise ratio decreases, and any individual outlying data point should be treated with caution.
5
We calculate the gate-orthogonal velocity at each pixel and at each timestamp, meaning all velocity estimates are gateorthogonal at all times, regardless of gate position, orientation, or changing glacier velocity direction over time. It is unlikely that discharge estimates using gates that are only approximately flow-orthogonal and time-invariant (King et al., 2018) have large errors due to this, because it is unlikely that glacier flow direction changes significantly, but this treatment may be the cause of some differences among our approach and other works. Discharge calculated using non-orthogonal methodology 10 would overestimate true discharge.
Data Availability
This work in its entirety is available at doi:10.22008/promice/data/ice_discharge (Mankoff, 2019a). The glacier-scale, catchment, region, and Greenland summed ice sheet discharge dataset is available at doi:10.22008/promice/data/ice_discharge/d/v0. Mankoff, 2019c) , where it will be updated as more velocity data become available. The gates can be found at doi:10.22008/
(
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promice/data/ice_discharge/gates/v0.0.1 (Mankoff, 2019d), the code at doi:10.22008/promice/data/ice_discharge/code/v0.0. Mankoff, 2019b) , and the surface elevation change at doi:10.22008/promice/data/DTU/surface_elevation_change/v1.0.0 (Khan, 2017).
(
Conclusions
We have presented a novel dataset of flux gates and 2000 to 2018 glacier-scale ice discharge estimate for the Greenland ice 20 sheet. These data are underpinned by an algorithm that both selects gates for ice flux and then computes ice discharges.
From our discharge estimate we show that over the past~20 years, ice sheet discharge rose to just over 500 Gt yr . However, when viewed at a sector or glacier scale, the system appears more dynamic with spatial and temporal increases and decreases canceling each other out to produce the more stable ice sheet discharge. We note that there does not appear to be any dynamic connection among the sectors, and any 25 increase in one sector that was offset by a decrease in another has likely been due to chance. If in coming years changes occur and the signals happen to have matching signs, then ice sheet discharge will decrease or increase, rather than remain fairly steady.
The application of our flux-gate algorithm shows that ice-sheet wide iceberg discharge varies by~50 Gt yr -1 between the minimum and maximum of the upstream buffer distance (i.e. distance between the flux gates and the glacier termini) and the 30 lateral velocity cut-off of flux gates (Fig. 2) . This variance -due only to gate position and shape -is approximately equal to the (2015)). The ice discharge we present here is similar to recent estimates by King et al. (2018) where our time series overlap. We highlight a major discrepancy with the ice discharge data of Enderlin et al. (2014) and we suspect this discharge discrepancy -most pronounced in southeast Greenland -is associated with the choice of digital bed elevation model, specifically a deep hole in the Bamber et al. (2013) bed at Køge Bugt.
5
The flux gates, discharge data, and the algorithm used to generate the gates, discharge, and all figures, are freely available. This publication aims to take advantage of this ESSD journal "living data" process to maintain an evolving data set.
Transparency in data and methodology are critical to move beyond a focus of estimating discharge quantities, towards more operational mass loss products with realistic errors and uncertainty estimates. The convention of devoting a critical paragraph, or even page, to methods now appears to be insufficient given the complexity and pace of Greenland ice sheet research. We 10 hope that the flux gates, data, and code we provide here is a step toward helping others both improve their work and discover the errors in ours. This effect is unlikely to be physically meaningful. Our 171 sectors, 263 gates and 5980 pixels means that even if errors were 100 % for each, we could reduce it to 7.6, 6.2, or 1.3 % respectively. We note that the area error introduced by the common EPSG:3413 map projection is +8 % in the north and -6 % in the south, and while it may be considered in other works, it is not explicitly mentioned.
20
We do not have a solution for the issues brought up here, except to discuss them explicitly and openly so that those, and our own, error treatments are clearly presented and understood to likely contain errors themselves.
A1 Invalid Thickness
We assume ice velocities are correct and ice thicknesses < 20 m are incorrect where ice speed is > 100 m yr -1
. Of 5980 pixels, 5380 have valid thickness, and 600 (10 %) have invalid thickness. However, the speed at the locations of the invalid thicknesses 25 is generally much less (and therefore the assumed thickness is less), and the influence on discharge is less than an average pixel with valid thickness (Table A1) .
When aggregating by gate, there are 263 gates. Of these, 186 (70 %) have no bad pixels and 77 (30 %) have some bad pixels, 53 have > 50 % bad pixels, and 49 (19 %) are all bad pixels.
We adjust these thickness using a poor fit (correlation coefficient: 0.3) of the log 10 of the ice speed to thickness where the 30 relationship is known (thickness > 20 m). We set errors equal to one half the thickness (i.e. σ H = ±0.5 H). We also test the sensitivity of this treatment to simpler treatments, and have the following four categories:
NoAdj No adjustments made. Assume BedMachine thickness are all correct. NoAdj+Millan Same as NoAdj, but using Millan et al. (2018) thickness where available.
300 If a gate has some valid pixel thicknesses, set the invalid thicknesses to the minimum of the valid thicknesses. If a gate has no valid thickness, set the thickness to 300 m.
400 Set all thickness < 50 m to 400 m Fit Use the thickness v. speed relationship described above.
5 Table A2 shows the estimated baseline discharge to these four treatments: Finally, Figure A1 shows the geospatial locations, concentration, and speed of gates with and without bad pixels.
A2 Missing Velocity
The velocity products come with their own uncertainty value at each location. Here we clarify our temporal gap-filling of missing velocities.
10
We estimate discharge at all pixel locations for any time when there exists any velocity product. Not every velocity product provides velocity estimates at all locations, and we fill in where there are gaps by linear interpolating velocity at each pixel in time. We calculate coverage, the discharge-weighted percent of observed velocity at any given time ( Figure A2 ), and display coverage as 1) line plots over some of the time series graphs, 2) opacity of the error bars and infilling of time series dots. Linear interpolation and discharge-weighted coverage is illustrated in Figure A2 , where pixel A has a velocity value at all three times, but pixel B has a filled gap at time t 3 . The concentration of valid pixels is 0.5, but the weighted concentration, or coverage, is 9/11 or~0.82. When displaying these three discharge values, t 1 and t 4 would have opacity of 1 (black), and t 3 would have opacity of 0.82 (dark gray).
5
This treatment is applied at the pixel level and then averaged to the gate, catchment, sector, and ice sheet results. 
A3 Errors from map projection
Our work takes place in a projected coordinate system (EPSG 3413) and therefore errors are introduced between the "true" earth spheroid (which is itself an approximation) and our projected coordinates system. We address these by calculating the projection error due to EPSG 3413 which is approximately +8 % in Northern Greenland and -6 % in Southern Greenland, and multiplying variables by a scaling factor if the variables do not already take this into account. Velocities are "true velocities" 
