Motivated by the study of dynamics of interacting spins for infinite particle systems, we consider an infinite family of first order differential equations in a Euclidean space, parameterized by elements x of a fixed countable set. We suppose that the system is row-finite, that is, the right-hand side of the x-equation depends on a finite but in general unbounded number n x of variables. Under certain dissipativity-type conditions on the right-hand side and a bound on the growth of n x , we show the existence of the solutions with infinite life-time, and prove that they live in an increasing scale of Banach spaces. For this, we obtain uniform estimates for solutions to approximating finite systems using a version of Ovsyannikov's method for linear systems in a scale of Banach spaces. As a by-product, we develop an infinite-time generalization of the Ovsyannikov method.
Introduction
In recent decades, there has been an increasing interest to the study of countable systems of particles randomly distributed in the Euclidean space R d , which appear, in particular, in modeling of non-crystalline (amorphous) substances, e.g. ferrofluids and amorphous magnets, see e.g. [14] , [13, Section 11] , [2] and [4, 5] . Each particle is characterized by its position x ∈ R d and an internal parameter (spin) q x ∈ R ν . For a given fixed ("quenched") configuration γ of particle positions, which is a locally finite subset of R d , one considers a system of differential equations describing (non-equilibrium) dynamics of spins q x , x ∈ γ.
Two spins q x and q y are allowed to interact via a pair potential if the distance between x and y is no more than a fixed interaction radius r > 0, that is, they are neighbors in the geometric graph defined by γ and r. The case where the vertex degrees of the graph are globally bounded (in particular, if γ has a regular structure, e.g. γ = Z d ) has been well-studied (even in the stochastic case), see [11] , [6] and modern developments in [9] , and references therein. However, aforementioned applications to non-crystalline substances require to deal with unbounded vertex degrees. For example, if configuration γ is distributed according to a Poisson or, more generally, Gibbs measure, the typical number of "neighbors" of a particle located at x ∈ R d is proportional to log |x| (see Example 2.10 below).
More generally, we consider, for a fixed γ ⊂ R d , the system d dt q x (t) = F x (q(t)), q x (0) = q x,0 ∈ S, x ∈ γ, (1.1) whereq(t) = (q x (t)) x∈γ ∈ S γ , t ∈ R + := [0, ∞) and F x : S γ → S for each x ∈ γ. We suppose that the system is row-finite, that is, F x depends only on a finite number n x of components of the vectorq, which may be unbounded in x ∈ γ.
A natural approach to the study of system (1.1) would be to realize it as an evolution equation (with "good" coefficients) in a Banach space of sequences. However, in many cases, this proves to be impossible even for linear systems, as it happens for instance on unbounded vertex degree graphs. Beyond the framework of a fixed Banach space, linear row-finite systems are always solvable, although the corresponding solutions might show an uncontrolled growth in x ∈ γ, see e.g. in [7, § 6] .
The aim of this work is to show the existence of solutions q x (t), x ∈ γ, to system (1.1) keeping a control over the growth of the solution in x ∈ γ. In order to do this, we introduce a suitable increasing scale of Banach spaces S γ α , α ≥ 0. Our main result (Theorem 2.4) states that for each 0 < α < β and any initial conditionq 0 ∈ S γ α there exists a solutionq(t) ∈ S γ β of system (1.1) on infinite time-interval [0, ∞), subject to certain dissipativity-type conditions on F x and a bound on the order of growth of n x in x ∈ γ.
For the proof, we approximate (1.1) by finite systems. Uniform estimates of the corresponding solutions are obtained using a version of the so-called Ovsyannikov method for linear systems in a scale of Banach spaces. In contrast to the classical Ovsyannikov method (see e.g. [7] ), our modified version gives the existence of solutions with infinite lifetime (Theorem 3.1).
We also prove the uniqueness of this solution, which requires however stronger conditions on F x (Theorem 5.1).
We present three types of examples. In Subsection 6.1, we consider a general gradient-type system of the form (1.1). In Subsection 6.2, we replace (q x ) x∈γ in the right hand side of (1.1) by the pairs (p x , q x ) x∈γ with d dt p x = q x to study an infinite anharmonic (Hamiltonian) systems. Note that the latter example, in the case of the regular γ = Z d , was studied in [11] . Finally, in Subsection 6.3, we consider an example of multiparticle dynamics of somewhat different type, motivated by the study of self-organized systems, see review in [12] .
2 Problem description and the existence result
The setup and main result
We start with more precise description of our model. We suppose that γ is a locally finite subset of the space X = R d , d ≥ 1, i.e. the set γ ∩ Λ is finite for any compact Λ ⊂ X. We denote by S η the vector space of elements of the form (q x ) x∈η with q x ∈ S for x ∈ η ⊆ γ.
Let us fix a number r > 0 and introduce the family of finite sets γ x,r := y ∈ γ |x − y| ≤ r , x ∈ γ.
Consider the space S γx,r endowed with the (finite) Cartesian product topology and introduce the notationq x,r := (q u ) u∈γx,r .
We suppose that the following condition holds, which reflects the fact that the system (1.1) is row-finite.
Condition 1.
For each x ∈ γ there exists f x ∈ C 1 (S γx,r , S) such that
Throughout the paper, we will understand solutions of (1.1) in the following sense.
Definition 2.1. We call a mapq : [0, T ) → S γ a (pointwise) solution of system (1.1) if the function t → q x (t) ∈ S is continuous (resp. continuously differentiable) on the interval [0, T ) (resp. (0, T )) and satisfies (1.1) for each
In what follows, we assume that the family of mappings (F x ) x∈γ is in certain sense dissipative. To this end, let U x ∈ C 2 (S, R + ), x ∈ γ, be a family of functions such that
for some C 1 , C 2 > 0 and j ∈ N. Next, we introduce the following notation:
for x ∈ γ, y ∼ x means that y ∈ γ x,r .
Let also n x = n x,r (γ) ≥ 1 denote the number of points in γ x,r , x ∈ γ.
2), and there exist C > 0 and m ∈ N such that
Here the dot · denotes Euclidean inner product in S. Examples of the families (F x ) x∈γ satisfying Conditions 1-2 will be given in Section 6.
Let w : R + → [1, ∞) be a non-decreasing function. We define the family of Banach spaces
Here and below, with an abuse of notations, |x| means the Euclidean norm in X = R d , whereas |q x | means the Euclidean norm in S = R ν . Clearly, the family (2.4) is increasing in α, i.e. S γ α ⊂ S γ β for 0 < α < β. We introduce now certain balance condition on the growth of n x and w(|x|) as |x| → ∞. Definition 2.2. Let R denote the class of non-decreasing functions f :
for any τ > 0.
Examples of functions from R are considered in Subsection 2.2 below.
Definition 2.3. Let w, z ∈ R. We call the pair (w, z) admissible if for any β, µ > 0 and α ∈ (0, β) there exists D = D(β, µ) ≥ 1 such that
We formulate now the balance condition. Let w be the weight function defining the scale of spaces S γ α in (2.4). Condition 3. There exists z ∈ R such that
7)
and the pair (w, z) is admissible.
The following is our main existence result.
Theorem 2.4. Let Conditions 1-3 hold. Then, for each α ≥ 0 and any initial conditionq 0 = (q x,0 ) x∈γ ∈ S γ α , there exists a pointwise solutionq(t) of system (1.1) on infinite time-interval [0, ∞). Moreover, for j ∈ N from (2.2) we have the inclusionq
and the estimate
holds true for any β > jα and p > 1.
Remark 2.5. Clearly, by choosing p > 1 large enough, one can make the order ρ > 1 arbitrary close to 1.
Remark 2.6. The order and type of C p are positive and finite. Thus, for any ε > 0, there exists T ε > 0 such that
Discussion of Condition 3 and examples
Our next goal is to explain in more detail the definition of admissible pairs.
We start with the discussion of the class R. Let f : R + → [1, ∞) be a non-decreasing function. Then, for each τ > 0, the function
is bounded in s on any closed subinterval of R + . Thus a sufficient condition for (2.5) is that lim = τ ρ , τ > 0. = s ρ h(s), ρ ∈ R, has regular variation of index ρ, if e.g. h(s) is a product of non-negative powers of log s, log log s (and so on), e (log s) ν , ν ∈ (0, 1) etc. Considering f (s) := g(e s ), s ∈ R + , we get that e.g. the functions
belong to the set R, as well as the functions log f (s), log log f (s) and so on.
The following Lemma describes a simple way to generate admissible pairs.
Lemma 2.7.
(1) Let w ∈ R, w ≥ e e , and z be given by the formula
Then the pair (w, z) is admissible.
(2) Let (w, z) be an admissible pair. Then the pair (w + c 1 , z + c 2 ) is admissible for any c 1 , c 2 ≥ 0.
is an admissible pair.
Proof. As we already pointed out, z ∈ R. It is straightforward to check that, for any µ > 0, there exists
which completes the proof of part (1). Parts (2) and (3) are obvious.
Remark 2.8. In (1), it is sufficient to assume that w(s) ≥ e e , s ≥ s 0 for some s 0 > 0 only, and set e.g. w(s) = 1 for s ∈ [0, s 0 ). Then one can choose z(s) = υ log(log(w(s))) for s ≥ s 0 and z(s) = 1 otherwise.
Let us note that the structure of the given underlying set γ dictates the choice of the function z, which in turn determines suitable weight function w and, ultimately, the conditions on the family F x , x ∈ γ. Below are three examples of admissible pairs associated with different type of γ.
Example 2.9 (Minimal growth). Assume that the number of elements in γ x,r is globally bounded, that is, there exists a constant z 0 ≥ 1 such that n x ≤ z 0 for all x ∈ γ. An important example of such γ is given by the integer lattice Z d . Then we can set z(s) ≡ z 0 and choose an arbitrary non-decreasing function w :
e for s ≥ s 0 , cf. Remark 2.8. The choice of w is dictated by the growth of the initial conditionq 0 = (q x,0 ) x∈γ ∈ S γ α , cf. Theorem 2.4 (i.e. by the growth of |q x,0 | in x ∈ γ). Note also that our main technical tool, the modified Ovsyannikov theorem (cf. Theorem 3.1 and Proposition 4.2), becomes then redundant, as the corresponding linear operator A defined by formula (2.13) will be bounded in any such (fixed) S γ α , α > 0 (i.e. the dynamics evolves in one Banach space). This case is wellstudied, see [11] , where w(s) = e s (and α = 1) was considered. In particular, if (|q x,0 |) x∈γ is bounded, one can choose w(s) ≡ e e ; then all the spaces S γ α , α > 0 will coincide with the space l ∞ (S) of bounded sequences (and A is bounded there).
Example 2.10 (Maximal growth). Assume that the number of elements in γ x,r grows logarithmically, that is, there exists a(r) > 0 such that
for all x ∈ X and r > 0. This bound holds for a typical random configuration distributed according to a Ruelle measure on X, see e.g. [15] and [10, p. 1047 ].
Then we can set w(s) = e s , s ≥ e, cf. Remark 2.8. It follows from Lemma 2.7 that the pair (w, z) is admissible. This is our most important motivating case, see Section 6 and Example 6.4.
Example 2.11 (Medium growth). Let, for some υ > 0, z(s) = υ (1 + log log(e + s)) .
(2.10)
Then, according to Lemma 2.7, we can set w(s) = 1 + s. In this case, more comprehensive study of the solutions of system (1.1) can be accomplished, at least in the framework of systems with pair interaction, which we discuss in Section 6 (see Example 6.5). Indeed, slow growth of the weight function w allows to show the uniqueness of the solution living in S γ β with any (fixed) β > 0.
Scheme of the proof
To explain the scheme of the proof of Theorem 2.4, we start with the following simple observation. Letq(t) solve (1.1), and define
where
Introduce the infinite matrix A = (A x,y ) x,y∈γ . Relation (2.12) implies the following differential inequality in S γ :
Now we can proceed as follows. First we will prove that, for any 0 < α < β, the differential equation 15) which corresponds to the inequality (2.14), has a classical solution with infinite lifetime in S γ β (Proposition 4.2). To this end, we use a modified version of Ovsyannikov's method (proved in Theorem 3.1). Informally, we will have then that L x (t) ≤ Ψ x (t), x ∈ γ, t ≥ 0 (here and below we understand inequalities between elements of S = R ν in the coordinate-wise sense). Next, we will approximate (1.1) by finite volume cut-off systems and use the corresponding finite-dimensional versions of (2.14) and (2.15) to find (uniform in volume Λ ⊂ X) estimates, which will allow us to pass to a limit as Λ → X.
Linear equations in a scale of Banach spaces
In this section we prove a general result on the existence of (infinite-time) solutions for a special class of linear differential equations, which extends the so-called Ovsyannikov method, see e.g. [7] .
Let us consider a family of Banach spaces B α indexed by α ∈ (0, β] with β < ∞ fixed, and denote by · α the corresponding norms. We assume that
where the embedding means that B α is a vector subspace of B α . For any
Let A : B β− → B β− be a linear operator. We assume that A is a bounded operator acting from B α to B α for any 0 < α < α ≤ β, and
for all x ∈ B α and some constants c = c(β) > 0 and q ∈ (0, 1) (both independent of α and α ). 2) Au(t) ∈ B β for all t ∈ (0, ∞);
3) u solves the differential equation
where a(t) is an entire function of order ρ =
Proof. Let us first observe that, by (3.2), A is a well-defined operator in any
Fix u 0 ∈ B α and define the sequence u k = A k u 0 (= Au k−1 ), k = 1, 2, .... Then, for any n ≥ 1 and α 1 , ..., α n such that α < α 1 < ... < α n = δ, we have
, we obtain the estimate
Therefore the series
is uniformly convergent in B δ on the interval [0, T ] for each T > 0. Indeed, the inequality n! ≥ n e n implies that
for any t > 0, and the series in the r.h.s. of (3.6) defines an entire function.
Similarly, the series
is uniformly convergent in B δ on the interval [0, T ]. As a result,
in B δ . Since the norm in B δ is stronger than in B β , the function [0, T ] t → u(t) is differentiable in B β and (3.7) holds in B β , too. Observe that A maps B δ → B β continuously. Therefore, we can apply A to the right hand side of (3.5) and obtain Au(t) = v(t) ∈ B β . This proves parts 1) -3) of the statement. Next, fix any δ 0 ∈ (α, β). The series in the r.h.s. of (3.6) converges uniformly in δ ∈ [δ 0 , β] (recall that D depends on δ) to a continuous decreasing function of δ. Therefore, one can pass to the limit as δ → β in (3.6), to get
The sum of the series in the r.h.s. of (3.8) is an entire function of order
The type σ of this entire function satisfies the equality 
with an arbitrary p > 1 and some B = B(p) > 0.
Proof. Fix arbitrary 0 < α < α . For anyq ∈ S γ α , we have
by (2.4), (2.13). Recall that y ∼ x implies |y − x| ≤ r, and hence
Then, since w is and satisfies (2.5), we have
where w r is as in (2.5), so that
By (2.7), (4.2) and (2.5), we have
Therefore,
where M := Cz m r . Fix an arbitrary p > 1. By (4.3) and (2.6) we obtain the bound
where B = M 
Finite-dimensional approximations
For a compact set Λ ⊂ X, consider the collectionq
Proposition 4.3. Let Conditions 1-3 hold. Then, for any compact Λ ⊂ X and α > 0, the system (4.6) with an initial conditionq 0 = (q x (0)) x∈γ ∈ S γ α has a unique solutionq Λ (t), t ≥ 0. Moreover, for each x ∈ γ, there exists an entire function Q x : R + → R + , such that the estimate
7)
holds for all compact sets Λ ⊂ X.
Proof. For an arbitrary compact Λ ⊂ X, the system (4.6) is essentially finitedimensional with continuously differentiable coefficients. Thus there exists a unique solution of (4.6) with lifetime T Λ ≤ ∞. Moreover, T Λ < ∞ implies that |q 8) and note that L
Thus, similarly to (2.12), we have the inequality and A x,y is given by (2.13). Denote
We can replace γ with γ Λr = γ ∩ Λ r in the r.h.s. of (2.13), because a
, implies that (2.13) always holds for x ∈ Λ r . Thus the system of differential inequalities (4.9) is also essentially finite.
The classical comparison theorem (see e.g. [16] ) implies that
where the collection of functions (Ψ Λr x (t)) x∈γ Λr satisfies the following system of equations
The latter system can be considered as a single equation with the cut-off matrix A Λ = (a Λ x,y ) x,y∈γ :
with the 'trivial' extension Ψ Λr x (t) = L Λ x (t), t ≥ 0, for all x ∈ X \ Λ r . By (2.11) and (2.2) we have
for some constant C 3 . It is evident that estimate (4.1) holds for the operator A Λ instead of A, with the same constant B > 0. Therefore, using the arguments similar to those in the proof of Proposition 4.2, we can show that the solution Ψ Λr (t) to the system (4.12) exists for all t ≥ 0 and satisfies the estimate
with the same entire function A p as in (4.5). Next, using (2.1), (4.8), (4.11) and (4.15), we can write, for each t ≥ 0,
This bound holds for any x ∈ γ, which implies that T Λ = ∞ and (4.7) holds. The proof is complete.
Corollary 4.4. Estimates (4.16) and (4.14) imply that Now we are ready to prove Theorem 2.4. The proof is essentially similar to that in [11] .
Proof of Theorem 2.4. Fix α > 0, β > jα andq 0 ∈ S γ α . Choose any sequence Λ 0 of compacts Λ exhausting X. Letq Λ (t) solve the corresponding system (4.6). Observe that both sides of inequality (4.7) are continuous in t, which implies that sup
for each x ∈ γ and any T > 0. The equalityq
Let us fix an arbitrary indexation of γ, so that γ = (x k ) ∞ k=1 . The Arzelà-Ascoli theorem implies that there exists a subsequence
and some q x 1 (t) ∈ S such that q
as n → ∞, where ⇒ denotes the uniform convergence in t ∈ [0, T ]. Repeating these arguments, we can see that for any k ∈ N there exists a subsequence
and
Consider now the "diagonal" sequence Λ with elements
The limit transition in both sides of the equality
shows that the functions q x (t) = lim q Λn x (t), x ∈ γ, solve the system (1.1). The inclusionq(t) ∈ β>jα S γ β and bounds (2.8) for all β > jα follow from (4.17). The proof is complete.
The uniqueness
In this section, we will discuss conditions that guarantee the uniqueness of the solutionq(t) ∈ S γ β . We fix β > 0 and let ∆ β,R be the ball of radius R > 0 in S γ β centered at 0 = (0) x∈γ ∈ S γ β . For x, y ∈ γ denote by ∂Fx(q) ∂qy the Jacobian matrix of the mapping F x w.r.t. the variable q y . By Condition 1, this Jacobian is the zero matrix if y / ∈ γ x,r . We also define the corresponding gradient as the following vector with matrix components:
Since all but finite number of the components of the gradient vector are zero matrices, we can define its norm
where · denotes the standard norm of a linear operator in S.
To ensure the uniqueness, we assume the following:
Condition 4. For any R > 0, there exists a constant C R > 0 such that
Theorem 5.1. Let β > 0, and assume that Condition 4 holds. Suppose that the weight sequence w(s) in (2.4) satisfies the bound w(s) ≤ e νs , s ∈ R + for some ν > 0. Letq (1) (t),q (2) (t) ∈ S γ β be two pointwise solutions of (1.1) on [0, T ], and letq
Proof. We start by observing that, because of Condition 1, we have the bound
, (5.1) which holds for anyq
Let n ≥ 1 and x ∈ γ be such that |x| ≤ nr. Then |y| ≤ (n + 1)r for any y ∈ γ x,r , cf. (4.3). Thus (5.1) implies the following estimate:
, and let C R > 0 be such that Condition 4 holds. Denote
For any x ∈ γ such that |x| ≤ nr, it follows from the integral form of (1.1), inequality (5.2) and Condition 4 that
where µ :
The N -th iteration of this estimate gives
A direct computation using (2.4), (5.3) and the inclusionq
β , s ≥ 0. Using the assumption w(s) ≤ e νs , s ∈ R + , we get that (5.4) implies the bound
where we used the well-known inequality
Therefore, for all n ≥ 1 and N > n − 1 we have
Observe that for t < t 0 := 2µre βνr+1 −1 the r.h.s. of inequality (5.5) converges to zero as N → ∞, which in turn implies that δ n (t) = 0 for all n ≥ 1.
Thusq
(1) (t) =q (2) (t) for t ∈ [0, t 0 ). These arguments can be repeated on each of the time intervals [t k , t k+1 ) with t k := kt 0 , k = 1, 2, ..., which shows thatq (1) (t) =q (2) (t), t ∈ [0, T ), for an arbitrary T > 0.
Dynamics of interacting particle systems
Our main example is motivated by the study of (deterministic) dynamics of interacting particle systems. In this case, γ represents a collection of particles indexed by elements x of X, may be interpreted as particle positions. A particle with position x ∈ γ carries an internal parameter (spin) σ x ∈ S. While the positions of our particles are fixed, the spins evolve according to system (1.1). Here we will consider two types of the time-evolution with pair spin-spin interaction-general gradient-type dynamics and the Hamiltonian anharmonic dynamics. In the last subsection, we give an example of somewhat different type, motivated by the study of self-organized systems.
Gradient-type dynamics
Consider the following example of the family (F x ) x∈γ that fulfills Condition 1:
with
Here, for each x ∈ γ, we denoteq x,r (t) := (q y (t)) y∈γx,r and assume that U x ∈ C 2 (S, R + ), and hence ∇U x ∈ C 1 (S, S). Next, for each {x, y} ⊂ γ, x ∼ y, we assume that W xy ∈ C 2 (S 2 , S).
Proposition 6.1. Let, for some k ≥ 1, j ≥ 2k, J U > 0, condition (2.2) holds, and condition (2.1) is reinforced to
Let also, for some J W > 0,
Then there exists C > 0 such that Condition 2 holds with m = 1.
Proof. First we note that for F of the form (6.1) condition (2.3) reads as
for anyq ∈ S γx,r and x ∈ γ. The inequality R x · ∇U x ≤ |∇U x | 2 + |R x | 2 implies that the following bound is sufficient for (6.5) to hold:
We are going to check now (6.6) with m = 1, for R x given by (6.2) under the conditions above. By (6.2) and (6.4), there exist J 1 , J 2 , J 3 > 0, such that
On the other hand, (6.3) yields
Thus (6.6) holds with m = 1 and C = max {J 1 , J 2 , J 3 } /J U (we used also that n x ≥ 1 as x ∈ γ x,r ).
Proposition 6.2. Assume that the interaction potentials W and U satisfy the bounds
for some k ≥ 1, j ≥ 2k and K U , K W > 0. Let the pair (w, z) satisfy Condition 3 and, moreover, the inequality
holds for some K 1 , K 2 > 0. Then Condition 4 holds.
Proof. Again, we note that for F as in (6.1) Condition 4 obtains the following form: for any R > 0 there exists a constant C R > 0 such that
where ∇ 2 is the Hessian matrix. Therefore, it is sufficient to assume that
Let now R x be given by (6.2). Then, ∂Rx(qx,r) ∂qx is the zero matrix, and (6.10) can be rewritten, for each x ∈ γ, as follows
Recall thatq ∈ ∆ β,R implies
Note that one can assume R ≥ 1. Then, by (6.8), (2.5), (2.7), we have
Next, by (6.7),
As a result, by using (6.9), we get (6.11).
Remark 6.3. A typical example of the pair interaction is
Then, to ensure (6.4), it is enough to assume that
W (q 1 , q 2 ) for q = q 1 − q 2 , and hence (6.8) holds if only, for some K V > 0,
Now we will revisit our examples of admissible pairs and study the corresponding conditions of the existence and uniqueness of the corresponding dynamics. Recall that the exponents j and k in (2.2), (6.4), (6.7), (6.8) are always related by the assumption j ≥ 2k, k ≥ 1. 
will live in each of the spaces S γ β and thus satisfy the bound
for all β > jα (here c(t) = c(α, β, t)). It is clear that the uniqueness condition (6.9) of Proposition 6.2 holds only for k = 1, j = 2.
Example 6.5 (Example 2.11 revisited). Let (2.7) hold, z satisfy (2.10), and w(s) = 1 + s. Assume without loss of generality that j > 2. Then for
we have
so that (6.9) holds in the corresponding S γ β with any β ≤ (j − 2) −1 . Thus we can apply both Theorems 2.4 and 5.1 with arbitrary α < j −1 (j − 2) −1 and β ∈ (jα, (j − 2)
−1 ]. As a result, for any initial data
there exists the unique solution satisfying the estimate
Moreover, the stronger bound
will hold for all β ∈ (jα, (j − 2) 
Infinite Anharmonic Systems
Consider the Hamiltonian systeṁ
with R x and U x as in the previous section. It fits the framework of Section 2 with the "double" state space S × S (q,p) in place of S and
and the single-particle Hamiltonian
replacing U x in Condition 2.
Proposition 6.7. Assume that R and U satisfy (6.6) resp. (6.10). Then the modified version of Condition 2 resp. Condition 4 holds.
Proof. We clearly have
Inequality (6.6) implies now that 
Self-alignment dynamics
This example is motivated by various models of self-organized dynamics based on the alignment. We refer to the review in [12] and references therein for the theory and applications of these models in biological, physical and social sciences. In this framework, equation (1.1) takes the form d dt q x (t) = y∼x g x,y q x,r (t) q y (t) − q x (t) , (6.12) where g x,y ∈ C 1 (S γx,r , R), x, y ∈ γ, is a family of non-negative uniformly bounded functions.
Note that in [12] the underlying set γ is supposed to be finite and either fixed or allowed to evolve. Thus (6.12) can be considered as the infiniteparticle ("quenched") version of these models.
We consider two examples inspired by the so-called opinion dynamics, in which functions g x,y are given by either g x,y q x,r = φ(|q y − q x |) n x , x ∈ γ, y ∼ x, (6 where u × v denotes (for u, v ∈ S = R ν ) the matrix (u i v j ) 1≤i,j≤ν , and 1 1 is the identity matrix on S. We consider g x,y given by (6.13) and (6.14), respectively.
In the case of (6.13) we have ∂ ∂q y g x,y q x,r = φ (|q y − q x |) n x q y |q y | .
Observe that q y × q y ≤ c|q y | 2 , where the constant c > 0 depends only on the choice of norm on S = R ν . Thus we obtain the inequality Finally, one can consider the modification of (6.12), which corresponds to the so-called flocking dynamics [12] : In particular, for g x,y given by (6.13), we will get an infinite-particle counterpart of the well-known Cucker-Smale dynamics, see e.g. [3, 12] . It is straightforward to check that
fulfills Condition 2 and Condition 4 holds for g x,y as in (6.13) or (6.14).
