A refereed game can be modelled as an exchange of messages between two competing players and a referee, after which the referee chooses a winner. In a quantum refereed game the players and referee may perform quantum computations and exchange quantum messages. In this paper we examine the problem of deciding, given a fixed referee, which of the two players has a winning strategy. We give a deterministic algorithm that decides quantum refereed games in time exponential in the number of qubits used by the referee and in the number of rounds of messages exchanged with the players.
Introduction
A refereed game can be modelled as an exchange of messages (bits) between two competing players and a referee, after which the referee chooses a winner. In a quantum refereed game the players and referee may perform quantum computations and exchange quantum messages (qubits). In this paper we examine the quantum refereed games problem: given a fixed referee, decide which of the two players has a winning strategy.
The quantum refereed games problem has roots in both game theory and complexity theory. In game-theoretic terms, a classical (i.e. non-quantum) refereed game is a two-player game of incomplete information (messages are exchanged in secret) with perfect recall (players never forget anything during the game). Games of this type can be expressed as a game tree-a game so expressed is sometimes said to be in extensive form. Furthermore, the size of the game tree induced by any refereed game is at most exponential in the number s of bits used by the referee and in the number t of rounds of messages exchanged with the players. In 1992, Koller and Megiddo [15] gave a deterministic polynomial-time algorithm that computes optimal strategies for game trees, from which it follows that the classical version of our problem can be solved deterministically in time exponential in s and t (see also Ref. [16] ).
The work of the present paper can be viewed as an alternative solution to the refereed games problem whose scope includes any game allowed by the laws of quantum physics. In particular, we give a classical deterministic algorithm that solves the quantum refereed games problem in time exponential in the number of qubits used by the referee and in the number of rounds of messages exchanged with the players. Our algorithm subsumes the work of Koller and Megiddo because it can also be used to solve game trees in deterministic polynomial time.
The complexity-theoretic motivation for our work is based upon the refereed games model of computation: a language L is said to have a refereed game if there exists a polynomial-time referee such that if x ∈ L (x ∈ L) then there exists a player that convinces the referee to accept (reject) x with high probability, regardless of the strategy employed by the other player. The complexity class of languages with classical (quantum) refereed games is denoted RG (QRG). The result of Koller and Megiddo implies RG ⊆ EXP [15] . Feige and Kilian [4] proved the reverse inclusion in 1997, implying that RG = EXP. The classical refereed games model was also considered in Refs. [21, 6, 5, 7] among others and is a generalization of the interactive proof system model [8, 1, 2, 3] (see also Refs. [17, 23, 24] ).
The quantum refereed games model was first considered in Ref. [11] as a generalization of the quantum interactive proof system model [25, 13] . It was pointed out in Ref. [10] that QRG inhabits the "twilight zone" between EXP and NEXP ∩ coNEXP (see also Ref. [9] ). Our result in this paper implies that (i) QRG = EXP, which is a rare quantum characterization of a classical complexity class; and (ii) the quantum refereed games model is no more powerful than its classical counterpart.
In order to establish our result, we prove a quantitative bound on the concavity of an extension of the von Neumann entropy to completely positive and trace-preserving maps. This bound follows from a general quantum information-theoretic inequality proven in this paper:
• For any linear mapping Φ on n × n matrices we have (Φ ⊗ I)(|ψ ψ|) tr ≥ 1 n Φ ⋄ where |ψ is any maximally entangled pure quantum state. This inequality implies that if two quantum operations are different then that difference can be witnessed, at least to some extent, by a maximally entangled input state.
The efficiency of our result also relies upon the existence of polynomial-time algorithms for general nonsmooth convex optimization problems. The book of Nesterov [18] provides a useful exposition of these algorithms.
The remainder of this paper is organized as follows. In Section 2 we review relevant material pertaining to quantum states and quantum operations, we formalize the notion of a quantum refereed game, and we survey an iterative approach that forms the basis of our solution to the quantum refereed games problem. We present our algorithm in Section 3, wherein we employ nonsmooth convex optimization methods. In Section 4 we prove the aforementioned inequality and we use this inequality to prove the correctness and efficiency of our algorithm. We conclude with Section 5, which discusses some implications of our result, including the subsumption of Koller-Megiddo and the collapse of QRG to EXP.
Preliminaries

Quantum States: Distance Measures and Entropy
Any m-qubit quantum state is described by a density matrix, which is a positive semidefinite 2 m × 2 m complex matrix ρ satisfying tr(ρ) = 1. The distance between two m-qubit states ρ and ξ can be quantified using a matrix norm known as the trace norm, denoted by · tr . In particular, the quantity ρ − ξ tr determines the maximum probability with which ρ can be distinguished from ξ by a quantum measurement and is given by
The trace norm is unitarily invariant, meaning that U XV tr = X tr for all matrices X and all unitary matrices U and V . Aside from the trace norm, we make use of two other matrix norms in this paper: the Frobenius norm and the spectral norm, denoted · F and · respectively, are also unitarily invariant and satisfy X tr ≥ X F ≥ X for every X.
For a given quantum state ρ, the von Neumann entropy of ρ, denoted S(ρ), is given by S(ρ) = − tr(ρ log ρ) and is equal to H(λ), which is the Shannon entropy of the probability vector λ of eigenvalues of ρ. For two states ρ, ξ the relative von Neumann entropy, denoted S(ρ||ξ), is given by S(ρ||ξ) = tr(ρ log ρ) − tr(ρ log ξ). In Ref. [12] it was proven that
tr (see also Ref. [19] ). The von Neumann entropy is concave, a consequence of which is that the quantity χ(ρ, ξ) defined by
is always nonnegative. It was noted in Ref. [22] that
As ρ − σ tr = ξ − σ tr = 1 2 ρ − ξ tr , it follows that
Quantum Operations: Distance Measures and Entropy
A linear mapping from matrices to matrices is called a transformation. A transformation Φ is completely positive if for all k ≥ 0 and all (m+k)-qubit states ρ, the matrix (Φ⊗I)(ρ) is still positive semidefinite. Any physically realizable operation on m-qubits is described by some completely positive and trace-preserving transformation, which we call a quantum operation. In other words, Φ is a quantum operation if and only if applying Φ to the first m qubits of ρ always yields a valid quantum state. Just as the trace norm quantifies distance between quantum states, the distance between quantum operations can be quantified using the diamond norm for transformations. Given any transformation Φ acting on n × n matrices, the diamond norm of Φ, denoted Φ ⋄ , is given by
The von Neumann entropy may be extended to quantum operations as in Ref. [20] . In order to understand this extension, we require several intermediate definitions. For a given n × n matrix X, vec(X) is defined to be the n 2 -dimensional column vector obtained by taking the rows of X, transposing them to form column vectors, and then stacking those column vectors on top of one another to form a single vector. Incidentally, if A and B are matrices for which the product AXB is defined then it holds that vec(AXB) = (A ⊗ B T ) vec(X).
For a given transformation Φ acting on n×n matrices, the associated Choi-Jamiolkowski matrix,
If n = 2 m and U is a unitary n × n matrix then the 2m-qubit state 1 n vec(U ) vec(U ) * is said to be maximally entangled. The state |ϑ ϑ| where |ϑ = 1 √ n vec(I n ) is called the canonical maximally entangled state. Hence, the Choi-Jamiolkowski matrix is also given by J(Φ) = n(Φ ⊗ I)(|ϑ ϑ|).
If Φ is a quantum operation then the von Neumann entropy of Φ, denoted S(Φ), is given by S(Φ) = S((Φ ⊗ I)(|ϑ ϑ|)), which is the von Neumann entropy of the state obtained by applying Φ to half of the canonical maximally entangled state. Equivalently, S(Φ) = S 1 n J(Φ) . Finally, the quantity χ(Φ, Ψ) is defined for all quantum operations Φ and Ψ as
Quantum Refereed Games
A refereed game consists of a referee R and two players Y and N , whom we call the yes-player and the no-player respectively. As mentioned in the introduction, the referee exchanges messages (bits or qubits) with Y and N and then chooses a winner based upon this interaction. In the classical case, a referee consists of a polynomial-time randomized Turing machine that shares a message tape with each of the players. Whenever the referee enters some distinguished state, the players each replace the contents of their message tapes with their responses to the referee. We say that a round has occurred whenever the referee enters this special state. If the referee halts in the accepting (rejecting) state then player Y (player N ) wins the game. In the quantum case, a referee R consists of t + 1 quantum operations R 0 , . . . , R t . Similarly, a yes-player Y and a no-player N consist of t quantum operations Y 1 , . . . , Y t and N 1 , . . . , N t . Figure  1 depicts a register of s qubits upon which all of these quantum operations act. Qubits that are shared between a player and the referee act as a quantum channel through which messages are yes-player's qubits referee's qubits no-player's qubits Figure 1 : The qubits used by the referee and players in a quantum refereed game exchanged, whereas qubits that are not shared act as a private quantum memory for that player or referee. We may assume without loss of generality that the players use at most polynomially more private qubits than the referee [14] .
At the beginning of the game, the entire s-qubit system is initialized to a special state denoted by |0 0|. The referee's and players' quantum operations are applied to these qubits in the order
. . , t}, we say that the ith round has occurred when R i is applied. One of the referee's private qubits is designated as the output qubit. The winner is decided by a standard measurement {Π 0 , Π 1 } of the output qubit after round t has occurred. If the result of that measurement is 1 (0) then player Y (player N ) wins the game. We say that player P 1 wins against player P 2 if the probability that P 1 wins given R and P 2 is at least 3 4 . We are interested in the following problem, which we call the quantum refereed games problem: given is a referee R = (R 0 , . . . , R t ). We are promised that either (i) there exists a yes-player who wins against all no-players; or (ii) there exists a no-player who wins against all yes-players. The problem is to decide which of these two cases holds.
As any quantum operation can be efficiently simulated by a unitary operation via the usual Stinespring Dilation, it follows that we may assume without loss of generality that R 0 , . . . , R t are unitary matrices. In Section 3 we provide a solution to the quantum refereed games problem that runs in time exponential in t and polynomial in the dimension of the unitaries R 0 , . . . , R t . Because a description of unitary operations always has size exponential in the number of qubits upon which they act, it is easier to say that our solution runs in time exponential in t and s. Besides, this simpler statement also takes into account the possibility that the description of the referee is compact, as is often the case when the referee is instead given as a description of t + 1 quantum circuits.
Previous Work
As mentioned in the introduction, the work of Koller and Megiddo [15] implies that the classical version of this problem can be solved deterministically in time exponential in the number of bits used by the referee and in the number of rounds in the game. Our result may be viewed as a strengthening of this classical result into the quantum world, but we come about our result using a different approach than that of Koller and Megiddo.
Our approach more closely resembles that of Feige and Kilian [4] , who provide a polynomialspace algorithm for deciding one-round classical refereed games based upon the following iterative technique. Start with a trivial no-player N 0 . Then compute a yes-player Y 1 who wins against N 0 , followed by a no-player N 1 who wins against Y 1 . After the kth iteration, k ≥ 0, we have k yes-players Y 1 , . . . , Y k and k + 1 no-players N 0 , . . . , N k . During the (k + 1)th iteration we compute a yes-player Y k+1 who wins against all of N 0 , . . . , N k and then we compute a no-player N k+1 who wins against all of Y 1 , . . . , Y k+1 . The idea is that we will eventually construct a yes-player against whom no no-player can win (or vice versa). Once such a player has been found, we terminate. Unfortunately, there is no guarantee that this procedure will terminate after a reasonable number of iterations. The trick lies in tweaking this procedure so as to obtain such a guarantee.
With classical refereed games, any yes-player's strategy can be described by a probability distribution on all possible answers to every possible question asked by the referee during every round of the interaction. In the case of one-round classical refereed games, the probability distribution p(Y ) on question-answer pairs depends only upon the yes-player Y and the referee-it is independent of the no-player. Since the referee is fixed, a yes-player Y may be chosen to maximize some function of p(Y ). The function chosen by Feige and Kilian is the Shannon entropy H(p(Y )).
Under this modification, at iteration k the distribution p(Y k ) has maximal entropy over all yesplayers Y k who win against N 0 , . . . , N k−1 . At iteration k + 1 we compute a yes-player Y k+1 who wins against N 1 , . . . , N k , again with maximal entropy. As Y k loses to N k but Y k+1 wins against N k , it follows that Y k+1 must be significantly different from Y k .
The claim is that the entropy H(p(Y k+1 )) must therefore be significantly smaller than H(p(Y k )). To justify this claim, let Y ′ be a new yes-player who, together with the referee, induces the distribution p(
Since the Shannon entropy is strictly concave, it follows that H(p(Y ′ )) is significantly larger than 1 2 H(p(Y k )) + 1 2 H(p(Y k+1 )). As Y k was chosen to have maximal entropy, it follows that H(p(Y k+1 )) must be significantly smaller than H(p(Y k )) as desired.
Quantum Strategies via Convex Optimization
We can start on the quantum refereed games problem by applying the Feige-Kilian trick in the quantum realm. For example, in the case of one-round quantum refereed games, one could maximize the von Neumann entropy S(ρ) of the mixed state ρ of the referee's qubits upon receipt of the yesplayer's message. Unfortunately, as with classical refereed games, the state of the referee's qubits in any round beyond the first depends upon the no-player and so we can no longer choose a yes-player to maximize the entropy of these states. Since our goal is to solve many-round quantum refereed games, we require a modification of this approach.
The modification we use in this paper is to maximize, for each round of the game, the von Neumann entropy S(Φ) of the yes-player's quantum operation Φ in that round. We now formalize this intuition.
An Iterative Algorithm for the Quantum Refereed Games Problem
Start with a trivial no-player N 0 . After the kth iteration, k ≥ 0, we have k yes-players Y 1 , . . . , Y k and k + 1 no-players N 0 , . . . , N k where N k wins against all of Y 1 , . . . , Y k . In iteration k + 1 we wish to find a new yes-player Y k+1 who wins against each of N 0 , . . . , N k .
We accomplish this task by solving t different convex optimization problems-one for each round i ∈ {1, . . . , t}. At the beginning of round i, assume that we have already computed the first i − 1 quantum operations Φ 1 , . . . , Φ i−1 belonging to Y k+1 . Definition 1. Given a candidate quantum operation Φ i , we define g j (Φ i ) for every j ∈ {0, . . . , k} to be the minimum over all yes-players Y of the probability with which N j wins against Y given that Y behaves according to Φ 1 , . . . , Φ i during the first i rounds of the game.
We wish to find a quantum operation Φ i such that g j (Φ i ) ≤ 1 4 for each j. Furthermore, we request that S(Φ i ) be maximized over all Φ i satisfying these criteria. Such a Φ i can be found by solving the convex optimization problem
Φ i is a quantum operation.
We discuss the problem (2) in greater detail in Section 3.2. If such a Φ i cannot be found then it follows that the no-player N k wins against every possible yes-player and we are done. On the other hand, if such a Φ i is found then we proceed to the next round. After all t rounds are complete, the yes-player Y k+1 that we seek in iteration k + 1 is given by the quantum operations Φ 1 , . . . , Φ t . We convert these quantum operations into unitary operations via the Stinespring Dilation and we "shrink" these unitary operations to smaller unitary operations acting only upon the yes-player's portion of the s-qubit system as described in Ref. [14] . We complete the (k + 1)th iteration of our algorithm by repeating this process to find a no-player N k+1 who wins against each of the yes-players Y 1 , . . . , Y k+1 constructed thus far.
For each iteration k ≥ 2 and each round i ∈ {1, . . . , t}, let Φ k−1 i and Φ k i denote the quantum operations corresponding to the actions of the yes-players Y k−1 and Y k during the ith round of the game. These operations were computed during iterations k − 1 and k of our algorithm. Claim 2. In every iteration k ≥ 2 there must exist some round i such that S(Φ k i ) is significantly smaller than S(Φ k−1 i ). In this case, we say that round i decreased during iteration k.
Indeed, much of the remainder of this paper is dedicated to proving Claim 2. Suppose for the moment that this claim is true-for each iteration k there is a round i that decreased. In particular, S(Φ k−1 i ) − S(Φ k i ) > γ for some positive γ. As the von Neumann entropy of an s-qubit system is no larger than s, it follows that round 1 can decrease no more than d = s γ times. If after d decrements in round 1 we still have not found a yes-player that wins against every possible no-player then we conclude that no such yes-player exists and we are done.
Of course, each decrement in round 1 may be preceded by at most d decrements in round 2, each of which may in turn be preceded by at most d decrements in round 3 and so on. In all, at most d t decrements can occur before our algorithm terminates. Because each decrement is found by solving several instances of (2), the dimension of which is exponential in s, it follows that the overall running time of our algorithm is exponential in s and t as claimed in the introduction.
The Convex Optimization Problem
In this subsection we examine the convex optimization problem (2) and argue that it has a polynomial-time solution. For any compact convex set A ⊂ R n , a function f : A → R is convex if for every α ∈ [0, 1] and every a, b ∈ A we have f (αa + (1 − α)b) ≤ αf (a) + (1 − α)b. A convex optimization problem has the standard form
x ∈ A where f 0 , . . . , f k are convex. Suppose that A is some "simple" set (e.g. a polytope) and suppose that we have an oracle O that, on input (j, x), returns f j (x) and any subgradient of f j (x). The study of nonsmooth convex optimization has produced a deterministic oracle algorithm that finds a solution x ⋆ ∈ A to (3) in time polynomial in n and k (see Ref. [18] and the references therein). Thus, a polynomial-time implementation of O implies a polynomial-time solution to the convex optimization problem (3) . We now argue that the problem (2) of Section 3.1 can be expressed in the standard form (3) and thus has a polynomial-time solution. It is clear that the set of quantum operations is compact, convex, and easily identified with a subset A of R n for some reasonably bounded n. Additionally, the functions g 0 , . . . , g k in (2) are easily shown to be convex.
Indeed, the only nontrivial observation is that there exists a polynomial-time implementation of the oracle O for the functions g 0 , . . . , g k in (2) . To see this fact, we point out that the no-player N j in the definition of g j is fixed and can therefore be assumed to be a part of the referee. Hence the value g j (Φ) is obtained by simulating a single-prover quantum interactive proof system, which can be done in time polynomial in the number of rounds t and the size of Φ [13] (see also Ref. [9] ). Given this algorithm to compute g j (Φ), it is straightforward to obtain an algorithm that computes a subgradient of g j (Φ). See Ref. [18] for details surrounding subgradients and their computation.
Why The Algorithm Works
Our goal in this section is to formalize and prove Claim 2 from Section 3.1. We start by proving a general quantum information-theoretic inequality that yields a lower bound for χ(Φ, Ψ). Intuitively, this inequality tells us that if two quantum operations are different then any maximally entangled input state can witness this difference, at least to some small extent. Proof. Let |φ , |ψ be n 2 -dimensional unit vectors satisfying Φ ⋄ = (Φ ⊗ I)(|φ ψ|) tr and let X, Y be n×n matrices with vec(X) = |φ and vec(Y ) = |ψ . By the polar decomposition there exist unitary matrices U, V and positive semidefinite matrices P, Q satisfying X = U P and Y = V Q. We have
It follows from the fact that vec(X) is a unit vector that 1 = X F = U P F = P F ≥ P . Similarly, we have Q ≤ 1, from which the theorem follows.
The lower bound we desire for χ(Φ, Ψ) now follows.
Corollary 4. Let Φ, Ψ be quantum operations acting on n × n density matrices. Then
Proof. Let ρ = (Φ⊗I)(|ϑ ϑ|) and ξ = (Ψ⊗I)(|ϑ ϑ|) where |ϑ = 1 √ n vec(I n ). By (1) and Theorem 3 we have
Armed with Corollary 4, we are now ready to prove Claim 2. We start with a lemma.
Lemma 5. For each iteration k ≥ 2 in the iterative algorithm of Section 3.1 there exists a round i for which Φ k−1
Proof. For i ∈ {1, . . . , t}, let ρ k−1 i and ρ k i denote the s-qubit states of the entire system after round i in the games between Y k−1 and N k−1 and between Y k and N k−1 respectively. Then
As Y k−1 loses and Y k wins, the measurement {Π 0 , Π 1 } of the referee's output qubit distinguishes ρ k−1 t from ρ k t with high probability. In particular, we have tr(Π 0 ρ k−1 t ) ≥ 3 4 and tr(Π 0 ρ k t ) ≤ 1 4 from which we obtain
from which the lemma follows.
Corollary 6 (Formalization of Claim 2). For each iteration k ≥ 2 in the iterative algorithm of Section 3.1 there exists a round i for which
Proof. As per Lemma 5, choose a round i for which Φ k−1
The desired result then follows from Corollary 4.
Implications
It is interesting to ask whether our algorithm completely subsumes that of Koller and Megiddo [15, 16] . Indeed it does, but because the Koller-Megiddo algorithm operates directly upon game trees, we must also show that our algorithm can be used to solve game trees in polynomial time. We may assume that a given game tree T has branching factor at least two, as any node of out-degree one may be collapsed into its parent node. If T has v nodes and depth t then it is clear that v ≥ 2 t and that the induced refereed game has O(t) rounds. At each round of the game, the actions of the referee induced by T can be easily encoded into a unitary matrix of size polynomial in v, from which it follows that our algorithm can solve T in polynomial time. Of course, our algorithm also works on quantum games. Another implication of our work is the fact that the quantum refereed games model of computation mentioned in the introduction is equivalent in power to its classical counterpart and hence also to the deterministic exponential-time Turing machine. In terms of complexity classes, our result implies that QRG ⊆ EXP. Feige and Kilian [4] showed that EXP ⊆ RG and the collapse of these three classes follows from the trivial observation that RG ⊆ QRG.
Recall the definition of the quantum refereed games model in Section 1 and the details specified in Section 2.3. In order to apply our algorithm to this model it remains only to formalize what is meant by a "polynomial-time referee." By this phrase it is typically meant that we allow only those referees R with the property that there exists a deterministic polynomial-time Turing machine that, given an input string x, outputs a description of t + 1 quantum circuits that compose the referee's quantum operations. These descriptions are then converted to unitary matrices R 0 , . . . , R t for use with our solution to the quantum refereed games problem. Of course, these matrices are likely to have size exponential in the length of x. As our algorithm runs in time polynomial in the size of the matrices R 0 , . . . , R t and exponential in t, it follows that any language L with a quantum refereed game can also be decided in deterministic exponential time as desired.
It would be interesting to see other uses of the fact that J(Φ) tr ≥ Φ ⋄ (Theorem 3) and of our quantitative bound on the concavity of the von Neumann entropy for quantum operations (Corollary 4).
