Abstract The south-west of Western Australia has experienced significant land-cover change as well as a decline in rainfall. Given that the majority of precipitation results from frontal passages, the impact of land-cover change on the dynamics of cold fronts is explored using the Regional Atmospheric Modelling System version 6.0. Frontal simulations are evaluated against high resolution atmospheric soundings, station observations, and gridded rainfall analyses and shown to reproduce the qualitative features of cold fronts. Land-cover change results in a decrease in total frontal precipitation through a decrease in turbulent kinetic energy and vertically integrated moisture convergence, and an increase in wind speed within the lower boundary layer. Such processes contribute to reduced convective rainfall under current vegetation.
Introduction
The south-west of Western Australia (SWWA) (Fig. 1 ) is typified by a Mediterranean climate with cool, wet winters and warm, dry summers (Gentilli 1971) . Most of the rain occurs in winter (May to October) and is brought about by cold fronts and cloud bands (IOCI 2002) . The formation of fronts is mainly driven by the interaction of subtropical and polar air which provides the conditions for a continual cycle of frontal development within the prevailing westerlies (Sturman and Tapper 1996) . Namely, fronts develop along troughs in-between the anticyclonic cells of the sub-tropical high pressure belt. In winter, these fronts frequently travel across SWWA and result in precipitation events, and in summer, the frequency of fronts traveling across SWWA decreases as the sub-tropical highs (anticyclones) move further south.
The first comprehensive study of frontal systems and winter rainfall over SWWA was by Wright (1974) who identified two major rainfall types. He describes the first type of winter rain as originating from strong north-westerly winds associated with the approach of cold fronts advecting relatively warm humid air from the southern Indian Ocean. He argues that these occur in early winter (May to July), are strongly linked to the oscillation of the sub-tropical highs, and are not strongly impacted by coastal orography and surface friction. Type 2 rainfall occurs mostly in late winter (August to October) and is associated with convection during or after the passage of a cold front. Wright (1974) argues that this type is not as strongly related to general circulation features, i.e., the subtropical highs, and is enhanced by coastal friction and orography.
Following the work of Wright (1974) , a significant decline in winter rainfall was noticed in the 1970s, which has persisted since then (IOCI 2002) . This has resulted in a significant body of research into the likely causes of this decline and a comprehensive review can be found in Bates et al. (2008) . As a brief summary, this extensive literature can be broadly classified into two major categories. The first is that the decline in rainfall is directly linked to changes in the large scale synoptic features of the southern hemisphere such as patterns of mean sea level pressure and sea surface temperatures (e.g., Allan and Haylock 1993; Smith et al. 2000; England et al. 2006; Hope et al. 2006; Samuel et al. 2006; Nicholls 2010) . One of the over-arching arguments is that the frequency of synoptic features leading to winter rainfall, i.e., troughs and cold fronts, have shown a marked decline, while the frequency of high-pressure cells over the continent (and associated drier conditions) has increased. This change in dominant synoptic features has been linked to the increasing level of greenhouse gases (Hope et al. 2006; Cai and Cowan 2006) .
The second school of thought is that land-cover change via the large-scale clearing of native vegetation for agriculture in SWWA has altered the boundary layer dynamics of the region and can explain at least part of the observed decline in rainfall. The extent of land-cover change in SWWA is illustrated in Fig. 1 showing the vermin fence acting as a clear boundary between undisturbed native vegetation east of the fence and agricultural land west of the fence (shaded), representing an estimated 13 million hectares of native perennial vegetation cleared since European settlement (Huang et al. 1995) . The impacts of land-cover change were first investigated by Lyons et al. (1993) and Lyons (2002) who used aircraft and surface measurements to 3 show that the reduced albedo, higher roughness length and canopy resistance over the native vegetation results in higher sensible heat fluxes and hence enhances convective cloud formation especially during spring months. Pitman et al. (2004) further investigated the impacts of land-cover change on the July climate of SWWA by running 3 regional climate models at a 50 km × 50 km resolution using current as well as Pre-European (pristine) vegetation cover. All 3 models showed a decrease in rainfall with the current vegetation, which was attributed to a reduction in surface roughness and frictional drag by the removal of native vegetation. They argued that land-cover change lead to increased divergence of moisture advected from the Indian Ocean at the coast and an increased convergence and higher vertical velocities further inland. This was related to the observed increase in rainfall inland and decrease closer to the coast and hence, Pitman et al. (2004) argue that land-cover change provides a plausible mechanism to explain at least some of the decrease in winter rainfall. Fig. 1 Map showing the vermin fence acting as a boundary between agricultural land use (shaded), west of the fence, and native vegetation, east of the fence, in south-west Western Australia (SWWA). The map shows the release locations of the atmospheric soundings at the Lake King East (LKE) and Lake King West (LKW) sites, the location of the meteorological station at Albany Airport (AL), and the boundary of Grid 3.
The interaction between vegetation and the atmosphere has also been extensively studied elsewhere. Anthes (1984) postulated that vegetation bands of up to 50-100 km in semiarid regions could potentially initiate and enhance moist convection under the appropriate atmospheric conditions. More realistic numerical simulations by Pielke et al. (1999) have shown that landscape (vegetation) changes in Florida between 1900 and 1993 can account for up to an 11 % decrease in summer rainfall in this region and Kanae et al. (2001) found similar effects for September rainfall on the Indochina peninsula. A comprehensive review of the effects of land-cover change on atmospheric circulations can be found in Pielke (2001) , Pielke et al. (2007) , and Cotton and Pielke (2007) .
In summary, there is ample evidence that land-atmosphere interactions are an important part of the overall hydrological cycle. Although the work of Pitman et al. (2004) provides useful insight into land-atmosphere interactions and precipitation, it did not explicitly focus on the interaction between cold fronts (a major source of precipitation) with the land surface in SWWA. The ongoing bufex field campaign (Lyons et al. 1993) recently completed the collection of high resolution atmospheric soundings in SWWA during December 2005 (summer) and August 2007 (late winter to early spring), during which two cold fronts were observed to travel across SWWA and resulted in precipitation events. Accordingly, the aim of this paper is to investigate the interactions of these two cold fronts with the land surface. Numerical experiments are carried out with RAMS (Pielke et al. 1992; Cotton et al. 2003 ) (latest version 6.0) and the model is evaluated against the high resolution atmospheric soundings, as well as station observations and grided rainfall analyses. Sensitivity tests are carried out to investigate the impacts of historical land-cover change on the structure and dynamics of the cold fronts.
Study area and field data
Field observations were undertaken in December 2005 and August 2007. December is during the austral summer season, with the agricultural region being bare of crops following harvest and covered with harvest stubbles approximately 0.2 m high or bare soil and August is during late winter to early spring, with the agricultural region active. The native vegetation east of the fence (Fig. 1 ) is undisturbed and in its pristine state. It is mostly comprised of eucalyptus eremophilia species and patches of eucalypt woodland can be found on the lower ground and casuarina thickets on the residual plateau soils (Lyons et al. 1996) . The height of the native trees varies between 0.5 m to 6.0 m and more than 75% are between 0.5 m and 2.0 m high (Esau and Lyons 2002) . There is no irrigation across the region and the overall landscape inland is flat. The predominant soil type is a duplex soil of sand over clay.
High resolution atmospheric soundings were acquired using the National Center for Atmospheric Research Mobile Global Positioning System Advanced UpperAir Sounding System during the first three weeks of December 2005 and August 2007 at 3-hourly intervals at two locations near the town of Lake King, namely, the Lake-King West (LKW) and Lake-King East (LKE) sites respectively (Fig. 1) . The soundings provided profiles of temperature, relative humidity, wind speed and direction either side of the vermin fence (i.e., the LKW site in the agricultural region and the LKE site in the native vegetation) from the surface to about 12 km. This data were collected as part of the ongoing bufex field campaign (Lyons et al. 1993) and all soundings were subjected to data quality control. These soundings were not assimilated into RAMS but used to evaluate the model.
The Australian Bureau of Meteorology operates a large number of automated meteorological stations across SWWA which record hourly data including temperature, wind speed, wind direction, relative humidity, and pressure. Data from the Albany Airport station (AL in Fig. 1 ) were used to compared against the model. The bu-reau also provides gridded analyses of daily precipitation over Australia at a 5 km resolution. These analyses were used to compare against the simulated precipitation.
Model description and initialization
RAMS is a highly versatile three-dimensional mesoscale meteorological model (Pielke et al. 1992; Cotton et al. 2003 ) that has been extensively used for a wide variety of applications including modelling sea breezes (e.g., Ma and Lyons 2000; Cai and Steyn 2000; Miao et al. 2003; Kala et al. 2010 ) and storm events (e.g., Nair et al. 1997; Kotroni et al. 1998; Ryan et al. 2000; . The latest 6.0 version was utilised and operated as a non-hydrostatic, compressible, primitive equation model with a σ z terrain-following vertical coordinate system with polar stereographic coordinates. RAMS 6.0 is coupled to a Land-Ecosystem Atmosphere Feedback Model (LEAF-3) that represents the energy and moisture budgets at the surface and their interactions with the atmosphere (Walko et al. 2000) . It incorporates the interactions between soil and vegetation and the atmosphere at a sub grid scale; see Walko et al. (2000) for detailed model descriptions.
Three nested grids were used with Grid 1 covering the Australian continent and its contiguous Indian and Southern oceans at a grid spacing of 60 km × 60 km and covering a domain of 3180 km × 2580 km , Grid 2 had a spacing of 20 km × 20 km and domain of 1420 km × 1240 km, and Grid 3 a spacing of 5 km × 5 km and domain of 650 km × 590 km (Fig. 1) . 28 vertical levels were used for each grid starting at 20 m above ground level to 21 km, with the lower levels having higher resolution and the upper levels were gradually stretched to a maximum spacing of 2 km in the upper levels of the atmosphere and 10 soil layers were used. The turbulence closure scheme of Mellor and Yamada (1982) was used for vertical diffusion and horizontal diffusion was taken as proportional to the horizontal deformation rate with a coefficient based on the Smagorinsky (1963) formulation. The Harrington scheme (Harrington 1997) was used for longwave and shortwave radiation and the KainFritsch convective parameterization scheme (Kain and Fritsch 1993) was utilized in the two outer grids and explicit microphysical parameterization (Walko et al. 1995; Meyers et al. 1997) was activated in all model grids.
RAMS was initialised with the 1 o × 1 o National Center for Environmental Prediction Final Analyses at 6-hourly intervals. The model was nudged towards the lateral and top boundaries of the coarsest grid domain with no nudging in the centre of the domain. Soil moisture data from the Australian Soil Water Availability Project (Raupach et al. 2008; ) were used for soil moisture initialisation. This data provides monthly means of upper (surface to 0.2 m) and lower (0.2 m to 1.5 m) relative soil moisture (percentage of field capacity) across the Australian continent at a 5 km × 5 km grid spacing. The upper and and lower layer soil moisture from this dataset were used to initialize the top three and bottom seven soil layers in RAMS respectively. The model was initialised 15 days prior to the event to allow for sufficient spin up of the soil variables and only two grids were used for computational efficiency. The model was then restarted with three grids by interpolating the soil variables from the spin-up run and the model was integrated for 72 hours 6 to capture the movement of the cold fronts across SWWA (i.e., 24 hours before the cold front reached the coast, 24 hours while it moved across, and 24 hours to capture post-frontal processes).
All input geographical datasets were obtained from the RAMS source distribution except that the mean sea surface temperatures for December 2005 and August 2007 were obtained from the National Oceanographic and Atmospheric Administration Optimum Interpolation Sea Surface Temperature V2 data archive (Reynolds et al. 2002) , 9 s (≈ 250 m) topography was obtained from Geoscience Australia (Hutchinson et al. 2009 ), and the land-cover / vegetation classes were obtained from the Australian Surveying and Land Information Group (AUSLIG 1990) . This data provides two vegetation datasets over the Australian continent, a current Post-European settlement vegetation cover dataset representative of 1988, and a Pre-European settlement vegetation cover dataset representative of 1788, and have been used previously in RAMS (e.g., Pitman et al. 2004; Peel et al. 2005; Kala et al. 2010) . Following Kala et al. (2010) , these vegetation classes were mapped to the LEAF-3 classes by mapping the vegetation data for the current vegetation types as close as possible to the vegetation files provided with the RAMS source distribution. Additionally, the data for current vegetation were modified to have bare soil, rather than crops within the agricultural region for December, as harvest had been completed by then. The same translation was used to convert the Pre-European vegetation data to LEAF-3 classes, and this dataset was used to carry out simulations of the effects of changes in land-cover. Hence in December, land-cover change represents a change from wooded grasslands to bare soil, whereas in August, it represents a change form wooded grasslands to crops.
Description of cold fronts and model evaluation
The two cold fronts were chosen based on days for which upper air observations were available for validation during December 2005 and August 2007, rather than the strongest cold fronts observed during these months. The summer cold front travelled across SWWA between the 10 and 11 December 2005 and the winter cold front between the 5 and 6 August 2007. This is illustrated in Fig. 2 showing the surface analysis chart at 0000 UTC (0800 LST) on 11 December 2005 and 0600 UTC (1400 LST) on 6 August 2007 respectively. Fig. 2a shows the summer front moving across SWWA, with cold air emanating from a low pressure cell in the southern Indian Ocean, and warmer air from the weak surface low and inland trough. The movement of the cold front is enhanced by the trough and the front eventually moves further south as the low pressure cell in the southern Indian Ocean weakens. Such a synoptic pattern is atypical for summer in SWWA, as the high pressure cells (anticyclones) associated with the sub-tropical high pressure belt are usually further south and cold fronts emanating from the cyclonic cells in the southern Indian Ocean seldom reach the coast. Fig. 2b on the other hand shows a typical winter pattern with high pressure cells located around 25 o S in the eastern Indian Ocean and the central Australian continent respectively, with the cold front in the middle. The front reaches further north and the pressure gradient force is higher as compared to the summer case (Fig. 2a) . The passage of a cold front usually results in a sharp decrease in surface pressure and temperature due to the advection of moister, cooler maritime air, as well as an increase in moisture content and cloudiness. This is illustrated in Figs. 3 and 4 showing the observed and modelled time-series of sea-level pressure, temperature, mixing ratio (derived from the observed pressure, temperature, and relative humidity), wind speed, and wind direction at the AL station (Fig. 1) for the summer and winter fronts respectively. We note that the modelled temperature and wind speed have been corrected to screen level using surface-layer scaling, while the mixing ratio and wind direction are for the lowest grid (6.52 m). Figs. 3a and 4a show that the model clearly captures the decrease in sea-level pressure associated with the passage of the front and the subsequent increase as the front travels further east. However, the model performs poorly in reproducing the temperature trends, with over-predictions by as much as 5 o C (Figs. 3b and 4b) . Namely, the model produces a normal temperature diurnal-cycle, while the data show evidence of rapidly changing cloudiness, as shown by the "kinks" in the temperature trace, which are not captured by the model. This is clearly evident in (Fig. 1) for the summer front from 0900 LST on the 9 December to 0900 LST on the 12 December 2005.
the observed temperature trace essentially lacking a daytime-maxima due to the passage of the front and associated cloudiness (other stations showed the same trends). This discrepancy can partly be explained by the fact that the model is initialised with boundary conditions at a resolution of one degree (≈ 100 km), while the temperature contrast between warm and cold air at the frontal boundary is over a much smaller spatial scale. Hence, this sharp contrast in temperature is unlikely to be reproduced by the model (under its current configuration) and can partly explain temperatures being over-predicted. Nonetheless, Figs. 3c and 4c show that the model captures the increase in mixing ratio associated with the passage of the front reasonably well, and wind speeds and wind direction are also reasonably well reproduced (Figs. 3d, e and 4d, e). We note that Fig. 3c shows a sharp increase in humidity between 1200 LST and 1500 LST on 10 December 2005, suggesting the arrival of a sea-breeze. While the model also shows an increase in mixing ratio over this period, the magnitude of the increase is small compared to the observations. Previous sea-breeze modeling in SWWA (Kala et al. 2010 ) has shown that RAMS tends to reproduce the qualitative features of the sea-breeze, while the quantitative errors can be large, i.e., the simulated sea-breeze is weaker than observed.
While Figs. 3 and 4 provide useful insight into the performance of the model close to the surface, it is equally important to examine the vertical structure of the atmosphere. This is illustrated in Fig. 5 showing the observed and modelled profiles of temperature, mixing ratio, wind speed and direction at the LKW site (Fig. 1) for the summer front on the 11 and 12 December 2005 at 0600 LST. The figure shows that the model reproduces the overall vertical structure of the atmosphere well. However, we note that the front reached the LKW and LKE sites close to 0900 LST on the 11 December, and since no soundings were available at that time, it is not possible to comment on the ability of the model to simulate the frontal passage. Nonetheless, Fig. 5 still provides some confidence in the model. Fig. 6 shows the same variables plotted at the LKW site ( Fig. 1) for the winter front on the 6 August 2007 at 1200 LST and 1500 LST respectively (the front reached the LKW and LKE sites between these times). The figure shows that the model performed reasonably well at 1200 LST, but did not capture the sharp decrease in temperature by as much as 5-8 o C at 1500 LST. This decrease in temperature is associated with the baroclinic zone at the frontal boundary which is substantially smaller as compared to the model grid spacing and input boundary conditions, and appears to have been smoothed out. Fig. 6b shows that the mixing ratio was generally overpredicted at 1500 LST, which can be related to temperatures being over-predicted. Fig. 6c shows that wind speeds were generally under-predicted at 1500 LST and the simulated wind direction (Fig. 6d) was off by about 30 o . In general, comparison with the soundings further illustrates that the model does not capture the fine-scale structure of the front (comparison with soundings at the LKE site showed the same trends and have not been reproduced here for simplicity).
It is also important to evaluate the model's ability to simulate precipitation since the focus of this paper is on the effects of land-cover change on precipitation. Given that precipitation is highly variable and only resolved on the outer two grids (since the convective scheme is only valid for the first two grids), a direct comparison with station observations is difficult. However the Australian Bureau of Meteorology provides daily analyses of grided rainfall over Australia based on station observations, giving both the magnitude and spatial extent of precipitation. This is compared to the model output from grid 2 as illustrated in Figs. 7 and 8 showing the observed and simulated total surface accumulated precipitation for the summer and winter fronts respectively. Fig. 7 shows that the model reproduced the magnitude and spatial extent of precipitation reasonably well for the summer front, with precipitation generally under-predicted in the central and southern wheat-belt. Fig. 8 on the other hand shows that the model under-predicted precipitation along the west-coast and over-predicted precipitation in the eastern wheat-belt for the winter front. A possible explanation for the under-prediction along the west coast can be attributed to the Darling Scarp, a topographical feature of SWWA. The scarp can be observed from space, extending 200 km in a north-south direction from 31 o S to 34 o S (Fig. 1) roughly 25 km from the coast, representing a sudden increase in topography of about 300 m from sea level (Pitts and Lyons 1989) . Pitts and Lyons (1990) used an earlier version of RAMS to model flows along the scarp and found that a horizontal resolution of 0.5 km was required to adequately simulate the meteorological impact of the scarp. These features are not resolved with a 20 km grid resolution and suggest that any topographical enhancement of precipitation would not be simulated. We note that this is an inherent limitation of the model as the convective scheme used assumes a horizontal grid spacing greater than 20 km.
Overall, comparison of the model output with station observations and the soundings show that the model captures the broad features of the front, but not the fine scale structure. Comparison with gridded rainfall observations show that coastal orographic effects are not well represented for the winter front, due to the coarse resolution of Grid 2. We note that several studies have used RAMS to model storm events, including those induced by cold fronts (Nair et al. 1997; ; Gero and Pitman 2006). However, the latter do not evaluate the model output against observations, and hence, it is difficult to benchmark our results against similar studies. In fact, argue that they do not expect RAMS (when initialised with re-analysis data) to be able to reproduce a meteorological event on a particular day, since Australia is a relatively data-poor region (as compared to the United States), and hence, they do not evaluate their results against observations. Having adequately evaluated the model, the next section discusses the impacts of land-cover change on cold-front dynamics.
Impacts of land-cover change
Figs. 9 and 10 show the difference in total surface accumulated precipitation between current and pre-European vegetation cover for the summer and winter fronts respectively, expressed in absolute vales (rounded to the nearest mm) and as a percentage change (∆ P) respectively:
where P current and P preEu are the total surface accumulated precipitation (mm) under current and pre-European vegetation cover respectively (We note that ∆ P will be greater than ±100% when the magnitude of the difference between P current and P preEu is greater than P current ). Fig. 9a shows a reduction in precipitation of up to 2-6 mm in the southern wheatbelt for the summer front, which corresponds to a percentage change of 50-150% (Fig. 10a) . Fig. 9b shows a reduction of 2-4 mm across most of the wheat-belt for the winter front corresponding to a percentage change of approximately 50% (Fig.  10b) . We note that these percentages need to be interpreted with care, namely a small absolute change in precipitation can represent a high percentage change (e.g., 1 mm to 2 mm, represents a 100% decrease under current vegetation, but is nonetheless a small absolute change). These are inherent limitations of doing single rather than 14 ensemble simulations, and hence, the focus of our paper is to explain the mechanisms behind the overall decrease in precipitation under current vegetation, rather than the magnitude of the decrease. Given that there is no additional source of atmospheric moisture and the only difference is a change in land-cover, the increase in precipitation under pre-European land cover must be due to enhanced vertical motion and cloud micro-physical processes. That is, there must be a mechanism bringing additional moisture beyond the lifting condensation level or the freezing level, which would enhance convective cloud formation and increase the likelihood of rain. This is illustrated in Fig. 11 showing the difference in turbulent kinetic energy (TKE) between current and preEuropean vegetation cover along a north-south transect passing through 117 o E (Fig.  1) for the summer and winter fronts respectively. Fig. 11a shows a clear decrease in 15 TKE under current vegetation conditions extending up to 1.4 km and well above the lifting condensation level (shown by the dotted white line) for the summer front, and up to 0.6 to 0.8 km for the winter front (Fig. 11b) . This implies stronger turbulent mixing throughout the boundary layer and extending beyond the lifting condensation level, which would have invariably enhanced convective precipitation processes . The larger decrease in TKE for the summer front (Fig. 11a) as compared to the winter front (Fig. 11b) would have been due to enhanced surface heating during summer, and this is reflected in the higher percentage decrease in precipitation for the summer front (Fig. 10) . Fig. 12 is the same as Fig. 11 , except that it shows the change in wind speed. The figure clearly shows an increase in wind speed within the first 600-800 m of the atmosphere under current vegetation cover. This would be due to the lower aerodynamic roughness length of the bare soil (summer front) and crops (winter front), compared to pre-European vegetation cover. Hence, land-cover change (i.e., a change from wooded grasslands to bare soil or crops) not only results in a decrease in turbulence, but increases the frontal speed close to the surface, allowing less time for processes leading to convective precipitation to take place. This decrease in turbulence is further illustrated in Fig.13 showing a decrease in PBL heights under current vegetation of up to 100-250 m for the summer front and 40-100 m for the winter front throughout the wheat-belt, similar to the findings of Huang et al. (1995) . Pitman et al. (2004) argued that the mechanism leading to reduced July precipitation in SWWA due to land-cover change is a change in surface moisture convergence. To test this hypothesis, we define the vertically integrated moisture flux convergence (Φ) following van Zomeren and van Delden (2007) 
where q is the specific humidity, u and v are the zonal (x) and meridional (y) wind components respectively, p is pressure, and g is acceleration due to gravity. Φ is evaluated as the summation of the horizontal moisture flux convergence over the intervals 1000-925, 925-850 and 850-700 hPa. We note that Eq. 2 is the conventional definition of Φ, whereas Pitman et al. (2004) limited their evaluation of moisture convergence to the lowest grid level.
The change in Φ between current and pre-European vegetation cover for the summer and winter front is illustrated in Fig. 14 , showing a decrease in Φ along the western boundary of the wheat-belt and an increase further inland, similar to the findings of Pitman et al. (2004) . We note however that regions showing a decrease in Φ do not correspond exactly with regions showing a decrease in precipitation (Figs. 9 and 10 ). Given the complexities of land-atmosphere feedbacks, it is likely that the decrease in Φ, together with decrease in TKE and the increase in wind speed provide a plausible mechanism for the decrease in precipitation. Thus, irrespective of large scale atmospheric changes (e.g., Hope et al. 2006; Nicholls 2010) , land-cover change has contributed to a decrease in microphysical processes within frontal systems to decrease precipitation in SWWA. Whilst large scale processes have decreased the number of fronts reaching SWWA, land-cover change has reduced the effectiveness of these frontal systems in producing precipitation (at least for the ones considered here, which are Type 2 systems (Wright 1974) and sensitive to surface conditions). Furthermore, several studies investigating the influence of anthropogenic (greenhouse) forcing on SWWA rainfall (e.g., Cai and Cowan 2006; Timbal et al. 2006) conclude that these alone cannot account for all of the decline in rainfall and other factors (like land-cover change) must be accounted for.
6 Conclusions RAMS version 6.0 is used to model a summer and a winter cold front in SWWA and shown to reproduce the overall features of the fronts reasonably well, but the quantitative errors are shown to be high. Namely, temperatures are over-predicted by as much as 5 o C as the model does not reproduce the strong temperature gradient between cold and warm air within the front. This is attributed the the coarse resolution of the input boundary conditions and is an inherent limitation of the model setup. The model reproduces the spatial and temporal extent of precipitation well for both fronts, but quantitatively, precipitation is under-predicted along the west coast and over-predicted further inland for the winter front. This is partly attributed to orographic effects which cannot be adequately resolved due to the relatively coarse resolution of the second model grid.
Sensitivity tests are carried out to investigate effects of historical land-cover change and it is found that land-cover change results in a decrease in precipitation for both 18 fronts, with a higher decrease for the summer front. The decrease in precipitation is attributed to a decrease in turbulent kinetic energy and moisture flux convergence as well as a increase in wind speed within the lower boundary layer. The suggested mechanism is that the enhanced vertical mixing under pre-European vegetation cover, with the decrease in wind speeds close to the ground, enhance microphysical processes leading to increased convective precipitation. The higher decrease in precipitation for the summer front is most likely due to enhanced convection during summer.
Whilst this study was limited to two events, it highlights a significant change in microphysical processes caused by land-cover change. Even without large scale shifts in the climate, local land use practices impact on the atmospheric processes and need to be adequately managed under a changing climate.
