Abstract. In this paper, we estimate the dimension of a global attractor for a nonclassical hyperbolic equation with a viscoelastic damping term in Hilbert spaces
Introduction
We are concerned with the estimates on the dimension of a global attractor for the following initial value problem for a nonclassical hyperbolic equation with a viscoelastic damping term:
u(x, 0) = u 1 (x) and u t (x, 0) = u 2 (x), u(x, t) = ∇u(x, t) = ∆u(x, t) = 0, x ∈ Γ, t ∈ R + ,
where Ω ⊂ R 2 is an open bounded set of R 2 with a smooth boundary Γ sufficiently regular, and the initial data u 1 (x), u 2 (x) are in appropriate function spaces, k > 0 is a constant, and δ > 0 is a damping. The force u + = max{u, 0} is the positive part of u. Further details can be found in [1] and [9] .
Throughout the paper we use the notation H = L 2 (Ω) 
where all embeddings are compact, and H * , V * are the dual spaces of H, V , respectively. We can define the power A s for s ∈ R, which is also an operator on the space 
We assume that h ∈ H, g ∈ C 2 (Ω), and the function g : R → R satisfies the following conditions:
and there exists a positive constant c 0 such that
Furthermore, we need the following assumptions on g : (i) there exist β ∈ (0, 1) and c 1 such that
Results on the existence of a solution and attractor in a bounded domain can be found in [10, 11, 7] , and so on. In the book [11] , the notion of dimension of a global attractor was considered. Later, V. V. Chepyzhov and A. A. Ilyin presented an approach that is well suited for studying the dimension of the global attractor arising in [3] . The construction of the Hausdorff dimension and fractal dimension of global attractors admits the same upper bound under quite general assumptions. Further references are [2, 4, 5, 6, 8] , and [12] . However, there is not yet a formula for the upper bound of the dimension of a global attractor for a nonclassical hyperbolic equation. In this paper, we obtain a rather strict upper bound for the dimension a global attractor by careful estimations and give the optimal value for the parameter α that leads to the minimal estimate of the dimension of the attractor so that the value γ = γ(k, g (ϕ) L(V α ,H) ) in the main estimates for the dimension is determined explicitly. The obtained dimension decreases as the damping coefficient δ grows and is uniformly bounded for large δ, which conforms to physical intuition. Meanwhile, this gives us a relatively easy way to estimate the upper bound of the dimension of the attractor.
The main result is the following theorem.
Theorem 1.1. Let the nonclassical hyperbolic equation be given by equations (1.1).
Assume that g(u) satisfies conditions (1.5) − (1.8). Then for any δ ≥ δ 0 > 0, the Hausdorff and fractal dimensions of the global attractor A for the system (1.1) satisfy
where
are the eigenvalues of the operator ∆ 2 with the Dirichlet boundary condition on
) is a positive constant, and α = 2σ/p with 0 ≤ 2σ < p < ∞, p ≥ 1.
From Theorem 1.1, we see that the upper bound of the dimension is decreasing with respect to δ and remains small when damping coefficient δ is very large because
Preliminary results
We use (1.2) to give the following definition of a weak solution to system (1.1).
, the generalized formula holds:
Now we recall some basic results in [10, 11, 7] .
Lemma 2.2. Suppose that the constants T > 0, k > 0 and the initial conditions
. Then for system (1.1) there exists a unique (weak) solution such that
The next two lemmas are results on the existence of a global attractor of the dynamical system S(t), t ≥ 0. 
The Hausdorff and fractal dimensions of the attractor
We shall prove in this section that the global attractor given in Lemma 2.3 is finite dimensional. For every t ∈ R, we define the mapping
which maps E 0 = V × H and E 1 = D(A) × V into themselves and they enjoy the group properties. Therefore, for every t, S(t) is a homeomorphism from E 0 onto E 0 (or from E 1 onto E 1 ) and is continuous in E 0 (or E 1 ). We define the inner product in E 0 by ({p, q}, {p,q}
There exists a complete orthonormal family in H, {ω j } j∈N , consisting of the eigenvectors of A:
Let ε 0 = min(δ/4, λ 1 /2δ); for any ε ∈ (0, ε 0 ), we consider the semigroup of operators
The operator R ε , ε ∈ R, is an isomorphism of E 0 , given by the formula R ε : {x, y} → {x, y + εx}, for any x, y ∈ E 0 . If A is the maximal attractor defined by Lemma 2.3 for S(t), then R ε A is the maximal attractor for S ε (t). We first check assumption (ii) on g for the operators S(t) to give the optimal value for the parameter α.
Lemma 3.1. There exists α ≥ 0 such that for every ϕ ∈ D(A), the differential g (ϕ) belongs to L(V α , H) and, for every
Proof. From (1.6) we have
The case σ = 0 is obvious.
For σ > 0, if ϕ ∈ D(A) with ϕ D(A) ≤ R, then by (1.4) and the Sobolev imbedding inequality
Let ψ ∈ V α and φ ∈ H; we apply Hölder's inequality with exponents p/σ, 2p/(p − 2σ), 2, and find
For n = 2 due to (1.4) and the Sobolev imbedding theorem we have
Therefore,
This shows that g (ϕ)ψ is in the space H(= H * ) and its norm in H is bounded by c 3 (R)c 5 ψ α , i.e., K ≤ c 3 (R)c 5 .
From Lemma 3.1 we obtain the optimal value for the parameter α = 2σ/p with 0 ≤ α < 1 that leads to the minimal estimate of the dimension of the attractor. 
where f (u) = ku + , with initial data
has a unique (weak) solution.
Proof. Using Lemma 2.2, we are able to prove that the linearized problem (3.5) − (3.6) possesses a unique solution V (t) such that
and
We can then define a linear map L(t, ϕ 0 ) :
It can also be proved that L(t, ϕ 0 ) is bounded and that {S(t)} t≥0 is uniformly differentiable on A, i.e.,
S(t)(ϕ
Setting θ = R ε ϕ = {u, u t + εu} and choosing
we may rewrite system (1.1) as a first evolution equation of the form
where b(θ) = {0, G(u)},h = {0, h}, and
Here I denotes the identity mapping. Also for simplicity of the presentation, we denote by {u, v} T the transposed form of {u, v}. In the above notation, the first variation equation (3.5) has the form
For the proof of the main result we need the following lemma, which can be found in [12] .
Lemma 3.3. For any
.
DELIN WU AND CHENGKUI ZHONG
Recalling that in the generalized Liouville formula (3.12)
we have that the m-trace T r(B (S ε (τ )θ 0 ) • Q m (τ )) provides information for the evolution of the m-dimensional volumes, transported along S ε (t)θ 0 , by the first variation equation. We denote by Q m (t) the orthogonal projector in E 0 onto the subspace spanned by U 1 (t), . . . , U m (t). We also denote by
the orthonormal basis of span{U 1 (t), . . . , U m (t)} = Q m (t)E 0 . We have that
Under the above notation, we prove our main result.
Proof of Theorem 1.1. From Lemma 2.4 we have that R ε A ⊂ E 1 . Using this fact and conditions (1.5) − (1.8), we write (3.14)
Applying Lemma 3.1, we take
This allows us to majorize |(G (u)y j , z j )| by
Hence, applying Lemma 3.3 and Young's inequality to relation (3.14), we deduce
Since {Φ j } is an orthonormal basis of Q m E 0 , we have from (3.15) the inequality 
Thus, by (3.16) and (3.17), we have the following estimate:
We integrate (3.18) with respect to time t to obtain the relation Consequently, we have that q m ≤ 0.
Therefore, by Theorem V.3.3 in [11] and Theorem 2.1 in [3] , the dimensions of the attractor A are Remark 3.4. The estimate from Theorem 1.1 for the dimension of the attractor depends on the parameter p, which seems to be quite arbitrary. For convenience, we assume that the value of p is optimal. From (3.2) and (3.22) we deduce that α = 0, i.e., p = +∞ is the optimal value for the minimal estimate of the dimension of the attractor.
