Abstract-This paper considers resource allocation algorithms for processing streams of events on computational grids. For example, financial trading applications are executed on large computational grids that receive streams of data such as stock ticker prices, commodity prices, foreign-exchange rates and total risk exposure. The economic value of a computation depends on the time taken to execute it; an arbitrage opportunity can disappear in seconds. Given limited resources, it is not possible to process all streams without delay. The more resource available to a computation, the less time it takes to process the input, and thus the more value it generates. Therefore, the scheduling policy should be designed to optimize the net economic value of computations executed on the grid. In this paper, we propose two scheduling/resource allocation algorithms for processing streams on computational grids to optimize economic value. Both algorithms are based on market mechanisms; one uses a centralized market and the other decentralized markets. We prove bounds on performance and present measurements to show that the performances of the resource allocation systems are nearoptimal and outperform load-balancing heuristics.
I. INTRODUCTION
In the last decade, the proliferation of the Internet, the World Wide Web, and sensor networks has fueled the development of applications that process, analyze, and react to continuous data streams in a near-real-time manner. Examples of such stream applications include network traffic monitoring, intrusion detection, financial services, large-scale reconnaissance, and surveillance. Computational grids form the critical infrastructure for many businesses, just as automobile factories did for Ford and chemical plants for Du Pont; therefore, designing grids in a way that maximizes profits for economic enterprises is important. Current state-of-the-art management systems for computational grids include Legion [1] and Globus [2] . The substantial existing research on grid management can be applied to many economic enterprises by treating the grid as the physical infrastructure that generates economic value. The allocation of resources in a computational grid to generate the most economic value from streaming applications presents an interesting research problem.
The resource allocation problem is one of the oldest and most thoroughly studied problems in computer science. It is proven to be NP-complete and computationally intractable [3] , [4] . Thus, any practical scheduling algorithm presents a trade-off between its computational complexity and its performance [5] , [6] . There have been several good comparisons of commonly used algorithms [7] , [8] , [9] . The most common formulation of the problem in a distributed computing environment is: given a set of tasks, each associated with a priority number and a deadline, and a set of computing resources, assign tasks to resources and schedule their executions to optimize certain performance metrics. These optimizations include maximizing the number of tasks that can be processed without timing/deadline violations, minimizing the completion time of the last task (the makespan), minimizing the aggregate weighted completion time, and minimizing computing resources needed to accommodate the executions of a set of tasks to meet their deadlines. Well known engineering heuristics for mapping/scheduling tasks on multiple processors include First-Fit, Best-Fit, Min-Min, Max-Min, Genetic Algorithms, and Simulated Annealing. A detailed discussion of these algorithms can be found elsewhere [10] .
A periodic task is a task that has an assigned period, is executed periodically, and must finish each execution before the start of the next period. Liu and Layland [9] derived a priority-driven algorithm for scheduling periodic tasks, called rate monotonic (RM) , and presented sufficient schedulability conditions for RM: a set of N tasks is guaranteed to meet their deadlines on a single processor under RM scheduling if system utilization is no greater than N (2 1 N − 1). This lower bound, called the minimum achievable utilization, is a conservative but useful test for schedulability. Liu and Layland also proposed the dynamic priority earliest-deadline-due (EDD) algorithm and proved that it is optimal for scheduling periodic tasks on a single processor. Although both RM and EDD are optimal for scheduling periodic tasks on single processors, they fail to give provably good performance for scheduling periodic tasks on multi-processor systems [11] .
In this paper, we address the resource allocation problem for stream processing on computational grids. We first examine why traditional task scheduling algorithms, including those designed for periodic tasks, are not well suited for stream processing. We then present our problem formulation and design a resource reservation system to solve the problem. Next, we outline two market-based methods for building the resource reservation system and carry out performance evaluations. Finally, we discuss future work in this area.
II. STREAM APPLICATIONS
A stream application consists of a graph of multiple interacting and repeatedly executed processing units. These processing units perform particular types of processing on the incoming data streams-annotating or transforming the data in a stream, or merging multiple streams-and publish the generated results as new streams or into persistent storage. Each repetition of the execution is triggered by the arrival of new inputs, the frequency of which can have a fixed rate, follow a specified distribution, or be completely random. Thus the conventional method of associating each task with a fixed deadline is not suitable because the exact time at which each execution can start is not known a priori.
In addition, stream applications have varying quality of service requirements. Some require processing and analysis to be done on-the-fly in order to enable real-time responses, with little tolerance to delay. Some have elastic deadlines, where the value realized depends on how quickly the inputs are processed. For example, the value of delivering a stock tick stream to a user with a 10-second delay is less than that with a 1-second delay, and the difference in value depends on the user. Thus the conventional method of using a priority number to indicate a task's importance/value is not suitable.
Furthermore, rather than minimizing the number of machines used to meet the deadlines of all tasks, or the makespan of the task set, our objective is to maximize the net economic value generated by a fixed set of resources. We assume that the grid is given, and our goal is to utilize the grid for the greatest economic benefit by scheduling the processing of streams. We do not consider the possibility of generating revenue by renting grid capabilities to third parties. Given these distinctions, conventional solutions that optimize traditional metrics are not suitable for the stream environment.
Lastly, computations on streams often have substantial state; for example, a computation in a trading application maintains the state of the trade. Some operations on streams cannot be moved between computers without also moving the state associated with the operations, so pinning operations to computers in a grid is an important step in the scheduling process. This turns the optimization problem into a non-convex NP-hard integer programming problem, which we discuss later.
There are several research projects studying different aspects of stream processing, e.g., STREAM [12] , Borealis [13] , SMILE [14] , and GATES [15] . However, their approaches to resource management are fundamentally different from the one presented here, because we deal with objective functions based on economics rather than on load balancing.
III. PROBLEM FORMULATION
We represent the computational fabric for stream processing by a graph, where the nodes represent processors and the edges represent communication channels. Each node and each edge has an associated set of parameters. Node parameters include the amount of memory, floating-point and fixed-point speeds, etc. Edge parameters include bandwidth and latency.
Each stream application can be represented as having three components: one or more input flows, one output flow, and a graph of interacting processing units. Figure 1 shows and becomes active and T endi is the time instant when it stops receiving inputs and becomes inactive. Each stream application has a utility function U (r), which maps an amount of resource r to the value realized by processing the inputs with that guaranteed amount of resource. For theoretical foundations about utility functions, refer to Mas-Colell and Green [16] . In most cases, U (r) is a concave nondecreasing function with parameters that depend on the application. Figure 2 shows three example utility functions. The more resource available to a stream application, the quicker it can process its input, and thus the more utility it generates.
The problem we solve is to maximize the total utility realized by all the stream applications subject to resource constraints. This is analogous to the bin packing problem with variable sized items. The computing resources correspond to the set of bins and the stream applications correspond to items whose weights depend on the variable size. The utility functions map the different sizes of each item to their corresponding weights, which are typically non-linear. In the bin packing problem, the objective is to choose the size of each item and put it into a bin, so that the total weights in all the bins are maximized. In our problem, the objective is to choose the amount of resource allocated to each stream application and assign it to a machine.
If we assume that each processing unit can be split and hosted on multiple machines, then the problem becomes a continuous convex optimization problem, which is easily 
However, the processing units often perform their computations based not only on current data but also on the history of past data; in such cases, they cannot be split and mapped to multiple machines. With this constraint, the problem becomes an NP-hard discrete programming problem. We propose using a resource reservation system to solve the problem in two steps: (1) assign each processing unit T i to one machine M j ; (2) reserve a certain amount of M j 's resource r ij for T i 's execution during its existence interval. Figures 3 and 4 show a system view and a per-machine view of this solution space. Each resource reservation is of the form
where r i denotes the amount of resource that is reserved for stream application i. The value of x ijt ∈ {0,1} indicates whether stream i is assigned to machine j during time t.
In this paper, we investigate a simpler version of the problem, where each stream application consists of a single processing unit instead of a graph of interacting processing units, and all stream applications have the same existence interval. We propose the following problem formulation:
Let there be N stream applications, each with a concave utility function U i (r i ), 1 ≤ i ≤ N , and M machines, each with resource capacity C j , 1 ≤ j ≤ M . In our system, we assume that machine capacities are large relative to an individual stream application's resource requirement. The objective is to determine the allocation of resources, r i (the amount of resources assigned to stream i during i's existence interval) and x ij (a zero or one value indicating whether machine j's resource is allocated to stream i), that maximizes the total utility:
We can prove the NP-completeness of our problem by reduction from the Multiple Knapsack Problem (MKP Fig. 4 . Per-machine view of the solution {0, 1} (x ij = 1 if item i is assigned to bin j) that maximizes the sum of values of the items assigned to the bins. That is,
We omit the proof of NP-completeness for our formulation of the resource allocation problem for space reasons; it is presented in detail elsewhere [10] .
Significant work has been done toward applying economic principles to resource allocation in grids. Some of this work is based on auctions [17] , while some is based on competitive markets [18] . Wolski et al. [19] provide a good comparison of these projects. However, most of them use the conventional model: formulation of tasks and objective functions. To the best of our knowledge, no one has investigated the problem of allocating grid resources to streaming applications. In the following sections, we present two market-based methods for building resource reservation systems for streaming applications.
IV. MARKET-BASED RESOURCE RESERVATION SYSTEMS
We present two heuristics for building resource reservation systems using the competitive market concept from microeconomics. Both heuristics need to determine the best allocation of a machine's resource to stream applications. The best allocation can be determined by solving the utility maximization problem:
Since the objective function
is concave and the constraints are linear, the problem is a convex optimization problem and can be solved using convex optimization techniques.
To avoid requiring each consumer to reveal its utility function to a centralized solver, we design a distributed method to solve the problem by using the market mechanism to solve its dual-the pricing problem. The pricing problem can be formulated as follows: There is a single market for resource with one supplier (the machine) and N consumers (the streaming applications). The supplier has an inelastic supply function S = capacity. Each consumer has a continuous concave utility function U i (r) = b i r 1−a i 1−ai . The supplier and the consumers interact with each other and participate in the price-adjustment process of the market as follows:
1) The market sets an initial price.
2) While supply is not equal to total demand: a) Each consumer reacts to price and adjusts its optimal consumption level by equating its marginal utility and the current market price; that is, it sets U i (r) = r −ai = price. b) The supplier reacts to demand and updates the market price according to the excess demand. The equilibrium price p * is the price at which total demand is equal to supply. Note that the notion of price used here doesn't have the conventional monetary meaning; rather, it is a tool for determining the best allocation. At this equilibrium price each consumer has a corresponding demand r * i , which forms the solution to the resource allocation optimization problem.
According to general equilibrium theory in microeconomics, there exists a unique equilibrium price for this convex optimization problem at which the market clears (total demand equals total supply) and achieves maximum social welfare (max
The convergence property of the algorithm is also guaranteed [16] .
The price update process uses an interpolation method instead of a conventional step-size-based price adjustment. The interpolation method updates prices in two phases. In the first phase, it finds lower and upper bounds on the optimal price; the lower bound is a price when excess demand is greater than zero, and the upper bound is a price when excess demand is less than zero. When the bounds are found, it enters the second phase, where the new price is calculated by interpolating from the current price bounds. Experimental results show that this method results in a substantial performance improvement and cuts the number of iterations in the price adjustment process from thousands to fewer than one hundred.
A. Single Market Resource Reservation System
The first method uses a single market to determine the assignments of tasks to machines and the proportions of machine resources assigned to the tasks, then uses a variation of the first-fit-decreasing-value heuristic to assign tasks to machines. The algorithm has the following three steps:
1) Local Optimization on Virtual Machine
Assuming a virtual machine M v with capacity equal to the sum of the capacities of the machines in the system C i , use the local optimization algorithm to solve for the optimal allocation r 1 . . . r n .
2) Task Assignments to Machines
Assign stream applications to machines according to the best-fit-decreasing-value heuristic, where the size of each item is r i and the value is U (r i ). Given the allocation R = (r * 1 , r * 2 , . . . , r * N ), and the corresponding utilities U = (U 1 (r 1 ), U 2 (r 2 ), . . . , U N (r N )): a) Sort the tasks in decreasing order of utility. b) Apply the best-fit-decreasing-value heuristic to assign these sorted tasks to machines. i) if the next task T k can be assigned to a machine according to its optimal allocation r * k , do so. ii) otherwise, if T k can not be assigned to any machine according to the optimal allocation (∀j : r * k ≥ remaining C j ), put it in the set {RT }. c) Assign the tasks in the set {RT } to machines using the best-fit-decreasing-value heuristic.
3) Local Optimization on Individual Machines
Run the price convergence algorithm on each individual machine to optimize the allocations to the tasks assigned to that machine.
We prove that, in the worst case, the solution found by our heuristic is a 2-approximation.
Theorem 1: Let U= U i (r i ) be the total utility achieved by our solution and U opt be the total utility achieved by the optimal allocation; then U ≥ 1 2 U opt . Proof. Recall that our heuristic has three major steps: (1) perform the local optimization on the virtual machine; (2) assign tasks to machines according to r i ; and (3) perform the local optimization on each real machine. The first step solves the underlying convex optimization problem exactly and finds the optimal allocation of resources to tasks assuming all machine resources are gathered into one virtual machine. Thus the total utility achieved on the first step, U , serves as an upper bound on the optimal solution: U ≥ U opt . If we can show that U ≥ 1 2 U , the proof is complete. There are two substeps in the second step: (2.1) assign tasks to machines according to r * i using best-fit-decreasing-value with the constraint r * i ≤ remaining C j ; and (2.2) assign remaining tasks to machines according to r * i using best-fit-decreasing-value without the constraint r * i ≤ remaining C j . We now prove that after step 2.1 the sum of utilities of the tasks assigned to a machine is at least half as much as U . Recall that each task has a value U i (r * i ) and a size r * i .
Step 2.1 first arranges tasks in decreasing order of value U i (r * i ), then assigns the largest-valued task to a machine unless it doesn't fit within the remaining capacity of any machine. Let W 1 , . . . , W j be the wasted space on each machine after step 2.1. Let LT = {T k , . . . , T x } be the set of leftover tasks that can't be assigned to a machine according to their sizes r * i . Then
We assumed that machine capacities were much larger than any individual task's resource requirement, thus
When no remaining task can be assigned to any machine, we have:
In the worst case, those M tasks are the ones with the (M + 1)st, (M + 2)nd, . . . , (2M )th highest values, and the sum of their values is less than or equal to the combined value of tasks 1 . . . M:
Therefore, after step 2.1 the total utility realized by the tasks assigned to the machines is more than half of the optimal. It is apparent that the remaining steps never decrease the total utility: step 2.2 adds remaining tasks to machines, and step 3 does a local optimization on each machine to re-balance the resources allocated to its tasks and maximize the total utilities. That is, if the original allocation found in step 2.2 is the optimal, then it is kept, otherwise resources are reallocated to achieve higher total utility. Therefore, the total utility achieved by our heuristic is at least half of the optimal.
From the proof, it is apparent that the 1 2 lower bound is not tight. This conjecture is confirmed by experiment and simulation, as described in the next section.
B. Multiple Market Distributed Resource Reservation System
Instead of a single market, we can model the system as multiple markets: one for each machine resource. This is analogous to the concept of multiple markets for substitutable goods in microeconomics theory. Consumers/stream applications can choose to "purchase" resources from different markets based on the price information available to them. Initially, each stream application is located in/assigned to one market (e.g., based on location). When markets reach equilibrium, stream applications from higher priced machines have incentives to move to lower priced machines. Given the discrete nature of the problem, the system is not guaranteed to converge to a stable equilibrium if stream applications are allowed to move freely. Thus we enforce restrictions on when a stream application may move from one machine to another; a move is allowed if and only if it increases the sum of the total utilities of the applications on the source and destination machines. Each step of this process involves a pair of machines trying to move stream applications from one to the other so that the sum of utilities increases. This iterative monotonic process increases the total utility at each step and terminates when no stream applications can be moved from one machine to another to increase the pair-total utility. The algorithm: 
We choose this particular class of functions because it captures/approximates many concave functions that are typically used as utility functions [20] . To evaluate the performance of our method, we compare the total utility achieved by our method with two metrics: (1) Upper bound U , the maximum total utility achieved assuming streams can split; and (2) Base bound U , the total utility achieved by the naïve load-balancing heuristic, which assigns streams to balance the number of streams per machine. We compare the metrics under two distributions, a uniform distribution and a heavy-tail distribution.
In most of the figures below, we compare the performances of our heuristics and the balanced-streams heuristic by plotting the normalized performance gap (NPG) for each. The NPG for a heuristic is calculated as
, where U is the total utility achieved by the heuristic and U is the performance upper bound. Thus, the NPG is a number between 0 and 1; the smaller the NPG, the better the performance.
A. Heavy-tail Distribution
The stream processing applications follows a heavy-tail distribution if, under the optimal allocation on the virtual Under this experiment setup, the balanced-streams heuristic has M N different assignments. To compare the performances of the heuristics, we first compute the average performance of the balanced-streams heuristic by averaging out the sum of the total utilities achieved by all possible assignments.
As shown in Figure 5 , the average performance of the balanced-streams heuristic stays at 85% of optimal, while both of our heuristics perform near 100% of optimal. The fullydecentralized multiple-market heuristic performs just as well as the single-market heuristic.
B. Uniform Distribution
To test the performance of our methods under a uniform distribution, we designed the following experiments: Generate N stream applications each with a utility function U i (r i ) =
(1−ai) , with a i ∈ (0.2, 0.5), b i ∈ (0, 1) chosen randomly, then run the three heuristics for each simulation. Figure 6 shows the performances of the three heuristics with 7, 25, 42 and 111 machines in the system. The following observations are based on the simulation results:
1) The performances of our two market-based heuristics approach optimal quickly as the number of streaming applications increases.
2) The balanced-streams heuristic performs significantly worse than our market-based heuristics in all cases. 3) The performance gap for the balanced-streams heuristic decreases as the number of streams increases, but doesn't converge to optimal (for up to 500 streams in the system), staying from 1% to 10% below optimal. 4) The more machines in the system, the larger the performance gap for the balanced-streams heuristic, and the slower the convergence of the two market-based heuristics. To analyze how the relative number of streams to machines affects the performance gap, we plot the performance gaps of the three heuristics with respect to the number of streams per machine. Figure 7 shows the comparisons of performance gaps among the three heuristics for various numbers of machines. As we can see from these plots, in all cases, the performance gaps of our market-based heuristics converge to 0 when there are more than 4 streams per machine while the naïve balanced-streams heuristic stays at a 1% to 4% performance gap (depending on the number of machines).
C. Timing Analysis for the Multiple-Market Heuristic
The single-market heuristic has provably polynomial running time. However, there is no theoretical complexity bound on the performance of the multiple-market heuristic. We study the timing/computational complexity of the multiple-market heuristic empirically by measuring how long it takes for the process to converge during each simulation. We measure time by the number of rounds it takes for each simulation to complete, where each round is one attempt to move a streaming application from one machine to another (each attempt essentially entails running the local optimization step once). The average running time for the local optimization step is 10 ms.
We plot the number of rounds against the number of streams in the system. Figure 8 shows four curves, one for each distinct number of machines in the system. One observation is that the running time increases with the number of streams in the system but does not depend on the number of machines in the system.
To study how the execution time changes as the number of streams in the system increases, we attempt to approximate it with a polynomial function. Suppose this function is of order x: T (n) = O(n x ), where n is the number of streaming applications. We derive the following: log(T (n)) = log(n x ) log(T (n)) = x log(n) x = log(T (n)) log(n)
Thus if we plot log(time) vs. log(number of streams) for each distinct number of machines, x can be approximated by the slope of this log-log plot. Such a plot for 7, 25 and 111 machines appears in Figure 9 . It is evident from the empirical result that the time complexity of the multiple-market heuristic is approximately quadratic in the number of streams. Research that integrates computer science with economics has proven useful with respect to the Internet [21] , [22] and, as we have shown, is also useful in addressing the problem of scheduling stream applications on computational grids. We have investigated computational grids as infrastructures that add economic value. A new aspect of the problem studied here is that the value of an output depends on the speed with which it is generated. The design of a resource reservation system that takes this aspect into account is carried out using concepts from the literature on scheduling and economics.
We have proposed two market-based methods for building resource reservation systems, one semi-decentralized with provably polynomial running time and the other fully decentralized with empirically polynomial running time. We have proven a 1 2 lower bound on the performance of the semidecentralized method; we have also shown by simulation that both methods provide near-optimal performance for reasonable task-to-machine ratios and outperform the naïve balancedstreams heuristic by significant amounts when the streams follow a heavy-tail distribution.
Simulation results have confirmed our conjecture that the 1 2 lower bound for the single-market-based heuristic is not tight. We are trying to formulate a proof that tightens this bound. We are also refining optimization techniques for the multiple market-based heuristic. In addition, we plan to study various extensions of this problem by relaxing existing assumptions. 
