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ABSTRACT 
Techniques are described for building an Artificial Intelligence (AI) / Machine 
Learning (ML) enabled telemetry collector to correlate logs from various network 
equipment. Such high dimension data may help determine one or more performance issues. 
 
DETAILED DESCRIPTION 
Different network performance issues may cause different behaviors and require a 
large manual effort to find the root cause. For example, network packet drops may be 
caused by congestion or link failure. Similarly, high network latency may cause 
retransmission or application failure, even when the network does not have any problems. 
However, the application server may be overloaded and cause a network team to find the 
root cause. 
Techniques described herein leverage telemetry and Artificial Intelligence (AI) 
technology to help reduce the required human effort. 
Different network issues may cause different behaviors. For example, Wide Area 
Network (WAN) link congestion can cause high Server Network Delay (SND) and high 
retransmit rates. Similarly, client Radio Frequency (RF) interference can cause Client 
Network Delay (CND), and high RF interference might be observed on the Access Point 
(AP). As such, techniques are described for building an AI / Machine Learning (ML) 
enabled telemetry collector to correlate logs from various network equipment. Such high 
dimension data may help determine one or more performance issues. 
Figure 1 below illustrates application response time. This may be based on a 
telemetry collector and ML algorithm for telemetry records. A collector may receive 
administrative reporting records and also correlate with the Wireless Local Area Network 
(LAN) Controller (WLC) webhook result to obtain the client Received Signal Strength 
2
Fang et al.: COGNITIVE MODEL FOR NETWORK PERFORMANCE ANALYSIS AND ISSUE REASON
Published by Technical Disclosure Commons, 2019
 2 5783 
Indication (RSSI) / Signal-to-Noise Ratio (SNR) and environment noise/interference. The 
collector may also run real-time online inference and obtain the performance issue code. 
Model training may occur offline and only deliver a saved model file to the customer. 
 
Figure 1 
The system architecture may include several components. The collector and WLC 
webhook collector may run on a container or in the router’s guest shell. Telemetry 
information may be collected which includes the CND, SND, Application server Delay 
(AD), application late response counter, the Quality of Service (QoS) Queue Identifier (ID) 
from an application control and visibility function, and wireless and RSSI / SNR / Air 
Quality / Noise / Interference / Utilization from the WLC webhook telemetry. A training 
environment may be built and data generated. In training mode, the telemetry collector may 
send all records to a database, and this data may be used to train the model. 
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Figure 2 below illustrates a training topology. 
 
Figure 2 
The following may be collected. 
FeatureCols=["conn_delay_app_mean" ,  
"conn_delay_network_client_to_server_mean", 
"conn_delay_network_to_client_mean", 
"conn_delay_network_to_server_mean", 
"conn_delay_client_to_server_mean", 
"conn_server_pkt_retransmit_rate", 
"conn_client_pkt_retransmit_rate"] 
 
The model may be trained by simulating client/server drop (drop rate from 1%-
10%), client/server latency (delay from 200ms-500ms), and congestion (configuration 
traffic shaper on client/server link). “While 1” may be used to make the server use Central 
Processing Unit (CPU) resources. 
The performance metrics are collected in each case and labelled as corresponding 
to different causes as follows: 
0: Normal 
1: Server side delay 
2. Server side drop 
3: Server side congestion 
4: Client side delay 
5. Client side drop 
6. Client side congestion 
7. Application server overload 
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Figures 3 and 4 below illustrate training of the model. A software library for 
dataflow programming and/or neural network library may be leveraged. In the example of 
Figure 3, the algorithm is a simple three-layer Deep Neural Network (DNN). As shown, 
input_dim is set to 7. In this example, model accuracy is 99.8%. 
 
Figure 3 
 
Figure 4 
In production mode, a telemetry collector may load the trained model and label the 
flow records and obtain statistics to find the problem in the user’s network. 
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Figure 5 below illustrates online inference code.  
 
Figure 5 
The model may be saved to a binary file and loaded to the collector as follows. 
builder = tf.saved_model.builder.SavedModelBuilder("example")   
builder.add_meta_graph_and_variables(sess, ["example"])   
builder.save()   
sess.close() 
6
Fang et al.: COGNITIVE MODEL FOR NETWORK PERFORMANCE ANALYSIS AND ISSUE REASON
Published by Technical Disclosure Commons, 2019
 6 5783 
To train the model, SND, WAN link congestion/drop, RF interference, etc. may be 
simulated. The telemetry collector may continuously generate records, and the simulated 
issue code mark may mark the flow to build the training set. Based on the training set, the 
labeled flows may be used to train a DNN / Gradient Boosting Decision Tree (GBDT) 
model. 
To use the model, a user may download and load the model to the telemetry 
collector. The collector will then mark flow records according to different labels. Based on 
the probability of the label distribution, the network problem may be determined. These 
labels may be grouped by user Identifier (ID) / application / WAN link. 
Live network demonstration results are shown below. 
Figure 6 below illustrates overall results from a live network in a laboratory setting. 
 
Figure 6 
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Figure 7 below illustrates normal traffic/flow. The Filter Code is 0, total latency is 
less than 200ms, and there is less than a 1% packet drop rate. 
 
Figure 7 
Figure 8 below illustrates SND. The Filter Code is 1, with only high latency on the 
server side, and there is no packet drop. 
 
Figure 8 
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Figure 9 below illustrates server side packet drop. The Filter Code is 2, and there is 
low latency and high packet retransmission rate on the server side. 
 
Figure 9 
Figure 10 below illustrates server side bandwidth congestion. The Filter Code is 3, 
and there is high latency and high packet retransmit rate on the server side. 
 
Figure 10 
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Figure 11 below illustrates CND. The Filter Code is 4, and there is a high CND. 
 
Figure 11 
Filter Code 5 corresponds to client network drop.  
Figure 12 below illustrates client congestion. The Filter Code is 6, and there is a 
high CND and packet retransmission rate. 
 
Figure 12 
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Figure 13 below illustrates application server CPU utilization. The Filter Code is 7, 
and there is high application latency and low network latency. 
 
Figure 13 
Wire/wireless uniform performance monitoring is described herein.  
Based on the cause code, the root cause of the problem may be determined. Action 
may then be taken in the Software Defined networking in a WAN (SDWAN) controller to 
change the QoS configuration in the congestion case or reroute the traffic to avoid high 
latency / drop links. If symptoms are only caused by an application layer issue, network 
changes may be unnecessary. 
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Figure 14 below illustrates an example overview. 
 
Figure 14 
In summary, techniques are described for building an AI/ML enabled telemetry 
collector to correlate logs from various network equipment. Such high dimension data may 
help determine one or more performance issues. 
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