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a b s t r a c t
Given a graphG and a set of verticesW ⊂ V (G), the Steiner interval
ofW is the set of vertices that lie on some Steiner tree with respect
toW . A setU ⊂ V (G) is called g3-convex in G, if the Steiner interval
with respect to any three vertices fromU lies entirely inU . Henning
et al. (2009) [5] proved that if every j-ball for all j ≥ 1 is g3-convex
in a graph G, then G has no induced house nor twin C4, and every
cycle in G of length at least six is well-bridged. In this paper we
show that the converse of this theorem is true, thus characterizing
the graphs in which all balls are g3-convex.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Arising from the classical convexity in Euclidean spaces, analogous concepts had been extended
to several mathematical structures, and resulted in the abstract convexity theory. It is based on just
two (or three in the infinite case) natural conditions, imposed on a family of subsets of a given set.
The theory is comprehensively surveyed in van de Vel’s monograph [8], where the so-called interval
convexity is emphasized as one of the most natural tools for introducing convexity. The convex sets in
such convexities are defined simply as the sets S in which all intervals between elements from S lie
in S.
Several interval structures have been introduced in graphs, most of which arise from a mapping
I : V (G) × V (G)→ 2V (G), where V (G) is a vertex set of a graph G, and I is usually defined by a set of
paths of a certain type between two vertices. For instance shortest paths yield geodesic intervals,
induced paths yield monophonic intervals, and all-paths yield all-paths intervals, and so on. The
corresponding convexities, obtained in a natural way as described above, are the geodesic convexity,
the monophonic convexity, and the all-paths convexity; cf. for a recent comprehensive study on this
topic [3].
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Fig. 1. House, K2,3 and K ∗2,3 .
Recently a new, natural graph convexity was introduced, arising from Steiner intervals in graphs
that are a natural generalization of geodesic intervals [2]. Recall that the Steiner tree of a set of vertices
W = {u1, . . . , uk} ⊆ V (G) is a minimum order tree in G that contains all vertices ofW . The k-Steiner
interval in a graph G arises from themapping I : V (G)×· · ·×V (G) −→ V (G), where I(u1, u2, . . . , uk)
consists of all vertices inG that lie on some Steiner treewith respect to {u1, . . . , uk}. Note that I(u1, u2)
is exactly geodesic interval between u1 and u2. Steiner intervals have been studied in several papers,
e.g. [1,6,7]. Now, a set S of vertices in a graph G is defined (in [2]) to be k-Steiner convex, denoted
gk-convex, if the Steiner interval I(W ) of every setW on k vertices is contained in S, that is I(W ) ⊆ S.
Several properties of convexities have been investigated, for instance whether a given (graph)
convexity presents a convex geometry (i.e., enjoys the Minkowski–Krein–Milman property) which
is related to rebuilding convex sets from extremal elements. Other properties are the so-called local
convexities [4] that were first studied by Farber and Jamison in the context of geodesic convexity.
They introduced four types of local convexities, arising from convexities of j-balls of vertices and sets,
respectively. Henning et al. recently proposed an analogous study of local convexities in the context of
3-Steiner intervals [5]. Notably, they characterized the following classes of graphs: the graphs inwhich
every closed neighbourhood N[v] is g3-convex, and the graphs in which every closed neighbourhood
N[S] of any g3-convex set S ⊆ V (G) is g3-convex [5]. It was known already before that the latter
condition is equivalent to the condition that every j-ball Nj[S] of any convex set S is convex, which
holds for any convexity associatedwith the vertex set of a graph. For the fourth type of local convexity
only a partial answer was obtained in [5]. Recall that given v ∈ V (G) and a positive integer j, the j-ball,
centered at v, is the set
Nj[v] = {x ∈ V (G) : dG(x, v) ≤ j},
where dG stands for the usual shortest-path distance in a graphG. We consider the following question:
What are the graphs in which every Nj[v] is g3-convex (for all v ∈ V (G) and j ≥ 1)?
Henning et al. [5] provided several necessary conditions for the class of graphs in which every
Nj[v] is g3-convex. Notably, any such graph must not contain an induced house, an induced K2,3 and
an induced K ∗2,3 (which is the graph obtained from K2,3 by adding an edge between two vertices of
degree 2) (see Fig. 1). The latter two graphs are also known under a common name twin C4 which
stands for any of the two graphs. In addition, graphs in which every Nj[v] is g3-convex are also well-
bridged, the concept that we shall recall now.
Let C be a cycle of length at least 6 in a graph G and v an arbitrary vertex in C . Then C is called
well-bridged at v if either the two neighbours of v in C are adjacent in G or there is a bridge from v to
some vertex u in V (C), that is dG(v, u) < dC (v, u). Now, a cycle C is well-bridged if it is well-bridged
at every vertex of C . An antipode of a vertex u on the cycle C is a vertex v on C at maximum distance





. Note that any vertex on a cycle has either one or two antipodes on
the cycle, depending on its parity. Farber and Jamison proved in [4] that there is a bridge of C from a
vertex u ∈ V (C) if and only if for some antipode v of u on C , we have dG(u, v) < dC (u, v).
Our main goal is to prove that the mentioned conditions for a graph to have every Nj[v]g3-convex
are not only necessary but also sufficient, by which we answer in positive a question from [5].
Theorem 1. If a graph G is (house, twin C4)-free, and every cycle in G of length at least 6 is well-bridged,
then, in G,Nj[v] is g3-convex for every v ∈ V (G) and j ≥ 1.
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The paper is organized as follows. In Section 2wepresent somepreliminary observations andprove
several lemmas that are used in the proof of the main result of this paper. Then the entire Section 3 is
devoted to the proof of Theorem 1. Note that this theorem, together with its converse, proven in [5],
implies the following characterization.
Corollary 2. Let G be a graph. Then in G every Nj[v] is g3-convex (for all v ∈ V (G) and all j ≥ 1) if and
only if G is (house, twin C4)-free, and every cycle in G of length at least 6 is well-bridged.
2. Preliminary results
Let G be a graph, and u, v ∈ V (G). The distance dG(u, v) between vertices u and v is the length of
a u, v-geodesic, i.e., a shortest path between u and v in G. We will omit an index and write d(u, v),
whenever the graph in which we observe the distance will be understood from the context.
Let G be a connected graph and let S be a set of at least two vertices in G. The Steiner distance d(S) of
S is the minimum size among all connected subgraphs of G containing S. If H is a connected subgraph
of G such that S ⊆ V (H) and |E(H)| = d(S), then H is a tree, called a Steiner tree for S. The Steiner
interval I(S) of S is the set of all vertices that belong to some Steiner tree for S.
The following easy observation was proved in [5].
Lemma 3. Let G be a graph and R = {a, b, c} ⊆ V (G). Then any Steiner tree T of R is either a subdivision
of K1,3 or a path.
Given a Steiner tree T , we will write T [a, b] for the path in T between a and b. Given a subgraph T
in a graph G, and a vertex v ∈ V (G), we set NT [v] = N[v] ∩ V (T ).
Let G be a graph, v ∈ V (G) and j ∈ N such that Nj[v] is not g3-convex. Then there exists a set R of
three vertices in Nj[v] such that I(R) ⊈ Nj[v]. Since I({a, b, c}) ⊈ {a, b, c}, subgraph induced by R is
not connected, and therefore d(R) ≥ 3.
Lemma 4. Let G be a graph, v ∈ V (G), and suppose that Nj[v] is not g3-convex for some j ∈ N. Let
R = {a, b, c} ⊂ Nj[v] be a set with minimum d(R) such that I(R) ⊈ Nj[v]. Then for any Steiner tree T of
R with V (T ) ⊈ Nj[v] and each y ∈ R,
NT [y] ∩ Nj[v] ⊆ R.
Proof. Let G and let T be a Steiner tree for R that contains at least one vertex x ∉ Nj[v]. Let a be a
vertex in R that has a neighbour a′ ∉ R in T . We will show that a′ ∈ V \ Nj[v]. Assume that a′ ∈ Nj[v].
We will distinguish two cases:
Case 1. Vertex a is a leaf of T . Then clearly T − a is a Steiner tree for {a′, b, c} ⊆ Nj[v]. Obviously
T − a contains x ∉ Nj[v] and has smaller size than T , contrary to our choice of R.
Case 2. Vertex a is not a leaf of T . Hence T = T [b, c] is a path and a is an internal vertex of this path.
Without loss of generality we may assume that x lies in T [a, b]. If a′ is neighbour of a in T [a, b], then
T [a, b] is a Steiner tree for {a, a′, b} ⊆ Nj[v]. If a′ is a neighbour of a in T [b, c], then T [a′, b] is a Steiner
tree for {a′, a, b} ⊆ Nj[v]. In both cases, T [a, b] and T [a′, b], respectively is a Steiner tree for {a, a′, b}
containing x ∉ Nj[v] and has a smaller size than T , contrary to our choice of the set R. 
Corollary 5. Let G be a graph, v ∈ V (G) and j ∈ N such that Nj[v] is not g3-convex. Let R = {a, b, c} ⊂
Nj[v] be a set with minimum d(R) such that I(R) ⊈ Nj[v]. Then for all y ∈ R
j− 1 ≤ d(v, y) ≤ j.
If T is a Steiner tree of R with V (T ) ⊈ Nj[v], then for at most one vertex from R, say a, we have
d(v, a) = j − 1, in which case T is necessarily a path and a is adjacent to exactly one vertex b or c. If
R is an independent set then
d(v, a) = d(v, b) = d(v, c) = j.
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Lemma 6. Let G be a graph, v ∈ V (G) and j ∈ N such that Nj[v] is not g3-convex. Let R = {a, b, c} ⊂
Nj[v] be a set with minimum d(R) such that I(R) ⊈ Nj[v]. Then for any Steiner tree T of R with
V (T ) ⊈ Nj[v], we have
V (T ) ∩ Nj[v] = R.
Proof. Let T be a Steiner tree for R that contains at least one vertex x ∉ Nj[v]. Hence it follows, from
Lemma 4, that NT [R] ∩ Nj[v] ⊆ R.
For the purpose of contradiction, we suppose that there exists a′ ∈ V (T ) \ R such that a′ ∈ Nj[v].
By Lemma 3, T is either a subdivision of K1,3 or a path. Suppose first that T is a subdivision of K1,3. Let
y be the vertex of degree 3 in T and let xa, xb and xc be the neighbours of a, b and c in T , respectively.
By Lemma 4, xa, xb, xc ∉ Nj[v]. Without loss of generality let a′ belong to an a, y-geodesic, and, in
addition, let a′ be the first vertex on such an a, y-geodesic, different from a, that lies in Nj[v]. Then
the subtree of T , obtained from T by the removal of the a, a′-path in T , with the exception of a′,
is a Steiner tree, say T ′, for R′ = {a′, b, c}. Indeed, if d(R′) < d(a′, y) + d(b, y) + d(c, y), then
d(R) = d(a, y) + d(b, y) + d(c, y) = d(a, a′) + d(a′, y) + d(b, y) + d(c, y) > d(a, a′) + d(R′),
which contradicts the fact that T is a Steiner tree for R. Therefore T ′ is a Steiner tree for R′ of smaller
size than T containing xb ∉ Nj[v], which contradicts the choice of R.
Suppose now that T is a path. Without loss of generality let T = T [a, c]. Since d(R) ≥ 3 at least
one of the vertices a or c is not adjacent to b. Without loss of generality suppose that ab ∉ E(G). From
Lemma 4 it follows that the neighbours of a, b and c in T are in (V \Nj[v])∪R. Let xa be the neighbour
of a in T . Since ab ∉ E(G), xa ∉ R, we find that xa ∈ V \ Nj[v]. Therefore, if a′ ∈ T [a, b], then T [a, b]
(or T [a, a′] if a′ ∈ T [b, c]) is a Steiner tree for {a, a′, b} of smaller size than T , containing xa ∉ Nj[v],
which contradicts our choice of R. 
3. The proof of Theorem 1
Let G be a (house, twin C4)-free graph and let every cycle in G of length at least 6 be well-bridged.
From [5, Theorem 2.1] it follows that N1[v] is g3-convex for all v ∈ V (G).
Assume that there exist v′ ∈ V (G), j′ ∈ N \ {1} such that Nj′ [v′] is not g3-convex (this assumption
will lead us to a contradiction). Among all such v′ ∈ V (G), j′ ∈ N\{1}we choose v ∈ V (G), j ∈ N\{1}
such that Nj[v] is not g3-convex with j as small as possible. Hence there exists a set R′ of three vertices
in Nj[v] such that I(R′) ⊈ Nj[v]. Let R = {a, b, c} be any such set, with d(R) as small as possible. We
distinguish two cases with respect to Lemma 3.
Case 1. Every Steiner tree T of Rwith V (T ) ⊈ Nj[v] is a subdivision of K1,3.
Let T be a Steiner tree of R with V (T ) ⊈ Nj[v]. Since R is independent, we infer, using Lemma 6,
that V (T ) ∩ Nj[v] = R. That is for all x ∈ V (T ) \ R
x ∉ Nj[v].
Let x′ be the vertex of degree 3with respect to T and xa, xb, xc the neighbours of x′ on the x′, a-, x′, b
and x′, c paths of T , respectively. Then T is induced, except for the possibility of exactly one edge from
the set {xaxb, xaxc, xbxc}, otherwise T is not a Steiner tree. Without loss of generality we may assume
that the a, b- and a, c-paths in T are induced and that dT (a, b) ≥ dT (a, c).
Furthermore let x be the vertex in T with
dT (a, x) =

dT (b, x); if dT (a, b) is even,
dT (b, x)+ 1; otherwise.
Let v′ be a vertex with d(a, v′) as small as possible with v′ ∈ I(a, v)∩ I(b, v). Obviously d(v′, a) =
d(v′, b). Let v′, a1, a2, . . . , an, a be a shortest v′, a-path and v′, b1, b2, . . . , bn, b a shortest v′, b-path.
Moreover, let v, v1, . . . , vj−1, a be a shortest v, a-path such that v′, a1, . . . , an, a is its subpath and let
v,w1, . . . , wj−1, c be a shortest v, c-path.
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Fig. 2. Cycle C .
Case 1.1. dT (a, b) > 4.
In this case d(v′, a) > 1, otherwise T is not a Steiner tree. Let us first assume that d(a, x′) ≥ d(b, x′).
In fact, as it turns out, the reversed situation has no effect on the proof in Case 1.1—(non)existence of
the edge xbxc is not used anywhere, so we will omit its verification.
Let x, x1, . . . , xm, a be the x, a-path in T and x, d1, . . . , ds, b the x, b-path in T . (By the above, x′ lies
on the latter path.) Now, consider the cycle
C : v′a1 . . . anaxm . . . x1xd1 . . . dsbbn . . . b1v′
(see also Fig. 2, and note that either s = m or s = m − 1, depending on the parity of C). To simplify
the argument we let a0 = b0 = v′ and x0 = x. Clearly C has length at least six, since dT (a, b) > 4.
In any cycle there are always two paths between a given pair of vertices. For the sake of
clearness, we adopt the following notation that will be used throughout the proof. Suppose C :
v′a1 . . . an−1axm . . . x1xy1 . . . ym′bbn−1 . . . b1v′ is a cycle (where m′ is either m or m − 1, depending
on the parity of C), that contains v′, two vertices a and b with d(a, v′) = n = d(b, v′), and the
(central) vertex x from the a, b-path of C that does not contain v′. Then the path xi, xi+1, . . . , xj in C
will be denoted by xiCxj and the path xi, xi−1, . . . , x1, x, y1, . . . , dm′ , b, bn−1, . . . , b1, v′, a1, . . . , an−1,
a, xm, . . . , xj in C will be denoted by xiCxCv′Cxj.
Case 1.1.1. Cycle C is even.
Since C is well-bridged at x and the neighbours of x on C are not adjacent, there exists a path with
endvertices x and v′ of length at most dC (x, v′) − 1. Among all such paths we choose the paths that
contain xi, with i as large as possible, and among these paths choose those that contain aj where j is as
large as possible (note that i = 0 and j = 0 are not excluded), and of these let P be a path of shortest
length. Let i′ be the largest iwith xi ∈ P and let j′ be the largest jwith aj ∈ P . Thenwemay assume that
P has the form P : xCxi′Paj′Cv′. (Note that the internal part of the path xi′Paj′ has no vertices from C .)
Suppose d1 ∈ P . Then no internal vertices from I(x, a) are in P , otherwise T is not a Steiner tree.
Hence the cycle D, obtained from P and the part of C , which contains a, has at least six vertices.
Clearly the antipode aˆ of x on D (or both antipodes, if D is odd) is on the a, v′-geodesic of C . Since
the neighbours x1 and d1 of x on D are not adjacent, there exists an x, aˆ-path P ′ of length less than
dD(x, aˆ). Therefore the length of P ′′ : xP ′aˆCv′ is less than dC (x, v′), and P ′′ contains xi with i ≥ i′ and
one of, aj with j > j′, or P ′′ is shorter than P , which contradicts the choice of P . Therefore d1 ∉ P .
Let u be the last common vertex of P and the x, a-geodesic on C , that is u = xi′ , and let y be
the first common vertex of P and the a, v′-geodesic on C , that is y = aj′ . Let a′ be the vertex of P
with d(v′, a) = d(v′, a′). Furthermore let y, y1, . . . , yt , a be the y, a-geodesic of C, u, u1, . . . , uk, a the
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Fig. 3. Path P and cycle E1 .
u, a-geodesic of C, y, z1, . . . , zt , a′ the y, a′-path on P and u, w1, . . . , wk′ , a′ the u, a′-path on P . Now,
we closely examine the resulting cycle E1 : yCaCuPy; see Fig. 3.
A somewhat tedious analysis shows, since T is a Steiner tree, containing no vertices from Nj[v] \ R
and because of the choice of P , that the only possible chords between the vertices of E1 arewiui, wiui+1
for i ∈ {1, . . . , k′}, uka′, and ziyi, ziyi+1 for i ∈ {1, . . . , t}, where yt+1 = a. Note that aa′ ∉ E(G). If
aa′ ∈ E(G) then the tree T ′ obtained from T by replacing T [u, a]with u, w1, . . . , wk′ , a′, a is a Steiner
tree for R containing a′ ∈ Nj[v] \ R, a contradiction with Lemma 6.
Claim 7. Let E1 be the cycle described above. Then
d(u, a′)+ d(a′, y) = d(u, a)+ d(a, y)− 1.
Proof. Suppose that d(u, a′) + d(a′, y) < d(u, a) + d(a, y) − 1. If E1 has less than six vertices, uy is
necessarily an edge of G. But then u ∈ Nj[v]which contradicts Lemma 6. Therefore E1 has at least six
vertices.
Obviously u1w1 ∉ E(G), by the choice of P . Since d(u, a′) + d(a′, y) < d(u, a) + d(a, y) − 1 both
antipodes of u (or the antipode, if E1 is even) on E1 are on the a, y-geodesic on C , say y¯ and yˆ. Since E1
is well-bridged at u and u1w1 ∉ E(G), d(u, y¯) < dE1(u, y¯) or d(u, yˆ) < dE1(u, yˆ). Hence there exists a
u, y¯- or u, yˆ-path P ′ of length less than dE1(u, y¯). Since the two cases are very similar, we check just one
case. Suppose that P ′ is u, y¯-path. Then the path xCuP ′y¯Cv′ has length less than dC (x, v′) and contains
either xi with i > i′ or aj with j > j′ or P ′ is shorter than P , which contradicts the choice of P . Therefore
d(u, a′)+ d(a′, y) = d(u, a)+ d(a, y)− 1. 
Hence E1 has odd length and k′ = k− 1.
Claim 8. E1 has length five.
Proof. Note that E1 is odd and its length is at least five. Suppose, it is greater than five. Clearly the
antipodes of u on E1 are y and y1. If d(u, y1) < dE1(u, y1), let Q be a u, y1-path of length d(u, y1). Then
there exists an x, v′-path P ′ : xCuQy1Cv′ of length less than dC (x, v′), which contradicts the choice of
P . Also, by the choice of P, d(u, y) = dE1(u, y). Since E1 is well-bridged at u, u1w1 ∈ E(G). Let D1 be
the cycle yCaCu1w1E1y. Obviously D1 is an even cycle and y is the antipode of u1 in D1. Note, that the
length ofD1 is at least six. From the same argument as above it follows that d(u1, y) = dE2(u1, y). Since
D1 is well-bridged at u1 and at y, w1u2 and y1z1 are necessarily edges. Now we get a new even cycle
D2 : y1CaCu2w1E1z1y1, hence we can proceed as in cycle D1. We continue with this procedure until
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Fig. 4. Cycle E1 .
Fig. 5. Cycles E1 and E2 .
the length of the resulting cycle is less than 6 (see Fig. 4). If t ≠ k− 1 this procedure gives aa′ ∈ E(G),
which is a contradiction. If t = k− 1 this procedure ends with uka′ ∈ E(G) and azt ∈ E(G). Therefore
vertices yt , a, uk, a′, zt induce a house, since no other edge between these vertices is allowed, which
again gives a contradiction. 
Hence E1 has length five with vertices y, a, u1, u, a′. Let E2 be the cycle v′Cya′uCv′ (see Fig. 5).
Claim 9. dE2(x, v
′) = d(x, v′).
Proof. Suppose that there exists an x, v′-path of length less than dE2(x, v
′). Among all such paths we
choose the paths that contain xi, with i as large as possible, and among these paths choose those that
contain aj where j is as large as possible (note that i = 0 and j = 0 are not excluded), and of these
let P ′ be a path of shortest length. Let xi be the last vertex from P ′ that is also on x, a′-geodesic of E2,
and similarly let aj be the first vertex from P ′ that is also on a′, v′-geodesic of E2 (see Fig. 6). We may
assume that P ′ is of the form xCxiQajCv′, where Q is the xi, aj-subpath of P ′.
Let a′′ be the vertex from P ′ with d(v′, a′) = d(v′, a′′), and let xi, oi+1, . . . , om−2, a′′ be the
xi, a′′-subpath of P ′. If aj = y, then there exists a Steiner tree for R that contains y ∈ Nj[v] and x ∉ Nj[v],
which is a contradiction to Lemma6. If xi = u then xi ∈ Nj[v], which is again a contradiction. Therefore
all vertices aj, y, a′, u, xi and a′′ are distinct. It is also clear that ajxi ∉ E(G), otherwise xi ∈ Nj[v]. Hence
the cycle E3 : ajCya′uCxiP ′aj (see Fig. 6) has at least six vertices.
Similarly as in Claim 7 we get that dP ′(x, v′) = dE2(x, v′) − 1. Therefore E3 is odd and the
antipodes of xi are aj and aj+1. By the same consideration as in the proof of Claim 8, it follows
(because an induced house is forbidden) that okxk ∈ E(G) and okxk+1 ∈ E(G) (see Fig. 6) for all
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Fig. 6. Cycle E3 .
Fig. 7. Cycle E4 .
k ∈ {i+1, . . . ,m−2}, and a′a′′, a′′u ∈ E(G). Since the cycle yau1ua′′a′y on six vertices is well-bridged
at a and yu1 ∉ E(G), d(a, a′′) ≤ 2. Clearly a and a′′ are not adjacent, otherwise T is not a Steiner tree.
Let q be a common neighbour of a and a′′ and let T ′ be a tree obtained from T by replacing T [a, xi]
with a, q, a′′, om−2, . . . , oi+1, xi. Since x′ belongs to T [x, b], T ′ is a Steiner tree for R with a′′ ∈ Nj[v]
and x ∉ Nj[v], which contradicts Lemma 6. 
Suppose first that the vertex of degree 3 in T is x, i.e., x′ = x. Since E2 is well-bridged at x and
x1d1 ∉ E(G), there exists an x, v′- or x, b1-path of length less than dE2(x, v′). Thus by Claim 9, there is
an x, b1-path of length at most dE2(x, b1)− 1. Among all such paths we choose the paths that contain
di, with i as large as possible, and among these paths choose those that contain bj where j is as large as
possible, and of these let P be a path of shortest length.Wemay assumewithout loss of generality that
P is of the form xCdiPbjCb1. Similar arguments as in Claim 8 yield the 5-cycle bdmdm−1b′bnb. Then the
cycle E3 : v′Cana′xm−1Cdm−1b′bnCv′ is even and v′ is the antipode of x on E3. Since E3 is well-bridged
at x and x1d1 ∉ E(G), it follows that d(x, v′) < dE2(x, v′), which contradicts Claim 9.
Thus x′ = di for some i ∈ {1, . . . ,m}. For the purposes of this part of the proof we rename
some of the vertices on C as follows. Let x′ = y0, y1, . . . , yk, a′ be the x′, a′-geodesic of E2 and let
x′, z1, . . . , zk′ , b be the x′, b-geodesic of E2 (see Fig. 7). The latter is obviously T [x′, b] and hence it is
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an x′, b-geodesic in G. It is also clear that the x′, a′-geodesic of E2 is an x′, a′-geodesic of G, otherwise
we get a contradiction with Lemma 6 or with the fact that T is a Steiner tree. Therefore the antipodes
of x′ on E2 are ai′ and ai′+1 from v′, an-geodesic of E2, which is also a geodesic in G.
Since the neighbours of x′ on E2 are not adjacent, and E2 is well-bridged, there exist an x′, ai′- or
x′, ai′+1-path of length less than dE2(x
′, ai′). Among all such paths we choose the paths that contain
yi, with i as large as possible, and among these paths choose those that contain aj where j is as large
as possible, and of these let P be a path of shortest length. We may assume that P is of the form
x′E2yiPajCai′′ , where i′′ is i′ or i′ + 1.
From the choice of P it follows that P is necessarily an x′, ai′+1-path and that dP(x′, ai′+1) =
dE2(x
′, ai′+1) − 1 (we also show in a similar way as in the previous cases that z1 ∉ P). Let a′′ ∈ P
be the vertex with dP(aj, a′′) = dE2(aj, a′) and let E4 be the cycle ajE2a′E2yiPaj. Analogous arguments
as in Claim 9 yield a contradiction (first we get xm−1a′′, a′a′′ ∈ E(G), then d(a, a′′) ≤ 2, and finally we
get a contradiction with Lemma 6), thus concluding the proof of the case when C is even.
Case 1.1.2. Cycle C is odd.
The antipodes of x on C are v′ and a1. Since C is well-bridged at x and the neighbours of x on C are
not adjacent, there exists an x, v′- or x, a1-path of length at most dC (x, v′)− 1. Among all such paths
we choose the paths that contain xi, with i as large as possible, and among these paths choose those
that contain aj where j is as large as possible (note that i = 0 and j = 0 are not excluded), and of these
let P be a path of shortest length. Let i′ be the largest iwith xi ∈ P and let j′ be the largest jwith aj ∈ P .
We claim that P is an x, a1-path. Assume that P is an x, v′-path. Then we may assume that P
has the form P : xCxi′PbjCv′ (in this case j′ = 0). Let j′′ be the largest j with bj′′ ∈ P . Clearly
i′ ≠ m,m − 1, otherwise xm or xm−1 is from Nj[v], which is a contradiction. Let D be the cycle
v′CaCxi′Pbj′′Cv′. Obviously D has at least six vertices. Since dC (x, v′) = dC (x, a) + dC (a, v′) − 1, we
have dP(xi′ , v′) + 2 ≤ dC (xi′ , a) + dC (a, v′), so the antipode of a1 (or antipodes, if D is odd) is from
a, xi′-geodesic of T , say xˆ. Since the neighbours of a1 on D are not adjacent, there exists an a1, xˆ-path
Pˆ of length less than dC (a1, xˆ). Therefore the path P ′ : xCxˆPˆa1 has length at most dC (x, a1) − 1 and
contains xi, with i ≥ i′, and aj, with j > j′ = 0 which is a contradiction. Thus P is indeed an x, a1-path,
and we may assume that it has the form P : xCxi′Paj′Ca1, where i′ = 0 and j′ = 1 are also possible.
Let A1 be the cycle aj′CaCxi′Paj′ . This cycle is obtained in the same way as E1 in Case 1.1.1. We
continue in a similar way as in Case 1.1.1 and we infer that A1 has length 5 and hence the cycle
A2 : v′Cana′xm−1Cv′ is an even cycle. The antipode of x on A2 is v′. It follows by analogous arguments
as in the proof of Claim 9, that
Claim 10. dA2(x, v
′) = d(x, v′).
The neighbours of x on A2 are x1 and d1. Since A2 is well-bridged at x and x1d1 ∉ E(G), we get a
contradiction.
Case 1.2. dT (a, b) ≤ 4.
Case 1.2.1. dT (a, b) = 2. Let x ∈ V (T ) be the vertex adjacent to a and b. Since we choose a
and b such that the a, b-path in T is induced, a and b are not adjacent. Obviously the cycle C :
v′a1 . . . anaxbdn . . . b1v′, defined as in Case 1.1, is an even cycle and v′ is the antipode of x on C . If C
has length at least 6 then C is well-bridged at x. Because ab ∉ E(G), we get x ∈ Nj[v], a contradiction.
Hence C has length 4. Since dT (a, c) ≤ dT (a, b), we have dT (a, c) ≤ 2. As T is a subdivision of K1,3,
we find that dT (a, c) = 2 and a, x, c is the a, c-path in T . Let C ′ be the cycle vv1 . . . v′axcwj−1 . . . w1v,
where v′ = vj−1 (see Fig. 8). Clearly C ′ has length at least 6 and C ′ is even with v as the antipode of x.
Since T [a, c] is induced, ac ∉ E(G). Hence x ∈ Nj[v], which is a contradiction.
Case 1.2.2. dT (a, b) = 3. Let a, x1, x, b be the a, b-path of a Steiner tree T .We assume that x is the vertex
of degree 3 in T (the case when this is x1 goes along analogous lines, andwe omit it). Let C be the cycle
v′a1 . . . anax1xbbn . . . b1v′. Clearly d(v′, a) > 1, otherwise there exists a Steiner tree that contains
v′ ∈ Nj[v] and x ∉ Nj[v], which is a contradiction. Hence C has length at least 6. Since the neighbours
of x on C are not adjacent, there exists an x, v′- or an x, a1-path P of length at most dC (x, v′) − 1,
where P is chosen as in Case 1.1.2. Let A1 : aj′Cax1xPaj′ be the cycle, defined as in Case 1.1.2. Then it
follows from the same arguments, that A1 is isomorphic to C5 with vertices an, a, x1, x, a′. Hence the
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Fig. 8. dT (a, b) = 2.
Fig. 9. Cycles E1 and E2 .
cycle A2 : v′Cana′xCv′ is an even cycle and v′ is the antipode of x on A2. If a′b ∉ E(G), we get x ∈ Nj[v],
which is a contradiction. Therefore a′b ∈ E(G) and the cycle D : anax1xba′an has length 6. Since D is
well-bridged at a and x1an ∉ E(G), d(a, b) ≤ 2. Evidently d(a, b) = 2. Therefore there is a Steiner tree
T ′ for R, which is a path and V (T ′) ⊈ Nj[v], a contradiction with the assumption of Case 1.
Case 1.2.3. dT (a, b) = 4. Let a, x1, x, x2, b be the a, b-path of T and let C be the cycle v′a1 . . .
anax1xx2bbn . . . b1v′.
We claim that d(v′, a) > 1. Assume that d(v′, a) = 1. At least one of x1 or x2 has degree 2 in T , say
x1. Then the tree T ′ obtained from T by deleting x1 and adding v′ and the edges av′ and bv′ is a Steiner
tree for R. Note that T ′ contains v′ ∈ Nj[v] and x ∉ Nj[v], which is a contradiction.
The same arguments as in Case 1.1.1 give
• a 5-cycle E1 : anax1xa′an (see Fig. 9), where a′ is not on C;
• the odd cycle E2 : v′Cana′xx2bCv′.
Vertices v′ and b1 are the antipodes of x on E2. Since d(v′, a) > 1, E2 is well-bridged at x and hence
there are as usual three possibilities.
If there exists an x, v′-path of length less than dE2(x, v
′), then x ∈ Nj[v], which is a contradiction.
The second possibility that a′x2 ∈ E(G) will also lead us to a contradiction. Indeed, the cycle
D : v′Cana′x2bCv′ is then even, and the antipode of x2 on D is v′. Clearly dE2(x2, v′) = d(v′, a) + 1. If
the neighbours of x2 (or v′) on D are not adjacent, we get x2 ∈ Nj[v], which is again a contradiction.
Therefore a′b, a1b1 ∈ E(G). The cycle D′ : anax1xx2a′an has length 6. Since the neighbours of a on D′
are not adjacent, we get d(a, x2) ≤ 2. It follows that x2 is not the vertex of degree 3 in T , otherwise T
is not a Steiner tree. Then the tree T ′, obtained from T by replacing x2 with a′, is a Steiner tree for R,
that contains a′ ∈ Nj[v] and x ∉ Nj[v], which is a contradiction. Hence a′x2 ∉ E(G) as we claim.
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Thus we infer that there exists an x, b1-path of length less than dE2(x, v
′). We distinguish three
cases with respect to the vertex of degree 3 in T .
Case 1.2.3.1. The vertex of degree 3 in T is x2.
Since T [a, c] is induced and dT (a, b) ≥ dT (a, c), the only possibility is d(x2, c) = 1. Obviously
bc ∉ E(G), otherwise there exists a Steiner tree T ′ for R that is a path. Then the cycle D1 :
vv1 . . . v
′Cbx2cwj−1 . . . w1v is well-bridged at x2. Since bc ∉ E(G), we get x2 ∈ Nj[v], which is a
contradiction.
Case 1.2.3.2. The vertex of degree 3 in T is x.
Note that d(x, c) ≤ 2 because of the initial assumption d(a, c) ≤ d(a, b). But d(x, c) = 1 implies
d(a, c) = 3 which is Case 1.2.2, where we replace the role of b by c. Hence d(x, c) = 2. Also note
that xb and xc (the neighbours of x on the paths in T to b and c , respectively) are not adjacent, for the
same reason (again we would be in case where dT (b, c) = 3 in which the distance from the vertex of
degree 3 and the third vertex, in this case a, is irrelevant).
Consider first the pair a, b, and note that because of symmetry, the same arguments will apply for
the pair a, c.
Claim 11. d(a, b) ≤ 3.
Proof. Since the vertex of degree 3 is x and the neighbours of x on C are not adjacent, the same
argument as in case dT (a, b) > 4 gives the cycles E1 : anax1xa′an and E2 : bnbx2xb′bn of length 5.
(Note that a′ = b′ is also possible which we will consider at the end of this proof.)
So, assuming that a′ ≠ b′, the cycle D : v′a1 . . . ana′xb′bn . . . b1v′ is even and the antipode of x on
D is v′, so we infer that a′b′ ∈ E(G), otherwise the contradiction x ∈ Nj[v]would occur. In the 6-cycle
D1 : aana′b′xx1a the antipode of a is b′, hence d(a, b′) ≤ 2, otherwise x1 and an would need to be
adjacent (which gives the contradiction x1 ∈ Nj[v]). If d(a, b′) = 1, then we already get d(a, b) ≤ 3
as desired. The remaining case is d(a, b′) = 2 and let z be the common neighbour of a and b′. If z
coincides with x1 then in the 6-cycle D2 : bx2xx1b′bnb, the antipode of b is x1 and the neighbours of
b are not adjacent, or else we get x2 ∈ Nj[v], which is a contradiction. As D2 is well-bridged at b we
infer that d(b, x1) ≤ 2which in turn implies d(b, a) ≤ 3 as desired. If z ≠ x1 then consider the 8-cycle
D3 : bbnb′zax1xx2b. The antipode of b in D3 is a and the neighbours of b are not adjacent (otherwise
we get x2 ∈ Nj[v]). Since D3 is well-bridged at b, it follows that d(b, a) ≤ 3.
The case where a′ = b′ is proved along similar lines by observing that the 8-cycle bbna′anax1xx2b
needs to be well-bridged at b. The proof is complete. 
As noted before the above claim, the analogous arguments imply that d(a, c) ≤ 3. Altogether
we infer that there exists a Steiner tree S = S[b, c] for R which is a path, since we are in case
where d(R) = 6. Note that all vertices from S are in Nj[v], otherwise we get a contradiction with
the assumption of Case 1. It is also clear that
d(a, b) = 3,
otherwise we get a contradiction with the fact that T is a Steiner tree.
Claim 12. d(x1, b) = 3.
Proof. Assume d(x1, b) = 2. Let z be a commonneighbour of x1 and b. Then the tree T ′ obtained from T
by replacing x2 with z is also a Steiner tree for R. The vertex of degree 3 in T ′ is x1.We claim that T ′[a, b]
is an induced path. Suppose az ∈ E(G). Then there is a Steiner tree T ′′ with V (T ′′) = V (T ′) which is
a path and contains x ∉ Nj[v]. But this is contrary to our assumption in Case 1. Hence az ∉ E(G), and
T ′[a, b] is an induced path. Since dT ′(a, b) = 3, we are back in Case 1.2.2 which already lead us to a
contradiction. 
The same argument gives the following result.
Claim 13. d(x2, a) = 3.
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Fig. 10. d(v, a) = j− 1.
Let a, z1, z2, b be the a, b-geodesic on S, and let A1 be the 7-cycle ax1xx2bz2z1a (all vertices are
different, since z1, z2 ∈ Nj[v], x1, x, x2 ∉ Nj[v]). Since A1 is well-bridged at b and d(b, a) = d(b, x1) =
3, we get x2z2 ∈ E(G). Now let A2 be the 6-cycle az1z2x2xx1a. Since A2 is well-bridged at x2 and
d(x2, a) = 3, we get xz2 ∈ E(G). Hence the tree T ′ obtained from T by replacing x2 with z2 is a Steiner
tree for Rwith z2 ∈ Nj[v] and x ∉ Nj[v], which is a contradiction with Lemma 6.
Case 1.2.3.3. The vertex of degree 3 in T is x1.
Note that we may assume that x and xc (the neighbours of x1 on the paths in T to b and c ,
respectively) are not adjacent, otherwise there is a Steiner tree on the same vertices as T in which
x has degree 3, so we are in Case 1.2.3.2. If c is not adjacent to x1, then clearly dT (b, c) > 4, and by
reversing the roles of a and c we are in Case 1.1 with c taking the role of a (recall that in Case 1.1, the
distance from x′ to the third vertex from Rwas irrelevant, so the proof goes along the same lines).
The remaining case is that c and x1 are adjacent. Note that c and a are not adjacent otherwise there
is a Steiner tree of R that is a path. Hence we are in Case 1.2.1 from above where c takes the role of b,
and we get a contradiction, notably that x1 ∈ Nj[v].
Case 2. There exists a Steiner tree T for R such that T is a path and V (T ) ⊈ Nj[v].
We distinguish two cases:
Case 2.1. There exists a vertex in R, say a, such that d(v, a) = j− 1. From Corollary 5 it follows that a
is adjacent to exactly one vertex b or c. Without loss of generality let ab ∈ E(G). Then T = T [a, c] and
d(v, b) = d(v, c) = j (see Fig. 10). Let C be the cycle vv1 . . . vj−2abTcwj−1 . . . w1v, where vv1 . . . vj−2a
and cwj−1 . . . w1v are arbitrary v, a- and c, v-geodesic, respectively.
First let d(R) = 3 and let T be a path with vertices a, b, x, c . Then, combining the facts that C is
well-bridged and that b and c are not adjacent, we infer that x ∈ Nj[v], which is a contradiction.
Let d(R) ≥ 4. Then analogously as in Case 1 we find that G contains the cycle E1 : abxmxm−1a′a
of length 5. Clearly d(a′, c) = d(a′, x) + d(x, c), otherwise T is not a Steiner tree. Hence there
exists a Steiner tree T ′ for R′ = {a, a′, c} that contains x ∉ Nj[v] and has smaller size than T
(d(R′) = d(a′, c) + d(a′, a) = d(a′, c) + 1 = d(a′, x) + d(x, c) + 1 = d(c, b) < d(R)), which is
a contradiction.
Case 2.2. d(v, a) = d(v, b) = d(v, c) = j. This is treated similarly as Case 1. Without loss of generality
let T = T [a, c]. Since T is a Steiner tree, T [a, b] and T [b, c] are geodesics. The only possible chord in
T [a, c] is the edge between the neighbours of b in T . Since V (T ) ⊈ Nj[v], there exists x ∈ V (T )\Nj[v].
Without loss of generality let x ∈ T [a, b].
First let dT (a, b) ≥ 3. Let C be the cycle v′a1 . . . anaTbbn . . . b1v′, where v′ has the same role as in
Case 1, and v′a1 . . . ana and bbn . . . b1v′ are arbitrarily chosen v′, a- and b, v′-geodesic, respectively.
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Fig. 11. dT (a, b) = 2 and j = 2.
Fig. 12. dT (a, b) = 2 and j > 2.
We get a contradiction starting from C in a similar way as in Case 1, hencewe omit the details. (In fact,
it is easy to see that since T [a, b] is a geodesic, some cases are simplified.)
The main difference is when dT (a, b) = 2. First let d(v′, a) = d(v′, b) ≥ 2. Then the cycle
C : v′a1 . . . anaxbbn . . . b1v′ is even with length at least 6. Since ab ∉ E(G) we get x ∈ Nj[v], which is
a contradiction.
Let d(v′, a) = 1. Suppose bc ∉ E(G). Hence there exists y ∈ V (T ) \ Nj[v] between b and c in
T . Therefore the tree T ′ obtained from T by replacing x with v′ is a Steiner tree for R that contains
v′ ∈ Nj[v] and y ∉ Nj[v], which is a contradiction. Hence bc ∈ E(G) and dT (a, c) = 3 (see Fig. 12).
First note that v′c, xc ∉ E(G), since there is no induced house or twin C4 in G. We distinguish two
cases with respect to j being equal or greater than 2.
First let j = 2 (see Fig. 11). Then the cycle D2 : vv′axbcw1v is odd and the antipodes of x on D2
are v and w1. Since D2 is well-bridged at x, we immediately get d(x, w1) = 2. Hence w1b ∈ E(G)
or w1a ∈ E(G) or there exists z ∈ V (G) such that w1z ∈ E(G) and zx ∈ E(G). First, suppose
that w1b ∈ E(G). Then the cycle D3 : vv′axbw1v has length 6. Since D3 is well-bridged at x and
ab ∉ E(G), d(x, v) ≤ 2, which is a contradiction. If w1a ∈ E(G), then the cycle D3 : vv′bxaw1v has
length 6. Since D3 is well-bridged at x and ab ∉ E(G), d(x, v) ≤ 2, which is again a contradiction.
Therefore there exists a common neighbour z ∈ V (G) of w1 and x. Then the cycle D3 : vv′axzw1v
has length 6 and is thus well-bridged at v. So v′w1 ∈ E(G), otherwise x ∈ N2[v]. Therefore vertices
v, v′, b, c, w1 induce a house, again a contradiction.
Now, let j > 2 and let D2 be the cycle vv1 . . . vj−2v′axbcwj−1 . . . w1v and D3 the cycle vv1 . . .
vj−2v′bcwj−1 . . . w1v (see Fig. 12). Then D3 is an odd cycle and the antipodes of b on D3 are v and
w1. Since D3 is well-bridged at b and cv′ ∉ E(G), d(b, w1) = j − 1 (it cannot be less, otherwise
x ∈ Nj[v]). We claim that a b, w1-geodesic P (of length j − 1) cannot contain vertices from the
x, v-geodesic of D2. Clearly x, a, v1 ∉ P . Assume vi ∈ P for some i ∈ 2, . . . , j − 1, where vj−1 = v′.
Then, as d(b, vi) = d(a, vi), we get d(w1, a) = d(w1, b) = d(w1, c) = j − 1 and d(w1, x) ≥ j.
Hence there exists a Steiner tree for R ⊆ Nj−1[w1] containing x ∉ Nj−1[w1]. That is, Nj−1[w1] is not
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g3-convex, which contradicts the minimality of j. Therefore P has the form bPwj′wj′−1 . . . w1, where
dP(b, wj′) = dD3(b, wj′) − 1. Hence the cycle D4 : vv1 . . . vj−1v′axbPw1v is an even cycle of length
2j+ 2 and v is the antipode of x on D4. Since D4 is well-bridged at x and ab ∉ E(G), d(x, v) ≤ j, which
is the final contradiction. The proof of Theorem 1 is complete.
Acknowledgements
We are grateful to an anonymous referee for numerous comments and suggestions that helped us
to improve the presentation.
The first author was supported by the Ministry of Science and Higher Education of Slovenia under
the grants J1-2043 and P1-0297.
References
[1] B. Brešar, M. Changat, J. Mathews, I. Peterin, Prasanth G. Narasimha-Shenoi, A. Tepeh Horvat, Steiner intervals, geodesic
intervals, and betweenness, Discrete Math. 309 (2009) 6114–6125.
[2] J. Cáceres, O.R. Oellermann, On 3-Steiner simplicial orderings, Discrete Math. 309 (2009) 5828–5833.
[3] M. Changat, H.M.Mulder, G. Sierksma, Convexities related to path properties on graphs, DiscreteMath. 290 (2005) 117–131.
[4] M. Farber, R.E. Jamison, On local convexity in graphs, Discrete Math. 66 (1987) 231–247.
[5] M. Henning, M.H. Nielsen, O.R. Oellermann, Local Steiner convexity, European J. Combin. 30 (2009) 1186–1193.
[6] E. Kubicka, G. Kubicki, O.R. Oellermann, Steiner intervals in graphs, Discrete Math. 81 (1998) 181–190.
[7] O.R. Oellermann,M.L. Puertas, Steiner intervals and Steiner geodetic numbers in distance-hereditary graphs, DiscreteMath.
307 (2007) 88–96.
[8] M.J.L. van de Vel, Theory of Convex Structures, North-Holland, Amsterdam, 1993.
