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ABSTRACT
We examine the general element of the class of ordinary differ-
ential equations, yy(n+1)+αy′y(n) = 0, for its Lie point symmetries.
1
We observe that the algebraic properties of this class of equations
display an attractive set of patterns, the general member of the
class can have three type of Algebra, (n+ 1)A1 ⊕s {A1 ⊕ sl(2, R)},
A1 ⊕ sl(2, R) or A2 ⊕ A1, for different values of α. We look at the
singularity properties of these equations for various values of α.
MSC Subject Classification: 34A05; 34A34; 34C14; 22E60.
Key Words and Phrases: Symmetries; Singularities; Inte-
grability.
1 Introduction
The Steen-Ermakov-Milne-Pinney Equation [19, 6, 9, 16]
ρ′′(t) + ω2(t)ρ(t) =
1
ρ(t)3
is well known for its frequent occurrence in various applications. It
is probably less well known as an integral of a third-order equa-
tion of maximal symmetry [11] and this may well be the source of
Pinney’s famous solution which was presented without proof. The
simplest form of the equation is obtained by setting ω = 0, that is,
ρ′′(t) =
1
ρ(t)3
.
A natural generalisation, namely
yy(n+1) + αy′y(n) = 0, (1)
was studied by Moyo et al. [12] with particular reference to its
integrability.
We examine (1) in terms of its symmetry and singularity prop-
erties.
2 Symmetry Properties
We consider the ordinary differential equation
yy(n+1) + αy′y(n) = 0 (2)
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We examine Equation (2) for its symmetry properties. If n = 1,
there are eight Lie point symmetries given by1
Γ1 = ∂x
Γ2 = x∂x
Γ3 = y∂y
Γ4 = xy∂y
Γ5 = log(y)∂x
Γ6 = y log(y)∂y
Γ7 = x
2∂x + xy log(y)∂y
Γ8 = x log(y)∂x + (y log(y))
2∂y
(3)
for α = −1. Equally for α 6= −1 there are eight Lie point symme-
tries. Now the value of α intrudes into the expressions for some of
the symmetries. The symmetries are
Γ1 = ∂x
Γ2 = x∂x
Γ3 = y∂y
Γ4 = y
−α∂y
Γ5 = xy
−α∂y
Γ6 =
y1+α
α+1
∂x
Γ7 = (1 + α)x
2∂x + xy∂y
Γ8 = (1 + α)xy
1+α∂x + y
2+α∂y.
(4)
Because the maximal number of Lie point symmetries for a scalar
second-order ordinary differential is eight [8][p 405], for n = 1 the
algebra is sl(3, R) irrespective of the value of α.
When we turn to the second member of the class, namely
yy′′′ + αy′y′′ = 0, (5)
we obtain three possible algebraic structures. These are
{∂x, x∂x, x2∂x + 2xy∂y, y∂y, ∂y, x∂y, x2∂y},
{∂x, x∂x, x2∂x + xy∂y, y∂y, ∂y
y
,
x∂y
y
,
x2∂y
y
}and
{∂x, x∂x, y∂y}
1For the calculation of the symmetries we use the Mathematica add-on Sym
[3, 4, 5, 2].
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corresponding to α = 0, α = 3
1
and general α, respectively. For
α = 0 and α = 3
1
the algebra is 3A1 ⊕s {A1 ⊕ sl(2, R)}, for general
α the algebra is A2 ⊕ A1. (We make use of the Mubarakzyanov
Classification Scheme [10, 13, 14, 15])
The third member of the class is the prototype for subsequent
equations and we find the symmetries
{∂x, x∂x, x2∂x + 3xy∂y, y∂y, ∂y, x∂y, x2∂y, x3∂y},
{∂x, x∂x, x2∂x + 2xy∂y, y∂y}and
{∂x, x∂x, y∂y}
corresponding to α = 0, α = 4
2
and general α. For α = 0 the algebra
is 4A1⊕s {A1⊕sl(2, R)}, for α = 42 the algebra is A1⊕sl(2, R) and
for general α the algebra is A2 ⊕ A1.
These observations naturally lead to the following theorem for
various values of α.
Theorem 1. In general, symmetries of an nth-order equation
of the type yy(n+1) + αy′y(n) = 0 are given by
∂y, x∂y, · · ·x(n)∂y
α = 0 y∂y
∂x, x∂x +
n
2
y∂y, x
2∂x + nxy∂y
α = n+1
n−1
∂x, x∂x +
n−1
2
y∂y, x
2∂x + (n− 1)xy∂y, y∂y
α=else ∂x, x∂x, y∂y.
Equation yy(n+1) + αy′y(n) = 0 has n + 5, 4 and 3 point sym-
metries corresponding to α = 0, α = n+1
n−1
and α =else, respec-
tively. The corresponding algebras are (n+1)A1⊕s {A1⊕sl(2, R)},
A1 ⊕ sl(2, R) and A2 ⊕A1.
Proof. One can consider the general equation with left hand
side in the form
Ω : yy(n+1) + αy′y(n). (6)
The linearised symmetry condition is X(n+1)Ω = 0 when Ω = 0,
where
X = ξ(x, y)∂x + η(x, y)∂y
is the generator of the infinitesimal point transformation and
X(n) = ξ(x, y)∂x + η(x, y)∂y + η
′∂y′ + · · ·+ η(n)∂y(n)
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is its extension up to the nth derivative, that is,
− αy′y(n)η + αyy(n)η(1) + αyy′η(n) + y2η(n+1) = 0. (7)
When we use the extension formula
η(n) = Dnη −
n∑
j=1
(
n
j
)
y(n+1−j)Djξ, (8)
where D is the total derivative, we can rewrite (7) as
−αy′y(n)η + αyy(n)(ηx + y′(ηy − ξx)− y′2ξy)) + αyy′Dnη
−αyy′
n∑
j=1
(
n
j
)
y(n+1−j)Djξ + y2D(n+1)η
−y2
n+1∑
j=1
(
n + 1
j
)
y(n+2−j)Djξ = 0.
(9)
Comparing the coefficients of y′′y(n) on both sides in equation (9)
we get ξy = 0, that is,
ξ = a(x). (10)
On substitution of equation (10) into equation (9) we have
−αy′y(n)η + αyy(n)(ηx + y′(ηy − a′)) + αyy′Dnη
−αyy′
n∑
j=1
(
n
j
)
y(n+1−j)a(j) + y2D(n+1)η
−y2
n+1∑
j=1
(
n+ 1
j
)
y(n+2−j)a(j) = 0.
(11)
By comparison of the coefficients of y′′y(n−1) in equation (11) we
see that ηyy = 0, that is,
η = b(x) + yc(x). (12)
When we use Leibnitz’ rule for differentiating a product, we com-
pute Dnη as
Dnη = bn(x) +
n∑
k=0
(
n
k
)
y(k)c(n−k). (13)
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On substitution of equation (13) into equation (11) we have
−α(b+ yc)y′y(n) + α(b′ + yc′ + y′(c− a′))yy(n) + αb(n)yy′
+α
n∑
k=0
(
n
k
)
y(k)c(n−k)yy′ − α
n∑
j=1
(
n
j
)
y(n+1−j)a(j)yy′
+b(n+1)y2 +
n+1∑
k=0
(
n+ 1
k
)
y(k)c(n+1−k)y2
−
n+1∑
j=1
(
n+ 1
j
)
y(n+2−j)a(j)y2 = 0.
(14)
When we compare the coefficients of y′y(n) in equation (14), we
obtain
b(x) = 0. (15)
Using the equation (15) we rewrite equation (14) as
αc′y2y(n) + α
n−1∑
k=0
(
n
k
)
y(k)c(n−k)yy′ − α
n∑
j=2
(
n
j
)
y(n+1−j)a(j)yy′
+
n∑
k=0
(
n + 1
k
)
y(k)c(n+1−k)y2 −
n+1∑
j=2
(
n+ 1
j
)
y(n+2−j)a(j)y2 = 0.
(16)
By comparison of the coefficients of y′y(n−1) and y(n) in equation
(16), we obtain
2c′ − (n− 1)a′′ = 0 (17)
2(n+ 1 + α)c′ − n(n+ 1)a′′ = 0. (18)
Solving the equation (17) for c we obtain
c = c1 +
n− 1
2
a′, (19)
where c1 is the constant of integration. On substitution of equation
(19) into equation (18) we have
(−α + αn− n− 1)a′′ = 0. (20)
6
2.1 Case 1: α = n+1
n−1
The equation (21) is satisfied for α = n+1
n−1
. Comparing the coeffi-
cients of y(n−1) we get
3c′′ − (n− 1)a′′′ = 0. (21)
We substitute (19) into equation (21) to obtain a′′′ = 0, that is,
a = a1 + a2x+ a3x
2. (22)
The coefficient functions of the symmetries of the case α = n+1
n−1
are
ξ = a1 + a2x+ a3x
2, (23)
η = c1y +
n− 1
2
a2y + (n− 1)a3xy. (24)
2.2 Case 2: α = else
If α = else, then −α+αn−n−1 6= 0. From (21) we obtain a′′ = 0,
that is,
a = a1 + a2x. (25)
The coefficient functions of the symmetries of the case α = else are
ξ = a1 + a2x, (26)
η = c1y +
n− 1
2
a2y. (27)
2.3 Case 3: α = 0
The equation is
b(n+1) +
n+1∑
k=0
(
n + 1
k
)
y(k)c(n+1−k) −
n+1∑
j=1
(
n+ 1
j
)
y(n+2−j)a(j) = 0.
(28)
We collect the constant and y coefficients in equation (28) and find
that
b(n+1)(x) = 0 , c(n+1)(x) = 0. (29)
We rewrite equation (28) as
n∑
k=1
(
n+ 1
k
)
y(k)c(n+1−k) −
n+1∑
j=2
(
n+ 1
j
)
y(n+2−j)a(j) = 0 (30)
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and collect the coefficients of y(n) and y(n−1) in equation (2) to
obtain
2c(1) − na(2) = 0 (31)
3c(2) − (n− 1)a(3) = 0. (32)
From equation (31) c = c1+
n
2
a(1) and we substitute this into equa-
tion (32) to obtain a(3) = 0, that is,
a = a1 + a2x+ a3x
2. (33)
The coefficient functions of the symmetries of the case α = 0 are
ξ = a1 + a2x+ a3x
2 and
η = b1 + b2x+ · · ·+ bn+1xn + c1y + n
2
a2y + a3nxy.
3 Singularity Analysis
We examine the specific class of equations for the value of α =
−(n + 1) introduced above in terms of singularity analysis. We
examine the sequence of equations introduced above in terms of
singularity analysis. We follow the general method as outlined in
[20, 21] with the modification for negative nongeneric resonances
introduced by Andriopoulos et al [1]. We illustrate the method on
the fifth-order equation,
yy(5) − 5y′y(4) = 0. (34)
To determine the leading-order behaviour we set y = αχp, where
χ = x − x0 and x0 is the location of the putative singularity. We
obtain
a2(p−4)(p−3)(p−2)(p−1)pχ2p−5−5a2(p−3)(p−2)(p−1)p2χ2p−5
which is zero if (p− 4) = 5p, ie, p = −12. Note that the coefficient
of the leading-order term is arbitrary.
2The positive integral values of p sre not acceptable for singularity analysis.
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To establish the terms at which the remaining constants of in-
tegration occur in the Laurent Expansion we make the substitution
y = αχ−1 +mχ−1+s,
where the various values at which s may take are determined by
the coefficient of terms linear in m being zero and so m is arbitrary.
The coefficient of m is a fifth-order polynomial in s, the roots of
which are
s = −1, 0, 6, 1
2
(
5− i
√
39
)
,
1
2
(
5 + i
√
39
)
.
The resonances are discordant. However, this problem can be over-
come by the substitution y(x) → 1
w(x)
. From Table1 the value of
the leading-order, −1, is always present. For a system to possess
the Painleve´ Property the resonance must be an integer. If α < n,
the Laurent expansion is known as a Right Painleve´ Series because
the exponents commence at −1 and increase to a presumed infinity.
If α > n, the Laurent expansion is known as a Full Painleve´ Series.
In the case that the resonance is a rational number the expansion
can be made in terms of fractional powers – the same be true if
the exponent of the leading-order behaviour be rational. In this
case the solution cannot be analytic. Rather, it has branch point
singularities. Provided the denominator of the fractional power is
not great, the expansion is acceptable. If the dominator is large, the
complex plane is divided by so many branch cuts as to be effectively
useless for the almost inevitable numerical computations used in the
solution. When fractional powers are included in the expansion, the
system is said to possess the weak Painleve´ Property.
Consistency is automatically satisfied as all terms in the equa-
tion are dominant. We deduce the following theorem.
Theorem 2. The exponent of the leading-order term and the
resonances of the nth member of the class of equations,
yy(n+1) + αy′y(n) = 0, n > 1, α rational,
under the transformation y(x) → 1
w(x)
are p = −n + 1,−n +
2, · · · ,−1, 0,− n
1+α
and s = −1, 0, 1, · · · , n− 2, n− 1− α.
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Table 1: Leading order and resonances of Equation (2) under the
transformation y(x)→ 1
w(x)
n Leading-order Resonances
2 −1, 0,− 2
1+α
−1, 0, 1− α
3 −2,−1, 0,− 3
1+α
−1, 0, 1, 2− α
4 −3,−2,−1, 0,− 4
1+α
−1, 0, 1, 2, 3− α
n −n + 1,−n + 2, · · · ,−1, 0,− n
1+α
−1, 0, 1, · · · , n− 2, n− 1− α
Proof. Substituing y = w−1 in equation (2) then we have
w−1(w−1)(n+1) + α(w−1)′(w−1)(n) = 0 (35)
To find the leading order of equation (35), let us take w = βxp,
Obviously
w−1 =
1
β
x−p (36)
Then we may obtained the corresponding first and second order
derivative is
(w−1)
′
=
1
β
(−1)px−p−1 (37)
(w−1)
′′
=
1
β
(−1)2p(p+ 1)x−p−2 (38)
we can rewritting the general form as
(w−1)
(n)
=
1
β
(−1)np(p+ 1)(p+ 2)....(p+ (n− 1))x−p−n(39)
(w−1)
(n+1)
=
1
β
(−1)n+1p(p+ 1)(p+ 2)....(p+ (n− 1))(p+ n)x−p−n−1(40)
By substituting the equation (39) and (40) to the equation (35)
1
β2
(−1)n+1p(p+ 1)(p+ 2)...(p+ n− 1)(p+ n)x−2p−n−1
+
α
β2
(−1)n+1p2(p+ 1)(p+ 2)...(p+ n− 1)x−2p−n−1 = 0 (41)
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Collecting the coefficients of x−2p−n−1 and equating it into zero
p(p+ 1)(p+ 2)...(p+ n− 1)(p+ n + αp) = 0 (42)
We get the following values for p, p = 0,−1,−2, ...− n+ 1, −n
1+α
To
find the resonances let us take w = βx−1 +mx−1+s therefore
w−1 =
x
β
(1 +
m
β
xs)−1 (43)
w−1 =
1
β
∞∑
k=0
(−1)k(m
β
)
k
xks+1 (44)
(w−1)
′
=
1
β
∞∑
k=0
(−1)k(m
β
)
k
(ks+ 1)xks (45)
(w−1)
′′
=
1
β
∞∑
k=0
(−1)k(m
β
)
k
(ks+ 1)(ks)xks−1 (46)
(w−1)
(n)
=
1
β
∞∑
k=0
(−1)k(m
β
)
k
(ks+1)(ks)(ks−1)....(ks−(n−2))xks−(n−1)
(47)
(w−1)
(n+1)
=
1
β
∞∑
k=0
(−1)k(m
β
)
k
(ks+1)(ks)(ks−1)....(ks−(n−2))(ks−(n−1))xks−n
(48)
Substituting equations (44, 45, 47) and (49) in equation (35) then
the resultant equation is given by
1
β2
x−n+1
(
∞∑
k=0
{ k∑
j=0
(−1)k(m
β
)
k
(js+ 1)(js)(js− 1)....(js− (n− 2))(js− (n− 1))
}
−α
∞∑
k=0
{ k∑
j=0
(−1)k(m
β
)
k
(js+ 1)(js)(js− 1)....(js− (n− 2))((k − j)s+ 1)
})
xks
To collect the coefficient of m, we have to take k = 1 and j = 1
therefore
(s+ 1)(s)(s− 1)....(s− (n− 2))(s− n+ 1 + α) = 0 (49)
Hence the resonances are s = −1, 0, 1, · · · , n− 2, n− 1− α
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4 Discussion
We have examined the equation,
yy(n+1) + αy′y(n) = 0,
in terms of the algebraic properties of its Lie point symmetries and
its integrability in terms of analytic functions. We found that the
Lie point symmetries for general n are
α = 0 : ∂y, x∂y, · · ·x(n)∂y, y∂y, ∂x, x∂x + n2y∂y, x2∂x + nxy∂y
α = n+1
n−1
: ∂x, x∂x +
n−1
2
y∂y, x
2∂x + (n− 1)xy∂y, y∂y
α = else : ∂x, x∂x, y∂y
The algebras are (n + 1)A1 ⊕s {A1 ⊕ sl(2, R)}, A1 ⊕ sl(2, R) and
A2 ⊕ A1. respectively. In terms of singularity analysis, under the
transformation y(x)→ 1
w(x)
the solution for w(x) is either analytic
over the complex plane or on a portion of it defined by branch cuts.
It follows that y(x) is also analytic.
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