Abstract: This research explores ENSO-related spatial and temporal regional African vegetation variability over different land covers using monthly 1982-1999 AVHRR NDVI imagery. Multidimensional map algebra (MMA), a processing language for spatio-temporal data, is used for data integration and analysis. Results suggest that in southern Africa and the western Sahel the ENSO cold phase is associated with enhanced vegetation intensity, particularly in shrubland. In the western Sahel, the ENSO warm phase is associated with suppressed vegetation intensity for woodland and cropland. In these regions the ENSO cold phase is associated with increased spatial and temporal vegetation variability.
INTRODUCTION
Previous research has indicated that El Niño/Southern Oscillation (ENSO) influences vegetation dynamics in Africa (Ropelewski and Halpert, 1987; Myneni et al., 1996; Mennis, 2001) . Certain regions of Africa tend to undergo substantial vegetation enhancement or suppression during ENSO events, depending on the ENSO phase (Kogan, 1998; Verdin et al., 1999; Anyamba et al., 2002) . However, even within a single region, a single ENSO event can produce a variety of vegetation intensity changes (Plisnier et al., 2000) , as the magnitude and timing of the response to climatic forcing will vary among different vegetation types.
The purpose of this research is to explore how ENSO impacts spatial and temporal African vegetation variability over different types of vegetation. This aim is addressed through an analysis of Advanced Very High Resolution Radiometer (AVHRR) Normalized Difference Vegetation Index (NDVI) imagery capturing African vegetation intensity for the period 1982-1999. Three regions of Africa that have been demonstrated in past research to be impacted by ENSO are investigated here: eastern Africa, the western Sahel, and southern Africa (Fig. 1) . A secondary research aim is to demonstrate the application of multidimensional map algebra (MMA), a data processing language for spatio-temporal data (Mennis et al., 2005b) , to the analysis of time series of satellite imagery. MMA is used to integrate the time series of imagery with ENSO data and African land cover data and to identify differences in vegetation response to ENSO forcing over different vegetation types. Vegetation response is captured by the particularly in the red wavelengths, giving healthy, leafy vegetation a dark green color. The cell structure of leaves results in high reflectance in the near-infrared wavelengths. These spectral properties allow the NDVI to serve as a rough proxy for the concentration of photosynthetically active vegetation (Bannari et al., 1995) . AVHRR NDVI is calculated as:
(Channel 2 -Channel 1) / (Channel 2 + Channel 1),
where Channel 1 and Channel 2 are reflectance values captured in the red and nearinfrared wavelengths, respectively. The NDVI is sensitive to a variety of vegetation characteristics, including density, health, and fraction of photosynthetically active radiation (FPAR). The NDVI is also sensitive to characteristics such as soil moisture and atmospheric water vapor (Bannari et al., 1995) . And though long time series of AVHRR NDVI data may be subject to issues of sensor degradation, orbital drift, and cloud contamination (Gutman and Ignatov, 1999; Chappell et al., 2001) , the global coverage, temporal scope, and temporal consistency of AVHRR NDVI data have facilitated many global and regional vegetation variability studies (Kawabata et al., 2001; Mennis, 2001) , as well as analyses of agricultural production Maselli et al, 2000) .
A number of researchers have used AVHRR NDVI to investigate the impact of ENSO on African vegetation intensity. Myneni et al. (1996) correlated time series of individual NDVI pixels with a time series of equatorial Pacific sea surface temperature (SST), using departure from the monthly mean for both the NDVI and SST data. They found that the ENSO warm phase of 1982-1983 was associated with an increase in vegetation intensity in eastern Africa. In southern Africa, however, results were mixed, with both positive and negative vegetation intensity anomalies associated with Pacific Ocean sea surface cooling at different times.
Anyamba and colleagues have employed principal components analysis (PCA) as well as correlation with a variety of ENSO indicators to investigate ENSO-related vegetation dynamics in Africa for a number of individual ENSO events from 1982-2000 (Anyamba and Eastman, 1996; Anyamba et al., 2001; . They found strong positive (negative) NDVI anomalies in eastern Africa during ENSO warm (cold) phases. The relationship is just the opposite in southern Africa-the ENSO warm phase is associated with anomalously low vegetation intensity values. Although, during the ENSO warm phase of 1997-1998, the impact on southern African vegetation was mixed, with generally enhanced vegetation intensity observed in the east and suppressed vegetation intensity in the west, particularly during the latter half of the warm phase in early 1998. These general results were similar to those found by Kogan (1998) , who noted that the effect of the 1997-1998 ENSO warm phase on southern African vegetation intensity was not as intense as that of the 1986-1987 and 1991-1992 ENSO warm phase events, particularly in the latter stage of the 1997-1998 event.
DATA
There are a variety of data in addition to AVHRR-derived NDVI that may be used to capture vegetation intensity. One notable option are data derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) sensor, carried aboard the Terra and Aqua spacecraft (Justice et al., 1998) , and for which vegetation index data products up to a spatial resolution of 250 m 2 and a temporal resolution of 16 days are available. Vegetation index data products from MODIS include not only NDVI but also Enhanced Vegetation Index (EVI), which is more sensitive to canopy structure as opposed to chlorophyll content and performs more effectively in high-biomass areas (Huete et al., 2002) . Other vegetation indices are also in use, such as the SoilAdjusted Vegetation Index (SAVI), which accounts for variations in NDVI due to soil conditions (Huete, 1988) .
The present research uses AVHRR NDVI data to indicate African vegetation intensity for a number of reasons. First, the AVHRR NDVI data set extends back prior to 1982, providing the basis for a long time-series analysis that is simply not possible with data acquired from many of the more recently developed sensors, such as MODIS. Second, the prominent use of AVHRR NDVI to investigate regional and global vegetation dynamics (e.g., Boyd et al., 2006; Wagenseil and Samimi, 2006; Young and Harris, 2005) provides evidence of its utility as well as sheds light on its limitations, thus assisting with interpretation of analytical results. Third, AVHRR NDVI data are available as pre-processed data products that, although certainly subject to a certain level of error, have been developed to support vegetation dynamics research. In addition, AVHRR NDVI was used for all three study regions for the sake of consistency and to facilitate the comparison of results.
Monthly 8 km resolution AVHRR NDVI data for 1982-1999 were acquired from the NASA Goddard Space Flight Center's Distributed Active Archive Center (DAAC) as part of the Pathfinder AVHRR Land (PAL) program. The PAL data have undergone preprocessing to address issues of sensor degradation and cloud contamination, including the use of 10-day compositing using the maximum brightness technique (Holben, 1986) . Despite this extensive preprocessing, error remains present in the PAL data set. Visual inspection of the NDVI data revealed two data quality issues. First, for a handful of months, entire sections of Africa were simply missing from the time series of imagery. Second, in many of the monthly images that provided complete coverage over Africa, the imagery appeared "speckled" with unusually high pixel values. These high pixel values did not continue from one month to another in the same location, suggesting that they are errors and do not reflect any actual characteristic of the earth surface. To address the first issue, entire monthly images that were missing portions of Africa were regarded as "no data" in the time series. A multi-step procedure was used to address the second issue. First, we visually identified those images that contained the unusually high pixel values. For each of these images, a 5 × 5 cell window mean filter was passed over the image, producing a new image in which each cell contained the mean of its neighbors (and not including the focal cell in the calculation). The original and filtered images were then compared; if an original NDVI value was greater two times, or less than half, the filter value, it was assumed to be an error and was replaced with the filter value.
As an additional preprocessing step, the departure from the monthly mean for each pixel was calculated for each NDVI image in order to separate the seasonal variation from other influences on NDVI value. This was done by calculating a single image for each month that represented the monthly mean value for each pixel. The appropriate monthly mean image was then subtracted from each of the original NDVI images to yield a time series of 216 monthly NDVI anomaly images extending from January 1982 through December 1999.
Land cover data were acquired from the University of Maryland Global Land Cover Facility (GLCF). These 8 km resolution data were also derived from AVHRR data with the aid of higher resolution imagery from the Landsat platform used for classification purposes Hansen et al,. 2000) . Table 1 reports the land covers for each of the three study regions (note that water is excluded as water it masked from the NDVI data set). All study regions are dominated primarily by woodland, wooded grassland, and shrubland ( Fig. 2) . Eastern Africa also contains a fair amount of grassland. Cropland occupies between two and eight percent of the area of each region. Because they occupy the vast majority of each study region, we focus on the following vegetated land covers in this analysis: woodland, wooded grassland, closed shrubland, open shrubland, and grassland. We also focus on cropland because of its obvious importance in food production and the fact that previous research has shown that agricultural yields in Africa may be related to ENSO (Cane et al., 1994) .
ENSO phase data, indicating whether each month is associated with an ENSO warm, cold, or neutral phase, were acquired from the NOAA-Cooperative Institute for Research in Environmental Sciences' (CIRES) Climate Diagnostics Center (Smith and Sardeshmukh, 2000) . These data were generated by calculating the five-month running mean of the Southern Oscillation Index (SOI) and sea surface temperature (SST) for Niño 3.4, a region of the equatorial Pacific often used to track ENSO. Months with anomalies beyond the 20th percentile in both SOI and SST running means were used to identify ENSO warm and cold phase months. The remaining months were classified as neutral phase. A second, less stringent, approach identifies months with anomalies beyond the 33.3 percentile in both SOI and SST running means. We refer to these ENSO phase data sets as ENSO 1 and ENSO 2, respectively ( Table 2) . ENSO 1 records warm phases for certain months of 1982-1983, 1987, 1991-1992, 1993, 1994-1995, and 1997-1998 . An ENSO cold phase is encoded for September through November 1988. ENSO 2 records longer warm and cold phases for the same ENSO events as ENSO 1, and also records an additional cold phase for fall and winter 1998. 
METHODS
Multidimensional map algebra (MMA) is used to summarize vegetation variability by ENSO phase and land cover. MMA (Mennis et al., 2005b) is an extension of the conventional map algebra (Tomlin, 1990 ) that forms the basis for raster data handling in many geographic information system (GIS) and remote sensing image processing software packages. In MMA, the conventional local, focal, and zonal functions have been extended to operate on three-dimensional "space-time data cubes" in which two dimensions encode planimetric position and the third dimension encodes time. Whereas a conventional raster grid is composed of a tessellation of square grid cells, a space-time data cube is composed of a tessellation of cubic spacetime "elements."
A comparison of conventional map algebra functions with their temporal map algebra counterparts helps to illuminate how temporal map algebra works. Conventional local functions take as input two grids and output a grid in which the value of each output grid cell is derived from the values of the analogous cell position in the input grids, as in a raster overlay. The MMA analog can be envisioned as the super- position of two three-dimensional space-time data cubes, instead of the overlay of two grids. Figure 2A shows how two 3 × 3 × 3 element space-time cubes (with dimensions X, Y, and T, respectively, where X and Y are spatial and T is temporal) may be combined through addition. Each element from the first cube is added to the value of the analogous positional element in the second cube to yield the value of the element for the same position in the output cube.
Conventional focal functions are similar to filter operations in image processing; they take as input a single grid and generate an output grid in which the value of each cell is derived from the values of the cells within a predefined neighborhood. In MMA, the focal window is applied to the space-time cube. Figure 2B shows an input 5 × 3 × 3-element space-time cube on the left and a 3 × 3 × 3 space-time neighborhood on the right, with the focal element in the center of the neighborhood and colored black. During a focal function this neighborhood would move over the entire input cube, where each input cube element would serve as the focal element during one function iteration. In the conventional map algebra, neighborhoods may be offset a certain distance and direction from the focal cell position. Analogously, in MMA, offsets may extend in space, in time, or in space and time simultaneously.
Conventional zonal functions take as input a value grid and a zone grid and generate a table summarizing the values in the value grid according to the zones in the zone grid. Because MMA operates on space-time data cubes, the value data and zone data may be spatial, temporal, or spatio-temporal. Thus, the value data may summarized according to zones that extend across space, through time, or over space and time simultaneously. Figure 3C shows a 5 × 5 × 5-element value space-time cube on the left and a zone space-time cube of the same dimensionality on the right, in which each shade of grey indicates a different zone. Notice that the zones extend across space and time simultaneously. For each zone, the set of elements in the value cube Jan. 00 11 00 00 00 01 00 02 00 00 11 00 00 11 00 00 11 02 Feb. 00 11 00 00 00 01 00 02 00 00 11 00 00 01 00 00 11 00 Mar. 00 11 00 00 00 01 00 02 00 00 11 01 00 00 00 00 11 00 Apr. 00 11 00 00 00 11 00 02 00 01 11 11 00 00 00 01 01 00 May 01 11 00 00 00 11 00 02 00 01 11 11 01 00 00 11 00 00 June 01 01 00 00 00 11 00 00 00 11 11 11 01 00 00 11 00 00 July 11 00 00 00 00 11 02 00 00 11 01 11 01 00 00 11 00 00 Aug. 11 00 00 00 00 11 02 00 00 11 00 01 01 00 00 11 02 00 Sep.
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11 00 00 00 01 01 02 00 00 11 00 00 11 00 00 11 02 02 a 1 = warm phase; 2 = cold phase; 0 = neutral phase. The first digit indicates the phase in the ENSO 1 data set; the second digit indicates the phase in the ENSO 2 data set.
contained within the element positions of that zone would be summarized and reported in a table, where each row in the table represents one zone. Like the conventional map algebra, MMA functions can be accessed using simple statements that specify the function parameterization, data input, and data output. The statements can be strung together to create more complex analytical programs where the data output of one statement is ingested into another statement. These programs, called "cartographic models" in the conventional map algebra, provide the ability to automate a series of data processing steps. The version of MMA used here was implemented in the scripting language IDL (Research Systems, Inc.). For more information on the implementation details of MMA the reader is referred to Mennis et al. (2005a) .
In the present research, MMA is used to summarize NDVI anomaly values during different ENSO phases and over different land covers for each study region. First, mean NDVI anomaly is calculated for each ENSO phase, using both the ENSO 1 and ENSO 2 data sets. Second, mean NDVI anomaly is calculated for each land cover and ENSO phase. These two steps are accomplished using MMA zonal functions, where the ENSO phase data serve as the zones and the NDVI time series are the value data to be summarized.
In the third step, MMA focal functions are used to generate space-time data cubes of the spatial and temporal variance of the NDVI anomaly, in which each space-time element of the cube encodes the variance over a spatial or temporal neighborhood for that element position. A series of spatial variance cubes are calculated using focal functions that employ a series of spatial-only neighborhoods, including square spatial lags with radii of 1 × 1, 3 × 3, 5 × 5, 7 × 7, 9 × 9, 11 × 11, and 13 × 13 pixels. A series of temporal variance cubes are calculated using focal functions that employ a series of temporal-only neighborhoods. Here, the variance value mapped to a space-time cube element is calculated based on the values of the elements that precede and follow it in time, and not the values of its spatial neighbors. The temporal neighborhoods include lag "radii" of 1, 2, 3, 4, 5, and 6 months. Note that a six-month radius indicates that the variance of an element is computed based on the values of all the elements contained within a year-long window centered on the focal element. Table 3 reports the mean NDVI anomaly for each study region for each ENSO phase. For ENSO 1, the ENSO cold phase is associated with a positive NDVI anomaly for all study regions, with the strongest anomaly in southern Africa. The ENSO warm phase is associated with suppression of vegetation intensity in the western Sahel and southern Africa. The patterns for the ENSO 2 data set are similar to those for ENSO 1, although weaker. Figure 4 shows the mean NDVI anomaly for each study region for each ENSO phase (using ENSO 1 data) and for each land cover. In the western Sahel, a cold phase is associated with enhanced vegetation intensity in shrubland and grassland, while a warm phase is associated with suppressed vegetation intensity in woodland and cropland. In southern Africa, the cold phase is associated with enhanced vegetation intensity, and a warm phase with suppressed vegetation intensity, for all land covers. Generally similar patterns occur for both the ENSO 1 and 2 data sets (Fig. 5) , although the association of ENSO warm phase with enhanced vegetation intensity is more consistently observed across land covers in the ENSO 2 data set.
RESULTS
Figures 6, 7, and 8 report the results of the analysis of spatial variability in vegetation intensity over different land covers for different ENSO phases using the ENSO 1 data set. Due to space considerations, we do not show the analogous figures for results using the ENSO 2 data set, but rather discuss how they differ from the ENSO 1 Figure 6 shows, for different land covers of eastern Africa, the spatial variability in NDVI anomaly as a function of the spatial lag, or neighborhood, used in the focal function to compute the variance. Within each chart, each line represents the variance-lag relationship during the different ENSO phases, and thus allows for the comparison of how spatial variance differs with ENSO phase. Although not calculated in precisely the same way, these charts bear some resemblance to the variogram, as both indicate the degree of similarity of observations as a function of distance. As one would expect, variance increases with the lag for all land covers-nearby NDVI anomaly values tend to be more similar than those located farther apart. It should be noted that these charts are not intended for the comparison of spatial variance among land covers, as the size and shape of the land covers differ from one another, thus affecting the spatial variance value. For example, since cropland occupies a much smaller area than grassland, one would expect higher spatial variance, as the focal function centered on cropland pixels would incorporate values for other adjacent land covers as the lag increases. The same principle applies to the comparison of the spatial variance among study regions for identical land covers; the same type of land cover differs in size and shape among study regions. Rather, the purpose of these charts is to compare the degree to which vegetation varies over space during different ENSO phases, as well as the degree of differentiation in spatial variance among ENSO phases using different spatial lags. Figure 6 shows that for all land covers in the eastern Africa study region, the cold phase is associated with a raised level of spatial variance as compared to the warm and neutral phases. This is particularly evident for cropland, and less so for wooded grassland and shrubland. Similar patterns are evident for the western Sahel (Fig. 7) and southern Africa (Fig. 8) . Generally, differentiation of ENSO phases in spatial variance is uniform over different lag sizes-the lines of different ENSO phases for a given land cover appear to be offset by a generally constant value. The differences in spatial vegetation variability among ENSO phases are substantially diminished in the ENSO 2 data set, for all study regions and all land covers, although the cold phase still generally exhibits the greatest variance as compared to the warm and neutral phases. Figure 9 shows a set of charts similar to that of Figure 6 , where variance is expressed as a function of lag for different land covers in the eastern Africa study region. Unlike Figure 6 , however, Figure 9 shows the temporal, not spatial, variance in NDVI anomaly value. Here, the lag is expressed in months, as the "neighborhood" employed in the focal function is a temporal-only window over the months preceding and following a given month for each specific pixel position. Note that while different land cover types vary in shape and size, both within and among study regions, each pixel is assumed to remain the same land cover type throughout the study period. Thus, unlike with the charts describing spatial variance, the charts describing temporal variance support the comparison among different land covers and study regions. Figure 9 clearly has generally higher variance values than those reported in Figure 6 , indicating that the temporal variance is greater than spatial variance; NDVI values tend to vary more from one month to the next for the same pixel position than they do from one pixel to the adjacent pixel during one particular month. For the eastern Africa study region, the warm phase is generally associated with higher temporal variability in vegetation. This is true for all land covers, with the notable exception of woodland and cropland. Cropland is unique in that it shows an association of greater temporal vegetation variability with the cold phase, although the difference among ENSO phases is substantially reduced at temporal lags greater than three months.
In the western Sahel, the cold phase is associated with higher temporal vegetation variability in woodland, closed and open shrubland, and especially in cropland, where the temporal variance in NDVI anomaly peaks at 0.009 (Fig. 10) . The greatest differentiation in temporal variance among ENSO phases tends to occur at temporal lags of between two and four months. At lags greater than four months, temporal variance tends to decline and the lines for different ENSO phases begin to converge. Broadly similar patterns are observed for the southern Africa study region for all land covers, with the exception of open and closed shrubland, where no differentiation among ENSO phases can be observed (Fig. 11) . In addition, for the non-shrubland land covers, the differentiation in temporal variance among ENSO phases tends to be maximized at temporal lags of between four and five months. The exception to this is cropland, where differentiation is greatest at one month and lines of different ENSO phases move toward convergence at greater lags. Generally, in the eastern Africa and western Sahel study regions, woodland and cropland tend to have the highest temporal variance in NDVI anomaly, and shrubland tends to have the lowest. In the southern Africa study region, there is no visually discernable difference in temporal variance among land covers. As with the spatial variance, the charts derived using the ENSO 2 data set show far less differentiation among ENSO phases with regard to temporal variance in NDVI anomaly.
Research has also shown that vegetation response to ENSO warm phases may not occur simultaneously with changes in equatorial Pacific SST but occur later, according to both the phenological cycle and the offset between an increase (or decrease) in precipitation and the resulting change in vegetation intensity (Kogan, 1998) . Due to space considerations, we investigated the timing of vegetation response to ENSO forcing only in southern Africa. For southern Africa, recent research suggests the ENSO warm phase can be observed most strongly during the January-March months of an ENSO event (Anyamba et al., 2002) . A new time series data set was created indicating whether each January-March period occurred during (or immediately followed) an ENSO warm, cold, or neutral phase. As with the previous ENSO 1 and ENSO 2 time series, this new time series was used to summarize the mean NDVI anomaly, as well as spatial and temporal variability in NDVI anomaly, for each land cover in southern Africa.
A summary of the mean NDVI anomaly using the new ENSO time series shows a strong vegetation intensity enhancement during the ENSO cold phase. The cold, neutral, and warm phases have mean NDVI anomaly values of 0.0228, -0.0023, and 0.0002, respectively. Figure 12 shows the mean NDVI anomaly for each land cover in southern Africa for each ENSO phase using the January-March time series. The ENSO cold phase January-March period is associated with strongly enhanced vegetation intensity in shrubland, and, perhaps surprisingly, suppressed vegetation intensity in woodland and grassland. Figure 13 shows the mean spatial variance of NDVI anomaly as a function of spatial lag for each of the land covers and for each of the January-March periods during different ENSO phases in southern Africa. Figure 14 is analogous to Figure 13 , but shows the temporal, as opposed to spatial, variance in NDVI anomaly. There is no discernable differentiation in spatial or temporal variance among ESNO phases in the southern Africa study region.
CONCLUDING DISCUSSION
In Africa, vegetation intensity varies in the magnitude and timing of its response to ENSO forcing over different regions, and over different vegetation types within a single region. As previous researchers have found (Anyamba et al., 2002) , during an ENSO cold phase, southern Africa generally experiences enhanced vegetation intensity. The present study suggests that this response is particularly true for shrubland, and in southern Africa, the enhanced intensity in shrubland is more pronounced during the January-March period of an ENSO cold phase. Interestingly, southern Africa woodland and grassland show a reduction in vegetation intensity during the JanuaryMarch period of an ENSO cold phase, perhaps because of saturation of exposed ground. In the western Sahel, different ENSO phases affect different land covers. An ENSO cold phase is associated with enhanced vegetation intensity in shrubland, while an ENSO warm phase is associated with suppressed vegetation intensity in woodland and cropland.
Unlike previous research, this study does not detect as strong, nor consistent, a vegetation response to ENSO forcing in eastern Africa as compared to southern Africa. This may be due to the fact that the present study summarized NDVI anomaly over the entire period for which anomalous SST and SOI values occurred, rather than focusing on a shorter period in the later stages of the ENSO phase when the greatest effect of climatic forcing on vegetation may have occurred. In addition, vegetation intensity generally differs in magnitude among regions. A comparison of vegetation change among regions may be facilitated in future research by normalizing the NDVI anomaly by the monthly mean to derive a standardized anomaly value, expressed as the percentage of departure from the long-term mean.
Clearly, ENSO not only acts to enhance or suppress vegetation intensity, but also impacts the spatial and temporal variability of vegetation intensity. ENSO-associated spatial and temporal vegetation variability behaves differently for different vegetation cover types, as well as for the same land cover type in different regions. Generally, the ENSO cold phase is associated with increased spatial variability in vegetation intensity as compared to the warm and neutral phases, particularly for woodland and cropland. This is observed in all regions, despite the fact that the ENSO cold phase has different effects on vegetation intensity over the different regions. It is more difficult to generalize about the temporal variability patterns, although the ENSO warm phase is clearly associated with relatively higher temporal vegetation variability in eastern Africa, particularly for shrubland. In the western Sahel and southern Africa, however, the ENSO cold phase is associated with higher temporal vegetation variability.
It is worth emphasizing that the results presented here are exploratory in nature, based primarily on summary statistics and the visualization of charts and graphs. MMA is shown here to provide a valuable set of tools for this type of data exploration for time series of remotely sensed imagery. In the present research MMA was used to and over different land covers.
integrate and manipulate the spatial land cover data, the temporal ENSO data, and the spatio-temporal NDVI data. While the present analysis could certainly have been performed without MMA, it would have been very cumbersome and time consuming, particularly in summarizing the spatial and temporal variance values for the different land cover and ENSO phase combinations. Using MMA, these manipulations took just a few MMA IDL programming statements, which specified the data input, data output, and parameterization (e.g., the spatial and temporal lags over which to calculate the variance). MMA has recently been ported to the JAVA programming language and extended to handle four-dimensional data (three spatial dimensions and one temporal dimension) as well as more sophisticated map algebra functions (Mennis et al., 2005a) . It is also worth noting that the ENSO 1 and ENSO 2 time series include only one and two ENSO cold phases, respectively. Thus, one cannot tell if the observed patterns of vegetation intensity associated with the cold phase are typical or representative of cold phases more generally. In future research, MMA will be used to investigate patterns of standardized NDVI anomaly over different land covers for individual ENSO phase events, so that the vegetation response to different ENSO events may be compared for consistency. In addition, a temporal lag and subsetting routine will be employed to better identify the timing of the vegetation response to ENSO forcing over different vegetation types.
