Abstract. We introduce polynomial processes in the sense of [8] in the context of stochastic portfolio theory to model simultaneously companies' market capitalizations and the corresponding market weights. These models substantially extend volatility stabilized market models considered by Robert Fernholz and Ioannis Karatzas in [18] , in particular they allow for correlation between the individual stocks. At the same time they remain remarkably tractable which makes them applicable in practice, especially for estimation and calibration to high dimensional equity index data. In the diffusion case we characterize the joint polynomial property of the market capitalizations and the corresponding weights, exploiting the fact that the transformation between absolute and relative quantities perfectly fits the structural properties of polynomial processes. Explicit parameter conditions assuring the existence of a local martingale deflator and relative arbitrages with respect to the market portfolio are given and the connection to non-attainment of the boundary of the unit simplex is discussed. We also consider extensions to models with jumps and the computation of optimal relative arbitrage strategies.
Introduction
Since the seminal works by Robert Fernholz, e.g. [17, 22, 16] , on stochastic portfolio theory (SPT), many models to capture the joint behavior of companies' market capitalization, denoted by S i for i = 1, . . . , d, in large equity indices have been proposed. One of the main goals in this respect is to reproduce the empirically observed shape and dynamics of the capital distribution curves which have turned out to be remarkably stable over time (see [17, Figure 5 .1]). Another major aspect is to analyze the relative outperformance of certain portfolios with respect to the market portfolio and in turn to develop models which allow for so-called relative arbitrages. The models used so far can be broadly categorized (see e.g. the overview article [44] ) into
• rank based models with the Atlas and the Hybrid Atlas model [4, 31] as examples; • diverse models [17, 20] ;
• sufficiently volatile models with volatility stabilized [20] and generalized volatility stabilized models [41] as subclasses. While rank based models were designed to match the empirically observed stability of the capital distribution curves over time, the definition of diverse and sufficiently volatile models hinges on certain descriptive features of equity markets which have turned out to lead to relative arbitrages. We here briefly comment on the main properties of these model classes.
As the whole field of SPT, rank based type models have attracted much attention from theoretical side and are a rich source of mathematically interesting questions, in particular in the field of interacting particle systems, which is an active area of research (see the references in [44, Section 6] ). In terms of practical applicability there are however two shortcomings, namely the common assumption that capitalizations are uncorrelated (at least in the Atlas model) and limited tractability due to rank (in contrast to name) based modeling.
The second class of models, coined diverse, combine a condition that prevents the concentration of all the market capital into one single stock (so-called market diversity) with strong non-degeneracy of the instantaneous covariance matrix of the log-prices. R. Fernholz's key insight was that under these two conditions it is possible to systematically outperform the market portfolio, even on arbitrary short time horizons (see [20] ). This combination is however not the only one under which relative arbitrages occur, in particular the strong non-degeneracy condition, which is usually hard to verify in practice when estimating high dimensional covariance matrices, can be omitted.
Indeed, another condition, which led to the introduction of sufficiently volatile models is related to the volatility of the market weights, more precisely to the cumulative excess growth rate given by
where µ i t represents the market weight of the i-th stock at time t ≥ 0, for i = 1, . . . , d. Indeed, the assumption that the slope of Γ H (·) is bounded away from zero is the defining property of this class of models. As proved by R. Fernholz and I. Karatzas in [18] such models allow for relative arbitrages over sufficiently long time horizons with certain functionally generated portfolios, but, as recently shown in [21] , it is in general not sufficient to generate relative arbitrages on arbitrary short time horizons.
Examples of sufficiently volatile models are so-called volatility stabilized market models which have been introduced in [18] . As stated in the overview article [19] , these models are remarkable for several reasons, in particular because the total market capitalization process follows a specific Black Scholes model, while the individual stocks reflect the empirical fact that log-prices of smaller stocks tend to have greater volatility than the log-prices of larger ones.
Despite this coherence with equity market features, there is one major drawback, namely again the lack of correlation between the individual stocks, for which reason their applicability to model realistic market situations is limited. To overcome this drawback we propose in the present paper a significant but still tractable extension of this model class, which we call polynomial market weight and asset price models.
Indeed, a further remarkable property of volatility stabilized models is the fact that the asset prices and the market weights follow each individually and also jointly a polynomial process. Polynomial processes, introduced in [8] , see also [24] , constitute a class of time-homogeneous Markovian-Itô semimartingales which are inherently tractable in the sense that the calculation of (mixed) moments only requires the computation of matrix exponentials. The computational advantage associated with this property has been exploited in a large variety of problems. In particular, applications in mathematical finance include interest rates, credit risk, stochastic volatility models, life insurance liabilities and variance swaps (see [12, 1, 2, 6, 23] ). In the present context, it can be utilized for implementing optimal arbitrages (see Section 4) as well as for model calibration to high dimensional equity indices, such as S&P 500, using for instance method of moment or pathwise covariance estimation techniques exploiting the analytical knowledge of moments as well as the specific functional form of the covariance structure. In a companion paper [7] we actually investigate calibration of polynomial models to market data (MSCI world index with 300 stocks) and found very promising results. In particular, they are capable of matching the typical shape and fluctuations of capital distribution curves surprisingly well. A specificity of the setting of SPT, which differs from other applications in finance, is the choice of the market portfolio as numéraire, so that the market weights become the modeling quantity of primary interest. This thus necessitates tractable models whose state space is the unit simplex. One is therefore naturally led to polynomial processes because the usually considered most tractable classes, namely Lévy and affine processes, are deterministic on compact and connected state spaces (see [38] ).
Summarizing, the class of polynomial market weight and asset price models provides a tool to high dimensional equity market modeling with
• a high degree of tractability (indeed, they can be viewed as the most tractable class when it comes to modeling market weights directly); • the possibility of correlation between the stocks; • consistency with empirical market features, such as volatility structures that are inverse proportional to the size of the assets and "correct" fluctuations of the ranked market weights (capital distribution curves).
Therefore, one goal of the current article is to characterize these models, which are essentially defined through the property that the joint process of weights and capitalizations (µ t , S t ) t≥0 is polynomial. For diffusion models, this is the case if and only if the total captialization process, i.e.
i , is a polynomial diffusion on R ++ , independent of the polynomial diffusion for the market weights on the unit simplex (see Theorem 4.10) . Furthermore, if the characteristics of S are not allowed to depend on µ, then d i=1 S i follows necessarily a Black Scholes model, slightly more general than in volatility stabilized models (see Corollary 4.16) . The crucial point is that the market weights process can have a much richer covariance structure than in the case of volatility stabilized models, where it corresponds to the WrightFisher diffusion sometimes also called multivariate Jacobi process (see e.g. [28] ). In the present case the market weights process is a general polynomial diffusion on the unit simplex, as first characterized by Damir Filipović and Martin Larsson [24] (see also [9] ). Despite this significantly higher flexibility, it shares many desirable properties of the subclass of volatility stabilized models. For instance, under certain parameter conditions as made precise in Theorem 5.1 the slope of the cumulative excess growth rate is bounded away from zero, whence polynomial market weight models can be subsumed under the class of sufficiently volatile ones. In particular, they allow for relative arbitrages over long time horizons, generated by the so-called entropic portfolio [19, Example 11.1] . Moreover, as in volatility stabilized models the existence of (strong) relative arbitrage on arbitrary short time horizons (even with long only portfolios) is also possible and can be deduced from [3] .
Related to this is the precise characterization of the existence of relative arbitrages and a local martingale deflator (see e.g. [43] , [33] ) which we provide in Section 5. As a byproduct we obtain precise conditions for boundary attainment of polynomial models on the unit simplex. In the case of non-attainment of certain boundary segments we then discuss computable approximate optimal arbitrage strategies based on polynomials.
The remainder of the paper is structured as follows: Section 2 and Section 3 are dedicated to introduce the general setting of stochastic portfolio theory and the precise notion of polynomial processes. In Section 4 we then recall the definition of volatility stabilized market models, show their polynomial property and draw a full picture of polynomial market weight and asset price diffusion models, relying on a characterization of polynomial diffusions on ∆ d × R m + proved in Appendix B. In Section 4.2.1, we consider extensions with jumps, while Section 5 is fully dedicated to analyze fundamental properties (existence of relative arbitrages, local martingale deflators, completeness) of polynomial market weight models.
1.1. Notation. For a stochastic process we shall usually write X for (X t ) t≥0 and use superscript indices for its components, with the exception of semimartingale characteristics where we use subscript indices. In this case the superscript index indicates the process to which they belong, e.g. the characteristic b X denotes the drift of the process X. We denote by N the natural numbers, N 0 := N ∪ {0} the nonnegative integers, and R + the nonnegative reals. The symbols R n×n , S n , and S n + denote the n × n real, real symmetric, and real symmetric positive semi-definite matrices, respectively. Furthermore, e i stands for the i th canonical unit vector and 1 is the vector whose entries are all equal to 1.
Setting and notions of stochastic portfolio theory
We start by recalling the general setting and several notions of stochastic portfolio theory (SPT). For a more detailed account we refer to [17, 19, 36, 21] .
2.1. The market model and trading strategies. Let T > 0 denote some finite time horizon and let (Ω, F , (F t ) t∈[0,T ] , P ) be a filtered probability space with a right continuous filtration. Thereon we consider, for d ≥ 2, an R d + -valued semimartingale S with S 0 ∈ R d ++ , corresponding to the companies' (undiscounted) market capitalizations, i.e. stock price multiplied by the number of outstanding shares. We denote by Σ the total capitalization of the considered equity market, i.e.
and require that Σ is a.s. strictly positive, i.e. P [Σ t > 0, ∀t ≥ 0] = 1. In contrast to that the individual capitalizations are allowed to vanish. In line with the common literature on SPT (in particular, [36] ), we consider trading strategies investing only in these d assets and do not introduce a bank account.
Definition 2.1.
(i) We call a predictable, R d -valued, S-integrable process ϑ a trading strategy with wealth process V v,ϑ , where
is the time t-value of the investment according to the strategy ϑ and initial capital v > 0. Each ϑ i t represents the number of shares held at time t ≥ 0 in the i th asset.
where the integral is understood in the sense of vector stochastic integration.
A trading strategy is called long-only, if it never sells any stock short, i.e.
ϑ takes values in R d + . We denote by J (S) the collection of all self-financing, 1-admissible trading strategies.
Notation 2.2. The canonical value for the initial capital will be 1. For notational simplicity, we shall therefore write V ϑ for V 1,ϑ .
If each component of the semimartingale S is strictly positive, one can pass to a multiplicative (as opposed to the above additive) modeling approach, which used to be standard in SPT and can sometimes be convenient. In this setup one rather considers -instead of trading strategies corresponding to the number of sharesso-called portfolios whose value represents the proportion of current wealth invested in each of the assets (see Appendix A for further details).
2.2.
Relative arbitrage with respect to the market. A crucial quantity of interest is the performance of two admissible portfolios relative to each other. In this respect the notion of relative arbitrage defined subsequently plays an important role. Definition 2.3 (Relative arbitrage opportunity). Let ϕ, ϑ ∈ J (S) be self-financing, 1-admissible trading strategies. Then, the strategy ϑ is said to generate a relative arbitrage opportunity with respect to ϕ over the time horizon
Moreover, ϑ is called a strong relative arbitrage opportunity if
If the above definition applies to ϑ with values in R d + , we speak of (strong) long only relative arbitrage.
Remark 2.4. In the above definition we consider wealth processes with initial capital 1 and 1-admissible trading strategies. However, the existence of relative arbitrages clearly does not depend on that. Indeed, ϑ is a relative arbitrage opportunity with respect to ϕ over the time horizon [0, T ] in the sense of Definition 2.3 if and only if
Note that vϑ, vϕ are self-financing, v-admissible trading strategies and the initial capital is v.
We now draw our attention to relative arbitrage opportunities with respect to the market. In this case the 1-admissible reference trading strategy is given by ϕ
for all i ∈ {1, . . . , d} and t ∈ [0, T ] and the above definition of relative arbitrage translates as follows: Definition 2.5 (Relative arbitrage opportunity ). Let ϑ ∈ J (S) be a self-financing, 1-admissible trading strategy. Then ϑ is said to generate a relative arbitrage opportunity with respect to the market over the time horizon
Moreover, ϑ is called a strong relative arbitrage opportunity with respect to the market if
If the above definition applies to ϑ with values in R d + , we speak of (strong) long only relative arbitrage with respect to market.
2.3. Market weights. From Definition 2.5 it is apparent that relative arbitrages with respect to the market correspond to classical arbitrages when choosing the total capitalization Σ as numéraire. Doing so, yields the process of market weights denoted by µ = (µ 1 , . . . , µ d ) and defined by
Since all S i are assumed to be nonnegative, µ takes values in the unit simplex ∆ d defined by
The interior of the unit simplex, i.e. {x ∈ (0, 1)
Remark 2.6. (i) Let us remark that ϑ is a self-financing trading strategy for the capitalization process S as of Definition 2.1 if and only if it is a selffinancing trading strategy for the process µ, where the latter is defined as in Definition 2.1 simply by replacing S by µ (see [26] and [36, Proposition 2.3] ). In particular, denoting by Y q,ϑ the relative wealth process, i.e. for a strong relative arbitrage opportunity. The existence of relative arbitrages with respect to the market thus only depends on the market weights process µ.
Polynomial processes
This section is dedicated to give a very brief overview on polynomial processes which have been introduced in [8] and further analyzed in several papers, in particular in [24] , where questions on existence and uniqueness of polynomial diffusions on different state spaces are treated. For the case of jump-diffusions on the specific state space ∆ d , being of particular importance for modeling the market weight process µ, we refer to [9] .
We here define polynomial processes as a particular class of time-homogeneous Markovian Itô-semimartingales with state space D ⊆ R n defined on a filtered probability space (Ω, (F t ) t∈[0,T ] , F , P ) with a right-continuous filtration and T ∈ (0, ∞]. By an Itô-semimartingale X we mean a semimartingale whose characteristics (B X , C X , ν X ) (with respect to a certain truncation function χ) are absolutely continuous with respect to the Lebesgue measure, i.e., we have
and we call (b X , c X , K X ) differential semimartingale characteristics. The timehomogeneous Markov property is expressed by the fact that X is assumed to be Markovian relative to (F t ), that is,
for all t ≥ s and all Borel functions f :
, where σ(X s ) denotes the σ-algebra generated by X s . In particular, the differential characteristics (b Before giving the precise definition of a polynomial process, let us introduce some further notation. Let P m denote the finite dimensional vector space of polynomials up to degree m ≥ 0 on D, i.e. the restrictions of polynomials on R n to D, defined by
where we use multi-index notation
n . Moreover, we denote by P the vector space of all polynomials on D. Whenever there is ambiguity to which state space P m refers we denote it by P m (D).
The following definition of a polynomial process is not the original one given in [8] , but equivalent under the stated moment condition on the compensator of the jump measure as clarified by the subsequent theorem. For a slightly different definition of polynomial processes relying on solutions to the corresponding martingale problem and not a-priori assuming the existence of a Markov process, we refer to [24, 9] . Definition 3.1. A polynomial process X is a time-homogeneous Markovian Itô-semimartingale with state space D and initial value X 0 = x ∈ D whose differential characteristics (b
, with respect to the "truncation" function χ(ξ) = ξ, satisfy
The following theorem is a reformulation of the results in [8] .
Theorem 3.2. For a Markovian Itô-semimartingale X with state space D and Remark 3.3. The second assertion in the above theorem is crucial, since it means that the semigroup (P t ) t∈[0,T ] associated with the Markov process maps P k to P k . This in turn implies that expectations of polynomials of X t can be computed via matrix exponentials. More precisely for every k ∈ N, there exists a linear map A on P k , such that for all t ∈ [0, T ], the semigroup (P t ) restricted to P k can be written as
This crucial property of polynomial processes allows for an easy and efficient computation of moments without knowing the probability distribution or the characteristic function.
Remark 3.4. As indicated already in the introduction, another advantage of this model class arises in the context of model calibration in high dimensional situations, which we typically encounter when dealing with a large equity index. Indeed, pathwise estimation techniques of the integrated or spot covariance can be applied to determine the parameters of the diffusion matrix c whose entries are quadratic polynomials in the current state of the process (see Remark 4.13 for further details).
Remark 3.5. As already mentioned above, an alternative approach to introduce polynomial processes is via the martingale problem notion as for instance done in [24, 9] . To this end, consider the following linear operator G : P → P defined by Given a probability distribution ̺ on D, a solution to the martingale problem for (G, ̺) is a càdlàg process X with values in D such that P (X 0 ∈ ·) = ̺ and the process M f given by
is a local martingale for every f ∈ P with respect to the filtration generated by
We say that the martingale problem for G is well-posed if there exists a unique (in the sense of probability law) solution to the martingale problem for (G, ̺) for any initial distribution ̺ on D. Since such a solution is a time-homogenous Markovian Itô-semimartingale (see [13, Theorem 4.4.2] for the Markov property), we can therefore identify it with polynomial processes in the sense of Definition 3.1.
Polynomial market weight and asset price models
This section is dedicated to introduce models for the market weights and capitalizations based on polynomial processes. We start by reviewing volatility stabilized market models as introduced in [18] and show that the joint process (µ, S) is polynomial in the sense of Definition 3.1 (see Proposition 4.6). Subsequently we characterize all polynomial diffusion models (µ, S) taking values in
+ where µ is Markovian in its own filtration and (2.2) holds true. The proofs of the results of this section can be found in Appendix B.
4.1.
Volatility stabilized market models. The dynamics of the asset prices in volatility stabilized market models introduced in [18] are defined through
where α ≥ 0 and (W 1 , . . . , W d ) is a standard Brownian motion. We here and throughout the paper always consider weak solutions to such SDEs, or equivalently solutions to the associated martingale problems (compare Remark 3.5). Moreover, we suppose that the filtration is generated by S, i.e.
By a change of variable it is easily seen that these models are polynomial, which is stated in the proposition below. For its formulation recall the notation
Proposition 4.1. The volatility stabilized model (S 1 , . . . , S d ) of (4.1) satisfies the following properties:
(ii) The dynamics of the total capitalization process are described by a BlackScholes model of the form
where Z denotes a Brownian motion.
Remark 4.2.
(i) The name volatility stabilized model stems from the fact that the total capitalization process follows a specific Black Scholes model, while the individual assets have dynamics of the form (4.1).
(ii) As already mentioned in the introduction the empirical feature that logprices of smaller stocks tend to have greater volatility than the log-prices of larger ones is reflected in this model class. Indeed, from (4.1) it is easily seen that we have c
The following proposition asserts that also the market weights follow a polynomial process on the unit simplex, more precisely a so-called multivariate Jacobi process (see, e.g. [28] ). A similar statement has also been obtain in [27] and [40] . Let us introduce the filtration generated by (µ 1 , . . . , µ d ) which we denote by (G t ), i.e.
Note that G t ⊆ F t since the information on Σ is lost.
Proposition 4.3.
In the volatility stabilized model of (4.1), the dynamics of the market weights (µ 1 , . . . , µ d ) can be described by a multivariate Jacobi process of the form
where B is a d-dimensional standard Brownian motion. In particular (µ 1 , . . . , µ d ) is a polynomial process with respect to (G t ) with state space∆ d and differential
Remark 4.4.
(i) As examples of sufficiently volatile models, volatility stabilized market models exhibit a constant positive excess growth rate γ (i) the weights process µ is Markovian with respect to its natural filtration (G t ) (made right continuous) as defined in (4.5) and (ii) the joint process (µ, S) is a polynomial process.
Remark 4.8.
(i) Note that the second requirement of the above definition is strong in the sense that for instance both components µ and S can be polynomial processes but their covariance structure is of non-quadratic form so that the joint polynomial property is lost. We shall encounter such cases in Proposition 4.14 below. Nevertheless the joint polynomial property is relevant when it comes to computing joint moments of µ and S.
(ii) Note that we cannot start the process at any point in
2) is required to hold true. In other words, the state space can be bijectively
In order to characterize polynomial market weight and asset price models in terms of parameter restrictions let us introduce the following definition. Indeed, the parameter set introduced therein characterizes polynomial diffusion process on ∆ d (see Proposition 4.19 and [24, Proposition 6.6]).
• γ µ has nonnegative off-diagonal elements and all its diagonal elements are equal to 0,
. . , d}. We are now ready to state the announced characterization of polynomial market weight and asset price models with continuous trajectories. (iii) There exists an admissible simplex parameter set (β µ , B µ , γ µ ) and parameters κ, φ ∈ R + satisfying 2κ − φ ≥ 0, λ, σ ∈ R, such that the differential characteristics of (µ, S, Σ) are given by
Conversely, for an admissible simplex parameter set (β µ , B µ , γ µ ) and parameters κ, φ ∈ R + , λ, σ ∈ R, there exists a polynomial market weight and asset price model whose differential characteristics are of the above form.
Remark 4.11. Note that listing all characteristics of the process (µ, S, Σ) is of course redundant and they could be determined from the knowledge of the characteristics of S or (µ, Σ).
Remark 4.12.
(i) In the case of volatility stabilized models the above parameters take the following values:
In comparison with Remark 4.2, we see that the total capitalization process Σ is not necessarily a Black-Scholes model, but can correspond to an affine process, more precisely a CIR process if σ = 0. (iii) Individual stocks can still reflect the fact that log-prices of smaller stocks tend to have greater volatility than the log-prices of larger ones, but allow additionally for correlation, in particular we have
This is the crucial advantage over volatility stabilized models.
Remark 4.13. Let us here briefly comment on the practical applicability of these models in view of calibration, more precisely estimation of the instantaneous covariance of µ. Note that the structure of c µ allows to obtain γ µ from any estimator of the integrated covariance of log µ since
This simple relationship enables to estimate the parameters of the instantaneous covariance in any dimension and has been successfully implemented in [7] to calibrate polynomial market weight and asset price models to market data of 300 stock constituting the MSCI World Index. In this specific case this means estimating 44 700 parameters of γ µ which was under certain assumption on the correlation structure between the assets even possible on a scarse data set of a time series of around 300 time points. As already mentioned in the introduction not only feasibility of this method could be proved but also the fact that polynomial models fit the data well and exhibit promising empirical features in view of the shape and fluctuations of the capital distribution curves.
The rather strong independence property between Σ and µ which we obtained in the above theorem can be relaxed if we only require that each of the processes µ and S is polynomial (but not necessarily jointly). Indeed in this case we have the following proposition. 
be the filtration generated by S as specified in (4.2).
Σ for all i ∈ {1, . . . , d}. Then the following assertions are equivalent: (i) Both processes S and µ are polynomial (but not necessarily jointly).
(ii) The differential characteristics of S are given by
where (β µ , B µ , γ µ ) is an admissible simplex parameter set and and the parameters ζ ∈ R, λ ∈ R d are such that ζ11
Moreover, each of the above conditions implies the following assertion.
(iii) The differential characteristics of (µ, Σ) are given by
Remark 4.15. Note that for an admissible simplex parameter set (β µ , B µ , γ µ ) and parameters ζ ∈ R, λ ∈ R d such that ζ11 Finally combining Theorem 4.10 and Proposition 4.14 yields the subsequent corollary stating that in polynomial market weight and asset price models with continuous trajectories, where S is polynomial with respect to its own filtration, the total capitalization process Σ is a Black Scholes model. So in this case we find a similar structure as in Proposition 4.1 however with a much more general correlation structure between the assets. (i) The process (µ, S) is a polynomial market weight and asset price model with continuous trajectories such that S is polynomial with respect to its own filtration defined via (4.2). (ii) The processes µ and Σ are independent polynomial processes on ∆ d and R ++ respectively with the additional property that Σ is a Black -Scholes model of the form dΣ t = λΣ t dt + σΣ t dZ t for some parameters λ, σ ∈ R and Z a Brownian motion.
Extension with jumps.
In the following proposition we consider an extension with jumps which still gives rise to a polynomial market weight and asset price model. Proposition 4.17. Let µ and Σ be independent polynomial processes (both components possibly with jumps) on ∆ d and R ++ respectively. Assume that the respective jump measures satisfy
(4.8)
is a polynomial market weight and asset price model. (i) Note that the condition on the jump measure (4.8) is anyhow satisfied for |k| ≥ 3 by the polynomial property of the processes µ and Σ.
(ii) For specifications of the jump structure of µ we refer to [9, Section 6] . (iii) The assumptions on Σ are satisfied if Σ is for instance an affine CIR process with jumps.
Polynomial processes on ∆
The proof of the above results relies on the following proposition which gives necessary conditions in terms of parameters for polynomial diffusion processes with state space
It is an extension of the results obtained in [24] . For its formulation denote I = {1, . . . , d} and J = {d + 1, . . . , d + m}. Moreover, x I and x J stand for the vector x consisting of the first d and last m elements respectively. 
where
++ , where Π ∈ R m×m is the matrix with columns π (j) .
ji for all j ∈ J and B JJ ∈ R m×m has nonnegative off-diagonal elements.
Remark 4.20. Note that the drift part for the components in ∆ d could also be written as
where B II,ij = β I,i + B II,ij for all j ∈ {1, . . . , d} satisfies B ⊤ II 1 = 0 and B II,ij ≥ 0 for all i, j ∈ I, i = j. In order to be consistent with the literature, we however keep the notation with a constant term.
Under the above conditions on the parameters, one also gets existence of solutions to the martingale problem. However, well-posedness and hence the existence of polynomial processes in the sense of Definition 3.1 is not known in general. Under certain parameter restrictions this can be nevertheless achieved. In particular, the following holds and is relevant in our case for Theorem 4.10 when m = 1. 
Relative arbitrage in polynomial models
This section is dedicated to characterize the existence of relative arbitrage opportunities in polynomial diffusion market weight and asset price models under the so-called No unbounded profit with bounded risk condition (NUPBR). Note that due to Remark 2.6 relative arbitrages only depend on the market weights process µ. We thus only consider polynomial models on ∆ d and call them polynomial market weight models. Recall that they are characterized in terms of an admissible simplex parameter set (β µ , B µ , γ µ ). Recall that the (NUPBR) condition as introduced in [10] means that the set {Y ϑ T | ϑ ∈ J (µ)} is bounded in probability. Here, J (µ) denotes the collection of all self-financing, 1-admissible trading strategies with respect to µ analogously as in Definition 2.1. This (NUPBR) condition is the minimal requirement for economically reasonable models in continuous time and the usual assumption in stochastic portfolio theory.
The following theorem provides a characterization of relative arbitrage under (NUPBR). Its proof together with the proofs of the subsequent propositions and lemmas are gathered in Appendix C. 
where we used
It is well known that (NUPBR) is equivalent to the existence of a supermartingale deflator, that is a nonnegative process D with D 0 = 1 and D T > 0 such that DY ϑ is a supermartingale for all ϑ ∈ J (µ) (see e.g. [35] ). More precisely, as shown in [43] , this can be strengthen to the existence of a strictly positive local martingale deflator (see also [33] and the references therein), that is a strictly positive local martingale Z with Z 0 = 1 such that Zµ is a local martingale.
The following proposition establishes completeness of polynomial market weight models and uniqueness of the strictly positive local martingale deflator Z, a property which is relevant for the construction of strong relative arbitrages subsequently. It is also needed in the proof of Theorem 5.1 to establish the existence of strong relative arbitrages. 
Remark 5.8. Observe that condition (5.1) thus corresponds exactly to the nonattainment of {µ i = 0}.
After having characterized the existence of relative arbitrage opportunities let us now focus on their implementation. We shall consider so-called optimal arbitrages (see e.g. [14] ).
Definition 5.9. We denote by U T the superhedging price of 1 at time T > 0, that is,
and we call 1 UT optimal arbitrage. The relation to the strict local martingale deflator Z of Proposition 5.4 and the way how these optimal arbitrages can be implemented is described in the following remark. For technical reasons, needed in the assertions of Remark 5.10 and the proof of Proposition 5.11, we assume (Ω, (F t ), F , P ) to be the canonical filtered probability space as for instance specified in [42, Section 5]. 
Then the optimal arbitrage can be achieved by investing U T and replicating the payoff 1 ≡ 1 E (µ T ) P -a.s., where the last identity is a consequence of Proposition 5.7. More precisely, denote by Z the strictly positive martingale deflator of Proposition 5.4. Then, by the superhedging duality (see e.g. [35, page 32] in the present context where only (NUPBR) holds) and completeness of the model as proved in Proposition 5.4, we have U T = E[Z T ] and the "price at time t of the optimal arbitrage" is given by
where Q denotes the so called Föllmer measure (see [25, 11, 15, 42] and the references therein), for which P ≪ Q holds and under which µ is a martingale up to the time when µ leaves E. The last equality in (5.2) follows from [42, Theorem 5.1] by noting that 1 Zt > 0 P -a.s and Q-a.s. on E. Assuming that g is sufficiently regular, the replicating Delta hedging strategy ϑ is computed via
(compare [42, Theorem 4.1]). Note that in the multiplicative setting (see Appendix A) this can be translated to portfolios weights given by
In order to implement the above described strategy at least approximately, the polynomial property can be exploited. Indeed, the following proposition provides an approximation of the optimal arbitrage strategy in terms of polynomials, which can be easily implemented by approximating the function µ → 1 E (µ) via polynomials.
Proposition 5.11. Consider a polynomial diffusion market weight models as of Theorem 5.1 and assume that (i) or equivalently (ii) holds true. Then for every ε > 0 there exists a time-dependent polynomial µ → p ε (t, µ) and a strategy defined via ϑ
converges P -a.s. to the optimal arbitrage. Remark 5.12. Note that the strategy ϑ ε t yielding the "approximate optimal arbitrage" Y ϑ ε T can be explicitly computed via matrix exponentials as it can be seen from (C.8).
Appendix A. Multiplicative modeling framework
In addition to Section 2, let us here briefly review the multiplicative modeling framework which used to be standard in stochastic portfolio theory and can be applied if each component of the semimartingale S is strictly positive. Indeed, then S can be written in terms of the stochastic exponential of a d-dimensional semimartingale R with R 0 = 0 and
, where R is interpreted as the process of returns. Within this framework one can replace trading strategies by the notion of portfolios defined as follows: Definition A.1.
(i) A portfolio π is a predictable process with values in
t represents the proportion of current wealth invested at time t in the i th asset for i ∈ {1, . . . , d}. (ii) A portfolio which satisfies π i ≥ 0 for all i ∈ {1, . . . , d}, i.e., it takes values in the unit simplex ∆ d is called long-only.
Note that the market weights as defined in (2.2) are a particular long-only portfolio that invests in all assets in proportion to their relative weights.
By a slight abuse of notation we denote the wealth process achieved with initial wealth v > 0 and by trading according to the portfolio π by V v,π . By converting the proportion of current wealth into numbers of shares, we can define a trading strategy ϑ by
The dynamics of V v,π can therefore be written as
Similarly, the dynamics of the relative wealth process defined in (2.3) are in this setting given by
in perfect analogy to the (original) wealth process where we have µ i instead of S i .
Appendix B. Proofs of Section 4
B.1. Proofs of Subsection 4.1.
Proof of Proposition 4.1. We start by proving (i). Recalling that µ i = S i /Σ, we can rewrite (4.1) as Concerning (ii), note that the differential characteristics of Σ are given by
which implies that Σ can be represented as in (4.4).
Proof of Proposition 4.3. In order to compute the differential characteristics of (µ 1 , . . . , µ d ), we apply [34, Proposition 2.5], which is simply a consequence of Itô's formula, to the C 2 -function f : 
and for the diffusion part c
Note here that cS i(d+1) = S i S d+1 . This already yields the form of the differential characteristics in (4.7). Noting that the differential characteristics of the Jacobi process given by (4.6) are the same and as the associate martingale problem admits a unique solution (see e.g. [ Moreover, since S is Markovian with respect to (F t ), this is the case for µ as well. As the Markov property is preserved by passing to a coarser filtration to which µ is adapted to, in our case its natural filtration (G t ), we can conclude the polynomial property of (µ 1 , . . . , µ d ) with respect to (G t ).
Proof of Proposition 4.6. Note that in view of Proposition 4.1 and 4.3, we only have to prove that the instantaneous covariance between between S and µ is a quadratic polynomial in the state variables. In order to compute this, we proceed as in the proof of Proposition 4.
and its differential characteristics accordingly, and writingS :
Similarly, we have
This together with the form of the dynamics given in Proposition 4.1 and 4.3, implies independence of µ and Σ.
B.2. Proofs of Section 4.2.
Proof of Theorem 4.10. We prove the equivalence of (i) and (ii) by showing first that both conditions imply (iii). Let us start by proving (i) ⇒ (iii). By definition of a polynomial market weight model, µ is a polynomial process in its own filtration. Hence, by Proposition 4.19 taking m = 0 (see also [24, Proposition 6.6] ), the form of the characteristic of µ follows immediately. Moreover, since (µ, S) is polynomial, the differential characteristics of Σ necessarily satisfy
We here assume without loss of generality that η, ψ, B i , as well as the columns of θ,
⊤ are not equal to k1 for some constant k = 0, because then the linear and constant parts would be redundant. Let us now compute the differential characteristics of S. For the drift we have
As the quadratic terms have to vanish, we obtain the following relationships, holding for all i, k, l ∈ {1, . . . , d}
for some constants c and e. Therefore,
For the instantaneous variance we have
In order to obtain a polynomial of degree 2, the following conditions are necessary
for all l, k ∈ {1, . . . , d}. Here, ζ, φ, ξ denote some constants. Inserting (B.4) in the expression for c Σ yields
Regarding c Σ as a function of (µ, S, Σ) it has to vanish whenever (S, Σ) = 0, since Σ is a strictly positive process. This implies that α + ξ = 0. Since the instantaneous covariance matrix of (µ, Σ) has to be positive semidefinite, and both c µ and c Σ do not contain a constant term, a i = 0 for all i ∈ {1, . . . , d}. Hence, putting all together we obtain
For the instantaneous covariance we have
(B.6)
Finally, we compute the instantaneous covariance between µ and S c
(B.7)
In order to obtain a polynomial of degree 2, we necessarily have for all k, λ k ≡ λ where λ denotes now (by a slight abuse of notation) some constant. Similarly η = k1 for some k but the assumption at the beginning that η = k1 for k = 0 implies that η = 0. This together with α + ξ = 0 yields
In order obey the condition that Σ = In order to obtain the final form of the characteristics, we now insert all these restrictions in the equations (B.2), (B.5), (B.6) and (B.7) . The remaining characteristics involving Σ are given by (B.8) and (B.9), and c Σ,S results from a straightforward computation. Observe that the only expressions involving ζ are ζ + 2λ so that we can replace ζ + 2λ ≥ 0 by some parameter σ 2 ≥ 0. This then yields the form of the characteristics in assertion (iii) with the corresponding admissible parameters.
In order to prove (i) ⇒ (ii), it only remains to prove the independence of µ and Σ.
In this respect note that the martingale problem in the sense of Remark 3.5 associated to the characteristic of µ and Σ (see e.g. 
where B is a d-dimensional standard Brownian motion and Z a one-dimensional one, independent of B. As µ and Σ are fully decoupled, independence follows.
Let us now turn to the converse direction (ii) ⇒ (i) by first proving that (ii) implies (iii). Observe that the existence of an admissible simplex parameter set and parameters κ, φ ∈ R + with 2κ + φ ≥ 0, λ, σ ∈ R determining the form of the characteristics of µ and Σ follows immediately from Proposition 4.19 and Lemma B.1. Note in this respect that the independence of µ and Σ implies that both b Σ and c Σ do not depend on µ. The remaining characteristics can then be easily computed via Itô's product rule using the fact that S i = µ i Σ. This then yields the expressions stated in (iii), which implies that the joint process (µ, S) is polynomial. This together with the fact that µ is clearly a polynomial process in its own filtration allows to conclude that (µ, S) is a polynomial market weight and asset price model with continuous trajectories, whence (i).
The last statement of the theorem follows again from the fact that the martingale problem corresponding to the characteristics of µ and Σ as given in (iii) is wellposed as long as the involved parameters satisfy the stated admissibility conditions. The existence of a polynomial market weight and asset price model can then be deduced as in the proof of direction (ii) ⇒ (i).
The following lemma is needed in the above proof to characterize strict positivity of one dimensional polynomial processes.
Lemma B.1. Let Σ be a polynomial diffusion process on R + with Σ 0 > 0, b
t where κ, φ ≥ 0 and λ, σ ∈ R. Then the following assertions are equivalent:
Proof. To prove (ii) ⇒(i) we apply McKean's argument (see e.g. [39, Proposition 4.3] ) to the log(Σ). Then by Itô's formula, we have for t < τ :
where W denotes some one-dimensional Brownian motion. Since the first term in the drift is nonnegative and the second is constant, we deduce that for every
Mc Kean's argument as of e.g. [39, Proposition 4.3] therefore yields that τ = ∞ and thus implies the assertion. For the converse direction we apply [24, Theorem 5.7 (iii)] and assume for a contradiction that (ii) does not hold, i.e. 2κ − φ < 0. In the terminology of [24,
[24, Theorem 5.7 (iii)] thus implies that for any time horizon T we can find some Σ 0 > 0 close enough to 0 such that 0 is hit with positive probability. This contradicts (i) and proves the assertion.
Proof of Proposition 4.14. Let us start by proving (i) ⇒ (ii). As µ is supposed to be a polynomial process, the form of the characteristic of µ as stated in (iii) follows similarly as in Theorem 4.10 from Proposition 4.19. Moreover, since S is supposed to be polynomial too, the differential characteristics of Σ necessarily satisfy
for some parameters κ, α ∈ R, λ, φ ∈ R d and ζ ∈ R d×d . Using these expressions and the characteristics of µ we now compute the differential characteristics of S i = µ i Σ for i ∈ {1, . . . , d}. For the drift we have
In order to obtain an affine function in the components of S, c Σ,µ is necessarily of the following form
To obtain a polynomial of degree 2, that does not depend on µ the following conditions are necessary
for all l, k ∈ {1, . . . , d}. Here, by a slight abuse of notation ζ denotes some constant.
Inserting these restrictions into c Σ yields c
Since the instantaneous covariance matrix of (µ, Σ) has to be positive semidefinite, and both c µ and c Σ do not contain a constant term, a i = 0 for all i ∈ 1, ..., d in (B.10). We then have
and for the instantaneous covariance c S ij
(B.13)
. Therefore it is necessary to impose κ = 0 and
so that we finally obtain from (B.11), (B.12), (B.13) the form of the characteristics stated in (ii). Note that the matrix α in the characteristics of S as specified in Proposition 4.19 is given by ζ11 ⊤ + Λ − γ µ , where Λ ij = λ i + λ j and 1 denotes the vector with all entries equal to 1. By Proposition 4.19 we thus have the requirement that ζ11
by choosing s j for j = i accordingly. This then yields that ζ11 ⊤ + Λ − γ µ is positive semidefinite and ζ + 2λ i ≥ 0 for all i, whence assertion (ii).
Conversely, assume (ii). Then the polynomial property of S is clear. Moreover the characteristics of (µ, Σ) can be easily computed and are stated in (iii). From this we see that µ is a Markovian Itô-semimartingale with respect to (F t ) and thus also with respect to its natural filtration. Hence we can conclude the polynomial property of µ and thus (i).
The form of the characteristics as stated in (iii) follows from (i) and (ii) by simple computations.
Proof of Corollary 4.16. This is a simple consequence of Theorem 4.10. Indeed, on the one hand Condition (i) implies κ = φ = 0, whence we infer from (ii) in Theorem 4.10 that Σ reduces to a Black-Scholes model. On the other hand Condition (ii) clearly also implies κ = φ = 0. From the form of the characteristics of S as stated in item (iii) of Theorem 4.10, we therefore deduce that S is polynomial with respect to its own filtration. B.2.1. Proofs of Section 4.2.1.
Proof of 4.17. By independence of µ and Σ, the characteristics of S i = µ i Σ and the joint characteristics of (µ, S) with respect to the truncation function χ(ξ) = ξ read as follows Similarly we obtain due to (4.8) that
are polynomials of degree 2 in the components of (µ, S).
.e. they are polynomials of degree |k| in the components of (µ, S). This shows the polynomial property of (µ, S), since the moment condition of Definition 3.1 holds as µ and Σ are assumed to satisfy it. 
for some i ∈ {1, . . . , d + m}, it can be written as
) for some i, j ∈ {1, . . . , d+ m}, it can be written as
for some p p n x n , which implies that p n = 0 for all multi-indices n such that |n| = n and n i = 0. We thus conclude that p satisfies (B.14). Similarly we have for the second assertion
(ii), that p n = 0 for all multi-indices n such that |n| = n and n i = 0 or n j = 0. Therefore (B.15) holds true.
For the formulation of the subsequent lemma recall the notation I = {1, . . . , d} and J = {d + 1, . . . , d + m}. Moreover, for a matrix c ∈ S d+m we write c II for the matrix consisting of the first d columns and rows and analogously c JJ . Similarly, x I and x J stand for the vector x consisting of the first d and last m elements respectively.
Lemma B.3. The following assertions are equivalent:
+ and c ij ∈ P 2 for all i, j ∈ I ∪ J. 
2 (ii) together with c ij ∈ P 2 thus yields c ij (x) = −γ ij x i x j for all i = j and some γ ij ∈ R. Moreover, as c
Since c ii ≥ 0 and γ ij can be written as γ ij = 4c ii ( ei+ej 2 ) it follows that γ ij ∈ R + for i, j ∈ I and the form of c II is proved.
Let us now consider c jj for j ∈ J. By B.2 (i), we have c jj (x) = x j p j 1 with some affine function p j 1 , which already yields the form
This directly yields π (j) ∈ R m + . Furthermore by setting x k = 0 for k ∈ J \ {j} and making x j sufficiently small, we see that φ j + θ ⊤ (j) x I ≥ 0 is required for all x I ∈ ∆ d , which forces φ j ≥ max i∈I θ − (j)i . Finally, let Θ ∈ R d×m consist of the columns θ (j) and Π ∈ R m×m of the columns π (j) . Moreover, let α ∈ S m with elements α ij = −γ i+d,j+d , i, j ∈ {1, . . . , m}. We then have
Letting s → ∞, we see that
++ , which leads the form of c JJ .
It remains to show that γ ij = 0 for i ∈ I and j ∈ J. Positive semidefiniteness of c implies that 
For s close to 1, the left hand side can be made arbitrarily small so that the inequality is not satisfied if γ ij = 0. This proves the first direction.
Concerning (ii) ⇒ (i), the only condition which is not obvious is the positive semidefiniteness of c II . This however follows exactly as in the proof of [24, Proposition 6.6].
We are now ready to prove Proposition 4.19.
Proof. We start by proving the first assertion on the necessary parameter conditions. Being a polynomial process in the sense of Definition 3.1, implies the well-posedness of the corresponding martingale problem in the sense of Remark 3.5. Hence, we can invoke [24, Theorem 5.1] . As in this paper we define the following set of polynomials P := {x i | i = 1, . . . d + m} and the following polynomial Concerning part (ii), we have due the polynomial property b(x) = β + Bx for some β ∈ R d+m and B ∈ R (d+m)×(d+m) . Let us now consider the conditions of [24, Theorem 5.1], involving the drift part. To this end, denote by G the extended infinitesimal generator associated to the polynomial process as introduced in Remark 3.5
Thus it can be written as
for some constant κ. This shows that B IJ = 0 and that b I (x) cannot depend on x J . Moreover, we have β
and we obtain, by inserting e j , I ∋ j = i, that β i + B ij ≥ 0 for i, j ∈ I, i = j. Finally, for all p(x) = x j with j ∈ J, the condition Gp ≥ 0 on ∆ d × R m + ∩ {p = 0} also has to be satisfied. We may thus set x J = 0 to see that β J + B JI x I has to lie in R m + for all x I ∈ ∆ d . Hence β j ≥ max i∈I B − ji . Moreover, setting x j = 0 for some fixed j ∈ J and letting x k → ∞, for J ∋ k = j forces B jk ≥ 0. This completes the proof of (ii). Proof of Theorem 5.1. We start to prove (ii) ⇒ (i). Let us first show that there does not exist an equivalent measure Q ∼ P under which µ is a martingale. Assume by contradiction that such a martingale measure Q exists. By Lemma 5.6 this in turn implies that every boundary segment {µ k = 0}, k ∈ {1, . . . , d}, is attained with positive Q probability. But due to Proposition 5.7, Condition 5.1 is equivalent to the non-attainment of the boundary segment {µ i = 0} under P . Hence P and Q cannot be equivalent, whence by the Fundamental Theorem of Asset Pricing (see [10] ), (NFLVR) is not satisfied. We now show that (NUPBR) is satisfied. Indeed, by Lemma C.6 there exists some function λ such that
where J denotes the set of indices j for which b µ j = 0 on {µ j = 0} with b µ , and c µ defined in C.1. Since µ takes values in E as proved in Proposition 5.7, λ(µ t ) makes sense for all t ∈ [0, T ] and implies that the so called weak structure condition (see [30, Chapter 3] ) is satisfied. Moreover
By Lemma C.9, we have c µ − γ * a µ is positive semidefinite where γ * = min i =j γ µ ij and a µ is defined in Lemma C.7. Moreover, as also stated in Lemma C.9, the rank of both matrices c µ and a µ is always the same. By [45,
is therefore positive semidefinite and we can estimate
As on∆ d the inverse matrix of a µ (and also c µ ) exists, we have by Lemma C.7 and the fact that 
By Lemma B.2 (i), we know that for all j ∈ J, b µ j = κ j µ j for some constant κ j . Hence
Extending this to E yields the same equality with ( a µ t ) −1 replaced by ( a µ t ) + and by (C.2) and (C.1) we obtain
As µ takes values in E, we can thus conclude that
s. finite as claimed. Hence, the so-called structure condition (see e.g. [30, Chapter 3] ) holds true and [30, Theorem 3.4] thus implies that (NUPBR) holds for the process µ and thus in turn for µ as well. As (NFLVR) ⇔ (NUPBR) + (NA) (see [10] ) and since (NFLVR) does not hold, this thus means that relative arbitrages necessarily exist. Moreover, they are strong since the model is complete. Indeed, by Proposition 5.4 and the existence of relative arbitrages, the P -a.s. payoff Y = 1 can be replicated with an initial capital strictly less than 1, given by E[Z T ] < 1 where Z is the unique strictly positive martingale deflator of Proposition 5.4 (i).
Concerning the other direction. Assume (NUPBR) and that there exist strong relative arbitrage opportunities. Let us first prove that there must exist some i ∈ {1, . . . , d} such that b 
where W is a d − 1 dimensional Brownian motion and λ is defined in Lemma C.6. Then the quadratic variation of M is
Analogously as above we obtain on E = ∆ d the estimate
Hence, Novikov's condition
is therefore satisfied and we conclude that E(M ) is a martingale. By Girsanov's theorem we thus obtain an equivalent measure Q defined via dQ/dP = E(M T ) such that b µ i = 0 for all i ∈ {1, . . . , d} under Q. Hence µ is a martingale under Q which contradicts the fact that there exist strong relative arbitrage opportunities. Thus there exist some i ∈ {1, . . . , d} such that b µ i > 0 for some elements in {µ i = 0}. Let now i be such that b µ i > 0 for some elements in {µ i = 0}. As (NUPBR) holds true it cannot happen with positive probability that µ i s = 0 for some s ∈ [0, T ] and that µ i t > 0 for some t > s, because in this case an unbounded profit could be generated. This means that the drift must be strong enough to guarantee that the boundary segment {µ i = 0} is not reached with positive probability. By Proposition 5. where τ k = inf{t ≥ 0 | µ k t = 0}. Since (A j ) j∈{1,...,d} together with A c is a partition of Ω, we have
Proof of Proposition 5. Remark C.5. By similar arguments, it actually suffices to assume that there exists some index j such that γ µ ij > 0 for all i in order to obtain the same conclusion.
Lemma C.6. Let γ µ be such that γ Proof. The form of the inverse is easily verified by a simple computation.
Remark C.8. Note that the above form of γ µ yields the diffusion matrix of volatility stabilized models with entries specified in Proposition 4.3. Moreover, observe that in this case a µ corresponds to c µ of dimension d − 1.
Lemma C.9. Let γ µ be such that γ µ ij > 0 for all i = j. Set γ * = min i =j γ µ ij and let a µ be given as in Lemma C.7. Then c µ − γ * a µ is positive semidefinite. Moreover, rank( c µ ) = rank( a µ ).
Proof. Note that the matrix c µ − γ * a µ corresponds to a diffusion matrix (with last row and column deleted) generated by some matrix γ µ given by
Since all entries of γ µ are nonnegative, positive semidefiniteness of c µ − γ * a µ and thus in turn of c µ − γ * a µ follows. For the last statement, note that the rank of both matrices is equal to the dimension of the corresponding boundary segment of the simplex, i.e. d − 1 if µ ∈∆ d , etc.
Proof of Proposition 5.11. We follow the idea outlined in Remark 5.10. Indeed, consider a sequence of polynomials (p n ) n∈N on ∆ d approximating µ → 1 E (µ) pointwise such that p n (∆ d \ E) = 0 for all n. Let Z be the strictly positive local martingale deflator as of Proposition 5.4 and define q := E[Z T ] < 1, which corresponds to the superheding price U T of 1, given in Definition 5.9 and which is strictly smaller than 1 since relative arbitrages exist. Let δ > 0 such that q + δ < 1. By dominated convergences (choosing the sequence of polynomials bounded) there exists some n such that for all N ≥ n |E [p N (µ T )Z T ] − q| ≤ δ.
Let ε > 0. Since p n (µ) → 1 E (µ) as n → ∞ and as P has no mass outside the set E there exists some n such that for N ≥ n P [p N (µ T ) > q + δ] ≥ 1 − ε.
