Heterogeneous materials have been widely used in many engineering applications. Achieving optimal material performance requires a quantitative knowledge of the complex material microstructure and structural evolution under external stimuli.
Background
Heterogeneous materials including metallic alloys, ceramics, composites and granular media have many important engineering applications. Such materials possess complex microstructures spanning a wide spectrum of length scales, which determine their macroscopic properties and performance [1] [2] [3] [4] . The growing demands in global sustainability, national security, and renewable energy have raised great challenges in the development of multifunctional materials that can achieve optimal performance under extreme conditions [5, 6] . The success of such a mission strongly relies on our ability to characterize and modify material properties and behaviors under a myriad of external stimuli. Thus, an intrinsic understanding and knowledge of complex microstructures and how they evolve under various conditions is extremely important.
Advances in experimental methods, analytical techniques, and computational approaches, have now enabled the development of three dimensional (3D) analyses [7] . Figure 1 illustrates the characterization of the microstructure of a Sn-3.5Ag eutectic alloy, a candidate lead-free solder for electronic packaging, by tomographic microscopy across a wide range of length scales. The study of 3D microstructures under an external stimulus (e.g., stress, temperature, environment) as a function of time (4D) is particularly exciting. Examples include an understanding of time-dependent deformation structures, phase transformations, compositional evolution, magnetic domains, etc. Furthermore, advances in 3D and 4D computational tools and methods have enabled the analysis of large experimental data sets, as well as simulation and prediction of material behavior [8] [9] [10] , which we will briefly discuss in Methods.
X-ray tomography is an extremely attractive, non-destructive technique for characterizing microstructures in 3D and 4D. The use of high brilliance and partially coherent synchrotron light allows one to image multi-component materials from the sub-micrometer to nanometer range. X-ray tomography can be conducted in imaging modes based on absorption or phase contrast. The technique can also be used using lab-scale systems. To construct an accurate 3D microstructure model, 2D projections are obtained at small angular increments. Given a sufficiently large number of such 2D projections, tomographic reconstruction techniques such as the filtered-back-projection algorithm [11] can be employed to generate a grayscale image of the material microstructure. Further segmentation and thresholding analysis are used to resolve details of individual material phases and produce accurate digital representations of the 3D microstructure. These 3D or 4D data sets can be used to quantify the microstructure, and/or can be used as an input for microstructure-based modeling. Thus, tomography is an excellent technique that eliminates destructive cross-sectioning, and allows for superior resolution and image quality with minimal sample preparation [12] [13] [14] [15] [16] [17] [18] [19] .
Experimentally obtained microstructural data are usually represented as a large array whose entries indicate the local states of the microstructure (e.g., the phase that a specific voxel belongs to). Although morphological details of a specific material can be contained in its microstructrual array, such information would not all be useful for macroscopic effective property analysis, which requires averaging over a sufficiently large number of material samples to yield meaningful and robust statistics. In the case where the entire course of microstructural evolution is of interest (e.g., during Figure 1 Characterization of the microstructure of Sn-3.5Ag eutectic alloy on multiple length scales via a variety of imaging techniques.
the solidification or coarsening processes), the resulting 4D structural data sets (three spatial dimensions plus one temporal dimension) are usually extremely large. In certain 4D cases, such as the progression of a fatigue crack over time, most of the material containing the crack remains unaltered and the major structural changes only occur in the vicinity of the crack tip [19] . Therefore, representing this process using a large number of reconstructed 3D microstructures at successive time points during the progression of the crack is less efficient and results in a huge amount of redundant structural information. Therefore, it is highly desirable to devise a robust framework that enables one to represent, characterize and model the complex microstructure of a heterogeneous material in 3D and 4D in a much more efficient manner.
Furthermore, for certain systems such as a polycrystalline material, it is still extremely difficult to directly obtain the 3D microstructure containing the information on grain misorientations using current imaging techniques. A common practice is to use serial sectioning to reconstruct the 3D material from 2D electron-back-scattered-diffraction (EBSD) images of the material's surfaces [20, 21] . This technique, which involves extensive surface polishing, image smoothing and image alignment, is extremely time consuming and tedious. Thus, developing efficient statistical morphological descriptors that capture the key structural features of the materials from a handful of 2D images and that enable one to reconstruct accurate 3D virtual microstructure models from such limited information will significantly improve the efficiency in characterizing polycrystalline materials.
In this article, we present a framework to model the microstructure of complex heterogeneous materials via statistical morphological descriptors, i.e., certain lower-order correlation functions associated with the material's phases [3] . Such correlation functions are mainly derived from homogenization theories that quantitatively connect the macroscopic properties of a heterogeneous material to its complex microstructure [2] [3] [4] . Representing a microstructure with the combination of a selected set of correlation functions allows one to reduce the large data sets for a complete specification of all of the local states in a microstructure to a handful of simple scalar functions that statistically capture the salient structural features of the material [22] [23] [24] . Stochastic reconstruction techniques such as the simulated annealing procedure developed by Yeong and Torquato [25, 26] can then be employed to investigate the information content of the correlation functions, suggest superior and sensitive structural descriptors as well as generate realistic virtual 3D microstructures from the given limited structural information. Material modeling based on correlation functions has enabled the development of data-driven material design schemes [27, 28] and 4D materials modeling techniques [29] .
The rest of the paper is organized as follows: In Statistical microstructural descriptors, we provide definitions of the statistical morphological descriptors (i.e., correlation functions) employed to model complex heterogeneous materials. In Methods, we present the Yeong-Torquato reconstruction procedure to generate virtual 3D microstructure models from a prescribed set of correlation functions. In Results, we apply our general framework and the reconstruction technique to model a variety of material systems, including an anisotropic aluminum alloy, a polycrystalline tin solder, as well as the 4D coarsening process of a lead-tin binary alloy. Concluding remarks are provided in Discussion and conclusion.
Statistical microstructural descriptors
In general, the microstructure of a heterogeneous material can be uniquely determined by specifying the indicator functions associated with all of the individual phases of the material [3] , i.e.
where i =1, …, q and q is the total number of phases. In practice, a digitized version of the indicator function, i.e., a 3D array whose entries specifying the phases that the voxels belong to, is used to fully characterize a material microstructure. There exist several approximation schemes for I (i) (x) (i..e, the material microstructure), including the Gaussian random field (GRF) models [30] and reduced-order representation [31] . The key idea involved in these approximation schemes is to reduce the large number of degrees of freedom required to specify unnecessary structural details to a small set of parameters or data points that statistically characterize the material microstructure for purpose of modeling and visualization. However, the physical significance associated with these parameters is usually not obvious. On the other hand, as we will show in the ensuing sections, the parameters involved in the correlation functions such as the "correlation length" often have clear physical meaning and directly correspond to a salient structural feature of the material.
Two-point correlation function
Given the indictor function I (i) (x), the volume fraction of phase i is then given by
where <> denotes the ensemble average over many independent material samples or volume average over a single large sample if it is spatially "ergodic" [3] . The two-point correlation function S ij ð Þ 2 x 1 ; x 2 ð Þassociated with phases i and j is defined as
which also gives the probability that two randomly selected points x 1 and x 2 fall into phase i and j respectively (see Figure 2) . For a material with q distinct phases, there are totally q*q different S 2 . However, it has been shown that only q of them are independent [3, 32] and the remaining q*(q-1) functions can be explicitly expressed in terms of the q independent ones. For statistically homogeneous materials as the examples considered here, there is no preferred center in the microstructure. Therefore, the associated S 2 depends only on the relative vector displacement between the two points [3] , i.e.,
where r = x 2 -x 1 . At r = 0 the auto-correlation function gives the probability that a randomly selected point falls into the phase of interest, i.e., the volume fraction of the associated phase. On the other hand, the cross correlation function is zero at r = 0, since the probability of finding a single point falling into two different phases is zero. At large r values, the probabilities of finding the two points in the phases of interest are independent of one another, leading to φ functions and φ i φ j for the cross correlation function. For a statistically isotropic material, S 2 depends only on the scalar distance between a pair of points. We note that the general n-point correlation function S n which gives the probability of finding a particular n-point configuration in specific phases can be defined in a similar manner as S 2 ; see Eq. (2) . It has been shown that the effective properties of a heterogeneous material can be explicitly expressed as series expansions involving certain integrals of S n . Interested readers are referred to Ref. [3] for detailed discussions of S n and their properties.
Lineal-path function
The lineal-path function L (i) (r) gives probability that a randomly selected line segment of length r = | r | along the direction of vector r entirely falls into phase i (see Figure 2 ) [33, 34] . At r = 0, L (i) (0) reduces to the probability of finding a point in phase i and thus,
In materials that do not contain system-spanning clusters, the chance of finding a line segment with very large length entirely falling into any phases is vanishingly small. Accordingly, for large r values L (i) decays to zero rapidly in such materials. The lineal-path function contains partial topological connectedness information of the material's phases, i.e., that along a lineal-path. Generally, the lineal-path function underestimates the degree of clustering in the system (e.g., two points belonging to the same cluster but not along a specific lineal path will not contribute to L).
Two-point cluster function
The two-point cluster correlation function C i ð Þ 2 x 1 ; x 2 ð Þ gives the probability that two randomly selected points x 1 and x 2 fall into the same cluster of phase i (see Figure 2 ) [35, 36] . For statistically homogeneous materials, C 2 depends only on the relative vector displacement between the two points, i.e., C 2 (x 1 , x 2 ) = C 2 (r). In contrast to the lineal-path function, C 2 contains complete clustering information of the phases, which has been shown to have dramatic effects on the material's physical properties [3] . Moreover, unlike S 2 and L, the cluster functions generally cannot be obtained from lower-dimensional cuts (e.g., 2D slices) of a 3D microstructure, which may not contain correct connectedness information of the actual 3D system. It has been shown that C 2 is related to S 2 via the following equation [35] 
where D i ð Þ 2 r ð Þ measures the probability that two points separated by r fall into different clusters of the phase of interest. In other words, C 2 is the connectedness contribution to the standard two-point correlation function S 2 . For microstructures with well-defined inclusion, C 2 (r) of the inclusions is a short-ranged function that rapidly decays to zero as r approaches the largest linear size of the inclusions. We note that although C 2 is a "two-point" quantity, it has been shown to embody higher-order structural information which makes it a highly sensitive statistical descriptor over and above S 2 [24] .
Other correlation functions
Other types of correlation functions include the surface functions and pore-size function. The surface correlation functions F s [3, 37] are associated with the probability of finding an n-point configuration with a subset of points falling on to the surface, while the others lie in the bulk of the phase of interest. Specifically, the surface-surface correlation function F ss (r) can be considered as the probability of finding two points separated by r, which both fall into a dilated region associated with the surface of one phase in the limit of vanishingly small dilation. The surface-void correlation function F sv (r) is the probability of finding two points separated by r, one in the phase of interest ("void") and the other in a dilated region associated with the surface of one phase in the limit of vanishingly small dilation. The pore-size function F [38, 39] provides statistics of the size of the largest spherical region centered at a randomly selected point in the phase of interest that entirely lie in this phase. Figure 2 schematically illustrates the probability interpretation of the aforementioned statistical microstructural descriptors by depicting the events that contribute to the correlation functions.
Modeling microstructure via correlation functions
It is rigorously shown that a heterogeneous microstructure can be uniquely determined given the complete set of n-point correlation functions S n . In practice, such a complete set is generally not available and is not suitable for microstructure modeling due the complexity involved in computing these quantities from experimental images. As we mentioned above, the non-traditional functions such as the lineal-path function L and the cluster function C 2 contain topologically connectedness information that is only embodied in higher-order S n . Therefore, we expect that a carefully selected set of aforementioned lower-order correlation functions (e.g., S 2 , C 2 , L, F ss , F sv , F, etc.), which capture different structural features such as connectivity and surface of the material system, could provide a statistically accurate characterization of the microstructure. In other words, a microstructure M can be modeled and represented as a set of selected lower-order correlation functions, i.e.,
Methods
A variety of reconstruction schemes have been developed that enable one to generate material microstructure models from limited structural information. Examples of such schemes include the Gaussian random field method [30] , phase recovery method [40] , multi-point reconstruction method [41] , and raster-path method [42] . The Gaussian random field method [30] was originally devised to reconstruct realizations of statistically homogeneous and isotropic random media from the associated two-point correlation functions. The phase recovery method enables one to take into account the full vector information contained in the two-point statistics associated with the material, and thus allows the reconstructions of complex anisotropic microstructure and polycrystalline materials [40] . The multi-point reconstruction method was originally developed for the reconstruction of porous geomaterials from 2D images [41] . Instead of using two-point statistics associated with the entire 2D microstructure, this method incorporates all n-point statistics within a smaller window containing a portion of the microstructure.
The recently developed raster-path method allows one to employ the multi-point statistics in a much more efficient way [42] . Specifically, instead of extracting the statistics from the 2D microstructure, a cross-correlation function is introduced to directly compare a reconstructed portion of the material to the target 2D image. All of the aforementioned reconstruction methods have been successfully applied to model certain classes of materials. However, they all require specific correlation functions or image data as input information. Another widely-used reconstruction method is the stochastic optimization procedure devised by Yeong and Torquato [25, 26] . The Yeong-Torquato (YT) procedure enables one to incorporate an arbitrary number of correlation functions of any type into the reconstructions. Specifically, a trial microstructure is evolved using simulated annealing procedure such that the set of correlation functions sampled from the trial microstructure match the set of target statistics up to a prescribed small tolerance (see below for algorithmic details). Its flexibility of incorporating arbitrary correlation functions into the reconstruction makes the YT procedure an ideal protocol to examine the information content of different statistical descriptors associated with a material system and select the most sensitive descriptors for microstructure modeling. Therefore, we will employ the YT procedure in our study. However, due to its stochastic nature a large number of intermediate trial microstructures need to be generated and analyzed, which makes it computationally intensive. Several different implementations of the Y-T procedure have been devised to improve it efficiency [22] [23] [24] 43, 44] .
Yeong-Torquato reconstruction procedure
We use the Yeong-Torquato (YT) reconstruction procedure [25, 26] to generate virtual 3D microstructures from a specific set of correlation functions discussed in the previous Statistical microstructural descriptors. In the YT procedure, the reconstruction problem is formulated as an "energy" minimization problem, with the energy functional E defined as follows
where f α r ð Þ is a target correlation function of type α and f α (r) is the corresponding function associated with a trial microstructure. The simulated annealing method [45] is usually employed to solve the aforementioned minimization problem. Specifically, starting from an initial trial microstructure (i.e., old microstructure) which contains a fixed number of voxels for each phase consistent with the volume fraction of that phase, two randomly selected voxels associated with different phases are exchanged to generate a new trial microstructure. Relevant correlation functions are sampled from the new trial microstructure and the associated energy is evaluated, which determines whether the new trial microstructure should be accepted or not via the probability:
where T is a virtual temperature that is chosen to be initially high and slowly decreases according to a cooling schedule [23] . Initially, T is chosen to be high in order to allow a sufficiently large number of "up-hill" (energy increasing) trial microstructures. As T gradually decreases, the "up-hill" moves become less favorable. This significantly decreases the chances that the final microstructure gets stuck in a shallow local energy minimum, as illustrated in Figure 3 . In practice, it is usually extremely difficult for the system to converge to the global minimum. Thus, the annealing process is considered complete if E is smaller than a prescribed tolerance, which we choose to be 10 -10 here.
Efficient sampling method for correlation functions
The probabilistic interpretations of the correlation functions discussed in Statistical microstructural descriptors enable us to develop a general sampling method for reconstruction of statistically homogeneous and isotropic materials based on the "lattice-gas" formalism [22] [23] [24] . In this formalism, pixels with different values (occupying the lattice sites) correspond to distinct local states and pixels with the same value are considered to be "molecules" of the same "gas" species. The correlation functions of interest can be obtained by binning the separation distances between the selected pairs of molecules from particular species. In the case of S 2 , all molecules are of the same species. We denote the number of lattice-site separation distances of length r by N S (r) and the number of molecule-pair separation distances of length r by N P (r). Thus, the fraction of pair distances with both ends occupied by the phase of interest, i.e., the two-point correlation function, is given by S 2 (r) = N P (r)/N S (r). To obtain C 2 , one needs to partition the molecules into different subsets Г i (species) such that any two molecules of the same species are connected by a path composed of the same kind of molecules, i.e., molecules that form a cluster, which Figure 3 Schematic illustration of the simulated annealing procedure. The acceptance of energy-increasing trial microstructure allows the system to escape from local energy minima and thus, increases the probability of convergence to the global minimum.
is identified using the "burning" algorithm [24] . The number of pair distances of length r between the molecules within the same subset Г i is denoted by N i P (r). The two-point cluster function is then given by C 2 (r) = i N i P (r)/N S (r). The calculation of F SS and F SV requires partitioning the molecules into two subsets: the surface set K S containing only the molecules on the surfaces of the clusters and the volume set K V containing the rest. In a digitized medium, the interface necessarily has a small but finite thickness determined by the pixel size. Thus, the surface-surface and surface-void correlation functions can be regarded as probabilities that are given by F SS = N SS (r)/N S (r) and F SV = N SV (r)/N S (r), respectively; where N SS (r) gives the number of distances between two surface molecules with length r and N SV is the counterpart for pairs with one molecule on the surface and the other inside the cluster.
The lineal path function L can be obtained by computing the lengths of all digitized line segments (chords) composed of pixels of the phase of interest, and for each chord incrementing the counters associated with the distances equal to and less than that chord length [24] . The chord-length density function p can then be easily obtained by binning the chord lengths that are used to compute L. The pore-size function F can be computed by finding the minimal separation distances of pixels within the phase of interest to those at the two-phase interfaces. The minimal distances are then binned to obtain a probability distribution function, the complementary cumulative distribution function of which is the pore-size function F [24] .
Efficient method for re-computing correlation functions for trial microstructures
Generally, several hundred thousand trials need to be made to achieve such a small tolerance. Therefore, efficient sampling methods [22] [23] [24] are used that enable one to rapidly obtain the prescribed correlation functions of a new microstructure by updating the corresponding functions associated with the old microstructure, instead of completely re-computing the functions. Specifically, a distance matrix D that stores the separation distances of all "molecule" pairs is established when the system is initialized and the molecules are partitioned into different "species" depending on their positions, as discussed in the main article. The quantities N P , N i P , N SS and N SV (all defined in the previous subsection) can be obtained by binning the separation distances of selected pairs of molecules from particular species. Recall that the molecules are pixels associated with different values indicating the species, i.e., the clusters or the surface/volume set they belong to.
In the reconstruction procedure, a trial microstructure is generated by moving a randomly selected pixel of the phase of interest to an unoccupied site. This results in changes of the separation distances between the moved the pixel and all of the other pixels, and causes two kinds of possible species events. The first kind is a "cluster" event, which involves breaking and combining clusters. For example, if the selected pixel happens to be a "bridge" connecting several sub-clusters, removing the bridge will make the original single cluster break into smaller pieces, i.e., new species (clusters) are generated. Similarly, the reverse of the above process can occur, i.e., a randomly selected pixel moved to a position where it connects several small clusters to form a larger cluster, which leads to combination of clusters and annihilation of species. The other kind of species event is the transition of pixels between surface and volume sets. If a pixel originally on the surface is removed, certain volume pixels (i.e., those inside the phase of interest) will now constitute the new surface and vice versa. The selected pixel itself could also undergo such a transition, depending on its original and new positions, e.g., a volume pixel originally inside the phase of interest could be moved to the interface to become a surface pixel.
The contributions of the number of pair distances to N P , N i P , N SS and N SV from the pixels in old microstructure involved in the species events are computed and subtracted accordingly. The new contributions can be obtained by binning the separation distances of pixel pairs in the new microstructure involved in the species event, which are then added to the corresponding quantities N P , N i P , N SS and N SV . This method only requires operations on a small number of pixels, including retrieving and binning their separation distances and updating the species sets (i.e., the clusters and surface/volume set). The use of the distance matrix D speeds up the operations involving distances. However, for very large systems (e.g., those including millions of pixels), storing D requires very a large amount of computer memory. An alternative is to re-compute the separation distances of the pixel pairs involved in the species events for every trial microstructure, instead of explicitly storing all the distances in D. This may slightly slow down the reconstruction process but make it easy to handle very large systems. Correlation functions of the new microstructure can then be obtained from the updated N P , N i P , N SS and N SV (i.e., dividing those quantities by N S ). Importantly, the complexity of the algorithm is linear in the total number of pixels (molecules) within the system.
Results
In this section, we apply the aforementioned statistical descriptors and stochastic reconstruction techniques to model several material systems including an anisotropic aluminum alloy, a polycrystalline tin solder and the structural evolution in an isothermallyaged binary lead-tin alloy. Moreover, we examine the information content of different correlation functions by studying a model material microstructure consisting of equal-sized hard spheres in a matrix.
Inclusion distribution anisotropy in rolled aluminum alloy
Aluminum (Al) alloys have been widely used in many engineering structures especially in automotive and aircraft applications due to their unique high strength-to-weight ratio and corrosion resistance. An aluminum alloy almost always has secondary phase inclusions and particles with impurities that are present in the microstructure. Due to rolling of the alloy, the inclusions usually possess an anisotropic distribution, with the dimension along the rolling direction being significantly elongated. This in turn results in an overall anisotropic alloy microstructure.
In order to model an alloy microstructure with anisotropic Fe-rich and Si-rich inclusions in Al matrix, we will use correlation functions along three orthogonal directions, i.e., the longitudinal or rolling (L), transverse (T) and short transverse (S) directions [46] . Specifically, we denote the directional two-point correlation function, two-point cluster function and lineal-path function of type α along direction β respectively by S Accordingly, in order to obtain these functions from a digitized microstructure, only the "molecules" along specific directions are considered (see Results).
The directional two-point correlation function of the inclusion phase α can be approximated with the following function:
where φ α is the volume fraction, A α β , B α β and D α β are parameters to be determined. The approximation (9) includes two "basis" functions: the Debye random medium function exp(Br) [22, 47] and V int (r; D) [3] , which is the scaled intersection volume of two isotropic inclusions with linear size D separated by r:
and Θ(x) is the Heaviside function, i.e.,
In other words, one can consider the alloy microstructure as a mixture of "clusters of all shape sizes" (features of a Debye random medium) and well defined inclusions (characterized by V int ). For the anisotropic inclusions, we consider that each direction possesses distinct combination parameter A , which is the effective linear size or "length" of the inclusions along that direction. The values of these parameters are determined such that the approximated functions best match the actual autocorrelation function (i.e., the squared difference between two functions is minimized). In Tables 1 and 2 , we provide the values of the parameters for the Fe-rich and Si-rich inclusions in the alloy, respectively. Note that we do not model the cross-correlation function S Fe−Si 2 since in the low φ limit its values are several orders of magnitude smaller than the autocorrelation functions, which again suggests that there are no significant inter-particle spatial correlations.
By definition, the two-point cluster function C 2 measures the contributions from the point pairs in the same cluster (inclusion) in S 2 ; see Eq. (5). Thus, we approximate C 2 of the inclusion phase α as follows: Tables 1 and 2 respectively for the Fe-rich and Si-rich inclusions.
The YT stochastic reconstruction procedure is employed to generate virtual alloy microstructures from the associated S 2 [Eq. (9)] and C 2 [Eq. (12)]; see Figure 4 . By quantitatively comparing the experimentally obtained structure and the reconstructions via the lineal-path functions of the inclusion phases, it can be clearly seen that the combination of S 2 and C 2 is sufficient to statistically characterize the microstructure, i.e., the complex alloy microstructure can be modeled by six directional correlation functions with closed analytical forms, which only depend on the parameters given in Tables 1 and  2 . In other words, the large 3D microstructural array specifying the local state of each individual voxels can be reduced to a handful of scalar parameters that statistically model the alloy microstructure.
Polycrystalline tin solder
Tin has been widely used as solider materials in electronic packaging. Due to heterogeneous cooling and the existence of intermetallic particles, a tin solder joint usually processes a polycrystalline microstructure. The mechanical properties of the joint are largely determined by the grain size, orientation and the degree of mis-orientation between the grains. Such structural information can be obtained via electron back scattered diffraction (EBSD) experiments (see Figure 5A) . However, the EBSD image technique only allows Table 2 The values one to probe the surface of the material sample. Therefore, serial sectioning is required to acquire successive 2D images at different depth of the polycrystalline structure. A final reconstruction can be obtained by carefully stacking these 2D images [20, 21] . Our modeling procedure provides an alternative approach to generate virtual 3D polycrystalline structure models from single or a few EBSD images of the material surface. Specifically, the colored EBSD image, in which different colors represent different grain orientations, is first converted to a gray-scale image. Then the gray-scale image is thresholded to generate a multiphase material structure such that each phase corresponds to a narrow range of gray values (i.e., a narrow distribution of orientation). The morphology of each phase includes compact regions that are associated the grains of different orientations (i.e., colors in the original EBSD image). The two-point correlation functions S 2 associated with the individual phases are computed (see Figure 5B ). Under the assumption that the structure is statistically homogeneous and isotropic, the sampled S 2 from 2D images are representative of the full 3D microstructure and thus, can be used to generate 3D reconstructions. Similarly, the surface-surface correlation functions F SS (r) sampled from the 2D images incorporate 3D structural information for statistically homogeneous and isotropic systems, and thus, can also be employed to render virtual 3D microstructures. Figure 5C and D respectively shows the reconstructed 3D polycrystalline structures using S 2 alone and using the combination of S 2 and F SS (r). Both reconstructions statistically reproduce the key structural features including the size and shape of the grains and the orientation correlation between neighboring grains, as can be seen by comparing the surfaces of the 3D virtual microstructures to the target 2D image. Quantitative comparison between the reconstructions (not shown here) indicates that incorporating the surface function does not lead to additional improvement of the accuracy of the reconstruction. This suggests that S 2 alone would be sufficient to model this polycrystalline system. We emphasize that a quantitative comparison between the reconstructions and experimentally obtained 3D structure is necessary to definitely ascertain the accuracy of the reconstructions. However, the latter is currently not available.
Structural evolution in lead-tin binary alloy
Binary lead/tin alloys have been widely used as solders [48] . In particular, a eutectic alloy of 63% tin (Sn), 37% lead (Pb) has been used as interconnect due to its unique low melting point (183°C), good wettability, and excellent mechanical properties. The eutectic alloy microstructure contains a Pb-rich phase and a Sn-rich phase, which can possess both laminar and globular morphologies. The salient microstructural features such as the width and extent of the laminar phases as well as the size and spatial distribution of the globular phases can significantly affect the overall mechanical properties of the alloy. At temperatures below the eutectic melting point, the enhanced diffusion of Pb and Sn atoms can lead to significant coarsening in the alloy, which lowers the total interfacial energy [49] . A heat treatment (e.g, annealing) can then be employed to "tune" the eutectic microstructure to achieve desirable material performance. The rate of coarsening increases with temperature and it is of particular importance to quantitatively model and predict the degree of coarsening in the design of materials for high temperature applications. Figure 6 demonstrates our modeling of the structural evolution in a binary alloy (Pb37Sn63) annealed at 175°C up to 216 h [29] , which can be accurately characterized by the associated time-dependent scaled two-point correlation functions f(r), i.e.,
Using phase-field modeling, we have found that a growing length scale λ characterizing the coarsening process can be defined from the correlation length (i.e., a scalar parameter) in f(r) associated with microstructures annealed for different amounts of time. 2D optical images of polished surface of the sample were taken at different annealing times (see the upper panels of Figure 6 ) and careful measurements of λ from these images have shown that λ satisfies the scaling relation λ(t)~t 1/3 , which is consistent with the phase-field modeling results and expected for systems that are diffusion-controlled. This allows us to construct a universal functional form of f(r) parameterized by λ(t) to statistically characterize the entire spectrum of microstructures undergone coarsening, i.e.,
where a = 3.5 and b = 0.6 are parameters depending on the initial microstructure but not the annealing time. Snapshots of evolving alloy microstructure at specific annealing times reconstructed from the correlation function f [λ(t)] are shown in the middle panels of Figure 6 . The development of coarsening in the microstructure is clearly seen. The lower panels of Figure 6 show the universal function on to which the scaled f associated with experimentally obtained microstructures annealed at different times collapse. The quantitative relation between the material microstructure as represented by the correlation function f [λ(t)] and the processing-condition parameter t lies the mathematical foundation for material design and optimization. In particular, this procedure of 4D material microstructure modeling allows one to directly and quantitatively tie processing parameters (e.g., the annealing time t in this case) to the microstructure. Subsequent analysis and simulations on the physical properties and performance can be carried out to further establish the processing-structure-performance relations. 
Hard-sphere packing
Finally, we employ the procedure to examine the information content of different correlation functions associated with a hard-sphere packing, i.e., a dispersion of hard spheres in a matrix [24] . This structure has been widely used in models for particle-reinforced composites, colloids, and granular materials. The packing shown in Figure 7A is generated using the standard Metropolis Monte Carlo technique for a canonical ensemble of hard spheres in a cubical box under periodic boundary conditions. The three reconstructions shown in Figure 7B -D are generated respectively using S 2 alone, the combination of S 2 and the pore-size function F, and the combination of S 2 and the cluster function C 2 . A visual comparison of the reconstruction involving C 2 reveals that it accurately yields a dispersion of well-defined spherical inclusions of the same size, in contrast to the S 2 reconstruction, which grossly overestimates clustering of the "sphere" phase. In addition, although the reconstruction incorporating F provides improvement over the rendition of the S 2 -alone reconstruction, it is still inferior to the S 2 -C 2 reconstruction in reproducing both the size and shape of the "sphere" phase. The accuracy of the reconstructions can also be quantitatively ascertained by comparing the lineal-path function associated with the sphere phase in the rendered microstructures, as shown in Figure 7E . This example clearly illustrates the utility of our procedure in examining the information content of various statistical descriptors for structural characterization. In the sphere-packing system, the combination of S 2 and C 2 provide a sensitive descriptor of the structure, suggesting that similar material systems (e.g., particle reinforced composites) can be accurately modeled by these quantities.
Discussion and conclusion
In this paper, we presented a framework to model the microstructure of complex heterogeneous materials via certain lower-order correlation functions associated with the material's phases. Such correlation functions quantitatively characterize various topological and geometrical features of the material microstructure and play an important role in the quantitative connection between the material microstructure and the effective physical properties as obtained via homogenization theories. Representing a microstructure with the combination of a selected set of correlation functions allows one to reduce the large data sets for a complete specification of all of the local states in a microstructure to a handful of simple scalar functions that statistically capture the salient structural features of the material. Given a specific set of correlation functions, the Yeong-Torquato reconstruction procedure can be employed to generate 3D virtual microstructure models compatible with the functions. Moreover, the Y-T procedure also allows one to examine the information content of different correlation functions by quantitatively comparing the reconstructions to the actual microstructure in order to determine the set of most sensitive morphological descriptors for such a class of materials for microstructure modeling and virtual material generation. The accuracy of the reconstruction can be quantitatively ascertained by comparing statistical descriptors (e.g., various correlation function, distribution of cluster size, continuity etc.) that are not constrained in the optimization.
To demonstrate its utility, we employed the framework to model a variety of material systems, including an aluminum alloy with anisotropic secondary phases, a polycrystalline tin solder, the structural evolution in binary lead-tin alloy when aged, and a model microstructure with hard spheres dispersed in a matrix. We found that for certain materials, such as the lead-tin alloy, the standard two-point correlation function S 2 alone is sufficient to provide a statistically accurate characterization of the associated microstructure. On the other hand, a realistic reconstruction of the hard-sphere packing model clearly requires additional topological connectedness information as contained in the cluster function C 2 . In general, we expect that successively incorporating additional morphological information by increasing the number of correlation functions as input for the Y-T procedure would lead to more and more accurate reconstructions. In practice, a set of carefully chosen correlation functions sensitive to the key structure features would be sufficient for characterizing and modeling a material of interest. We also note that for certain microstructures such as percolated thin filaments, topological transformations (e.g., dilation and erosion) could be used to further improve the accuracy of the reconstruction [50] .
Our framework enables one to model structural evolution over time via time-dependent correlation functions. Physics-based models (e.g., the phase-field modeling in the case of the lead-tin alloy example shown here) can be employed to suggest growing length scale or other key structural parameters that are directly manifested in the correlation function modeling the material structure. A quantitative relation between the processing condition and the structural evolution is established by incorporating the key processing parameters such as annealing temperature and annealing time into the associated correlation functions. Such relations are crucial to the integrated design of optimal multifunctional materials. Besides examining the information content of correlation functions, the stochastic reconstruction procedure can be adapted to investigate other types of structure data, such as limited-angle tomography projections. Understanding the information content of tomography data could lead to significant reduction of the number of projections acquired to characterize a single microstructure and thus, improve the efficiency for 4D characterization using tomography.
