We analyze SVAG, a variance reduced stochastic gradient method with SAG and SAGA as special cases. Our convergence result for SVAG is the first to simultaneously capture both the biased low-variance method SAG and the unbiased high-variance method SAGA. In the case of SAGA, it matches previous upper bounds on the allowed stepsize. The SVAG algorithm has a parameter that decides the bias-variance trade-off in the stochastic gradient estimate. We provide numerical examples demonstrating the intuition behind this bias-variance trade-off.
Introduction
We consider finite-sum problems on the form
Problems on this form appear in empirical risk minimization, supervised learning and model fitting, where each function f i : R N → R represents the risk or error associated with a particular sample or data point. The N -dimensional variable x is the model parameter being trained or fitted and the goal is to minimize the risk or error with respect to x.
We will consider the case when all functions f i are convex, differentiable and have Lipschitzcontinuous gradients. Regular gradient descent is well known to converge in this scenario but in modern problems with large amounts of data, the cost of evaluating gradients of all n terms in (1) can be very high. Stochastic gradient methods that only evaluate a subset of ∇f i at each iteration have for this reason become the methods of choice in this setting. However, plain stochastic gradient descent (SG) is known not to converge in the general case unless the variance of the gradient estimate is forced to zero by a decreasing step-size.
The decreasing step-size of SG leads to slow convergence and a number of variance reduced SG methods that converge with fixed step-sizes have been proposed. Two popular and very similar methods are SAG [1, 2] and SAGA [3] . The main difference is that SAG is a lower variance version of SAGA but at the expense of introducing a bias in the estimate of the full gradient. This bias complicates the convergence analysis, which is why the theory of unbiased variance reduced methods like SAGA is more developed [4] [5] [6] . Research on SAG and SAGA include sampling strategy selection and ways reduce the memory requirement [7] [8] [9] [10] . The connection between SAG and SAGA in terms of bias-variance trade-off was described in [3] . Examples comparing SAG and SAGA was also provided in [3] but with no clear conclusions drawn regarding the bias-variance trade-off. In this paper we study this trade-off by introducing SVAG, see Algorithm 1.
Outline
In Section 2 we discuss SAG, SAGA, and SVAG in more detail. We present our convergence result and discuss its specialization to SAG and SAGA. Section 3 contains numerical examples illustrating the effect of the variance adjustment.
The second half of the paper contains the technical details of our analysis, starting with some preliminaries and notation in Section 4. Section 5 contains the key to our proof, a reformulation of the algorithm to a stochastic root-finding algorithm. A formal proof of the main convergence result is given in Section 6.
Algorithm and Convergence Theorem
SAG and SAGA both stem from ordinary gradient descent,
To avoid evaluating the full gradient, they keep an estimate of the full gradient,
, based on previous evaluations of the gradients, y i = ∇f i (x i ). In each iteration, one term of the gradient is sampled and evaluated at the current iterate and the estimate is updated with this information. What differs between the two algorithms is how the next iterate is computed. Both form an innovation term, ∇f i (x) − y i , which measures how much the sampled gradient has changed, and takes a step according to
where θ = 1 and θ = n correspond to SAG and SAGA respectively. We see that SAG simply replaces the old y i with ∇f i (x k ) while SAGA puts more weight on the new information contained in the innovation.
The expected value of the estimated gradient
y j with respect to our sampled index i is
SAGA gives an unbiased estimate of the full gradient while other choices introduce a bias towards the previously sampled gradients
for all i.
The theorem assumes nothing on the size or sign of the innovation weight θ. Although this flexibility in the innovation term is interesting, little attention will be given to cases with θ < 0. Intuitively, adding a negatively weighted innovation would be counterproductive.
Under stronger assumptions, SAG and SAGA both achieve a linear convergence rate [2, 3] and we note that also for other choices of θ does SVAG appear to converge linearly. However, we can give no such guarantees.
SAGA: Theorem 2.1 applied to SAGA, θ = n, says that the step-size must satisfy
This is the same as the largest upper bound found in the literature [3, 11] . This bound also has the nice property that it is independent of n which corresponds well to what is observed in practice.
SAG:
Assuming n ≥ 4, Theorem 2.1 applied to SAG, θ = 1, gives the following condition on the step-size
This bound scales roughly as 1 n which is worse than what has been presented in [2] which is independent of n. 
Numerical Examples
In order to examine the intuition behind the innovation term outlined in Section 2 we consider the simple least squares problem of fitting a linear model x to some problem data a i and
To examine how the properties of our data a i affect the optimal choice of θ we consider two extremes of possible a i , as well as a mixture of the two. The data for all cases were generated by sampling from a unit normal distribution.
Case 1: a i are scalars.
Case 2: a i is an n-dimensional vector with only one non-zero element and orthogonal to all other a j , i.e. the matrix A = [a 1 , ...a n ] T is a square diagonal matrix.
Case 3: a i is an N -dimensional vector with only one non-zero element with N ≤ n. The vectors a i are partitioned into N groups such that each a i is orthogonal to all a j from the other groups. Case 3 interpolates between Case 1 and 2 with N = 1 and N = n corresponding to Case 1 and Case 2 respectively.
These cases allow us to study the effect of data correlation/dependencies in a controlled manner. In Case 1, all data points a i lie in the same subspace and one sample should therefore contain useful information about the others. In Case 2, all data points are pairwise orthogonal and it is not possible to use one to infer something about the others. Real datasets are more complex but should contain mixtures similar to Case 3. For instance, in classification problems, samples from the same class should be correlated, Case 1, while samples from different classes should be relatively independent, Case 2.
Experiments
Parameter sweeps over λ and θ were performed over 20 × 20 logarithmic grids and the required number of epochs to converge was measured. One epoch is equal to n iterations, i.e., one epoch contains the same number of gradient evaluations as one full gradient step. The initial point x 0 was sampled from a unit normal distribution while y 0 i = 0 for all i. Looking at only Case 1, it does not appear from Figures 1(a) and 1(b) that the step-size scales any worse with n for SAG than for SAGA, both seem relatively unaffected. The optimal choice of θ also appears to be relatively unaffected by changes in n. Comparing all three cases, there is a definite problem dependency in the optimal θ, see Figures 1(a), 2 and 3. This is in line with the intuitive explanation behind the innovation weight in Section 2. In the case of highly dependent data (Case 1), it appears that θ should be chosen large while in the case of orthogonal data (Case 2), it should be chosen small. Case 3 appears to be somewhere in between. In fact, Figure 3 appears to be an interpolation of Figures 1(a) and 2. This insight into the affect of data dependencies could serve as a starting point when deciding between SAG, SAGA or other θ.
A few other interesting observations can be made. For instance, Case 2 appears to be almost independent of θ with regards to convergence time. The most important fact is however that not a single θ can be considered optimal in general.
Technical Preliminaries
We recall some properties of convex functions and Kronecker products, for more details see [12] [13] [14] . A differentiable convex function is called L-smooth if the gradient is L-Lipschitz continuous. Equivalently, an L-smooth differentiable convex function has 1 L -cocoercive gradient, i.e., for all x and y
If all f i : R N → R are differentiable convex functions, problem (1) is equivalent to finding a point x where the gradient is zero, 0 = n i=1 ∇f i (x ). Let X be the set of all such points,
The set X is closed and convex. The set can be empty but we assume X = ∅, i.e. (1) has a solution.
The symbol ⊗ denotes the Kronecker product of two matrices. For instance, let A be a 2 × 2 matrix and B be an arbitrary matrix, the Kronecker product is then
The Kronecker product is linear in both arguments and the following properties hold
In the last property it is assumed that the dimensions are such that the matrix multiplications are well defined. The eigenvalues of A ⊗ B are given by
where ξ i , i ∈ {1, ..., m}, and µ j , j = {1, ..., l} are the eigenvalues of A and B respectively.
Notation
Remember that n is the number of functions in (1) while N is the dimension of the optimization variable. Let z be a concatenated vector with x and y i stacked. Bz is the operator mapping z to the the gradients ∇f i (x) and y i . With x being a solution to (1) we define z below.
. . .
The set Z is the set of all z , i.e.,
Furthermore, e i is the vector in R n of all zeros except the i:th element which contains a 1. E i is the n × n matrix of all zeros except the i:th diagonal element which contains a 1. I is an identity matrix with the size derived from context and 1 is the vector in R n of all ones. · denotes the standard 2-norm induced by the inner-product ·, · , and · 2 Σ = ·, · Σ = Σ(·), · is a scaled norm if Σ is positive definite. If Σ is not positive definite the notation is still kept for convenience.
Algorithm Reformulation
With these notations, it is straightforward to write the update of x and y i in Algorithm 1 as the following stochastic root-finding algorithm
where i is sampled uniformly and the matrix U i is given by
This reformulation has two important properties. The first characterizes the zeros, while the second provides an operator property similar to cocoercivity (2).
Lemma 5.1. Each z in Z , see (5) , is a zero of each (U i ⊗ I)B, i.e.
∀z ∈ Z , ∀i ∈ {1, ..., n} : 0 = (U i ⊗ I)Bz .
Furthermore, the set Z is closed and convex.
Lemma 5.2. For all z,ẑ ∈ R N ×(n+1) and λ > 0
where the expected value is taken with respect to the uniformly distributed random variable i and the matrices H and M are defined as
Proofs are given in Section 6.1.
The idea behind the convergence proof is similar to deterministic root-finding algorithms on the form
For the reader unfamiliar with this algorithm see [13, 14] . It is well known that if R is cocoercive -i.e. satisfies (2) with ∇f i replaced by R -the iterates are Fejér-monotone and will converge to a zero of R if λ is chosen small enough. We use an analogous approach for our reformulated problem and show stochastic Fejér-monotonicity in the norm · H with the lemmas detailed above. In the case of SAGA, H is diagonal which greatly simplifies the analysis.
Convergence Proof
With the reformulation (6), we are ready to give a formal convergence proof.
Proof of Theorem 2.1. Assume that H 0 (which will be proven later), the iterates given by (6) satisfy the following sufficient decrease condition
, that holds for all z ∈ Z . The expectation is conditioned on all information up until iteration k. Lemma 5.1 was used in the first equality and Lemma 5.2 was used in the inequality. See (3) for properties regarding the Kronecker products. 
Finally, there always exists a λ such that 2M − E U T i HU i is positive definite. This λ also imply H 0, thereby satisfying the first assumption. Straightforward algebra, see Appendix, yields
Positive definiteness of this matrix sum is established by ensuring positivity of the sum of the smallest eigenvalues, see (4) for the eigenvalues of a Kronecker product. The resulting condition is
The LHS is positive since λ > 0 and L > 0 and can be made arbitrarily large by choosing λ small enough.
H 0 if and only if the Schur-complements are positive definite. H 0 is then equivalent to
which clearly holds if (7) holds.
Remark. The eigenvalues of each matrix term were considered separately in the condition guaranteeing 2M − E U T i HU i 0 for simplicity. The division into terms was chosen such that the eigenvalue computation is tight in the case of SAGA. Other than that, the only inequality used in the proof was the application of Lemma 5.2.
Remark. Regularized and non-smooth version of (1) of the form
are often used, where g : R N → R is a proper closed convex, not necessarily differentiable, function. In [11] , a coherent[11, Equation (1.5)] operator, R = 1 n n i=1 R i , is derived whose zeros solve the regularized non-smooth problem, see [11, LinSAGA] . In our analysis this coherence condition can take the place of cocoercivity of gradients (2), making it possible to replace our gradients with these R i . If this approach is more effective than the standard prox-SAG/SAGA methods is yet to be found.
Proof of Lemmas
Proof of Lemma 5.1. The zero statement, 0 = (U i ⊗ I)Bz , is trivially true. For closedness and convexity of Z it is first proven that ∇f i (x ) is unique. Taking x, y ∈ X , which implies n i=1 ∇f i (x) = n i=1 ∇f i (y) = 0, and using cocoercivity (2) of each ∇f i gives
That is ∇f i (x) = ∇f i (y). The set Z is a Cartesian product of X and the points ∇f i (x ), all of which are closed convex sets.
Proof of Lemma 5.2. First note that
The matrix H E U i is given by
For details, see Appendix. Using 1 L -cocoercivity of each ∇f i then gives
This completes the proof.
Conclusion and Future Work
We have presented SVAG, a variance reduced stochastic gradient method with SAG and SAGA as special cases. We analyzed SVAG under convexity and smoothness assumptions on the objective function and proved convergence. This is the first proof to capture SAG and SAGA simultaneously. We verified with numerical examples the intuition behind the introduced innovation weight and how it can affect convergence. Interesting directions of future work are to establish linear convergence rates and simple ways to choose the innovation weight.
A Matrix Identities
First note that U i can be written as 
This results in 
