This paper is concerned with the analysis of a class of "special purpose" piecewise linear finite element discretizations of selfadjoint second-order elliptic boundary value problems.
Introduction.
We present and analyze a "special purpose" finite element discretization of two-dimensional scalar second-order elliptic boundary value problems of the form (1.1) div(a(x) gradu) = f(x), x -(xi,x2) E 0 Ç R2, du (1) (2) u\dnD =uD\dnD, -|anN=0.
The scalar function a is bounded away from zero and positive. / denotes an inhomogeneity. Q is a bounded domain in R2 whose boundary splits into a Dirichlet part dflo and a Neumann part dfiw v denotes the exterior unit normal vector of dû. A homogeneous Neumann boundary condition is prescribed on díí/v and a possibly inhomogeneous Dirichlet condition on duoIn many practical applications the coefficient function a and derivatives of the solution u (or even u itself) vary extremely rapidly in certain subdomains of Q while the flux density J, which is defined by (1.3) J := a gradu, is well behaved, i.e., moderately varying in fi (note that J = const holds in the one-dimensional homogeneous case / = 0!). For problems of this type it normally cannot be guaranteed that the variations of the quantities a and u are resolved accurately by a computationally feasible mesh on which a discretization of (1.1) is performed. In this situation the solution u is not approximated well by functions which are piecewise polynomials on the given mesh. Thus, standard finite element or finite difference discretizations neither yield practically relevant error estimates nor give useful numerical results.
These difficulties were encountered in the area of semiconductor device modeling in the sixties, since the electron and hole continuity equations of the Van Roosbroeck model (see Van Roosbroeck [14] ) are (after an appropriate transformation) of the type described above (see Markowich [7] , Selberherr [12] ). Scharfetter and Gummel [11] published a discretization of the one-dimensional model equations, which is based on approximating the flux density J by a constant on each mesh interval. This method differs from standard finite difference schemes by an inverse-averagetype approximation of the coefficient function a.
Since then, various multidimensional finite difference, finite element and boxscheme analogues have been employed extensively and successfully in device simulations, even on rather coarse grids (see Selberherr [12] for a collection of references). However, except in the one-dimensional case, the mathematical understanding of these methods was extremely limited. Only recently, Mock [8] , [9] published an analysis of Scharfetter-Gummel type box-schemes, which shows that ony the variations of the flux density J and the inhomogeneity / have to be resolved accurately by the mesh in order to obtain reasonable discretization errors.
Zlámal [18] derived finite element discretizations of the Van Roosbroeck semiconductor device model in which he generalizes the approach of Scharfetter and Gummel to two and three space dimensions. The flux density J is approximated by a constant vector on each finite element (triangles or quadrilaterals in two dimensions and tetrahedra or hexahedra in three dimensions with piecewise linear or, resp., piecewise bilinear basis and test functions using the isoparametric technique). Analogously to the one-dimensional case, the coefficient function a is approximated by inverse averages over edges of the finite elements.
We remark that Babuäka and Osborn [2] , [3] derive finite element methods for elliptic problems with strongly varying coefficients which have a similar flavor (their methods also involve inverse averages of a coefficient function). They use different trial and test spaces to set up the method and their convergence proofs are based on variational approximation. In this paper we generalize Zlámal's approach to two-dimensional problems of the form (1.1), (1.2) and derive an inverse-averageapproximation-type finite element discretization using piecewise linear test and basis functions on a triangular mesh. We prove (under a rather mild assumption on the mesh) that the corresponding stiffness matrix has the same qualitative properties as the stiffness matrix of Galerkin's method, i.e., it is a diagonally dominant Stieltjes matrix.
The main thrust of the analysis is towards the convergence performance of the discretization. We prove (again, under a mild geometric assumption on the mesh) convergence of order 1 in the i/1-norm and, most importantly, that the //^-norm of the difference of the finite element solution and the piecewise linear interpolant of the exact solution is 0\h dJ dx + h2\\f\\H*(n) >(n) where h denotes the maximal length of the sides of the triangles of the partition. Thus, under the assumptions made, the error is independent of derivatives of "fast" quantities, it only depends on derivatives of the flux density and of the inhomogeneity / on the given mesh (the error term involving / stems from numerical integration !). An analogous error estimate is obtained for the flux density. These results explain mathematically why inverse-average-type finite element discretizations of (1.1), (1.2) are appropriate in the sense that simulations on rather coarse meshes give reasonably accurate results if only the flux density and the inhomogeneity are well behaved.
We remark that the methods employed for the proofs carry over to threedimensional problems of the form (1.1), (1) (2) , only the required calculations are more involved.
The paper is organized as follows. In Section 2 we state assumptions and introduce notations, in Section 3 we derive the finite element scheme, Section 4 is concerned with the properties of the stiffness matrix and Section 5 with the convergence analysis. The application to the semiconductor device equations is discussed in Section 6.
Preliminaries.
We shall employ the following assumptions on the boundary value problem (1.1), (1.2):
(2.1) 0 < a < a(x) < ä < oo, xEU; aE C(fi). for which J -a grad u E C0,1(fi).
In the case of a mixed Neumann-Dirichlet boundary value problem (dfijv # 0) (2.4) represents a condition on the angles at which duo and dfijv meet (see, e.g.,
Grisvard
[5], Kawohl [6] ).
We cover fi by a triangular mesh A = {Ti,..., Tjv } which is such that all sides which have a nonempty intersection with ¿3fio have an empty intersection with dfijv. We denote by hr the maximal length of the three sides of the triangle T and define (2.5) h := max/Vr.
We denote by M the number of vertices P E fi U dfiw and by K the number of vertices P E fi. X& shall denote the space of all functions (/>a, which are continuous in fi and linear on each of the finite elements 7¿ and Xa,o the subspace of Aa We denote the Jacobian || by IT (and its transpose by I'T). xqt denotes the center of gravity of the triangle T. We write x ■ y for the scalar product of the two n-dimensional vectors x,y E R™ and |i| for the Euclidean norm of x. The corresponding matrix norm is denoted by the same symbol. The standard notation for Sobolev spaces and associated norms is employed (see, e.g., Adams [1] ). //m(fi) stands for the space of real (or vector-valued) functions, whose weak dérivâtes of order up to m are in L2(fi), and (2.9) (2.10)
LHn)/ iirj(fi U öÜn) denotes the subspace of Hx(Vl) consisting of functions which vanish (in the weak sense) on dfiß. Note that | • \n*(n) is a norm on Hq^UôQn) because of (2.3). The weak formulation of the boundary value problem (1.1), (1.2) is given by: 3. Derivation of the Finite Element Discretization. We shall derive the "fitted" finite element discretization of (1.1), (1.2) by generalizing the approach of Zlámal [17] , [18] . The basic idea is to approximate the flux density J by a constant vector on each finite element T. Therefore, let T E A be a triangle with vertices Pi,P2,P3-We write
or equivalently, by using the definition (1.3) of J:
Here |^ denotes the Jacobian of J. We transform the equation (3.2) to the reference triangle T by employing (2.7) and obtain
Premultiplication of (3.3) by ^/r gives
We set
and integrate the £i-component of ( where Ar (a) is the diagonal matrix
We solve (3.6) for J(xgt) and obtain
The crucial step in deriving the discretization scheme lies in neglecting that term on the right-hand side of (3.9) (a) which involves 6t-Obviously, (3.1) implies that neglecting 6t corresponds to approximating the flux density J by a constant vector on T. Intuitively, this is justified by the assumption that J is a "well-behaved" function (i.e., slowly varying in fi). We approximate J(x) on T by
where ua denotes a piecewise linear approximation to u with nodal values ui, u2, u3 on Pi, P2, and P3, respectively. This process of deriving an approximate element flux density is repeated by employing different reference element transformations.
Figure i Element transformations
In addition to (2.7) we set up the transformation x -x(£) such that P2 is mapped into (0,0) (and Pi,P3 into (0,1) and (1,0), respectively). Also we map P3 into (0,0) (and Pi,P2 into (1,0) and (0,1), respectively) (see Figure 1) . Altogether, three different element transformations with associated Jacobians It,u ^t,2i and It,3, respectively determine three approximate element flux densities (obtained from (3.9)) by
The diagonal matrices At,i (a) are given by (3.11) (a) A-11(a)=diag(Ai,A3),
Here, ei,e2,e3 denote the sides of T and h,l2,h their lengths (see Figure 2) . dl stands for the arclength differential. Thus, A¿ is the inverse average of the function a over the side e¿. Figure 2 Element notation Note that the vertex which is mapped into the origin of the (£i, £2)-plane completely determines the approximate element flux density. Exchanging the images of the other two vertices corresponds to an exchange of the columns of It and At (a), which is annihilated by the similarity transformation (/T)~1A^1(a)/T.
The derived approximate flux densities differ from standard discretizations by the special way of approximating the coefficient function 0(2:). The matrices (I'Ti)~1 A^.\(a)I'T{, which multiply graduA in (3.10), can be regarded as inverseaverage-type approximations to diag(a(x),a(x)) on T.
Let Pi E fi be an arbitrary node. For all those triangles which have P¡ as vertex we choose the element transformation (2.7) such that P¡ is mapped into (0,0). We define the following functional on Aa : (3.12) bi(uA)= ^2 / Jt,i[ua] -gradada;, T€P, T where Jt,i[ua] is given by (3.10) and 0A is the basis function which corresponds to Pi. By linearity we set up the bilinear form (3.13) bA(uA,<f>A)'■= ¿2 <i>ibi(uA); ua,4>aEXa, p¡éñ where 0, are the nodal values of 0a, i.e.,
(3.14) 0A = Yl ^a p,eñ
We shall regard 6 a as finite element approximation of the form b defined in (2.12). The approximation of the L2(fi)-scalar product can be done in one of the usual ways. We choose the following numerical quadrature rule,
which is exact if / is linear on T. We define the discrete scalar product (3.16) (f,g)2,n,A-= ^QHfg).
re a
The finite element approximation of (2.11) then reads:
We remark that the discretization (3.17) is a generalization of the scheme presented by Zlámal [17] , [18] , who dealt with the special case of the function a being the exponential of a piecewise linear function ipA ■ This application occurs in the modeling of semiconductor devices and will be discussed in Section 7. In fact, the analysis presented in this paper was motivated by the fundamental semiconductor device equations (see Markowich [7] ). Note that the form 6a reduces to the Galerkin approxmation 6a(ua,0a) = /n graduA ■ grad 0a dx of -Aw for a = 1.
4. Analysis of the Bilinear Form 6a-First, we rewrite 6a as a sum over all triangles in A (instead of as a sum over the nodes). By observing that three integrals over each triangle occur in (3.13), we obtain by using (3. As in the previous section, we use "local notation", i.e., the vertices and sides of T are denoted as in Figure 2 ; 0i,02,03 are the corresponding nodal values and 0A , 0A , 0A ' the corresponding basis functions. It is easy to show (by using (3.10)) that the integrals fT Jt,íWa] ■ grad0A dx, i = 1,2,3, are invariant under translations and rotations of T. Thus, they can be expressed in terms of any set of three parameters, which determines the triangle T, e.g., in terms of the length li of ei, the height hi and the segment length mi (see Figure 3) . Then the integrals occurring in (4.1) are obtained by a simple but tedious calculation:
We insert (4.2) into (4.1) and obtain by an easy manipulation _v area (T) 6a("a,0a) = ¿2 (i h )2 (^i(fei -'imi +m2i)(ui -u2)(0i -02) (4. 3) T€A + A2Zimi(u2 -it3)(02 -03) + A3/i(/i -ffli)(tii -it3)(0i -03))-By inspection of (4.3) we conclude:
LEMMA 4.1. 6a is symmetric on XaAn even more convenient form of 6a is derived by employing trigonometric arguments to express those terms in (4.3) which depend on the geometry of T only in terms of the interior angles of T. We obtain 6a("a,0a) = 2 ¿2 (AiCot(a3)(ui -u2)(<pi -02) ( 
4.4)
T6A + A2cot(ai)(u2 -u3)(cp2 -03)
where a% denote the interior angles of the triangle T (see Figure 3 ). We call a triangular mesh A of acute type, if all interior angles a of all triangles Te A satisfy 0 < a < ir/2. We prove LEMMA 4.2. Let A be of acute type and assume that (2.1) holds. Then 6a is bounded on Xa and coercive on Aa,o-In particular, (4.5) |6a(ua,$a)| < ä\uA\Hl(n)\<i>^\Hl(n) Vua,0a€Aa, (4.6) 6a(0a,0a) > a|0A|//'(n) W>a E XAProof. Since A is assumed to be of acute type, we have cot a, > 0. Thus, the Cauchy-Schwarz inequality (applied to (4.4)) gives |6a(ua,0a)| < r ^2 max(Ai,A2,A3) The following maximum-minimum principle for 6a is proven by proceeding as in Zlámal [18] . A Finite Difference Star
The maximum-minimum principle implies important properties of the stiffness matrix S which is associated with 6a (S is an M x M-matrix with entries Sij := oa(0^,0^)). Proof. The symmetry of 6a implies that 5 is symmetric and the coercivity estimate implies positive definiteness. Let i ^ j. Since the basis function 0â ssumes a minimum (namely 0) at Pj, we conclude from the minimum principle Sij = 6a(0a)'<Aa)) -°-Tnus, aU off-diagonal entries of S are nonpositive (the diagonal entires Sn are, obviously, positive) and, consequently, S is a Stieltjes matrix (see Varga [15] ). The proof of the diagonal dominance of S is standard (see, e.g., Zlámal [18] ). D
The results of this section assert that the most important qualitative properties of the "piecewise linear" Galerkin approximation of the operator -div(o(x) grad u) carry over to the bilinear form 6a if the mesh is of acute type.
Convergence.
The well-known convergence result for Galerkin's method (see, e.g., Strang and Fix [13] ) asserts that the error of the Galerkin approximation of u is minimal in the energy norm. Thus, an interpretation of (3.17) as a perturbation of Galerkin's approximation cannot produce error estimates in the energy norm, which are independent of the variation of u between the nodes. In fact, estimates obtained in this way depend on the /Y2-norms of u on the triangles of the partition (just as the Galerkin approximation error estimate) and on W^-norms of the coefficient function a on the triangles. Therefore, we have to proceed differently in order to obtain an estimate which only depends on the variation of the flux density J and of the right-hand side / (and on the diameters of the triangles). The basic idea is to estimate the difference uj -ua of the piecewise linear interpolant u¡ of the solution u of (1.1), (1.2) and the finite element solution ua of (3.17) and to interpret 6a directly as perturbation of 6. We have l<AA|//i(n). \ ."-\i i / A somewhat involved but essentially trivial computation gives
where P, = (x¿, yi)', i = 1,2,3 are the vertices of T (see Figure 2 ) and = 1,2,3, j = 1,2,
with ejtT defined in (3.1), (3.5). We obtain from (4.8) and (5.12): For the (multi-dimensional) semiconductor device equations (see, e.g., Van Roosbroeck [14] ) there is a lot of computational evidence indicating the fast variation of a,u, Vu and the slow variation of J (see Selberherr [12] ). Also, these results are confirmed by a singular perturbation analysis (see Markowich [7] ). It turns out that o and Vu exhibit internal and boundary layers of fast variation while the flux density J varies significantly more slowly. Rigorous regularity-type estimates of this type do not-to the authors' knowledge-exist in the literature as yet. 6 . Approximation of the Flux. In many applications an accurate approximation of the flux is extremely important (e.g. for the semiconductor device problem, see Markowich [7] , where J = agradu represents a current density). Since our finite element method is based on approximating J by constant vectors on each finite element, the corresponding convergence results are rather easily obtained.
First we remark that the discrete flux density is not uniquely defined. On every finite element T each of the three quantities Jt,í := Jt,í[ua], i = 1,2,3 defined in (3.10) can be regarded as an approximation to J. We prove LEMMA 6.1. Let the assumptions of Theorem 5.1 hold. Then, given an arbitrary numbering of the vertices in each triangle T, the estimate The error bound only depends on the variation of J and on the variation of the right-hand side /.
In semiconductor device simulation the computation of outflow currents is often the final goal. Usually, the Dirichlet boundary dfi¿> is the union of finitely many 7. An Application.
A typical example for the application of inverse-averagetype finite element schemes is provided by the electron and hole continuity equations of the Van Roosbroeck semiconductor device model (see Van Roosbroeck [14] , Selberherr [12], Markowich [7] ). In a simplified setup we obtain for the electron continuity equation (7.1) o = e^, where ip denotes the electrostatic potential and n = e^u the electron concentration. J = e^Vu is the electron current density. Typically, the potential V>, which satisfies a singularly perturbed Poisson's equation, exhibits thin space charge layers, within which it varies rapidly. Outside these layers, tp varies moderately. The electron current density J exhibits layer behavior in some cases, too; however, its variation is usually much weaker than that of ip. Usually, approximations Vt of the nodal values tp(Pi) of ip are obtained as solutions of a finite element or finite difference discretization of Poisson's equation. We set up the piecewise linear interpolant ipA of ipi satisfying (7.2) rpA(Pi) := â nd define (7. 3) oA(i):=e*A(x).
Let T be the triangle of Figure 2 . Then the inverse averages of ua along the edges are given by A simple calculation gives (7.5) Ai=e^B(iPi-ip2), A2=e^B(ip2-Tp3), A3 = e*>B{x¡>3 -Vi), where B(z) is the Bernoulli function defined by (7.6) B{z) = ^-j.
If the triangular mesh A is generated by a rectangular grid with mesh sizes h in the xi-direction and k in the x2-direction, then the finite element discretization reduces to the finite difference scheme -e^Bi^j-^ijf^-^A + l(c+^B(tl,iJ+1-Aj)Ui'S+1k~UiJ
-e^B(^j-^j.i)Ui'j~^-l\ =ft3 (see Figure 4 for notation). The scheme (7.7) is widely employed in semiconductor device simulation (see, e.g., Selberherr [12], Markowich [7] ). Originally, its onedimensional analogue was obtained by Scharfetter and Gummel [11] , who developed the idea of approximating the current density by a constant on each mesh interval.
(7.7)
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The finite element schemes presented in this paper represent a straightforward generalization of Scharfetter-Gummel type difference schemes. The "nice" properties of the coefficient matrix carry over to the stiffness matrix if the mesh is of acute type (see Theorem 4.2), and the convergence performance only depends on the resolution of the current density and of the inhomogeneity by the mesh. 
