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Abstract
Regression or least squares ﬁtting is an important
problem in statistics, data mining and many other ap-
plications. In recent years, basis functions derived from
the underlying geometry of data, primarily Laplacian
eigenfunctions, have attracted much interest. In this
paper, we present a new framework based on adaptive
Laplacian eigenfunctions and show the beneﬁt of using
a time-varying basis in regression analysis.
1 Introduction
Fitting[4]isawell-studiedprobleminstatistics. The
method of least squares, also known as regression anal-
ysis, is used to model numerical data obtained from ob-
servations by adjusting the parameters of a model so as
to get an optimal ﬁt of the data. To ﬁt a function on
data, we ﬁrst need a group of basis functions. A basis
function φi(x) is an element of the basis for a function
space. Each function in the function space can be rep-
resented as a linear combination of the basis functions:
f(x) =
 ∞
i=1 aiφi(x). Commonly used basis func-
tions include polynomial bases, spline bases, Fourier
bases, etc.
Recently, eigenfunctions of the Laplace operator
have been a popular subject of study in geometric pro-
cessing [7], machine learning [1], etc. Laplacian eigen-
functions respect geometry of the underlying manifold
of input data such that they are an optimal set of basis
functions in a sense for regression analysis. In contrast,
many commonly used bases are not data dependent.
In this paper, we introduce a framework for comput-
ing adaptive Laplacian eigenfunctions that can be used
for tasks where the function to estimate is time depen-
dent. Different from traditional Laplacian eigenfunc-
tions, not only does our framework take into account
the geometry of data, but it also respects function val-
ues in previous time steps and therefore provides more
informative bases for estimating time-varying functions
(e.g., temperature and humidity). We organize the rest
of the paper as follows: we introduce Laplacian eigen-
functions in Section 2, followed by our framework in
Section 3 and experimental validation in Section 4; we
conclude the paper in Section 5.
2 Laplacian Eigenfunctions
2.1 Preliminaries
We ﬁrst discuss estimating functions deﬁned on a
surface. A surface S is identiﬁed with a continuous
mapping fS : D → R3, where D ∈ R2. Let (u,v) ∈
D, and (x,y,z) ∈ R3. Then the surface S can be rep-
resented as r = r(u,v) = (x(u,v),y(u,v),z(u,v)). A
problem arises when we try to represent a function f
on the surface (f : S → R), where standard bases for
functions in the Euclidean space are unsuitable, since
they are unable to capture the curved structure of a sur-
face and hence functions deﬁned on it.
Thus, it is logical and necessary to have bases for
functions deﬁned on a surface (different from the “ﬂat”
R2 space). Fortunately, from differential geometry we
know that eigenfunctions of the Laplace operator pro-
vide such a basis, which means that any function on
a surface can be written as a linear combination of its
Laplacian eigenfunctions, and since Laplacian eigen-
functions with small eigenvalues are smooth on the sur-
face (see Section 2.2), it is typical that we only need
the linear combination of a small number of such basis
functions to well represent a function on the surface.
2.2 Laplace Operator
The Laplace operator is a second order differential
operator in the n-dimensional Euclidean space, which
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if f is a twice-differentiable real-valued function, then
the Laplacian of f is deﬁned by: ∆f = ∇2f = ∇ ∇f.
The Laplacian of f can also be written as the sum of
all the unmixed second order partial derivatives in the
Cartesian coordinates: ∆f =
 n
i=1 ∂2f/∂x2
i.
In differential geometry [6], the Laplace operator
can be generalized to operating on functions deﬁned
on surfaces and more generally on Riemannian mani-
folds. This more general operator goes by the name
Laplace-Beltrami operator. As the Laplace operator, the
Laplace-Beltrami operator is deﬁned as the divergence
of the gradient. In the following we refer to this more
general operator as the Laplace operator.
Properties of the Laplace operator on a manifold
M include linearity, self-adjointness, positive semi-
deﬁniteness and hence its eigenfunctions {ei}∞
i=1 form
an orthonormal basis for square integrable functions on
the manifold M [9], formally: f =
 ∞
i=1 aiei, for
f ∈ L2(M). Moreover, the Laplacian can be thought of
as a smoothness functional [1], and it can be shown that  
M |∇ei|2d  = λi, where λi is the eigenvalue of ei,
∇ is the gradient operator, |   | takes the function norm,
and the integration in done on the manifold M with the
standard Lebesgue measure  .
Therefore, taking eigenfunctions of the Laplace op-
erator as a basis for functions on a manifold provides
a principled way for regression analysis. Since a small
numberofLaplacianeigenfunctionsarerequiredtowell
represent a function, typically a small set of training
data is needed for reasonable accuracy.
2.3 Eigenfunctions and Discretization
Given a surface model (x,y,h(x,y)), which means
that the surface has height h(x,y) in the z-axis at point
(x,y), one can compute ∆f for a function f according
to the general formula given in [9]. Then the eigenfunc-
tions of the Laplace operator on the surface can be de-
rived by solving ∆f = λf with, for instance, an eigen
partial differential equation (eigen-PDE) solver. They,
as we discussed before, are a good basis for represent-
ing any square integrable function on the surface. For
manifolds in high dimensional spaces, this approach is
typically very difﬁcult, and therefore we need an ap-
proach for calculating Laplacian eigenvectors, the dis-
crete counterparts of Laplacian eigenfunctions.
There are methods for discretizing the Laplace op-
erator with theoretical convergence results [2, 5]. Here
we give the simplest discrete Laplacian on a graph. In-
tuitively, a graph is the discrete version of a surface or a
manifold, where connections between vertices charac-
terize the important geometric and topological proper-
ties of the corresponding manifold. The adjacency ma-
trix W of a graph is derived from the afﬁnity between
items that the graph vertices model, with either the ǫ-
ball rule or the k-nearest-neighbor rule. In short, ǫ-ball
rule says that one vertex is connected to vertices whose
input data are within the ball of a small radius ǫ, and k-
nearest-neighbor rule says that a vertex is connected to
its k nearest vertices. Laplacian matrix [3] is deﬁned as
L = D −W, where D is a diagonal matrix with entries
Di,i =
 
j Wij, and element-wise,
Li,j =



di if i = j
−1 if i  = j and ∃ edge(i,j)
0 otherwise
.
It can be shown that under certain technical conditions,
as the number of vertices n in the graph increases, the
eigenvectors and eigenvalues of L(n) approach eigen-
functions and eigenvalues of the Laplace operator △ in
a probabilistic sense [2], which serves as a theoretical
justiﬁcation for real applications that use the eigenvec-
tors of L, instead of the eigenfunctions of △ that are
usually harder to calculate.
3 An Adaptive Laplacian Framework
In this section we present and justify our framework
for adaptive basis generation. Our basis functions are
adaptive, because they are smooth not only with respect
to the underlying geometry of input data but also to the
target function in regression analysis. Speciﬁcally, at
time t+1, we regress onto Laplacian eigenvectors based
on the graph derived from both input data geometry and
function value afﬁnity in previous time steps using a
small number of training data. We next provide some
formal justiﬁcations.
Let f : V → R be a function deﬁned on a graph
G = (V,E). We also use f, the vector containing val-
ues of the function f on vertices v1,v2,    ,vn. In our
analysis, theedgesystemE isconstructedonlyfromthe
function value afﬁnity, as we want to study its effects
when decoupled from the input data geometry. Let L∗
be the Laplacian matrix of G. According to deﬁnition,
the real value fTL∗f = 1
2
 
i
 
j Wi,j(f(vi)−f(vj))2
characterizes the smoothness of the function f on G.
We are now ready to argue that L∗ minimizes fTLf
for L ∈ SL∗ in an expected sense, where SL∗ is the set
of Laplacian matrices with the same diagonal elements
(and hence the same number of −1’s in each row) as
L∗. We show that f has the smallest smoothness when
measured with L∗ that it induces. Our arguments come
in two lemmas followed by the main proposition.
Lemma 1. For a function f whose range is a ﬁnite
set { 1, 2,    , K}, we construct the Laplacian ma-
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only if f(vi) = f(vj):
L∗ =

 

d1 −1
d2    
               
dn

 
.
Then, fTL∗f ≤ fTLf for L ∈ S∗
L.
Proof: Observe that we can reshufﬂe the −1 entries
in L∗ while keeping the same number of −1’s in each
row to make L. The proof is straightforward given that
 2
i +  2
j ≥ 2 i j. ￿
Since Gaussian mixtures are universal density ap-
proximators, it is necessary to study the case where
function values are sampled from Gaussians.
Lemma 2. Let f be a function whose values in the
range are independently sampled from one of the Gaus-
sians Ni( i,σi), for i = 1,    ,K. L∗
i,j = −1 only if
f(vi) and f(vj) are sampled from the same Gaussian.
Then, L∗ = argminL∈SL∗ E(fTLf).
Proof: Assume that f1,f2 ∼ N( i,σi), f3,f4 ∼
N( j,σj) and fi = f(vi). Consider without loss
of generality two cases: (a) intra-cluster connectivity
where L1,2 = −1 and L3,4 = −1; (b) inter-cluster con-
nectivity where L1,3 = −1 and L2,4 = −1. Then the
difference in E(fTLf) under two conditions are the fol-
lowing terms:
E(f1f2) =
  ∞
−∞
  ∞
−∞
f1f2pi(f1)pi(f2)df1df2
= E(f1)E(f2) =  2
i.
Similarly, E(f3f4) =  2
j, E(f1f3) = E(f2f4) =
 i j. The total contribution of these terms are that
2 2
i +2 2
j ≥ 2 i j +2 i j = 4 i j. Thus by chang-
ing terms from L∗ which has only terms due to intra-
cluster connectivity, the expected quadratic E(fTLf)
will increase, which guarantees the optimality of L∗ in
an expected sense. Note that Lemma 1 is a special case
where σi = 0, for i = 1,    ,K. ￿
Proposition 3. Let f be a function whose values in
the range are independently sampled from a mixture of
Gaussians
 K
i=1 αiNi( i,σi). L∗ is constructed with
only intra-component connectivity. Then,
L∗ = arg min
L∈SL∗
E(fTLf|z),
where z is a ﬁxed vector of latent variables on which
component is used to generate fi’s.
Proof: According to Lemma 2, if we connect ver-
tices whose corresponding z entries are different, then
we always increase fTLf in an expected sense. ￿
Thus far, we have established the optimal Laplacian
matrix (in terms of smoothness) taking only function
value information into consideration. Typically, for es-
timating a function f(t), where t is the time, we do not
have access to the exact L∗ that it induces but rather we
can use ˆ L that the average of f(1),    ,f(t−1) induces.
Given that the function is not changing fast, ˆ L is a rea-
sonable estimation of L∗. Based on these, the eigenvec-
torsof ˆ Lwithsmalleigenvaluesaresmoothwithrespect
to the function to estimate.
To summarize, standard Laplacian eigenfunctions
are smooth only with respect to the input data geometry
while our adaptive eigenfunctions capture the function
value information in addition to the geometric one and
therefore they form a informative set of basis functions
when the target function to estimate is time varying.
4 Experimental Validation
The dataset [8] we use consists of temperature
recorded from 136 cities in continental US from 1995
to 2007. The problem is, given the temperature at sev-
eral cities, to estimate temperature at other cities. We
solvethisbyusingasabasistheeigenvectors withsmall
eigenvalues of the graph Laplacian constructed from
both geographic and temperature (function dependent)
afﬁnity. We use days with no missing data. For ex-
ample, if we are given the temperature on one day in
Cleveland and Washington DC, we shall be able to in-
terpolate the temperature value in Pittsburgh based on
Laplacian eigenvectors which encode our prior knowl-
edge about the adjacency between cities as well as the
afﬁnity in temperature.
Speciﬁcally, we take the eigenvectors of the Lapla-
cian matrix of the graph G = (V,E) constructed as the
joint of two graphs G1 = (V,E1) and G2 = (V,E2);
that is, we take E = E1
 
E2. Graph G1 deﬁnes the ad-
jacency structure between the cities we study, and graph
G2 deﬁnes the afﬁnity in temperature between cities.
When we ﬁt a linear combination of Laplacian eigen-
vectors to the observed measurements, we use temper-
atures at only 10% of all cities as the training data (de-
noted red “*” in Figure 1), and the other 90% tempera-
tures are to be estimated.
We take data on the 10nth(n = 1,2,...) days from
the dataset to perform experiments on, and henceforth
we refer to this n as the index of a day. We use the av-
erage temperature within a time window of 5 (i.e., for
day t, we take days with indices t − 1,    ,t − 5) as
the source for temperature afﬁnity in constructing the
function dependent Laplacian. Results are shown in
Figure 2, the bases being time varying Laplacian eigen-
vectors, Laplacian eigenvectors, cubic polynomial basis
and lastly naive copy (just using the temperature of day
t − 1 as the estimate for day t). Plotted curves are the
Authorized licensed use limited to: The Ohio State University. Downloaded on June 29,2010 at 15:55:16 UTC from IEEE Xplore.  Restrictions apply. 130 120 110 100 90 80 70
25
30
35
40
45
50
80
80
80
81
7881
93
86
77
72
71
72
67
73
75 70
78
69 68
71
77
78
82
77
80
81
82
79
82 7978
77
76
70 69
72
73
72
73
78
70
76
69
80
78 76 81
79
80 83
79
68
75 77
65
70 64 66 63
60
71
78
75
78
71
67
67
72 79
77 77
76 70
81 77
68
69
70
79
93
66
69 68
71
65 67
68
76
69
74 73
70 67
77 80
64
66 65
70
67
76 70 71
68 68
79
80
70 70
79
78
84
81
80
77
82
83
83
83
80
78
84
84
83
74 75 75
68
61 59
62
62
68 67
73
69
Temperature (Fahrenheit) on day #80 in major continental US cities
130 120 110 100 90 80 70
25
30
35
40
45
50
5
5
3
4 4
0
4
2
4
2
5
1 9 4
1 2
1
1
18
7
0
10
14
2
01
4 0
3 0
1
0
1
1
3
1
2
6
1 3 3
5
31
1
2 3
5
1 0 01
5
7
0
8
2
1
1
5 11
1 1
4 3
6
3
2
1
5
6 5
2
58
2
1
0
1
0 3
21
7
3 7
2
2
2 3 5 1
3
0
3 0
3 7
4
6
6
2
6
2
2
0 4
2
6 6 0
12
2 3
4
11
2
Absolute values of errors
130 120 110 100 90 80 70
25
30
35
40
45
50
1
6
0
5 3
16
2
3
3
2
5
2 1 4
7 5
0
1
10
6
1
5
10
7
14
4 7
4 9
2
2
3
3
5
11
3
2
3 6 5
2
33
3
1 0
6
3 1 11
6
0
4
0
4
8
7
11 75
12 13
4 4
7
0
2
5
15
7 2
1
37
7
11
9
9
5 7
21
1
1 1
5
6
0 8 4 5
2
5
5 6
3 3
1
1
3
3
5
3
3
3 4
4
2 1 5
6
2 3
3
40
9
Absolute values of errors
Figure 1. Top: temperatures on day 80.
Middle: estimates in 119 cities on day 410,
average error is 3.1599◦F or 1.5800◦C. Bot-
tom: estimates in 119 cities on day 417,
average error is 4.2606◦F or 2.1303◦C.
absolute errors averaged over all the test cities with re-
spect to the index of a day. Figure 1 shows some results.
5 Conclusion
We have presented an adaptive regression framework
with bases derived from not only data geometry but also
previous function values and therefore maximally uti-
lize the available information. Experimentally, we have
achieved competitive results with our method on tem-
perature data. In the future, we are planning to apply
our framework to other real problems.
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