The gas-lift technique comprises the injection of gas bubbles in vertical oil wells to increase production. It is based on a reduction of the tubing gravitational pressure gradient. Several fluid-flow phenomena influencing such vertical gas-liquid flows are discussed. These effects include the radial distribution of void fraction and of gas and liquid velocity, flow regime changes, and system stability problems. Associated consequences for gas-lift performance and related optimization approaches are also discussed. 
INTRODUCTION
Two-phase gas-liquid flow problems are of interest to both fundamental research and industrial applications. They are encountered in a large variety of practical situations, such as bubble columns, stirring vessels, cavitating flows, or transportation lines. The different type of problems found in these various two-phase flow applications suggest two-phase flow problems to be seen as "a family of topics, rather than a single topic" (Batchelor 1989) . A topic of particular relevance for large-scale industrial applications is a vertical upward bubbly flow in a pipe. This situation can, for instance, be found in airlift reactors for enhancing mixing, or for providing oxygen to microorganisms. It is also encountered in mining technologies and wastewater treatment.
For underground oil recovery the gas-lift technique is often used to enhance production (Figure 1) . It is employed when, after years of production, a well down-hole pressure slowly decreases toward a situation of zero oil production. By using gas injection in the well tubing, the gravitational pressure drop in the well is reduced, resulting in a reduced pressure at the tube entrance (called bottom hole pressure, or BHP). In the case of an oil well, the reservoir pressure and the top-level pressure (called tubing head) are fixed on the scale of a day, i.e., the total pressure drop P = P tube + P res is constant. The consequence of a lower pressure drop in the vertical pipe is an increased pressure drop through the reservoir P res , resulting in an increased net oil flow rate (Figure 1a) . Various types of gas-lift installations exist. Among them, one can distinguish continuous gas lift (which uses a stationary gas-injection input), dual gas-lifted wells (where the gas input is shared by two wells), or intermittent gas lift. In this review, we focus on continuous gas lift.
In Figure 1b a view of a gas-lift installation as implemented in practice is depicted. When a promising underground hydrocarbon reservoir is discovered, wells are drilled into the reservoir. After drilling, the walls of the well are cemented. This outside cement layer is called the casing. Inside the casing a pipeline (called the tubing) is placed for the production of oil (and gas). At the bottom of the tubing a seal (called the packer) is installed between the casing and the tubing. The space between the tubing and the casing is called the annulus. Perforations are shot into the casing below the packer to let the oil (and gas) flow from the reservoir into the tubing. The gas is put into the annulus from the top via a choke, and then injected from the annulus into the well tubing via a number of large nozzle injectors called gas-lift valves. Each valve is mounted on the tubing at a specific location, called side-pocket mandrel (Figure 1c) . After the starting period only the deepest valve is injecting the gas because in principle it is the most efficient in reducing the gravitational pressure gradient.
At conditions where the gas-lift technique is applied, the pipe flow is turbulent:
≈ 10000, in which U sl is the liquid superficial velocity (the ratio of liquid volumetric flow rate to tube section), D p the pipe diameter, and ν l the liquid viscosity. However, the turbulent intensity is not large enough to guarantee bubble breakup. These flow conditions and the use of a large nozzle injector result in a gravity-driven bubbly flow with relatively large bubbles.
The gas-lift technique efficiency has long been known to be influenced by a large number of flow parameters (Bertuzzi et al. 1953 , Pennington 1927 , Poetmann & Carpenter 1952 , Ros 1961 . Selecting the appropriate flow conditions for applying the gas-lift technique at optimum efficiency, such as the gas input, the injector geometry, or the pipe diameter, is therefore a challenging issue.
Gas-lift performance prediction approaches are briefly reviewed. First, the models used for pressure gradient predictions in the reservoir and in the gas-liquid flow part of gas-lifted wells are explained. Thereafter, based on recent numerical and experimental results, an overview of the relevant fluid mechanical effects for gas-lift performance is given. These effects are essentially connected to the magnitude of the frictional pressure, the bubble relative motion, the void fraction radial profiles, the flow pattern, and the system stability. Optimization considerations in relation with these aspects are also discussed.
GAS-LIFT SYSTEMS: PERFORMANCE AND PREDICTIONS
The pressure drop in the pipe and in the reservoir determines the flow rate observed in a gas-lifted well. Those coupled parts of the well are commonly modeled using the inflow performance relationship (IPR) and the tubing performance curve (TPC) for predicting the flow-rate conditions in the reservoir and in the two-phase flow pipe, respectively.
Reservoir and Tubing Pressure
2.1.1. Reservoir pressure. The IPR predicts the mean liquid flow rate associated with a given pressure drop in the reservoir. Using a relation derived from Darcy's law for the radial inflow through the reservoir, it is expressed by:
where Q l is the liquid volumetric flow rate, P res = P res − BHP is the pressure drop from the far field reservoir to the tube entrance, and P I is the productivity index (PI). It characterizes an equivalent mean reservoir permeability.
Tubing pressure.
The TPC relates the liquid flow rate to the pressure drop in the production tubing for a given ratio of gas-to-liquid input, β = Usg U sl
. The pressure gradient is considered the sum of the contributions due to gravity, friction, and acceleration, [
The gravitational part is given by [
where ρ m is the sectional average mixture density, given by the average void fraction :
where ρ g and ρ l are the density of the gas and of the liquid, respectively. The frictional pressure gradient is generally estimated on the basis of available single-phase flow correlations of the form of
, in which f m is a friction factor and U m = U sg + U sl is the mixture velocity. The contribution of acceleration can generally be neglected.
Examples of a TPC and an IPR curve are shown in Figure 2 . Each curve corresponds to a given ratio of gas-to-liquid input β. At a fixed β-value the mean void fraction increases with increased liquid flow rate, therefore the gravitational pressure is reduced. However, the magnitude of the frictional pressure increases with
Figure 2
Gas-lift operating point determination, using the IPR and TPC curves. A TPC curve corresponds to a constant ratio of gas-to-liquid input.
increased liquid flow rate; therefore the slope of the TPC curve changes with the liquid flow-rate conditions (Figure 2 ).
Instability Generated by Gas-Lift Installation Systems
Unstable operational conditions may occur in a continuous gas lift well because the characteristics of the system components of a gas-lift installation are such that small perturbations can lead to huge oscillations in the production flow. System components that are important for the generation of gas-lift instability are the gas-lift valve, the choke, the volume of the annulus, and the height of the tubing. The mechanism by which the gas-lift instability is generated is the following: If the BHP is slightly decreased, the tubing pressure decreases and hence the pressure drop through the gas-lift valve increases, resulting in an increased gas input. This causes a further reduction of the BHP and an additional increase of the oil flow rate. During this period, due to the reduced pressure a substantial amount of additional gas is blown into the tubing. This effect will only stop when the pressure in the annulus decreases due to the increase in gas flow rate via the gas-lift valve into the tubing. This decrease in annulus pressure is so strong that the gas flow rate through the gas-lift valve can become smaller than the original steady-state value and can eventually stop for a short period. The tubing pressure will rise again and the hydrocarbon production rate will decrease substantially. This effect will only stop when new gas is injected into the annulus via the choke (which causes a rise in the annulus pressure). If the system components are not tuned properly, this cycle will repeat itself and can become even stronger. Oscillations in tubing, in annulus pressure, and in the production rate are therefore observed at the surface (it is also called heading/casing instability). Figure 3 illustrates such production records for a well at Prudhoe Bay in Alaska in which such pressure cycles are observed (Hu & Golan 2004) .
Figure 3
Typical coupled fluctuations between the gas pressure and the liquid flow rate during heading instability in a gas-lifted well (Hu & Golan 2004 ).
Perturbations of the bottom pressure are necessary to generate these instabilities. An important type of perturbation is the change in void fraction due to the occurrence of hydrodynamic instabilities generated by void fraction waves or by the nonstationary character of certain flow regimes. For instance, the pressure variations during slug flow in vertical pipes present such properties (Tutu 1982 (Tutu , 1984 ; see also Lin & Hanratty 1989 for horizontal slug flow). In the present review we focus on the fluid mechanical aspects of stable continuous gas-lift operating conditions. These operating conditions are similar to flow conditions encountered in laboratory experiments because no global system instabilities are observed.
Flow-Rate Predictions
By combining the IPR and the TPCs, a well operating point can be determined. The two intersection points between the IPR and TPC curves give the potential operating conditions. However, the lower production rate point corresponds to an unstable equilibrium: If the liquid flow rate is reduced slightly, the BHP must be larger than the value that the reservoir can provide (it is, therefore, not a realistic situation and the well will stop flowing). If the liquid flow rate is perturbed positively, a lower BHP than the one provided by the reservoir is needed. Because the reservoir can provide this pressure, the liquid flow rate in the tubing is then driven toward larger values, corresponding to the second intersection point. The point used for stable gas-lift operation previsions is therefore the right-hand intersection point between the TPC and IPR curves in Figure 2 . It corresponds to a positive slope of the TPC curve, where friction helps stabilize the flow.
Although the frictional pressure drop is important for stable gas-lift operations, the low to moderate liquid flow conditions corresponding to gas-lift applications imply that |[
] f | represents less than 10% of the overall pressure gradient. The gravitational pressure gradient is therefore the most important one for gas-lift performance predictions. More specifically, the value of the area average void fraction associated with given global flow conditions is a key point because it can have a significant influence on ρ m .
In gas-liquid flow conditions encountered during gas-lift operations, the residence time of the gas bubbles and of the liquid in the pipe flow are different, due to the nonzero relative velocity between the gas and the liquid and the radial heterogeneities of phase velocities and of phase fractions. The existing flow pattern also has an important impact on the residence times. These effects result in an important influence of certain parameters, such as bubble size, the presence of surfactants, or the flow-input conditions.
RELEVANT LOCAL FLOW PHENOMENA

Bubble Relative Velocity
The relative velocity between a gas bubble and the surrounding liquid is essentially the result of a competition between the gravity, drag, and added mass forces. Experimental Terminal velocity of a single bubble in water as a function of the bubble spherical equivalent diameter (from Clift et al. 1978, p. 172). results on the rise velocity of single bubbles in an infinite medium of water have been collected from various experimental studies in Clift et al. (1978) (Figure 4 ). Because gravity is the dominant force for large bubbles, the bubble terminal velocity increases with the equivalent diameter of the bubble. The terminal velocities in clean and contaminated liquids are different for a given equivalent bubble diameter. This is due to the changes in bubble shape with the contamination level, which in turn affects the equivalent drag-force coefficient (Tomiyama et al. 2002a) .
In multiple bubble flow conditions, i.e., bubbly flow with nonzero gas fraction, the mean relative velocity between the gas bubbles and the liquid as measured with local measurement techniques is lower than the value of the terminal velocity of a single bubble in an infinite medium. This void fraction effect on the bubble relative velocity U r = U g − U l can be taken into account by using a hindering function h( ) (Garnier et al. 2002 , Richardson & Zaki 1954 , Rivière & Cartellier 1999 , Zenit et al. 2001 :
in which U t is the terminal velocity of a single bubble in an infinite medium (as described by Figure 4 ), and 0 < h( ) < 1. Independently from the correlation used, the main feature of the hindering function h( ) is to predict a decreased bubble relative velocity with increased void fraction, i.e., h( ) is a decreasing function of . This effect is attributed to the hydrodynamic interactions and to the reference liquid velocity seen by the bubbles, or interstitial velocity, which is different from the time average liquid velocity (Kowe et al. 1988) . Recently, Eames et al. (2004) studied the velocity through and around a group of bodies and extended this interstitial velocity concept developed by Kowe et al. (1988) . It was shown that, for low values of the void fraction , the hindering function could be expressed as h( who analyzed binary bubble interactions and obtained h( ) = 1 − C , where the constant C was ranging from 1.43 to 1.56 depending on the truncation used in the calculations.
Another commonly used formulation for the hindering function follows from Richardson & Zaki (1954) 
n . The exponent n is often obtained from experiments and depends on the bubble size and shape (van Wijngaarden 1991). More recently, the experiments of Garnier et al. (2002) showed that the decreased bubble relative velocity scales with the bubble interdistance for a large range of void fraction conditions (0 < < 0.25). The associated hindering function is h( ) = 1 − 1 3 . This formulation correctly describes the bubble relative velocity of small bubbles (Garnier et al. 2002 ). However, provided the exponent n is adjusted to the experimental results, the formulation of Richardson & Zaki (1954) is flexible enough for describing a large range of bubble-size and input-flow conditions (Apazidis 1985 , Zenit et al. 2001 ).
Void Fraction Radial Profile
Depending on the flow conditions, the void fraction radial profile can present either a peak near the pipe wall or at the center line (Grossetête 1995 , Liu 1993 , Serizawa et al. 1975 , Wang et al. 1987 . In their pioneering work, Serizawa et al. (1975) reported that the void fraction radial profile evolves from a wall-peak to a core-peak trend with an increased gas input (see Figure 5a) . However, during these experiments the bubble size increased with gas input because a porous injector was used to generate the bubbles (Koide et al. 1968) . To study the effect of bubble-size and gas input separately, Liu (1993 Liu ( , 1997 ) used a special gas injector at large liquid-input conditions. (a) Void fraction profiles measured by Serizawa et al. (1975) in a 60-mm diameter air-water pipe at increased gas input. (b) Void fraction radial profiles in a 57-mm diameter tube and associated bubble-size values (Liu 1997 ).
The author showed that the transition from a wall peak to a core peak of void fraction radial profile was dependent on the bubble diameter (Figure 5b) . The observed critical bubble diameter associated with the onset of transition was D b ≈ 5-6 mm in air-water bubbly pipe flows.
The radial distribution of millimeter-size bubbles is the result of a lift force:
where C l is the lift-force coefficient, V g is the gas-bubble volume, and U g and U l are the gas and liquid velocity, respectively.
is valid for spherical particles or bubbles at large bubble Reynolds number (Auton 1987 , Magnaudet & Eames 2000 . In general, C l > 0 for spherical bubbles , so that small millimeter-size spherical bubbles are pushed toward low liquid velocity regions of the flow and form a wall-peaking void fraction radial profile.
To gain some understanding of the effect of bubble size on the lift force, Tomiyama (1998) and Tomiyama et al. (2002b) reported tracking experiments on a single ellipsoidal bubble placed in a linear shear field. The lift force was obtained by applying a force balance to the measured bubble trajectory. The lift-force coefficient C l was changing sign with an increasing bubble size at increased bubble Reynolds number (Re b > 50) and large Eötvös number. This effect was due to the interactions between the (nonspherical) bubble wake and the shear field. In Figure 6a , a series of photos taken by Tomiyama et al. (2002b) clearly illustrates the different transverse motions between a small and a large bubble placed in a linear shear field. Similar results obtained numerically via direct numerical simulation (DNS) studies are reported by Ervin & Tryggvason (1997) , via Lattice-Boltzmann simulations by Sankaranarayanan & Sundaresan (2002) , and for ellipsoidal particles by Gavze & Shapiro (1997) . The pipe diameter also has an impact on the void fraction profiles in upward bubbly pipe flows. For large-diameter pipes (D p > 10 cm in air-water systems) experimental investigations carried out at moderate to large void fraction conditions mostly report parabolic profiles of void fraction (Mudde & Saito 2001; Ohnuki & Akimoto 1996 . However, at low void fractions, and provided that special attention is paid to the bubble injection, a near wall peak of void fraction is also possible in largediameter pipes and bubble columns (Harteveld et al. 2003 , Ohnuki & Akimoto 2000 . In addition, at low liquid-input conditions reversed liquid velocities at the wall can be observed similarly to bubble columns , Mudde & Saito 2001 . This implies a change of the lift-force direction in the near wall boundary, due to a reversed velocity gradient in this area. In large-diameter pipes, this reverse velocitygradient region can be large enough to guarantee a core-peaking radial profile with small bubbles. Bubble dispersion effects due to liquid turbulence also play a significant role in the phase distribution phenomenon when operating with large-diameter pipes (Ohnuki & Akimoto 2000 .
Investigating the effect of bubble deformation with multiple bubbles is currently becoming accessible via DNS (Bunner & Tryggvason 2002 Ervin & Tryggvason 1997) . Also, improved measurement techniques were recently developed to measure bubble deformations and orientation in bubbly shear flows (Fujiwara et al. 2004a,b; Luther et al. 2004; Prasser et al. 2002; Tokuhiro et al. 1998 ).
Flow Pattern Changes
Four essential flow regimes are commonly distinguished in upward cocurrent vertical pipe flows of a gas and a liquid (Figure 7a ): bubbly flow, slug flow, churn flow, and annular flow. Bubbly flow can be separated to two different turbulent subcases:
The low-to moderate-liquid input bubbly-flow conditions, for which almost no bubble breakup occurs. Under these conditions the bubble size is only influenced by the inlet device and by the entrance conditions (Taitel et al. 1980 ).
The finely dispersed bubbly-flow regime, corresponding to large liquid-input conditions. Bubble breakup due to turbulence eddies is dominant. A maximum stable bubble diameter can be connected to the turbulence conditions and surface-tension properties (see Hinze 1959) . Although it is beyond the scope of the present review to discuss these aspects in detail, advanced models were recently proposed in the literature to take into account the effect of the dispersed phase fraction on the coalescence rate (Brauner 2001 , Chen et al. 1997 . Numerous studies also focus on a detailed modeling of the break-up frequency and probability distribution of the bubble or drop size after turbulence breakup (Eastwood et al. 2004 , Luo & Svendsen 1996 , Martínez-Bazán et al. 1999 , Sarimeseli & Kelbaliyev 2004 . The interested reader is referred to Lasheras et al. (2002) for a review on break-up models.
Figure 7
Flow patterns observed in vertical upward bubbly pipe flow (Taitel et al. 1980) , and flow pattern map for a 72-mm inner diameter vertical pipe flow of air and water according to the model of Taitel et al. (1980) . At conditions where the gas-lift technique is considered for use, the flow-rate values often correspond to nonfinely dispersed bubbly-flow conditions. The bubbles are injected via a large nozzle injector and the bubble size can vary significantly in such systems. Practically, the flow pattern corresponding to given flow conditions is determined by using a U sg − U sl flow pattern map, as illustrated by the model of Taitel et al. (1980) in Figure 7b for an air-water vertical pipe. These maps are based on global flow quantities and can easily be applied to practical situations.
The selection of the appropriate flow pattern is the key to successful pressure predictions because the appropriate modeling approaches are different from one flow pattern to the other. In particular, the bubbly-flow to slug-flow transition is an important issue for gas-lift predictions. It was recently reported that the bubble size has a strong impact on the bubbly-flow to slug-flow transition in air-water systems (Cheng et al. 2002 , Guet et al. 2003 , Song et al. 1995 . For air-water systems with relatively large bubbles (0.05 < D b Dp < 0.2) the critical void fraction associated with flow pattern transition is linearly related to the bubble size (Cheng et al. 2002 , Guet et al. 2003 , Song et al. 1995 . A unique relation is valid for a large range of pipe diameters (25 mm < D p < 72 mm): c = 0.55 − 2.37
D b Dp
. This result suggests that a constant critical void fraction model, such as c = 0.25 (Taitel et al. 1980) or c = 0.3 (Mishima & Ishii 1984) , cannot be generally valid. However, the effect of bubble size on the bubbly-flow to slug-flow transition in oil has not been investigated in detail in the literature. Based on bubbly-flow to slug-flow transition experiments in viscous fluids, Furukawa & Fukano (2001) observed that the flow pattern boundary was postponed to larger values of the superficial gas velocity with viscous oil as compared to water. This suggests that coalescence is inhibited www.annualreviews.org • Gas-Lift Techniquein oil as compared to water, resulting in larger void fraction c associated with flow pattern transition.
BUBBLY PIPE FLOW PREDICTIONS
To make physically based predictions of large-scale gas-liquid pipe flows such as gas lift, correlations based on the drift-flux model (Zuber & Findlay 1965) are of practical interest (Guet et al. 2003 , Hibiki & Ishii 2002 , Shi et al. 2005 . However, to develop such drift-flux correlations, one must consider the flow pattern configuration (Mishima & Ishii 1984 ) and details of the phase radial distribution and velocity (Clark et al. 1990 , Hibiki & Ishii 2003a ) by using devoted experiments or by detailed numerical simulation results.
Drift-Flux Modeling
The drift-flux model developed by Zuber & Findlay (1965) enables one to incorporate the influence of the bubble relative velocity and of the radial profile heterogeneities on the mean void fraction. In particular, this model allows one to consider:
The nonzero bubble relative velocity, taken into account by the weighted mean drift velocity:
The (nonhomogeneous) transverse profile of void fraction and phase fluxes. These effects are incorporated by defining a distribution parameter C 0 :
The operators and || represent the area-average value and the void fraction weighted averaging procedure, respectively. is the local void fraction and j is the local mixture velocity: j = j g + j l = U g + (1 − )U l . U g and U l are the Eulerian gas and liquid velocities and U drift = U g − j = (1 − )(U g − U l ) is the relative velocity of the bubbles with respect to the local mixture velocity. The area-average mixture velocity j is given by j = U m = U sg + U sl , and therefore it is determined by available superficial gas and liquid velocity information.
The drift-flux model is generally formulated as Usg = C 0 j + |U drift |. For gas-lift purpose it can be applied to predict the mean void fraction from the known global quantities U sg and U sl and by using appropriate models for the drift-flux parameters C 0 and |U drift |:
The gravitational pressure gradient is then computed by obtaining the mixture density via Equation 2. Therefore, using appropriate drift-flux parameter models is important for proper gas-lift performance predictions. The drift-flux model can also be used to quantify separately the gas-lift performance changes due to the effects of the radial heterogeneities and of the relative motion between phases.
The changes in the radial distribution of void fraction due to the bubble-size effects have a strong impact on the gravitational pressure gradient:
At large liquid-input conditions the transition from a wall-peaking to a corepeaking radial profile of void fraction with increased bubble size leads to changes of the pressure gradient of typically 20%. This is clearly illustrated by reported results on the C 0 drift-flux distribution parameter Hibiki & Ishii 2002 , 2003a . Typical values are C 0 ≈ 0.95 − 1 for a wall-peaking void fraction profile to C 0 ≈ 1.2 for a core-peaking radial distribution of void fraction. When operating at low liquid-input flow conditions, inverting the liquid velocity profile in the near-wall region implies much larger values of the C 0 drift-flux parameter because j l < 0 and eventually j < 0 in the near-wall region (Clark et al. 1990 , Mudde & Saito 2001 . This leads to significantly large values of the C 0 parameter (C 0 > 2 for bubble column flows), and much less efficient gas-lift operations at low liquid-input conditions.
The effects of the flow-pattern or inclination-angle changes can be predicted via the drift-flux model if associated distribution parameter and drift velocity relations are available. The review of Fabre & Liné (1992) gives extensive details on drift velocity relations for large bubbles in slug flow. Hibiki & Ishii (2003b) give a large overview of various (semiempirical) drift-flux parameter correlations adapted to a large range of gas-liquid flow patterns, such as bubbly, slug, churn-turbulent, and annular flow.
Euler-Euler Modeling of Vertical Upward Bubbly Pipe Flows
The main difficulties in predicting the hydrodynamic of bubbly pipe flows are due to the coupling between void fraction and velocity radial profiles. To solve this problem, the two-fluid or Euler-Euler modeling approach (Drew 1983 , Ishii 1975 ) is often applied for vertical upward bubbly pipe flow predictions (Chahed & Masbernat 1998 , Drew & Lahey 1982 , Hill et al. 1995 , Lopez de Bertodano et al. 1994 , Lucas et al. 2001 , Politano et al. 2003 . In this modeling method both the continuous phase and the dispersed phase are considered as a continuum. The mass and momentum conservation equations are averaged and given in Eulerian coordinates. These averaged equations are given by (Drew 1983) :
where k denotes the gas or the liquid (k = g or l ), k is the average k-phase fraction, and τ kT is the total stress in phase k (including viscous and turbulence contributions).
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The phases are interacting via interfacial forces F k and pressure P k . These contributions are included as source terms in the momentum conservation equations. An important issue for modeling vertical upward bubbly pipe flows is the interfacial force:
where F drag is the drag force, F lift the lift force, F wall a wall force, F am the added mass force, and F td a turbulent dispersion force, which can be included either in the mass or in the momentum conservation equation (Drew 2001) . The gravity and drag forces are acting along the g vector (in the pipe axial direction). The lift, wall, and turbulent dispersion forces are acting in the pipe radial direction in vertical pipe flows. Therefore, the competition between these forces has an important impact on the void fraction radial profiles. By considering no mass transfer between phases and neglecting surface-tension forces, it is common to assume F g = − F l . For vertical upward bubbly pipe flows, the problem is further simplified to make time-average profile predictions (Antal et al. 1991 , Politano et al. 2003 .
In this section we use a simplified Euler-Euler model for vertical pipe flows. The assumptions are that of a stationary vertical pipe flow. We further assume that the gravity and stress terms are negligible in the gas phase, due to its low density. In addition, to close the formulation of such a simplified Euler-Euler model, the interfacial forces and pressure jump are expressed on the basis of models available from literature.
Interfacial forces. The drag-force density is given by
where the drag-force coefficient (Ishii & Zuber 1979 ) is taken as
In the frame of the Euler-Euler model and for a preferential direction, fully established cocurrent upward shear flow, the lift force reduces to
A local wall force, which drives the bubbles away from the wall was modeled by Antal et al. (1991) , following a similarity with lubrication theory. This wall force is expressed as:
where C w1 = −0.06| U g − U l | − 0.104, C w2 = 0.147, and y 0 = R − r is the local distance from the wall. This force is only valid in the near-wall region, and should tend to zero when the distance from the wall increases. It is taken into account for F g,wall < 0, i.e, for r > R + C w2 R b C w1 (Tomiyama 1998 , Troshko & Hassan 2001 . This wall force significantly improved a proper near-wall void fraction description: The void fraction decreases toward a value of zero at the wall (experiments also report a decreased void fraction at the wall), whereas two-fluid models based on the lift force only would predict a maximum void fraction value at the wall for small bubbles.
The turbulence in the liquid tends to redistribute the phase fraction heterogeneities. To model this effect, a turbulence dispersion term is included in the model. Contrary to microscopic diffusion terms included in the mass conservation equation, this effect is taken into account by an additional turbulent dispersion force in the momentum conservation equation (Drew 2001 , Moraga et al. 2003 . Following a diffusion approach, this force (Carrica et al. 1999 , Hill et al. 1995 , Politano et al. 2003 , Troshko & Hassan 2001 ) is modeled as:
ν t is the turbulent viscosity, taken from Sato et al.'s (1981) model:
where (Reichardt 1951 ) is the wall-friction part. The contribution due to bubble-induced turbulence is taken as (Sato et al. 1981) . A wall damping function f (y + ) as proposed by van Driest (1956) is used to achieve a realistic eddy viscosity prediction in the near-wall region.
Interfacial pressure.
The averaged interfacial pressures P l I and P g I need to be related to the spatial average of the pressure. Near the bubble surface, the liquid velocity is larger than the far field velocity. This results in a pressure difference, approximated by a potential flow solution:
In this expression the coefficient
is valid for spherical bubbles (Stuhmiller 1977) . Contrary to the liquid phase, in the gas phase this pressure difference is neglected due to the low density, therefore P g − P l = P l I − P l .
A simplified Euler-Euler model.
Following the assumptions, the gas and the liquid radial momentum conservation equations are given by (see also Antal et al. 1991 and Politano et al. 2003) :
(
and
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By combining the two equations for the radial momentum and using the pressure jump relation (Equation 16 ), a simple ordinary differential equation is obtained for the void fraction:
This expression clearly illustrates that the presence of a peak of void fraction is only observed when there is a competition between the wall and the lift force because the denominator D of Equation 21 is by definition positive. The wall force is by definition negative, therefore a wall peak of void fraction is found if the lift force is positive. Based on their experiments, Tomiyama et al. (2002b) 
where E o d is a modified Eötvös number based on the horizontal chord length of the
). This lift-force coefficient is depicted as a function of the equivalent diameter of an air bubble in water in Figure 6b . This result suggests the lift-force coefficient C l becomes negative for large bubbles. Tomiyama et al. (2002b) reported that the value of the critical single-bubble diameter associated with the onset of transverse migration in a linear shear field corresponds surprisingly well to the reported critical bubble size value associated with wall-to-core peak void fraction radial profile transition in vertical pipes. Therefore, the model developed by Tomiyama et al. (2002b) for the lift-force changes with increased bubble size was recently successfully applied to predict the void fraction profile changes in vertically oriented bubbly pipe flows by using an Eulerian approach (Lucas et al. 2001 , Politano et al. 2003 .
In Figure 8 we compare void fraction profiles from experiments with predictions via our simplified model ; here D b = 4 mm and D b = 8 mm and the liquid input is moderate, corresponding to Re sl = 16000. The relation suggested by Tomiyama et al. (2002b) for the lift-force coefficient is used in the model. Clearly, this lift-force coefficient relation enables one to reasonably describe the changes of void fraction radial profiles observed during these flow conditions, which are representative of gas-lift application. Similar numerical predictions for various pipe diameters and at large liquid-input conditions can be found in Lucas et al. (2001) and Politano et al. (2003) . It should, however, be noted that the above lift-force model does not take into account bubble-bubble interactions and the local effect of the bubbles on the shear field. As Tomiyama et al. (2002b) suggested, further research is needed to develop more accurate models for large void fraction, turbulent bubbly pipe flow predictions.
In order to make physically based predictions of large-scale gas-liquid pipe flows such as gas-lift applications, a two-fluid model such as the one suggested above can be used to develop drift-flux correlations. For example, a comparison between direct C 0 parameter measurements and C 0 predictions is depicted in Figure 9 . The C 0 parameter was obtained by applying Equation 6 to both the measurements and to the numerical predictions of air-water vertical pipe flows. The typical changes of the C 0 parameter with bubble diameter are similar in the experiments and in the simulations: from typically C 0 ≈ 0.95 for the wall-peaking radial distribution of void fraction to C 0 ≈ 1.2 for the parabolic radial distribution of void fraction associated with large bubbles. This result shows changes in the volumetric average void fraction of typically 20% due to the void-fraction radial profiles. Such results are also confirmed by direct pressure gradient measurements and airlift experiments (François et al. 1996 , Guet et al. 2003 .
www.annualreviews.org • Gas-Lift Technique 241
Figure 9
Distribution parameter as a function of the spherical equivalent bubble diameter: simulation results and experimental data ).
DISCUSSION AND PERSPECTIVES
Gas-Lift Optimization
As mentioned earlier, a critical parameter for gas-lift efficiency determination is the bubble size. Decreasing the bubble size permits one to postpone the bubblyflow to slug-flow transition to a larger value of the critical void fraction and to operate at wall-peaking radial void fraction profile conditions (which is beneficial for gas lift, as illustrated by the associated decreased C 0 drift-flux parameter value). It also increases the bubble residence time by reducing the bubble relative velocity. Although the height of the tubing is relatively large in gas-lift practice (H ≈ 1 km), the changes in pressure from bottom to top are not very significant since the tube is pressurized from the top (typical pressure conditions are P BHP ≈ 100 bars and P top ≈ 20 bars). Therefore, the bubble size does not change significantly from the bottom to the top of the well, and in principle it is possible to ensure wall-peaking void fraction profiles at any vertical position on the pipe.
To guarantee a reduced bubble size, it is therefore important to find ways of controlling the bubble formation process and of keeping the bubbles small enough by avoiding coalescence or by increasing bubble breakup. To generate small bubbles, a number of injection devices were tested in the literature.
Bubble generator configuration.
To decrease the initial size of the bubbles, one can use a porous surface to generate the bubbles (Higushi et al. 1998 , Koide et al. 1968 . A grid can be placed downstream from the porous area to avoid recoalescence at large gas-input conditions (Koide et al. 1968) . The bubble size can further be reduced by using a rotating porous cylinder to locally increase the shear force. Such injectors guarantee very small bubbles (Chiba & Takahashi 1998 , Fujikawa et al. 2003 . Also, Kawamura et al. (2004) recently showed that it is possible to guarantee submillimeter bubble size by using a Venturi-shaped nozzle. This technique, based on bubble breakup by a pressure wave, is a promising item for gas-lift application because in principle it is free of moving parts.
Bubble coalescence and formation process.
The mechanism by which bubbles coalesce can be described as follows (Oolman & Blanch 1985) : If two bubbles are in contact during a time t cont > t crit , the film between the two interfaces will drain and the interfaces will merge due to the film-thinning process. This will lead to bubble coalescence. It is therefore possible to influence coalescence by acting directly on the gas-liquid interface. To this end, two approaches are possible: interface properties can be changed by using additives in the liquid phase and dynamic control can be used.
The interfacial properties can be changed by adding surfactants to the liquid phase. The critical time for coalescence is related to the surface-tension properties of the gas-liquid interface (Oolman & Blanch 1985) . After observing the coalescence of a bubble pair in quiescent liquids, Duineveld (1998) reported that the coalescence of bubbles was governed by the Weber number We = ρV 2 R b σ , based on the bubbles velocity of approach V; below We c = 0.18, the bubbles coalesced. If the surfactant concentration was above a certain limit, coalescence was never observed. In addition to coalescence prevention in this situation, the bubble size as generated by the injector is reduced, both for nozzles (Hsu et al. 2000) and porous injectors (Koide et al. 1968) . As a result, performances of airlifts and bubble columns are significantly improved by adding surfactants (Al-Masry & Dukkan 1997 , Chen & Lee 1999 .
Another technique for reducing the bubble size is the use of ionic solutions, such as saline. For instance, with salt added to water, the frequency of bubbles generated both at an orifice and at the surface of a porous surface increases (Hofmeier et al. 1995 , Slauenwhite & Johnson 1999 . Available literature reports a different dynamics www.annualreviews.org • Gas-Lift Techniqueof the bubble formation process in salt water as compared to tap water. Whereas in tap water the bubble feeding phenomena is observed (i.e., a bubble coalesces with the preceding bubble at the nozzle exit when the gas input is increased), bouncing is reported for salt water (Hofmeier et al. 1995) . In this situation multiple streams of reduced-size bubbles are observed when for the same conditions a single stream of large bubbles is observed with water (Hofmeier et al. 1995) . However, the mechanisms responsible for this effect are not completely understood. Possible explanations are increased local repulsion forces due to interfacial polarization or local gradients of ions concentration resulting in surface-tension gradients (the Marangoni effect).
To reduce bubble coalescence, it is also possible to actively control the gasliquid interface. Applying mechanical vibrations significantly reduces the bubble size (Ellenberger & Krishna 2003 , Krishna & Ellenberger 2002 . The main effect of such vibrations is the disappearance of bubble coalescence in the vicinity of the bubble injector. It is also possible to use acoustics to prevent bubbles from coalescing: By applying an acoustic wave with a frequency near to the bubble resonance value, Duineveld (1996) reported bubble shape oscillations and observed no coalescence. In addition, applying an acoustic wave can potentially allow bubble displacement toward preferred regions of the flow (Abe et al. 2002) .
Concluding Remarks
The gas-lift technique is influenced by a number of fluid-flow phenomena. In particular, the flow pattern, phase distribution, and phase-relative motions are important effects. More generally, these mechanisms are important for determining the gravitational pressure; therefore, it is a significant issue for many more practical gas-liquid flow applications, such as airlifts, bubble column mixers, or for the security of nuclear installations. In particular, the effects of bubble deformation on the hydrodynamics of bubbly shear flows and the coalescence mechanism are interesting subjects of research both from a fundamental point of view and for the optimization of the gas-lift technique. 
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