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Abstract
Reliable uncertainty estimates are an impor-
tant tool for helping autonomous agents or
human decision makers understand and lever-
age predictive models. However, existing ap-
proaches to estimating uncertainty largely ig-
nore the possibility of covariate shift—i.e.,
where the real-world data distribution may
differ from the training distribution. As a
consequence, existing algorithms can overesti-
mate certainty, possibly yielding a false sense
of confidence in the predictive model. We pro-
pose an algorithm for calibrating predictions
that accounts for the possibility of covariate
shift, given labeled examples from the train-
ing distribution and unlabeled examples from
the real-world distribution. Our algorithm
uses importance weighting to correct for the
shift from the training to the real-world distri-
bution. However, importance weighting relies
on the training and real-world distributions to
be sufficiently close. Building on ideas from
domain adaptation, we additionally learn a
feature map that tries to equalize these two
distributions. In an empirical evaluation, we
show that our proposed approach outperforms
existing approaches to calibrated prediction
when there is covariate shift.
1 Introduction
Reliable uncertainty estimates can substantially im-
prove the usefulness of predictive models. For example,
in safety-critical systems such as robotics control, know-
ing the uncertainty in predictions enables the robot
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to act more conservatively when uncertainty is higher.
Furthermore, in human-in-the-loop decision making,
such as healthcare, financial, and legal settings, the
uncertainty can help the human decision maker know
whether a prediction is trustworthy. Thus, there has
been interest in predictive models that output their
uncertainty in the predicted label (e.g., object cate-
gory) (Murphy, 1972; Platt et al., 1999; Zadrozny and
Elkan, 2001, 2002; Guo et al., 2017; Naeini et al., 2015).
However, work on calibrated prediction has mostly
focused on the supervised learning setting, where a
labeled validation set can be used to calibrate the pre-
dictive model. A major challenge is that oftentimes,
the covariate distribution in the training set (the source
distribution) can be different from the real-world co-
variate distribution (the target distribution), even if
the conditional label distribution is the same—this
challenge is referred to as covariate shift (Shimodaira,
2000). For example, a robot may be exploring a novel
environment, or two hospitals may have different pa-
tient populations. Having calibrated probabilities that
account for covariate shift is important, since under-
standing uncertainty is particularly useful in settings
such as covariate shift that may lead to higher rates
of prediction errors (Snoek et al., 2019). Furthermore,
failing to account for uncertainty due to covariate shift
can lead an agent to have a false sense of certainty,
potentially leading to poor decisions.
We consider the problem of calibrated prediction when
there is covariate shift. In particular, we are inter-
ested in the setting of unsupervised domain adaptation,
where we have labeled example (x, y) from the source
distribution p, and unlabeled examples x from the tar-
get distribution q, where q may differ from p.
Given a classifier f , we propose a novel algorithm for
training a different model fˆ that predicts the uncer-
tainty of the predictions of f . We focus on neural
networks. The key challenge is how to leverage the
unlabeled examples from q to adjust an uncertainty pre-
dictor for the supervised learning setting—e.g., trained
using temperature scaling (Platt et al., 1999; Guo et al.,
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2017)—to account for covariate shift.
We use an approach based on importance weighting.
Our importance weights are estimated based on a
source-discriminator that distinguishes whether a given
example is from the source or target distributions (Shi-
modaira, 2000); this weighting function increases the
uncertainty if an example is likely to have been drawn
from the target distribution. Then, we devise a novel
upper bound on the expected calibration error consist-
ing of two terms: (i) an importance weighted version of
the traditional upper bound, and (ii) the error of the
trained source-discriminator. Finally, we propose an
algorithm for training an uncertainty prediction model
based on minimizing this upper bound.
A remaining challenge is that our calibration error
bound relies on the assumption that the support of a
target distribution is contained within the support of
the source distribution, which is a common assumption
needed for importance weighting to work (Cortes et al.,
2008). To satisfy this assumption, we use an idea from
unsupervised domain adaptation—in particular, we
train a feature map such that it is hard to distinguish
whether a feature vector represents a source example or
a target example (Ben-David et al., 2007). In particular,
the discriminator trained in this approach is in fact a
source-discriminator.
Our contributions are: (i) we prove an upper bound on
the covariate shifted calibration error (Section 4), (ii)
we propose an algorithm for calibrated prediction with
covariate shift (Section 5), and (iii) we empirically show
that our approach outperforms existing approaches in
the presence of covariate shift (Section 6).
2 Related Work
Calibration. The earliest work on calibrated predic-
tion comes from meteorology (Murphy, 1972; DeGroot
and Fienberg, 1983). In the setting of binary classifica-
tion, Platt scaling is an effective approach to calibration
based on rescaling the probabilities of a classifier us-
ing a labeled validation set (Platt et al., 1999). It
has been extended to multi-class classification (called
temperature scaling) (Guo et al., 2017) and to regres-
sion (Kuleshov et al., 2018). Histogram binning is
another approach to calibrated prediction (Zadrozny
and Elkan, 2001; Naeini et al., 2015; Zadrozny and
Elkan, 2002). This approach partitions a classifier
score range into bins and assigns calibrated probability
to each score bin. Approaches to calibrated predic-
tion have also been proposed for structured predic-
tion (Kuleshov and Liang, 2015). Finally, approaches
that estimate a confidence set, rather than calibrated
prediction, have been proposed (Papadopoulos, 2008;
Vovk, 2013; Barber et al., 2019; Park et al., 2020).
All of these techniques are focused on the supervised
learning setting, and do not account for covariate shift.
There has been some recent work on calibrated predic-
tion under covariate shift (Kuleshov and Ermon, 2017;
Snoek et al., 2019); however, these approaches target
different settings than ours—e.g., they require labels
from the target domain (Kuleshov and Ermon, 2017).
Domain adaptation. The goal of unsupervised do-
main adaptation is to transfer a classifier trained on a
source distribution p to a target distribution q—e.g.,
q may be a covariate shifted version of p. Importance
weighting is one approach to domain adaptation (Bickel
et al., 2007; Huang et al., 2007; Kanamori et al., 2009;
Shimodaira, 2000; Sugiyama et al., 2008). This ap-
proach reweights the labeled training data from the
source domain by the importance weight w(x) = q(x)p(x) ,
where p and q are source and target distributions, re-
spectively. Intuitively, this reweighting upweights sam-
ples from p that are rare according to p but common
according to q. In particular, the importance weighted
empirical risk on the source distribution is unbiased
estimate of the empirical risk on the target distribution
(Cortes et al., 2008). A key challenge is how to estimate
the importance weight (Bickel et al., 2007; Huang et al.,
2007; Kanamori et al., 2009; Sugiyama et al., 2008).
Our work builds on the ideas from Bickel et al. (2007).
An important assumption on importance weighting is
that the support of the target distribution q is included
in the support of the source distribution p (Cortes
et al., 2008); furthermore, these algorithms perform
poorly when the importance weights w(x) become
large—i.e., if p(x) is small where q(x) is not.
An alternative approach called indistinguishable feature
learning has been proposed to address these issues (Ben-
David et al., 2007; Ganin et al., 2016; Hoffman et al.,
2017; Long et al., 2017, 2018; Sankaranarayanan et al.,
2018). The key idea is to learn an indistinguishable
feature map, which maps x to a latent space, such
that in the latent space, the source distribution is
close to the target distribution. Then, labels from the
source distribution should be transferable to the target
distribution. Our approach leverages this approach to
avoid the potential blowup in w(x).
3 Problem Formulation
We introduce the calibrated prediction problem in the
supervised setting, and then state our problem of cali-
brated prediction under the covariate shift.
Calibrated prediction for supervised learning.
Let X be the space of covariates, Y = {1, 2 . . . ,K} be
the set of labels. A forecaster f : X → [0, 1]|Y| returns
a distribution over labels (i.e.,
∑
y∈Y f(x)y = 1 for any
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x ∈ X ), where f(x)y is an estimate of the probability
of label y ∈ Y . We let F denote the space of forecasters.
A forecaster f : X → [0, 1]|Y| is well-calibrated with
respect to a distribution p over X × Y if
Prp(x,y)(y = k | f(x)k = t) = t (1)
for all k ∈ Y and t ∈ [0, 1] (DeGroot and Fienberg, 1983;
Zadrozny and Elkan, 2002). Define c : X → [0, 1]|Y| by
c(x′)k = Prp(x,y)(y = k | f(x)k = f(x′)k)
= E
p(x,y)
[yk | f(x′)k],
where y ∈ {0, 1}|Y| is a one-hot encoding of the label
y ∈ Y (i.e., yy = 1, and yy′ = 0 for y′ 6= y), and c is
implicitly a function of f . It can be shown that we can
calibrate f by minimizing Ep(x)[‖f(x)− c(x)‖2], called
calibration error (Murphy, 1972).
Having small calibration error is not sufficient (Murphy
and Winkler, 1977; Kuleshov and Liang, 2015)—e.g., a
forecaster that always returns the base rate of each
label without looking at a given example (i.e., f(x) =
Ep(y)[y]) is well calibrated since c(x) = Ep(y)[y], but
is not useful since its predictions do not depend on x.
Intuitively, we want a forecaster that predicts the right
label in addition to being calibrated.
Consider the following decomposition of the expected
mean-squared classification error (Murphy, 1972):
E
[‖f(x)− y‖2]︸ ︷︷ ︸
classification error
=E
[‖f(x)− c(x)‖2]︸ ︷︷ ︸
calibration error
+1−E
[‖c(x)‖2]︸ ︷︷ ︸
sharpness
,
(2)
where we have dropped p(x,y) since it is clear from
context. The last term is the sharpness of a forecaster,
which intuitively rewards the forecaster for outputting
probabilities closer to 0 or 1. In particular, a forecaster
that achieves low classification error is both calibrated
and useful. Thus, one approach to learning a calibrated
and useful forecaster is to minimize (2) on a validation
set of labeled examples. 1 If F has low VC dimension,
then the predicted uncertainties will generalize well
(Vapnik, 1995).
A common approach, called temperature scaling (Platt
et al., 1999; Guo et al., 2017), is to first learn a model f
(e.g., a neural network) f with high VC dimension, and
then calibrate by rescaling its predicted uncertainties
using just a single parameter called the temperature.
We describe this approach in detail in Section 5.1. Note
1The mean-squared classification error is also called a
multi-class extension of the Brier score (Brier, 1950); there
are other calibration approaches that minimize different
losses than the mean-squared error—e.g., (Platt et al., 1999;
Guo et al., 2017).
that this approach assumes the test distribution equals
the training distribution—thus, it cannot account for
the potential for increased uncertainty in the predic-
tions in the presence of covariate shift.
Calibrated prediction with covariate shift. We
consider calibrated probabilities that account for a co-
variate shift from a source distribution p(x, y) = p(y |
x) · p(x) (the training distribution) to a target distri-
bution q(x, y) = q(y | x) · q(x) (the test distribution),
in the setting of unsupervised domain adaptation. We
make the standard assumption that the source and
target distributions may be different (i.e., we may have
p(x) 6= q(x)) but the labeling distributions are identical
(i.e., p(y | x) = q(y | x)) (Shimodaira, 2000).
Then, our goal is to learn a forecaster that is cali-
brated to the target distribution q(x, y), given labeled
examples from the source distribution and unlabeled
examples from the target distribution. More precisely,
given (i) labeled examples (x, y) ∼ p from the source
distribution, and (ii) unlabeled examples x ∼ q from
the target distribution, our goal is to learn a forecaster
fˆ ∈ F that minimizes a combination of the expected
calibration error and sharpness with respect to the
target distribution q–i.e.,
min
fˆ∈F
E
q
[
‖fˆ(x)− c(x)‖2
]
+ 1−E
q
[‖c(x)‖2] , (3)
where c(x) = Eq[y | fˆ(x)], and q(y | x) = p(y | x) is
the (unknown) labeling distribution.
Alternatively, we can also consider the recalibration
problem (Kuleshov and Ermon, 2017). In this setting,
we are given a classifier f : X → Y. Then, our goal is
to learn a forecaster that estimates the uncertainty of
the predictions made by f—i.e., ,
min
fˆ∈F
E
q
[
|fˆ(x)f(x) − c(x)f(x)|2
]
+ 1−E
q
[‖c(x)‖2] ,
where c(x) = Eq[y | fˆ(x)], and q(y | x) = p(y | x)
as before. Our techniques can be applied both to
calibration and to recalibration.
4 Upper Bound on Covariate Shifted
Calibration Error
Our algorithm for learning a calibrated forecaster in
the setting of covariate shift is based on minimizing a
novel upper bound on expected calibration error with
respect to the target distribution. In this section, we
describe the upper bound. This bound accounts for the
mismatch between source and target distributions by
using importance weighting—i.e., it weighs each labeled
example from the source distribution by the importance
weight w(x) = q(x)p(x) (Section 4.2). The importance
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weight is a priori unknown; thus, we estimate it using
a source-discriminator (Section 4.3).
4.1 Assumptions
Recall that to find a forecaster that minimizes the
calibration error and maximizes sharpness (3), we can
minimize the mean-squared classification error with
respect to the target distribution:
E
q
[
‖fˆ(x)− c(x)‖2
]
≤ E
q
[
‖fˆ(x)− y‖2
]
.
A key challenge to this approach is that we do not
have labeled examples from the target distribution. To
address this challenge, we make the standard bounded
importance weight assumption, which says that ex-
amples with high probability according to the target
distribution have non-negligible probability according
to the source distribution (Bickel et al., 2007; Huang
et al., 2007; Kanamori et al., 2009; Shimodaira, 2000;
Sugiyama et al., 2008)—i.e., we assume that
0 ≤ q(x)
p(x)
≤ U (∀x s.t. p(x) 6= 0)
for some U > 0. Moreover, we make the standard
covariate shift assumption, which says the source and
target label distributions are identical—i.e., p(y | x) =
q(y | x) for all x such that p(x) 6= 0 and q(x) 6= 0 and
y ∈ Y. This assumption is needed for us to leverage
the labeled examples from the source distribution.
4.2 Importance Weighting
The expected mean-squared classification error with
respect to the target distribution is decomposed into
two terms: (i) a term for the expected mean-squared
classification error weighted by the importance weight,
and (ii) a term for the importance weight estimation
error. In particular, we have
E
q
[
‖fˆ(x)− y‖2
]
= E
p
[
‖fˆ(x)− y‖2w(x)
]
= E
p
[
‖fˆ(x)− y‖2(wˆ(x) + w(x)− wˆ(x))
]
=E
p
[
‖fˆ(x)−y‖2wˆ(x)
]
+E
p
[
‖fˆ(x)−y‖2(w(x)−wˆ(x))
]
,
(4)
where the first equality holds due to our covariate shift
assumption, w(x) = q(x)p(x) is the importance weight,
and wˆ is an estimate of w. The first term of (4) is
the conventional expected mean-squared classification
error with respect to the source distribution, but each
example in the mean-squared error is reweighted by
its importance weight. Next, the second term in (4) is
bounded as follows:
E
p
[
‖fˆ(x)− y‖2(w(x)− wˆ(x))
]
≤
√
E
p
[
‖fˆ(x)− y‖4
]
E
p
[(w(x)− wˆ(x))2]
≤ 1
2
(
E
p
[
‖fˆ(x)− y‖4
]
+E
p
[
(w(x)− wˆ(x))2])
≤ 1
2
(
E
p
[
‖fˆ(x)− y‖2
]
+E
p
[
(w(x)− wˆ(x))2]) , (5)
where the first inequality is due to Cachy-Schwarz, the
second is due to the arithmetic-mean geometric-mean
inequality, and the third holds since ‖fˆ(x)− y‖2 ≤ 1
for any fˆ , x and y. Note that the bound in (5) is tight
when fˆ(x) = y and w(x) = wˆ(x).
The first term in (5) is the usual expected mean-squared
classification error. The second term is the expected
mean-squared importance weight estimation error with
respect to the source distribution. Intuitively, finding a
good estimate of the importance weight is crucial since
the estimate is used to reweight classification error in
(4). We describe how we use a source-discriminator to
estimate this quantity in the following section.
4.3 Source-Discriminators
A source-discriminator gˆ : X → [0, 1] is a model that
predicts whether an example x ∈ X was sampled from
the source distribution p or the target distribution q.
We use G to denote a space of source-discriminators.
Following Bickel et al. (2007), we can use a source-
discriminator to predict the importance weight w(x).
First, consider the distribution r over (x, s) ∈ X×{0, 1}
defined by r(s) = 0.5 for each s ∈ {0, 1} and
r(x | s) =
{
p(x) if s = 1
q(x) otherwise.
In other words, we sample (x, s) ∼ r as follows: (i)
sample s ∼ Bernoulli(0.5), and (ii) sample x ∼ p if
s = 1 and x ∼ q if s = 0. Then, we have
w(x) =
r(x | s = 0)
r(x | s = 1) .
The optimal source-discriminator is
g(x) = r(s = 1 | x).
Thus, we can express the importance weight w(x) in
terms of g(x) as follows (Bickel et al., 2007):
g(x) = r(s = 1 | x) = 1
1 + w(x)
.
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The last equality follows by Bayes’ theorem. By our
assumption that w(x) ≤ U , we have
1
1 + U
≤ g(x) ≤ 1. (6)
Given unlabeled data from p and q, we can learn an
estimate gˆ of g. We enforce that (6) holds for gˆ as well.
Thus, the second importance weight estimation error
term in (5) can be rewritten as follows:
E
p
[
(w(x)− wˆ(x))2
]
= E
p
[(
g(x)− gˆ(x)
g(x)gˆ(x)
)2]
≤ (1 + U)4E
p
[
(g(x)− gˆ(x))2
]
= (1 + U)4E
r
[
(g(x)− gˆ(x))2 p(x)
r(x)
]
≤ 2(1 + U)4E
r
[
(g(x)− gˆ(x))2
]
= 2(1 + U)4
[
E
r
[
(s− gˆ(x))2
]
−E
r
[
(s− g(x))2
]]
. (7)
The first inequality holds since g(x)−1 and gˆ(x)−1 are
bounded by 1 +U , the second holds since p(x) ≤ 2r(x)
by the definition of r(x), and the last holds since
E
r
[
(s− gˆ(x))2
]
= E
r
[
(s− g(x) + g(x)− gˆ(x))2
]
= E
r
[
(s− g(x))2
]
+E
r
[
(g(x)− gˆ(x))2
]
+ 2E
r
[(s− g(x))(g(x)− gˆ(x))]
= E
r
[
(s− g(x))2
]
+E
r
[
(g(x)− gˆ(x))2
]
,
where the last equality holds since Er [s | x] = g(x).
Note that if g(x) = gˆ(x), the bound (7) is tight.
4.4 Main Result
Combining (4), (5), and (7) yields the following upper
bound on the expected classification error:
Theorem 1. For any forecaster fˆ ∈ F and any source-
discriminator gˆ ∈ G satisfying (6), we have
E
q
[
‖fˆ(x)− c(x)‖2
]
≤ −λE
r
[
(g(x)− s)2
]
+E
p
[
‖fˆ(x)− y‖2
(
1
gˆ(x)
− 1
2
)]
︸ ︷︷ ︸
weighted classification error
+λ E
r
[
(gˆ(x)−s)2
]
︸ ︷︷ ︸
source-discriminator
error
, (8)
where c(x) = Eq[y | fˆ(x)] and λ = (1 + U)4.
In (8), the second term is the importance weighted
classification error, where the importance weight is
using the given source-discriminator. The first and
third term are the source-discriminator estimation error.
This result extends the one in Cortes et al. (2010) to
the case where the importance weights are unknown
and must be estimated from unlabeled data. Note that
when fˆ(x) = y and gˆ(x) = g(x), the bound (8) is tight.
5 Algorithm
Our algorithm uses the upper bound (8) in conjunction
with the temperature scaling approach to calibrated
prediction (Guo et al., 2017) (Section 5.1). However,
this approach depends on the standard assumption
that the importance weights are bounded, which may
not always be satisfied. As a heuristic to encourage the
satisfaction of this assumption, we build on ideas from
domain adaptation—our algorithm learns a feature map
such that the feature distributions induced from the
source and target distributions are indistinguishable
(Section 5.2).
5.1 Temperature Scaling
We build on the idea of temperature scaling to perform
calibrated prediction (Platt et al., 1999). At a high
level, this approach takes as given an uncalibrated pre-
dictor f : X → [0, 1]|Y|. We assume given a trained
neural network—any standard neural network for clas-
sification can be used, since they are trained to output
a probability distribution over labels (Guo et al., 2017).
Then, the temperature scaling approach defines a class
F of uncertainty predictors based on f . Let φ : X → Φ
be the feature map of f (i.e., its second-to-last layer),
f¯ : Φ→ Y be the output layer of f , so f = f¯ ◦ φ, and
F = {Tf f¯ ◦ φ | Tf ∈ R+},
where (Tf f¯)(z) = Tf · f¯(z). Then, the temperature
scaling algorithm learns fˆ ∈ F by minimizing the
calibration error (2) as a function of the parameter
Tf ; this approach is depicted in Figure 1a. Intuitively,
since the model family only has a single parameter, it
can be estimated using very little data.
We extend this approach to account for covariate shift.
One approach would be to estimate of our bound (8)
using samples (x, y) ∼ p and x ∼ q, and then minimize
this bound over fˆ ∈ F and gˆ ∈ G (where G is to
be specified). However, to simplify the problem, we
separate it into two steps: (i) we train gˆ by minimizing
the third term in (8), and (ii) we train fˆ by minimizing
the second term in (8). Note that the first term of (8)
is constant and can be ignored.
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φ(x) f¯ Tf
(a) Temp.
φ(x)
g¯
f¯
Tg
Tf
(b) IW+Temp.
φ(x) ψ
g¯
f¯ Tf
(c) FL+Temp.
φ(x) ψ
g¯
f¯
Tg
Tf
(d) FL+IW+Temp.
Figure 1: Calibration algorithms. A gray block means the corresponding layer should be learned. Here, φ is a
feature map from a given classifier f to be calibrated, Tg g¯ is a learned source-discriminator, and ψ is a learned
indistinguishable feature representation. (a) Learn a forecaster Tf f¯ ◦ φ using temperature scaling (Temp.). (Guo
et al., 2017). (b) Learn a forecaster Tf f¯ ◦ φ using importance weighting (IW) in addition to Temp., but not
feature learning (FL). (c) Learn a forecaster Tf f¯ ◦ψ ◦ φ using Temp. and FL, but not IW. (d) Our full algorithm;
learn a forecaster Tf f¯ ◦ ψ ◦ φ using Temp., IW, and FL.
First, we learn a source-discriminator by minimizing the
third term in (8)—i.e., we train gˆ to distinguish samples
x ∼ p from samples x ∼ q. We do so in two steps: (i)
we train an initial source-discriminator gˆ0, and (ii) we
calibrate gˆ0 using temperature scaling to obtain gˆ. In
particular, consider G0 = {g¯ ◦ φ | g¯ : Φ → [0, 1]},
where φ is the feature map of f and g¯ is a logistic
regression function, and train gˆ0 ∈ G0 by minimizing
the third term in (8), using gˆ0 in place of gˆ. Then, we
calibrate gˆ0 = g¯ ◦ φ using temperature scaling—i.e., we
let G = {Tg g¯ ◦ φ | Tg ∈ R+}, where (T g¯)(z) = T · g¯(z).
Second, we train fˆ ∈ F by minimizing the second term
in (8). The overall approach is depicted in Figure 1b.
5.2 Indistinguishable Feature Learning
Recall that we assume that the importance weights
w(x) are bounded, which may not hold in practice. To
alleviate this issue, we leverage unsupervised domain
adaptation (Ganin et al., 2016). In particular, our
algorithm learns an auxiliary feature map ψ, which
is trained so that feature distribution induced by the
source distribution is indistinguishable from the feature
distribution induced by the target distribution (by
using adversarial training).
Indistinguishable feature learning algorithms aim to
learn a feature map φD : X → ΦD, predictor F¯ : ΦD →
Y, and discriminator D¯ : ΦD → [0, 1] as follows: (i)
F¯ is trained to achieve good performance on predict-
ing y given φD(x), (ii) D¯ is trained to achieve good
performance on predicting whether x is from p or q
given φD(x), and (iii) φD is trained so that F = F¯ ◦φD
achieves good performance but D = D¯ ◦ φD achieves
poor performance (Ganin et al., 2016). Intuitively, φD
tries to “align” p and q, so that assuming F achieves
good performance on samples from p, then it achieves
good performance on samples from q as well.
Our key insight is that D is a source-discriminator.
Thus, we can use indistinguishable feature learning to
train f¯ = F¯ and g¯ = D¯. In particular, we choose φD =
ψ ◦φ (where φ is the feature map of f), and train ψ, F¯ ,
and D¯ using indistinguishable feature learning. Once
the indistinguishable feature map ψ is trained, we fix
it and re-train the source discriminator D¯; empirically,
this approach produces better importance weights than
using the original source discriminator.
Then, we train fˆ and gˆ using an approach based on the
one in Section 5.1. Let F = {Tf F¯ ◦ ψ ◦ φ | Tf ∈ R+}
and G = {TgD¯ ◦ ψ ◦ φ | Tg ∈ R+}. To train gˆ ∈ G, we
minimize the third term of (8), and to train fˆ ∈ F , we
minimize the second term of (8). We show our approach
in Figure 1d. In Figure 1c, we show a variant that uses
feature learning but not importance weighting.
6 Experiments
We evaluate the effectiveness of our approach on shifts
between digit classification datasets and between office
object datasets. For ease of comparison, we focus on
recalibrating a given classifier.
Evaluation metric. We use empirical calibration er-
ror (ECE) to measure performance. Let f : X → Y be a
label predictor, and let fˆ : X → [0, 1]|Y| be a forecaster
that predicts the uncertainty of f (e.g., constructed
using recalibration). First, we partition the test data
(x,y) into B bins (we use B = 15) based on fˆ(x)f(x)—
i.e., Tb = {(x,y) | cb−1 ≤ fˆ(x)f(x) < cb}, where
b ∈ {1, ..., B} and 0 = c0 ≤ c1 ≤ c2 ≤ · · · ≤ cB = 1.
We denote the union of all bins as T . Then, ECE
measures the absolute calibration error across bins:
B∑
b=1
|Tb|
|T |
∣∣∣∣∣∣ 1|Tb|
∑
(x,y)∈Tb
(fˆ(x)f(x) − yf(x))
∣∣∣∣∣∣ (9)
In particular, 1|Tb|
∑
(x,y)∈Tb fˆ(x)f(x) is the average pre-
dicted uncertainty for bin b, and 1|Tb|
∑
(x,y)∈Tb yf(x) is
the empirical accuracy in bin b.
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data Shift Cls.error None
Temp.
(Guo et al., 2017) IW+Temp. FL+Temp. FL+IW+Temp.
M→M 0.89% 0.83%0.82%
0.18± 0.00%
0.12± 0.00%
0.27± 0.00%
0.20± 0.00%
0.24± 0.04%
0.10± 0.03%
0.21± 0.02%
0.10± 0.02%
U →M 47.44% 42.43%42.43%
36.89± 0.01%
36.89± 0.01%
7.68± 1.80%
7.47± 1.97%
17.08± 1.01%
15.72± 0.84%
10.58± 4.67%
9.47± 4.98%
di
gi
ts M→ U 22.52% 21.26%21.26%
12.16± 0.01%
11.88± 0.00%
15.92± 1.38%
15.86± 1.41%
11.47± 1.36%
10.80± 1.00%
10.85± 1.45%
10.34± 1.52%
S →M 34.14% 33.94%33.94%
28.63± 0.00%
28.62± 0.00%
26.08± 0.46%
26.07± 0.46%
23.37± 0.42%
20.94± 0.44%
21.59± 5.40%
18.87± 5.40%
M→ S 70.41% 59.96%59.96%
10.28± 0.01%
10.13± 0.01%
25.47± 8.98%
25.43± 9.05%
3.90± 1.96%
2.55± 1.58%
8.57± 5.60%
7.57± 5.83%
A →W 61.67% 43.82%43.82%
26.69± 0.01%
26.28± 0.01%
21.82± 1.20%
20.36± 1.50%
17.29± 2.28%
14.70± 1.80%
13.49± 1.62%
10.32± 2.33%
offi
ce
31 D → A 70.05% 35.09%35.09%
66.21± 0.00%
66.21± 0.00%
65.89± 0.01%
65.89± 0.01%
21.39± 3.17%
2.53± 2.83%
21.25± 2.84%
4.06± 6.51%
W → A 58.02% 27.48%27.15%
54.59± 0.00%
54.59± 0.00%
54.20± 0.01%
54.20± 0.01%
25.21± 1.38%
18.31± 1.66%
19.85± 6.54%
14.72± 4.83%
Table 1: Empirical calibration error (ECE) on the target dataset of a neural network trained on a source dataset;
we show the mean and standard deviation across 10 runs. The top number in each cell is the ECE, and the
bottom number is the ECE of over-confident cases. Here,M denotes MNIST, U denotes USPS, S denotes SVHN,
A denotes Amazon, D denotes DSLR, and W denotes Webcam. ECEs with bold and underbar represent the best
and the second-best results, respectively.
It is often worse to underestimate uncertainty than
to overestimate it. Thus, we also measure the ECE
restricted overconfident predicted uncertainties by con-
sidering only a one-side error in (9)—i.e.,
B∑
b=1
|Tb|
|T | max
0, 1|Tb| ∑
(x,y)∈Tb
(fˆ(x)f(x) − yf(x))
.
Digits datasets. We first consider shifts between
MNIST (LeCun et al., 1989), USPS (Hull, 1994), and
SVHN (Netzer et al., 2011). MNIST is a hand-written
dataset, which includes 28× 28 gray scale images. It
is split into 50, 000 training examples and 10, 000 test
examples. We hold out 10, 000 validation examples
used for calibration. USPS is also a grayscale hand-
written dataset. We rescale the dataset to 28 × 28
images so that it is compatible with classifiers trained
on MNIST. It consists of a 7, 291 training examples and
2, 007 test examples, respectively. We hold out 1, 093
validation examples. Finally, SVHN (i.e., Street View
House Numbers) consists of 73, 257 training examples
and 26, 032 test examples, which are color images of
size 32× 32 (Netzer et al., 2011). We hold out 10, 988
validation examples. To use SVHN images as input to
a classifier trained on MNIST, we rescale them to size
28× 28 and convert them to grayscale.
Office31 dataset (Saenko et al., 2010). We also
consider shifts between 31 office objects collected at
Amazon, and captured by DSLR and webcam. We
call each dataset Amazon, DSLR, and Webcam, respec-
tively. All images are RGB images of various sizes; we
rescale each image to 224× 224. “Amazon” consists of
1971 training examples, 422 validation examples, and
424 test examples. “Webcam”, which consists of office
images captured by a webcam, contains 556 labeled
training examples and 120 labeled test examples; we
hold out 119 validation examples. “DSLR” consists of
images captured by a DSLR camera; we split them into
348 training, 76 test, and 74 validation examples.
Neural network architecture. For the forecaster
f¯ ◦ ψ, we use a neural network with one hidden layer.
When the source distribution is MNIST, USPS, or
SVHN, the number of hidden units is 84, 32, or 256,
respectively. If the source distribution is Amazon, We-
bcam, or DSLR, the number of hidden units is 1000.
To model the source-discriminator g¯, we also use a neu-
ral network with a single hidden layer; the number of
hidden units are the same as the forecaster, except for
the discriminator for the SVHN distribution, which has
100 hidden units. For the Office31 dataset, we use 1000
hidden units for all three source distributions. Note
that we choose the network hyperparameters using the
following simple heuristic, which does not depend on
target labels: choose the number of hidden neurons by
starting with as many hidden neurons as there are in-
put neurons, and then iteratively reducing the number
of neurons until the training loss converges.
Training. To train each of the neural networks, we
use stochastic gradient descent for 500 epochs. For
model selection, we use standard cross validation for
the source-discriminator. For the indistinguishable fea-
ture learning, we do not have target labels, so we use
a simple early termination rule: terminate the fea-
ture learning when a source-discriminator loss over a
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training set is less than a threshold (e.g., 0.2 in our
experiments). Alternatively, importance weighted cross
validation can be used (Sugiyama et al., 2007). We use
two approaches to avoid instability in the indistinguish-
able feature learning. First, we use early stopping—i.e.,
we stop training the indistinguishable feature map if
the discriminator becomes too confident in its predicted
probabilities. Second, we use dropout to regularize the
discriminator. These approaches were sufficient to sta-
bilize training of the discriminator. To estimate the
temperature scaling parameters, we use a stochastic
gradient descent for 1000 epochs on the validation set
from the source distribution.
Results. Table 1 summarizes the evaluation on our
methods and comparing approaches. In Appendix A.1,
we show reliability diagrams that help visualize these
results (Guo et al., 2017), and in Appendix A.2, we
give results on the running time of our algorithm.
Baselines. We compare to two baselines—(i) the given
neural network classifier f , which is the best trained
network over a validation set, and (ii) the temperature
scaling approach applied to f . Each cell shows the ECE
(top) and ECE on over-confident cases (bottom). To
compute mean and standard deviation of ECEs, we run
10 neural network training on the same training and
validation sets. Our approach (FL+IW+Temp.) out-
performs both baselines. This result is due to the fact
that our approach leverages unlabeled examples from
the target distribution to improve the estimated cali-
bration errors. Note that the over-confident ECE also
improves. One desirable property of our approaches
is that its uncertainty predictions remain good even
if there is no shift in the dataset—e.g., in the case of
the shift from MNIST to MNIST. Finally, the ablation
FL+Temp. can be thought of as the baseline of using in-
variant feature learning for domain adaptation (Ganin
et al., 2016) in conjunction with temperature scaling
to obtain calibrated probabilities.
Ablations. We compare to two ablations: one without
feature learning and one without importance weighting.
As can be seen, feature learning in general improves
ECE. For the shift from USPS to MNIST, importance
weighting without feature learning produces a better
result, most likely since this shift is small. We may be
able to improve the performance of feature learning in
this case by tuning hyperparameters.
Next, importance weighting substantially improves
ECE. The largest gains are when the target distri-
bution is similar to but more varied than the target
distribution (e.g., USPS to MNIST). In these cases,
importance weighting accounts for the uncertainty due
to the increased variance of the target distribution.
ECE variance. Some of our benchmarks exhibit high
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Figure 2: These plots show the distribution of our
importance weight estimates. For each source example,
we estimate the importance weights on 10 runs. We
choose 15 examples with the largest corresponding
average estimated importance weight. For these 15
examples, we plot the median, minimum, and maximum
of the estimated importance weights across the 10 runs.
variance ECEs—in particular, the benchmark MNIST
to SVHN. Note that this variance is caused by random-
ness in our algorithm, since the randomness across runs
is only based on different random choices by our algo-
rithm. In particular, we believe the variance is caused
by the variance in our learned source-discriminator gˆ,
most likely due to optimization error when fitting g¯
and ψ. This variance can cause our importance weights
to vary drastically across runs. For example, Figure 2
shows the distribution of the estimated importance
weights on the benchmarks MNIST to SVHN (which
has high ECE variance) and MNIST to USPS (which
has low ECE variance) over 10 runs. As can be seen,
the the importance weights vary greatly across runs.
Interestingly, the variances appear to be larger on the
shift from MNIST to USPS, even though the variance
for the ECE on this benchmark is smaller. However,
note that for the shift from MNIST to SVHN, the im-
portance weights are close to zero for most examples.
We believe that for the shift from MNIST to USPS,
even if the importance weights have high variance, the
noise is averaged out across many examples. In con-
trast, for SVHN, there are very few relevant examples;
thus, if we obtain poor estimates of the importance
weights for these relevant examples, then the subse-
quent calibration step will perform poorly.
7 Conclusion
We have proposed a novel approach for calibrated pre-
diction in the presence of covariate shift, and empir-
ically demonstrated that our approach outperforms
existing ones. Future work includes handling the case
of online covariate shift (i.e., the classifier is observing
new examples sequentially), and extending our results
beyond the classification setting.
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A Additional Results
A.1 Reliability Diagrams
The reliability diagram is an intuitive visualization of the empirical calibration error (ECE) in (9) (DeGroot and
Fienberg, 1983; Niculescu-Mizil and Caruana, 2005). In particular, the diagram shows the averaged predicted
uncertainty (i.e., 1|Tb|
∑
(x,y)∈Tb fˆ(x)f(x)) on the x-axis, and the empirical accuracy (i.e.,
1
|Tb|
∑
(x,y)∈Tb yf(x))
on the y-axis. Thus, if bars in the reliability diagram aligns with the diagonal, the ECE of the forecaster in
consideration is zero. If the bars are below the diagonal, then the forecaster is over-confident on its uncertainty
predictions. Along with the accuracy and confidence plots, each bar is weighted by the fraction of examples in
each bin b (i.e., |Tb||T | ), which is also reflected in the ECE in (9).
We compare the reliability diagram for the temperature scaling approach and for our approach in Figure 3,
Figure 4, Figure 5, Figure 6, Figure 7, Figure 8, and Figure 9.
A.2 Running Time
As with existing approaches to calibrated prediction (Guo et al., 2017), our approach relies on a second phase of
training to calibrate the predicted probabilities. We measure the overhead of our calibration step compared to
the time used to train the indistinguishable feature map. The results are:
• M →M: 7840.8589 sec. (our overhead) vs. 1324.9306 sec. (total)
• U →M: 14939.4707 sec. (our overhead) vs. 1001.3495 sec. (total)
• M → U : 16900.7378 sec. (our overhead) vs. 1217.413 sec. (total)
• S →M: 16437.2544 sec. (our overhead) vs. 581.6673 sec. (total)
• M → S: 4437.1197 sec. (our overhead) vs. 1460.2213 sec. (total)
• A → W: 16068.9053 sec. (our overhead) vs. 907.5134 sec. (total)
• D → A: 9576.0645 sec. (our overhead) vs. 9015.7301 sec. (total)
• W → A: 18602.4316 sec. (our overhead) vs. 7217.6859 sec. (total)
In all but one case, the overhead from calibration is less than 1/4 the total time taken (i.e., for both calibration
and indistinguishable feature learning). This overhead is reasonable for obtaining calibrated probabilities.
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Figure 3: Reliability diagram of the shiftM→ U from one experiment among ten.
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Figure 4: Reliability diagram of the shift U →M from one experiment among ten.
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Figure 5: Reliability diagram of the shift S →M from one experiment among ten.
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Figure 6: Reliability diagram of the shiftM→ S from one experiment among ten.
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Figure 7: Reliability diagram of the shift A →W from one experiment among ten.
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Figure 8: Reliability diagram of the shift D → A from one experiment among ten.
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Figure 9: Reliability diagram of the shift W → A from one experiment among ten.
