A distributed algorithm is described for solving a linear algebraic equation of the form = where is a matrix for which the equation has at least one solution. The equation is simultaneously solved by agents assuming each agent knows only a subset of the rows of the partitioned matrix [
I. INTRODUCTION
Certainly the most well known and probably the most important of all numerical computations involving real numbers is solving a system of linear algebraic equations. Efforts to develop distributed algorithms to solve such systems have been under way for a long time especially in the parallel processing community where the main objective is to achieve efficiency by somehow decomposing a large system of linear equations into smaller ones which can be solved on parallel processers more accurately or faster than direct solution of the original equations would allow [2] , [3] , [4] , [5] , [6] . In some cases, notably in sensor networking [7] , [8] and some filtering applications [9] , the need for distributed processing arises naturally because processors onboard sensors or robots are physically separated from each other. In addition, there are typically communication constraints which limit the flow of information across a robotic or sensor network and consequently preclude centralized processing, even if efficiency is not the central issue. It is with these thoughts in mind that we are led to consider the following problem.
II. THE PROBLEM
We are interested in a network of > 1 {possibly mobile} autonomous agents which are able to receive information from their "neighbors" where by a neighbor of agent is meant any other agent within agent 's reception range. We write ( ) for the labels of agent 's neighbors A full-length version of this paper including all proofs will appear elsewhere [1] . This work was supported by the US Air Force Office of Scientific Research and by the National Science Foundation. S. Mou at time , and we always take agent to be a neighbor of itself. Neighbor relations at time can be conveniently characterized by a directed graph ℕ( ) with vertices and a set of arcs defined so that there is an arc in ℕ( ) from vertex to vertex just in case agent is a neighbor of agent at time . Thus the directions of arcs represent the directions of information flow. Each agent has a realtime dependent state vector ( ) taking values in ℝ , and we assume that the information agent receives from neighbor at time is ( ). We also assume that agent knows a pair of real-valued matrices ( × , ×1 ). The problem of interest is to devise local algorithms, one for each agent, which will enable all agents to iteratively and asynchronously compute solutions to the linear equation = where = column { 1 , 2 , . . . ,
. In the first part of this paper we will focus on the synchronous case and we will assume that = has a solution although we will not require it to be unique. A restricted version of the asynchronous problem in which transmission delays are ignored, is addressed in §VII; a more general version of the asynchronous problem in which transmission delays are explicitly taken into account, is treated in [10] .
The problem just formulated can be viewed as a distributed parameter estimation problem in which the are observations available to the sensors and is a parameter to be estimated. In this setting, the observation equations are sometimes of the form = + where is a term modeling measurement noise [8] . The most widely studied version of the problem is when = , the are linearly independent row vectors , the are scalars, and ℕ( ) is a constant, symmetric and strongly connected graph. For this version of the problem, A is therefore an × nonsingular matrix, is an vector and agent knows the state ( ) of each of its neighbors as well as its own state. The problem in this case is thus for each agent to compute −1 , given , and ( ), ∈ , ≥ 0. In this form, there are several classical parallel algorithms which address closely related problems. Among these are Jacobi iterations [2] , so-called "successive over-relaxations" [5] and the classical Kaczmart method [6] . Although these are parallel algorithms, all rely on "relaxation factors" which cannot be determined in a distributed way unless one makes special assumptions about . Additionally, the implicitly defined neighbor graphs for these algorithms are generally strongly complete; i.e., all processors can communicate with each other.
An obvious approach to the problem we've posed is to reformulate it as a distributed optimization problem [11] , [12] , [13] . There are some especially nice ideas along these lines which one might bring to bear on the problem we've formulated. One of the most interesting stems from the approach taken in [11] which makes quite clever use of the idea of consensus. Here is a key idea motivated by the work in [11] : Observe that if = for ∈ {1, 2, . . . , }, and in addition, if a consensus is reached in that all are equal, then automatically all satisfy = . So one can tackle the problem by trying to get each agent to solve its own equation and at the same time making sure that a consensus is reached.
Another approach to the problem is to view it as a consensus problem in which the goal is for all agents to ultimately attain the same value for their states subject to the requirement that each satisfies the convex constraint =
.
An algorithm for solving a large class of constrained consensus problems of this type in a synchronous manner, appears in [14] . Specialization of that algorithm to the problem of interest here, yields an algorithm similar to synchronous version of the algorithm which we will consider. The principle difference between the two -apart from correctness proofs -is that the algorithm stemming from [14] relies on convergence properties of doubly stochastic matrices whereas the synchronous version of the algorithm developed in this paper does not. As a consequence, the former cannot be implemented without assuming that each agent knows at least an upper bound on the number of neighbors of each of its current neighbors, whereas the latter can. An extension of the constrained consensus algorithm developed in [14] , which apparently gets around this limitation, has appeared recently in [15] .
III. THE ALGORITHM
Rather than go through the intermediate step of reformulating the problem posed as an optimization problem or as a constrained consensus problem, we exploit the "key idea" mentioned earlier and approach the problem directly as was done in [16] for the case when neighbors do not change.
Here is the idea assuming that all agents act synchronously. Suppose time is discrete in that takes values in {1, 2, . . .}. Suppose each agent initializes its state at clock time = 1 by picking (1) to be any solution to the equation = . Suppose that is a basis matrix for the kernel of . If we restrict the updating of ( ) to iterations of the form ( + 1) = ( ) + ( ), ≥ 1, then no matter what ( ) is, each ( ) will obviously satisfy ( ) = , ≥ 1. Thus all we need to do to solve the problem is to come up with a good way to choose the so that a consensus is ultimately reached. Capitalizing on what's known about consensus algorithms based on averaging [17] , [18] , [19] , one would like to choose ( ) so that ( +1) = 
in the least squares sense. Thus the idea is to choose ( + 1) to satisfy ( + 1) = while at the same time making ( + 1) approximately equal to the average of agent 's neighbors' current estimates of the solution to = . Doing this leads at once to an iteration for agent of the form
where is the readily computable orthogonal projection on the kernel of . Note right away that the algorithm does not involve a step-size or a relaxation factor and is totally distributed. While the intuition upon which this algorithm is based is clear, the algorithm's correctness is not.
As mentioned in the preceding section, by specializing the constrained consensus problem treated in [14] and [15] to the problem of interest here, one can obtain update rule (1) . Thus the arguments in [14] and [15] can be used to establish the algorithm's correctness in the case of synchronous operation. Of course using the powerful but lengthy and intricate proofs developed in [14] and [15] to address the special constrained consensus problem posed here, would seem to be a round about way of analyzing the problem, were there available a direct and more transparent method. The main contribution of this paper is to provide just such a method. The method closely parallels the wellknown approach to unconstrained consensus problems based on nonhomogeneous Markov chains [20] , [18] . The standard unconstrained consensus problem is typically studied by looking at the convergence properties of infinite products of × stochastic matrices. On the other hand, the problem posed in this paper is studied by looking at infinite products of matrices of the form ( ⊗ ) where is a block diagonal matrix of , × orthogonal matrices, is an × stochastic matrix, is the × identity, and ⊗ is the Kronecker product. For the standard unconstrained consensus problem, the relevant measure of the distance of a stochastic matrix from the desired limit of a rank one stochastic matrix is the infinity matrix semi-norm [21] . For the problem posed in this paper, the relevant measure of the distance of a matrix of the form ( ⊗ ) from the desired limit of the zero matrix, is a somewhat unusual but extremely useful concept called a "mixed-matrix" norm §VI-A.
IV. ORGANIZATION
The remainder of this paper is organized as follows. The discrete-time synchronous case is treated first. We begin in Section V by stating conditions {Theorem 1} on the sequence of neighbor graphs ℕ(1), ℕ(2), . . . encountered along a "trajectory," for the overall distributed algorithm based on (1) to converge exponentially fast to a solution to = . Analysis of the synchronous case is carried out in §VI. After developing the relevant linear iteration to be analyzed, attention is focused on the case when = has a unique solution §VI-A. In this case the problem reduces to finding conditions {Theorem 2} on an infinite sequence of of × stochastic matrices 1 , 2 , . . . under which an infinite sequence of matrix products of the form ( ( ⊗ ) )( ( −1 ⊗ ) ) ⋅ ⋅ ⋅ ( ( 1 ⊗ ) ), ≥ 1 converges to the zero matrix. The problem is similar to problem of determining conditions on an infinite sequence of × stochastic matrices 1 , 2 , . . . under which an infinite sequence of matrix products of the form ( −1 ⋅ ⋅ ⋅ 1 ), ≥ 1 converges to a rank one stochastic matrix.
The latter problem is addressed in the standard consensus literature {in essence} by exploiting several facts: (i) The induced infinity matrix semi-norm [21] {i.e., the coefficient of ergodicity [20] } is sub-multiplicative on the set of × stochastic matrices. (ii) Every finite stochastic matrix is non-expansive in the induced infinity matrix seminorm [21] . (iii) Every sufficiently long product of stochastic matrices is a semi-contraction in the infinity semi-norm provided the graphs of the stochastic matrices appearing in the product are all rooted [17] , [22] , [21] . There are parallel results for the problem of interest here: (i) The mixed matrix norm defined by (6) 
Every sufficiently product of such matrices is a contraction in the mixed matrix norm provided the graphs of the stochastic matrices appearing in the product are all strongly connected {Proposition 2}.
While there are many similarities between the two problems, one important difference is that the set of × stochastic matrices is closed under multiplication whereas the set of matrices of the form ( ( ⊗ ) ) is not. To deal with this, it is necessary to introduce the idea of a "projection block matrix" §VI-D. A projection block matrix is a partitioned matrix whose specially structured blocks are called "projection matrix polynomials" §VI-C.1. What's important about this concept is that the set of projection block matrices is closed under multiplication and contains every matrix product of the form ( ( ⊗ ) )( ( −1 ⊗ ) ) ⋅ ⋅ ⋅ ( ( ⊗ ) ). Moreover, it is possible to give conditions under which a projection block matrix is a contraction in the mixed matrix norm {Proposition 1}. Specialization of this result yields a characterization of the class of matrices of the form ( ( ⊗ ) )( ( −1 ⊗ ) ) ⋅ ⋅ ⋅ ( ( ⊗ ) ) which are contractions { Proposition 2}. This, in turn is used to prove Theorem 2 which is the main technical result of the paper.
The general case of synchronous operation without the assumption of uniqueness is treated next in Section VI-B. In this case, it is possible to decompose the problem into two parts -one to which the preceding results for the uniqueness case are directly applicable and the other to which standard unconstrained consensus results are applicable. Finally, the asynchronous version of the problem is addressed in Section VII.
A. Notation
If is a matrix, ℳ denotes its column span. If is a positive integer, n = {1, 2, . . . , }. Throughout this paper denotes the set of all directed graphs with vertices which have self-arcs at all vertices. The graph of an × matrix with nonnegative entries is an vertex directed graph ( ) defined so that ( , ) is an arc from to in the graph just in case the th entry of is nonzero. Such a graph is in if and only if all diagonal entries of are positive.
V. SYNCHRONOUS OPERATION
Obviously conditions for convergence of the iterations defined by (1) must depend on neighbor graph connectivity. To make precise just what is meant by connectivity in the present context, we need the idea of "graph composition" [17] . By the the composition of a directed graph ∈ with a directed graph ∈ , written ∘ is meant that directed graph in with arc set defined so that ( , ) is an arc in the composition just in case there is a vertex such that ( , ) is an arc in and ( , ) is an arc in . It is clear that is closed under composition and composition is an associative binary operation; because of this, the definition extends unambiguously to any finite sequence of directed graphs in . Composition is defined so that for any pair of nonnegative × matrices 1 , 2 , with graphs
. To proceed, let us agree to say that an infinite sequence of graphs 1 , 2 , . . . in is repeatedly jointly strongly connected, if for some positive integer and each integer > 0, the composed graph
. is a sequence of neighbor graphs which is repeatedly jointly strongly connected, then over each successive interval of consecutive iterations, each proper subset of agents receives some information from the rest. The main result of this paper for synchronous operation is as follows.
Theorem 1: Suppose each agent updates its state ( ) according to rule (1) . If the sequence of neighbor graphs ℕ ( ), ≥ 1, is repeatedly jointly strongly connected, then there exists a positive constant < 1 for which all ( ) converges to the same solution to = as → ∞, as fast as converges to 0. In the next section we explain why this theorem is true.
The idea of a repeatedly jointly strongly connected sequence of graphs is the direct analog of the idea of a "repeatedly jointly rooted" sequence of graphs; the latter is known to be not only a sufficient condition but also a necessary one on an infinite sequence of neighbor graphs for all agents in an unconstrained consensus process to reach a consensus exponentially fast [17] , [23] . With certain qualifications discussed in [1] , the conditions on the ℕ( ) in Theorem 1 are necessary for exponential convergence of the algorithm under consideration here.
In the consensus literature [19] , people have also looked at algorithms using convex combination rules rather than straight average rule which we've exploited here. Applying such rules to the problem at hand leads to update equations of the more general form
where the ( ) are nonnegative numbers summing to 1. The extension of the results which follow to encompass this generalization is straightforward provided all nonzero ( ) are under bounded by a positive constant.
VI. ANALYSIS
In this section we explain why Theorem 1 is true. As a first step, we translate the state of (1) to a new shifted state ; as we shall see, this simplifies the analysis. Towards this end, let * be any solution to = . Then * must satisfy * = for ∈ m. Thus if we define
As a second step, we combine these update equations into one linear recursion equation with state vector ( ) = column{ 1 ( ), 2 ( ), . . . , ( )}. To accomplish this, write ℕ( ) for the adjacency matrix of ℕ( ), ℕ( ) for the diagonal matrix whose th diagonal entry is ( ) { ( ) is also the in-degree of vertex in ℕ( )}, and let ( ) = −1 ℕ( ) ′ ℕ( ) . Note that ( ) is a stochastic matrix; in the literature it is sometimes referred to as a flocking matrix. It is straightforward to verify that
where is the × matrix = diagonal{ 1 , 2 , . . . , } and ( ) ⊗ is the × matrix which results when each entry ( ) of ( ) is replaced by ( ) times the × identity. Note that 2 = because each is idempotent. We will use this fact without special mention in the sequel.
A. Uniqueness
In this section we shall prove Theorem 1 for the special case when = has a unique solution. This case is exactly when ∩ =1 ker = 0. Since ker = , ∈ m, the uniqueness assumption is equivalent to the condition
Our goal is to derive conditions under which → 0 since, in view of (2), this will imply that all approach the desired solution * in the limit at → ∞. To accomplish this it is clearly enough to prove that the matrix product ( ( ( ) ⊗ ) ) . . . ( ( (2) ⊗ ) )( ( (1) ⊗ ) ) converges to the zero matrix exponentially fast under the hypothesis of Theorem 1. Convergence of such matrix products is an immediate consequence of the main technical result of this paper, namely Theorem 2, which we provide below.
To state Theorem 2, we need a way to quantify the sizes of matrix products of the form ( ( ( ) ⊗ ) ) . . . ( ( (2) ⊗ ) )( ( (1) ⊗ ) ). For this purpose we introduce a somewhat unusual but very useful concept, namely a special "mixed-matrix" norm: Let | ⋅ | 2 and | ⋅ | ∞ denote the standard induced two norm and infinity norm respectively and write ℝ × for the vector space of all × block matrices = [ ] whose th entry is an × matrix ∈ ℝ × . We define the mixed matrix norm of ∈ ℝ × , written || ||, to be || || = |⟨ ⟩| ∞
where ⟨ ⟩ is the × matrix in ℝ × whose th entry is | | 2 . It is very easy to verify that || ⋅ || is in fact a norm. It is even sub-multiplicative {cf. Lemma 3}.
To state our main technical result, we also need the following idea. Let be a positive integer. A compact subset of × stochastic matrices with graphs in is l-compact if the set consisting of all sequences 1 , 2 , . . . , , ∈ , for which the graph ( −1 ⋅ ⋅ ⋅ 1 ) is strongly connected, is nonempty and compact. Thus any nonempty compact subset of × stochastic matrices with strongly connected graphs in is 1-compact. Some examples of compact subsets which are -compact are discussed on page 595 of [17] .
The key technical result we will need is as follows. Theorem 2: Suppose that (5) holds. Let be a positive integer. Let be an -compact subset of × stochastic matrices and define
. Then < 1, and for any infinite sequence of stochastic matrices 1 , 2 , . . . in whose graphs form a sequence ( 1 ), ( 2 ), . . . which is repeatedly jointly strongly connected by contiguous subsequences of length ,
This theorem will be proved in §VI-D.1.
Proof of Theorem 1 {assuming (5) holds}: Since directed graphs in
are bijectively related to flocking matrices, the set ℱ of distinct subsequences (( − 1) + 1), (( − 1) + 2), . . . , ( ), ≥ 1, encountered along any trajectory of (4) must be a finite and thus compact set. Moreover the composed graphs ( ( )) ∘ ( ( − 1) ∘ ⋅ ⋅ ⋅ ( ( − 1) + 1)), ≥ 1 must be strongly connected because the neighbor graph sequence ℕ( ), ≥ 1 is repeatedly jointly strongly connected by subsequences of length and ( ( )) = ℕ( ), ≥ 1. Hence Theorem 2 is applicable to the matrix product ( ( ( )⊗ ) ) . . . ( ( (2)⊗ ) )( ( (1)⊗ ) ). Therefore for suitably defined nonnegative < 1, this product converges to the zero matrix as fast as converges to 0. This and (4) imply that ( ) converges to zero just as fast. From this and (2) it follows that each ( ) converges exponentially fast to * . Therefore Theorem 1 is true for the case when = has a unique solution.
B. Nonuniqueness
We now consider the general case in which (5) is not presumed to hold. This is the case when = does not have a unique solution. We will deal with this case in several steps. First we will {in effect} "quotient out" the subspace ∩ =1 thereby obtaining a subsystem to which Theorem 2 can be applied. Second we will show that the part of the system state we didn't consider in the first step, satisfies a standard unconstrained consensus update equation to which well known convergence results can be directly applied.
The first step makes use of the following lemma. Lemma 1: Let ′ be any matrix whose columns form an orthonormal basis for the orthogonal complement of the subspace ∩ =1 and define¯ = ′ , ∈ m. Then the following statements are true.
1. Each¯ , ∈ m, is an orthogonal projection matrix. 2. Each¯ , ∈ m, satisfies =¯ .
3.
∩ =1¯ = 0. A proof of this lemma is given in [1] . Proof of Theorem 1: Note that property 2 of Lemma 1 implies that =¯ ¯ for all , ∈ m. Thus if we define¯ = , ∈ m, then from (3)
Observe that (8) has exactly the same form as (3) except for the¯ which replace the . But in view of Lemma 1, thē are also orthogonal projection matrices and ∩ =1¯ = 0. Thus Theorem 2 is also applicable to the system of iterations (8) . Therefore¯ → 0 exponentially fast as → ∞. This completes step 1.
To deal with what's left, define = − ′¯ , ∈ m. Note that = −¯ so = 0, ∈ m. Thus ( ) ∈ ∩ =1 , ∈ m. Clearly ( ) = ( ), , ∈ m. Moreover from property 2 of Lemma 1, ′ = ′¯ . These expressions, and (8) imply that
These equations are the update equations for the standard unconstrained consensus problem treated in [17] and elsewhere for case when the are scalars. It is well known that for the scalar case, a sufficient condition for all to converge exponentially fast to the same value is that the neighbor graph sequence the ℕ( ), ≥ 1 be repeatedly jointly strongly connected [17] . But since the vector update (9) decouples into independent scalar update equations, the convergence conditions for the scalar equations apply without change to the vector case as well. Thus all converge exponentially fast to the same limit in * ∈ ∩
=1
. So do all of the since = + ′¯ , ∈ m, and all¯ converge to zero exponentially fast. Therefore all defined by (1) converge to the same limit * + * which solves = . This concludes the proof of Theorem 1 for the case when = does not have a unique solution.
C. Justification for Theorem 2
In this section we develop the ideas needed to prove Theorem 2. We begin with the following lemma which provides several elementary but useful facts about orthogonal projection matrices.
Lemma 2: For any nonempty set of × real orthogonal projection matrices { 1 , 2 , . . . , }
Moreover,
if and only if
The proof of this lemma is straightforward and can be found in the full length version of this paper [1] .
1) Projection Matrix Polynomials:
To proceed we need to develop a language for talking about matrix products of the form ( ( ⊗ ) ) . . . ( ( 2 ⊗ ) )( ( 1 ⊗ ) ) where the are × stochastic matrices. Such matrices can be viewed as partitioned matrices whose 2 blocks are specially structured × matrices. We begin by introducing some concepts appropriate to the individual blocks.
Let { 1 , 2 , . . . , } be a set of × orthogonal projection matrices. We will be interested in matrices of the form
and are positive integers, is a real positive number, and for each ∈ {1, 2, . . . , }, ℎ ( ) is an integer in {1, 2, . . . , }. We call such matrices together with the × zero matrix, projection matrix polynomials. Note that each × block of any partitioned matrix of the form ( ( ⊗ ) ) . . . ( ( 2 ⊗ ) )( ( 1 ⊗ ) ) is a projection matrix polynomial. The set of projection matrix polynomials, written ℙ, is clearly closed under matrix addition and multiplication. Let us note from the triangle inequality, that
From this and (10) it follows that
where ⌈ ( 1 , 2 , 3 , . . . ,
. We call ⌈ ⌉ the nominal bound of . Notice that the actual 2 norm of will be strictly less than its nominal bound provided at least one "component" of has a 2 norm less than one where by a component of we mean any matrix product ℎ (1) ℎ (2) ⋅ ⋅ ⋅ ℎ ( ) appearing in the sum in (13) which defines . In view of Lemma 2, a sufficient condition for ℎ (1) ℎ (2) ⋅ ⋅ ⋅ ℎ ( ) to have a 2 norm less than 1 is that
Thus if ∩ =1 = 0, this in turn will always be true if each of the projections matrices in the set { 1 , 2 , . . . , } appears in the component ℎ (1) ℎ (2) ⋅ ⋅ ⋅ ℎ ( ) at least once. Prompted by this we say that a nonzero projection matrix polynomial (
) is complete if it has a component ℎ (1) ℎ (2) ⋅ ⋅ ⋅ ℎ ( ) within which each of the projections matrices , ∈ {1, 2, . . . , } appears at least once. Assuming ∩ =1 = 0, complete projection matrix polynomials are thus a class of projection matrix polynomials with 2-norms strictly less than their nominal bounding values. The converse of course is not necessarily so.
D. Projection Block Matrices
The ideas just discussed extend in an natural way to "projection block matrices." By an × projection block matrix is meant a block partitioned matrix of the form = [ ( 1 , 2 , . . . , ) ] × An × projection block matrix is thus an × matrix of real numbers partitioned into × sub-matrices which are projection matrix polynomials. The set of all × projection block matrices, written ℙ × , is clearly closed under multiplication. Note that any matrix of the form ( ( ⊗ ) ) . . . ( ( 2 ⊗ ) )( ( 1 ⊗ ) ) is a projection block matrix.
By the nominal bound of = [ ( 1 , 2 , . . . , ) ] × ∈ ℙ × , written ⌈ ⌉, is meant the × matrix whose th entry is the nominal bound of ( 1 , 2 , . . . , ). Using (14) it is quite easy to verify that
where for any real matrices and of the same size, ≤ means that − is a matrix of nonnegative numbers. The definition of nominal bound of a projection matrix polynomial implies that for all 1 , 2 ∈ ℙ, ⌈ 1 2 ⌉ = ⌈ 1 ⌉⌈ 2 ⌉ and ⌈ 1 + 2 ⌉ = ⌈ 1 ⌉+ ⌈ 2 ⌉. From this it follows that
In order to measure the sizes of matrices in ℙ × we shall make use of the mixed matrix norm ||⋅|| defined earlier in (6) . A critical property of this norm is that it is sub-multiplicative:
The proof of this lemma is straightforward and can be found in the full length version of this paper [1] . It is worth noting that the preceding properties of || ⋅ || remain true for any pair of standard matrix norms provided both are sub-multiplicative. It is conceivable that the mixed matrix norm which results when the 1 -norm is used in place of the 2-norm, will find application in the study of distributed compressed sensing algorithms [24] . The notion of a mixed matrix norm has been used before although references to the subject are somewhat obscure.
Therefore
Thus in the case when ⌈ ⌉ turns out to be a stochastic matrix, which is exactly the case we are interested in, || || ≤ 1. In other words, when ⌈ ⌉ is a stochastic matrix, is non-expansive. What we are especially interested in are conditions under which is a contraction in the mixed matrix norm we've been discussing under the assumption that ∩ =1 = 0. Towards this end, let us note first that the sum of the terms in any given row of ⟨ ⟩ will be strictly less than the sum of the terms in row of ⌈ ⌉ provided at least one sub-matrix in block row of is complete. It follows at once that the inequality in (18) will be strict if every row of has this property. We have proved the following proposition.
Proposition 1: Any matrix in ℙ × whose nominal bound is stochastic, is non-expansive in the mixed matrix norm. If, in addition, ∩ =1 = 0 and at least one entry in each block row of is complete, then is a contraction in the mixed matrix norm.
1) Technical Results:
We now return to the study of matrix products of the form
is an × stochastic matrix, and is the × identity. As noted earlier, each such matrix product is a projection block matrix in ℙ × . Our goal is to state a sufficient condition under which any such matrix product is a contraction in the mixed matrix norm. To do this let us note first that (16) and the fact that ⌈ ( ⊗ ) ⌉ = for any stochastic matrix . Thus in view of Proposition 1, ( ⊗ ) ( −1 ⊗ ) ⋅ ⋅ ⋅ ( 1 ⊗ ) will be a contraction assuming (5) holds, if each of its block rows contains an entry which is complete.
To proceed we need to generalize the idea of a repeated jointly strongly connected sequence to sequences of finite length. A finite sequence of graphs 1 , 2 , . . . in is -connected if the composed graph ∘ −1 ∘ ⋅ ⋅ ⋅ ∘ 1 is strongly connected. More generally, finite sequence 1 , 2 , . . . is repeatedly -connected for some positive integer , if each of the composed graphs ℍ = ∘ −1 ∘ ⋅ ⋅ ⋅ ∘ ( −1) +1 , ∈ q, is strongly connected; here is the unique integer quotient of divided by . Note that if 1 , 2 , . . .
is such a sequence, the composed graph ℍ = ∘ −1 ∘ ⋅ ⋅ ⋅ ∘ ( −1)+1 is also strongly connected because ℍ = ∘ −1 ∘ ⋅ ⋅ ⋅ ∘ +1 ∘ ℍ and because in , the arc sets of any two graphs are contained in the arc set of their composition.
Proposition 2: Suppose that (5) holds. Let 1 , 2 , . . . be a finite set of × stochastic matrices whose graphs form a sequence ( 1 ), ( 2 ), . . . , ( ) which is repeatedly -connected for some positive integer . If ≥ ( −1) 2 , then the matrix ( ⊗ ) ( ⊗ ) ⋅ ⋅ ⋅ ( 1 ⊗ ) is a contraction in the mixed matrix norm. We are really very sorry but there was simply not enough room to include a proof of this proposition in this abbreviated conference paper. Please see the full length version of this paper for a proof [1] . Proof of Theorem 2: Let ℋ = ( −1) +1 , . . . , , ∈ {1, 2, . . . , }, be any set of sequences in . Since each ℋ ∈ , each graph ( −1 ⋅ ⋅ ⋅ ( −1) +1 ), ∈ {1, 2, . . . , } is strongly connected. Therefore the sequence ( 1 ), ( 2 ), . . . , ( ) is repeatedly -connected. Since there are matrices in the -sequence, Proposition 2 applies. Therefore for any set of sequences ℋ ∈ , ∈ {1, 2, . . . , }, || (
for ∈ q , where is the unique integer quotient of divided by . Since 2 = , it must be true that
. Since the sequences ( −1) +1 , ( −1) +2 , . . . , , ∈ {1, 2, . . . , }, ∈ q , are all in , it must be true that || || ≤ , ∈ q . Therefore || −1 ⋅ ⋅ ⋅ 1 || ≤ so || || ≤ || || . But for any × stochastic matrix , || ⊗ || = 1 because | | ∞ = 1. In addition, || || ≤ 1 because of (10). From these observations and the fact that || ⋅ || is sub-multiplicative, it follows that || || ≤ 1; thus
Moreover = + where is the unique integer remainder of divided by . Thus = − . But < and < 1 so ( − ) ≤ ( − ) . It follows from this and (20) that (7) is true.
VII. ASYNCHRONOUS OPERATION
In this section we show that with minor modification, the algorithm we've been studying, namely (1), can be implemented asynchronously. We do this without taking into account either communication delays or computation delays. A more realistic version of the problem is treated in [10] .
Let now take values in the real time interval [0, ∞). We begin by associating with each agent an infinite sequence of event times 1 , 2 , . . .. with the understanding that 1 is the time agent initializes its state and the remaining , > 1 are the times at which agent updates its state according to (1) . For this to make sense we must assume (1) agent does not change ( ) between its event times, (2) that agent knows the values of its neighbors' states at its event times, and (3) that any agent ∕ = whose first event time 1 is greater for some > 1, is not a neighbor of agent at time . The update rule for agent at event times is thus
We assume that each agents event times is an infinite sequence satisfying¯ ≥ ( +1) − ≥ , ≥ 1 wherē and are positive numbers satisfying¯ > . This means that the event times of agent are distinct and that the difference between any two successive ones cannot be too long. We make no assumptions at all other than the preceding about the relationships between the event time sequences of different agents. Thus two agents may have completely different, unsynchronized event time sequences.
To proceed we need a common time scale on which all agent update rules can be defined. For this, let 1 = max { 1 } and write for the event times of agent which are greater than or equal to 1 . Let denote the set of all event times of all agents which are greater than or equal to 1 . Thus is the union of those times in the which are no smaller than 1 . Relabel the times in so that < +1 for ≥ 1. We define the extended neighbor set of agent , written¯ ( ), to be ( ) if is an event time of agent ; for times in which are not event times of agent , we definē ( ) = { }. Doing this enables us to extend the domain of applicability of update rule (21) from to all of . In particular
Observe that this update rule is the same as update rule (1) except that extended neighbor sets replace the original neighbor sets. As with the synchronous case, convergence depends on connectivity of the graphs determined by the neighbor sets upon which update rules (22) depend. Accordingly, for each ≥ 1 we define the extended neighbor graphN( ) to be that directed graph in which has an arc from vertex to vertex if ∈¯ ( ). The following is an immediate consequence of Theorem 1.
Theorem 3: Suppose each agent updates its state ( ) according to rule (21) . Suppose in addition that for some positive integer , the sequence of extended neighbor graphs ℕ ( ), ≥ 1 is repeatedly jointly strongly connected. Then there exists a positive constant < 1 for which all ( ) converge to the same solution to = as → ∞, as fast as converges to 0.
Perhaps of greatest interest is the situation when the original neighbor graph ℕ( ) is fixed and independent of time. In this case it is possible to address convergence without reference to extended neighbor graphs. Corollary 1: Suppose that the original neighbor graph ℕ( ) is independent of time and strongly connected. Suppose each agent updates its state ( ) according to rule (21) . Then there exists a positive constant < 1 for which all ( ) converge to the same solution to = as → ∞, as fast as converges to 0. The proof of Corollary 1 depends on the following lemma.
Lemma 4: Suppose that the original neighbor graph ℕ( ) is a constant graph ℕ. For ∈ m, let¯ be an upper bound on the difference between each pair of successive event times of agent . Then for any pair of event times , ∈ satisfying − ≥ max{¯ 1 ,¯ 2 , . . . ,¯ }, ℕ is a spanning subgraph of the composed graphN( ) ∘N( ( −1) ) ⋅ ⋅ ⋅ ∘N( ). For a simple proof of this lemma see [1] Proof of Corollary 1: Set max = max{¯ 1 ,¯ 2 , . . . ,¯ } and min = min{ 1 , 2 , . . . , } and let be any positive integer for which max ≤ min . Let and be positive integers satisfying − = . We claim that − ≥ max . To prove that this is so, suppose the contrary, namely that − < max . Then − < min . But for each ∈ m, min is no larger than the time between any two successive event times of agent . Thus the closed interval [ , ] must contain at most event times of agent . Since there are agents, [ , ] must contain at most event times. Therefore − < which is a contradiction. In view of the preceding, − ≥ max for any positive integers and satisfying − = . Therefore, by Lemma 4, ℕ must be a spanning subgraph of the composed graphsN( ) ∘N( ( −1) ) ⋅ ⋅ ⋅ ∘N( ) for all such and . But ℕ is strongly connected so each such composed graph must be strongly connected as well. Therefore the sequence of graphsN( 1 ),N( 2 ), . . . is repeatedly jointly strongly connected by successive subsequences of length . From this and Theorem 3 it follows that Corollary 1 is true.
VIII. CONCLUDING REMARKS
A shortcoming of the algorithm discussed in this paper is that it requires each agent to communicate its full state ( ) to each of its neighbors. Another is that the algorithm is not suitable for over specified linear equations = where a least squares solution might still be valuable [13] . These are issues for future research.
