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LEVY MULTIPLICATIVE CHAOS AND STAR SCALE INVARIANT
RANDOM MEASURES
By Re´mi Rhodes1, Julien Sohier and Vincent Vargas1
Universite´ Paris-Dauphine, Technische Universiteit Eindhoven and
Ecole Normale supe´rieure de Paris
In this article, we consider the continuous analog of the celebrated
Mandelbrot star equation with infinitely divisible weights. Mandel-
brot introduced this equation to characterize the law of multiplicative
cascades. We show existence and uniqueness of measures satisfying
the aforementioned continuous equation. We obtain an explicit char-
acterization of the structure of these measures, which reflects the
constraints imposed by the continuous setting. In particular, we show
that the continuous equation enjoys some specific properties that do
not appear in the discrete star equation. To that purpose, we de-
fine a Le´vy multiplicative chaos that generalizes the already existing
constructions.
1. Introduction. Log-normal multiplicative martingales were introduced
by Mandelbrot [17] in order to build random measures describing energy
dissipation and contribute explaining intermittency effects in Kolmogorov’s
theory of fully developed turbulence; see [6, 7, 14, 26, 27]. Two years later,
Mandelbrot [19] introduced the so-called random multiplicative cascades as
a more easily understandable and more mathematically tractable alterna-
tive. Indeed, this last model was somewhat familiar to the community of
turbulence as some authors [21, 28] had already considered, with various
degrees of rigor, such cascades in the restricted framework of the so called
conservative case.
Random multiplicative cascades exhibit nonlinear power-law scalings, ren-
dering intermittency effects in turbulence. Random multiplicative cascades
are therefore the first mathematical discrete approach of multifractality.
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Roughly speaking, a (dyadic) multiplicative cascade is a positive random
measure M on the unit interval [0,1] that obeys the following decomposi-
tion rule:
M(dt)
law
= Z01[0,1/2](t)M
0(2dt) +Z11[1/2,1](t)M
1(2dt− 1),(1)
where M0,M1 are two independent copies of M , and (Z0,Z1) is a random
vector with prescribed law and positive components of mean 1 indepen-
dent from M0,M1. Such an equation (and its generalizations to b-adic trees
for b ≥ 2), the celebrated star equation introduced by Mandelbrot in [18],
uniquely determines the law of the multiplicative cascade. Since the semi-
nal work of Mandelbrot, the star equation (1) has been intensively studied:
of particular interest are the founding paper by Kahane and Peyriere [16]
and the work by Durrett and Ligget [11]. The following literature on the
topic essentially builds on these two works. Let us also mention the article
[8] which shows that the free energy of a directed polymer model can be
obtained as the limit of the free energy of multiplicative cascade models,
thus establishing a link between the two models.
Despite the fact that multiplicative cascades have been widely used as
reference models in many applications, they possess many drawbacks related
to their discrete scale invariance; mainly they involve a particular scale ratio,
and they do not possess stationary fluctuations (this comes from the fact
that they are constructed on a dyadic tree structure).
Much effort has been made to develop a continuous parameter theory
of suitable stationary multifractal random measures ever since, stemming
from the theory of multiplicative chaos introduced by Kahane [2, 4, 15,
23, 25, 26]. Nevertheless, in comparison with the discrete case, the state of
the art concerning continuous time models sounds rather empty: laying the
foundations like defining a proper continuous star equation is very recent
and its solving only concerns the lognormal situation [1]. The main reasons
are technical: first, Gaussian processes are very well understood and, second,
the analysis of Gaussian multiplicative chaos is much simplified by the use
of convexity inequalities for lognormal weights introduced by Kahane; see
Kahane’s original paper [15] or [1], Lemma 10, for instance.
In this paper, we are concerned with solving the continuous star equation:
⋆-Scale invariance. A stationary random measure M on Rd is said
to be ⋆-scale invariant if for all 0< ǫ≤ 1, M obeys the cascading rule
(M(A))A∈B(Rd)
law
=
(∫
A
eωǫ(r)M ǫ(dr)
)
A∈B(Rd)
,(2)
where ωǫ is a stochastically continuous stationary process and M
ǫ is a ran-
dom measure independent from ωǫ satisfying the relation
(M ǫ(ǫA))A∈B(Rd)
law
= ǫd(M(A))A∈B(Rd).
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Intuitively, this relation means that when you zoom in the measure M ,
you should observe the same behavior up to an independent factor. Notice
that this definition is stated in great generality since no constraint on the
law of ωǫ is imposed. In the context of discrete multiplicative cascades, given
any law for ωǫ (up to some integrability conditions), this equation can be
solved. However, the continuous case imposes the following constraint on ωǫ:
Lemma 1. We consider a nontrivial ⋆-scale invariant measure M on
Rd. We suppose that for some x (and hence all x) the family ǫ→ ωǫ(x) is
continuous in distribution and
E[(M [0,1]d)γ ]<∞, E[e(1+γ)ωǫ(x)]<∞ ∀ǫ≤ 1
for some γ > 0. Then, for all ǫ, the process ωǫ is infinitely divisible.
Hence, with minimal assumptions on ωǫ and the solution M , the process
ωǫ is infinitely divisible. In view of the above lemma, we can suppose that
the process ωǫ is infinitely divisible: we will make this assumption in the
sequel. As suggested by the Gaussian case [1], this naturally leads to the
issue of constructing random measures formally defined by
M(dx) = eLx dx,
where the process L is infinitely divisible with logarithmic correlations. We
carry out this construction in Section 2, which generalizes already existing
such attempts [2, 4, 12, 23]. We call such measures Le´vy multiplicative chaos.
This construction enables us not only to give nontrivial solutions to (2) (in
Section 3) but also to characterize all the solutions to (2) (up to a few
additional technical assumptions). These solutions share the property of
a specific structure for the law of the process ωǫ. This structure reflects
the fact that the continuous star equation is far more restrictive than the
discrete one (similarly, Le´vy processes are in some sense more restrictive
than discrete simple random walks which can be considered with any law
for the increments).
1.1. Notation. We will use the following notation throughout the paper.
B(E) stands for the Borel σ-field of a topological space E. A randommeasure
M is a random variable taking values into the set of positive Radon measures
defined on B(Rd). We will say that M possesses a moment of order p > 0
if E[M(K)p]<+∞ for every compact set K. A random measure M is said
to be stationary if for all y ∈ Rd the random measures M(·) and M(y + ·)
have the same law. A stochastic process (Xt)t∈Rd is said to be stochastically
continuous if, for each t ∈Rd, Xt+h converges toward Xt in probability when
h goes to 0. We will also use the shortcut ID in place of infinitely divisible.
We remind the reader that every stochastically continuous random process
admits a measurable version; see [5], Chapter 6. We will only deal with
measurable versions of stochastically continuous process in this paper.
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2. Generalized Le´vy chaos. This section is devoted to the construction
of measures that can formally be written as
M(dx) = eLx dx,
where L is a stationary ID process with a logarithmic spatial dependency. As
in the Gaussian case, such a singularity of the spatial structure imposes to
construct these measures through a limiting procedure where the singularity
has been “cut off.” Hence we will understand these measures as a limit
M(dx) = lim
ǫ→0
eX
ǫ
x dx,
where Xǫ is a stationary ID process that converges in some sense toward L.
The process Xǫ will basically depend on two parameters: a generator (any
stationary ID process) and a rate function. We detail below the construction.
2.1. Generator and rate function. Let (Xt)t∈Rd be a stochastically con-
tinuous stationary ID random process. It follows from [20] that X admits a
version given by
Xt = b+
∫
Rd
cos(t · λ)W (dλ) +
∫
Rd
sin(t · λ)W
′
(dλ)
(3)
+
∫
S
f(Tt(s))[N(ds)− (1∨ |f(Tt(s))|)
−1θ(ds)],
where:
• b ∈R;
• W,W
′
,N are independent;
• W,W
′
are identically distributed centered Gaussian random measures on
Rd with covariance kernel given by E[W (A)W (B)] =R(A ∩B) for some
symmetric positive finite measure R on (Rd,B(Rd));
• N is a Poisson random measure on a Borel space S with a σ-finite intensity
measure θ;
• f :S→R is a measurable deterministic function such that∫
S
(|f(s)|2 ∧ 1)θ(ds)<+∞;
• (Tx)x is a measure preserving flow on (S, θ).
In what follows, we will say that a stochastically continuous ID process is
associated with (S,W,W
′
,N, θ,R, f, (Tx)x) if it is given by (3) where all the
involved items are defined as described above.
We define the Laplace exponents ψ of X for p≥ 1 by
E[eq1Xt1+···+qpXtp ] = eψt1,...,tp(q1,...,qp)
for all (t1, . . . , tp) ∈ (R
d)p and q1, . . . , qp ∈R such that the above expectation
makes sense. For the sake of clarity, ψ0 (i.e., the Laplace exponents of X0,
or equivalently of Xt for any t ∈R
d) will be denoted by ψ.
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We assume that X possesses a second order exponential moment, and we
consider the following generalized covariance function:
F (x) = ψ0,x(1,1)− 2ψ(1), x ∈R
d.(4)
Assumption 2. Let g be a nonnegative function in L1loc(R+, dy) such
that
∀x ∈Rd \ {0} and a≥ 1
(5) ∫ +∞
a
|F (g(u)x)|
u
du≤ F ln+
1
a|x|
+ h(a,x),
where h is some bounded continuous function on R+ × R
d and F is some
positive constant. The function g will be called rate function.
2.2. Limiting procedure. For any ǫ ∈ ]0,1[, we define a new stochastically
continuous ID random process:
Xǫt = b ln
1
ǫ
+
∫ 1/ǫ
1
∫
Rd
cos(tg(y) · λ)W (dλ, dy)
(6)
+
∫ 1/ǫ
1
∫
Rd
sin(tg(y) · λ)W ′(dλ, dy)
+
∫ 1/ǫ
1
∫
S
f(Ttg(y)(s))
[
N(ds, dy)− (1∨ |f(Ttg(y)(s))|)
−1θ(ds)
dy
y
]
,(7)
where:
• W,W ′,N are independent;
• W,W ′ are identically distributed centered Gaussian random measures
on Rd × R∗+ with covariance kernel R(dλ)
dy
y , that is, E[W (A)W (B)] =∫
A∩BR(dλ)
dy
y for any Borel sets A,B ⊂R
d ×R∗+;
• N is a Poisson random measure on the Borel space S×R∗+ with intensity
measure θ(ds)⊗ dyy ;
• f :S→R and (Tx)x are the same as above.
Clearly, Xǫ is a stationary ID process. From [20], Theorem 5, it is stochas-
tically continuous. In what follows, we will say that a family (Xǫ)ǫ of sta-
tionary stochastically continuous ID processes is an approximating family
associated with (S,W,W ′,N, θ,R, f, (Tx)x) if it is given by (6) where all the
involved items are defined as described above. Notice that the whole law
of the processes (Xǫ)ǫ∈]0,1] can be recovered from the law of the process
X introduced in the previous subsection and the rate function g. For this
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reason, the ID process X will be called the generator of the approximating
sequence (Xǫ)ǫ and g the rate function.
We have
∀q ≥ 0, ∀x ∈Rd E[eqX
ǫ
x ] = E[eqX
ǫ
0 ] = eln(1/ǫ)ψ(q).(8)
We stress that, in great generality, ψ takes values into R+ ∪ {+∞}, but it
is finite at least for q ∈ [0,2].
For ǫ > 0, we define a random measure
∀A ∈ B(Rd) M˜ ǫ(A) =
∫
A
eX
ǫ
x−ψ(1) ln(1/ǫ) dx.(9)
Clearly, for each fixed A with finite Lebesgue measure, the family (M˜ ǫ(A))ǫ∈]0,1[
is a positive martingale. Thus it converges almost surely. We deduce that
the family (M˜ ǫ)ǫ almost surely weakly converges toward a limiting random
measure M on B(Rd). This measure will be called Le´vy multiplicative chaos
associated with (S,W,W ′,N, θ,R, f, (Tx)x).
2.3. Main properties. By stationarity and the 0−1 law, we deduce (as in
[15, 24]).
Proposition 3. Either of the following events occurs with probability
one:
{M ≡ 0} or {∀B nonempty ball M(B)> 0}.
In the second situation, we will say that the measure M is nondegenerate.
The nondegeneracy is expectedly related to the Laplace exponents of the
generator:
Theorem 4. Under Assumption 2, the measure M is nondegenerate as
soon as ψ′(1)−ψ(1)< d.
Corollary 5. Under Assumption 2 and provided that ψ′(1)−ψ(1)< d,
the measure M almost surely does not possess any atom.
In some particular situations, it can be proved that the condition ψ′(1)−
ψ(1)< d is optimal; see [2, 4, 15], for instance. But the situation presented
here is far more intricate and it is not optimal in great generality since we
only require the correlation structure to be sub-logarithmic (Assumption 2).
To illustrate the situation, let us focus on the second order moment. It is well
known that, in the particular situations presented in [2, 4, 15], the measure
M admits a second order moment if and only if ψ(2) < d. In our case, the
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situation is not that clear. For instance, choose θ equal to the Lebesgue
measure on S = Rd, θ any Le´vy measure on Rd and R = 0. The flow (Tt)t
is the usual group of translations. Take any positive bounded function f
with compact support over Rd and g(y) = yq (for q ≥ 1). Notice that the
associated function F reduces to 0 for all x such that the supports of f and
Txf are disjoint, say for |x| ≥R. Then for a > 0 and x ∈ R
d \ {0}, we have
(where ex = x/|x|)∫ +∞
1
F (uqx)
u
du=
∫ +∞
|x|1/q
F (uqex)
u
du
(10)
≃
F (0)
q
ln+
1
|x|
=
ψ(2)− 2ψ(1)
q
ln+
1
|x|
as x→ 0.
Hence it can be proved that M admits a second order moment if and only
if ψ(2)−2ψ(1)q < d, which is quite a different condition from [2, 4, 15].
Hence, it appears that the condition ψ′(1)− ψ(1)< d should be optimal
when the rate function g is “not far” from the function g(y) = y. In that
spirit, we claim:
Theorem 6. If the measure M admits a moment of order 1 + δ for
some δ > 0, and if the rate function g satisfies g(y)≤ y for y ≥ 1, then
ψ(1 + δ)− (1 + δ)ψ(1)≤ dδ.
In particular ψ′(1)− ψ(1)< d.
2.4. On possible generalizations. In the spirit of [15], it is possible to
make the multiplicative chaos act on other measures than the Lebesgue
measure. More precisely, choose a Radon measure κ on Rd and, for ǫ > 0,
define the random measure
∀A∈ B(Rd) M˜ ǫ(A) =
∫
A
eX
ǫ
x−ψ(1) ln(1/ǫ)κ(dx).(11)
For each fixed A with finite κ-measure, the family (M˜ ǫ(A))ǫ∈]0,1[ is a positive
martingale once again and therefore converges almost surely. We deduce that
the family (M˜ ǫ)ǫ almost surely weakly converges toward a limiting random
measure M on B(Rd). This measure will be called Le´vy multiplicative chaos
associated with (S,W,W ′,N, θ,R, f, (Tx)x) and integrating measure κ.
A 0− 1 law argument shows:
Proposition 7. Either of the following events occurs with probability
one:
{M ≡ 0} or {∀B nonempty ball with κ(B)> 0,M(B)> 0}.
In the second situation, we will say that the measure M is nondegenerate.
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In this case, nondegeneracy results in an intricate way from the structure
of the measure κ as well as the Laplace exponents of the generator. It seems
difficult to state quite generally a result. Nevertheless we can focus on the
situation when the structure of κ is related to the Euclidean metric in the
following way:
Definition 8. We introduce the set Rα of Radon measures ν on R
d such
that: for any nonempty ball B of Rd, for any ε > 0, there exist δ > 0,D > 0,
and a compact set Kε ⊂B with ν(B \Kε)< ε such that the measure νε =
1Kε(x)ν(dx) satisfies, for every open set U ⊂B,
νε(U)≤D× diam(U)
α+δ.(12)
In a rough sense, the class Rα consists of Radon measures that are locally
“α-Ho¨lder.” For instance, the Lebesgue measure on Rd is in the class Rd.
Theorem 9. Under Assumption 2, the measure M is nondegenerate as
soon as ψ′(1)−ψ(1)< α.
Corollary 10. Under Assumption 2 and provided that ψ′(1)−ψ(1)<
α, the measure M almost surely does not possess any atom.
3. Star scale invariant random measures. In this section, we explain the
connection between ⋆-scale invariant random measures and Le´vy multiplica-
tive chaos. On one hand, we show that every Le´vy multiplicative chaos de-
fines a ⋆-scale invariant random measure provided that the rate function is
defined by g(y) = y for all y ≥ 1. Then we show that all ⋆-scale invariant
random measures with a moment of order strictly greater than 1 are Le´vy
multiplicative chaos, up to a few additional assumptions.
3.1. Construction. We consider Xǫ, M˜ ǫ and M as constructed in Sec-
tion 2 with generator X and rate function g given by g(y) = y for all y ≥ 1.
Hence the process Xǫ is given by
Xǫt = b ln
1
ǫ
+
∫ 1/ǫ
1
∫
Rd
cos(ty · λ)W (dλ, dy)
(13)
+
∫ 1/ǫ
1
∫
Rd
sin(ty · λ)W ′(dλ, dy)
+
∫ 1/ǫ
1
∫
S
f(Tty(s))
[
N(ds, dy)− (1∨ |f(Tty(s))|)
−1θ(ds)
dy
y
]
.(14)
Let us state a simple criterion to check Assumption 2:
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Proposition 11. Assumption 2 is satisfied if and only if
sup
|e|=1
∫ +∞
1
|F (ue)|
u
du <+∞.(15)
Theorem 12. Assume that Assumption 2 [or equivalently (15)] holds
and that ψ′(1)− ψ(1)< d. Then M is nontrivial and ⋆-scale invariant.
Hence, the ⋆-scale invariance property only depends on the choice of the
rate function. This shows in a way that there are as many ⋆-scale invari-
ant random measures as stochastically continuous ID processes [up to the
condition ψ′(1)−ψ(1)< d].
The existence of a second order moment is ruled by the following con-
dition, which seems to be more conventional than the counter-example de-
scribed in (10):
Proposition 13. The measure M admits a second order moment if and
only if F (0)< d.
A straightforward adaptation of our proofs shows the following:
Proposition 14. A ⋆-scale invariant random measure M is multifrac-
tal in the sense that
lim
t↓0
lnE[M([0, t])q ]
ln t
= q−ψ(q) + qψ(1),
where ψ is the Laplace exponent of its generator.
3.2. Uniqueness. Conversely, we now want to describe as exhaustively as
possible the set of all ⋆-scale invariant random measures. For that purpose,
we introduce a few additional assumptions:
Assumption 15. We will say that a stationary random measure M
is a good ⋆-scale invariant random measure if M is ⋆-scale invariant and
satisfies:
(1) the process ωǫ admits exponential moments of order 2, that is,
E[e2ωǫ(0)]<∞;
(2) for ǫ < 1, the generalized covariance kernel associated with the ID
process ωǫ
∀x ∈Rd Fǫ(x) = log(E[e
ωǫ(x)+ωǫ(0)])
satisfies
∀x 6= 0 |Fǫ(x)| ≤Cǫ
∫ +∞
|x|
θ(u)du(16)
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for some positive constant Cǫ and some decreasing function θ : ]0,+∞[→R+
such that ∫ +∞
1
θ(u) ln(u)du <+∞;(17)
(3) there is ǫ0 ∈ ]0,1] such that, for each p≥ 1, q1, . . . , qp ∈R and t1, . . . , tp ∈
Rp, the mapping
(ǫ, t1, . . . , tp) 7→ E[e
iq1ωǫ(t1)+iωǫ(tp)]
admits a partial derivative w.r.t. ǫ at ǫ= ǫ0 with a partial derivative contin-
uous w.r.t. (t1, . . . , tp).
It turns out that the condition on the exponential moments of order 2
of ωǫ is also necessary as soon as the measure M possesses a moment of
order 2. Point 2 is a decorrelation property at infinity whereas point 3 is a
regularity property. In what follows, we denote by ψǫ the Laplace exponent
of ωǫ,
ψǫ(q) = lnE[e
qωǫ(0)]
for all q ∈ R such that the above quantity is finite. Notice that, as soon as
the measure M possesses a moment of order 1, the condition ψǫ(1) = 0 is a
necessary condition for the solution of (2) to be nontrivial.
The main result of this paper is the following:
Theorem 16. Consider a good ⋆-scale invariant measure M . Assume
that M admits a finite moment of order 1 + δ for some δ > 0
(i.e., E[M(B)1+δ]<∞ for some open ball B). Then there exists a random
variable Y ∈ L1+δ and a Le´vy multiplicative chaos Q (independent from Y
and nondegenerate) with associated rate function g(y) = y such that
M(dx)
law
= Y Q(dx).
We conjecture that the same theorem holds if M is a ⋆-scale invariant
measure with a finite moment of order 1 + δ for some δ > 0. Therefore, we
think Assumption 15 is just a technical assumption (which we cannot avoid
at present) and that our theorem characterizes all ⋆-scale invariant measure
with a finite moment of order 1+δ for some δ > 0. The general case of ⋆-scale
invariant measures with no finite moment assumption is currently under
investigation and requires the introduction of a different set of measures
(work in progress).
Remark 17. When M is a good ⋆-scale invariant random measure, the
law ofM is entirely characterized by the law of the process ωǫ in (2) for some
ǫ ∈ ]0,1[. Furthermore, the law of the finite-dimensional distributions of the
generator X can be recovered from those of ωǫ by the following procedure:
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define the Le´vy exponents ηǫ, η of ωǫ and X , that is,
E[eiq1ωǫ(t1)+···+iqpωǫ(tp)] = eη
ǫ(q1,...,qp,t1,...,tp),
E[eiq1Xt1+···+iqpXtp ] = eη(q1,...,qp,t1,...,tp).
Then we have
∂ǫη
ǫ(q1, . . . , qp, t1, . . . , tp) =−
1
ǫ2
η
(
q1, . . . , qp,
t1
ǫ
, . . . ,
tp
ǫ
)
.
4. Examples.
4.1. Lognormal case. The lognormal case, that is, when the generator of
the ⋆-scale invariant measure is a Gaussian process, has been entirely treated
in [1]. Of course, the assumptions are less restrictive concerning good ⋆-scale
invariant measures since their generator can be entirely described with its
two marginals, that is its covariance function. As a consequence, we do not
require Assumption 15, point (3) in the lognormal case.
4.2. Reminder about log-ID independently scattered random measures. The
next examples are based on log-ID independently scattered randommeasures
so that we first collect a few well-known facts about these measures. The
reader is referred to [22] for further details.
We remind the reader that an ID independently scattered random mea-
sure µ distributed on a measurable space (S,B(S)) with control measure
Γ and kernel K is a collection of random variables (µ(A),A ∈ B(S)) such
that:
(1) for every sequence of disjoint sets (An)n in B(S), the random variables
(µ(An))n are independent and
µ
(⋃
n
An
)
=
∑
n
µ(An) a.s.;
(2) for any measurable set A in B(S), µ(A) is an ID random variable
whose characteristic function is characterized by
E(eiqµ(A)) = E[eitµ(A)] = exp
(∫
A
K(q, s)Γ(ds)
)
.
The control measure Γ is a positive σ-finite measure on S and the kernel K
takes on the form
K(q, s) = iqa(s)−
1
2
q2σ2(s) +
∫
R
(eiqz − 1− iqτ(z))̺(s, dz),(18)
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where
|a(s)|+ σ2(s) +
∫
R
min(1, z2)̺(s, dz) = 1 θ a.e.(19)
Here σ,a belong to L∞(S,Γ) (σ nonnegative) and ̺ :S × B(R)→ [0,+∞]
is such that for each fixed s ∈ S, ̺(s, dz) is a Le´vy measure on R and
for each B ∈ B(R) the function ̺(·,B) is measurable and finite whenever
0 does not belong to the closure of B. The function τ is any truncation
function. The random measure µ is characterized by the triple of measures
(a(s)θ(ds), σ2(s)θ(ds), ̺(s, dz)θ(ds)). Conversely, to such triple corresponds
a unique (in law) ID independently scattered random measure.
4.3. Barral–Mandelbrot’s type ⋆-scale invariant MRMs. We consider the
situation when the dimension d is equal to 1. We introduce an ID indepen-
dently scattered random measure µ distributed on (R×R∗+,B(R×R
∗
+)) with
control measure
Γ(dt, dy) = dty−2 dy
and kernel
K(q, (t, y)) = ϕ(q) = imq −
1
2
σ2q2 +
∫
R∗
(eiqx − 1− iqx1|x|≤1)ν(dx),
where ν(dx) is a Le´vy measure on R and m,σ ∈ R. We denote by ψ the
Laplace exponent associated with ϕ, that is ψ(q) = ϕ(−iq) whenever it
makes sense to consider such a quantity. We assume that ψ(1) = 0.
We can then define the stationary stochastically continuous ID process
(ωl(t))t∈R for l > 0 by
ωl(t) = µ(Al(t)),
where Al(t) is the triangle like subset Al(t) = {(s, y) ∈ R × R
∗
+ : l ≤ y ≤
T,−y/2≤ t− s≤ y/2}, see Figure 1.
Define now the random measure Ml by Ml(dt) = e
ωl(t) dt. Almost surely,
the family of measures (Ml(dt))l>0 weakly converges toward a random mea-
sure M . When ψ′(1)−ψ(1)< 1, this measure is not trivial; see [2, 4].
Let us check that M is a good ⋆-scale invariant random measure. Fix
ǫ < 1, and define the sets Al,ǫT (t) = {(s, y) : l ≤ y ≤ ǫT,−y/2≤ t− s≤ y/2}
and AǫT,T (t) = {(s, y) : ǫT ≤ y ≤ T,−y/2 ≤ t− s ≤ y/2}. Note that Al(t) =
Al,ǫT (t) ∪AǫT,T (t) and that those two sets are disjoint, see Figure 2. Thus
we can write for every measurable set A
Ml(A) =
∫
A
eωǫT,T (t)eωl,ǫT (t) dt(20)
with ωǫT,T (t) = µ(AǫT,T (t)) and ωl,ǫT (t) = µ(Al,ǫT (t)).
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Fig. 1. Triangle like subset Al(t).
We then study equation (20) in the limit l→ 0; we obtain
M(A) =
∫
A
eωǫT,T (t)M ǫ(dt),(21)
whereM ǫ is the limit when l→ 0 of the randommeasureM ǫl (dt) = e
ωl,ǫT (t) dt.
We easily verify that M ǫ(ǫA)
law
= ǫM(A) writing
M ǫl (ǫA) = ǫ
∫
A
eωl,ǫT (ǫt) dt(22)
and checking that the finite-dimensional marginals of the process (ωl,ǫT (ǫt))t∈R
are the same as the one of (ωl,T (t))t∈R; see [4].
Fig. 2. Construction of the sets AǫT,T (t) and Al,ǫT (t).
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By computing the Le´vy exponents of the process ωǫT,T (t),
E[eiq1ωǫT,T (t1)+···+iqpωǫT,T (tp)] = eψ
ǫ(q1,...,qp,t1,...,tp),(23)
we obtain
ψǫ(q1, . . . , qp, t1, . . . , tp) =
∫ 1/ǫ
1
∫
R
ϕ
(
p∑
j=1
qjf(Tytj (r))
)
dr
dy
y
,(24)
where f(r) = 1[−T/2,T/2](r) and Ts : t ∈ R 7→ t − s ∈ R is the usual shift
on R. It is then straightforward to check that M is good provided that∫
z>1 e
2zν(dz) < +∞. We stress that the Le´vy exponents of the generator,
say X , are given by
E[eiq1X(t1)+···+iqpX(tp)] = exp
(∫
R
ϕ
(
p∑
j=1
qjf(Ttj (r))
)
dr
)
.
In this example, the ⋆-scale invariance property is easily understood via
the geometric properties of the process, namely the scaling properties of
the cones. Generalizing this example by means of geometric considerations
is far from being obvious and has never been done in the literature. On
the other hand, in view of the results in this paper, the generalization is
straightforward. It suffices to change the function f . To make things more
simple, we can, for instance, choose f equal to any measurable function
bounded by 1 with compact support.
4.4. Stable Le´vy chaos. We focus now on other situations of interest.
We consider an infinitely divisible independently scattered random measure
µ distributed on R with the Lebesgue measure ds as control measure and
kernel
K(q, t) = ϕ(q) = imq +
∫ ∞
0
(e−iqx − 1)
dx
x1+α
for some α ∈ ]0,1[. Then the associated Laplace exponent is given by
∀q ≥ 0 ψ(q) =mq−
Γ(1−α)
α
qα.
Let (Tt)t∈R be the family of usual shifts on R. Let f :R→ R+ be any inte-
grable function with compact support. We define
‖f‖1 =
∫
R
f(s)ds <+∞, ‖f‖α =
∫
R
f(s)αds <+∞.
We consider the stationary ID random process
∀t ∈R Xt =
∫
f(Tt(s))µ(ds).
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We have
E[eqXt ] = e
∫
R
ψ(qf(s))ds = emq‖f‖1−(Γ(1−α)/α)‖f‖αq
α
.
So we must set m= Γ(1−α)‖f‖αα‖f‖1 to ensure the normalizing condition ψ(1) = 0.
It is obvious to check that X possesses exponential moments of second order.
We assume that ψ′(1)< 1, that is,
‖f‖α <
α
Γ(2− α)
.
If we consider the Le´vy multiplicative chaos with generator X and rate
function g(y) = y, we obtain a nontrivial good star scale invariant random
measure. The scaling factor ωǫ appearing in (2) is a stable ID process.
If we consider the Le´vy multiplicative chaos with generator X with f(x) =
1B(x,r) (B(x, r) stands for the ball of radius r centered at x) and rate function
g(y) =
∑
n≥0 n1[n,n+1[(y), we recover Fan’s stable Le´vy chaos.
5. Conjectures and open problems.
5.1. Convergence of the derivative martingale. Consider a Le´vy multi-
plicative chaos on Rd with integrating measure the Lebesgue measure. Let
ψ be the Laplace exponent to its generator and (Xǫ)ǫ the associated ap-
proximating family. Consider the martingale
Mθǫ (dx) =
∫
·
eθXǫ(x)−ψ(θ) ln(1/ǫ) dx.(25)
For θ ∈R+, define the function
∀q ∈R ξθ(q) = (d+ ψ(θ))q −ψ(qθ).
There is at most one solution θ0 > 0 to the equation ξ
′
θ(1) = 0.
Let us discuss the (only nontrivial) situation when 0< θ0 <∞. The non-
degeneracy condition of Theorem 4 reads ξ′θ(1)> 0, and it is valid if and only
if θ < θ0. Inspired by the Gaussian case (see [15]) or multiplicative cascades
(see [16]), prove the following:
Conjecture 18. For θ ≥ θ0, the martingale defined by (25) converges
almost surely toward 0.
Deduce the following estimate for the statistics of the maximum of a log-
correlated infinitely divisible process:
Conjecture 19. For any open bounded set A, we have
max
x∈A
Xǫ(x)−ψ
′(θ0) ln
1
ǫ
→−∞ as ǫ→ 0.
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At the critical point θ = θ0, we must introduce the so-called derivative
martingale (see [10])
Dθǫ (dx) =
∫
·
(
ψ(θ0) ln
1
ǫ
−Xǫ(x)
)
eθ0Xǫ(x)−ψ(θ0) ln(1/ǫ) dx.(26)
Conjecture 20. Prove that the derivative martingale almost surely
converges toward a nontrivial positive random measure, denoted by M ′.
Prove that M ′ does not possess atoms.
Conjecture 21. Prove that the derivative martingale can be obtained
as a suitable renormalization of the sequence (Mθ0ǫ )ǫ. More precisely,√
ln
1
ǫ
Mθ0ǫ (dx)→ cM
′(dx) as ǫ→ 0
for some deterministic factor c.
5.2. Conjectures about star scale invariance. Consider the star scale in-
variance equation in great generality, that is:
Definition 22 (Star scale invariance). A random Radon measure M is
star scale invariant if for all 0< ǫ≤ 1, M obeys the cascading rule
(M(A))A∈B(Rd)
law
=
(∫
A
eωǫ(r)M ǫ(dr)
)
A∈B(Rd)
,(27)
where ωε is a stationary stochastically continuous Gaussian process, andM
ε
is a random measure independent from ωε satisfying the scaling relation
(M ǫ(A))A∈B(Rd)
law
=
(
M
(
A
ǫ
))
A∈B(Rd)
.(28)
Observe that the main difference with (2) is that we do not impose here
the normalization E[eωǫ(r)] = ǫd. As soon as the measure possesses a moment
of order 1 + δ for some δ > 0, the condition E[eωǫ(r)] = ǫd must be satisfied.
So it remains to investigate situations when the measure possesses moments
of at most order 1.
Inspired by the discrete multiplicative cascade case (see [11]), we conjec-
ture:
Conjecture 23. Prove that, if M is a good star scale invariant mea-
sure, there exists a α ∈ ]0,1] such that
E[eαωǫ(r)] = ǫd.
Assuming this, we may follow the proof of Theorem 16 to see that the
process αωǫ has a structure given by (6). More precisely, we can then rewrite
LE´VY MULTIPLICATIVE CHAOS 17
the process ωǫ as
ωǫ(x) =
1
α
Xǫ(x)−
ψ(1)
α
ln
1
ǫ
−
d
α
ln
1
ǫ
(29)
for some family (Xǫ)ǫ of the type (6), and ψ is its Laplace exponent.
Conjecture 24. Assume that M is an ergodic good star scale invariant
measure, and let (29) be the decomposition of ωǫ:
(1) If α= 1 and ψ′(1)−ψ(1)< d, then the law of the solution M is Levy
multiplicative chaos multiplicative chaos with rate function g(y) = y up to a
deterministic multiplicative constant; see Theorem 16.
(2) If α = 1 and ψ′(1)− ψ(1) = d, prove that the law of the solution M
is that of the limit of the derivative martingale, namely M ′ described above,
up to a multiplicative constant.
(3) If α < 1 and ψ′(1) − ψ(1) < d, prove that M is an “atomic Le´vy
multiplicative chaos” (see [3] in the Gaussian case) up to a multiplicative
constant. More precisely, the law can be constructed as follows:
(a) Sample the standard Levy multiplicative chaos
M(dx) = lim
ǫ→0
∫
·
eXǫ(x)−ψ(1) ln(1/ǫ) dx.
The measure M is perfectly defined since ψ′(1)−ψ(1)< d.
(b) Sample a point process M whose law, conditioned on M , is that of an
independently scattered random measure characterized by
∀q ≥ 0 E[e−qM(A)|M ] = e−q
αM(A).
(4) If α < 1 and ψ′(1)− ψ(1) = d, prove that M is an atomic Le´vy mul-
tiplicative chaos of a second type. More precisely, the law can be constructed
as follows:
(a) sample the derivative Le´vy multiplicative chaos M ′(dx) as described
above;
(b) sample a point process M whose law, conditioned on M ′, is that of an
independently scattered random measure characterized by
∀A∈ B(Rd), ∀q ≥ 0 E[e−qM(A)|M ′] = e−q
αM ′(A).
The reader may find in [3, 10] some further conjectures in the Gaussian
case that can also be adapted to this framework. In particular, adapting
these conjectures to our framework, the reader may deduce conjectures about
the glassy phase and freezing phenomena of log-correlated infinitely divisible
random potentials and about the asymptotics of the extreme values of log-
correlated infinitely divisible random fields.
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APPENDIX A: PROOF OF LEMMA 1
We first state the following intermediate lemma:
Lemma 25. Let (F (x))x∈Rd and (G(x))x∈Rd be two stationary and non-
negative stochastically continuous processes. We consider a nontrivial sta-
tionary random measure η on Rd independent of F,G. We suppose that there
exists γ > 0 such that E[F (x)1+γ ]<∞, E[G(x)1+γ ]<∞, and E[η(K)γ ]<∞
for all compact set K. If the following equality on measures holds:
F (x)η(dx)
law
= G(x)η(dx),
then the two processes F and G have same law.
Proof. We consider the case d = 1 (the higher dimensions work the
same). Let δ > 0. Notice that E[η([0, δ])α]> 0 for all α ∈ ]0, γ[. Indeed, the
measure is stationary and nontrivial. Choose now α ∈ ]0,min(γ,1)[. Notice
that the mapping x ∈R+ 7→ x
α is sub-additive. Therefore |xα−yα| ≤ |x−y|α
for any x, y ≥ 0. We deduce the following inequality:∣∣∣∣E[(∫ δ
0
F (x)η(dx)
)α]
−E
[(∫ δ
0
F (0)η(dx)
)α]∣∣∣∣
≤ E
[∣∣∣∣∫ δ
0
F (x)η(dx)−
∫ δ
0
F (0)η(dx)
∣∣∣∣α]
≤ E
[(∫ δ
0
|F (x)−F (0)|η(dx)
)α]
.
The mapping x ∈R+ 7→ x
α is concave. So we use Jensen’s inequality applied
to E[·|η], and we get:∣∣∣∣E[(∫ δ
0
F (x)η(dx)
)α]
−E
[(∫ δ
0
F (0)η(dx)
)α]∣∣∣∣
≤ E
[(∫ δ
0
E[|F (x)−F (0)|]η(dx)
)α]
≤ sup
x∈[0,δ]
E[|F (x)− F (0)|]αE[η[0, δ]α].
Since supx∈[0,δ]E[|F (x)− F (0)|] →
δ→0
0, we get that
E[(
∫ δ
0 F (x)η(dx))
α]
E[η[0, δ]α]
→
δ→0
E[F (0)α].
Similarly, we get the above convergence with F replaced by G: this shows
that F (0) and G(0) have the same distribution. We show similarly, for all
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x1, . . . , xn, that (F (x1), . . . , F (xn)) and (G(x1), . . . ,G(xn)) have the same
distribution. 
Now, we can finish the proof of Lemma 1:
Proof of Lemma 1. By iterating (2) and using the above lemma, the
process (ωǫ(x))x∈Rd is such that (ǫ, ǫ
′ < 1),
(ωǫǫ′(x))x∈Rd
law
=
(
ωǫ(x) + ω˜ǫ′
(
x
ǫ
))
x∈Rd
,(30)
where ωǫ and ω˜ǫ′ are independent copies of ωǫ and ωǫ′ . We fix ǫ and consider
ǫn = ǫ
1/n. Of course ǫnn = ǫ. By iterating the cascade rule (30), we get
(ωǫ(x))x∈Rd
law
=
(
n−1∑
k=0
ω(k)ǫn
(
x
ǫkn
))
x∈Rd
,
where the ω
(k)
ǫn are independent processes of law ωǫn . Fix x, y ∈ R
d. We
therefore have for all λ,µ,
λωǫ(x) + µωǫ(y)
law
=
n−1∑
k=0
µω(k)ǫn
(
x
ǫkn
)
+ λω(k)ǫn
(
y
ǫkn
)
.
The stochastic continuity of the process ω with respect to ǫ entails, for all
η > 0,
sup
0≤k≤n−1
P
(∣∣∣∣µω(k)ǫn ( xǫkn
)
+ λω(k)ǫn
(
y
ǫkn
)∣∣∣∣> η) →n→∞0.
By a classical theorem on independent triangular arrays (see Chapter XVII
in [13]), this shows that the couple (ωǫ(x), ωǫ(y)) is ID. One proceeds simi-
larly to show that, for all (x1, . . . , xn), the vector (ωǫ(x1), . . . , ωǫ(xn)) is ID.

APPENDIX B: PROOF OF THEOREM 4
We adapt the proofs of [15, 23].
The class Rα. Let B be a nonempty ball of R
d. We introduce the set Rα
of Radon measures ν on B satisfying: for any ε > 0, there exist δ > 0,D > 0
and a compact set Kε ⊂B with ν(B \Kε)< ε such that the measure νε =
1Kε(x)ν(dx) satisfies, for every open set U ⊂B,
νε(U)≤D× diam(U)
α+δ.(31)
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We further define the set of Radon measures Rα− =
⋂
β<αR
β. For a Radon
measure ν, we define the quantity
Cα(ν) =
∫
B×B
1
|x− y|α
ν(dx)ν(dy).
It is plain to see that
Cα(ν)<∞ =⇒ ν ∈R
α
−.
Conversely, a measure obeying (31) satisfies Cβ(ν)<+∞ for all β < α+ δ.
We show the following intermediate result:
Lemma 26. Consider a Radon measure κ ∈ Rα. Let N be the Radon
measure defined on B by
N(dx) = lim
εց0
eX
ε
x−ψ(1) ln(1/ε)κ(dx) =: lim
εց0
Nε(dx).
If F <α, then the martingale (Nǫ(B))ǫ is regular and N ∈Rα−ψ′(1)+ψ(1).
Proof. We first show that the martingale (Nǫ(B))ǫ is regular. For this,
we use the fact that F (·) verifies Assumption 2 to get (for some positive
constant S = supR+×Rd |h|)
E[Nǫ(B)
2] =
∫
B×B
E[eX
ǫ
x+X
ǫ
y ]e−2ψ(1) ln(1/ǫ)κ(dx)κ(dy)
=
∫
B×B
e
∫ 1/ε
1 F (g(u)(x−y))((du)/u)κ(dx)κ(dy)
≤
∫
B×B
e
∫∞
1 |F (g(u)(x−y))|((du)/u)κ(dx)κ(dy)
≤
∫
B×B
eF ln+(1/|x−y|)+Sκ(dx)κ(dy)
≤ eS
∫
B×B
max
(
1
|x− y|F
,1
)
κ(dx)κ(dy)
and the last integral is finite as soon as F < α. Hence, the martingale
(Nǫ(B))ǫ is regular.
We consider a compact set K ⊂ B. Even if it means multiplying κ by
a positive constant, we assume that κ(K) = 1. We consider on Ω×K the
probability measure Q defined by∫
Ω×K
f(ω,x)dQ= E
[∫
K
f(ω,x)N(dx)
]
,
where f is any nonnegative measurable function.
LE´VY MULTIPLICATIVE CHAOS 21
For 0< ε′ < ε < 1, we define the process (Xε
′,ε
x )x∈Rd by
∀x ∈Rd Xε
′,ε
x =X
ε′
x −X
ε
x −ψ(1) ln(ε/ε
′).
Because of expression (13), it is straightforward to check that, given ε1 <
ε2 < · · · < εn, the processes X
ε1,ε2 ,Xε2,ε3 , . . . ,Xεn−1,εn are Q-independent.
Moreover, for λ≥ 0 and because (Nǫ)ǫ is uniformly integrable, we have∫
eλX
ε′ ,ε
x dQ
=
∫
K
E
[
exp
{
λ
∫ 1/ǫ′
1/ǫ
∫
Rd
cos(xg(y) · u)W (du, dy)
+ sin(xg(y) · u)W ′(du, dy) + λb ln
ǫ
ǫ′
− λψ(1) ln(ε/ε′)
}
× exp
{
λ
∫ 1/ǫ′
1/ǫ
∫
S
f(Ttg(y)(s))
×
[
N(ds, dy)
− (1∨ |f(Ttg(y)(s))|)
−1θ(ds)
dy
y
]}
× exp
{
Xǫ
′
x −ψ(1) ln
1
ǫ′
}]
κ(dx)
=
∫
K
E
[
exp
{
(λ+1)
∫ 1/ǫ′
1/ǫ
∫
Rd
cos(xg(y) · u)W (du, dy)
+ sin(xg(y) · u)W ′(du, dy) + (λ+1)b ln
ǫ
ǫ′
− (λ+1)ψ(1) ln(ε/ε′)
}
× exp
{
(λ+1)
∫ 1/ǫ′
1/ǫ
∫
S
f(Ttg(y)(s))
×
[
N(ds, dy)
− (1∨ |f(Ttg(y)(s))|)
−1θ(ds)
dy
y
]}]
κ(dx)
= exp
{
ψ(λ+ 1) ln(ε/ε′)− (λ+ 1)ψ(1) ln(ε/ε′)
}
.
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In particular, under Q, the process u ∈ R+ 7→Xe
−u,1 is an integrable Le´vy
process. Thus from the strong law of large numbers, we get that Q-almost
surely:
Xe
−u,1
u
→ ψ′(1)− ψ(1),
when u→∞. Consequently, P almost surely,
N a.s.,
Xe
−u
x
u
→ ψ′(1).(32)
In particular, by Egoroff’s theorem, there exists a compact set K1ε ⊂K such
that N(K \K1ε ) < ε and the convergence (32) is uniform with respect to
x ∈K1ε . Let now q > 0, and define Nq(dy) = limǫց0 e
Xǫ,e
−q
y κ(dy) and Pq(x) =
Nq(B
q
x ∩K) where B
q
x denotes the ball centered on x and with radius e−q.
We finally define the function
θq(x, y) = 1{|x−y|≤e−q},
in such a way that Pq(x) =
∫
K θq(x, y)Nq(dy). Thus we have:∫
Pq dQ= E
[∫
K×K
θq(x, y)Nq(dx)N(dy)
]
= lim
ǫ→0
E
[∫
K×K
θq(x, y)e
Xǫ,e
−q
x +X
ǫ,e−q
y κ(dx)κ(dy)
]
=
∫
K×K
θq(x, y)e
∫
[eq,∞]
F (g(u)(y−x))((du)/u)
κ(dx)κ(dy).
Let β > F be fixed. By using Assumption 2 and the above relation, we
obtain (for some positive constant S = supR+×Rd |h|)∫ ∑
n≥1
eβnPn dQ
=
∑
n≥1
∫
K×K
θn(x, y)e
βne
∫
[en,∞]
F (g(u)(y−x))((du)/u)
κ(dx)κ(dy)
=
∫
K×K
∑
1≤n≤− ln(|x−y|)
eβne
∫
[en,∞]
F (g(u)(y−x))((du)/u)
κ(dx)κ(dy)
≤ eS
∫
K×K
∑
1≤n≤− ln(|x−y|)
eβneF ln(1/(e
n|x−y|))κ(dx)κ(dy)
≤ eS
∫
K×K
∑
1≤n≤− ln(|x−y|)
e(β−F )n
1
|x− y|F
κ(dx)κ(dy).
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Note that, for some positive constant D,∑
1≤n≤− ln(|x−y|)
e(β−F )n ≤D
1
|x− y|β−F
,
in such a way that∫ ∑
n≥1
eβnPn dQ≤De
S
∫
K×K
1
|x− y|β
κ(dx)κ(dy) =DD′Cβ(κ).
The last term is finite as soon as β < α. Thus for β ∈ ]F,α[, Q a.s., eβnPn→ 0
as n→∞. In particular, one can find a compact set K2ε ⊂ K such that
N(K \K2ε )< ε and such that, N almost surely,
lim sup
n→∞
log(Pn(x))
n
≤−β
uniformly for x∈K2ε . Setting K˜ =K
2
ε ∩K
1
ε and NK˜ = 1K˜(x)N(dx), we get
that, uniformly with respect to x ∈ K˜,
lim sup
n→∞
log(NK˜(B
x
n))
n
= limsup
n→∞
log(
∫
K˜∩Bxn
eX
e−n
u −ψ(1)nNn(du))
n
≤−β +ψ′(1)−ψ(1).
This entails in particular that M ∈Rα−ψ′(1)+ψ(1) . 
Making use of Lemma 26, we now prove Theorem 4.
Proof of Theorem 4. The basic idea is to show that a Le´vy multi-
plicative chaos satisfying ψ′(1)−ψ(1)< d can be decomposed as an iterated
Le´vy multiplicative chaos.
First, fix an integer n such that
F < n(d− ψ′(1) + ψ(1)).
There exist n independent identically distributed approximating families
(X(1),ǫ, . . . ,X(n),ǫ)ǫ∈]0,1[, respectively, associated with (S,W
(i),W ′(i),N (i),
R/n, θ/n, f, (Tx)x) where the (W
(i),W ′(i),N (i))1≤i≤n are all independent.
We assume that the triples (W (1),W ′(1),N (1)), . . . , (W (n),W ′(n),N (n)) are,
respectively, constructed on the probability space (Ω1,P
1), . . . , (Ωn,P
n), and
we define Ω = Ω1 × · · · × Ωn equipped with the probability measure P =
P1 ⊗ · · · ⊗ Pn.
We define recursively for 1≤ k ≤ n,
M (0)(dx) = dx, M (k)(dx) = lim
εց0
eX
(k),ε
x −(ψ(1)/n) ln(1/ε)M (k−1)(dx),(33)
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where the limit has to be understood in the sense of weak convergence of
Radon measures. For k ∈ [1, n− 1], one has the relation
F
n
≤ d−
k
n
(ψ′(1)−ψ(1)),
so that we can apply recursively Lemma 26 to prove that for each k ≤ n,
E[M (k)(B)] = E[M (k−1)(B)] and M (k) ∈Rd−(k/n)(ψ′(1)−ψ(1)).
In particular, the martingales considered in (33) are uniformly integrable.
Then we prove that the measures M and M (n) have the same law. For this,
we note that the following equality in law holds:
M (n)(dx) = lim
εց0
eX
(1),ε
x +···+X
(n),ε
x −ψ(1) ln(1/ε) dx.(34)
Indeed, consider the σ-algebra Gε generated by {X
(1),ε′
r , . . . ,X
(n),ε′
r , ε′ > ε, r ∈
Rd}. Using the fact that the martingales considered in (33) are uniformly
integrable, we compute
E[M (n)(A)|Gε]
= E[E[M (n)(A)|(X(1),ε
′
r , . . . ,X
(n−1),ε′
r )r∈Rd,ǫ′∈]0,1[, (X
(n),ε′
r )r∈Rd,ε′>ε]|Gε]
= E[E(n)[M (n)(A)|(X(n),ε
′
r )r∈Rd,ε′>ε]|Gε]
= E
[∫
A
eX
(n),ε
r −(ψ(1)/n) log(1/ε)M (n−1)(dr)
∣∣∣Gε]
= · · ·
=
∫
A
eX
(n),ε
r +···+X
(1),ε
r −ψ(1) log(1/ε) dr.
Since this last quantity has the same law as M ǫ(A), (34) follows by passing
to the limit as ǫ→ 0. Since E[M (n)(A)] = |A|, we deduce E[M(A)] = |A|.
HenceM is not trivial. Furthermore we have proved thatM ∈Rd−ψ′(1)+ψ(1) .
In particular, M cannot possess any atom. 
We further stress that the proof of Theorem 9 works exactly the same
[just replace dx by κ(dx) in the proof of Theorem 4].
APPENDIX C: PROOFS OF SECTION 3
C.1. Proof of Proposition 11. We have∫ ∞
a
|F (ux)|
u
du=
∫ ∞
a|x|
|F (uex)|
u
du,
LE´VY MULTIPLICATIVE CHAOS 25
where ex =
x
|x| . For a|x| ≥ 1, this quantity is less than (15). For a|x| ≤ 1, we
have the bound∫ ∞
a|x|
|F (uex)|
u
du=
∫ 1
a|x|
|F (uex)|
u
du+
∫ ∞
1
F (uex)
u
du
≤ F (0) ln
1
a|x|
+
∫ ∞
1
|F (uex)|
u
du
because |F (x)| ≤ F (0). Actually, because of the continuity of the function
F at 0, it turns out that we have
∫ 1
|x|
F (uex)
u du≃ F (0) ln
1
|x| as |x| → 0. We
deduce ∫ ∞
|x|
F (uex)
u
du≃ F (0) ln
1
|x|
as |x| → 0.(35)
C.2. Proof of Proposition 13. We just have to compute the second order
moment (we use the notation ex−y =
x−y
|x−y|)
E[M˜ ǫ(A)2] =
∫
A×A
E[eX
ǫ
x+X
ǫ
y ]e−2ψ(1) ln(1/ǫ) dxdy
=
∫
A×A
e
∫ 1/ε
1 F (u(x−y))((du)/u) dxdy
=
∫
A×A
e
∫ |x−y|/ε
|x−y|
F (uex−y)((du)/u) dxdy.
In case M admits a second order moment, we deduce that the quantity
E[M(A)2] =
∫
A×A
e
∫∞
|x−y|
F (uex−y)((du)/u) dxdy
is finite. Because of (35), we necessarily have F (0)< d. Conversely, if F (0)<
d, then supǫE[M˜
ǫ(A)2] is less than the above right-hand side, which is finite.
The proof is complete.
C.3. Proof of Proposition 12. For 0< ǫ < 1, t1, . . . , tp ∈ (R
d)p and q1, . . . ,
qp ∈R such that the following expectations make sense, we define the Laplace
exponents ψǫ of Xǫ
E[e
q1Xǫt1
+···+qpXǫtp ] = e
ψǫt1,...,tp
(q1,...,qp).
For ǫ′ < ǫ, we have
ψǫ
′
t1,...,tp(q1, . . . , qp)
= b ln
1
ǫ′
p∑
i=1
qi+
1
2
∫ 1/ǫ′
1
∫
Rd
(
p∑
i=1
qi cos(ytiu)
)2
R(du)
dy
y
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+
1
2
∫ 1/ǫ′
1
∫
Rd
(
p∑
i=1
qi sin(ytiu)
)2
R(du)
dy
y
+
∫ 1/ǫ′
1
∫
S
(
e
∑p
i=1 qif(Ttiy(s)) − 1−
p∑
i=1
qi
f(Ttiy(s))
1 ∨ |f(Ttiy(s))|
)
θ(ds)
dy
y
= b ln
ǫ
ǫ′
p∑
i=1
qi+
1
2
∫ 1/ǫ′
1/ǫ
∫
Rd
(
p∑
i=1
qi cos(ytiu)
)2
R(du)
dy
y
+
1
2
∫ 1/ǫ′
1/ǫ
∫
Rd
(
p∑
i=1
qi sin(ytiu)
)2
R(du)
dy
y
+
∫ 1/ǫ′
1/ǫ
∫
S
(
e
∑p
i=1 qif(Ttiy(s)) − 1−
p∑
i=1
qi
f(Ttiy(s))
1 ∨ |f(Ttiy(s))|
)
θ(ds)
dy
y
+ψǫt1,...,tp(q1, . . . , qp)
= b ln
ǫ
ǫ′
p∑
i=1
qi+
1
2
∫ ǫ/ǫ′
1
∫
Rd
(
p∑
i=1
qi cos
(
y
ti
ǫ
u
))2
R(du)
dy
y
+
1
2
∫ 1/ǫ′
1/ǫ
∫
Rd
(
p∑
i=1
qi sin
(
y
ti
ǫ
u
))2
R(du)
dy
y
+
∫ ǫ/ǫ′
1
∫
S
(
e
∑p
i=1 qif(T(ti/ǫ)y(s)) − 1−
p∑
i=1
qi
f(T(ti/ǫ)y(s))
1∨ |f(T(ti/ǫ)y(s))|
)
θ(ds)
dy
y
+ψǫt1,...,tp(q1, . . . , qp)
= ψ
ǫ′/ǫ
t1/ǫ,...,tp/ǫ
(q1, . . . , qp) +ψ
ǫ
t1,...,tp(q1, . . . , qp).
Hence we can write
(Xǫ
′
x )x
law
= (Xǫx +X
ǫ′/ǫ
x/ǫ )x,(36)
where Xǫ
′/ǫ is independent from Xǫ and has the same law as Xǫ
′/ǫ. It is
then plain to deduce that M is ⋆-scale invariant. Indeed, define M ǫ by
∀A ∈ B(Rd) M ǫ(A) = lim
ǫ′→0
∫
A
e
X
ǫ′/ǫ
x/ǫ
−ψ(1) ln(ǫ/ǫ′)
dx.
A straightforward change of variables shows that
M ǫ(dx)
law
= ǫdM(dx/ǫ).
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From (36), we deduce
M(dx) = eX
ǫ
x−ψ(1) ln(1/ǫ)M ǫ(dx).
APPENDIX D: PROOF OF THEOREM 16
We carry out the proof in the case when the dimension is equal to 1. This
simplifies the notation. In higher dimensions, the proof works the same way.
The guiding line is the same as in [1]. But the lack of convexity inequal-
ities, which are specific to the Gaussian case, gives rise to further technical
difficulties. So we detail what differs and refer to [1] for the proofs of the
results that do not change with respect to the Gaussian case.
D.1. Setting. We consider a nontrivial measure satisfying (2) with a mo-
ment of order 1 + δ for some δ > 0 and a fixed ǫ ∈ ]0,1[. The first step is to
prove that the measure M is a Le´vy multiplicative chaos. Since M is not
trivial and possesses a moment of order at least 1, we necessarily have
∀x∈R E[eωǫ(x)] = 1.(37)
Because it is stochastically continuous and ID, the process ωǫ admits a ver-
sion with a representation as in (3) with associated parameters (Sǫ,Wǫ,W
′
ǫ,
N, θε,Rε, fε, (T
ǫ
x)x). The Laplace transform of ωǫ is denoted by
ψǫ(q) = lnE[e
qωǫ(0)].
It satisfies ψε(1) = 0. We let (X
n)n denote a sequence of independent sta-
tionary stochastically continuous ID processes with common law that of ωε.
Of course, the law of this sequence depends on ǫ, but we remove this depen-
dence from the notation for the sake of clarity. We also define the measure
MN for N ≥ 0 by
MN (A) = εN+1M
(
1
εN+1
A
)
.(38)
We assume that the sequences (Xn)n and (M
N )N are independent. Iterating
relation (2), we get that, for every integer N , the measure M˜N defined by
M˜N (A) =
∫
A
exp
(
N∑
n=0
Xnr/εn
)
MN (dr)(39)
has the same law as the measure M .
Lemma 27 (See [1]). Let M be a stationary random measure on R ad-
mitting a moment of order 1 + δ. There is a nonnegative integrable random
variable Y ∈ L1+δ such that, for every bounded interval I ⊂R,
lim
T→∞
1
T
M(TI) = Y |I| almost surely and in L1+δ,
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where | · | stands for the Lebesgue measure on R. As a consequence, almost
surely the random measure
A ∈ B(R) 7→
1
T
M(TA)
weakly converges toward Y | · |, and EY [M(A)] = Y |A| (EY [·] denotes the
conditional expectation with respect to Y ).
Thus, in what follows, the random variable Y will be defined as the unique
(up to a set of probability 0) random variable such that EY [M(A)] = Y |A|
for all Borel sets A.
For x 6= 0, define
Sε(x) =
∞∑
n=0
Fε(x/ε
n),(40)
where Fε(·) is the generalized covariance function associated with ωε; see
Assumption 15. The uniform convergence of the series on the sets of the
type {x ∈R; |x| ≥ ρ} is ensured by (16); see [1]. Then we can reproduce the
proofs of [1], Section 5.2, by replacing Kǫ by Sε in the proofs.
D.2. M is a Le´vy multiplicative chaos. Let us define the σ algebra FN =
σ(X0, . . . ,XN , Y ). For every Borel subset A⊂R, we define
GN (A) = E[M˜
N (A)|FN ].(41)
As in [1], we prove
∀N ≥ 0 GN (A) = Y
∫
A
exp
(
N∑
n=0
Xnx/εn
)
dx.(42)
Hence, for each bounded Borel set A, the sequence (GN (A))N is a positive
martingale bounded in L1+δ . Being bounded in L1+δ , the martingale GN (A)
converges toward a random variable Q(A) which should be formally thought
of as
Q(A) = Y
∫
A
exp
(
∞∑
n=0
Xnx/εn
)
dx.
The result below is proved in [1] and uses specific properties of Gaus-
sian processes, namely Gaussian concentration inequalities due to Kahane;
see [15]. It turns out that we can carry out the proof while skipping these
inequalities:
Lemma 28. For small enough γ ∈ ]0, δ[, there exists ρ > 0 such that
sup
n
n1+ρE
[
M
([
0,
1
n
])1+γ]
<∞.(43)
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The central lemma for establishing Lemma 28 is the following:
Lemma 29. The finiteness of a moment of order 1+ δ ( for some δ > 0)
implies
∀ǫ < 1 ψ′ǫ(1)< ln
1
ǫ
(44)
and
∀γ ∈ [0, δ[, ∀ǫ < 1 ψǫ(1 + γ)< γ ln
1
ǫ
.(45)
Proof. Let us fix ǫ < 1 and define for q ≤ 1,
Fǫ(q, r) = lnE[e
qωǫ(r)+qωǫ(0)].
Let us consider h > 1 such that (1 + δ)h = 2. By concavity of the function
x 7→ x1/h, we can make use of Jensen’s inequality to get for N ≥ 1,
E
[
M
([
0,
1
n
])1+δ]
= E
[
M
([
0,
1
n
])2×(1/h)]
= E
[(∫ 1/n
0
∫ 1/n
0
e
∑N−1
p=0 X
p(r/ǫp)+Xp(u/ǫp)MN−1(dr)MN−1(du)
)1/h]
≥ E
[∫ 1/n
0
∫ 1/n
0
e(1/h)
∑N−1
p=0 X
p(r/ǫp)+Xp(u/ǫp)MN−1(dr)MN−1(du)MN−1
×
([
0,
1
n
])2/h−2]
≥ e
N inf
|r|≤1/(nǫN )
Fǫ(1/h,r)E
[
MN−1
([
0,
1
n
])1+δ]
,
where we made use of the fact that the sequence (Xn)n≤N−1 is independent
of the random measure MN−1. Now we choose N such that ǫN = 1αn for
some α> 0, that is, N = lnα+lnnln(1/ǫ) . We obtain
E
[
M
([
0,
1
n
])1+δ]
≥
1
n1+δ
e((lnn+lnα)(inf |r|≤αFǫ(1/h,r))/ ln(1/ǫ))
1
α1+δ
E[M([0, α])1+δ].
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Now, we use the super-additivity of the function x 7→ x1+δ to obtain
E[M([0,1])1+δ]≥
n∑
k=1
E
[
M
([
k− 1
n
,
k
n
])1+δ]
.
By gathering the above inequalities, we deduce
E[M([0,1])1+δ]
≥ n
1
n1+δ
e(lnn+lnα)((inf |r|≤αFǫ(1/h,r))/ ln(1/ǫ))
1
α1+δ
E[M([0, α])1+δ].
Because the left-hand side is bounded independently of n, we necessarily
have
∀ǫ > 0
inf |r|≤αFǫ(1/h, r)
ln(1/ǫ)
≤ δ.(46)
By letting α go to 0 and by continuity of Fǫ(
1
h , ·) at 0 (ωǫ is stochastically
continuous with a moment of order 1 + δ), we deduce
∀ǫ > 0
ψǫ(1 + δ)
ln(1/ǫ)
≤ δ.(47)
By convexity arguments, it is then plain to deduce that
ψ′ǫ(1)
ln(1/ǫ)
< 1.(48)
Indeed, the (not strict) inequality results from (47). If equality holds, this
means that ψǫ(1 + γ) = 1 for all γ ∈ [0, δ[. By analycity arguments, this
implies that the law of the process ωǫ is that of a constant, and the measure
M is thus trivial. This is in contradiction to our assumptions. The same
type of argument leads to (45). 
Proof of Lemma 28. We consider γ ∈ ]0, δ[. As the function x 7→ x1+γ
is convex, we make use of Jensen’s inequality to get for N ≥ 1,
E
[
M
([
0,
1
n
])1+γ]
= E
[(∫ 1/n
0
e
∑N−1
p=0 X
p(r/ǫp)
MN−1([0,1/n])
MN−1(dr)
)1+γ
MN−1
([
0,
1
n
])1+γ]
≤ E
[∫ 1/n
0
e(1+γ)
∑N−1
p=0 X
p(r/ǫp)MN−1(dr)MN−1
([
0,
1
n
])γ]
≤ E[e(1+γ)
∑N−1
p=0 X
p(0)]E
[
MN−1
([
0,
1
n
])1+γ]
= eNψǫ(1+γ)E
[
MN−1
([
0,
1
n
])1+γ]
,
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where, once again, we made use of the fact that the sequence (Xn)n≤N−1 is
independent of the random measure MN−1. We choose N = − lnnln ǫ in order
to have ǫN = 1n . We get that
E
[
M
([
0,
1
n
])1+γ]
≤
1
n1+γ−((ψǫ(1+γ))/ ln(1/ǫ))
E[M([0,1])1+δ].
We are thus left with checking that ψ
′
ǫ(1)
ln(1/ǫ) < 1. This the content of Lemma 29.

Let us stress that, as an immediate consequence of Lemma 28, the measure
M does not possess any atom; see [9], Corollary 9.3VI. With the above
estimation on the function ψǫ, we can prove that Q is a nontrivial Le´vy
multiplicative chaos:
Lemma 30. The random measure Q is a Le´vy multiplicative chaos, and
it is nonrivial.
Proof. Let us use the decomposition of Xn to write
Xn(r) = bǫ +
∫
Rd
cos(t · u)W nǫ (du) +
∫
Rd
sin(t · u)W n
′
ǫ (du)
+
∫
Sǫ
fǫ(T
ǫ
t (s))[N
n
ǫ (ds)− (1∨ |fǫ(T
ǫ
t (s))|)
−1θǫ(ds)],
where the triples (W nǫ ,W
n′
ǫ ,N
n
ǫ )n are independent. Thus we have
Y Nt =
N∑
n=0
Xn
(
t
ǫn
)
=Nbǫ +
N∑
n=0
∫
Rd
cos
(
t
ǫn
· u
)
W nǫ (du) +
N∑
n=0
∫
Rd
sin
(
t
ǫn
· u
)
W n
′
ǫ (du)
+
N∑
n=0
∫
Sǫ
fǫ(T
ǫ
t/ǫn(s))[N
n
ǫ (ds)− (1∨ |fǫ(T
ǫ
t/ǫn(s))|)
−1θǫ(ds)].
Let us compute the Le´vy exponent of Y N . For r1, . . . , rp ∈ R and λ1, . . . ,
λN ∈R such that the following expectations make sense, we have
E[e
∑p
i=1 λiY
N
ri ]
= exp
(
Nbǫ +
1
2
N∑
n=0
∫
Rd
(
p∑
i=1
λi cos
(
ri
ǫn
· u
))2
Rǫ(du)
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+
1
2
N∑
n=0
∫
Rd
(
p∑
i=1
λi sin
(
ri
ǫn
· u
))2
Rǫ(du)
+
N∑
n=0
∫
Sǫ
(
e
∑p
i=1 λifǫ(T
ǫ
ri/ǫ
n(s)) − 1−
p∑
i=1
λifǫ(T
ǫ
ri/ǫn
(s))
1∨ |fǫ(T ǫri/ǫn(s))|
)
θǫ(ds)
)
.
We point out that the last quantity can be rewritten as
exp
(∫ 1/ǫN
1
bǫ
ln(1/ǫ)
dy
y
+
1
2
∫ 1/ǫN
1
∫
Rd
(
p∑
i=1
λi cos(rig(y) · u)
)2
Rǫ(du)
ln(1/ǫ)
dy
y
+
1
2
∫ 1/ǫN
1
∫
Rd
(
p∑
i=1
λi sin(rig(y) · u)
)2
Rǫ(du)
ln(1/ǫ)
dy
y
+
∫ 1/ǫN
1
∫
Sǫ
(
e
∑p
i=1 λifǫ(T
ǫ
rig(y)
(s))
− 1−
p∑
i=1
λifǫ(T
ǫ
rig(y)
(s))
1∨ |fǫ(T ǫrig(y)(s))|
)
θǫ(ds)
ln(1/ǫ)
dy
y
)
,
where g is defined by g(y) = 1ǫn on the interval [
1
ǫn ,
1
ǫn+1 [. Hence, Q is obvi-
ously a Le´vy multiplicative chaos. Furthermore, from relation (41), it is plain
to deduce that the martingale (GN (A))N is bounded in L
1+δ as (M˜N )N is.
Thus, the martingale (GN (A))N converges a.s. and in L
1+δ toward its limit
Q(A), which is necessarily nontrivial. 
Once we have proved Lemmas 28 and 30, we can proceed along the same
lines as in [1], Section 5, to have the following description of the set of good
⋆-scale invariant random measures:
Proposition 31. The random measures (Q(A))A∈B(R) and (M(A))A∈B(R)
have the same law.
D.3. Structure of the Le´vy chaos. Now, we still have to show that the
chaos M can be recovered in the same way as the construction set out in
Section 3. For (t1, . . . , tp) ∈ R
p, we introduce the Le´vy exponent ηǫ of the
random variable (ωǫ(t1), . . . , ωǫ(tp)), namely
E[eiq1ωǫ(t1)+···+iqpωǫ(tp)] = eη
ǫ(t1,...,tp,Q),
where Q stands for the vector (q1, . . . , qp) ∈R
p. For T ∈R, Q ∈Rp and t≥ 0,
we define GQ(t, T ) = η
e−t(e−T t1, . . . , e
−T tp,Q). It is the Le´vy exponent of
the random variable (ωe−t(e
−T t1), . . . , ωe−t(e
−T tp)). Now, we make use of
the cascading equation. We claim that for ε, ε′ > 0, the following equality
holds:
(ωεε
′
r )r∈R
law
= (ωεr + ω
ε′
r/ε)r∈R,
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where the processes ωε and ωε
′
are independent. This is an easy consequence
of the cascading equation and Lemma 25. It follows that, for h > 0,
GQ(t+ h,T ) =GQ(t, T ) +GQ(h,T − t),
or
GQ(t+ h,T )−GQ(t, T )
h
=
GQ(h,T − t)
h
.
Because of Assumption 15(3), at t0 = ln
1
ǫ0
and for all T ∈ R, the left-hand
side converges as h→ 0, and so does the right-hand side. It follows that
GQ is differentiable w.r.t. t at t= 0, and then at every t≥ 0. Furthermore,
∂tG(t, T ) is continuous w.r.t. (t, T ) because of Assumption 15(3) again. We
deduce that
GQ(t, T )−GQ(s,T ) =
∫ t
s
H(e−T+rt1, . . . , e
−T+rtp)dr
=
∫ et−T
es−T
H(yt1, . . . , ytp)
dy
y
,
where
H(t1, . . . , tp,Q) = lim
ǫ→1
1
− ln ǫ
ηǫ(t1, . . . , tp,Q).
Furthermore, H is a continuous function of (t1, . . . , tp). By taking T, s= 0
and by noticing that GQ(s,T ) = 0, we deduce
ηǫ(t1, . . . , tp,Q) =
∫ 1/ǫ
1
H(yt1, . . . , ytp)
dy
y
.(49)
Now we want to prove that H stands for the finite-dimensional distributions
of an ID process. For that purpose, observe that (48) and (37); that is
ψǫ(1) = 0, implies that, for each t ∈ R, the ID random variable with Le´vy
exponent
q ∈R 7→
1
− ln ǫ
ψǫ(q)
is tight. Indeed, both relations imply that its characteristic triple (bǫ, σǫ, νǫ)
satisfies
sup
ǫ
(
σ2ǫ +
∫
R
min(1, z2)νǫ(dz)
)
<+∞
and
bǫ + σ
2
ǫ/2 +
∫
R
(ez − 1− z1|z|≤1)νǫ(dz) = 0.
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Hence, for any (t1, . . . , tp) ∈R
p, the family of ID random variables with Le´vy
exponents
Q ∈Rp 7→
1
− ln ǫ
ηǫ(t1, . . . , tp,Q)
is tight since its one-dimensional marginals have 1− ln ǫψ
ǫ(q) as Le´vy expo-
nents. Thus, for any (t1, . . . , tp) ∈ R
p, Q 7→ H(t1, . . . , tp) is necessarily the
Le´vy exponent of some nontrivial Rp-valued ID random variable. Further-
more, H is necessarily associated with a consistent family of random vari-
ables since the family (Q 7→ 1− ln ǫη
ǫ(t1, . . . , tp,Q))p≥1,(t1,...,tp)∈Rp is. Hence,
there exists an ID stationary random process X on R such that ∀p≥ 1 and
∀(t1, . . . , tp) ∈R
p
E[eiq1Xt1+···+iqpXtp ] = eH(t1,...,tp,Q).
The Laplace transform ψ of X0 (or equivalently of Xt for any t ∈R) neces-
sarily satisfies
ψ(1) = 0 and ψ(1 + δ)≤ δ.
It remains to prove that X is stochastically continuous. Notice that the
mapping t ∈R 7→H(0, t,Q) is continuous. In particular, we can choose Q=
(q,−q) for some q ∈R. We deduce limt→0E[e
iq(Xt−X0)] = 1 for all q ∈R. In
particular, Xt −X0 converges in law toward 0 as t→ 0. Therefore Xt −X0
converges in probability toward 0 as t→ 0.
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We explain the proof in dimension d = 1. The generalization to higher
dimensions is straightforward. Let us consider δ > 0 such that M admits a
moment of order 1 + δ. For any ǫ ∈]0,1[ and n ∈ N∗ with finite Lebesgue
measure, we have from Jensen’s inequality,
E
[
M
([
0,
1
n
])1+δ]
≥ E
[
M˜ ǫ
([
0,
1
n
])1+δ]
.
We deduce
E[M([0,1])1+δ]≥
n∑
k=1
E
[
M
([
k− 1
n
,
k
n
])1+δ]
≥ nE
[
M˜ ǫ
([
0,
1
n
])1+δ]
.
Let us define for ǫ ∈]0,1[ and q ≤ 1
Fǫ(q, r) = lnE[e
qXǫ0+qX
ǫ
r−2qψ(1) ln(1/ǫ)]
and observe that
Fǫ(q, r) =
∫ 1/ǫ
1
[ψ0,rg(y)(q, q)− 2qψ(1)]
dy
y
.
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Let us consider h > 1 such that (1 + δ)h= 2. By using the concavity of the
function x 7→ x1/h and Jensen’s inequality, we get
E
[
M˜ ǫ
([
0,
1
n
])1+δ]
= E
[
M˜ ǫ
([
0,
1
n
])2×(1/h)]
= E
[(∫ 1/n
0
∫ 1/n
0
eX
ǫ
r−ψ(1) ln(1/ǫ)+X
ǫ
u−ψ(1) ln(1/ǫ) dr du
)1/h]
≥ n−1−δE
[∫ 1/n
0
∫ 1/n
0
e(1/h)X
ǫ
r+(1/h)X
ǫ
u−(1+δ)ψ(1) ln(1/ǫ)n2 dr du
]
≥ n−1−δeinf|r|≤1/nFǫ(1/h,r).
Gathering the above inequalities yields
E[M([0,1])1+δ]≥ n−δeinf|r|≤1/n Fǫ(1/h,r).(50)
Now fix α > 0. Because the mapping u 7→ ψ0,u(
1
h ,
1
h) is continuous, there
exists η > 0 such that |ψ0,u(
1
h ,
1
h) − ψ0,0(
1
h ,
1
h)| ≤ α for |u| ≤ η. We choose
ǫ= 1nη and we obtain for |r| ≤
1
n ,∣∣∣∣Fǫ(1h, r
)
− Fǫ
(
1
h
,0
)∣∣∣∣≤ ∫ nη
1
∣∣∣∣ψ0,rg(y)( 1h, 1h
)
− ψ0,0
(
1
h
,
1
h
)∣∣∣∣dyy
≤ α ln(nη).
We deduce
inf
|r|≤1/n
Fǫ
(
1
h
, r
)
≥ Fǫ
(
1
h
,0
)
−α ln(nη) = ln(nη)(ψ(1+ δ)− (1+ δ)ψ(1)−α).
By plugging this relation into (50), we get
E[M([0,1])1+δ]≥ n−δeln(nη)(ψ(1+δ)−(1+δ)ψ(1)−α) .
Since this relation must be valid for all n large enough, we necessarily have
ψ(1 + δ)− (1 + δ)ψ(1)− α≤ δ.
Since α> 0 is arbitrary, we deduce
ψ(1 + δ)− (1 + δ)ψ(1) ≤ δ.
In particular, by convexity arguments [as in establishing (48)] we have
ψ′(1)− ψ(1)< 1.
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