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RESUME : L’objectif global de l’enseignement est de faire comprendre et de mettre en place une chaîne de traitements 
permettant de reconnaître et de localiser un objet spécifique dans l’espace. L’étude de cette chaîne de traitement englobe 
l’apprentissage de procédures d’acquisition d’images, de calibration de caméra, de segmentation/reconnaissance de for-
mes et de vision stéréoscopique. D’un point de vue matériel, le dispositif de vision est constitué de deux caméras (mo-
nochrome et couleur) pouvant faire des acquisitions stéréoscopiques. Les caméras et les traitements qui y sont rattachés 
sont pilotés par le logiciel LabVIEW associé à la bibliothèque graphique NI-Vision. Les traitements mathématiques se 
font à l’aide du logiciel Matlab. 
Mots clés : vision stéréoscopique, calibration, Licence Professionnelle.
1 INTRODUCTION 
La Mécatronique est une discipline encore en émer-
gence qui résulte de l’association de la mécanique, de 
l’électronique, de l’automatique et de l’informatique 
industrielle. La Licence Professionnelle a pour objectif 
de compléter la formation des techniciens possédant 
une spécialité centrée sur la mécanique, l'électronique 
ou l'automatisme pour leur apporter les connaissances 
technologiques transversales essentielles dans un 
contexte de conception et fabrication intégrée de sys-
tèmes automatisés et robotiques. Plus concrètement, 
elle a comme vocation de former des techniciens à 
haute qualification susceptibles de gérer des platefor-
mes multitechniques (suivi de l’installation, mise en 
œuvre et réglage des différents modules, maintenance 
et prospective d’évolution). 
Un des enseignements de cette licence porte sur la 
commande des systèmes industriels et plus particuliè-
rement sur des aspects Robotique/Vision. L’objectif 
global de cet enseignement est de faire comprendre les 
différents éléments d’une chaîne de traitements 
d’images. Afin d’illustrer plus concrètement ces diffé-
rents aspects, nous avons décidé de réaliser une série de 
Travaux Pratiques portant sur la reconnaissance et la 
localisation spatiale d’objets simples. Cette application 
est suffisamment complexe pour intégrer et associer 
différents modules fondamentaux de la vision par ordi-
nateur allant des aspects d’acquisition d’images, de 
calibration de caméras, de segmentation/reconnaissance 
de formes et de vision stéréoscopique. L’originalité de 
la démarche que nous proposons est d’aller au delà de 
la simple démonstration de quelques modules de trai-
tement d’images ou d’extraction de formes, générale-
ment proposée dans le cadre d’enseignement en Li-
cence Professionnelle, en montrant les liens réels qui 
existent entre l’image et son environnement. C’est pour 
cela que nous insisterons sur les notions de calibration 
(plane et 3D) ainsi que sur les notions de reconstruction 
3D.  
De telles notions se retrouvent dans le milieu industriel 
lors de procédures de contrôle par la vision ou de 
commande de robots. Les procédures de calibration 
liant l’image et l’espace sont primordiales pour ces 
types d’applications,  
L’intérêt de ces modules et plus encore le formalisme 
de ces notions sont toutefois assez difficiles à com-
prendre. Nous nous proposons donc d’aborder ces no-
tions sous l’aspect de leur utilité dans la chaîne plutôt 
que sous un aspect mathématique trop complexe pour 
le niveau d’étude des étudiants qui suivent cette forma-
tion de Licence Professionnelle. En effet, ces étudiants 
ont un niveau de Technicien Supérieur (titulaire d’un 
DUT GEII, GIM ou GMP ou d’un BTS MAI, MI, élec-
trotechnique, …). L’objectif attendu des TP n’est donc 
pas qu’ils maîtrisent parfaitement les aspects mathéma-
tiques ou algorithmiques des différentes procédures 
d’acquisition et de traitement d’images, mais plutôt 
qu’ils en comprennent les principes généraux et la fa-
çon de les associer. Un logiciel de programmation gra-
phique de type LabVIEW1 de National Instruments 
associé à une bibliothèque graphique de type NIVision 
est donc parfaitement adapté à répondre aux objectifs 
de ces Travaux Pratiques. Ce papier décrit donc les 
différents thèmes abordés, leurs aspects matériels et 
également logiciels. 
2 APPLICATION 
L’objectif applicatif de cette série de TP est de recon-
naître, de localiser spatialement un cylindre vert parmi 
d’autres cylindres (voir figure 1).  
L’objectif à terme est de coupler cette partie vision à 
une partie opérative, un bras de robot, se saisissant de 
cet objet. La localisation 3D se fait par vision stéréos-
copique à partir de 2 caméras (une caméra mono-
chrome et une caméra couleur). 
Nous avons choisi de reconnaitre et localiser des cylin-
dres car ces objets simplifient l’étape de reconnaissance 
de formes. En effet,  l’image  d’un cylindre vue par une  
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 http://www.ni.com/labview/f/ 
 fig 1 : Cylindre vert (deuxième à partir de la gauche) 
parmi d’autres cylindres de couleur rouge ou bleu. Cible à 
reconnaître et localiser dans l’espace. 
caméra se présente en 2D sous la forme d’une sil-
houette de couler de forme rectangulaire. Si la caméra 
se déplace dans un plan perpendiculaire à l’axe des 
cylindres et quelle que soit sa position, les cylindres 
seront toujours perçues sur les images comme des sil-
houettes rectangulaires. La phase de reconnaissance se 
résume alors à segmenter et reconnaitre des formes 
rectangulaires sur les images. 
L’intérêt pédagogique de ce sujet réside dans le fait 
qu’il illustre une chaîne complète de vision par ordina-
teur avec des parties matérielles (caméras couleur et 
monochrome, carte d’acquisition, banc de calibration) 
et des suites de traitements adaptés dans des domaines 
variés (segmentation d’images en niveau de gris et cou-
leurs –plans de couleurs-, reconnaissance de formes 
simples, calibration 2D et 3D et vision stéréoscopique). 
Cette chaîne sera véritablement complète avec la réali-
sation de la partie opérative. 
2.1 Partie matérielle 
Le double objectif de reconnaissance de formes et de 
localisation spatiale nous a tout naturellement conduit à 
envisager une solution de deux caméras en vision sté-
réoscopique, dont une caméra couleur pour illustrer la 
segmentation d’images basée sur les plans couleurs. 
Pour le choix des caméras nous avons voulu privilégier 
la résolution par rapport à la vitesse d’acquisition. Nous 
avons opté pour deux caméras Philips analogiques de 
"haute résolution" (de l’ordre de 750x500). 
Afin de faciliter l’intégration de la capture d’images 
dans LabVIEW, les caméras seront pilotées par deux 
cartes d’acquisition de National Instrument IMAQ PCI 
1407 et IMAQ PCI 1411 pour, respectivement, 
l’acquisition monochrome et couleur. 
Ces caméras sont fixées sur un rail sur lequel coulisse 
une grille de calibration et sur lequel est posé un pla-
teau avec les cylindres (figure 2). Cette installation fixe 
ainsi le contexte de fonctionnement et de calibration 
des caméras. 
2.2 Mise en œuvre logicielle 
Comme il a été dit dans l’introduction, l’utilisation d’un 
logiciel de programmation graphique de type Lab-
VIEW associé à une bibliothèque graphique de type  
Caméra couleur
Caméra noir et blanc
Cylindres
Grille de calibration
rail
 
fig 2 : Disposition matérielle vue du dessus. Deux 
caméras fixées sur un rail en position stéréoscopiques. Une 
grille de calibration peut se déplacer sur le rail. Un plateau 
portant les cylindres peut être posé sur le rail. 
NIVision nous a paru vraiment adaptée pour faire res-
sortir les principes fonctionnels ou mathématiques des 
différents traitements sans être gêné par des difficultés 
de programmation. Les différentes routines de Lab-
VIEW et NIVision se présentent sous la forme d’objets 
graphiques (Virtual Instrument, VI, selon la terminolo-
gie de National Instruments) qui sont associés entre eux 
pour former le traitement final. Lors de l’élaboration 
des séances, nous nous sommes heurtés à une des gran-
des difficultés de LabVIEW que représente la conver-
sion de données (clusters, tableaux, variables) entre les 
différents VI. Pour des raisons d’efficacité, nous ne 
pouvions demander aux étudiants d’utiliser directement 
les VIs de labVIEW et NIVision. Nous avons donc dû 
réaliser nos propres VIs intégrant les VIs natifs et la 
conversion de données. Les étudiants ont donc à leur 
disposition une bibliothèque documentée de VIs spéci-
fiques à l’application. Leur travail consiste à associer 
ces VIs en fonction de la notion étudiée. 
Pour des soucis d’économie, nous ne disposions que 
d’un seul jeu de caméras associé à un PC serveur. La 
communication entre les PCs de travail et le PC serveur 
s’est faite par envoi de commandes via les modules de 
communications TCP/IP de LAbVIEW. Sur les PCs de 
travail, nous avons créé des VIs d’acquisition d’images 
dont la fonction est d’envoyer une requête d’acquisition 
au PC serveur et de récupérer l’image acquise par par-
tage de fichiers entre PCs. L’utilisation de ces VIs rend 
l’acquisition complètement transparente pour les étu-
diants. 
2.3 Notions étudiées 
La chaîne complète de traitements peut se décomposer 
de la façon suivante (figure 3) : 
 
• La procédure d’acquisition : Nous voulions que les 
étudiants prennent conscience des notions suivan-
tes : 
o Les paramètres d’acquisitions d’images : 
choix de la caméra, format des images dé-
livrées par la carte, séquencement des ac-
quisitions (snap, grab, etc.). Une démons-
tration de ces différents paramètres leur 
est faite. 
o Le codage des images (information codée 
sur 8 bits pour un pixel d’image mono-
chrome, 3x8bits pour une image couleur, 
codage des couleurs en RGB, en HSL, 
etc.). L’objectif à terme étant de préparer 
la segmentation d’images couleurs. 
o Les paramètres d’une caméra (position, 
orientation, focale, distorsion). Pour cela, 
un VI de modèle Pin Hole de caméra leur 
est proposée. Les étudiants font varier les 
paramètres afin d’ajuster la projection 
d’une grille virtuelle sur l’image d’une 
grille réelle. 
 
• La procédure de calibration d’une caméra qui 
consiste à définir la relation qui existe entre un 
pixel de l’écran et l’espace 3D. Les étudiants abor-
dent dans un premier temps la calibration plane 
puis étendent cette calibration plane à une calibra-
tion 3D par une méthode multi-plans. Ces calibra-
tions se font sur un banc de calibration à l’aide de 
grilles de points dont les coordonnées 3D sont 
connues dans le repère réel (figure 4). Les croix 
indiquent des positions connues sur le plan et ser-
viront pour l’évaluation de calibrations.  
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               fig 4 : Banc et grille de calibration  
 
o Calibration plane : elle est utilisée pour effec-
tuer des mesures de distances réelles sur une 
image 2D d’objets se trouvant dans un plan 
(mesure de distances en microscopie par 
exemple). 
o Calibration 3D multiplans [1] (bi-plans dans 
notre cas). L’idée est d’estimer l’intersection 
de la droite de projection avec plusieurs plans 
connus. Ceci nous donne alors la relation di-
recte entre pixel et droite de projection, sans 
connaissances ou hypothèses a priori. Le prin-
cipe est le suivant (figure 5) :  
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fig.5 : Principe de la calibration multi-plans 
 
Prenons deux plans parallèles et perpendicu-
laires à l'axe des zwc. Le premier plan, le plan 
1, est caractérisé par z=z1, le second, le plan 2, 
par z=z2. Prenons la droite de projection qui 
abouti à la formation du pixel Pec(xec, yec). La 
droite de projection va traverser les plan 1 et 2 
respectivement aux coordonnées x1, y1 et x2, 
y2. Ces deux points P1(x1, y1, z1) et P2(x2, y2, 
z2) permettent de définir la droite de projec-
tion. L'équation paramétrique de la droite de 
projection est alors : P1 + (P2-P1).t. 
Le but de la calibration est d’associer pour 
tous les pixels Pec(xec, yec) de l’écran, les 
points P1 et P2. correspondant aux deux plans 
connus Ceci peut se faire par deux calibrations 
planes, l'une pour le plan 1 l'autre pour le plan 
2.  
 
• Les objets d’intérêts seront isolés et localisés dans 
l’image à l’aide de procédures de reconnaissances 
de formes. Les objets à reconnaître sont assez sim-
ples. Les étudiants utilisent des méthodes de seg-
mentation par seuillage (seuillage de niveaux de 
gris pour la caméra N&B, seuillage dans l’espace 
de couleur HSL pour l’image couleur). La recon-
naissance et localisation des formes sur l’image 
sont ensuite menées à l’aide de VIs existant dans la 
bibliothèque NI Vision. 
 
• L’information issue de la calibration des caméras 
et de la reconnaissance d’objets permet de retrou-
ver la position spatiale des objets d’intérêts. Des 
procédures de calculs d’intersection de droites de 
projection sont développées par les étudiants sous 
Matlab et intégrées comme script dans LabVIEW. 
De même, l’utilisation de droites épipolaires per-
met d’illustrer la mise en correspondance d’entités 
entre images (figure 6). 
 
 
fig 6 : Mise en correspondance par droite épipolaire 
 
2.4 Organisation de l’enseignement 
Dans un premier temps, les étudiants suivent 6h de 
cours-TD. L’enseignement porte sur les différentes 
notions d’une chaîne d’acquisitions, de  traitements 
d’images et de vision : constitution et information con-
tenue dans une image (pixel, valeurs, plans couleurs –
RGB, HSL, etc.), notion de convolution, restauration, 
segmentation, interprétation, calibration 2D et 3D, sté-
réovision et mise en correspondance. Ces différentes 
notions sont présentées de manière assez qualitative, 
l’objectif étant que les étudiants comprennent les no-
tions des différents traitements sans toutefois rentrer 
dans un formalisme trop théorique. Par exemple, pour 
la calibration plane, seule l’intérêt et le résultat de la 
calibration sont présentés sans entrer dans les détails 
(modèle de projection, distorsion, interpolation, etc.). 
Ces différentes notions sont abondamment illustrées 
afin que les étudiants perçoivent au mieux la probléma-
tique et l’effet de chaque type de traitement. 
En parallèle les étudiants suivent une série de 4 séances 
de 3 heures de Travaux Pratiques sur le matériel pré-
senté dans les paragraphes précédents. Le contenu de 
ces séances est assez progressif pour que les étudiants, 
d’une part, apprennent les notions de base et pour que, 
dans un second temps, ils réinvestissent ces connais-
sances dans un schéma plus général. Le contenu de ces 
séances suit la progression suivante2 : 
 
• Séance 1 : Acquisition, restauration et amélioration 
des images. Durant cette séance, les étudiants ap-
prennent les différents modes d’acquisition (mono-
coup, séquence, continu), la notion d’espace de 
couleurs (RGB et HSL), quelques notion d’analyse 
d’images (profil, histogrammes, etc.), de restaura-
tion d’images (ils mettent en œuvre des filtres 
moyenneurs, Gaussiens et médians) et de 
d’amélioration d’images (fenêtrage, fonction de 
transfert, égalisation d’histogrammes). Durant cette 
séance, les étudiants utilisent soit des routines tou-
tes faites, soit partent de la documentation de Lab-
view et associent des routines de la librairie gra-
phique. Les traitements sont appliqués sur les ima-
ges acquises par les caméras ou sur des images re-
présentatives d’un problème particulier. Par exem-
ple une image d’un tableau de Rembrandt est utili-
sée afin de « rendre plus visible » l’information ca-
chée par le clair-obscur.  
 
• Séance 2 : Segmentation reconnaissance de for-
mes. Cette séance n’a pas pour vocation de présen-
ter les différentes classes de méthodes existantes. Il 
est demandé aux étudiants de proposer une straté-
gie de segmentation et de reconnaissance de for-
mes directement liées à notre problématique finale, 
c'est-à-dire l’extraction de la position des centres 
des cylindres sur l’image acquise par la caméra 
noir et blanc et l’extraction de la position du seul 
centre du cylindre vert sur l’image acquise par la 
caméra couleur (figure 1). Les étudiants utilisent 
des notions de choix de plans de couleur, de choix 
de seuil de binarisation à l’aide d’histogrammes, 
d’utilisation d’outils de reconnaissance de formes 
(des rectangles dans notre cas particulier) et 
d’exploitation des résultats de cette reconnais-
sance. À la fin de cette séance, les étudiants ont 
tous élaborés une routine d’extraction des centres 
de cylindres à partir des images acquises par les 
deux caméras. La notion de pattern recognition à 
partir de templates et également illustrée lors de 
cette séance. Les étudiants définissent un template 
sur une image du tableau « jour et nuit » de Escher 
(figure 7). Ce tableau permet d’illustrer la notion 
de degré de ressemblance entre le template et 
l’information recherchée dans l’image. 
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 Les sujets des différents TP sont disponibles 
sur le site : http://perso.univ-rennes1.fr/jean-
louis.dillenseger/home_enseignement.htm 
          fig 7 : Recherche de motifs 
 
• Séance 3 : Calibration de caméras. Les notions de 
calibrations plane et 3D sont abordées durant cette 
séance.  
 
Calibration plane. Les étudiants font l’acquisition 
d’une image de la grille de calibration (figure 4), 
entrent les paramètres réelles de la grille (seuil de 
détection, origine et géométrie réelle de la grille) et 
effectuent la calibration plane à l’aide d’un VI de 
la librairie graphique de Labview [2]. Dans un se-
cond temps, les étudiants chargent les paramètres 
de calibration et les vérifient en cliquant dans 
l’image sur des points dont les coordonnées réelles 
sont connues (les croix dans l’image de la grille). 
 
Calibration 3D. Les étudiants suivent le protocole 
décrit au paragraphe 2.3 : calibration plane de deux 
plans, l’un à z=z1, l’autre à z=z2. Le travail des 
étudiants consiste à effectuer la calibration plane 
pour deux positions z1 et z2 de la grille de calibra-
tion. Cette calibration multi-plans est ensuite véri-
fiée à l’aide d’une troisième position z3 du plan de 
calibration. Lorsque sur cette image, l’étudiant cli-
que sur une des croix de vérification, la calibration 
multi-plans nous donnent deux points dans l'espace 
P1(x1, y1, z1) et P2(x2, y2, z2) qui définissent la 
droite de projection. Cette droite de projection 
passera forcément par les coordonnées réelles de la 
croix. 
 
• Séance 4 : Localisation 3D. Durant cette séance, 
les étudiants assemblent les parties développées 
précédemment : calibration 3D des deux caméras, 
reconnaissance de formes et localisation 3D. Pour 
une paire d’images, les étudiants sont alors de ca-
pable d’extraire les droites de projections des cen-
tres de cylindres. L’intégration de routines déve-
loppées par l’enseignant sous Matlab leur permet 
de mettre en correspondance les cylindres et 
d’estimer l’intersection entre les droites de projec-
tion et donc la position 3D du cylindre cible.  
 
Durant ces séances, les étudiants sont en binômes et de 
surcroît les enseignants incitent les différents groupes à 
communiquer entre eux, ceci pour favoriser l’échange 
de savoir et de savoir faire. Généralement les étudiants 
arrivent au bout de ces quatre séances. L’évaluation 
porte d’une part sur leur implication durant les Travaux 
Pratiques et, d’autre part, sur un devoir plus formel où 
il est demandé à l’étudiant de proposer une stratégie de 
traitements à une étude de cas. 
 
3 CONCLUSION 
L’enseignement suivi par les étudiants leur a permis de 
comprendre les différents éléments d’une chaîne de 
traitements en vision par ordinateur. L’utilisation d’un 
langage de programmation graphique comme Labview 
associé à une bibliothèque de routine de Vision permet 
aux étudiants d’appréhender des notions assez com-
plexes comme la calibration ou la reconstruction 3D 
sans qu’il soit nécessaire d’en maîtriser les aspects ma-
thématiques ou formels. 
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