Introduction
Given data generated by a known stochastic process, methods of encoding the data to achieve the minimal average coding length, such as Hu man and arithmetic coding, are known 7] . Universal codes 15, 8] encode data such that, asymptotically, the average per-symbol code length is equal to its minimal value (the entropy rate) for any source within a wide class. For the well-known Lempel-Ziv code, the average per-symbol code length in excess of the entropy, i.e. the redundancy, goes to 0 for the class of all ergodic stochastic processes 15]. In fact, this is the optimal rate of convergence for this class. There is no code for which the redundancy goes to 0 at rate o(1) for the class of all ergodic stochastic processes 13]. However, it has been observed that the rates of convergence of universal methods such as Lempel-Ziv are slow 2, page 268]. In this paper we will derive some optimal rates of convergence for universal codes over nitely parameterized sources, in particular, Markov chains. 
where I( ) = ?E r 2 log P (X)] is the Fisher information matrix 5]. The prior f ( ) = q det I( ), known as the Je rey's prior, equalizes the risk with the rate of growth subtracted o and so is minimax for the asymptotic problem (in the interior of the parameter space). From the noiseless coding theorem, this is a lower bound on the optimal asymptotic rate of convergence of any universal code. This lower bound can be achieved by the Bayes rule using Je rey's prior assuming that the entropy lower bound can be achieved exactly for all n (see 1] for a sense in which this is true for arithmetic coding 1 ). Here, we consider the asymptotics of optimal compression 1 The convergence of the average per-symbol code length to the entropy (e.g. Hu man coding of su ciently long blocks) is not su cient to demonstrate this. The coding procedure must have average code length (not per-symbol) equal to the entropy of sequences by Markov chains of xed known order. Also, we assume the actual source is from the class of -mixing random processes since it will not typically exactly t a Markov chain. In particular, if the actual source is a Markov chain then equation (1) 
Similarly, the regret 3, 1] of the Bayes rule is its nth-order redundancy given by:
R n ( ; f ) = E log P (X n ) ? log M n (X n )] = E " log P (X n ) M n (X n ) # where X n is the initial segment of a stationary random process (not necessarily a Markov chain) with values in A and having a distribution P such that P(X k+1 = ujX k = t) = t;u and P(X k = t) = P (t) for t 2 A k and u 2 A. There are two parts to the proof. The rst part, which simpli es M n (X n ) using a uniform version of Laplace's method of integration, is presented in the next section. The second part, which determines the asymptotics of the resulting expectation using the theory of -mixing random processes, is presented in the subsequent section.
Laplace's Method of Integration
Here, we show that for certain typical sequences, Laplace's method of integration applies uniformly to the Bayesian marginal distribution given by (2) . Note that this theorem di ers from some of the standard theorems on
Laplace integrals (c.f. page 56 of Breitung 4] ) in that the functions f and g may become in nite at the boundary and also in that the limits are uniform and so we must enforce more stringent conditions upon them so that the theorem holds. While the conditions presented here are not the most lenient possible, they su ce for our purposes and are easier to demonstrate in the application at hand. We write a n b n to denote the fact lim n an bn = 1.
Lemma 1 Let D be a compact subset of R j and E a bounded convex subset of R k . Let f : D E ! R be thrice continuously di erentiable. Let F : D E ! R k k be the Hessian matrix of f(x; y) with respect to y. Suppose that F(x; y) is negative de nite for all x 2 D and y 2 E and also that, for each x 2 D, there is a maximum of f(x; y) in the interior of E which we denote by y(x). Let g : E ! R be continuous and integrable. Then:
jdet (F(x; y(x)))j Proof. We rst summarize the proof. We will show that we can restrict the intregal to an ellipsoid (whose shape and orientation depends upon x) which is centered at the maximum y(x) and which becomes arbitrarily small at a certain rate with respect to n. Outside of the ellipsoid, f(x; y) is bounded by the maximum on the boundary of the ellipsoid since f is convex and so we can bound the integral (uniformly, using the compactness of D) in this region. Within the ellipsoid, we can approximate g(y) by a constant since it is continuous (uniformly since, as will be shown, the ellipsoids are eventually all contained in a single compact set). Also, we can approximate f(x; y) by a quadratic within the ellipsoid by using a Taylor series with remainder (again uniformly using the compactness of D).
In order to show that we can restrict the integral to a shrinking ellipsoid around the maximum, we rst prove that any such ellipsoid will eventually be contained in E. write min = inf x2D inf y2B (y(x)) inf y 0 y 0T F(x;y)y 0 y 0T y 0 which is also negative. In order order to ease the notation, we will transform the variable of integration, y to a variable z n depending upon n. Let M(x) be the square root of the positive de nite matrix ?F(x; y(x)), that is, the unique positive de nite matrix M(x) such that M(x)M(x) = ?F(x; y(x)). We de ne z n by the equation:
Note that we will assume that this transformation holds throughout the remainder of the proof, that is, when we refer to both y and z n in a statement, it is assumed that they are related by (3) . Let E n (x) be the set over which the transformed integral is taken, that is, E n (x) = fz n : y 2 Eg. We also transform f(x; y) by setting f n (x; z n ) = n(f(x; y) ? f(x; y(x))). Hence, by the change of variables formula, we obtain: 
Now let B n = fz n : kz n k n g for some 0 < < 1 6 . For z n 2 B n , we have that ky ? y(x)k = n ? 1 and so for any x 2 D, we have B n E n (x) and we subsequently assume n to be large enough so that this is so.
Note that f n (x; z n ) is concave and attains its maximum at z n = 0. Hence, for any z n 2 E n (x) ? B n :
f n x; n kz n k z n ! ? f n (x; z n ) 1 ? n kz n k ! (f n (x; 0) ? f n (x; z n )) (5) which is obtained by rearranging the de ning inequality for concave functions. Since the right hand side of (5) is positive, f n (x; z n ) f n x; n kznk z n so that f n (x; z n ) supff n (x; z n ) : kz n k = n g for any z n 2 E n (x) ? B n .
Since fz n : kz n k = n g is compact, there is some z n such that f (x; z n ) = supff (x; z n ) : kz n k = n g. By expanding f n in a Taylor series around z n = 0, we have f n (x; z n ) = 1 2 z n T F n (x; z 0 n ) z n where z 0 n = t n z n for some t n 2 0; 1] and where F n (x; z n ) is the Hessian matrix of f n (x; z n ) with respect to z n , that is, and so z n T F n (x; z n ) z n max ? max kz n k 2 = ?n 2 . Hence, f n (x; z n ) ?n 2 .
Thus: 
uniformly for all x 2 D and we can restrict the integral to the set B n . 
uniformly for all x 2 D.
Note that F n (x; z n ) is continuously di erentiable in z n . We will now expand f n in a 2nd order Taylor series around z n = 0 with remainder and bound the remainder. In fact, the remainder is given by:
where (z n ) i denotes the ith component of the vector z n and z 0 n = tz n for some t 2 (0; 1). However: 
In fact, c is nite because D and B n are compact and the third derivative continuous. Also, c is independent of n from (9) and (10). Now, f n (x; z n ) is de ned so that it achieves its maximum of 0 at z n = 0 and such that F n (x; 0) is the negative of the identity matrix. Hence, combining (8), (9) and (10) 
uniformly for all x 2 D. Combining (4), (6), (7) and (11) yields the desired result. 2
In order to evaluate jdet (F(x; y(x)))j for the case at hand, we will need the following lemma.
Lemma 2 In the following lemma, we apply Laplace's method of integration to derive the asymptotics of a sample path in a typical set. Note that for the i.i.d. case as presented in 5], we have that P (x n ) = Q i P (x i ) = exp n P i log P (x i ) n and so we can apply Laplace integration to P i log P (x i ) n , that is, using this function as f in Lemma 1. However, for Markov chains, we have that:
= P x k exp n X i log P (x i+1 jx i i?k+1 )) n ! where x j i denotes the substring x i x i+1 : : : x j . Hence, we apply Laplace integration to the probability of a string conditioned upon the initial symbols, that is, we allow the probability of the initial symbols, P x k , to accounted for in the function g of Lemma 1 rather than f. Within our proof, we use the estimator which is the maximum of the likelihood given the initial symbols x k , that is, the value of which maximizes P x n jx k = Q t2A k Q u2A Nt;u(x n ) t;u where N t;u (x n ) denotes the number of occurences of tu in x n . This conditional likelihood has a unique global maximum at^ t;u = Nt;u(x n ) P u2A Nt;u(x n ) if P u2A N t;u (x n ) > 0 and otherwise, we assign arbitrarily. We will also use the random variables^ t;u = Nt;u(x n ) n and^ t = P u2A^ t;u and the typical set A n; = fx n 2 A n : min t2A k min u2A^ t;u g. For the remainder of the pa-per, we will assume that all logarithms are in base e for ease of analysis. Proof. For any x n 2 A n; :
Now let f (^ ; ) = P t2A k P u2A^ t;u log t;u and g( ) = P (x k )f ( ) for xed initial symbols x k . Note that f (^ ; ) is thrice continuously di erentiable and strictly concave with unique maximum at =^ for any xed^ contained in the compact set f^ : x n 2 A n; g (bounding^ in this manner is necessary because of boundary e ects). The function g( ) is continuous since f ( ) is and since the stationary distribution P (x k ) is continuous in the transition probabilities . Therefore, the conditions of Lemma 1 are satis ed and so:
P^ (x n ) (12) for xed x k sinceÎ n ( ) is the negation of the Hessian of f (^ ; ) and since it is positive semide nite. Since there are only a nite number of values for x k , this result holds uniformly over all x n 2 A n; . Now, using the fact that 
-mixing Random Processes
In order to determine the expectation of log M n (X n ) and prove the main result, we will nd the asymptotics of moments of the random variables^ t;u . For these results, we will resort to the theory of -mixing random variables 10], a class of random processes with dependencies which strictly includes Markov chains. Thus, our results will apply when modeling a source more general than Markov sources. Note that here P (x n ) denotes the probability of x n under the Markov chain with transition probabilities , the transition probabilities of the actual -mixing process even though this process need not be a Markov chain.
Most of the results of the theory of -mixing require that the function (n) vanish su ciently rapidly, in particular, that P n q (n) < 1 which we will assume here. The -mixing property is a kind of \asymptotic independence"; if one chooses su ciently distant random variables from amixing random process, these random variables will be roughly independent.
Let t;u = E^ t;u = P (tu) and t = E^ t = P (t). De ne the typical set A 0 n; = fmax t2A k max u2A j^ t;u ? t;u j n ? g. Let 1 A denote the indicator function for any set A. The following lemma allows us to restrict attention to these typical sets.
Lemma 4 For any -mixing random process such that P n q (n) < 1:
? log M n (X n ) 1 A 0 n;
where we have used the fact that P (X n ) 1 for the rst inequality and P (X k ) P (X n ) for the second. Also: where we have used the fact that M n (X n ) 1 for the rst inequality and Nt;u(X n ) t;u n t;u for the second. Thus, we need only show that lim n nP A 0 n; = 0.
For any t 2 A k and u 2 A, let A 0 t;u;n; = fj^ t;u ? t;u j n ? g. We show that lim n nP A 0 t;u;n; = 0 which implies that lim n nP A 0 n; = 0. Note that n^ t;u = P n i=k+1 1 X i i?k =tu . The random variables 1 X i i?k are -mixing since they are formed by applying a bounded function to a nite window of the -mixing random process X n , see page 31 of 10]. By Chebyshev's inequality, and Lemma 1.1.21 and Proposition 1.1.20 of 10], we have that:
lim n nP A 0 t;u;n; lim n n 1+ 5 
Note that^ converges to uniformly within A 0 n; . Thus, for any continuous function f, we have that Ef (^ ) 1 A 0 n; converges to f( ). Since^ t;u =^ t;u P u2A^ t;u is a continuous, we have lim n^ t;u = t;u P u2A t;u = t;u uniformly on A 0 n; . Therefore, E log f ^ 1 A 0 n; converges to log f ( ). Also: log det Î n (^ ) 1 A 0 n; = X ?P (X(n + 1 : n + k + 1) = tu; X(1 : k) = t) t;u ?P (X(n + 1 : n + k) = t; X(1 : k + 1) = tu) t;u +P (X(n + 1 : n + k) = t; X(1 : k) = t) 2 t;u (14)
However:
P (X(n + 1 : n + k + 1) = tu; X(1 : k + 1) = tu) = P (X(n + 1 : n + k) = t; X(1 : k + 1) = tu) t;u and:
P (X(n + 1 : n + k + 1) = tu; X(1 : k) = t) = P (X(n + 1 : n + k) = t; X(1 : k) = t) t;u which, upon cancelling from (14) yields t;u = t;u (1 ? t;u t;u which is a Dirichlet distribution) equalizes the asymptotic redundancy with its rate of growth subtracted o . Hence, the estimator corresponding to this prior distrubution is minimax for the asymptotic problem.
Because of the duality between estimators and codes (see 1], for example), this yields an optimal asymptotic minimax rate of convergence for all codes.
Acknowledgements
I would like to thank my dissertation advisor, Dr. Max Mintz, and Dr.
Andrew Barron, for many discussions related to this work. I would also like to thank the anonymous reviewers for their very diligent reviews and many extremely useful comments.
