INTRODUCTION
As a rule, models do not have a good reputation in the field of developmental biology. They are mostly regarded as questionable speculations. Real understanding is believed to result only from a complete experimental determination of the system, including the detection and characterization of the molecules involved. However, pattern formation is a system property and the investigation of the molecules participating in this process alone will not reveal how the spatial organization is achieved. It would certainly be a major step if it could be experimentally determined that the accumulation of a particular substance at a particular position at a particular stage leads to the formation of a particular structure. But even then we would gain little insight into how this local accumulation has been generated. For this reason, most information about pattern formation has been obtained using a different approach: from perturbations of normal development. The subsequent changes in pattern provide an inroad into the system properties of the underlying patternforming system. Important concepts in developmental biology have been found in this way; for instance, that of the embryonic organizer and induction (Spemann, 1938) or that of positional information (Wolpert, 1969) . By consideration of hypo thetical mechanisms (models) possible molecular interactions can be found that are compatible with the observations. If these models are formulated in a mathematically precise way, the danger that the postulated and the actual properties of a model will disagree is much reduced. In addition, the comparison between model and exper iment becomes more rigorous. If a model is in general successful, the discrepancies between model and experiment are especially valuable, since they enable an im provement of the paradigm to be made. We have proposed several models for a variety of developmental situations (Gierer & Meinhardt, 1972; Meinhardt & Gierer, 1980; see Meinhardt, 1982 , for a review). Among these are models for the generation of gradients and of stripe-like distributions, which will be used as elements in the model to be proposed.
In the present paper, an attempt is made to formulate a model for a complex pattern-forming event: the segmentation of insects. The formation of the metameric pattern is an important step in the development of higher organisms, since in this process the primary anterior-posterior pattern is laid down. Insect segmentation has been studied intensively in order to approach this problem experimentally. The particular experimental basis for the model to be proposed (the perturbations in the sense mentioned above) are mutations affecting segment formation in Drosophila (Niisslein-Volhard, 1977; Niisslein-Volhard & Wieschaus, 1980) . As shown below in detail, the richness of the observations rules out many mechanisms that appear reasonable, but which turn out to be incompatible with the data.
Four major classes of mutant phenotypes have been found (Fig. 1) . (1) The (maternal) co-ordinate mutants that lead, for instance, to the bicaudal (double abdomen) phenotype. (2) The gap mutants that show a contiguous pattern deletion of about seven segments. (3) The pair-rule mutants in which structures around the borders of every second segment are lost, thus forming half the normal number of segments. (4) The segment polarity mutants in which homologous pattern elements are lost in every segment and in which the remaining patterns show mirror-image duplications. The different classes of mutant phenotypes indicate that segmentation is achieved by a superimposition of several pattern-forming events.
Saturation mutagenesis experiments in Drosophila have shown that at least 25 genes are involved in segmentation and new classes of mutant phenotypes are not to be expected (Niisslein-Volhard, Wieschaus & Jurgens, 1982) . Four of these genes have already been cloned (Knipple et al. 1985; Poole, Kauver, Drees & Kornberg, 1985; Laughon & Scott, 1984; Ish-Horowicz, Howard, Pinchin & Ingham, 1985) . By themselves neither the mutant phenotypes nor the sequence of the base-pairs of the genes involved in segmentation provide a direct understanding of how segments are formed.
The model proposed is capable of explaining the segmentation of both normal and mutant Drosophila embryos. It is based upon a few, molecularly feasible, inter actions. The details of the model will certainly have to be modified according to the rapidly accumulating molecular data, but we hope that it provides a framework for understanding the experimental data.
FOUR STEPS IN THE FORMATION OF SEGMENTS
The basic proposal is that segmentation in insects is achieved in four major steps (Fig. 2) . A gradient controls the overall anterior-posterior pattern. Under its influ ence, four cardinal (and two marginal) regions are determined. The border between any two cardinal regions acts as an organizing region for the initiation of the first truly periodic pattern, the double segments. The double-segment pattern results from the sevenfold repetition of four cell states. By an inductive process, these give rise to the periodic pattern of individual segments that results from periodic repetition of (at least) three cell states. According to this view, the formation of segments begins with a simple pattern (the gradient) and reaches the complex pattern by passing through a hierarchical series of intermediate patterns. Each pattern is more complex or has a higher spatial frequency than that by which it has been induced. In the segmentation mutants, only the pattern at the level of single segments is directly observable. For this reason I start with an analysis of what gives rise to single segments and of what determines their polarity. On the basis of this analysis I try to reconstruct the next pattern in the hierarchy: the double-segment pattern, which controls the pattern formation of single segments, and so on, unravelling the hierarchy of patternforming events in this way.
FORMATION OF THE PERIODIC PATTERN IS THE PRIMARY EVENT
Insect segmentation results from the superimposition of two patterns: on the one hand, a periodic pattern of segments separated by segment borders and, on the other hand, a sequential pattern of different segmental identities. From the phenotypes of Drosophila embryos that carry a deletion of the bithorax gene complex (Lewis, 1978) or a mutation in the Pc locus (Denell & Frederick, 1983) , we know that the number of segments remains unchanged even if most segments have the same identity. Two essential conclusions can be drawn from these observations. First, the formation of a segment border does not depend on the juxtaposition of cells with two different segmental identities, for instance, of mesothoracic and metathoracic cells. Second, the formation of the correct number of segments is not achieved by a sequential addition of segments until the last segment, in Drosophila the eighth abdominal segment, is formed. Since in normal development the sequential and the periodic patterns are in perfect register, and since the periodic pattern of segments and segment borders remains intact even if the sequential pattern of segmental identities is abolished, we must conclude that the formation of the periodic pattern is the primary event. In other words, the genes that control particular segmental identities (for instance, the genes of the bithorax gene complex) must be at least partly under the control of the periodic pattern and not, for instance, under the direct control of a primary gradient. This view is supported by the phenotypes of the bithorax mutations. They cause a reproducible but incorrect activation of segment identities in relation to the unchanged periodic pattern. A particular segmental identity is activated too anteriorly or too posteriorly in comparison to the wild-type pattern but the shifts are particular units (segments or compartments) of the periodic pattern.
SEGMENTATION: THE PERIODIC PATTERN OF A QUANTITY OR A QUALITY?
Each segment of an insect body has a clearly defined anterior-posterior polarity. According to a well-known model for segmentation, the periodic pattern of segments results from a sawtooth-like distribution of a morphogen, i.e. from a periodically changing quantity. The concentration rises continuously over the length of a segment and shows an abrupt jump from high to low concentrations at the segment borders. Such a model accounts for many transplantation experiments with insect epidermis (see Lawrence, 1970) .
On the other hand, very early in Drosophila development, cells of future (thoracic) segments segregate into anterior (A) or posterior (P) developmental pathways (Garcia-Bellido, Ripoll & Morata, 1973) . The borders between the resulting anterior and posterior compartments are sharp. The decision between both pathways is all-ornothing, no graded transition between A and P exists. This suggests that the pattern f i r of segmentation results from the periodic pattern of different qualities. The model proposed is based on this stipulation.
MOLECULAR REQUIREMENTS FOR THE GENERATION OF CELL STATES
Compartmentalization is assumed to result from the position-dependent activation of selector genes (Garcia-Bellido, 1975) . Their pattern of activation must consist of narrow stripes, 1 -2 cells wide in the anterior-posterior direction and about 100 cells wide in the dorsal-ventral direction (Lohs-Schardin, Cremer & Nüsslein-Volhard, 1979) . Our previous analysis permits predictions as to how the network of molecular interactions for the activation of selector genes is presumably constructed to enable stripe formation to occur (Meinhardt & Gierer, 1980) . A periodic stripe-like activation of genes results if: (1) a set of genes exists (one gene for each stripe type, e.g. A or P) that directly or indirectly have an autocatalytic feedback on their own activation such that a gene, once turned on, will remain on; (2) the genes of the set compete locally with each other so that in a particular cell only one gene of the set will win the competition, while the other, alternative genes become suppressed; (3) the local activity of one gene depends on the activity of other genes of the set in the neighbourhood, i.e. the genes of the set activate each other over some distance. A pattern in the form of narrow stripes of different cell states is an especially stable configuration, since in stripes the long boundaries between different cell states permit an efficient mutual stabilization. The narrowness of a stripe ensures that no cell in a particular state is too remote from the other cell states required for its stabilization. The long-range activation of cell states may be realized molecularly by long-range self-inhibition of cell states, since in competing systems, a self-inhibition is equivalent to help for the competitors (see Appendix).
If in a particular cell a particular gene of a set is activated, we will term this cell as being in a particular cell state. If more than two cell states are involved, the mechanism outlined above is able to generate periodic sequences of cell states that possess polarity. For this, the mutual activation must be cyclic. For instance, a gene A activates gene B at long range, B activates C and C activates A. No wave-like prepattern, such as postulated in other models (Kauffman, Shymko & Trabert, 1978; Russell, 1985) , is required for the periodic activation of genes.
We expect that genes involved in the formation of cell states are not cellautonomous, since a mutation would not only cause the loss of a particular cell state but also a loss of help for the neighbouring cell states. Further, since the genes of the Fig. 1 . Examples of the four classes of mutations affecting segmentation in Drosophila (Nüsslein-Volhard, 1977; Nüsslein-Volhard & Wieschaus, 1980 Fig. 5 . G. Each 1234 sequence induces two SAP sequences (see Fig. 4 ), the pattern of individual segments, h. The predicted gap sizes if one of the cardinal genes is lost. The actual gaps can be somewhat smaller due to an elongation of the 1234 sequences from both margins.
set compete with each other, the elimination of one competitor would lead to an enlargement of the regions in which the remaining genes are active. Many of the pairrule mutations are not cell-autonomous (Ish-Horowicz et al. 1985; Wakimoto, Turner & Kaufman, 1984) , in agreement with this model.
HIERARCHICAL INDUCTION OF CELL STATES
A sequence of cell states, once activated, can give rise to other and more complicated sequences by inductive processes. Induction should describe the turning on of genes required for a particular cell state by one or several other active cell states. A possible mechanism of generating more complex sequences requires cooperative interaction of two cell states at their boundary. 
THE THREEFOLD SUBDIVISION OF SEGMENTS
In a periodic pattern of two cell states ... APAPAP ..., neither the position of the segment borders nor the polarity of the segments would be determined: it could be .../A P /A P /A P /... or ...A /P A /P A /P .... For this reason, I have proposed that segmentation results from the repetition of (at least) three cell states, to be called S, A and P (Meinhardt, 1982, 1984) . The A and P regions would correspond to the well-known anterior and posterior compartments. The third cell state S is assumed to occupy the anterior-most portion of each segment and forms mainly the larval denticle belts. A sequence of three (or more) structures always has a defined polarity. According to this model, a segment border is formed whenever P and S cells are juxtaposed (... P /S A P /S A P /S ...). The juxtaposition between A and P is used in a similar manner to induce new structures: the A -P border is a prerequisite for the formation of legs and wings (Meinhardt, 1982 (Meinhardt, , 1983 .
The loss of any one of the three states would lead to an alternating pattern of the remaining two. We expect three basic types: ... SA SA S A ..., ... S /P /S /P /S /P ... and ... APAP .... All three patterns are symmetric, since each cell state would have the same neighbour on both sides. This loss of polarity fits well with the phenotypes of the segment polarity mutations mentioned above. In terms of the model, if state A is lost, the sequence . . ./ S / P / S / P ... remains. Since in the larvae the denticle belts presumably correspond to the hypothetical S region, while the naked regions belong to the A and P regions (Fig. 3) , we would expect the same number of denticle belts (S) but twice the normal number of segment borders (P /S and S/P ). This is what is observed in the mutation patch ( Fig. 3 ; Niisslein-Volhard & Wieschaus, 1980) .
According to a widely accepted view, pattern duplications occur by intercalation along the 'shortest route' when a majority of the positional values are missing (French, Bryant & Bryant, 1976) . According to the model I propose, duplications in the segment polarity mutants have a different origin, since two of the three positional values (i.e. more than half) remain present. Apparent duplications result from a loss of any of the three cell states, since all three are required for the development of polarity. No intercalation and thus no additional cell proliferation is expected to be involved in this duplication, a prediction that should be testable.
Direct support for the proposal that a third cell state separates the P and the A cells of two adjacent segments can be derived from an experiment described by Bohn (1974) . He removed epidermal cells close to the anterior metathoracic segment border in cockroaches. After wound healing, he observed the formation of a supernumerary leg. In terms of the model, this corresponds to the removal of an S region (.../S A P /sA P /... = .../SA P A P /... ; the region lost is written as a subscript). This leads to a new P-A confrontation, which creates the prerequisite for leg formation (Meinhardt, 1984) .
In summary, we postulate that segmentation results from the periodic repetition of (at least) three states, in contrast to the assumption that a pre-established segment is later subdivided into an anterior and a posterior compartment. The segment border is the product of the confrontation of two of the three cell states.
THE FOURFOLD SUBDIVISION OF DOUBLE SEGMENTS
If we assume that there are 14 segments and each segment consists of three stripes, the determination of 42 stripes altogether would be required. Such a detailed pattern can hardly be generated in a single step under the control of a morphogen gradient. The interactions between earlier, coarser subdivisions of the embryo are expected to generate this complexity by inductive processes. A candidate is the double-segment pattern discovered by Niisslein-Volhard & Wieschaus (1980) with the pair-rule mutations. These mutations show periodic pattern deletions around the border of every second segment. Either posterior parts of the even-numbered and anterior parts of the odd-numbered segments are deleted, or vice versa. Thus, mutant phenotypes show half the normal number of segments and those segments that remain have normal polarity (except in runt). These mutations suggest a transient formation of a periodic pattern with a repeat length corresponding to two segments.
The explanation of these phenotypes requires the assumption of at least four cell states per double segment, for the following reason. If there were an alternation of
• In the wild-type, the periodic pattern of segments is indicated by the alternation of denticle belts and naked regions. The denticle belt forms the anterior third of a segment. The segment border is located between the first and second denticle row (arrows). The Keilin's organs (black dots, indicated by arrowheads) indicate the A -P border (Struhl, 1984) . According to the model, segmentation results from the reiteration of three cell states ... P/ SA P /S . ..; the S region is assumed to form the denticle belt, the A and P regions together the naked region. A segment border is formed at P /S juxtaposition (thin denticles). The heavy denticles result from an S-A juxtaposition. Thus, the internal polar structure of a band is organized from the borders with the two (different) neighbouring regions. In the thoracic segments, the denticle belts seems to be restricted to the S -A border, b. The mutation patch (Niisslein-Volhard & Wieschaus, 1980) . According to the model, it results from a loss of the A cell states. In agreement, the remaining . . . S / P / S .. . sequence is a symmetrical pattern with twice the number of segment borders. The belts have thin denticles only. C. In the mutation gooseberry, the P state is presumably lost. (This prediction is in agreement with the observation of Martinez-Arias & Ingham (1985) .) No segment borders but heavy denticles are formed. The precise location of the S -A border is not known. (Photographs kindly supplied by C. Niisslein-Volhard.) only two states, even (E ) and odd (O) (i.e. a sequence ... O E O E ...) the loss of any one state w ould lead to the loss of the periodic character. In a three-state m odel, the loss of any one state w ould lead, as m entioned above, to sym m etrical patterns, in con trast to the known phenotypes of the pair-rule m utants. T h u s, we m ust assum e (at least) four cell states (to be called 1, 2, 3 and 4) as the basic building blocks of a double segm ent. A fter the loss of one of the four elem ents, the rem aining three elem ents still possess an unam biguous polarity, in agreem ent with the pair-rule phenotypes. F o r instance, if cell state 2 is lost, the (polar) sequence ... 1 3 4 1 3 4 ... rem ains. Each double segm ent has to direct the form ation of two norm al segm ents. In term s of the m odel, each ... 1 2 3 4 ... sequence has to induce two ... S A P ... sequences. A p ossible m ode is shown in F ig. 4 : state 1 induces state A , state 2 induces S , and 1 and 2 together induce P. In a sim ilar way states 3 and 4 induce the second A P S sequence. In the follow ing, I will show that this m odel provides a straightforw ard explanation of the m ain pattern alterations found in the pair-rule m utants. F o r exam ple, if state 2 is lost due to a m utation (... 3 4^3 4 ...) , the P and the S region of every other segm ent w ould be lost (... A P /S A P/ s A P / S A P /S A A P /S ...) . S is lost because it is directly induced by the state 2, and a P is lost because it is induced by the cooperation of states 1 and 2. Since S is assum ed to form essentially the denticle belt, and A and P the naked region, we expect a norm al-sized denticle belt (S ) separated by a large 4 1 2 y-1 ---3 4 1 3 4 2 3 4 2 3 4 1 3 sequence gives rise to two SAP sequences. A possible mode is shown in a : 1 induces A, 2 induces S, and 1 and 2 together induce P. In a similar way 3 and 4 give rise to the second APS sequence. B. In paired, it is assumed that cell state 1 is substantially reduced or lost, and a sequence ... 342342... remains. Each second AP region is lost, which leads to the omission of a segment border and to the fusion of two denticle belts, c. In even-skipped, cell state 2 is assumed to be reduced or lost: the result is an omission of the P /S region and thus of a segment border in every second segment.
naked region (AAP). This is the phenotype of a weak allele of even-skipped (Fig. 4) .
(Possible reasons why in strong alleles of even-skipped the periodic character is lost will be discussed below.) An analogous phenotype, shifted by one segment, is expected if state 4 is lost. If state 1 (or 3) is lost a deletion of the states A and P, i.e. the naked region, of every second segment will result (... 34j234... = A P /Sap/SA P /S ... = ... A P /SSA P / S ...). The expected phenotype is a broad denticle belt (SS) of approximately the same size as the remaining naked region (AP). This corresponds to the phenotype of the mutation paired. In agreement with the model, the weaker allele paired2 reveals that the loss of pattern elements starts in the naked region, and that pairs of two denticle belts fuse (Niisslein-Volhard & Wieschaus, 1980) .
The model describes correctly essential features of the pair-rule mutants. Two frames of deletions exist for both even-and odd-numbered segments. According to the model, a loss of state 1 or of state 2 leads to a deletion of the same segment borders (A1/A2, A 3 /A 4 ...), but with different pattern deletions surrounding those borders, either . . . S a p / S . . . or . . . S A P/ s A P . The alternative segment borders (...T 3 /A 1 , A 2/A3 ...) are deleted if state 3 or 4 is lost and again, two different frames of deletion exist. The borders of pattern deletion do not coincide with segment borders. According to the model, primarily only two thirds of a segment are removed when one of the four cell states is missing. Thus, the resulting pattern cannot span from one segment border to the next. A deletion P / s a p/ S = P / S should not occur. Since the pattern around the segment border results from a cooperative interaction of P and S cells, the loss of the one part, for instance the P state in a S a p / S deletion, would lead to a complete loss of a border. The isolated formation of the pattern on one side of the border only should not occur.
From inspection of the phenotypes of the pair-rule mutants it has been concluded that a complete segment equivalent is lost, while the model predicts that only two thirds of a segment are deleted. The assumption of the threefold subdivision of segments reconciles both views. After deletion of two of the three cell states, two regions of the same type merge ( S -S or A-A). Since the border in between is normally invisible and since the structure within a region (and thus its polarity) is determined by both neighbours, an ...S A A P ... pattern or an S S A P ... would be very similar to the normal SAP pattern, thus mimicking the deletion of a complete segment equivalent. There is, however, some evidence that composite bands are formed in the pair-rule mutants. For instance, Ish-Horowicz et al. (1985) and Niisslein-Volhard & Weischaus (1980) have shown for h andprd with homoeotic Ubx transformations that the first abdominal denticle belt is in its anterior part of Al character and in its posterior part of A2 character.
In situ hybridization experiments have shown that the pair-rule gene fushi tarazu (ftz) is transcribed in seven regularly spaced bands at the early blastoderm stage. Each band and interspace has the width of one future segment (Hafen, Kuroiwa & Gehring, 1984) . Later in development, the regions of f t z activity shrink while interspaces extend (Martinez-Arias & Lawrence, 1985) . The transcription of hairy (h) takes place in similar bands and combined h and ftz transcriptions have shown If we assume that cell state 1 is generated by hairy (h) and/or paired (prd), 2 by even-skipped (eve), 3 by odd-paired (opa) and 4 byfushi tarazu (ftz), we obtain a scheme compatible with the in situ hybridization experiments of Ish-Horowicz et al. (1985) : the fourth hairy band begins one cell posterior to the P compartment of T3 (d , visualized by the Ubx transcription) while the third f t z band begins one cell anterior to it. A simultaneous in situ hybridization with a f t z and a hairy probe shows six regions in which f t z / hairy transcriptions overlap (4/1) while the first hairy and the seventh f t z band are isolated (see Fig. 2 ). This scheme is also compatible with the pair-rule phenotypes. The expected deletions are indicated by bars (e ).
that the anterior-m ost h and the posterior-m ost f t z band are isolated, while between these extrem es six ban ds exist in which h and f t z transcription partly overlap (Ish-H orow icz et al. 1985) .
T h e se findings can be integrated into the follow ing schem e (F ig s 2, 5). T h e first pattern of pair-rule gene activity consists of two sequences, each of which has two m em bers ( ... 1313 ... and ... 2 4 2 4 ...) . Both are out of register. T h ese two sequences give rise to the double-segm ent pattern proper, the 1234 sequence, either b y m erging or by an inductive process (in the latter case, the genes of the ... 1 3 1 ... and ... 2 4 2 ... sequences on the one hand, and of the ... 1234... sequence on the other, would not be identical). A merging is necessarily connected with a shrinkage of the regions (see also computer simulations in Fig. 9, Appendix) . A pattern such as that observed in the h /ftz hybridization experiment would indicate that h is involved in the generation of state I, f t z in the generation of state 4. The observation that the (parasegmental) Ubx transcription starts one cell posterior to the third f t z band and one cell anterior to the fourth h band (Ish-Horowicz et al. 1985) enables us to determine the register of the 1234 SAP pattern (Fig. 5) and a tentative assignment of the even-skipped locus to state 2 and of the odd-paired locus to state 3 (Fig. 5) . In general, the expected and observed pattern deletions are in agreement.
In even-skipped or hairy mutants, the pair-rule phenotype is expressed only if some gene function remains. In strong phenotypes the periodic character of the pattern disappears (Nüsslein-Volhard, Kluding & Jürgens, 1985; Ish-Horowicz et al. 1985) . According to the model, a minimum gene function could be required for the merging mentioned above. If state 2 (even-skipped) is completely lost, the periodic pattern of the ... 242... sequence is lost, since state 2 can no longer compete with state 4, so that 4 (ftz) would become active in the whole area. The remaining pattern would be the ... 131... pattern. But since both 1 and 3 induce the same cell states (A of the SAP pattern) the (symmetrical) periodic pattern would be invisible. However, from the model, we expect that a periodic pattern would still exist. A possibility would be that the hairy and odd-paired loci are turned on alternatively.
The mutations in the locus runt are different from the other pair-rule mutations in that they cause symmetrical patterns. Experiments with gynandromorph embryos (which are partly runt, partly wild-type) have shown that runt is essentially cellautonomous (Gergen & Wieschaus, 1985) . That means that cells affected by runt obtain the same information as they would obtain in the wild-type embryo, but react differently. In terms of the SAP pattern, the runt pattern consists presumably of an ... P / S S/P A A P /S S /P A ... pattern instead of the normal P /S A P /S A P /S A P /S pattern (the patterns affected by runt are underlined). This would occur if state 3 behaved like state 2 and state 4 behaved like state 1. An explanation of why this (and only this) transformation into a symmetrical pattern occurs cannot at present be given.
The transition from double to single segments requires a particular cell state belonging to the single-segment sequence to be turned on at two positions in the double-segment pattern. For instance, the P state is activated by the 1/2 and by the 3/4 border. These two P-state activations need not be completely equivalent. This may be the reason why the mutation engrailed is expressed differently in every second segment (Nüsslein-Volhard & Wieschaus, 1980) . The engrailed gene is active in the posterior compartment (Lawrence & Morata, 1976; Kornberg, Siden, O'Farrel & Simon, 1985) .
In summary, the assumption of a fourfold subdivision of double segments is consistent with the pair-rule mutations since: (1) the pattern deletions lead to half the normal number of segments, due to the loss of every other segment border; (2) the remaining segments still have normal polarity; (3) pattern deletions never coincide with segment borders; and (4) two different frames of pattern deletion exist for both the even-numbered and the odd-numbered segments.
THE FORMATION OF CARDINAL REGIONS UNDER THE CONTROL OF A MONOTONIC GRADIENT
Previous work has shown that many experiments concerned with the overall anterior-posterior pattern of the insect embryo can be explained by the assumption of a monotonic gradient (see below). How can the spacing of a periodic pattern be under the control of a monotonic gradient? A link must be found between the primary anterior-posterior gradient and the periodic ... 1234... double-segment pattern.
The clue to this question can be found in the gap mutants discovered by Nüsslein-Volhard & Wieschaus (1980) , in which a coherent region of about seven segments is missing. Three gap loci have been described: hunchback (hb), Krüppel (Kr) and knirps (kni). In Krüppel, the gap ranges from the first thoracic segment to the fourth abdominal segment (T1-A 4, assuming that the inverted segment is A5, see Fig. lc ), in knirps, the missing segments are A1-A7. Thus, these gap mutants show a substantial overlap in the areas they affect. For instance, A1-A4 is missing 'm Kr and kni. There are several maternal mutants that behave similarly to the knirps mutation (Lehmann, 1985) . So, a crude regionalization may already occur under the influence of maternal genes. The displacement between different gap regions is about 3-5 segments. For instance, the hb gap ends with T3, the next but one gap, kni, ends with A7, resulting in a shift of seven segments per two gap loci.
I propose that the wild-type function of the gap genes is to subdivide the embryo coarsely into a few cardinal regions, which, in turn, organize the double-segment pattern discussed above. The phenotypes of the gap mutations provide some hints of how this takes place. A straightforward explanation for the overlap of the gaps would be that it is not the cardinal regions themselves, but the borders between two cardinal regions, that control the formation of the double-segment pattern. Imagine a series of cardinal regions, I, II, III, I V .. . . If, for instance, the II region is lost, the i / l l and the I I /I I I border would be lost. To explain the gap size and the displacement between the gaps mentioned above, I assume that each cardinal region has an extension of 3-5 segments and that each border organizes about 3-5 segments (see Fig. 2 ). Thus the model predicts that the region in which the gap gene is transcribed (3-5 segments, Fig. 2 ) is about half as wide as the affected region, the gap. This prediction has been found to be true. In situ hybridization experiments with the K r gene (Knipple et al. 1985) show an early band of K r activity, which is three to four segments wide. This is much smaller than the gap of seven segments caused by a loss of Kr. Also, the predicted location of the primary K r transcript is correct: it begins with the T 2 region and ends in the anterior A2 region (Fig. 2) . If the assignment of the pair-rule genes and the 1234 pattern (Fig. 5) is correct, the model predicts further that the anterior K r border is centered over a f t z band, while the posterior K r border is in register with a f t z off-on border. Pertinent experimental data are not yet available.
An extension of the cardinal regions corresponding to four segments appears more reasonable and would also be compatible with the Krüppel data. However, the positions of the gaps predicted by such a model do not agree with the observations. The reason why the extension of a cardinal region corresponds to a non-integral multiple of a segment length (3-5) may be as follows. This facilitates the initiation of the ...1 3 1 ... and ...2 4 2 ... sequence with a half-segment phase shift, since the anterior border of a cardinal region would be in register with one sequence (e.g. ... 131...) and the posterior border in register with the other (... 242...).
T o make the gap mutations fit a regular scheme, I have to postulate two additional loci that cause, if mutated, a deletion of the posterior-most segments. One of these 'gaps' should begin with A5, the other with A8 (Fig. 2) . A comparison with known mutations suggests that the former gap may be related to mutations in the locus giant (g t), the latter to mutations in the locus tailless (til) (Wieschaus, Nüsslein-Volhard & Jürgens, 1984; Jürgens, Wieschaus, Nüsslein-Volhard & Kluding, 1984) . Mutations in the til locus have not been classified as gap mutations since they delete marginal and not internal pattern elements. A second marginal region (exp in Fig. 2 ) is expected at the anterior egg pole. On the assumption that each cardinal border organizes about 3-5 segments, the expected gaps agree well with those experimentally observed: in hunchback the anterior segments up to T 3; in Krüppel from T1 to the denticle band of A4 (assuming that the reversed segment is AS); in kni, A l-A7; in til, A8 to telson and mgt, A5 and posterior segments.
Experimental evidence exists to show that the sequence of cardinal regions also determines the polarity of the double-segment pattern, and that the polarity of the double-segment pattern is not under the control of the primary gradient. In several gap mutations, some of the remaining segments close to the border of the gap show a polarity reversal. It is reasonable to assume that the (maternally determined) gradient remains unchanged, whether a (zygotic) gap mutatation is present or not. The polarity reversals that occasionally occur suggest that the polarity of the seg ments is not under the control of the (unchanged) primary gradient but results normally from the sequence of cardinal regions. If a cardinal region is missing, this transmission of polarity may fail. The transmission of polarity is presumably also the reason why the borders between the cardinal regions, and not the cardinal regions themselves, organize the double-segment pattern. The asymmetry of a border be tween two regions of gene expression contains polarity information while a region of gene activity alone does not. According to the model, one reason for a polarity reversal would be an incorrect merging of the 131-242 sequence, leading to a 2143 instead of a 1234 sequence, the former having reversed polarity. For the transmission of polarity a particular cardinal border must activate at least the genes coding for two neighbouring regions (see Fig. 9 , Appendix).
THE PRIMARY ANTERIOR-POSTERIOR GRADIENT
How is the sequence of cardinal regions determined? The phenotype of the bicaudal mutation restricts conceivable mechanisms. In eggs laid by a Drosophila female that carries the bicaudal mutation, embryos develop with high frequency the double-abdomen malformation: instead of head and thorax, a second abdomen is formed, resulting in a symmetrical embryo (Nüsslein-Volhard, 1977; and Fig. 1b) . Double-abdomen embryos can be induced in other insects by a variety of manipulations (see Sander, 1976) , indicating a general instability that can lead to a switch to the symmetrical pattern. The bicaudal phenotype rules out the assumption that the terminal regions (head and abdomen) are fixed in the egg by maternal determinants and that the remaining regions are filled in by intercalation, since in the bicaudal embryo both terminal regions are the same and no intercalation would be possible. Also, a mechanism with three predetermined regions (anterior, central and posterior) is unlikely, since then one would always expect the same central pattern element at the plane of symmetry. This is in contrast to the observed variability. The bicaudal phenotype also argues against models of segmentation based on standing waves in the egg, since the number of segments is reduced in bicaudal embryos. The altered number of segments also indicates that the bicaudal phenotype does not result from a homoeotic transformation of anterior into posterior segments. These problems are resolved if one assumes that the anterior-posterior axis is organized by a gradient that has its high point at the posterior egg pole. The gradient can be generated by the interaction of a short-ranging autocatalytic 'activator' and its longranging antagonist, the inhibitor (Gierer & Meinhardt, 1972; Meinhardt, 1977) . The smoothly graded inhibitor is a candidate for the morphogen. The inhibitor would therefore have two functions: first, to restrict the area in which autocatalysis can take place, i.e. to restrict the source area; and second, to provide positional information. Low concentration of inhibitor would cause head structures and high concentration would lead to abdominal structures.
The gradient model and its generation by autocatalysis and long-range inhibition provide a straightforward explanation for the occurrence of the bicaudal phenotype. Inhibition emanating from the posterior egg pole may become too weak at the anterior pole to suppress the onset of autocatalysis. A second source would then appear at the anterior pole. The result would be symmetrical positional information, which would determine abdominal structures at both ends (Fig. 6) . The model agrees with the observation that the plane of mirror symmetry in bicaudal embryos occurs at a structure that is not in the middle but located more posteriorly in the wild type. If each egg pole carries a morphogen source, the morphogen concentration in the centre is elevated. Therefore, we expect that the plane of symmetry is formed by structures that normally form in the posterior half of the egg. The expected shallower gradient in bicaudal embryos would also have the consequence that fewer segments are determined, in agreement with observation.
From the analysis given above it can be concluded that the gradient does not determine the sequence of segments directly, but that it organizes the relatively coarse pattern of cardinal regions, and that the mutual interactions of the cardinal regions lead to segmentation proper. This reconciles the gradient model with observations by Vogel (1977 Vogel ( , 1978 . He concluded on the basis of his careful ligation experim ents that insect segm entation is controlled by short-range inductive p ro cesses of at least three cytoplasm atic determ inants and not by a gradient. In term s of the m odel I propose, the segm ents form ed after a ligation depend not only on the change in the gradient but also on whether the ligation interrupts the juxtaposition of particular cardinal regions. F o r instance, Vogel (1977) found that ligation at a particular position leads to an especially large gap com prising the first abdom inal segm ents. T h a t is the region organized (according to our m odel) by the K r /k n i border (F ig . 2).
Occasionally, asym m etrical bicaudal em bryos are form ed (see F ig. 8, A ppen dix).
In the extrem e case, only head structures are replaced by abdom inal structures. Such a pattern appears to contradict any gradient m odel. However, a sym m etrical pattern of segm entation will result only if the switch from the polar to sym m etrical pattern Position Position Fig. 6 . A gradient model for the overall organization and the formation of a double abdomen (bicaudal) embryo. A. The normal pattern is assumed to be under the control of a gradient, which has its high point at the posterior pole (Meinhardt, 1977) . The gradient is generated by a short-ranging autocatalytic substance, the activator (-----) and its longranging antagonist, the inhibitor (-----). The inhibitor acts in addition as a morphogen by activating the cardinal genes (see Figs 2, 7, 8) . B. If the inhibition at the anterior pole becomes too low (arrow), a second activator maximum can appear, c. A symmetrical morphogen distribution results, which corresponds to the bicaudal phenotype (see Fig. 1b ) . In the centre, the concentration rises, which leads to the formation of more posterior structures at the plane of symmetry, in comparison to the central structures found in the fate map of the wild-type. takes place early enough so that all cells (or nuclei) can still respond to the changed signal. In the head region the difference between the old and the new signal is highest. During a critical period only here could a reprogramming of an anterior into a posterior cardinal region be possible. A simulation of the resulting asymmetri cal pattern of cardinal regions is shown in Fig. 8 (Appendix) . In the beetle Callosobruchus, van der Meer (1984) found partial double abdomens, restricted to one side of the embryo or to a narrow stripe. I expect that in these cases only the cells in the affected region were still able to respond to the changed positional information and formed a new pattern of cardinal regions. In the remaining embryo, the wild type pattern is formed despite the fact that an overall change of positional information has taken place. In these cells the determination of the cardinal regions was no longer reversible.
DISCUSSION
In the model described above, I have shown that a reliable subdivision of a large area into a precise number of repetitive subunits (segments) can be achieved by several hierarchically ordered sequences of cell states coupled to each other by overlapping inductive interactions. The first step involves the generation of an overall anterior-posterior gradient, which determines the cardinal regions. Through cooperative interactions at their boundaries the embryo becomes subdivided into repetitive sequences of four cell states (termed 1, 2, 3 and 4). Each 1234 sequence corresponds to a double-segmental unit. Finally, each double-segment becomes subdivided into two single segments. Each segment consists of (at least) three cell states (termed P, S and A).
On the assumption that each cell state corresponds to the activation of a gene, four distinct classes of mutant phenotypes are expected. A change in the gradient can lead to symmetrical patterns or to a loss of the terminal regions (Nusslein-Volhard et al. 1982; Nusslein-Volhard, 1977) . The loss of any cardinal region would lead to a large and unique gap of about seven segments, as seen in the gap mutants. The loss of any of the four cell states of the double-segment pattern would cause the omission of structures around every second segment border in two major frames of deletion, as seen in the pair-rule mutants. The loss of any of the three cell states of which a single segment is composed would produce a symmetrical pattern, in agreement with the segment polarity mutants. The details of this model should be approached with caution. For instance, the assignment of particular loci to particular functions in the model is certainly premature. It is done here to illustrate the general idea. These details will certainly have to be changed in the light of forthcoming experiments showing the mutual dependence of the gene activities.
For several problems, the model cannot at present provide an unambiguous answer. For instance, is the merging of the two sequences essential or does the SAP induction occur from the .. What is the function of ru n t? Why do so many loci exist that seem to be involved in the P region (hh, ct°, gsb, fused, wg\ Niisslein-Volhard & Wieschaus, 1980; Martinez-Arias & Ingham, 1985) ? Why do all these mutants have slightly different phenotypes? Why does a mutation of a gene that is certainly involved in the P state, engrailed, not lead to mirror-image patterns?
The activation of the homoeotic genes, responsible for the identity of the segments, has not yet been incorporated in the model. I expect that the cardinal genes play an essential role in this process. However, a straightforward combina tional scheme is not possible, since any pair-rule gene is active at two positions in a particular cardinal region (see Fig. 2 ). This ambiguity can be resolved if the distances to neighbouring cardinal regions are used as additional clues.
The model proposed differs in many aspects from other models (Kauffman, Shymko & Trabert, 1978; Russell, 1985) . It is not a standing-wave mechanism, so the model can easily be applied to insects in which the embryo proper is formed very asymmetrically in the egg, e.g. close to the posterior pole (Krause, 1939) . The subdivisions we assume are, as a rule, not binary but involve three or four elements. Periodic patterns with three or more elements necessarily have an intrinsic polarity. Except for the primary gradient, no separation between positional information, on the one hand, and the activation of genes on the other, is assumed. The spatial periodic pattern of gene activity results directly from the interactions of the genes and not from a wave-like prepattern.
In many insect species, the segments are formed sequentially in an anterior posterior order (see Sander, 1976) . This may be a more elementary form of segmentation. Only a fraction of the molecular machinery postulated in the model is required for those insects, i.e. a single threshold and the mutual activation mechanism. For instance, if a field grows at the posterior end and the 1234 patternforming system is active, new cell states are added in the correct order whenever the last cell state becomes too large. So, minor changes in the model are sufficient to account for the two modes of segmentation that appear to be very different. According to this view, the global subdivision into cardinal regions, as seen in Drosophila, is a means by which time-consuming sequential segment formation can be substituted by a more rapid simultaneous segment formation.
APPENDIX

Computer simulations
Some computer simulations demonstrate that the model proposed is indeed able to generate a pattern of segmentation. In these simulations, the mechanism of longrange activation and of space-dependent gene activation has been used. Mathematical formulations of these types of interaction can be found elsewhere (Meinhardt & Gierer, 1980; Meinhardt, 1982) . They have the form of coupled differential equations. These equations describe the concentration change per time unit, for instance, of a gene product as a function of the concentration of the other substances involved.
In the com puter sim ulations, the time course of a pattern is calculated by integration of these equations. Startin g from some initial condition (as a rule a uniform distribution) a concentration change in a short tim e interval is calculated and added to the m om entary concentration. In this way, one obtains the con centration at a som ew hat later tim e, which perm its the calculation of the next change, and so on. In this A ppen dix, som e of the many interm ediate patterns and the final patterns are shown in a graphical form . T h e density of dots indicates the concentrations of gene products. Exam ples of com puter program s for such calculations have been published (M einhardt, 1982) .
C om m on to all of these sim ulations is the assum ption that the genes have a positive feedback on their own expression, i.e. that they are autocatalytic. Fu rth er, the genes of a set (I -V I, 1 -4 or SA P ) com pete with each other so that in a particular cell only one of the genes can rem ain active. Asymmetrical patterns of cardinal gene activity can arise if the switch to symmetrical pattern occurs when the activation of cardinal genes is in progress. Only the anterior-most cells may switch to different gene activities, since on the anterior side, the difference between old and new positional information is highest. f ,g . For comparison, a normal (f ) and an asymmetrical (g ) bicaudal embryo (Nüsslein-Volhard, 1977) . Note that the pattern discontinuity in G is not repaired by intercalation.
form but inhibits in a bim olecular form . T h e activation and inhibition are balanced for the different cardinal genes at different m orphogen concentrations. T h is leads to a sm ooth gradient-dependent optim um for each cardinal gene (F ig . 7b ) . Ow ing to the com petition, particular cardinal genes becom e fully activated in regions su r roundin g these optim a and becom e suppressed elsewhere, despite the fact that no thresholds exist. T h is becom es clearly visible in the sim ulation in which one of the cardinal genes is lost (F ig . 7g -j ). Both neighbouring genes extend into the region in w hich the affected gene is norm ally active.
F ig. 8 show s the pattern of the cardinal gene activities, on the assum ption that a switch from polar to sym m etrical positional inform ation has occurred (see F ig . 6).
The result can be an asymmetrical pattern, in agreement with the asymmetrical phenotypes observed occasionally in bicaudal embryos.
In the simulation of the 1234 double-segment pattern, in addition to autocatalysis and competition, it is assumed that genes that code for neighbouring regions have some cross-activation, resulting, for instance, from the physical similarity of the molecules. Further, the area in which a particular gene is active is restricted by a long-ranging self-inhibitory substance. (In competing systems, long-range self inhibition is equivalent to long-range help by a competitor.) Both features, cross activation and self-limitation, provide that system with self-organizing properties. Partially organized sequences that occasionally show polarity reversal can appear under the influence of random fluctuations. T o obtain a regular and reproducible pattern, the ...412341... pattern must be initiated at pre-determined points. According to the model, these points are the borders of the cardinal regions. In the Fig. 9 ). B -F . Stages in the activation of the SAP pattern. The S, the A and the P cell states are activated at two different positions of the 1234 pattern: A at 1 and 3, S at 2 and 4, and P at the 1/2 and 3/4 borders. The result is a doubling of the spatial frequency such as is required for the double segment to single segment transition. If not enough cells carry a particular activation in the double-segment pattern the resulting single-segment pattern may contain a locally symmetrical pattern (arrowheads). In the real system, toonarrow regions of gene activities are expected if the autocatalysis of a gene is reduced due to a mutation. simulation ( Fig. 9 ) it has been assumed that, for instance, the I I /I I I border activates the genes 3, 4 and 1 (corresponding to the hb/K r border, Fig. 2 ). Cell state 3 has to appear at the anterior side, 1 at the posterior side of the border and 4 to be centred over the border. This is achieved by an activation of gene 4 if II and III molecules are present in equally high amounts, 3 is activated by a higher concentration of II and a lower (but non-zero) concentration of III, and so on. In this way, the polarity is transmitted from the sequence of cardinal genes to the double-segment pattern. This is clearly visible in the double-segment pattern formed under the influence of a symmetrical pattern of cardinal gene activity (bicaudal phenotype, Fig. 9 f-j) . Both cardinal borders have opposite polarities (V/IV versus IV/V) and the resulting double-segment pattern has opposite polarity in the anterior and posterior halves.
The simulations are not yet a perfect translation of the model. In the simulation, a region smaller than 3-5 segments is directly initiated by a cardinal border. The remaining segments are formed by the elongation of these incipient sequences. In the real system, such an elongation seems to be suppressed, otherwise a gap would be filled with time from both sides.
