Abstract-Tactical decision making for autonomous driving is challenging due to the diversity of environments, the uncertainty in the sensor information, and the complex interaction with other road users. This paper introduces a general framework for tactical decision making, which combines the concepts of planning and learning, in the form of Monte Carlo tree search and deep reinforcement learning. The method is based on the AlphaGo Zero algorithm, which is extended to a domain with a continuous state space where self-play cannot be used. The framework is applied to two different highway driving cases in a simulated environment and it is shown to perform better than a commonly used baseline method. The strength of combining planning and learning is also illustrated by a comparison to using the Monte Carlo tree search or the neural network policy separately.
I. INTRODUCTION
A UTONOMOUS vehicles are expected to bring many societal benefits, such as increased productivity, a reduction of accidents, and better energy efficiency [1] . One of the technical challenges for autonomous driving is to be able to make safe and effective decisions in diverse and complex environments, based on uncertain sensor information, while interacting with other traffic participants. A decision making method should therefore be sufficiently general to handle the spectrum of relevant environments and situations. The naive approach of trying to anticipate all possible traffic situations and manually code a suitable behavior for these is infeasible. The topic of this paper is tactical decision making, which considers high level decisions that adapts the behavior of the vehicle to the current traffic situation [2] . For example, these decisions could handle when to change lanes, or whether or not to stop at an intersection.
Rule-based methods, implemented as handcrafted state machines, were successfully used during the DARPA Urban Challenge [3] , [4] , [5] . However, a drawback with these rulebased approaches is that they lack the ability to generalize to unknown situations, which makes it hard to scale them to the complexity of real-world driving. Another approach is to treat the decision making task as a motion planning problem, which has been applied to highway [6] , [7] and intersection scenarios [8] . While successful for some situations, the sequential design of this method, which first predicts the trajectory of the surrounding vehicles and then plan the ego vehicle trajectory accordingly, results in a reactive behavior which does not consider interaction during the trajectory planning.
It is common to model the tactical decision making task as a partially observable Markov decision process (POMDP) [9] . This mathematical framework models uncertainty in the current state, future evolution of the traffic scene, and interactive behavior. The task of finding the optimal policy for a POMDP is difficult, but many approximate methods exist. Offline methods can solve complex situations and precomputes a policy before execution, which for example has been done for an intersection scenario [10] , [11] . However, due to the large number of possible real world scenarios, it becomes impossible to precalculate a policy that is generally valid. Online methods compute a policy during execution, which makes them more versatile than offline methods, but the limited computational resources reduces the solution quality. Ulbrich et al. considered a lane changing scenario on a highway, where they introduced a problem-specific high level state space that allowed an exhaustive search to be performed [12] . Another online method for solving a POMDP is Monte Carlo tree search (MCTS) [13] , which has been applied to lane changes on a highway [14] . Hybrid approaches between offline and online planning have also been studied [15] .
Reinforcement learning (RL) [16] has proved successful in various domains, such as playing Atari games [17] , in continuous control [18] , and reaching a super human performance in the game of Go [19] . In a previous paper, we showed how a Deep Q-Network (DQN) agent could learn to make tactical decisions in two different highway scenarios [20] . A similar approach, but applied to an intersection scenario, was presented by Tram et al. [21] . Expert knowledge can be used to restrict certain actions, which has been shown to speed up the training process for a lane changing scenario [22] . A different approach, which uses a policy gradient method to learn a desired behavior, has been applied to a merging scenario on a highway [23] . A common drawback with RL methods is that they require many training samples to reach convergence. RL methods may also suffer from the credit assignment problem, which makes it hard to learn long temporal correlations between decisions and the overall performance of the agent [16] . This paper presents a general framework, based on the AlphaGo Zero algorithm [19] , that combines the concepts of planning and learning to create a tactical decision making agent for autonomous driving (Sect. III). The planning is done with a variation of Monte Carlo tree search, which constructs a search tree based on random sampling. The difference between standard MCTS and the version used here is that a neural network biases the sampling towards the most relevant parts of the search tree. The neural network is trained by a reinforcement learning algorithm, where the MCTS component both reduces the required number of training samples and aids in finding long temporal correlations. The presented framework is applied to two conceptually different driving cases (Sect. IV), and performs better than a commonly used baseline method (Sect. V). To illustrate the strength of combining planning and learning, it is compared to using the planning or the learned policy separately.
In contrast to the related work, the approach that is introduced in this paper combines the properties of planning and RL. When used online, the planning can be interrupted anytime with a reasonable decision, even after just one iteration, which will then return the learned action. More computational time will improve the result. The proposed approach is general and can be adapted to different driving scenarios. Expert knowledge is used to ensure safety by restricting actions that lead to collisions. The intentions of other vehicles are considered when predicting the future and the algorithm operates on a continuous state space. The AlphaGo Zero algorithm is here extended beyond the zero-sum board game domain of Go, to a domain with a continuous state space, a not directly observable state, and where self-play cannot be used. Further properties of the framework are discussed in Sect. VI.
The main contributions of this paper are:
• The extension of the AlphaGo Zero algorithm, which allows it to be used in the autonomous driving domain.
• The introduction of a general tactical decision making framework for autonomous driving, based on this extended algorithm.
• The performance analysis of the introduced tactical decision making framework, applied to two different test cases.
II. THEORETICAL BACKGROUND
This section introduces partially observable Markov decision processes and two solution methods: Monte Carlo tree search, and reinforcement learning.
A. Partially Observable Markov Decision Process
A POMDP is defined as the tuple (S, A, O, T, O, R, γ), where S is the state space, A is the action space, O is the observation space, T is a state transition model, O is an observation model, R is a reward model, and γ is a discount factor.
At every time step t, the goal of the agent is to maximize the future discounted return, defined as
where r t+k is the reward at step t + k [9] . The state transition model T (s | s, a) describes the probability that the system transitions to state s from state s when action a is taken. The observation model O(o | s, a, s ) is the probability of observing o in state s , after taking action a in state s. For many real world problems, it is not feasible to represent the probability distributions T and O explicitly. However, some solution approaches only require samples and use a generative model G instead, which generates a new sampled state and observation from a given state and action, i.e., (s , o) ∼ G(s, a). The reward model defines the reward of each step as r = R(s, a, s ) [9] .
Since the agent cannot directly observe the state s of the environment, it can maintain a belief state b, where a probability b(s) is assigned to being in state s. In simple cases, the belief can be exactly calculated using Bayes' rule. However, approximate methods, such as particle filtering, are often used in practice [24] .
B. Monte Carlo Tree Search
MCTS can be used to select approximately optimal actions in POMDPs [13] . It constructs a search tree that consists of alternating layers of state nodes and action nodes, in order to estimate the state-action value function Q(s, a), which describes the expected return R t when taking action a in state s and then following the given policy. A generative model G is used to traverse the tree to the next state, given a state and an action. In the upper confidence tree version, the tree is expanded by selecting the action node that maximizes the upper confidence bound (UCB), defined as
where Q(s, a) is the current estimate of the state-action value function, N (s, a) is the number of times action a has been tried from state s, N (s) = a∈A N (s, a), and c uct is a parameter that controls the amount of exploration in the tree.
The standard formulation of MCTS cannot handle problems with a continuous state space, since then the same state may never be sampled more than once from G, which would result in a wide tree with just one layer. One way to address this problem is to use progressive widening [25] . With this technique, the number of children of a state-action node is limited to kN (s, a) α , where k and α are tuning parameters. When there are less children than the limit, a new state is added by sampling from G. Otherwise, a previous child is randomly chosen. Thereby the number of children gradually grows as N (s, a) increases.
C. Reinforcement Learning
Reinforcement learning is a branch of machine learning, where an agent tries to learn a policy π that maximizes the expected future return E(R t ) in some environment [16] . The policy defines which action a to take in a given state s. In the RL setting, the state transition model T (or G) of the POMDP may not be known. Instead, the agent gradually learns by taking actions in the environment and observing what happens, i.e., collecting experiences (s, a, s , r).
III. TACTICAL DECISION MAKING FRAMEWORK
This paper introduces a framework that combines planning and learning for tactical decision making in the autonomous driving domain. With this approach, a neural network is trained to guide MCTS to the relevant regions of the search tree, and at the same time, MCTS is used to improve the training process of the neural network. This idea is based on the AlphaGo Zero algorithm, originally developed for the game of Go [19] . However, such a zero-sum board game domain has several properties that cannot be used in a more general domain, such as a discrete state, symmetry properties, and the possibility of using self-play. This section shows how the AlphaGo Zero algorithm was generalized to a domain with a continuous state space and where self-play cannot be used.
A. Tree search
A neural network f θ , with parameters θ, is used to guide the MCTS. The network takes a state s as input, and outputs the estimated value V (s, θ) of this state and a vector that represents the prior probabilities p(s, θ) of taking different actions,
For m act possible actions, P (s, a i , θ) represents the prior probability of taking action a i in state s, i.e., p(s, θ) = (P (s, a 1 , θ), . . . , P (s, a mact , θ)).
In order to select which action to take from a given state, the SELECTACTION function from Algorithm 1 is used. This function constructs a search tree, where each state-action node stores a set of statistics {N (s, a), Q(s, a), C(s, a)}, where N (s, a) is the number of visits of the node, Q(s, a) is the estimated state-action value, and C(s, a) it the set of child nodes. To build the search tree, n iterations are done, where each iteration starts in the root node s 0 and continues for time steps t = 0, 1, . . . , L until it reaches a leaf node s L at step L. At each step, the algorithm selects the action that maximizes the UCB condition
Here, c puct is a parameter that controls the amount of exploration in the tree. In order to keep c puct constant over environments, the Q-values are normalized by Q max = r max /(1 − γ), where r max is the maximum possible reward in one time step. The reward is also typically normalized, which then means that r max = 1. In order to perform additional exploration during the training phase (not during evaluation), Dirichlet noise is added to the prior probabilities. Therefore, during training, P (s, a, θ) is replaced with (1 − ε)P (s, a, θ) + εη, for i ∈ 1 : n 3:
a ← sample from π 6:
return a, π
if s is terminal 9: return 0 10:
a ← arg max a U CB(s, a, θ)
11:
s ∼ G(s, a)
13:
r ← R(s, a, s )
14:
q ← r + γv 17:
(s , r) ← sample uniformly from C(s, a)
19:
return q where η ∼ Dir(β), and ε and β are parameters that control the amount of noise.
When an action has been chosen, the progressive widening criterion is checked to decide whether a new child node should be expanded. If the number of children is larger than kN (s, a) α , a previous child node is uniformly sampled from the set C(s, a), and the iteration continues down the search tree. However, if |C(s, a)| ≤ kN (s, a) α , a new leaf node is created. The state of this leaf node s L is sampled from the generative model,
is then added to the set of child nodes C(s L−1 , a L−1 ) and the estimated value of the node V (s L , θ) is given by the neural network f θ . All the action nodes {a * } of the leaf state node are initialized such that
Finally, the visit count N (s, a) and Q-values Q(s, a) of the parent nodes that were visited during the iteration are updated through a backwards pass.
After n iterations, the tree search is completed and an action a is sampled proportionally to the exponentiated visit count of actions of the root node s 0 , according to
where τ is a temperature parameter that controls the level of exploration. During the evaluation phase, τ → 0, which means that the most visited action is greedily chosen.
Algorithm 2 Procedure for generating training data.
while network not converged 3:
while episode not finished 6:
s i+1 , r i ← STEPENVIRONMENT(s i , a)
8:
N s ← i 10:
for i ∈ 0 : N s − 1 12:
ADDSAMPLETOMEMORY(s i , π i , z i )
B. Training process
Algorithm 2 shows the process for generating training data, for optimizing the neural network parameters. First, experiences from a simulated environment are generated. For each new episode, a random initial state is sampled and then the episode is run until termination, at step N s , with actions chosen according to the SELECTACTION function of Algorithm 1. Upon termination, the discounted return z i that was received during the episode is calculated for each step i = 0, . . . , N s −1 by summing the rewards r i of the episode, according to
If the final state s Ns is a terminal state, its value is set to zero, i.e., v end = 0. Otherwise, the value is estimated as v end = V (s Ns , θ). For each of the states s i , the received discounted return z i and the action distribution from the search tree,
, are used as targets for training the neural network. The tuples (s i , π i , z i ) are therefore added to a memory of experiences. In parallel to the collection of new training samples, the neural network parameters θ are optimized from the stored samples by using a gradient descent algorithm [26] . A loss function is calculated as the sum of the mean-squared value error, the cross entropy loss of the policy, and an L 2 weight regularization term,
where c 1 , c 2 , and c 3 are parameters that balance the different parts of the loss.
IV. IMPLEMENTATION
The presented framework for combining planning and reinforcement learning can be applied to autonomous driving. In this study, the properties of the framework were investigated for two highway driving cases, which are illustrated in Fig. 1 . The first case involves navigating in traffic as efficiently as possible, whereas the second case involves exiting on an off-ramp. This section starts with describing the driver and physical modeling of the the cases, which is used both as a generative model and for simulating the environment, and is then followed by a description of how the proposed framework was applied, how the simulations were set up, and how the baseline methods were implemented. The design of the test cases was inspired by Sunberg et al. [14] .
A. Driver Modeling
The Intelligent Driver Model (IDM) was used to govern the longitudinal motion of each vehicle [27] . The longitudinal accelerationv IDM is determined bẏ
where v x is the longitudinal speed of the vehicle, and d * is the desired distance to the vehicle ahead, given by
The acceleration is a function of the vehicle speed v x , the distance to the vehicle ahead d, and the speed difference (approach rate) ∆v x . The parameters of the model are the set speed v set , the set time gap T set , the minimum distance d 0 , the maximum acceleration a, and the desired deceleration b.
Noise was added to the acceleration of the vehiclesv x , by settingv
where w is a normally distributed random variable with unit standard deviation and zero mean, which is independent for each vehicle. The parameter σ vel is the standard deviation of the velocity noise and ∆t is the time step of the simulation.
No noise was added to the ego vehicle acceleration. The Minimizing Overall Braking Induced by Lane changes (MOBIL) strategy was used to model the lane changes of the surrounding vehicles [28] . This model makes lane changing decisions with the goal of maximizing the acceleration of all the involved traffic participants at every time step. A lane change is only allowed if the induced acceleration of the following vehicle in the new lane a n fulfills a safety criterion, a n > −b safe . The IDM is used to predict the accelerations of the neighboring vehicles. Then, a lane change is performed if
where a e , a n , and a o are the accelerations of the ego vehicle, the following vehicle in the target lane, and the following vehicle in the current lane, respectively, if no lane change is performed. Moreover,ã e ,ã n , andã o are the corresponding accelerations if the ego vehicle changes lane. A politeness factor p controls how much the gains and losses of the surrounding vehicles are valued. The lane change is done if the sum of the weighted acceleration changes is higher than a threshold a th . Finally, if lanes are available both to the left and to the right, the same criterion is applied to both options. If these are both fulfilled, the model chooses the option with the highest acceleration gain.
(a) Continuous highway driving case.
(b) Highway exit case. Fig. 1 . Examples of the two test cases. (a) shows an initial state for the continuous highway driving case, whereas (b) shows the exit case, when the ego vehicle is approaching the exit on the right side of the road. The ego vehicle is the green truck, whereas the color of the surrounding vehicles represent the aggressiveness level of their corresponding driver models, see Sect. IV-E. Red is an aggressive driver, blue is a timid driver, and the different shades of purple represent levels in between.
B. Physical Modeling
Both test cases took place on a straight one-way highway with four lanes. The longitudinal dynamics assumed a constant acceleration, which means that the longitudinal position and speed of a vehicle, x and v x , were updated according to
Furthermore, the braking acceleration was limited to b max . The lateral dynamics assumed a constant lateral speed v y , which means that the lateral position of a vehicle y, was updated according to
When a lane change was requested, v y was set to ±v lc y , where the sign depends on the intended lane change direction. Otherwise, it was set to 0. Table IV provides the parameter values.
C. POMDP Formulation
This section describes how the decision making problem for the two highway driving cases was formulated as a POMDP, how the state of the system was estimated from observations, and how Algorithm 1 was used to make the decisions. Table IV provides the parameter values.
1) State space, S: The state of the system,
consists of the physical state s p i and the driver state (driver model parameters) s d i of the ego vehicle, and the N veh surrounding vehicles in a traffic scene. There is also a Boolean state s term , which takes the value 1 when a terminal state is reached, and otherwise 0. The physical state consists of the longitudinal and lateral position, and speed, of each vehicle,
The driver state is described by the driver model parameters,
2) Action space, A: Since this study concerns tactical driving decisions, a high level action space is used. At every time step, the agent can choose between m act = 5 different actions; keep its current driver state a 1 , decrease or increase the setpoint of the adaptive cruise controller (ACC) a 2 , a 3 , and change lanes to the right or to the left a 4 , a 5 . Table I provides a summary of the available actions. The decision is then forwarded to a lower level operational decision making layer, which handles the detailed execution of the requested maneuver.
In this study, a simplified operational decision making layer is used, where the ACC consists of the IDM. In short, increasing the ACC setpoint corresponds to increasing the requested speed or decreasing the time gap, whereas decreasing the ACC setpoint has the opposite effect. More specifically, when a 3 is chosen and the set speed of the IDM v set is less than the speed desired by a higher level strategic decision making layer v des , then v set is increased by ∆v set . However, if v set = v des , then the set time gap of the IDM T set is decreased with ∆T set . Similarly, if a 2 is chosen and T set < T max , where T max is the maximum allowed time gap of the ACC, then T set is increased by ∆T set . However, if T set = T max , then v set is decreased by ∆v set . When action a 4 or a 5 are chosen, the vehicle either starts a lane change, continues a lane change or aborts a lane change, i.e., moves to the right or the left respectively by setting v y = ±v lc y . When a lane change is performed, the set speed is reset to v set = v des and the set time gap T set is set to the actual time gap. Decisions were taken at an interval of ∆t.
At every time step, the action space is pruned, in order to remove actions that lead to collisions. A lane change action is only allowed if the ego vehicle or the new trailing vehicle need to brake with an acceleration lower than a min to avoid a collision. Since the IDM itself is also crash-free, the ego vehicle will never cause a collision. Furthermore, a minimum time gap T min setpoint of the ACC is used. Therefore, if T set = T min , then a 3 is not considered. Moreover, if a lane change is ongoing, i.e., the vehicle is positioned between two lanes, only actions a 4 and a 5 are considered, i.e., to continue the lane change or change back to the previous lane.
3) Reward model, R: The objective of the agent is to navigate the highway safely and efficiently. Since safety is handled by a crash-free action set, a simple reward function that tries to minimize the time and the number of lane changes The driver state of the surrounding vehicles cannot be directly observed, but it can be estimated from the vehicles' physical state history by using a particle filter [14] . A particleŝ d represents the value of the driver model parameters of the observed surrounding vehicles. At a given time step, a collection of M particles {ŝ
and their associated weights {W k } M k=1 describe the belief of the driver model parameters. At the next time step, after action a has been taken, the belief is updated by sampling M new particles with a probability that is proportional to the weights. Then, new states are generated byŝ
Note that there is a component of noise in G, see Sect. IV-A. The new weights are calculated from the new observation, as the approximate conditional probability
where v and y are given by the observation,v is taken from s k , and γ lane is a parameter that penalizes false lane changes. Furthermore, Gaussian noise with a standard deviation that is proportional to the sample standard deviation of the current M particles is added to 10% of the new samples, in order to prevent particle deprivation.
In Algorithm 1, the estimated most likely state is used as input. The function is called with SELECTACTION(s 0 , n, θ),
consists of the terminal state, the observed physical state, the observed ego driver state, and the particle with the highest weight. This particle represents the most likely driver model state, given byŝ
D. Neural Network Architecture and Training Process
A neural network estimates the prior probabilities of taking different actions and the value of the current state. In this implementation, before the state s is passed through the neural network, it is converted to ξ, where all states are normalized, i.e., ξ * ∈ [−1, 1], and the positions and velocities of the surrounding vehicles are expressed relative to the ego vehicle. There are m ego = 7 inputs that describe the ego vehicle state and m veh = 4 inputs that describe the state of each surrounding vehicle. The first elements, ξ 1 to ξ 7 , describe the state of the ego vehicle, whereas ξ 7i+1 , ξ 7i+2 , ξ 7i+3 , and ξ 7i+4 , for i = 1, . . . , N max , represent the relative state of the surrounding vehicles. If there are less than N max vehicles in the sensing range, the remaining inputs are padded with dummy values, ξ 7i+1 = −1 and ξ 7i+2 = ξ 7i+3 = ξ 7i+4 = 0, which will not affect the output of the network, see below. Table II describes how ξ is calculated and the values of the normalization parameters are given in Table IV .
In a previous study [20] , we introduced a temporal convolutional neural network (CNN) architecture, which simplifies and speeds up the training process by applying CNN layers to the part of the input that consists of interchangeable objects, in this case surrounding vehicles. The input that describes the surrounding vehicles is passed through CNN layers, with a design that results in identical weights for each vehicle, and finally a max pooling layer creates a translational invariance between the vehicles. With this structure, the output will not depend on how the vehicles are ordered in the input vector. It also removes the problem with a fix input vector size, since it can simply be made larger than necessary and padded with dummy values for the extra vehicle slots. The extra input will then be removed by the max pooling layer.
The neural network architecture, shown in Fig. 2 , was used in this study and includes the described CNN architecture. In short, the input that describe the state of the surrounding vehicles is passed through two convolutional layers, followed by a max pooling layer. This is then concatenated with the input that describes the ego vehicle state and passed through two fully connected layers, before being split up into two parallel heads, which estimate the action distribution p(s, θ) and the value V (s, θ) of the input state s. All layers have ReLU activation functions, except for the action head, which has a softmax activation function, and the value head, which has a sigmoid activation function. Finally, the value output is scaled with the factor 1/(1 − γ) (since this is the maximum possible value of a state).
Algorithm 2 was used to collect training samples. When an episode was finished, the n new samples were added to a replay memory of size M replay . Learning started after N start samples had been added. Then, after each finished episode, the network was trained on n new mini-bathes, with size M mini , uniformly drawn from the memory. The loss was calculated by using Eq. 7 and the neural network parameters θ were optimized by stochastic gradient descent, with learning rate η and momentum µ. The parameters of Algorithm 1 and the training process are shown in Table III . In order to speed up the training process, the algorithm was parallelized. Twenty workers simultaneously ran simulations to generate training data. They all shared the same neural network and update process. Worker calls to f θ (s) were queued and passed to the neural network in batches.
E. Episode Implementation
As mentioned above, both the test cases consisted of a straight one-way highway with four lanes. Overtaking was Fig. 1a . The details on how the initial states were created are described below.
The surrounding vehicles were controlled by the IDM and MOBIL model. The marginal distribution of the model parameters were uniformly distributed between aggressive and timid driver parameters, which were slightly adapted from Kesting et al. [29] and shown in Table V. The main difference is that the politeness factor is here significantly reduced, to create a more challenging task, where slow drivers do not always try to move out of the way. In order to create a new driver model, values were drawn from a Gaussian copula, which had a covariance matrix with 1 along the diagonal and a correlation of ρ = 0.75 elsewhere. These values were then scaled and translated to the range between aggressive and timid driver parameters. In order to create the initial state of the simulation, at first only the ego vehicle was placed on the road and the simulation was run for n init = 200 steps. During this phase, the ego vehicle was controlled by the IDM and it made no lane changes. At every time step, a new vehicle with random parameters was generated. If it was faster than the ego vehicle, it was inserted 300 m behind it, and if it was slower, 300 m in front of it. Furthermore, it was placed in the lane that had the largest clearance to any other vehicle. However, if d * (see Eq. 9) of the new vehicle, or the vehicle behind it, was less than the actual gap, the vehicle was not inserted. At most N max vehicle were added. The state after these n init steps was then used as the initial state of the new episode. The ego vehicle driver state was initialized to the same parameters as a 'normal' driver (Table V) .
F. Baseline Methods
The performance of the framework that is introduced in this paper is compared to two baseline methods. For both test cases, standard MCTS with progressive widening, described in Sect. II-B, is used as a baseline, with the same POMDP formulation that is described in Sect. IV-C. Furthermore, for a fair comparison, the same parameter values as for the introduced framework is used, described in Table III , and the exploration parameter is set to c uct = c puct . Rollouts are done using the IDM and MOBIL model, with the 'normal' driver parameters of Table V , and a rollout depth of 20 time steps. After n iterations are performed, the action with the highest visit count is chosen.
For the continuous highway driving case, a second baseline is the IDM and MOBIL model, with the 'normal' driver parameters. A similar model is used as a second baseline for the highway case with an exit. Then, the driver follows the IDM longitudinally and changes lanes to the right as soon as the safety criterion of the MOBIL model is fulfilled.
V. RESULTS
The results show that the agents that were obtained by applying the proposed framework to the continuous highway driving case and the highway exit case outperformed the baseline methods. This section presents further results for the two test cases, together with an explanation and brief discussion on some of the characteristics of the results. A more general discussion follows in Sect. VI. The decision making agent that was created from the presented framework is henceforth called the MCTS/NN agent (where NN refers to neural network), whereas the baseline methods are called the standard MCTS agent and the IDM/MOBIL agent. For both test cases, the MCTS/NN agent was trained in a simulated environment (Sect. IV-D). At every 20,000 added training samples, an evaluation phase was run, where the agent was tested on 100 different episodes. These evaluation episodes were randomly generated (Sect. IV-E), but they were identical for all the evaluation phases and for the different agents. Fig. 3 shows the average rewardr per step that was received during the evaluation episodes, as a function of the number of added training samples, henceforth called training steps. The maximum possible reward for every step is 1, and it is decreased when the agent deviates from the desired speed and/or make lane changes. The agent performed relatively well even before the training had started, due to its planning component. However, with only 20,000 training steps, the agent learned to perform significantly better. The average received reward then increased slightly with more training, until around 100,000 steps, where the performance settled.
A. Continuous Highway Driving Case
A comparison of the average speedv and the action distribution during the evaluation episodes was made for the MCTS/NN agent and the baseline methods. Fig. 4 shows how v varies during the training of the agent, normalized with the mean speed of the IDM/MOBIL modelv IDM/MOBIL . For reference, the figure displays the average speed when applying the IDM, which always stays in its original lane during the whole episode, and can therefore be considered as a minimum performance. The ideal mean speed (25 m/s) for when the road is empty is also indicated, which is naturally not achievable in these episodes due to the surrounding traffic. The figure shows that the standard MCTS agent outperformed the IDM/MOBIL agent, and that the MCTS/NN agent quickly learned to match the performance of the MCTS agent and then surpassed it after around 60,000 training steps. Table VI shows the action distribution for the baseline methods and for the MCTS/NN agent after 250,000 training steps. The trained MCTS/NN agent and the IDM/MOBIL agent performed lane changes at about the same rate, whereas the standard MCTS agent made significantly more lane changes. It also changed its ACC state more than the trained MCTS/NN agent. A key difference between the compared methods is highlighted in Fig. 5 , which shows a situation where planning is required. The ego vehicle is here placed behind two slow vehicles in adjacent lanes, with timid driver parameters. The best behavior for the ego vehicle is to make two lane changes to the left, in order to overtake the slow vehicles. Both the standard MCTS agent and the trained MCTS/NN agents solved this situation, whereas the IDM/MOBIL agent got stuck in the original lane.
Finally, the effect of the number of MCTS iterations n on the performance of the trained agent was investigated, which is shown in Fig. 6 . To execute just one iteration corresponds to using the policy that was learned by the neural network, which performed better than the IDM/MOBIL agent. At around 30 iterations the MCTS/NN agent surpassed the standard MCTS agent, which used 2,000 iterations, and at n = 1,000 the performance settled.
B. Highway Exit Case
The highway exit case is conceptually different from the continuous driving case, since it has a pass/fail outcome. In this case, the most important objective is to reach the exit, whereas a secondary objective is to do so in a time efficient way. Fig. 7 shows the proportion of evaluation episodes where the exit was reached, as a function of training steps for the MCTS/NN agent. The agent quickly learned how to reach the exit in most episodes, and after around 120,000 training steps, it solved all of them. The success rate of the baseline methods was 70% for the standard MCTS agent and 54% for the modified IDM/MOBIL agent. The time it took to reach the exit for the different methods is shown in Fig. 8 . Only the episodes where all methods succeeded to reach the exit are included in the comparison.
Similarly to the continuous highway driving case, there are situations for the highway exit case where it is necessary to plan over a long time horizon. One such situation is shown in Fig. 9 . There, the ego vehicle starts in the leftmost lane, 300 m from the exit, and six vehicles are positioned in the other lanes. Three of the vehicles have timid driver parameters and the other three have aggressive driver parameters, except for the set speed, which is v set = 21 m/s for all of them. All vehicles also start with an initial speed of 21 m/s. The single way the ego vehicle can reach the exit in this situation is to first slow down and then make several lane changes to the right, which was only discovered by the trained MCTS/NN agent. The standard MCTS agent never found the way to the exit in its tree search and therefore stayed in its original lane, to not get negative rewards from changing lanes. The IDM/MOBIL agent accelerated to 25 m/s and changed lanes to right as far as it could, without reaching the exit.
The effect of the number of MCTS iterations n is shown in Fig. 10 . When using the learned policy from the neural network, i.e., one iteration, the MCTS/NN agent only succeeded in 14% of the evaluation episodes. With ten iterations, the success rate matched the standard MCTS agent, which used 2,000 iterations. Then, when the MCTS/NN agent also used 2,000 iterations, it managed to plan far enough to solve all the evaluation episodes.
In order to illustrate the behavior of the trained MCTS/NN agent, Fig. 11 shows the learned value and the action that was taken for different states when approaching the exit, with no other vehicles present. The ego vehicle had an initial speed of 25 m/s, v set = 25 m/s, and T set = 2.5 s. For states longitudinally far away from the exit, the agent learned that the value is 20, which corresponds to expecting a reward of 1 for all future steps (since the geometric sum of Eq. 1 equals 20 for γ = 0.95). As expected, the learned value decreases for all the lanes, except for the rightmost lane, for states close to the exit. Far from the exit, the agent always chooses action a 1 , i.e., to stay in the current lane and keep its current speed, whereas closer to the exit, the agent changes lanes to the right, to bring it to the rightmost lane.
VI. DISCUSSION
The results show that the agents that were obtained by applying the proposed framework to the two test cases outperform the baseline methods, and that the advantage is more significant for the highway exit case, especially in the number of solved test episodes (Fig. 7) . The reason for that the difference is larger in the exit case is that it is a more complex case, where the effect of the policy is more decisive. A suboptimal action in the continuous highway driving case just means a small time loss, whereas a mistake in the exit case can result in that the exit is not reached. Moreover, in general, the exit case requires a longer planning horizon than the continuous case, which is exemplified in Fig. 9 . In that situation, the standard MCTS did not reach deep enough in the search tree to figure out how it could reach the exit. However, the prior action probabilities and the value estimate of different states, which the MCTS/NN agent obtained from the training, allowed it to focus the tree search to the most promising regions. Thus, for the same number of MCTS iterations, it could search deeper in the tree and perform planning over a longer time horizon than the standard MCTS. In the example situation, the MCTS/NN agent was therefore able to figure out which actions that were needed in order to reach the exit.
The MCTS/NN agent is anytime capable, i.e., it can abort its search after any number of iterations, even after just one, which will then return the action given by the neural network. More iterations will in general improve the result, up to a limit, where the performance settles. In the cases considered in this study, full performance was reached at around n = 1,000, see Fig. 6 and 10. The number of searches that are necessary depends on the complexity of the environment and the specific traffic situation, which will require different planning depths, as was discussed above.
As mentioned in Sect. IV-C, a simple reward model was used, which promotes driving close to the desired speed and penalizes lane changes. This model proved to work well in this study, but a more careful design may be required for other cases. Additional aspects, such as fuel efficiency or the influence on the surrounding traffic, could also be included. A reward model that mimics human preferences could be determined by using inverse reinforcement learning [30] .
In a previous paper [20] , we introduced a different method, where a DQN agent learned to make tactical decisions for a case that was similar to the continuous highway driving case described here. That method required around one order of magnitude more training samples to reach a similar performance as the MCTS/NN agent, which indicates the value of letting a planning component guide the learning process, from a sample efficiency perspective. However, each training sample is more computationally expensive to obtain for the method presented here, due to the many MCTS iterations that are done for each decision. If the training is carried out in a simulated environment where training samples are cheap, the advantage of the sample efficiency of the MCTS/NN agent can be argued, but if the training samples are obtained from real world driving where each sample is expensive, sample efficiency is important. For the two test cases in this study, Fig. 11 . This figure displays the learned values of different states V (s, θ) when there were no other vehicles present, for the highway exit case. The arrows represent which action that was taken for different states. An arrow that points to the right corresponds to action a 1 , whereas downwards corresponds to a 4 ( Table I ). Note that the axes do not have the same scale. the MCTS agent required around 100,000 training samples, which corresponds to around 20 hours of driving.
The generality of the proposed decision making framework was demonstrated by applying it to two different cases, that are conceptually different. In the continuous highway driving case, the only goal is to navigate in traffic as efficiently as possible, whereas in the exit case, there is a terminal state with a pass/fail outcome, i.e., if the exit was reached or not. In order to apply the framework to other cases, the following components need to be defined: the state space S, the action space A, the reward model R, the generative model G, and the belief state estimator. However, the tree search and training process of Algorithm 1 and 2 would be identical for all cases.
When training a decision making agent by using the framework presented in this paper, or any other machine learning technique, it is important to note that the agent will only be able to solve the type of situations it encounters during the training process. Therefore, it is crucial to set up the training episodes so that they cover the intended case. Moreover, when using machine learning to create a decision making agent, it is difficult to guarantee functional safety of the agent's decisions. A common way to avoid this problem is to use an underlying safety layer, which ensures that the planned trajectory is safe before it is executed by the vehicle control system [31] .
In this paper, the AlphaGo Zero algorithm was extended to a domain with a continuous state space, a not directly observable state, and where self-play cannot be used. A generative model replaced the self-play component, progressive widening was added to deal with the continuous state space, and a state estimation component was added to handle the unknown state. Furthermore, the CNN architecture of AlphaGo Zero, which due to Go's grid-like structure can be used to extract important features, was replaced by a CNN architecture that was applied to features of the surrounding vehicles. One technical difference to the AlphaGo Zero algorithm is the UCB condition in Eq. 4, which determines which action to expand in the tree search. The numerator is here changed from AlphaGo Zero's b N (s, b) to b N (s, b) + 1, which means that when the tree search reaches a leaf node, it will choose to expand the action that is recommended by the neural network policy, i.e., a = arg max a P (s, a, θ), instead of a random action. This proved to be beneficial in this study, but more investigations are necessary to determine if it is beneficial in general. Two other small technical differences are that the Q-value in the UCB condition is normalized, in order to keep c puct constant for different environments, and that the Q-value of a leaf node is initialized to the value that is estimated by the neural network V (s, θ), which for this domain is a better estimate than setting it to zero, as in AlphaGo Zero.
VII. CONCLUSIONS
The results of this paper show that the presented framework, which combines planning and learning, can be used to create a tactical decision making agent for autonomous driving. For two conceptually different highway driving cases, the resulting agent performed better than individually using planning, in the form of MCTS, or learning, in the form of the trained neural network. The agent also outperformed a baseline method, based on the IDM and MOBIL model. The presented framework is flexible and can easily be adapted to other driving environments. It is also sample efficient and required one order of magnitude less training samples than a DQN agent that was applied to a similar case [20] .
