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2 Introduction
Kronecker’s Theorem states that an algebraic number has absolute logarithmic Weil
height zero if and only if it is either zero or a root of unity. A natural question to
ask is whether we can find an explicit constant C > 0 such that the height of any
algebraic number is zero or greater or equal to C. The fact that the height of 2
1
n is
log 2
n
shows that the answer is no. If we replace the field of algebraic numbers with
a smaller field, there is hope that this is true. We say a field has the Bogomolov
property if there is a positive constant C such that the height of any non-torsion
and non-zero element is greater than C. This property was introduced by Bombieri
and Zannier in [BZ01].
By Northcott’s Theorem every number field satisfies the Bogomolov property. Al-
though the property was not called Bogomolov yet, in 1973 Schinzel [Sch73] (and
later Smyth [Smy81] made the result explicit) proved that Qtr, the maximal to-
tally real extension of the rational numbers, also satisfies the Bogomolov property.
Twenty-seven years later, Amoroso and Dvornicich [AD00] proved thatQab, the max-
imal abelian extension of the rationals, satisfies the Bogomolov property and they
even found an explicit lower bound, namely log 5
12
. This bound is almost sharp (there
is an element of height log 7
12
). By the Theorem of Kronecker-Weber, the field Qab can
be obtained by adjoining µ∞, the set of all roots of unity, to the rationals. In 2000
and 2010, Amoroso and Zannier ([AZ00] effective and [AZ10] uniform and explicit)
in a similar setting proved the following: Let α ∈ Q∗ \ µ∞ such that there exists a
number field K of degree d over Q with K(α)/K abelian. Then h(α) ≥ 3−d2−2d−6.
A survey article by Smyth on that topic [Smy08] which cites 173 articles shows that
this topic is still of great interest.
Another remarkable paper is [ADZ14], where one can find a good overview of the
Bogomolov property. The authors prove that any Galois extension L of a number
field K such that G/Z(G) has finite exponent, where G is the galois group of L/K
and Z(G) is its center, is Bogomolov. We use the idea of the proof of their Lemma
2.1 in our Section 4.2.2. Furthermore, their result seems similar to one of our results
where we consider an infinite extension of such a field.
Now we turn to elliptic curves and create the elliptic curve analogue to Qab. Let
E be an elliptic curve defined over Q and let Q(Etor) be the smallest field extension
of Q that contains all coordinates of torsion points of E. In 2013 Habegger [Hab13]
showed that Q(Etor) satisfies the Bogomolov property. The aim of this paper is
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making this result explicit (not only effective!). Whenever an elliptic curve admits
some endomorphism over Q that is not multiplication by an integer, we say the
elliptic curve has complex multiplication or short is CM. In the CM case, Q(Etor)
has the Bogomolov property by the result of Amoroso and Zannier [AZ00] and this
becomes explicit using their later work [AZ10]. So we can concentrate on the other
case: For a non-CM elliptic curve, this extension is non-abelian and none of the
above results can be applied.
We will now explain the structure of this thesis. Chapter 2 shortly introduces
some number theory to the reader. In Chapter 3 and 4 we will state and prove the
main theorems. Chapter 3 is about making Habegger’s result explicit and chapter
4 generalizes it. The first main theorem of chapter 3 is the following.
Theorem 2.1
Let E be an elliptic curve defined over Q without complex multilplication and let
p ≥ 5 be a supersingular prime of E such that the Galois representation Gal(Q¯/Q)→
AutE[p] is surjective. Then for all α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ (log p)
5
1021p44
.
By Elkies [Elk89] and Serre [Ser72], such a prime always exists. After bounding
the smallest supersingular and surjective prime p, we get the following theorem.
Theorem 2.2
Let E be an elliptic curve defined over Q of conductor N . Let α ∈ Q(Etor)∗ \ µ∞.
Then with n = 107 max{985, 1
12
(18N logN) + 3}2 we have
h(α) ≥ ((8Neϑ(n))Neϑ(n)(log(8Neϑ(n)))518N logN)−44
where ϑ(n) =
∑
p≤n log p.
In chapter 4, we will generalize Habegger’s result and allow larger base fields as
follows.
Theorem 2.3
Let E be an elliptic curve over Q. Let L be a (possibly infinite) Galois extension
of Q with uniformly bounded local degrees by d ∈ N. Then L(Etor) satisfies the
Bogomolov property.
Given a prime p such that p is surjective, supersingular and greater than max(2d+
2, exp(Gal(L/Q)) (which is always finite by [Che13]), we can even explicitly compute
the lower bound for the height and it is (log p)
4
p5p3
.
We now want to sketch the proofs.
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We start with the explicit result. We will dive into Habegger’s paper where
two parts are important for us. First, he proves that the height of an element
α ∈ Q(Etor)∗ \ µ∞ plus a correction term is bounded from below. There the bound
depends on a prime p that fulfills the conditions of the above Theorem 2.1. To be
more precise, he proves the following.
Proposition 2.4 ([Hab13], Proposition 6.1)
Suppose E does not have complex multiplication. There exists a constant c > 0
depending only on E with the following property. If α ∈ Q(Etor) \ µ∞ is non-zero,
there is a non-zero β ∈ Q \ µ∞ with h(β) ≤ c−1h(α) and
h(α) + max{0, 1
[Q(β) : Q]
∑
τ :Q(β)→C
log |τ(β)− 1|} ≥ c.
Second, he uses Bilu’s equidistribution Theorem in [Bil97] with a modification of
the logarithmic term to avoid the logarithmic singularity.
We will follow this structure and first bound the prime p in Section 4.1. Here
we have to find a small supersingular prime. Although Fouvry and Ram Murty
[FRM96] prove a lower bound for the number of supersingular primes less than or
equal to x, their bound is not explicit in terms of E so we have to find such a bound.
We will do so by following Elkies’ constructive proof [Elk89] of the existence of in-
finitely many supersingular primes for an elliptic curve and make it explicit. We
will get some congruence relations and put them into one single congruence rela-
tion. This allows us to find supersingular primes by finding primes in an arithmetic
progression. An unpublished result of Bennett, Martin, O’Bryant and Rechnitzer
[BMOR18] then gives us an explicit bound for that prime. We will also give an
effective version where we use Linnik’s theorem [Xyl11a], but unfortunately the es-
timates in this references are not explicit, . Furthermore, we have to give a bound for
the biggest non-surjective prime. For that we will quote a result of Le Fourn, [LF16].
Next, we will get rid of the sum in Proposition 3.13. Instead of modifying the log-
arithmic term as in [Hab13] and applying an effective version of Bilu’s Theorem, we
provide a direct route via a height bound for polynomials due to Mignotte [Mig89],
see Section 4.2.1.
In Section 4.4 we will give some examples of elliptic curves and their correspond-
ing explicit height bounds.
Since this height bound depends on the elliptic curve via the prime p, it makes
sense searching for a prime p that is supersingular and surjective for an infinite fam-
ily of elliptic curves. That would give an unconditional explicit lower bound for the
whole family. But while the supersingularity condition can probably be expressed
by finitely many congruence relations, finding an unconditional bound for surjective
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primes is related to an open conjecture of Serre. A possibility may also be looking
only at semistable curves and finding an infinite family of semistable curves with
the techniques of Kramer [Kra83].
The proof of our Theorem 2.3 involves the theory of local fields, ramification the-
ory and Galois theory. In his proof, Habegger makes heavy use of the Frobenius. In
our generalized case, we can not always be sure that there exists a lift of the Frobe-
nius. We will work around that by taking suitable powers of suitable morphisms.
Another key ingredient in Habegger’s proof are non-split Cartan subgroups. In our
proof we can completely work around that by considering the unramified and the
tamely ramified case together.
There is also the complementary problem where we do not look at an extension of
Q but at the Néron-Tate height of the elliptic curve E itself. Recall that the Néron-
Tate height vanishes precisely at the points of finite order of E. Baker [Bak03] proved
that for an elliptic curve E either having complex multiplication or non-integral j-
invariant, the Néron-Tate height on E(Qab)\Etor is bounded from below. Silverman
[Sil04] proved the same without the constraint on E. There are two generalizations
of this. First, Baker and Silverman [BS04] proved the existence of a lower bound for
A(Qab) \Ator where A is an abelian variety. Second, Habegger [Hab13] proved that
the Néron-Tate height on E(Q(Etor)) \ Etor is bounded from below. The general
conjecture is the following.
Conjecture 2.5 (David)
Let A be an abelian variety defined over a number field K equipped with a Néron-
Tate height coming from a symmetric and ample line bundle. Then the Néron-Tate
height on A(K(Ator)) \ Ator is bounded from below by a constant only depending on
A/K and the definition of the height.
A future task can be making Habegger’s bound on the Néron-Tate height explicit.
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3 Preliminaries
3.1 Notations
Q field of rational numbers
Z ring of rational integers
H the upper half plane {z ∈ C| im z > 0}
h` the class number of Q(
√−`)
rad(a) product of the distinct prime divisors of an integer a 6= 0
ϕ(a) number of invertible residues modulo a
µ∞ set of all roots of unity
µn set of roots of unity of order dividing n
pi(a) number of primes less than or equal to a
p prime number
ϑ(a)
∑
p≤a log p
Kv completion of a field K with respect to a place v
Num(x) numerator of a rational number x
Denom(x) denominator of a rational number x
Qp field of p-adic numbers
Etor torsion points of an elliptic curve E
E[N ] N -torsion points of an elliptic curve E
| · |v v-adic absolut value
h(x) absolute logarithmic Weil height of x
h∗(x) positive absolute logarithmic Weil height of x, h∗(x) = max(log 2, h(x))
K(N) K(N) = K(E[N ]) where E[N ] are the N -torsion points of an elliptic curve E defined over K
e(K : L) ramification index of K over L
exp(G) exponent of a group G
Qq the unique quadratic unramified extension of Qp
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3.2 Elliptic curves
In this chapter we will give the basic definitions in the theory of elliptic curves.
Since the results in this section are basic and available in all standard books we will
skip the proofs and refer to [Sil09] for deeper interest. We will also closely follow
Silverman’s notations and definitions.
Definition 3.1 (Elliptic curve)
An elliptic curve E over a field K is given by the equation Y 2 = X3 + AX + B
with A,B ∈ K and 4A3 + 27B2 is non-zero. Then for any field L containing K
we set E(L) := {(x, y) ∈ L2|y2 = x3 + Ax + B} ∪ {O} where O is the point at
infinity. There is a well-known group structure on E where two distinct points
are added by taking the third intersection point of the line through the points and
the elliptic curve and mirroring it on the x-axis. One can add a point to itself
by taking the tangent line instead of the line through two distinct points. For
N ∈ N we call E(L)[N ] := {(x, y) ∈ E(L)|N · (x, y) = O} the N -torsion points and
Etor :=
⋃
N∈NE(Q)[N ] the torsion points.
Remark 3.2
One can also define an elliptic curve as a smooth projective algebraic curve of genus
one with a specified point O. But since we care for explicit coordinates, the above
definition suits our case better.
Definition 3.3 (Conductor, j-invariant)
We call jE := 4A
3
4A3+27B2
the j-invariant of E. For the precise definition of the con-
ductor N of an elliptic curve E, we refer to §10 in [Sil94]. For us, the following facts
will be sufficient:
• rad(6N)
6
is the product of all primes p ≥ 5 such that the reduction of E mod p
is a singular curve.
• For elliptic curves over Q, the conductor is always at least 11 (see [Cre97],
Table 1) .
Definition 3.4 (Complex multiplication)
Let E be an elliptic curve over Q. We call End(E) the set of Q-endmorphisms of E.
Since we can add points to themselves, it will always contain Z. In the case where
End(E) is strictly larger than Z, we say that E has complex multiplication. If a ring
R can be embedded in End(E), we say that E has complex multiplication by R.
Remark 3.5
For an elliptic curve over Q, the following is true. Whenever Aut(E) is strictly
larger than Z, it will be of the form OD = Z[12(D +
√
D)] for D congruent to 0 or
3 modulo 4. In that case we say that E has complex multiplication by OD.
Definition 3.6 (Supersingular prime)
Let E be an elliptic curve over Q and let p ∈ Z be a prime. We say that p is
supersingular for E if the reduction Ep of E mod p is a non-singular curve and has
complex multiplication by some OD such that p is ramified or inert in Q(
√−D).
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Elkies’ result tells us that there are many of them.
Theorem 3.7 (Elkies, [Elk87])
Let E be an elliptic curve over Q. Then there are infinitely many supersingular
primes for E.
In [FRM96] Fouvry and Ram Murty proved that the number of supersingular
primes for an elliptic curve E that are smaller than a sufficiently large x is at least
c log log x for an absolute positive constant c but this result is not explicit.
Definition 3.8 (Surjective primes)
Let E be an elliptic curve defined over Q and let p ∈ N be a prime. We say that
p is surjective (for E) if the Galois representation ρp : Gal(Q¯/Q) → Aut E[p] is
surjective.
Serre’s Théorème in [Ser72] states that there is a bound such that all primes
greater than that bound are surjective if E does not have complex multiplication.
Originally, his result contained no explicit bound. Explicit and effective estimates
for this bound were developed later. One example is the following result of Le Fourn
which we will state in the section on heights.
The proof of Elkies’ Theorem gives an algorithm for finding supersingular primes.
It requires finding primes in arithmetic progressions. Dirichlet’s Theorem tells us
that we can find such a prime and Linnik’s Theorem tells us how big it is. Although
many authors have improved the exponent in Linnik’s Theorem not much has ap-
peared in the literature on the multiplicative constant and only effective, but not
explicit results are known there. Bennett, Martin, O’Bryant and Rechnitzer equip
us with another result which is asymptotically weaker than Linnik’s Theorem and
its refinements but which is completely explicit.
We want to introduce two properties that we need later on.
Definition 3.9
Let p ≥ 5 and let E be an elliptic curve over Q. We say that p has property (P1) if
p is a supersingular prime for E. We say that p has property (P2) if p is surjective.
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3.3 Local Fields
We want to introduce some basic ramification theory and use the definitions of
Neukirch [Neu99].
Definition 3.10 (Ramification index and inertia degree)
Let K be a number field and L be a finite Galois extension of K. Let v be a finite
place of K and w be a finite place of L that extends v. The index
e = e(w|v) = (w(L∗) : v(K∗))
is called the ramification index of the extension L/K. We call L totally ramified (at
w) if e = [L : K] and unramified (at w) if e = 1.
Definition 3.11 (Higher ramification group)
Let now L/K be a finite extension of local fields with w : L → Z ∪ {+∞} the
surjective valuation and for i ≥ −1 we call
Gi(L/K) := {σ ∈ Gal(L/K)|∀a ∈ OK we have w(σ(a)− a) ≥ i+ 1}
the i-th higher ramification group of L/K.
Remark that G−1 is the Galois group and G0 is the inertia group. By definition
10.1 of [Neu99], we have
G−1(L/K) ⊃ G0(L/K) ⊃ G1(L/K) ⊃ ...
and the Gi are normal subgroups of G−1(L/K).
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3.4 Heights
Definition 3.12 (Height)
Let x ∈ Q and let K be any number field that contains x. Then we define the
(absolute logarithmic Weil) height of x as
h(x) :=
1
[K : Q]
∑
v∈MK
dv log(max(|x|v, 1))
where MK is the set of places of K, dv = [Kv : Qp] are the local field degrees and
the absolute values are normalized such that |p|p = 1p . Later on we will also need
the following notation: h∗(x) := max(log 2, h(x)).
This definition is independent of the choice of K. The definition of h∗ guarantees
that we always have h(x) ≤ h∗(x) and h∗(x) is always positive.
The main ingredient in our recipe is:
Proposition 3.13 (Habegger, Proposition 6.1, [Hab13])
Suppose E does not have complex multiplication. Let p ≥ 5 be a surjective and
supersingular prime for E. If α ∈ Q(Etor)∗ \ µ∞ then there is a β ∈ Q∗ \ µ∞ with
h(β) ≤ 10p4h(α) and
h(α) ≥ 1
5
 log p
2p8
−max
{
0,
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1|
} .
In the section about the small heights, we want to compare the height of an
algebraic number with its degree and two theorems of Voutier can help us with
that.
Theorem 3.14 (Voutier, [Vou96], main theorem)
Let α ∈ Q∗ \ µ∞ with d := degα ≥ 2 then we have
h(α) >
1
4d
(
log log d
log d
)3
.
With Corollary 2 of the same paper we get
Corollary 3.15 (Voutier, [Vou96], Corollary 2)
Let α ∈ Q∗ \ µ∞ with d := degα ≤ 16 then we have
h(α) ≥ 1
8(log 48)3
.
Now we can also state the aforementioned bound for supersingular primes of Le
Fourn:
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Theorem 3.16 ([LF16], Theorem 4.2)
Let E be an elliptic curve over Q without complex multiplication and let jE be the
j-invariant of E. Then for
p > 107 max{985, 1
12
h(jE) + 3}2
the Galois representation ρp is surjective.
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4 The explicit height bound
4.1 A supersingular prime for E
Let E be an elliptic curve over Q. We let N be the conductor and jE be the j-
invariant of E. We want to find a small supersingular prime for E. In his paper
Elkies [Elk87] demonstrated how to find such a prime. We will use this technique
to find a supersingular prime which we can bound explicitly in terms of constants
depending only on E. Fouvry and Murty [FRM96] prove a lower bound for the
number of supersingular primes less than or equal to x. Yet the dependency on E
in their bound is not made explicit.
For now we consider primes ` ≡ 3 mod 4 and let h` be the class number of
Q(
√−`). For positive D such that −D is the discriminant of Z[D+
√−D
2
] let PD be
the monic polynomial whose roots are (with multiplicity one) exactly the finitely
many j-invariants of non-isomorphic elliptic curves with complex multiplication by
Z[D+
√−D
2
]. They are polynomials with coefficients in Z (see [Elk87]). We introduce
the convention
√−` = i√` where √` is the positive root of `.
We start with a definition.
Definition 4.1 (Modular j-function)
Let τ ∈ H and let q = e2piiτ . We define
∆(τ) = g2(τ)
3 − 27g3(τ)2,
where
g2(τ) = (2pi)
4 1
22 · 3(1 + 240
∞∑
n=1
σ3(n)q
n)
and
g3(τ) = (2pi)
6 1
23 · 33 (1− 504
∞∑
n=1
σ5(n)q
n)
with σk(n) =
∑
d|n d
k. Then we call
j(τ) = 1728
g2(τ)
3
∆(τ)
the modular j-function.
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As Elkies describes in [Elk87], j(1+
√−`
2
) and j(
√−`) are the only real roots of P`
and P4`, respectively. So both P` and P4` must have odd degree since they have
only one real root and all other roots have to fall into pairs of complex conjugate
numbers. Also, we constructed the polynomials to be monic. For the next lemma
we cite a paragraph in [Elk87]:
Remark 4.2 ([Elk87], end of chapter 2)
From the q-expansion: j(z) = exp(−2piiz)+O(1) as im z →∞, we see that these real
roots go to −∞ (for P`) and +∞ (for P4`) as ` increases. Thus for fixed J, P`(J) > 0
and P4` < 0 for ` sufficiently large.
We now want to find a lower bound BE such that given an elliptic curve with
j-invariant jE, for all ` ≥ BE we have P`(jE) > 0 and P4`(jE) < 0.
Lemma 4.3
Let E be an elliptic curve over Q with j-invariant jE, let
BE =

(
log jE
2pi
)2
if jE > 0,(
log |jE |
pi
+ 1
)2
if jE < 0,
0 if jE = 0.
Then for all primes ` > max{BE, 7} such that ` ≡ 3 mod 4 we have
j(1+
√−`
2
) < jE < j(
√−`), hence P`(jE) > 0 and P4`(jE) < 0.
Proof
By the discussion on the real roots of P` and P4`, we see that
j(1+
√−`
2
) < jE < j(
√−`) implies P`(jE) > 0 and P4`(jE) < 0. By [Lan73], Theorem
5 on page 249, we have ∆(τ) = (2pi)12q
∏∞
n=1(1− qn)24 with q = e2piiτ .
Let now τ =
√−`, so q = e2pii
√−` = e−2pi
√
` with ` a prime number. Since∏∞
n=1(1− qn)−24 =
∏∞
n=1
(∑∞
k=0 q
nk
)24 is a product of geometric series with positive
coefficients, it has positive coefficients as a series in q and we get
1728g2(τ)
3∆(τ)−1 = 1
q
∑∞
i=0 aiq
i with positive integers ai and a0 = 1. So we get
j(
√−`) = 1728g2(τ)3∆(τ)−1 > 1
q
= e2pi
√
`. (4.1)
Let now τ = 1+
√−`
2
, again with ` a prime number, so q = e2pii
1+
√−`
2 = −e−pi
√
`.
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For ` ≥ 7 we have
log
( ∞∏
n=1
(1− qn)−24
)
≥ −24
∞∑
n=1
log(1 + |q|n)
≥ −24
∞∑
n=1
|q|n
= −24 |q|
1− |q|
> log(0.99).
Furthermore, by [Lan73], proposition 4 on page 47, we have
g2(τ) =
(2pi)4
12
(1 + 240
∞∑
n=1
n3
qn
1− qn )
. Now we want to bound q
n
1−qn . Consider first the case where n is odd (hence q
n ≤ 0).
Since ` ≥ 7 we get qn
1−qn =
−|q|n
1+|q|n ≥ q
n
1+e−pi
√
7
≥ qn
1.0003
. In the case where n is even
(hence qn ≥ 0), we even get qn
1−qn ≥ qn. This gives
12
(2pi)4
g2(τ) = 1 + 240
∞∑
n=1
n3
qn
1− qn
≥ 1 + 239
∞∑
n=1
n3qn
= 1 + 239q
1 + 4q + q2
(1− q)4
≥ 0.94.
We put both inequalities together and get
j(
1 +
√−`
2
) =
1
q
(
12
(2pi)4
g2(τ))
3
∞∏
n=1
(1− qn)−24 ≤ 1
q
0.943 · 0.99 ≤ −0.82 · epi
√
`.
(4.2)
So for τ =
√−` (and hence q positive) we get
0 < e2pi
√
` =
1
q
< j(
√−`) (4.3)
and for τ = 1+
√−`
2
(and hence q negative) we get
j(
1 +
√−`
2
) ≤ 0.821
q
= −0.82 · epi
√
` < 0. (4.4)
xviii
For jE ≥ 0 the inequality j(1+
√−`
2
) < jE holds true by equation (4.4) and for
jE ≤ 0 the inequality jE < j(
√−`) holds true by equation (4.3). So we can take
BE = 0 if jE = 0. Moreover, to complete the proof we may assume jE 6= 0 and it
suffices to show:
jE < e
2pi
√
` if jE > 0
and
jE > −0.82 · epi
√
` if jE < 0.
The first inequality follows from (
log jE
2pi
)2
< `
and the second one from (
log |jE|
pi
− log 0.82
pi
)2
< `
and we proved the statement. 
By Elkies ([Elk87]), we know that we can find a supersingular prime for E by
taking a prime ` such that
(−1
`
)
= −1 and (p
`
)
= +1 for every prime p of bad
reduction. Since jE is a rational number, P`(jE)P4`(jE) is also rational and it makes
sense to speak of numerators and denominators. Then the factorization of the
numerator of either P`(jE) or P4`(jE) contains a supersingular prime for E. So if we
can find such an ` and bound the numerator of P`(jE)P4`(jE), we also get a bound
for a supersingular prime for E.
We start by bounding Num(P`(jE)P4`(jE)).
Lemma 4.4 (Fouvry-Ram Murty, [FRM96], Lemma 5)
With the notation from before and C = 104 log(|jE|+ 745) we have
|P`(jE)P4`(jE)| ≤ e2C
√
`(log `)2+4h` .
Proof
For an integer a 6= 0, let v(a) be the number of its distinct prime divisors. We use
the following inequalities from [RM88]:
|P`(jE)| ≤ 2h`elog(|jE |+745)
√
`
∑
1≤a≤√`
2v(a)
a (Lemma 5)
and
|P4`(jE)| ≤[F :Qq ] 3h`e4 log(|jE |+745)
√
`
∑
1≤a≤√`
2v(a)
a (Lemma 6).
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Now we follow the proof of Fouvry and Ram Murty:∑
1≤a≤√`
2v(a)
a
≤
∏
p≤√`
(
1 +
2
p
+
2
p2
+
2
p3
+ ...
)
(where the product is over all primes up to
√
`)
=
∏
p≤√`
(
1 +
2
p
∞∑
k=0
1
pk
)
=
∏
p≤√`
(
1 +
2
p− 1
)
.
Now we take the logarithm.
log
∏
p≤√`
(
1 +
2
p− 1
)
≤
∑
p≤√`
2
p− 1
= 2
∑
p≤√`
(
1
p
+
1
(p− 1)p
)
≤ 2
∑
p≤√`
(
1
p
+
2
p2
)
since
p
2
≤ p− 1
≤ 2
∑
p≤√`
1
p
+ 4
∞∑
n=1
1
n2
≤ 2 log log
√
`+ 0.523 +
2
(log
√
`)2
+ 2
pi2
3
see [RS62], Cor after Thm 5.
So we get∑
1≤a≤√`
2v(a)
a
≤ 1
4
e
0.523+ 2
(log
√
7)2
+2pi
2
3 (log `)2
≤ 2513(log `)2
≤ 2.6 · 103(log `)2.
And as a result
|P`(jE)P4`(jE)| ≤ 2h`e2.6·103 log(|jE |+745)
√
`(log `)223h`e1.1·10
4 log(|jE |+745)
√
`(log `)2
≤ e2C
√
`(log `)2+4 log(2)h` .

Lemma 4.5
With the notation of the lemma before, ` ≡ 3 mod 4 and ` ≥ 5 we have
|Num(P`(jE)P4`(jE))| ≤ e2·105
√
`(log `)2h∗(jE).
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Proof
By [Sil94], App C, Prop. 11.1, we know degP` = h` and by [Coh80], p. 217 thm 2,
we have degP` = degP4`.
Furthermore, by [Hua82], Theorem 10.1 (page 323) and Theorem 14.3 inequality
(3) (page 330), and since ` ≥ 7 we can use the class number formula to get the
following bound:
h` ≤ 2
√
`
2pi
(2 + log `) ≤ 7
√
` log `
2pi
.
So
deg(P`P4`) = 2h` ≤ 7
√
` log `
pi
and using Lemma 4.4 we get:
|P`(jE)P4`(jE)| ≤ e2C
√
`(log `)2+4h` ≤ e2C
√
`(log `)2+ 14
√
` log `
pi .
Now we can bound the numerator of P`(jE)P4`(jE).
With h∗(jE) ≥ log 2 > 0 and log(Denom(jE)) ≤ h∗(jE) we get
|Num(P`(jE)P4`(jE))| ≤ e3C
√
`(log `)2+ 14
√
` log `
3pi |Denom(jE)|
7
√
` log `
pi
= e2C
√
`(log `)2+ 14
√
` log `
pi
+ 7
√
` log `
pi
log |Denom(jE)|
≤ e2C
√
`(log `)2+ 14
√
` log `
pi
+ 7
√
` log `
pi
h∗(jE)
≤ e
√
`(log `)2(2C+4.5+2.3h∗(jE))
= e
√
`(log `)2(2·104 log(|jE |+745)+4.5+2.3h∗(jE))
= e
√
`(log `)2(2·104 log 745 log(|jE |)+4.5+2.3h∗(jE))
= e
√
`(log `)2(2·104 log 745h∗(jE)+4.5+2.3h∗(jE))
= e
√
`(log `)22·105h∗(jE),
which is what we wanted to show. 
Now we can use the following explicit bound for primes in arithmetic progressions
to bound ` and hence get an estimate for p:
Theorem 4.6 (Theorem 1.2, [BMOR18])
Let q ≥ 3 and gcd(a, q) = 1. There exist explicit positive constants cθ(q) and xθ(q)
such that
|θ(x; q, a)− x
ϕ(q)
| < cθ(q) x
log x
for all x ≥ xθ(q)
xxi
where θ(x; q, a) =
∑
p≤x,p≡a mod q log p and ϕ is Euler’s ϕ-function. Moreover,
cθ ≤ 1
180
,
while xθ(q) satisfies xθ(q) < x0(q) where
x0(q) =

4.1 · 109, if 3 ≤ q ≤ 16
6.7 · 1010
q
, if 17 ≤ q ≤ 105
exp(0.03
√
q(log q)3), if q > 105
. (4.5)
We can derive the following corollary.
Corollary 4.7
Let q > 105 and a be coprime positive integers. Then there exists a prime p ≡
a mod q with p ≤ exp( q
180
).
Proof
Assume θ(x; q, q) = 0. For x = exp( q
180
) we have
|θ(x; q, a)− x
ϕ(q)
| = x
ϕ(q)
< cθ
x
log x
<
x
180 log x
which is equivalent to 180 log x < ϕ(q). Since x = exp( q
180
), this gives q < ϕ(q)
which is a contradiction. Hence θ(x; q, a) cannot be zero and there must be a prime
less than exp( q
180
). 
Now we can turn to our theorem.
Theorem 4.8
Let E be an elliptic curve with j-invariant jE and conductor N . Let BE be as in
Lemma 4.3, M ∈ N and n = max(11,M,BE). Then there exists a supersingular
prime p of E such that p ≥ n and
log p ≤ 4 · 103e 1300Neϑ(n)(Neϑ(n))2h∗(jE).
Remark 4.9
We put the artificial condition of p being larger than a given M ∈ N in order to be
able to make p have certain properties. Later on, we will need p to be surjective
and by assuring that it is large enough we can make that happen.
xxii
Proof
In this proof we will follow Elkies’ construction of supersingular primes in his paper
[Elk87].
Let us assume as usual that ` ≡ 3 mod 4 (hence ` ≥ 7). By the proposition in
the said paper, we know that the product P`P4` is a square modulo `. Since P`
and P4` are monic, also their product P`P4` is monic. Since both polynomials are
of the same degree and the denominator of (P`P4`)(jE) is the denominator of jE,
the nominator of (P`P4`)(jE) also has to be a square modulo `. We already proved
that for every ` > max(BE, 7) as in Lemma 4.3, the numerator of P`(jE)P4`(jE) is
a negative integer, that is Num(P`(jE)P4`(jE)) =: −N`, where N` is divisible by `
or not a square modulo ` since ` ≡ 3 mod 4. In particular, N` has a prime divisor
p with p = ` or
(
p
`
)
= −1.
Now we want to construct and bound `. We have to make sure that every prime
p with bad reduction is a square modulo `. Furthermore, we want ` to be con-
gruent to 7 modulo 8 and last but not least we want ` to be at least as large as
max(11,M,BE). This must be a supersingular prime for E by Elkies [Elk87]. By
adding more congruence conditions
(
p′
`
)
= 1 for finitely many primes p′, we can
rule out that ` is in a finite prescribed set. Since we want to exclude all number
p ≤ n, we add the condition
(
p′i
`
)
= 1 for all p′i ≤ n.
With the Chinese Remainder Theorem we can put the equations(pi
`
)
= 1 for all primes pi | rad(6N)(
p′i
`
)
= 1 for all primes p′i ≤ n
and ` ≡ 7 mod 8
into one equation
` ≡ a mod q (4.6)
for some a which is coprime to q with 24 ≤ q ≤ 24rad(N)eϑ(n) ≤ 24Neϑ(n).
By Corollary 4.7 and with 24Neϑ(n) > 105 (this is true since n and N are both at
least 11) we know that there is a prime ` satisfying ` ≡ a mod q with
` ≤ e 118024Neϑ(n) = e 215Neϑ(n) .
Together with Lemma 4.5 this gives us a supersingular prime p which is bounded
from above by
p ≤ e2·105
√
`(log `)2h∗(jE).
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For better readability we take the logarithm
log p ≤ 2 · 105
√
`(log `)2h∗(jE)
≤ 2 · 105e 115Neϑ(n)( 2
15
Neϑ(n))2h∗(jE)
≤ 4 · 103e 115Neϑ(n)(Neϑ(n))2h∗(jE),
which is what we wanted to prove. 
If one does not attach importance to explicit constants, we can also use Linnik’s
Theorem with an explicit exponent as proved by Xylouris [Xyl11b] in Theorem 2.1.
We get the following better bound.
Corollary 4.10
With the notation from the theorem there exists an effectively computable constant
c such that
log p ≤ cq 52 (log q)2h∗(jE).
Proof
We go back to the proof of the theorem before and replace the part where we use
the explicit result on primes in arithmetic progressions by Xylouris’ effective version
of Linnik’s Theorem (equation (4.6)). It gives us
` ≤ c′q5
with an effective constant c′. So we get
log p ≤ 2.3 · 1011
√
c′ · q5(log(c′q5))2h∗(jE)
≤ cq 52 (log q)2h∗(jE).

With a result of von Känel we can bound the height of the j-invariant by the
conductor.
Theorem 4.11 ([vK14], equations 2.1 and 3.6 and [vM16], Proposition 6.8)
Let E be an elliptic curve over Q with j-invariant jE and conductor N . Then we
have
h(jE) ≤ 12hF (E) + 6 log max(1, hF (E)) + 75.84
≤ h(E) + 6 log max(1, h(E)) + 75.84
where hF (E) is the stable Faltings height and h(E) is the relative Faltings height of
E and
h(F ) ≤ N
12
logN +
N
32
log log logN +
N
18
+ 2pi +
1
2
log
163
pi
.
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Corollary 4.12
Let E be an elliptic curve over Q with j-invariant jE and conductor N . Then we
have
h∗(jE) ≤ 10N logN.
Proof
Since h∗(jE) differs from h(jE) only when h(jE) = 0 and since 10N logN is always
greater than log 2 (since N ≥ 2) it is enough to show that h(jE) ≤ 10N logN .
We want to simplify the bound from Theorem 4.11 and use the fact that the
conductor N of an elliptic curve over Q is at least 11. We get
12hE ≤ N logN + 3N
8
log log logN +
2N
3
+ 99.1
≤ N logN + 3N
8
logN +
2N
3
+ 99.1
≤ N logN + 3
8
N logN +
2
3 log 11
N logN +
99.1
11 log 11
N logN
≤ 5.42N logN
and
6 log max(1, hE) ≤ 6 log( 6
12
N logN)
≤ 6 log(N2)
≤ 6
11
N log(N2)
≤ 12
11
N logN.
Altogether we get
h(jE) ≤ 12hE + 6 log max(1, hE) + 75.84
≤ 6N logN + 12
11
N logN +
75.84
11 log 11
N logN
≤ 10N logN.
which is the desired bound. 
Now we can reformulate our result with dependence only on the conductor.
Theorem 4.13
Let E be an elliptic curve with conductor N . LetM ∈ N and n = max(M, 11(N logN)2).
Then there exists a supersingular prime p of E such that p ≥ n and
log p ≤ 4 · 104e 115Neϑ(n)(Neϑ(n))2N logN.
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Proof
Let jE be the j-invariant of E. First, we prove that BE ≤ (6N logN)2.
BE ≤
(
log max(|jE|, 1)
pi
+ 1
)2
≤
(
h∗(jE)
pi
+ 1
)2
≤
(
10N logN
pi
+
N logN
11 log 11
)2
≤ 11(N logN)2.
With the bound for the height of the j-invariant from the above corollary we get
the desired bound from Theorem 4.8. 
4.2 Handling the sum
4.2.1 Using a result of Mignotte
In this section we want to bound the sum in Proposition 3.13 from below. Our goal
is to eventually show that this is negligible when compared to log p
2p8
. This section
does not involve elliptic curves, it deals only with algebraic numbers of small height.
We start with the following lemma.
Lemma 4.14
Let β ∈ Q∗ of degree d ≥ 2 and let 0 < ε ≤ 1
2
. Then
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)−1| ≤ 2(ε| log ε|+| log(1−ε)|)+ 2
εd
log d+(1+
1
ε
)h(β),
where τ runs over all embeddings of Q(β) into C.
Proof
Let F (x) = adxd + · · · + a0 = ad · (x − β1) · · · · · (x − βd) be the unique integral
polynomial of degree d = [Q(β) : Q] that vanishes at β with ad ≥ 1 and a0, ..., ad
coprime. Since
0 6= |F (1)| = |ad| ·
d∏
i=1
|βi − 1|
xxvi
we get
1
d
log |F (1)| = log |ad|
d
+
1
d
d∑
i=1
log |βi − 1|
≥ 1
d
d∑
i=1
log |βi − 1|
=
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1|. (4.7)
So it is enough to bound |F (1)| in order to prove the Lemma.
For any polynomial G = gnxn + · · · + g0 ∈ Z[x] we define its height as H(G) :=
maxi |gi|. Furthermore, let Gk := 1k! d
kG
dxk
=
∑n
i=k
(
i
k
)
gix
i−k ∈ Z[x] and D ≥ d. We
will fix D later in terms of ε and d. By Mignotte’s Theorem B in [Mig89] we can
find a polynomial A(x) =
∑D−d
i=0 aix
i ∈ Z[x] \ {0} of degree at most D− d such that
H(A · F ) ≤ ((D + 1) d2H(β)Dd) 1D+1−d . (4.8)
Let k ∈ N0 be the multiplicity of the zero at 1 of A. Since the degree of A is at most
D − d we have k ≤ D − d. Then Ak−i(1) = 0 for all positive i ≤ k and Ak(1) 6= 0.
As Ak(1) ∈ Z we find |Ak(1)| ≥ 1 and thus by the Leibniz formula we get
|F (1)| ≤ |Ak(1)||F (1)|
= |(A · F )k(1)|
≤ (D − k + 1)H((A · F )k)
≤ (D − k + 1)
(
D
k
)
H(A · F ). (4.9)
By putting inequalities (4.7), (4.8) and (4.9) together we get
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1| ≤ 1
d
log |F (1)|
≤ 1
d
log
(
(D − k + 1)
(
D
k
)
H(A · F )
)
≤ 1
d
log
(
(D − k + 1)
(
D
k
)
((D + 1)
d
2H(β)Dd)
1
D+1−d
)
≤ 1
d
log
((
D
k
)
(D + 1)
d
2(D+1−d)+1H(β)
Dd
D+1−d
)
.
The right hand side equals
1
d
log
(
D
k
)
+
(
1
2(D + 1− d) +
1
d
)
log(D + 1) +
D
D + 1− dh(β).
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Note that εd ≤ ε[(1 + ε)d] and so with D := [(1 + ε)d] we have
k ≤ D − d ≤ εd ≤ ε[(1 + ε)d].
So we can apply Lemma 16.19 of [FG06] with q = ε > 0 and n = D. We get(
[(1+ε)d]
k
) ≤ 2−(1+ε)d(ε log ε+(1−ε) log(1−ε)). Since ε < 1 we can write | log ε| instead of
− log ε and | log(1−ε)| instead of − log(1−ε). So we can bound the above expression
by
((1+ε)ε| log ε|+(1−ε2)| log(1−ε)|) log 2+ 1 + 2ε
2εd
log((1+ε)d+1)+(1+
1
ε
)h(β).
We start by bounding the first summand:
((1 + ε)ε| log ε|+ (1− ε2)| log(1− ε)|) log 2 ≤ (3
2
ε| log ε|+ | log(1− ε)|) log 2
≤ 2(ε| log ε|+ | log(1− ε)|).
The second summand can also be bounded further:
1 + 2ε
2εd
log((1 + ε)d+ 1) ≤ 2
2εd
log(d2)
=
2
εd
log d.
We put both bounds together and get
2(ε| log ε|+ | log(1− ε)|) + 2
εd
log d+ (1 +
1
ε
)h(β) (4.10)
as an upper bound for 1
[Q(β):Q]
∑
τ :Q(β)↪→C log |τ(β)− 1|.

Later, we will fix an ε and then get an explicit bound. But first, we want to look
at the terms separately.
Lemma 4.15
Let 0 < x ≤ 1
2
. Then
−2(x log x+ log(1− x)) ≤ −(2 + 4
log 2
)x log x.
Proof
We have log(1 + t) ≤ t for all t ≥ 0 and
− log(1− x) = log 1
1− x = log(1 +
x
1− x).
So
− log(1− x) ≤ x
1− x ≤ 2x
since x ≤ 1
2
. The bound then follows from 2x ≤ −2x log x
log 2
as − log x
log 2
≥ 1.

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For our purpose the following corollary is sufficient.
Corollary 4.16
Let 0 < x ≤ 1
2
and 0 < γ < 1. We have
−2(x log x+ log(1− x)) ≤ 8 1
γe
x1−γ.
Proof
We use the lemma from above and want to show that −x log x ≤ 1
γe
x1−γ. We use
basic calculus to get the maximum value. We compute the derivative with respect
to x as
(−xγ log x)′ = −xγ−1(γ log x+ 1).
In our interval, this is zero if and only if
x = e−
1
γ .
Since we have −(1
2
)γ−1(γ log 1
2
+ 1) < 0 for all 0 < γ < 1, the slope of −xγ log x
changes its sign at x = e−
1
γ from positive to negative and so we have a maximum.
Finally, we have
−xγ log x ≤ −e− 1γ γ log(e− 1γ ) = 1
γe
which after multiplying by the positive value x1−γ gives the desired result.

We need a similar result for the second summand.
Lemma 4.17
Let 0 < η < 1 and d ≥ 16. Then for every x > 1
4d
(
log log d
log d
)3
we have
log d
d
≤ 19
η4
x1−η.
Remark 4.18
The constraint d ≥ 16 guarantees that log log d
log d
is a decreasing function.
Proof
Let us look at the function 4 (log d)
4
dη
. To see that it is bounded from above we compute
the derivative with respect to d:(
4
(log d)4
dη
)′
=
4
d1+η
(log d)3(4− η log d).
xxix
This is zero if and only if d = e
4
η . Since the derivative changes sign at e
4
η , our
extremum is a maximum. So 4 (log e
4
η )4
(e
4
η )η
= 4
5
e4η4
is an upper bound for 4 (log d)
4
dη
and we
get
19
η4
≥ 4
5
e4η4
≥ 4(log d)
4
dη
≥ 41−η (log d)
4−3η
dη(log log d)3−3η
=
log d
d
(
4d
(
log d
log log d
)3)1−η
≥ log d
d
(
1
x
)1−η
which gives the desired inequality.

In the next lemma we combine all of the previous results of this section.
Lemma 4.19
Let δ < 1
2
and let β ∈ Q∗ \ µ∞ be such that [Q(β) : Q] ≥ 16 and h(β) 12 ≤ 12 . Then
we have
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1| ≤ 40
δ4
h(β)
1
2
−δ. (4.11)
Proof
Set ε = h(β)
1
2 . Then Lemma 4.14 gives
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1|
≤ −2(ε log ε+ log(1− ε)) + 2
εd
log d+ (1 +
1
ε
)h(β)
≤ −2(h(β) 12 log h(β) 12 + log(1− h(β) 12 )) + 2 log d
h(β)
1
2d
+ h(β)
1
2 + h(β)
1
2 .
Now since h(β)
1
2 ≤ 1
2
, we can apply Corollary 4.16 to the first term. By the main
theorem of [Vou96] we also have h(β) > 1
4d
(
log log d
log d
)3
and so we can apply Lemma
4.17 to the second term and for any 0 < γ, η < 1 we get:
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1| ≤ 8
γe
h(β)
1
2
(1−γ) +
38
η4
h(β)
1
2
−η + 2h(β)
1
2 .
xxx
Now we set γ := 2δ and η := δ and get
8
γe
h(β)
1
2
(1−γ) +
38
η4
h(β)
1
2
−η + 2h(β)
1
2 ≤ 1
δ4
h(β)
1
2
−δ(
8
2e
δ3 + 38 + 2δ4)
≤ 40
δ4
h(β)
1
2
−δ,
which is what we wanted to show. 
4.2.2 An alternative approach to handle the sum
As the title of this section already reveals, we want to give an alternative approach to
handle the sum in Proposition 3.13. This approach was communicated by Amoroso
and appears in [ADZ14]. We will not bound the sum directly but we will try to get
rid of the sum before it even occurs. For this we will quote and try to improve a
result of Habegger. Recall the notations and conventions of Chapter 3: We have an
ellipticv curve E without complex multiplication, p a prime satisfying 5.1 and 5.2.
The following Lemma is the result we want to improve.
Lemma 4.20 ([Hab13], Lemma 4.2)
Under the assumptions from above, let N ∈ N and suppose p|N and α ∈ Qq(N)∗.
Then for all ψ ∈ Gal(Qq(N)/Qq(N/p))
|ψ(α)q − αq|p ≤ p−1 max(1, |ψ(α)|p)q max(1, |α|p)q.
We want to replace the p−1 in the lemma by something smaller.
Lemma 4.21
Let p|N and α ∈ Qq(N)∗. Then for all ψ ∈ Gal(Qq(N)/Qq(N/p)) and λ ∈ N \ {0}
we have
|(ψ(α)q)pλ − (αq)pλ|p ≤ p−s max(1, |ψ(α)|p)qt max(1, |α|p)qt
with s = 1 + λ and t = pλ.
The proof is essentially the same as in [ADZ14], Lemma 2.1.
Proof
Consider
|(ψ(α)q)pλ − (αq)pλ|p = |ψ(α)q − αq|p
λ∏
j=1
∏
ζ∈Qp
ord (ζ)=pj
|ψ(α)q − ζαq|p.
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By [Neu99], Proposition 7.13 (i) (p. 159) and Theorem 4.8 (p. 131), we have
|1− ζ|p = p−
1
pj−1(p−1) if ord ζ = pj and j ≥ 1, so we get:
|ψ(α)q − ζαq|p = |ψ(α)q − αq + αq − ζαq|p
≤ max(|ψ(α)q − αq|p, |1− ζ|p|αq|p)
Lemma 4.20≤ max(p−1 max(1, |ψ(α)|p)q max(1, |α|p)q, |1− ζ|p|αq|p)
= max(p−1 max(1, |ψ(α)|p)q max(1, |α|p)q, p−
1
pj−1(p−1) |αq|p)
≤ p− 1pj−1(p−1) max(1, |ψ(α)|p)q max(1, |α|p)q
So we get
|(ψ(α)q)pλ − (αq)pλ|p ≤ p−s(max(1, |ψ(α)|p)q max(1, |α|p)q)t,
where
s = 1 +
λ∑
j=1
∑
ζ∈Qp
ord (ζ)=pj
1
pj−1(p− 1)
= 1 +
λ∑
j=1
pj−1(p− 1) 1
pj−1(p− 1)
= 1 + λ
and
t = 1 +
λ∑
j=1
∑
ζ∈Qp
ord (ζ)=pj
1
= 1 +
λ∑
j=1
pj−1(p− 1)
= 1 + (p− 1)p
λ − 1
p− 1
= pλ.

The next step is to reformulate Lemma 5.3 of [Hab13]. We try to get a similar
result by using the above Lemmas.
Lemma 4.22
Let λ ∈ N. We assume p|N and let n ≥ 1 be the greatest integer such that pn divides
N . Let Q(n) =
{
q if n ≥ 2,
(q − 1)q if n = 1 . If α ∈ Q(N) satisfies α
Q(n)pλ /∈ Qq(N/p),
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then
h(α) ≥ 1
2pλp2
(
(1 + λ) log p
p6
− log 2
)
. (4.12)
We follow the proof of Lemma 5.3 of [Hab13] very closely and use our Lemma
4.21 instead of Lemma 4.2 in [Hab13].
Proof
For brevity, we setQ = Q(n). By hypothesis we may choose ψ ∈ Gal(Qq(N)/Qq(N/p))
with ψ(αQpλ) 6= αQpλ . We note that α 6= 0. We define
x = ψ(αQp
λ
)− αQpλ ∈ Q(N)
and observe x 6= 0 by our choice of ψ. So∑
w
dw log |x|w = 0 (4.13)
by the product formula. Say G = {σ ∈ Gal(Q(N)/Q)|σψσ−1 = ψ} and v is the place
of Q(N) induced by | · |p. Let σ ∈ G. The place σv of Q(N) is defined by |σ(y)|σv =
|y|v for all y ∈ Q(N). So |(σψσ−1)(αQ)pλ−(αQ)pλ |σv = |ψ(σ−1(αQ)pλ)−σ−1(αQ)pλ|v.
By definition we have q|Q, so we may apply Lemma 4.21 to σ−1(α)Qq . This implies
|(σψσ−1)(αQpλ)− αQpλ|σv = |ψ(σ−1(αQ))pλ − σ−1(αQ)pλ |v
≤ p−(λ+1) max(1, |ψ(σ−1(α)Qq )|v)qpλ max(1, |σ−1(α)
Q
q |v)qpλ
≤ p−(λ+1) max(1, |(σψσ−1)(α)|σv)Qpλ max(1, |α|σv)Qpλ .
Now σψσ−1 = ψ since σ ∈ G. Therefore,
|x|w ≤ p−(λ+1) max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ for all w ∈ Gv. (4.14)
If w is an arbitrary finite place of Q(N), the ultrametric triangle inequality implies
|x|w ≤ max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ . (4.15)
Say w is an infinite place. Then the triangle inequality gives
|x|w ≤ |ψ(α)|Qpλw + |α|Qp
λ
w
≤ 2 max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ . (4.16)
We split the sum (4.13) up into the finite places in Gv, the remaining finite places
and the infinite places. The estimates (4.14), (4.15) and (4.16) together with the
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product formula (4.13) imply
0 ≤
∑
w∈Gv
dw log(p
−(λ+1)
+
∑
w-∞
dw log(max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ)
+
∑
w|∞
dw log(2 max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ)
≤
∑
w∈Gv
dw log p
−(λ+1)
+
∑
w
dw log(max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ) +
∑
w|∞
dw log 2
≤− (λ+ 1)|Gv|dv log p+
∑
w
dw log(max(1, |ψ(α)|w)Qpλ max(1, |α|w)Qpλ) +
∑
w|∞
dw log 2.
Notice that all local degrees dw equal dv whenever w ∈ Gv. By Lemma 5.2 of
[Hab13], we have |Gv| ≥ [Q(N):Q]
dvp4
hence we can divide the whole expression by
[Q(N) : Q] and get
(λ+ 1) log p
p4
≤ Qpλ(h(ψ(α)) + h(α)) + log 2
= 2Qpλh(α) + log 2.
With p2 ≤ Q ≤ p4 and we get
h(α) ≥ (λ+ 1) log p
2pλp8
− log 2
2pλp2
=
1
2pλp2
(
(λ+ 1) log p
p6
− log 2
)
=
1
2pλp2
(
(1 + λ) log p
p6
− log 2
)
.

Corollary 4.23
In the same setting as in the above lemma, but with λ = p6 we have
h(α) ≥ log
p
2
2pp6+2
Proof
We just continue where the above proof ended and set λ = p6.
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h(α) ≥ 1
2pp6p2
(
(1 + p6) log p
p6
− log 2
)
(4.17)
≥ 1
2pp6+2
(log p− log 2) (4.18)
≥ log
p
2
2pp6+2
. (4.19)

This approach using p-adic amplification leads to worse dependency on p when
compared to the equidistribution approach in Section 4.2.1. So we stop here.
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4.3 Putting everything together to get an explicit
lower bound
We gathered all the results we need and are now able to prove the main theorems.
Theorem 4.24
Let E be an elliptic curve defined over Q without complex multiplication and let
p ≥ 5 be a supersingular prime of E such that the Galois representation Gal(Q¯/Q)→
Aut E[p] is surjective. Then for α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ (log p)
5
1021p44
.
Proof
Without loss of generality, assume that h(α) ≤ 1
40p4
.
Proposition 3.13 gives us β ∈ Q∗ \ µ∞ with h(β) ≤ 10p4h(α) and
h(α) ≥ 1
5
 log p
2p8
−max
{
0,
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1|
} .
We want to distinguish two cases:
Case 1: deg β ≥ 16.
Here we can use Lemma 4.19 with δ = 3
10
and together with h(β) ≤ 10p4h(α) ≤ 1
4
we get
h(α) ≥ 1
5
(
log p
2p8
− 40
( 3
10
)4
(10p4h(α))
1
5
)
≥ 1
5
(
log p
2p8
− 4.94 · 103(10p4h(α)) 15
)
.
Since h(α) ≤ 1 we can make use of the fact that h(α) 15 ≥ h(α). Then we find that
h(α)
1
5 +
4.94
5
103(10p4h(α))
1
5 ≥ log p
10p8
,
which gives us
h(α) ≥
(
1
1 + 4.94
5
103(10p4)
1
5
log p
10p8
)5
.
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We can simplify this and get
h(α) ≥
(
1
1 + 4.94
5
103(10p4)
1
5
log p
10p8
)5
≥
(
1
103(10p4)
1
5
log p
10p8
)5
≥ (log p)
5
1021p44
.
Case 2: d ≤ 15.
In this case we easily get an estimate with Corollary 2 of [Vou96]:
h(β) >
2d
(log(3d))3
≥ 1
(log(45))3
≥ 0.02.
This is always bigger than our bound from above so we proved the theorem.

The case of complex multiplication is even easier:
Theorem 4.25
Let E be an elliptic curve defined over Q with complex multiplication. Then for
α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ 3−14.
Proof
If E has complex multiplication, then there exists a quadratic number field K such
that K(Etor)/K is abelian. Theorem 1.2 of [AZ10] tells us that the height of α ∈
K(Etor)
∗ \µ∞ is bounded from below by 3−14 which is always bigger than the bound
in the theorem. 
Since for a semistable elliptic curve the Galois representation is surjective for all
p ≥ 11 (Theorem 4 of [Maz78]) we have the following corollary.
Corollary 4.26
Let E be a semistable elliptic curve defined over Q without complex multiplication
and let p ≥ 11 be a supersingular prime of E. Then for α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ (log p)
5
1021p44
.
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Furthermore, we also have a bound for the smallest supersingular prime of E.
Recall the definition of BE in Lemma 4.3. With M = 11, Theorem 4.13 gives us the
next corollary. We will use the expression exp for the exponential function since it
improves readibility.
Corollary 4.27
Let E be a semistable elliptic curve defined over Q of conductor N . Let α ∈
Q(Etor)
∗ \ µ∞. Then with and n = max(11, BE) we have
h(α) ≥ exp(−2 · 107 exp( 1
15
N exp(ϑ(n)))(N exp(ϑ(n)))2N logN)
Proof
For elliptic curves with complex multiplication, we have h(α) geq3−14 which is always
greater than the above bound, so assume E does not have complex multiplication.
With p ≥ 11, Theorem 4.24 and Theorem 4.13 we get
h(α) ≥ (log p)
5
1021p44
≥ (log 11)
5
1021
exp(−4 · 105 exp( 1
15
N exp(ϑ(n)))(N exp(ϑ(n)))2N logN))44
≥ (log 11)
5
1021
exp(−1.9 · 107 exp( 1
15
N exp(ϑ(n)))(N exp(ϑ(n)))2N logN)
≥ exp(−1.9 · 107 exp( 1
15
N exp(ϑ(n)))(N exp(ϑ(n)))2N logN − 44)
≥ exp(−2 · 107 exp( 1
15
N exp(ϑ(n)))(N exp(ϑ(n)))2N logN)

Theorem 4.2 of [LF16] gives us a bound for surjective primes: A prime
p ≥ 107 max{985, 1
12
h(jE) + 3}2 will always be surjective.
Remark 4.28
In the next versions we do not have to care about the BE since
n = 107 max{985, 1
12
h(jE) + 3}2 is always bigger than BE: For jE = 0 we have
BE = 0 which is always smaller than n. For jE 6= 0 we have
BE ≤
(
log |jE|
2pi
)2
≤ h(jE)
2
40
≤ 107
(
h(jE)
12
)2
≤ 107
(
h(jE)
12
+ 3
)2
≤ n.
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Here, we can get rid of the height of the j-invariant by bounding it via Theorem
4.11: 107 max{985, 1
12
h∗(jE) + 3}2 ≤ 107 max{985, 112(18N logN) + 3}2.
Theorem 4.29
Let E be an elliptic curve defined over Q of conductor N . Let α ∈ Q(Etor)∗ \ µ∞.
Then with n = 107 max{985, 1
12
(10N logN) + 3}2 we have
h(α) ≥ exp(−7.3 · 107 exp( 1
15
N exp(ϑ(n)))(N expϑ(n)))2N logN).
Proof
For an elliptic curve without complex multiplication we have h(α) ≥ 3−14 which
is always larger than the above bound, so assume that E does not have complex
multiplication.
By Theorem 4.13 withM = n we find a supersingular prime p ≥ max(n, 11(N logN)2) ≥
7 · 103 ≥ e8 for E such that
log p ≤ 4 · 104e 115Neϑ(n)(Neϑ(n))2N logN.
Since p ≥ n we know by Theorem 3.16 that also the Galois representation is surjec-
tive. Hence we can use Theorem 4.24 and get
h(α) ≥ (log p)
5
1021p44
≥ 5 · 1017 exp(−44 · 4 · 104 exp( 1
15
N exp(ϑ(n)))(N expϑ(n))2N logN)
≥ exp(−41 · 44 · 4 · 104 exp( 1
15
N exp(ϑ(n)))(N expϑ(n))2N logN)
≥ exp(−7.3 · 107 exp( 1
15
N exp(ϑ(n)))(N expϑ(n))2N logN),
which proves the statement. 
If we are only interested in effective results, we can use Corollary 4.10 and get the
following effective, non-explicit result.
Theorem 4.30
Let E be an elliptic curve defined over Q of conductor N and j-invariant jE. Let
α ∈ Q(Etor)∗ \ µ∞. Then with q = 4rad(6N) there is an effectively computable
constant c > 0 such that
h(α) ≥ c(q
5
2 (log q)2h∗(jE)))5
(eq
5
2 (log q)2h∗(jE))44
.
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Proof
As usual, in the case of complex multiplication, we have h(α) ≥ 3−14 which is a
better bound than the above one, so we may assume that E does not have complex
multiplication.
We use Theorem 4.24 together with Corollary 4.10 to get an effectively computable
constant c′ > 0 such that
h(α) ≥ (q
5
2 (log q)2h∗(jE)))5
(ecq
5
2 (log q)2h∗(jE))44
≥ (c
′q
5
2 (log q)2h∗(jE)))5
e(44c′q
5
2 (log q)2h∗(jE))
≥ c(q
5
2 (log q)2h∗(jE)))5
e(q
5
2 (log q)2h∗(jE))
,
which is what we wanted to show. 
4.4 Examples
In this section we want to give some examples of the height bound.
Example
Let E : y2 = x3 + x. Since E has complex multiplication, we can refer to the proof
of Theorem 4.24. Then for all α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ 3−14.
For the next example we cite a result of Rosser and Schönfeld.
Theorem 4.31 ([RS62])
For x > 0 we have ϑ(x) < 1.01624x.
Example
Let E : y2 +y = x3−x2−10x−20. By, the LMFDB [LMF13, Elliptic Curve 11.a2],
this curve has the smallest possible conductor 11. With n = 107 max{985, 1
12
(10N logN)+
3}2 = 107 · 9852 we can use Theorem 4.29. Then for all α ∈ Q(Etor)∗ \ µ∞
h(α) ≥ exp(−7.3 · 107 exp( 1
15
N exp(ϑ(n)))(N exp(ϑ(n)))2N logN)
≥ exp(−7.3 · 107 exp( 1
15
11 exp(1.01624n))(11 exp(1.01624n))211 log 11).
xl
Example
Let E : y2 + y = x3 − x2. Then by [Elk87] the prime 19 is supersingular for E
and by [LMF13, Elliptic Curve 11.a3], all primes but 5 are surjective. So for all
α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ (log 19)
5
10211944
≥ 10−66.
Example
Let E : y2 + xy + y = x3 − x2. Then [LMF13, Elliptic Curve 53.a1], the prime 5 is
supersingular and surjective. So for all α ∈ Q(Etor)∗ \ µ∞ we have
h(α) ≥ (log 5)
5
1021544
≥ 10−51.
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5 Infinite base fields
In this chapter we want to generalize Habegger’s result. Before we state our theorem,
we have to give a definition.
Definition 5.1
Let L be a Galois extension of Q and S a set of prime numbers. We say that L has
uniformly bounded local degrees above S if and only if there exists d ∈ N such that
for all primes p ∈ S and v extending p, we have [Lv : Qp] ≤ d. Here, Lv is the v-adic
completion of L.
Our goal is proving the following theorem.
Theorem 5.2
Let E be an elliptic curve over Q and let L/Q be a Galois extension with uniformly
bounded local degrees above all but finitely many primes. Then L(Etor) has the
Bogomolov property.
We will first prove the CM case since it follows from Theorem 1.5 of [ADZ14]
before we handle the more complicated non-CM case.
Theorem 5.3
Let E be an elliptic curve with complex multiplication over Q and let L/Q be a Galois
extension with uniformly bounded local degrees above all but finitely many primes.
Then L(Etor) has the Bogomolov property.
Proof
We consider the following diagram
L(Etor)
Q(Etor)
L
L0
Q
H
G
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Consider the restriction f : G→ Gal(Q(Etor)/L0)×Gal(L/L0), σ 7→ (σ|Q(Etor), σ|L).
It is injective because L(Etor) is the compositum of L and Q(Etor), hence the only
element that maps to the identity is the identity itself.
We want to show that Gal(L(Etor)/L) =: H is contained in the center of Gal(L(Etor)/L0) =:
G since that will allow us to use Theorem 1.5 of [ADZ14] and immediately yield that
L(Etor) is Bogomolov.
Let σ ∈ G and τ ∈ H. Then στ |Q(Etor) = τσ|Q(Etor) since G is abelian (because
of E having complex multiplication). Furthermore στ |L = σ|L since τ acts as the
identity on L and σ|L = τσ|L since the image of σ is inside L (because L/L0 is
Galois). 
For the non-CM case we will make use of a result by Checcoli.
Theorem 5.4 ([Che13])
Let L/Q be a Galois extension. Then the following conditions are equivalent:
(1) L has uniformly bounded local degrees above every prime.
(2) L has uniformly bounded local degrees above all but finitely many primes.
(3) Gal(L/Q) has finite exponent.
Remark that uniformly bounded means that the degrees are bounded indepen-
dently of p.
In a paper of Checcoli and Zannier [CZ11] there is also the implication (2)⇒ (3)
from the above theorem. But since we need the stronger implication (1)⇒ (3), we
use the result of Checcoli.
Example
A field that fulfills these properties is for a fixed d any subextension of Q(d) ⊂ Q,
which is the compositum of all number fields of degree at most d over Q.
5.1 Local preliminaries
For the rest of this chapter we will fix an elliptic curve E over Q without complex
multiplication and with j-invariant jE. Furthermore, fix a field L with the proper-
ties from Theorem 5.4 and call d the uniform bound for the local degrees. Then we
will chose a prime p such that p fulfills properties (P1), (P2) and (P3) that we will
define later. For N ∈ N we let N = pnM where M and p are coprime.
Recall also the notation F (N) = F (E[N ]) for a field F and a natural number N .
We want to consider every field as a subfield of a fixed algebraic closure Qp of Qp.
The proof goes as follows: For an element α ∈ L(Etor) we will fix a finite Galois
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extension K/Q such that K(Etor) contains α and K ⊂ L ⊂ Qp. Set q = p2 and
recall that Qq denotes the unique quadratic unramified extension of Qp. Then we
fix a Galois extension F of Qq such that: Qq ⊂ F ⊂ Qp, the v-adic completion of
K is contained in F (where v extends p) and [F : Qp] is uniformly bounded by 2d
(since it is possible that we have to chose F larger than Kv so that it contains Qq).
Since we consider all fields as subfields of Qp we can restrict the p-adic valuation of
Qp to any subfield. Since all fields are Galois, the completion with respect to any
place above p will be the same. We recall the properties we want p to have:
(P1) p is supersingular (5.1)
(P2) p is surjective (5.2)
(P3) p ≥ max(2d+ 2, exp(Gal(L/Q))) (5.3)
(P4) jE 6≡ 0, 1728 mod p (5.4)
For a natural number N , we consider F (N) and deal with two cases: the wildly
ramified case where p2 | N and the tamely ramified case where p2 - N . We start
with a few technical lemmas.
Lemma 5.5
Let p2|N . We have Qq(N) ∩ F = Qq(N/p) ∩ F .
Proof
Recall that p > d ≥ [F : Qp]. By Lemma 3.4 (v) of [Hab13] we know that
Gal(Qq(N)/Qq(N/p)) ∼= (Z/pZ)2
in the case of p2 | N . We consider the following diagram where the numbers next to
the lines describe the degrees of the extensions:
Qq(N)
p2
Qq(N/p)(Qq(N) ∩ F ) F
≤d
Qq(N/p) Qq(N) ∩ F
Qq(N/p) ∩ F
Qq
xliv
By the multiplicativity of the degree in a tower of field extensions, we have that
[Qq(N/p)(Qq(N) ∩ F ) : Qq(N/p)] | p2
and by the above diagram
[Qq(N/p)(Qq(N) ∩ F ) : Qq(N/p)] = [Qq(N) ∩ F : Qq(N/p) ∩ F ] ≤ d < p.
Hence [Qq(N) ∩ F : Qq(N/p) ∩ F ] must be one and the fields are equal. 
Lemma 5.6
Let p2 | N . Then the extension F (pn)/F is abelian. Furthermore,
Gal(F (pn)/F (pn−1)) ∼= (Z/pZ)2.
Proof
Consider the following diagram:
F (pn) = Qq(p
n)F (pn−1)
Qq(p
n) F (pn−1)
Qq(p
n) ∩ F (pn−1)
Qq(p
n−1)
We get that Gal(F (pn)/F (pn−1)) is isomorphic to a subgroup of Gal(Qq(pn)/Qq(pn−1))
of index at most [F : Qq]. Since by Lemma 3.4 (v) of [Hab13] Gal(Qq(pn)/Qq(pn−1))
has order p2 and [F : Qq] is strictly less than p, we must have Gal(F (pn)/F (pn−1)) ∼=
Gal(Qq(p
n)/Qq(p
n−1)). By Lemma 3.3 (i) of [Hab13], we get Gal(F (pn)/F (pn−1)) ∼=
(Z/pZ)2. To prove that F (pn)/F is abelian, we look at the following diagram
F (pn) = Qq(p
n)F
Qq(p
n) F
Qq(p
n) ∩ F
Qq
xlv
So by [Hab13], Lemma 3.4 (iv), Gal(F (pn)/F ) is isomorphic to a subgroup of
Gal(Qq(p
n)/Qq) which is isomorphic to Z/(q−1)Z×(Z/pn−1Z)2, hence both Galois
groups have to be abelian. 
Lemma 5.7
Let p2 | N . The ramification index of the extension F (pn)/F is a multiple of qn−1
and a divisor of qn−1(q − 1). The extension F (pn)/F (pn−1) is totally ramified and
its Galois group is isomorphic to Gal(Qq(pn)/Qq(pn−1)) ∼= (Z/pZ)2. In particular,
F (pn)/F (p) is totally ramified.
Proof
We consider the following diagram:
F (pn) = Qq(p
n)F
Qq(p
n) F
Qq(p
n) ∩ F
Qq
We want to equip this diagram with the ramification indices. From Lemma 3.3
(i) of [Hab13], we know that Qq(pn)/Qq is totally ramified of degree (q − 1)qn−1.
By definition, the extension F/Qq has degree (hence ramification index) at most
d which is less than p. Since Gal(F (pn)/Qq(pn)) is isomorphic to a subgroup of
Gal(F/Qq), its degree has to be at most d hence also the ramification index. So we
get the following diagram.
F (pn) = Qq(p
n)F
Qq(p
n) F
Qq(p
n) ∩ F
Qq
e(F (pn)/Qq(pn)) ?
(q−1)qn−1 ≤d
This shows that the ramification index of F (pn)/Qq is a multiple of the ramifi-
cation degree of Qq(pn)/Qq which is (q − 1)qn−1. But since the ramification degree
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of F/Qq is at most d which is coprime to p, we get that the ramification degree of
F (pn)/F has to be a multiple of qn−1.
With a similar diagram we can show that F (pn)/F (pn−1) is totally ramified. Recall
that by Lemma 5.5 we have Qq(pn−1) ∩ F = Qq(pn) ∩ F and hence also Qq(pn−1) =
Qq(p
n) ∩ F (pn−1).
F (pn) = Qq(p
n)F (pn−1)
Qq(p
n) F (pn−1)
Qq(p
n) ∩ F (pn−1) = Qq(pn−1) ∩ F (pn−1) = Qq(pn−1)
The ramification index of Qq(pn)/Qq(pn−1) is exactly q and the ramification in-
dex of F (pn)/Qq(pn) is at most the degree [F (pn) : Qq(pn)] ≤ [F : Qq] < p, hence
not divisible by p. By looking at the divisibility we see that the ramification in-
dex of F (pn)/F (pn−1) also has to be q, hence it is totally ramified. Furthermore,
Gal(F (pn)/F (pn−1)) is isomorphic to Gal(Qq(pn)/Qq(pn−1)). 
The following lemma is the analogue of Lemma 3.4 of [Hab13].
Lemma 5.8
The following statements hold.
(i) The compositum F (pn)F (M) is F (N).
(ii) The extension F (N)/F (pn) is unramified.
(iii) Gal(F (N)/F (M)) is abelian.
(iv) If n ≥ 2, then Gal(F (N)/F (N/p)) ∼= Gal(F (pn)/F (pn−1)) ∼= (Z/pZ)2 and the
extension F (N)/F (N/p) is totally ramified.
(v) The image of the representation Gal(F (pn)/F ) → Aut(E[pn]) contains multi-
plication by M [F :Qq ].
(vi) Gal(F (p)/F ) is isomorphic to a subgroup of Z/(q − 1)Z.
Proof
Every N -torsion point is the sum of a pn-torsion point and an M -torsion point.
Hence, the composition F (pn)F (M) has to be equal to F (N) which is the statement
in (i).
For (ii) we consider the following diagram:
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F (N) = Qq(N)F (p
n)
Qq(N) F (p
n)
Qq(p
n)
Since the extension Qq(N)/Qq(pn) is unramified by Lemma 3.4 (ii) [Hab13], the
subextension Qq(N)/Qq(N) ∩ F (pn) also has to be unramified. Hence by [Neu99]
Proposition 7.2, the extension F (N)/F (pn) extension also has to be unramified.
For (iii) we consider the following diagram:
F (N) = Qq(p
n)F (M)
Qq(p
n) F (M)
Qq(p
n) ∩ F (M)
Qq
So Gal(F (N)/F (M)) is a subgroup of Gal(Qq(pn)/Qq) which is by [Hab13], Lemma
3.4 (iv), isomorphic to Z/(q − 1)Z× (Z/pn−1Z)2, so it has to be abelian.
For (iv) we recall Lemma 3.4 (iv) of [Hab13]:
Gal(Qq(N)/Qq(N/p)) ∼=
{
(Z/pZ)2 if n ≥ 2,
Z/(q − 1)Z if n = 1.
Let now n ≥ 2. We want to use Lemma 2.1 (i) of [Hab13] with the unramified
extension F (N/p)/F (pn−1) (see Lemma 5.8 (ii)) and the totally ramified extension
F (pn)/F (pn−1) (see Lemma 5.7). We get F (pn−1) = F (pn) ∩ F (N/p) and with the
following diagram
F (N) = F (pn)F (N/p)
F (pn) F (N/p)
F (pn−1) = F (pn) ∩ F (N/p)
xlviii
we can use Lemma 5.6 and get
Gal(F (N)/F (N/p)) ∼= Gal(F (pn)/F (pn−1)) ∼= (Z/pZ)2.
With Lemma (ii) 2.1 of [Hab13], we get that the extension F (N)/F (N/p) is to-
tally ramified.
We now come to part (v). By Lemma 3.3 (iii) of [Hab13], the image of the rep-
resentation Gal(Qq(pn)/Qq) → Aut(E[pn]) contains multiplication by M . Let us
call σ the preimage of multiplication by M . By restriction we get a representation
Gal(F (pn)/Qq)→ Aut(E[pn]) that is compatible to the above one and we can choose
an element in Gal(F (pn)/Qq) that restricts to σ in Gal(Qq(pn)/Qq). We will call this
element also σ. Since Gal(F (pn)/F ) is a normal subgroup of Gal(F (pn)/Qq), we can
look at the projection f : Gal(F (pn)/Qq) → Gal(F (pn)/Qq)/Gal(F (pn)/F ). The
index of Gal(F (pn)/Qq) in Gal(F (pn)/F ) is equal to [F : Qq]. So f(σ[F : Qq]) =
f(σ)[F : Qq] = id. Hence σ[F : Qq] is an element of Gal(F (pn)/F ) and it will act as
multiplication by M [F :Qq ].
For (vi) we consider the following diagram.
F (p) = Qq(p)F
Qq(p) F
Qq(p) ∩ F
Qq
By [Hab13], Lemma 3.4 (iv), we know that Gal(Qq(p)/Qq) ∼= Z/(q − 1)Z. So
Gal(F (p)/F ) has to be isomorphic to a subgroup of Z/(q − 1)Z. 
Recall the definition of the higher ramification groups.
Gi(L/K) := {σ ∈ Gal(L/K)|∀a ∈ OK we have w(σ(a)− a) ≥ i+ 1}.
Lemma 5.9
Let p2 | N . Then there is s ≥ qn−1 − 1 such that
Gal(F (N)/F (N/p)) ⊂ Gs(F (N)/F ).
xlix
Proof
First, we want to show that Gal(F (pn)/F (pn−1)) ⊂ Gs(F (pn)/Qq) for some s ≥
qn−1 − 1.
By Lemma 3.3 (ii) of [Hab13], we know that Gal(Qq(pn)/Qq(pn−1)) = Gqn−1−1(Qq(pn)/Qq).
So we take an element ψ of Gal(F (pn)/F (pn−1)) and look at the restriction to Qq(pn)
which will be an element of Gal(Qq(pn)/Qq(pn−1)) and hence of Gqn−1−1(Qq(pn)/Qq).
We will use Herbrand’s Theorem (Theorem 10.7 of [Neu99]) which says that for any
s ≥ −1
(Gs(F (p
n)/Qq) Gal(F (p
n)/Qq(p
n)))/Gal(F (pn)/Qq(p
n)) = Gt(Qq(p
n)/Qq)
where t depends on s. By Proposition IV.12 of [Ser79] t is given by a continuous
and increasing function of s that maps 0 to 0 and goes to infinity as s goes to infinity.
By the piecewiese linearity seen in the equation on p. 73 of [Ser79], we see that for
t = qn−1 − 1 we can find s such that the above is true and s ≥ t.
Now since the restriction ψ|Qq(pn) is an element of Gqn−1−1(Qq(pn)/Qq) we find
σ1 ∈ Gs(F (pn)/Qq) and σ2 ∈ Gal(F (pn)/Qq(pn)) such that ψ = σ1σ2. Since
Gs(F (p
n)/Qq) is a normal subgroup of Gal(F (pn)/Qq), we can consider Gal(F (pn)/Qq)/Gs(F (pn)/Qq).
We want to consider the homomorphism of groups
f : Gal(F (pn)/Qq)→ Gal(F (pn)/Qq)/Gs(F (pn)/Qq).
Since σ1 ∈ Gs(F (pn)/Qq) we have f(σ1) = id. Furthermore,
f(σ1σ2)
[F (pn):Qq(pn)] = (f(σ1)f(σ2))
[F (pn):Qq(pn)]
= f(σ2)
[F (pn):Qq(pn)]
= f((σ2)
[F (pn):Qq(pn)])
= f(id)
= id .
So with e := [F : Qq]! we can make sure that (σ1σ2)e ∈ Gs(F (pn)/Qq). But since ψ
was in Gal(F (pn)/F (pn−1)) which is by Lemma 5.8 (iv) isomorphic to (Z/pZ)2 and e
is coprime to the order of Gal(F (pn)/F (pn−1)), we can find ψ˜ ∈ Gal(F (pn)/F (pn−1))
such that ψ˜e = ψ.
Hence we get that
Gal(F (pn)/F (pn−1)) ⊂ Gs(F (pn)/Qq) = G (5.5)
and we showed that there exists s ≥ qn−1− 1 such that Gs(F (pn)/Qq) has order p2.
Now by Lemma 2.1 (iii) of [Hab13] and with F (N/p)/F (pn−1) unramified and
F (pn)/F (pn−1) totally ramified, we have
Gal(F (N)/F (N/p)) ∩Gs(F (N)/F (pn−1)) ∼= Gs(F (pn)/F (pn−1)) (5.6)
l
by restriction. By Lemma 5.8 (iv), Gal(F (N)/F (N/p)) must have order p2 and since
Gs(F (p
n)/F (pn−1)) also has order p2, they have to be isomorphic by restriction. By
set theory, we then get
Gal(F (N)/F (N/p)) = Gal(F (N)/F (N/p)) ∩Gs(F (N)/F (pn−1))
⊂ Gs(F (N)/F (pn−1)). (5.7)
By the formal definition of the higher ramification group we get that
Gs(F (N)/F (p
n−1)) ∼= Gs(F (N)/F ) ∩Gal(F (N)/F (pn−1)) ⊂ Gs(F (N)/F ).
Hence Gal(F (N)/F (N/p)) is isomorphic to a subgroup of Gs(F (N)/F ) which is
what we wanted to show. 
Lemma 5.10
Let n ≥ 2. We have F (N) ∩ µp∞ = µpn.
Proof
Since by Lemma 3.5 of [Hab13] Qq(N) ∩ µp∞ = µpn , we have F (N) ⊃ µpn and we
only have to show "⊂". We will closely follow Habegger’s proof of Lemma 3.5 of
[Hab13] and first show that F (pn)∩ µp∞ = µpn . Let ζ ∈ F (pn) be a root of unity of
order pn′ with n′ ≥ n. By restricting we get a surjective homomorphism
Gal(F (pn)/F )  Gal(F (ζ)/F ).
We will later prove that the left group is isomorphic to (Z/pn−1Z)2 × A where
A is a subgroup of Z/(q − 1)Z. The right part is isomorphic to a subgroup of
Gal(Qp(ζ)/Qp) which itself is isomorphic to Z/pn
′−1Z×Z/(p− 1)Z by Proposition
II.7.13 of [Neu99]. Remark that Z/pn′−1Z× Z/(p− 1)Z is cyclic since p− 1 and p
are coprime, hence all subgroups are direct products of subgroups. Since the index
of Gal(F (ζ)/F ) in Gal(Qp(ζ)/Qp) can be at most [F : Qp] which is less than p, we
must have that Gal(F (ζ)/F ) is actually isomorphic to Z/pn′−1Z × A where A is
a subgroup of Z/(p − 1)Z. Recall that GalF (pn)/F ) is isomorphic to a subgroup
of Gal(Qq(pn)/Qq) ∼= (Z/pn−1Z)2 × Z/(p − 1)Z. So the homomorphism can only
be surjective if it maps (Z/pn−1Z)2 surjectively to Z/pn′−1Z which is only possible
when n ≥ n′. Together with n′ ≥ n we get that n′ = n. Let now ζ ∈ F (N) be a
root of unity of order pn′ with n′ ≥ n. The extension F (N)/F (pn) is unramified,
hence also F (pn)(ζ)/F (pn). By the properties of the Weil pairing we know that
ζ ∈ Qp(pn′) ⊂ F (pn′). By Lemma 5.7, the extension F (pn′)/F (pn) is totally ram-
ified and so is F (pn)(ζ)/F (pn). Hence this extension must be trivial and we have
ζ ∈ F (pn).
So let us now prove that Gal(F (pn)/F ) ∼= (Z/pn−1Z)2 × A. Recall that p and
[F : Qq] are coprime and consider the following diagrams:
li
F (pn) F (pn)
Qq(p
n) F (p) Qq(p
n) F
Qq(p
n) ∩ F (p) Qq(pn) ∩ F
Qq(p) Qq
The diagram on the right hand side shows that Gal(F (pn)/F ) is isomorphic to a
subgroup (Z/pn−1Z)2 ×Z/(q − 1)Z. The diagram on the left hand side shows that
Gal(F (pn)/F (p)) is isomorphic to a subgoup of (Z/pn−1Z)2. By Goursat’s Lemma
[Gou89] and since their orders are equal, the groups have to be isomorphic. 
Lemma 5.11
Let ψ ∈ Gal(F (N)/F (N/p)) and ξ ∈ F (N) ∩ µM ′. Then ψ(ξ) = ξ.
Proof
By Proposition II 7.12 of [Neu99], the extension F (ξ)/F is unramified.
Now we want to prove that F (ξ) ⊂ F (N/p) (and hence ψ(ξ) = ξ). We know
that F (ξ)/F is unramified, hence F (N/p)(ξ)/F (N/p) is also unramified. Further-
more, by Lemma 5.8 (iv), F (N)/F (N/p) is totally ramified, hence as a subex-
tension, F (N/p)(ξ)/F (N/p) also has to be totally ramified. But totally ramified
and unramified extensions are trivial and we get that F (N/p)(ξ) = F (N/p), hence
F (ξ) ⊂ F (N/p). 
Lemma 5.12
Let N = pnM with n ≥ 2. If ψ ∈ Gal(F (N)/F (N/p)) and α ∈ F (N) \ {0} such
that ψ(α)
α
∈ µ∞, then
ψ(α)
α
∈ µq. (5.8)
Proof
We will follow the analogous proof of Lemma 3.6 in [Hab13] very closely and only
change it where we need to use generalized results of this section.
We write xψ for ψ(x) if x ∈ F (N), hence ψ(α)
α
= αψ−1. Let N ′ denote the order
of β := αψ−1 and decompose it as N ′ = pn′M ′ with nonnegative n′ and M ′ and p
coprime. Then ξ := βpn
′
has order M ′. By the lemma above, ξ is fixed by ψ.
The order of βM ′ is pn′ . Hence n′ ≤ n by the above Lemma 5.10. For the same
reason we have βpM ′ ∈ F (N/p), hence ψ fixes βpM ′ .
Let us write 1 = apn′ + bM ′ with a and b integers. Then β = ξaβbM ′ and so ψ
fixes βp since it fixes ξ and βpM ′ .
lii
Let t denote the order of ψ as an element of Gal(F (N)/F (N/p)). Then
1 = αp(ψ
t−1) = αp(ψ−1)(ψ
t−1+...+ψ+1) = βp(ψ
t−1+...+ψ+1) = βpt. (5.9)
By Lemma 5.8 (iv) the order t divides p and the statement follows. 
5.2 The tamely ramified case
Again, we fix E, L and p as in section 5.1.
Remark that the tamely ramified case includes the unramified case. For the whole
section let p2 - N and ϕq ∈ Gal(Qunrq /Qq) be the lift of the Frobenius squared as in
[Hab13]. For p - N we let F˜ := F and for p | N we let F˜ := F (p). Recall that the
extension F/Qq is Galois.
Lemma 5.13
Let E be a multiple of [F : Qq](q − 1). We have
(i) ϕEq |F˜∩Qunrq = id.
(ii) There exists ϕ˜ in Gal(F˜ (M)/F˜ ) such that the restriction ϕ˜|(F˜∩Qunrq )(M) coin-
cides with the restriction ϕEq |(F˜∩Qunrq )(M).
(iii) For ϕ˜ from (ii) we have that ϕ˜|K(N) lies in the center of Gal(K(N)/Q).
(iv) The extension F˜ (M)/(F˜ ∩Qunrq )(M) is totally ramified.
(v) The ramification index of F˜ (M)/Qq is at most (q − 1)[F : Qq] ≤ E.
Proof
(i) We have that [F : Qp] is a multiple of |Gal(OF/P/OQq/p)| where P and p are
the maximal ideals of OF and OQq , respectively. By Lemma 5.8 (vi) we have that
Gal(F (p)/F ) ⊂ Z/(q−1)Z hence in the case of p|N we have that [F˜ : Qq] is a divisor
of [F : Qq](q− 1) which divides E and whenever p - N , we still have that [F˜ : Qq]|E .
So E is always a multiple of the local degree [F˜ : Qq]. Since ϕq|F˜∩Qunrq acts trivially
on OQq/p, it is an element of the Galois group Gal(F˜ ∩ Qunrq /Qq). But the order
of this group is a divisor of E since Gal(F˜ ∩ Qunrq /Qq) is a quotient of Gal(F˜ /Qq)
which has order dividing (q−1)[F : Qq]. Hence, its E-th power has to be the identity.
(ii) First, we want to show that (F˜ ∩ Qunrq )(M) ∩ F˜ = F˜ ∩ Qunrq . The inclusion
(F˜ ∩ Qunrq )(M) ∩ F˜ ⊃ F˜ ∩ Qunrq is obvious and we have to prove "⊂". By Lemma
3.1 of [Hab13], the extension Qq(M)/Qq is unramified, hence Qunrq (M) = Qunrq . We
have (F˜ ∩Qunrq )(M) ∩ F˜ ⊂ Qunrq (M) ∩ F˜ = Qunrq ∩ F˜ .
We consider the following diagram:
liii
Qunrq F˜ (M)
(F˜ ∩Qunrq )(M) F˜
Qq(M) (F˜˜capQ
unr
q )(M) ∩ F˜ = F˜ ∩Qunrq
Qq(M) ∩ (F˜ ∩Qunrq )
Qq
Recall that E is a multiple of (q− 1)[F : Qp] and by (i) ϕEq |F˜∩Qunrq is trivial. Hence
ϕEq ∈ Gal(Qunrq /F˜ ∩Qunrq ). By the diagram, the Galois group Gal((F˜ ∩Qunrq )(M)/F˜ ∩
Qunrq ) is isomorphic to Gal(F˜ (M)/F˜ ) and we call ϕ˜ the image under that isomor-
phism. Note that in the case of p | N , ϕ˜ acts trivially on F˜ = F (p) ⊃ K(p). In the
case of p - N , ϕ˜ acts trivially on F ⊃ K.
(iii) We will distinguish the two cases p - N and p|N .
For p|N we already remarked that ϕ˜|K(p) is the identity and we now want to show
that ϕ˜|K(N) lies in the center of Gal(K(N)/Q). Consider the following diagram
K(N)
K(p) Q(M)
K(p) ∩Q(M)
Q
which shows that Gal(K(N)/Q) is by restriction isomorphic to a subgroup of
Gal(Q(M)/Q)×Gal(K(p)/Q). Now the proof of Lemma 5.1 of [Hab13] shows that
ϕ˜ lies in the center of Gal(Q(M)/Q). Together with ϕ˜ acting trivially on K(p), we
get that it lies in the center of Gal(K(N)/Q).
Now let p - N . We do the same as above, considering K instead of K(p). Consider
the diagram:
liv
K(M)
K Q(M)
K ∩Q(M)
Q
And again: Gal(K(M)/Q) is by restriction isomorphic to a subgroup of Gal(Q(M)/Q)×
Gal(K/Q) and since ϕ˜ acts trivially on K and lies in the center of Gal(Q(M)/Q),
it also lies in the center of Gal(K(M)/Q).
(iv) We will use Lemma 2.1 (ii) of [Hab13] again. Since F˜ /F˜ ∩Qunrp is totally ram-
ified and (F˜ ∩Qunrp )(M)/F˜ ∩Qunrp is unramified, the extension F˜ (M)/(F˜ ∩Qunrp )(M)
is also totally ramified.
(v) We consider the following diagram
F˜ (M)
F˜ Qq(M)
F˜ ∩Qq(M)
Qq
Since the extension Qq(M)/Qq is unramified, the only contribution to the ramifica-
tion degree can come from the extension F˜ (M)/Qq(M). Since the Galois group of
the said extension is a subgroup of Gal(F˜ /Qq), it has degree at most (q−1)[F : Qq],
hence also the ramification degree cannot be larger.

Lemma 5.14
Let L/K be a totally ramified extension of fields with K ⊂ L ⊂ Qp and [L : Qp],
[K : Qp] finite. Then for every α ∈ OL there exists β ∈ OK such that |α− β|p < 1.
Proof
Since the field extension is totally ramified, the residue fields are equal. Consider α
as an element in the residue field of L. Take any β ∈ OK in the same residue class
lv
as α. Then, as α and β are in the same residue class, their difference α − β is zero
in the residue field. This means α − β is an element of the maximal ideal, hence
|α− β|p has to be smaller than one. 
Lemma 5.15
Let α ∈ F˜ (M)∗ with |α|p ≤ 1. Then for ϕ˜ and E as in Lemma 5.13 we have
|ϕ˜(α)− αqE |p ≤ p− 1E .
Proof
Let α ∈ F˜ (M) with |α|p ≤ 1. Then by Lemma 5.14 and 5.13 (iv) we find β ∈
(F˜ ∩Qunrq )(M) with |β|p ≤ 1 and |α− β|p < 1. Now |ϕ˜(α)− ϕ˜(β)|p = |α− β|p since
Galois automorphisms do not change the valuation. Furthermore, we have
(αq
E − βqE ) = (α− β)(αqE−1 + αq[F :Qq ]−2β + ...+ αβq[F :Qq ]−2 + αq[F :Qq ]−1)
hence
|αq[F :Qq ] − βq[F :Qq ]|p = |α− β|p|αqE−1 + αqE−2β + ...+ αβqE−2 + αqE−1|p
≤ |α− β|p max(|αqE−1|p, |αqE−2β|p, ..., |αβqE−2|p, |αqE−1|p)
≤ |α− β|p
< 1.
Now consider |ϕ˜(β)− βqE |p. Since β ∈ (F˜ ∩Qunrq )(M), we can apply Lemma 5.13
(ii) and get that ϕ˜ acts as ϕ˜(β) is equal to βqE in the residue field. Again, as in
the proof of the above lemma, this means that their difference is an element of the
maximal ideal in (F˜ ∩Qunrq )(M), which means that |ϕ˜(β)− βqE |p < 1.
So we have
|ϕ˜(α)− αqE |p = |ϕ˜(α)− ϕ˜(β) + ϕ˜(β)− βqE + βqE − αqE |p
≤ max(|ϕ˜(α)− ϕ˜(β)|p, |ϕ˜(β)− βqE |p, |βqE − αqE |p)
= max(|α− β|p, |ϕ˜(β)− βqE |p)
< 1.
Since the valuation is discrete and we bounded the ramification degree in 5.13 (v),
it has to be at most p−
1
E which proves the statement. 
Lemma 5.16
Let α ∈ F˜ (M)∗. Then for ϕ˜ as in Lemma 5.13 we have
|ϕ˜(α)− αqE |p ≤ p− 1E .
|ϕ˜(α)− αqE |p ≤ p− 1E max(1, |ϕ˜(α)|p) max(1, |α|p)qE .
lvi
Proof
For |α|p ≤ 1 this is the above lemma. Let now |α|p > 1 and consider α−1. Then we
can use the ultrametric triangle inequality and with the above lemma we get
|α−qE (ϕ˜(α)− αqE )|p = |(α−qE − ϕ˜(α−1))ϕ˜(α)|p ≤ p− 1E |ϕ˜(α)|p
which gives the desired result. 
Recall that an element σ ∈ Gal(K(N)/Q) acts on the places of K(N) by | · |σv =
|σ−1(·)|v.
Lemma 5.17
Let p2 - N . Let α ∈ K(N)\µ∞ be non-zero. Then
h(α) ≥
(
log p
E(1 + qE)(1 + 5 · 211)
)4
. (5.10)
Proof
We follow the proof of Lemma 5.1 of [Hab13] closely. Let x = ϕ˜|K(N)(α) − αqE ∈
K(N) where ϕ˜|K(N) is the lift of the Frobenius from before. This is nonzero since
otherwise we would get h(α) = h(ϕ˜|K(N)(α)) = h(αqE ) = qEh(α) hence h(α) = 0
which contradicts our assumption on α. So we can use the product formula∑
w
dw log |x|w = 0 (5.11)
where the sum is over all places of K(N).
Let w be a finite place of K(N) above p. Then w = σ−1v for some σ ∈
Gal(K(N)/Q) and v a place above p because this Galois group acts transitively
on the places of K(N) above p. By Lemma 5.13 (iii) ϕ˜|K(N) and σ commute and we
get
|x|w = |σ(ϕ˜|K(N)(α))− σ(α)qE |v = |ϕ˜|K(N)(σ(α))− σ(α)qE |v.
Now we estimate the right-hand side from above using Lemma 5.16 applied to σ(α)
|x|w ≤ p− 1E max(1, |ϕ˜|K(N)(σ(α))|v) max(1, |σ(α)|v)qE
= p−
1
E max(1, |σ(ϕ˜|K(N)(α))|v) max(1, |σ(α)|v)qE
= p−
1
E max(1, |ϕ˜|K(N)(α)|w) max(1, |α|w)qE .
For an arbitrary finite place w of K(N), the ultrametric triangle inequality gives
|x|w ≤ max(|ϕ˜|K(N)(α)|w, |αqE |w) ≤ max(1, |ϕ˜|K(N)(α)|w) max(1, |α|w)qE .
For the infinite places w we have to take a little detour. We define
β =
ϕ˜|K(N)(α)
αqE
∈ Q \ {1}
lvii
and bound
|x|w = |β − 1|w|αqE |w ≤ |β − 1|w max(1, |αqE |w)
≤ |β − 1|w max(1, |ϕ˜|K(N)(α)|w) max(1, |αqE |w)
instead. We get
0 =
∑
w
dw log |x|w
=
∑
w|p
dw log |x|w +
∑
w-p,w-∞
dw log |x|w +
∑
w|∞
dw log |x|w
≤
∑
w|p
dw log(p
− 1E max(1, |ϕ˜|K(N)(α)|w) max(1, |αqE |w))
+
∑
w-p,w-∞
dw log(max(1, |ϕ˜|K(N)(α)|w) max(1, |αqE |w))
+
∑
w|∞
dw log(|β − 1|w max(1, |ϕ˜|K(N)(α)|w) max(1, |αqE |w)).
After dividing by [K(N) : Q] this gives
log p
E −
1
[K(N) : Q]
∑
w|∞
dw log |β − 1|w ≤ (1 + qE)h(α). (5.12)
Let us now assume that h(β) ≤ 1
4
, [Q(β) : Q] ≥ 16 and h(α) ≤ 1. This is without
loss of generality since otherwise the conclusion of the Lemma is clear. By Lemma
4.19 with δ = 1
4
we get
1
[K(N) : Q]
∑
τ :Q(β)→C
log |τ(β)− 1| = 1
[Q(β) : Q]
∑
τ :Q(β)→C
log |τ(β)− 1|
≤ 5 · 211h(β) 14
≤ 5 · 211((1 + qE)h(α)) 14 .
Together with estimate (5.12) we get
log p
E − 5 · 2
11((1 + qE)h(α))
1
4 ≤ (1 + qE)h(α).
Hence
log p
E ≤ (1 + q
E)(1 + 5 · 211)h(α) 14
which gives(
log p
E(1 + qE)(1 + 5 · 211)
)4
≤ h(α).

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5.3 The wildly ramified case
Again, we fix E, F , K, p and p2 = q as in section 5.1. For this whole section we will
only consider the case where p2|N . Let v be the place of F above p. Recall that we
considered F as a subfield of Qp, hence for an element α ∈ F we can consider |α|p.
Lemma 5.18
Let ψ ∈ Gal(Qq(N)/Qq(N/p)). Then ψ|F∩Qq(N) = id.
Proof
By Lemma 5.5 we have Qq(N)∩F = Qq(N/p)∩F . Since ψ ∈ Gal(Qq(N)/Qq(N/p)),
ψ must be the identity on Qq(N/p), hence also on Qq(N/p) ∩ F = Qq(N) ∩ F . 
Lemma 5.19
Let α ∈ F (N). Then
|ψ(α)q − αq|p ≤ p−1 max(1, |ψ(α)|p)q max(1, |α|p)q (5.13)
for all ψ ∈ Gal(F (N)/F (N/p)).
Proof
First, we suppose |α|p ≤ 1. Let ψ ∈ Gal(F (N)/F (N/p)) and consider the restriction
ψ|F (pn) ∈ Gal(F (pn)/F (pn−1)). By Lemma 5.9 this is an element of Gi(F (N)/F )
for i = qn−1 − 1.
By the definition of the ramification group, this means
ψ(α)− α ∈ Pqn−1
where P is the maximal ideal in the ring of integers of F (N). By Lemmas 5.7 and
5.8 (ii) the ramification index e of F (N)/F is at most qn−1(q − 1) ≤ qn. Therefore,
(ψ(α)− α)q ∈ Pqn ⊂ Pe. Since p ∈ Pe we conclude
0 ≡ (ψ(α)− α)q ≡ ψ(α)q − αq mod Pe.
This leads to |ψ(αq) − αq|p ≤ |p|p = p−1. Hence the statement follows if |α|p ≤ 1.
Now for |α|p > 1 consider α−1 with |α−1|p ≤ 1. We get |ψ(α)−q − α−q|p ≤ p−1 and
|α−q(ψ(α)q − αq)|p = |(α−q − ψ(α)−q)ψ(α)q|p ≤ p−1|ψ(α)q|p.
After multiplying by |αq|p we obtain our statement. 
Lemma 5.20
Let ψ ∈ Gal(K(N)/K(N/p)) and v be the place of K(N) above p. Let
G = {σ ∈ Gal(K(N)/Q)|σψσ−1 = ψ}
be the centralizer of ψ. Then
|Gv| ≥ [K(N) : Q]
p4dv
.
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Proof
Let H := Gal(K(N)/K(N/p)), it is a normal subgroup of Gal(K(N)/Q). The orbit
of ψ under conjugation by Gal(K(N)/Q) is contained in H. The stabilizer of this
action is G so we can use the orbit-stabilizer theorem. Furthermore, by the proof of
Lemma 5.2 of [Hab13], we have |Gal(Q(N)/Q(N/p))| ≤ p4. Since H is isomorphic
to a subgroup of that group, we have |H| ≤ p4. We get
|G| ≥ |Gal(K(N)/Q)||H| =
[K(N) : Q]
|H| ≥
[K(N) : Q]
p4
.
Furthermore, again by the orbit-stabilizer theorem, for a place v of K(N) above
p we have
|Gv| = |G|| StabG(v)| ≥
[K(N) : Q]
p4| StabG(v)| . (5.14)
The Galois group Gal(K(N)/Q) acts transitively on all places of K(N) lying above
p and the total number of such places is [K(N):Q]
dv
since K(N) is a Galois extension
of Q. The number of places is by the orbit-stabilizer theorem again the same as
|Gal(K(N)/Q)|
| StabGal(K(N)/Q)(v)|
.
This gives us the following inequality:
| StabG(v)| ≤ | StabGal(K(N)/Q)(v)| = dv.
After inserting this in equation 5.14 we get
|Gv| ≥ [K(N) : Q]
p4| StabG(v)| ≥
[K(N) : Q]
p4dv
. (5.15)

The next height bound is the analogue of Lemma 5.3 of [Hab13].
Lemma 5.21
Let α ∈ K(N)\µ∞ be non-zero and let n ≥ 2 be the greatest integer with pn | N . If
αq /∈ F (N/p), then
h(α) ≥ (log p)
4
4 · 106p32 . (5.16)
Proof
By hypothesis we may chose ψ ∈ Gal(F (N)/F (N/p)) with ψ(αq) 6= αq.
We let
x = ψ(αq)− αq
lx
and observe x 6= 0 by our choice of ψ. So∑
v
dv log |x|v = 0 (5.17)
by the product formula.
Say G = {σ ∈ Gal(K(N)/Q)|σψσ−1 = ψ} as in Lemma 5.20 and v is the place
of K(N) coming from the restriction of the p-adic valuation on Qp to K(N). Let
σ ∈ G. The place σv of K(N) satisfies |σ(y)|σv = |y|v for all y ∈ K(N). So
|(σψσ−1)(αq)− αq|σv = |ψ(σ−1(αq))− σ−1(αq)|p.
We may apply Lemma 5.19 to σ−1(α). This implies
|(σψσ−1)(αq)− αq|σv = |ψ(σ−1(α))q − σ−1(α)q|v
≤ p−1 max{1, |ψ(σ−1(α))|v}q max{1, |σ−1(α)|v}q
≤ p−1 max{1, |(σψσ−1)(α)|σv}q max{1, |α|σv}q.
Now σψσ−1 = ψ since σ ∈ G. Therefore,
|x|w ≤ p−1 max{1, |ψ(α)|w}q max{1, |α|w}q for all w ∈ Gv. (5.18)
If w is an arbitrary finite place of K(N), the ultrametric triangle inequality implies
|x|w ≤ max{1, |ψ(α)|w}q max{1, |α|w}q. (5.19)
Now let w be an infinite place. We define
β =
ψ(αq)
αq
∈ Q\{1}
and bound the following expression instead:
|x|w = |β − 1|w|αq|w ≤ |β − 1|w max{1, |α|w}q. (5.20)
We split the sum (5.17) up into the finite places in Gv, the remaining finite places,
and the infinite places and the continue like in the proof of Lemma5.17. The esti-
lxi
mates 5.18, (5.19) and (5.20) together with the product formula (5.17) imply
0 ≤
∑
w∈Gv
dw(log p
−1 + q log(max{1, |ψ(α)|w}max{1, |α|w}))
+
∑
w-∞,w/∈Gv
dwq log(max{1, |ψ(α)|w}max{1, |α|w})
+
∑
w|∞
dw(log |β − 1|w + q log max{1, |α|w})
=
∑
w∈Gv
dw log p
−1
+
∑
w-∞
dwq log(max{1, |ψ(α)|w}max{1, |α|w})
+
∑
w|∞
dw(log |β − 1|w + q log max{1, |α|w})
≤
∑
w∈Gv
dw log p
−1
+
∑
w
dwq log(max{1, |ψ(α)|w}max{1, |α|w})
+
∑
w|∞
dw log |β − 1|w. (5.21)
Moreover, since the action of the Galois group is transitive and all fields here are
Galois over Q, all local degrees dw with w ∈ Gv equal dv. So∑
w∈Gv
dw log p
−1 = dv log p−1|Gv| ≤ −dv log p [K(N) : Q]
p4dv
by Lemma 5.20. We use this estimate together with (5.21) and after dividing by
[K(N) : Q] we obtain
0 ≤ − log p
p4
+
1
[K(N) : Q]
∑
w|∞
dw log |β − 1|w
+ qh(ψ(α)) + qh(α).
Also, h(ψ(α)) = h(α) and q = p2, hence
log p
p4
≤ 1
[Q(β) : Q]
 ∑
τ :Q(β)↪→C
log |τ(β)− 1|
+ 2p2h(α).
By construction we certainly have β 6= 0, 1 and in order to apply Lemma 4.19 it
remains to show that β is not a root of unity. If we assume the contrary, then ψ(α)
α
will be a root of unity too. Lemma 5.12 implies
(
ψ(α)
α
)q
= 1 which contradicts our
assumption on α.
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We have h(β) ≤ h(ψ(αq)) + h(αq) ≤ 2p2h(α). Assuming h(β) ≤ 1
4
(which we can
do since otherwise we would have a lower bound for h(α) that is better than the
claim), we apply Lemma 4.19 with δ = 1
4
and get:
1
[Q(β) : Q]
∑
τ :Q(β)↪→C
log |τ(β)− 1| ≤ 5 · 211h(β) 14
≤ 5 · 211(2p2h(α)) 14
and hence
log p
p4
≤ 5 · 211(2p2h(α)) 14 + 2p2h(α)
≤ 5 · 211(2p2h(α)) 14 + 2p2h(α) 14
≤ (5 · 211(2p2) 14 + 2p2)h(α) 14 .
We solve the above inequality for h(α):
h(α) >
(
log p
(5 · 211(2p2) 14 + 2p2)p4
)4
≥
(
log p
(5 · 2112 14p 12 + 2p4)p4
)4
≥
(
log p
(6093p−
7
2 + 1)2p8
)4
≥
(
log p
44p8
)4
=
(log p)4
4 · 106p32 .

5.4 Descent and the final bound
Again, we fix E, L and p as in section 5.1. Let also E be a multiple of [F : Qp](q−1).
Now we want to turn the conditional bound in the ramified case in an unconditional
bound using some descent method. First, we construct a useful automorphism of
K(N)/Q.
Lemma 5.22
Let n ≥ 0 be the greatest integer with pn | N . There exists σF ∈ Gal(F (N)/F ), lying
in the center of Gal(K(N)/K) such that σF (ζ) = ζ4
[F :Qq ] for all ζ ∈ µpn. Moreover,
σF acts on E[pn] as multiplication by 2[F :Qq ].
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Proof
Before we prove this Lemma, let us recall that by Lemma 5.10 F (N) contains µpn .
Since p is odd, Lemma 5.8 (v) implies that there is σ′F ∈ Gal(F (pn)/F ) that acts
on E[pn] as multiplication by 2[F :Qq ]. Since the Weil pairing 〈·, ·〉 is surjective, we
can find for every root of unity ζ ∈ µpn points P,Q ∈ E[pn] such that 〈P,Q〉 = ζ.
Now σ′F (〈P,Q〉) = 〈σ′F (P ), σ′F (Q)〉 = 〈2[F :Qq ]P, 2[F :Qq ]Q〉 = 〈P,Q〉4
[F :Qq ] . Hence σ′F
acts on µpn as raising to the 4[F :Qq ]-th power.
We will now lift the automorphism σ′q−1F to σ
q−1
F ∈ Gal(F (N)/F (M)). For that
we consider the following diagram
F (N)
F (pn) F (M)
F (pn) ∩ F (M)
F
and we will prove that σ′q−1F |F (pn)∩F (M) is the identity.
We know that F (M)/F is unramified by Lemma 5.8 (ii), hence its subextension
F (pn) ∩ F (M)/F is also unramified. But on the other hand, F (pn)/F (p) is totally
ramified by Lemma 5.7, hence F (pn)∩F (M) has to be a subfield of F (p) which has
degree q − 1 over F . Hence we get that [F (pn) ∩ F (M) : F ] divides q − 1.
So σ′q−1F is already in Gal(F (p
n)/F (pn) ∩ F (M)) which is by the above diagram
isomorphic to Gal(F (N)/F (M)). We will call the image of σ′q−1F under this isomor-
phism σq−1F .
Taking the sum of points gives an isomorphism between E[pn]×E[M ] and E[N ]
which is compatible with the action of Gal(K(N)/K). Since σF acts as multiplica-
tion by 2[F :Qq ] on E[pn] and trivially on E[M ] and F (hence also on K), it must lie
in the center of Gal(K(N)/K). 
5.4.1 Some group theory
Lemma 5.23
For p 6= 2 the vector space V := {A ∈ Mat2(Fp)|TrA = 0} has only trivial subvector
spaces that are invariant under conjugation with SL2(Fp).
Proof
Let U be a non-trivial subvector space of V that is invariant under conjugation by
SL2(Fp). By considering the non-degenerate scalar product 〈A,B〉 := Tr(ATB) on
lxiv
V we can show that U⊥ is also invariant: Let A ∈ U⊥ and B ∈ U . Then for any
S ∈ SL2(Fp) we have Tr((SAS−1)TB) = Tr(S−T (ATSTB)) = Tr((ATSTB)S−T ) =
Tr(AT (STBS−T )) = Tr(ATB′) for some B′ ∈ U since U is invariant under conjuga-
tion. But then Tr(ATB′) = 0, hence SAS−1 ∈ U⊥. We know that V has dimension
three. Now if U is an invariant subvector space of dimension 2, its orthogonal com-
plement has to be of dimension one and we get that V has only trivial invariant
subvector spaces if and only if it does not have a one-dimensional invariant subvec-
tor space which is what we will prove now.
Let U ⊂ V be invariant under conjugation by SL2(Fp) and of dimension one. Then
there must be a matrix A =
(
a b
c −a
)
non-zero, such that U = {0, A, 2A, . . . , (p−
1)A}. Consider S =
(
1 1
0 1
)
and
S
(
a b
c −a
)
S−1 =
(
a+ c −2a− c+ b
c −a− c
)
!
= λ
(
a b
c −a
)
.
So in order for U to be invariant, we have to have c = 0 and λ = 1, which also
gives a = 0. Hence U must be the matrices. Let us assume that space of matrices
is invariant. Then the orthogonal complement is U⊥ = {
(
x 0
y z
)
∈ Mat2(Fp)}.
But here we can again find that conjugation by S does not stay within U⊥. Let
A =
(
0 0
1 0
)
∈ U⊥. Then
SAS−1 =
(
1 −1
1 −1
)
/∈ U⊥.
We excluded all possibilities of one-dimensional invariant subvector spaces and
proved the lemma. 
Lemma 5.24
Let p ≥ exp(Gal(K/Q)). Then ρ(Gal(K(p)/K)) contains SL2(Fp).
Proof
By property (P2), we have ρ(Gal(K(p)/Q)) = GL2(Fp). Consider the normal sub-
group N := Gal(K(p)/K) of Gal(K(p)/Q). Then Gal(K(p)/Q)/N , which is isomor-
phic to Gal(K/Q), has exponent exp(Gal(K/Q)). So also ρ(Gal(K(p)/Q))/ρ(N) has
exponent dividing exp(Gal(K/Q)). Consider(
1 1
0 1
)
∈ SL2(Fp)⇒
(
1 1
0 1
)
∈ ρ(Gal(K(p)/Q)).
Take the exp(Gal(K/Q))-th power of this matrix and get an element of ρ(N) (recall
that exp(Gal(K/Q)) is coprime to p):(
1 1
0 1
)exp(Gal(K/Q))
=
(
1 exp(Gal(K/Q))
0 1
)
∈ ρ(N) ∩ SL2(Fp).
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Since ρ(N) is normal in ρ(Gal(K(p)/Q)), then also ρ(N) ∩ SL2(Fp) is normal in
SL2(Fp). By Theorem 8.4 of [Lan02], hence the only normal subgroups of SL2(Fp)
are {1}, {±1}, SL2(Fp). But since we found one element in ρ(N) ∩ SL2(Fp) that is
not in {±1}, we get ρ(N) ∩ SL2(Fp) = SL2(Fp). 
Lemma 5.25
Let p ≥ 3 and let G be a subgroup of Mat2(Fp) of order p2 that contains at least
one non-zero scalar matrix. Let V be the subgroup of Mat2(Fp) generated by ABA−1
where B varies over G and A varies over SL2(Fp). Then V = Mat2(Fp).
Proof
Since G has more than p elements, there must be a non-scalar matrix in G. So let
B ∈ G be a non-scalar matrix. Then since scalar matrices are the only matrices
that commute with all elements on SL2(Fp), there must be A ∈ SL2(Fp) such that
ABA−1 6= B. Then Tr(ABA−1 − B) = Tr(ABA−1) − Tr(B) = Tr(B) − Tr(B) = 0
and V 0 := {B ∈ V |Tr(B) = 0} 6= {0}. Since the action by conjugation of SL2(Fp)
on {B ∈ Mat2(Fp)|Tr(B) = 0} leaves only the trivial subvector spaces invariant
and V 0 is not just the zero vector, we find that V 0 = {B ∈ Mat2(Fp)|Tr(B) = 0}
which has dimension 3. Now since for p > 2 the identity matrix is an element of V ,
but not of V 0, we have V ) V 0. But since V 0 is an Fp-vector space of dimension
3 (hence has order p3) and V is strictly larger than V 0 (hence has to have order
strictly larger than p3), we get V = Mat2(Fp). 
5.4.2 The actual descent
Lemma 5.26
Let G := Gal(F (N)/F (N/p)). Suppose E and p satisfy (P1) and (P2). We assume
p2 | N . Then:
(i) The subgroup of H := Gal(K(N)/K) generated by the conjugates of G equals
Gal(K(N)/K(N/p)).
(ii) If α ∈ K(N) with σ(α) ∈ F (N/p) for all σ ∈ Gal(K(N)/K), then α ∈
K(N/p).
Proof
(i) We will follow closely the proof of Habegger’s Lemma 6.2 but we will not use the
concept of non-split Cartan subgroups as in Habegger’s proof. Instead we will use
the lemmas above to show that the group in (i) is big enough.
We have
H ⊂ Gal(K(N)/K(N/p)) (5.22)
and we will show the equality.
We now want to look at the Galois representations and choose a basis for each
E[N ] that is compatible with the diagram below.
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ρ˜ : Gal(K(p)/K)→ GL2(Fp) and ρ : Gal(K(N)/K)→ GL2(Z/pnZ)
and put them into the following commutative diagram:
Gal(K(N)/K)

ρ // GL2(Z/p
nZ)

Gal(K(N/p)/K)

ρ|K(N/p)// GL2(Z/pn−1Z)

Gal(K(p)/K)
ρ˜ // GL2(Fp)
(5.23)
The right vertical arrows are the natural surjections and the left vertical arrows
are induced by the restrictions. By Lemma 5.24 we know that ρ˜(Gal(K(p)/K)) con-
tains SL2(Fp). We will now construct a homomorphism L from Gal(K(N)/K(N/p))
to Mat2(Fp) which will firstly show by its injectivity that |H| ≤ p4 and secondly,
through Lemma 5.25, show equality.
If σ ∈ Gal(K(N)/K(N/p)) then ρ(σ) is represented by 1+pn−1L′(σ) with L′(σ) ∈
Mat2(Z). Moreover, L′(σ) is well-defined modulo pMat2(Z). We obtain by reduc-
tion mod p a "logarithm" L : Gal(K(N)/K(N/p)) → Mat2(Fp). The name comes
from the following property: Let σ1, σ2 ∈ Gal(K(N)/K(N/p)), then
ρ(σ1σ2) = (1+p
n−1L(σ1))(1+pn−1L(σ2)) ≡ 1+pn−1(L(σ1)+L(σ2)) mod pn Mat2(Z)
where we let L be the reduction of L′ modulo pMat2(Z). So L(σ1σ2) = L(σ1) +
L(σ2), hence L is a group homomorphism. We want to show that L is injective.
Let σ ∈ Gal(K(N)/K(N/p)) be such that L(σ) = id in Mat2 Fp. This means that
ρ(σ) = 1 in GL2(Z/pnZ). We look at the diagram (??) and see that this means that
σ fixes K(pn). Since it is an element of Gal(K(N)/K(N/p), it also fixes K(N/p),
hence fixes K(N). So σ ∈ Gal(K(N)/K(N/p)) is the identity and L is injective.
Hence we get
[K(N) : K(N/p)] ≤ |Mat2(Fp)| = p4. (5.24)
If σ ∈ Gal(K(N)/K) and ψ ∈ G then σψσ−1 ∈ Gal(K(N)/K(N/p)) and we get
ρ(σψσ−1) ≡ 1 + pn−1ρ˜(σ)L′(ψ)ρ˜(σ)−1 mod pn Mat2(Z).
Hence
L(σψσ−1) = ρ˜(σ)L(ψ)ρ˜(σ)−1. (5.25)
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By Lemma 5.8 (iv), G has order p2, so |L(G)| = p2 by injectivity of L.
We recall that by Lemma 5.24 the image of ρ˜ contains SL2(Fp). So the definition
of H and equation (5.25) imply that conjugating a matrix in L(G) by an element
of SL2(Fp) stays within L(H). We want to apply Lemma 5.25 to L(G) to deduce
L(H) = Mat2(Fp). Then |L(H)| = |H| = p4 and by (5.24), H has to be equal to
Gal(K(N)/K(N/p)). For applying Lemma 5.25 we have to prove that L(G) con-
tains a non-zero scalar matrix:
By Lemma 5.8 (v) we know that the image of the Galois representation Gal(F (pn)/F )→
AutE[pn] contains multiplication by M [F :Qq ] for any M coprime to p. We now want
to construct an element in Gal(F (pn)/F (pn−1)) whose image is scalar multiplication.
Let M be a generator of (Z/pnZ)∗, then the multiplication by M will have order
(p− 1)pn−1 in AutE[pn].
Now by Lemma 5.22 we know that there exists σ′F ∈ Gal(F (pn)/F ) such that
its image is the multiplication by M [F :Qq ]. We want to show that σ′(q−1)p
n−2
F is an
element of Gal(F (pn)/F (pn−1)) and that it is not trivial. We start with the non-
triviality. Consider Gal(F (pn)/F )/Gal(F (pn)/F (pn−1) ∼= Gal(F (pn−1)/F ). Since
Gal(F (pn)/F ) is isomorphic to A×(Z/pn−1Z)2 where A is a subgroup of Z/(q−1)Z
(see the proof of Lemma 5.10), its exponent will be apn−1 where a | (q − 1). But
[F : Qq] is not a multiple of apn−1 since [F : Qq] is coprime to p. Hence σ
′(q−1)pn−2
F
is not trivial.
Now consider Gal(F (pn−1)/F ). This is isomorphic to A × (Z/pn−2Z)2 where A
is a subgroup of Z/(q − 1)Z and its exponent will be apn−2 where a | (q − 1).
On the other hand, [F : Qq](q − 1)pn−2 is now a multiple of (q − 1)pn−2, hence
the restriction of σ′(q−1)p
n−2
F to F (p
n−1)) is trivial which means that it has to be in
Gal(F (pn)/F (pn−1)).
By Lemma 5.8 (iv), we have Gal(F (pn)/F (pn−1)) ∼= Gal(F (N)/F (N/p)), hence
we can find σF ∈ Gal(F (N)/F (N/p)) that gets mapped to σ′F under that isomor-
phism. We can apply L to find that L(Gal(F (N)/F (N/p))) contains an element that
acts as scalar multiplication on the pn-torsion points, hence has to be a scalar matrix.
(ii) Now we proceed with the second part. Let α ∈ K(N) with σ(α) ∈ F (N/p) for
all σ ∈ Gal(K(N)/K). Since we can invert elements of Galois groups, it makes sense
to consider σ−1 whenever σ ∈ Gal(K(N)/K) and with the first part of the Lemma
we get that the group generated by σψσ−1 equals Gal(K(N)/K(N/p)). Since α is
fixed by such a σψσ−1, it has to be in K(N/p) which is what we wanted to show. 
The technique of the descent used in the following theorem has been developed
by Amoroso and Zannier in Section 4 of [AZ10].
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Theorem 5.27
Let E be an elliptic curve over Q without complex multiplication. Let L be a Galois
extension of Q. Suppose there exists d ∈ N such that L has uniformly bounded
local degrees above all but finitely many primes where d is the said uniform bound.
Then there is a prime number p satisfying (5.1), (5.2), (5.3) and (5.4). If α ∈
L(Etor)
∗\µ∞, then
h(α) ≥ (log p)
4
p4p4
. (5.26)
Proof
Again, we follow here the analogous proof of Proposition 6.1 of [Hab13] closely. Since
E does not have complex multiplication, its j-invariant is neither 0, nor 1728. So
the reduction of E at p is an elliptic curve with j-invariant neither 0, nor 1728 for
all but finitely many primes p. By a Theorem of Serre [Ser72], all but finitely many
of these p satisfy (P2). Furthermore, by [Elk87], there are infinitely many supersin-
gular primes for an elliptic curve over Q. We may thus fix a prime p satisfying (P1),
(P2), (P3) and (P4) and set q = p2.
Recall the following facts thet we fixed in the beginning of the chapter: Let
α ∈ L(Etor)∗\µ∞. Then α ∈ K(N) for some N = pnM with M ∈ N coprime to p, n
a nonnegative integer and K ⊂ L a number field that is Galois over Q. Then we fix
a finite Galois extension F/Qq with Qq ⊂ F ⊂ Qp such that the v-adic completion
of K is contained in F (where v extends p) and [F : Qp] is uniformly bounded by d.
Let furthermore E = (q − 1)[F : Qq] exp(Gal(L/Q)).
We take σF ∈ Gal(F (N)/F ) as in Lemma 5.22. If we are in the case of p2 - N , we
can artificially choose an element in Gal(F (p2N)/F ) and restrict it to F (N). Then
we define
γ =
σF (α)
α4
[F :Qq ]
∈ K(N). (5.27)
By the properties of the height we get
h(γ) ≤ h(σF (α)) + h(α4[F :Qq ]) = (4[F :Qq ] + 1)h(α). (5.28)
Let us start with the case of n ≥ 2, hence p2 | N . Since γ ∈ K(N) ⊂ F (N), hence
σ(γ) ∈ K(N) ⊂ F (N) for all σ ∈ Gal(K(N)/K), there is a least integer n′ ≤ n such
that σ(γ) ∈ F (pn′M) for all σ ∈ Gal(K(N)/K). Lemma 5.26 implies that then also
γ ∈ K(pn′M).
By minimality of n′ there is a σ ∈ Gal(K(N)/K) such that σ(γ) /∈ F (pn′−1M).
We will split this up into two cases: First n′ ≥ 2 and second n′ ≤ 1. We start with
n′ ≥ 2. We apply σ to (5.27) and obtain
σ(γ) =
σ(σF (α))
σ(α)4
[F :Qq ]
=
σF (σ(α))
σ(α)4
[F :Qq ]
(5.29)
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since σF lies in the center of Gal(K(N)/K) by Lemma 5.22.
Next we want to apply Lemma 5.21 to σ(γ), so we must verify that σ(γ)q /∈
F (pn
′−1M). We will show this by contradiction, so assume σ(γ)q ∈ F (pn′−1M).
Since σ(γ) /∈ F (pn′−1M), there is ψ ∈ Gal(F (N)/F (pn′−1M)) such that ψ(σ(γ)) 6=
σ(γ). Furthermore, ψ(σ(γ)q) = σ(γ)q by our assumption and so
ψ(σ(γ)) = ξσ(γ) for some ξq = 1 while ξ 6= 1. (5.30)
We apply ψ to equation (5.29) and obtain
ψ(σ(γ)) =
ψ(σF (σ(α)))
ψ(σ(α)4
[F :Qq ]
)
=
σF (ψ(σ(α)))
ψ(σ(α))4
[F :Qq ]
since ψ commutes with σF (by Lemma 5.22). We define η = ψ(σ(α))σ(α) 6= 0 and get, by
(5.29) and (5.30)
ξ =
ψ(σ(γ))
σ(γ)
=
ψ
(
σF (σ(α))
σ(α)4
[F :Qq ]
)
σF (σ(α))
σ(α)4
[F :Qq ]
=
ψ(σF (σ(α)))σ(α)
4[F :Qq ]
ψ(σ(α))4
[F :Qq ]σF (σ(α))
=
σ(α)4
[F :Qq ]
ψ(σF (σ(α)))
ψ(σ(α))4
[F :Qq ]σF (σ(α))
=
σ(α)4
[F :Qq ]
ψ(σ(α))4
[F :Qq ]
ψ(σF (σ(α)))
σF (σ(α))
=
σ(α)4
[F :Qq ]
ψ(σ(α))4
[F :Qq ]
σF (ψ(σ(α)))
σF (σ(α))
= η−4
[F :Qq ]
σF (η)
=
σF (η)
η4
[F :Qq ]
.
Since ξ is a root of unity, we have 4[F :Qq ]h(η) = h(η4[F :Qq ]) = h(ξη4[F :Qq ]) = h(σF (η)) =
h(η), so h(η) = 0 and by Kronecker’s Theorem, η is a root of unity.
We now fix M˜ ∈ N coprime to p such that ηM˜ ∈ µp∞ . Lemma 5.10 now implies
that ηM˜ is already in µpn and by Lemma 5.22 we have σF (ηM˜) = (ηM˜)4
[F :Qq ] . And
we get
σF (η) = ξ
′η4
[F :Qq ] (5.31)
lxx
for some ξ′ such that ξ′M˜ = 1. Using equation (5.29) we get the following
ξ′ =
σF (η)
η4
[F :Qq ]
=
σF (ψ(σ(α)))
σF (σ(α))
σ(α)4
[F :Qq ]
ψ(σ(α))4
[F :Qq ]
=
σF (ψ(σ(α)))
ψ(σ(α))4
[F :Qq ]
σ(α)4
[F :Qq ]
σF (σ(α))
=
ψ(σ(γ))
σ(γ)
.
By comparing this to (5.30) we get that ξ = ξ′ and hence ξq = ξM˜ = 1. But since M˜
and q are coprime we must have ξ = 1 which is a contradiction. So our assumption
on σ(γ)q is false and we get σ(γ)q /∈ F (pn′−1M). So we can apply Lemma 5.21 and
get the following lower bound for the height of σ(γ)
(log p)4
4 · 106p32 ≤ h(σ(γ)) = h(γ) ≤ (4
[F :Qq ] + 1)h(α).
This was the case of n′ ≥ 2. Let us now assume that n′ ≤ 1, which gets us to
descent to the tamely ramified case. We do a descent as in the totally ramified case:
There is a least integer n′ ≤ 1 such that σ(γ) ∈ F (pn′M) for all σ ∈ Gal(K(N)/K).
Lemma 5.26 implies that then also γ ∈ K(pn′M). We will treat this case together
with the case n ≤ 1 where we do not need a descent at all.
Since h(σ(γ)) = h(γ) we can in both cases compute the height of γ where γ
will be an element of K(pn′M) where n′ ≤ 1. We want to apply Lemma 5.17,
so we will prove that γ 6= 0 is not a root of unity. Otherwise we would have
4[F :Qq ]h(α) = h(α4
[F :Qq ]
) = h(γα4
[F :Qq ]
) = h(σF (α)) = h(α) by the properties of the
height and hence h(α) = 0. By Kronecker’s Theorem this either means α = 0 or
α ∈ µ∞. But this is a contradiction to our assumption on α. Hence Lemma 5.17
gives
h(γ) ≥
(
log p
E(1 + qE)(1 + 1
210
)
)4
.
Moreover, we can use inequality (5.28) and E ≤ p4
2
to get
lxxi
h(α) ≥ 1
4[F :Qq ] + 1
(
log p
E(1 + qE)(1 + 1
210
)
)4
≥ (log p)
4
(4[F :Qq ]EqE2)4
≥ (log p)
4
(4
p4
2
p4
2
pp42)4
≥ (log p)
4
42p42p4p2p4
≥ (log p)
4
p2p
4 log 4
log p2p4p2p4
≥ (log p)
4
2p2p
4 log 4
log p + 4 + 2p4
≥ (log p)
4
p4p4
.
Now we have to put the tamely and totally ramified case into one bound.
We get h(α) ≥ max( (log p)4
(4[F :Qq ]+1)·2·103p32 ,
1
4[F :Qq ]+1
(
log p
E(1+qE)(1+ 1
210
)
)4
). Since
(
E(1 + qE)(1 + 1
210
)
)4
≥
(
p3
2
(1 + pp
3
)2
)4
≥ (p3 + pp3+3)4
≥ p4p3
≥ 4 · 106p32 for all p ≥ 5.
Hence
h(α) ≥ 1
4[F :Qq ] + 1
(
log p
E(1 + qE)(1 + 1
210
)
)4
≥ (log p)
4
(4
p3
2 + 1)p12(1 + pp3)4
≥ (log p)
4
p4p4
.

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