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Abstract
We introduce a new notion of persistence modules endowed with oper-
ators. It encapsulates the additional structure on Floer-type persistence
modules coming from the intersection product with classes in the am-
bient (quantum) homology, along with a few other geometric situations.
We provide sample applications to the C0-geometry of Morse functions
and to Hofer’s geometry of Hamiltonian diffeomorphisms, that go beyond
spectral invariants and traditional persistent homology.
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1 Introduction and main results
Persistent homology is a new field of mathematics that originates in data anal-
ysis. It can be considered a book-keeping device for the information about the
topology of sub-level sets in Morse theory (and its generalizations, including
Floer theory) that is stable under C0-perturbations of the Morse functions (or
the functionals of Floer theory). In the case of Hamiltonian Floer theory, the
role of the C0-metric is played by Hofer’s metric on the group of Hamiltonian
diffeomorphisms. The invariants of persistent homology can be described as a
collection of intervals in the real line, called a barcode. In a recent paper [47]
(extended in [61]) it was observed that the arithmetical properties of barcodes
are pertinent to such questions on Hofer’s geometry as the study of the minimal
Hofer norm of a perturbation of a given Hamiltonian diffeomorphism necessary
to make it autonomous, or more generally - admit a root of order k ≥ 2. In
the current paper, we introduce and discuss the notion of persistence modules
with operators, that allows us to use operators of intersection with cycles in
the ambient (quantum) homology to further control the multiplicities of bars
in the barcode. This provides new results on Hofer’s geometry, and can be
shown to provide strictly new information, as compared with traditional persis-
tent homology (including spectral invariants), about the C0-geometry of Morse
functions.
1.1 The Arnol’d conjecture
As explained in Arnol’d’s [4], an important invariant formulation of the equa-
tions of motion of classical mechanics involves a manifold M, the phase space,
a closed non-degenerate two-form ω on M, the symplectic form, and a smooth,
possibly time-dependent, Hamiltonian function H : [0, 1] ×M → R on M, the
total energy function of the system. The dynamics on the symplectic manifold
(M,ω), which we assume to be closed throughout this paper, is then described
by the Hamiltonian flow of H,
{φtH : M →M}t∈[0,1],
obtained by integrating the time-dependent vector field XtH on M , given by
setting Ht(−) = H(t,−), and
ω(XtH , ·) = −dHt(·).
The time-one map φ = φ1H of this flow is called a Hamiltonian diffeomor-
phism and it is clear that 1-periodic orbits of the flow {φtH}t∈[0,1] correspond
to the fixed points of φ. Hamiltonian diffeomorphisms form a group, that we
denote Ham(M,ω).
In the 1960’s Arnol’d has proposed a famous conjecture [2,3] that, essentially,
the number of fixed points of φ ∈ Ham(M,ω) should satisfy the same lower
bounds as the number of critical points of a smooth function f on M. The most
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common interpretation of this conjecture states that under the nondegeneracya
assumption on H, the number of fixed points of φ1H is bounded from below by
the sum of the rational Betti numbers of M . This conjecture has been a major
driving force for the development of the field of symplectic topology. It was
first proven in dimension 2 by Eliashberg [21], for tori of arbitrary dimension
by Conley and Zehnder [16], and on complex projective spaces by Fortune and
Weinstein [27,28]. The decisive breakthrough on this question was achieved by
Floer [23,24,26], who combined the variational methods of Conley-Zehnder and
Gromov’s then-recent discovery of the theory of pseudoholomorphic curves in
symplectic manifolds [35], to construct a homology theory on the loop space of
M which parallels the more classical Morse homology (in turn originating in
Witten’s interpretation of Morse theory [60]; cf. [50]).
Let us briefly describe Floer’s work in the simplest setting (cf. [5]). Assuming
that M is symplectically aspherical, that is ω|pi2(M) = 0, c1(M,ω)|pi2(M) = 0,
one can define the action functional AH on the space LcM of contractible loops
on M by setting
AH(z) =
∫ 1
0
Ht(z(t)) dt−
∫
D2
z∗ω,
where z : [0, 1] → M , z(0) = z(1) and z : D2 → M , z(e2piit) = z(t). Indeed by
the asphericity assumption this value depends only on z, and not on z.
The periodic orbits of the Hamiltonian flow coincide with the critical points
of the action functional AH , which serves as a Morse function in the construc-
tion of Floer homology. Since critical points give generators of Morse chain
complexes, if H is non-degenerate, the Floer chain complex CF∗(H) will be
generated by contractible periodic orbits of H. Floer homology will be isomor-
phic to singular homology of M with rational coefficients, and hence there must
be at least
dimCF∗(H) ≥ dimHF∗(H) =
∑
k
dimHk(M,Q),
such periodic orbits in M. This solves the rational homological version of the
Arnol’d conjecture. The detailed construction of Floer homology is rather in-
volved and it has been developed in increasing generality over the years by the
combined work of many people (cf. [32, 33, 41, 44, 45, 48]), in particular proving
the above statement for general M (without assumptions on pi2(M)). However,
various other interpretations of the conjecture are still open in general, with
only partial results currently achieved (see e.g. [7, 19,25,26,36,43,49]).
1.2 Persistent homology
In both Morse and Floer theory, the differential is given by counting certain tra-
jectories of the negative gradient vector field connecting pairs of critical points.
Since the Morse function, or the action functional in the Floer case, decreases
aMeaning that det(1 −DφH1 (x)) 6= 0 for every fixed point x of φ1H , i.e. the graph of φ1H
intersects the diagonal in M ×M transversely.
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along these trajectories, for each s ∈ R the generators whose critical values
are < s, form a subcomplex. In the case of a Morse function f on a closed
manifold X, the homology V s∗ (f) of this subcomplex with coefficients in a field
K is isomorphic to the homology H∗({f < s},K) of the sublevel set {f < s}
with coefficients in K (which is a vector space of finite dimension!). Inclusions
{f < s} ⊂ {f < t} for s ≤ t yield maps pis,t : V s∗ (f) → V t∗ (f) such that
pis,t ◦ pir,s = pir,t for r ≤ s ≤ t. This family of vector spaces parametrized by a
real parameter forms an algebraic structure called a persistence module which
was introduced and studied extensively since the early 2000s in the data analysis
community (see e.g. [8, 9, 12, 14, 15, 17, 20, 34, 62]). Quite recently, persistence
modules found applications in symplectic topology, see [1,29,47,52,56,61], with
preludes in [6, 31,54,55].
In the case of Floer theory on a symplectically aspherical manifold, the
exact same procedure applies. In the so-called monotone case, when ω|pi2(M) =
κ · c1(TM)|pi2(M) for a constant κ > 0, one can define a persistence module by
looking at V sm(H) for a fixed degree m, which is the approach we choose later in
the paper. The structure theorem of persistence modules allows us to associate
to this situation a barcode: a multi-set I of intervals of the form (a, b] or (a,∞),
such that
V tm(H)
∼=
⊕
I∈I
Qt(I),
where Qt(I) is a persistence modules equal to K for t ∈ I and 0 otherwise.
The number of the infinite intervals in the barcode is equal to the dimension of
the ambient (quantum) homology in a given degree, while the left ends of these
intervals correspond to the well know spectral invariants. Spectral invariant can
be defined in complete generality (without assumptions on pi2(M)), and have
been used extensively in symplectic topology in the last few decades starting
with the foundational papers [42,51,57] (see [40,53] for recent developments and
numerous further references), before persistence modules entered the field. In
terms of barcodes, in complete generality one can only expect bars with end-
points in R/P(ω), where P(ω) = im (∫ ω : pi2(M) → R) is the period group
of ω. In [56] such a persistence module is constructed, with, remarkably, the
lengths of intervals being well-defined.
Denote the C0-distance between two smooth functions f and g on a compact
manifold X by
|f − g|C0 = max
x∈X
|f(x)− g(x)|,
and Hofer’s L1,∞-distance between Hamiltonians Ft and Gt on M , t ∈ [0, 1] by
E(F −G) =
∫ 1
0
(
max
x∈M
(Ft(x)−Gt(x))− min
x∈M
(Ft(x)−Gt(x))
)
dt.
The Hofer’s pseudo-metric on the universal cover H˜am(M,ω) of Ham(M,ω) is
defined as
d˜(f˜ , g˜) = inf E(F −G),
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where the infimum runs over all the F,G such that [{φtF }] = f˜ , [{φtG}] = g˜ in
H˜am(M,ω). Similarly, Hofer’s metric [37,39] (cf. [38, 46]) on Ham(M,ω) is
d(f, g) = inf E(F −G),
where the infimum runs over all the F,G such that φ1F = f, φ
1
G = g.
One crucial feature of the barcodes is that if the C0-distance between Morse
functions, or the Hofer’s L1,∞-distance between two Hamiltonians is at most c,
then one barcode can be obtained from the other, by a procedure that allows to
move each endpoint of a bar by distance at most c (this allows erasing intervals
of length ≤ 2c, as well as creating such intervals). This follows from the cele-
brated isometry theorem of persistence modules. Such a procedure is encoded
by the formal notion of a c-matching of barcodes, whose algebraic counterpart
is the notion of a c-interleaving. More precisely, we say that two persistence
module morphisms ft : V
t →W t+c and gt : W t → V t+c induce a c-interleaving
between persistence modules V and W if gt+c◦ft = piVt,t+2c and ft+c◦gt = piWt,t+2c
for every t ∈ R. The main point is that Morse and Floer continuation maps
with respect to linear interpolations of functions f and g or Hamiltonians F
and G (or small perturbations thereof) yield the required c-interleavings, where
c = |f−g|C0 or c = E(F −G). This allows us to bound the C0-distance between
Morse functions as well as Hofer’s distance between Hamiltonians (and conse-
quently Hamiltonian diffeomorphisms) from below by the minimal c needed to
match the corresponding barcodes.
In this paper we primarily investigate an additional structure on Morse and
Floer persistence modules coming from the ambient homology. Our main ob-
servation is that the ambient homology acts on the persistence module by in-
tersecting cycles in the sublevel sets of functions (and a similar picture holds
in the Floer case). We consider this action as a particular case of the notion
of a persistence module with an operator. Namely, we consider pairs (V,A)
where A : V t → V t+cA is a persistence module morphism as main objects of
interest and define morphisms between these objects to be usual persistence
module morphisms which commute with the corresponding operators. We may
now define operator interleaving as an interleaving in this new category, i.e.
an interleaving which commutes with the operators. The fact that (V,A) and
(W,B) are c-operator interleaved will immediately imply that imA and imB
(as well as kerA and kerB) are c-interleaved (see Section 2.3 for a discussion of
persitence modules with operators).
In the Morse and the Floer case, fixing a (quantum) homology class a, we ob-
tain an operator a∗ induced by intersection (or quantum) product. Continuation
maps commute with this operator, hence constitute morphisms of persistence
modules with operators and induce operator interleavings. Finally, they provide
both im(a∗) and ker(a∗) for two functions f and g or two Hamiltonians F and
G, with c-interleavings, for c = |f − g|C0 or c = E(F − G) respectively. This
means that we may bound these values from below by using barcodes associated
to im(a∗) or ker(a∗). Following this line of reasoning, we show that there exists
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a pair f, g of Morse function on a manifold (even of dimension 2) such that all
their spectral invariants, as well as their barcodes coincide, and yet the corre-
sponding im(a∗) modules are at a positive (computable) interleaving distance
c. We conclude that the two functions must be at C0-distance at least c (see
Section 2.4 for an example).
Finally, we present an application to Hofer’s geometry, by proving new cases
of the conjecture that on any closed symplectic manifold and for any integer
k ≥ 2, there exist Hamiltonian diffeomorphisms which are arbitrarily far away,
in Hofer’s metric, from having a root of order k. First results of this kind were
obtained in [47], and were then extended to certain other cases in [61] (for k
sufficiently large). In our situation, the multiplication with classes in ambient
homology allows to adjust multiplicities of certain long bars, the number theo-
retic properties of which are crucial to the argument, and allow to reduce the k
for which the result holds, yielding Theorem 1.2 (see Section 1.3).
1.3 Hofer’s distance to k-th powers
In this section we shall assume that the ground fieldK has characteristic char(K) 6=
p, contains all p-th roots of unityb, and fixing a primitive p-th root of unity ζp,
the equation xp − (ζp)q = 0, for each integer q coprime to p, has no solutions in
K. An example of such a field is the splitting field Qp over Q of xp − 1 ∈ Q[x].
Let (M,ω) be a closed symplectic manifold, and put Powersk(M,ω) ⊂
Ham(M,ω), where k is an integer, for the set of all diffeomorphisms in Ham(M,ω),
admitting a root of order k (in the same group). The following result was proven
in [47].
Theorem 1.1. Let (Σ, σ) be a closed Riemann surface of genus at least 4,
endowed with an area form, and let (N,ωN ) be either a point, or a closed sym-
plectically aspherical symplectic manifold. Then for each k ∈ Z≥2 there exists a
sequence φj ∈ Ham(Σ, σ), such that
d(φj × 1N ,Powersk(Σ×N)) j→∞−−−→∞.
Now, assume that N is a monotone symplectic manifold, fix a prime number
p and denote by ΛK the field of Laurent power series in variable q−1 with
coefficients in K,
ΛK =
{∑
n∈Z
anq
n
∣∣∣∣ an ∈ K, (∃n0 ∈ N) an = 0 for n ≥ n0}.
The quantum homology of N with K coefficients is the vector space H∗(N,K)⊗K
ΛK over ΛK which we denote by QH(N). Assuming that deg q = 2cN where
bThat is the polynomial xp − 1 ∈ K[x], which is separable by the assumption char(K) 6= p,
splits over K.
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cN is the minimal Chern number of N , QH(N) has a natural Z-grading, that
is we can define QHr(N) for r ∈ Z, which will be vector spaces over the base
field K. We also have that QHr+2cN (N) ∼= QHr(N) for every r ∈ Z, where the
isomorphism is given by multiplication by q. Let e ∈ QH(N) be a homogeneous
element and define a map
e∗ : QH(N)→ QH(N), (e∗)a = e ∗ a,
where ∗ denotes quantum product. This map is a linear morphism between
vector spaces over ΛK which restricts to a linear morphism between vector spaces
over K after fixing the grading:
e∗ : QHr(N)→ QHr−2n+deg e(N), for r ∈ Z.
Now E := e ∗ (QH(N)) ⊂ QH(N) is a vector space over ΛK and
Er := e ∗ (QHr(N)) ⊂ QHr−2n+deg e(N),
are vector spaces over K which satisfy Er ∼= Er+2cN , the isomorphism being
induced by multiplication by q. These spaces give us 2cN Betti numbers asso-
ciated to a homogeneous element e ∈ QH(N), which we define as:
br(e) = dimKEr, r = 0, . . . , 2cN − 1.
Now, we can state the result regarding Hofer’s geometry. Denote by powersp(M)
the supremum of the Hofer distance to p-th powers in Ham(M). That is for
each φ ∈ Ham(M) define d(φ,Powersp(M)) = inf
θ∈Powersp(M)
d(φ, θ), and define
powersp(M) := supφ∈Ham(M) d(φ,Powersp(M)).
Theorem 1.2. If there exists e ∈ QH(N) such that p - br(e) for some r ∈
{0, . . . , 2cN − 1} then
powersp(Σ×N) = +∞.
To prove this result we describe the Floer theoretical setup that fits into
our algebraic framework of equivariant persistence modules with operators, and
then make a concrete computation in the case of the egg-beater flow which yields
the result.
Example 1.3. Taking N to be any monotone or symplectically aspherical mani-
fold and e ∈ QH(N) any class we have p - br(e) for large enough p. This means
that for large enough p
powersp(Σ×N) = +∞.
Since autonomous Hamiltonian diffeomorphisms have p− th roots for all p, we
in particular have that Hofer’s distance to autonomous flows in Ham(Σ×N) is
unbounded.
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Example 1.4. Let N be connected, dimN = 2n and assume cN ≥ n + 1. We
now have that b0([N ]) = b0(N) = 1, where [N ] is the fundamental class and
b0(N) classical Betti number, and hence
powersp(Σ×N) = +∞, for all p.
This is for example the case for N = CPn. Connected symplectically aspherical
N fall in this class of manifolds, with cN = +∞.
Example 1.5. Let N = S2 × S2 and denote by P = [pt], A = [S2 × pt], B =
[pt × S2] and by [N ] the fundamental class. These four classes form a basis of
QH(N) over ΛK and multiplication is completely described by the relations
A ∗B = P, A2 = B2 = q−1[N ].
We calculate
(A+B) ∗A = (A+B) ∗B = P + q−1[N ] ∈ QH0(N),
as well as
(A+B) ∗ [N ] = A+B ∈ QH2(N), (A+B) ∗ P = q−1(A+B) ∈ QH−2(N),
and hence b0(A+B) = b2(A+B) = 1. This implies that
powersp(Σ×N) = +∞, for all p.
Note that in this example it is crucial that A+B is not invertible. Otherwise,
multiplication would be an isomorphism of QH(N) and all the Betti numbers
would be equal to 2, so we would have to assume p ≥ 3.
Remark 1.6. A different extension of [47, Theorem 1.3], using different methods,
was obtained recently by Zhang in [61]. The result refers to a more general
manifold, namely the product Σ × N , where N is any symplectic manifold
(not necessarily monotone or aspherical) and gives a condition on p in terms of
quantum Betti numbers for powersp(Σ ×N) to be infinite. The k-th quantum
Betti number is defined as
qbk(N) =
∑
s∈Z
bk+2cN ·s(N),
where bi(N) are classical Betti numbers. The main theorem of [61] states that
if
p - qbp(N) + 2qb0(N) + qb−p(N),
then
powersp(Σ×N) = +∞.
One immediately sees that when N is monotone, qbk = bk([N ]), thus in this
case our theorem implies Zhang’s result. The above examples of N = CPn and
N = S2 × S2, show that our criterion sometimes gives a strictly better answer,
since the criterion from [61], fails when p = 2.
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2 Persistence modules
2.1 Basics
We recall briefly the category pmod of persistence modules that we work with,
together with their relevant properties. For detailed treatment of these topics
see [8, 9, 12,17,34,62].
Let K be a field. A persistence module over K is a pair (V, pi) where, {V t}t∈R
is a family of finite dimensional vector spaces over K and pis,t : V s → V t for
s < t, s, t ∈ R is a family of linear maps, called structure maps, which satisfy:
1) V t = 0 for t 0 and pis,t are isomorphisms for all s, t sufficiently large;
2) pit,r ◦ pis,t = pis,r for all s < t < r;
3) For every r ∈ R there exists ε > 0 such that pis,t are isomorphisms for all
r − ε < s < t ≤ r;
4) For all but a finite number of points r ∈ R, there is a neighbourhood U 3 r
such that pis,t are isomorphisms for all s < t with s, t ∈ U .
The set of the exceptional points in 4), i.e. the set of all points r ∈ R for which
there does not exist a neighbourhood U 3 r such that pis,t are isomorphisms
for all s, t ∈ U , is called the spectrum of the persistence module (V, pi) and is
denoted by S(V ). One easily checks that for two consecutive points a < b of
the spectrum and a < s < t ≤ b, pis,t is an isomorphism. This means that V t
only changes when t ”passes through points in the spectrum”.
We define a morphism between two persistence modules A : (V, pi)→ (V ′, pi′)
as a family of linear maps At : V
t → (V ′)t for every t ∈ R which satisfies
Atpis,t = pi
′
s,tAs for s < t.
Note that the kernel kerA and an image imA are naturally persistence modules
whose families of vector spaces are {kerAt ⊂ V t}t∈R, {imAt ⊂ (V ′)t}t∈R, since
the structure maps pis,t restrict to these systems of subspaces. In fact, it is not
difficult to prove that pmod forms an abelian category, with the direct sum of
two persistence modules (V, pi) and (V ′, pi′) given by
(V, pi)⊕ (V ′, pi′) = (V ⊕ V ′, pi ⊕ pi′).
Example 2.1. Let X be a closed manifold and f a Morse function on X. For
t ∈ R define V t(f) = H∗({f < t},K) to be homology of sublevel sets of f with
coefficients in a field K, and let pis,t : V s(f) → V t(f) be the maps induced by
inclusions of sublevel sets. One readily checks that (V (f), pi) is a persistence
module. The spectrum of V (f) consists of critical values of f . Similarly fixing
a degree r ∈ Z, one obtains a persistence module V tr (f) = Hr({f < t},K). It is
easy to see that the spectrum of Vr(f) is contained in the set of critical values
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of f of critical points of index r or r + 1. Finally V (f) = ⊕Vr(f). Hence V (f)
has the structure of a persistence module of Z-graded vector spaces.
An important object in our story is the barcode associated to a persistence
module. It arises from the structure theorem for persistence modules, which we
now recall. Let I be an interval of the form (a, b] or (a,+∞), a, b ∈ R and denote
by Q(I) = (Q(I), pi) the persistence module which satisfies Qt(I) = K for t ∈ I
and Qt(I) = 0 otherwise and pis,t = id for s, t ∈ I and pis,t = 0 otherwise.
Theorem 2.2 (The structure theorem for persistence modules). For every per-
sistence module V there is a unique collection of pairwise distinct intervals
I1, . . . , IN of the form (ai, bi] or (ai,+∞) for ai, bi ∈ S(V ) along with the mul-
tiplicities m1, . . . ,mN such that
V ∼=
N⊕
i=1
(Q(Ii))
mi .
The multi-set which contains mi copies of each Ii appearing in the structure
theorem is called the barcode associated to V and is denoted by B(V ). Intervals
Ii are called bars.
Remark 2.3. One feature of the Example 2.1 is the existence of additional struc-
ture that comes from identifying V∞ := lim−→V
t with H∗(X,K). Put Ψ : V∞ →
H∗(X,K) for the natural isomorphism. Given a ∈ H∗(X,K) with a 6= 0, we
can produce the number c(a, f) := inf{t ∈ R |Ψ−1(a) ∈ im(V t → V∞)}. This
number is called a spectral invariant, and has many remarkable properties. One
can prove that for each a 6= 0, c(a, f) is a starting point of an infinite bar in the
barcode of V (f), and each such starting point can be obtained in this way.
For an interval I = (a, b] or I = (a,+∞), let I−c = (a − c, b + c] or I−c =
(a−c,+∞), and similarly Ic = (a+c, b−c] or Ic = (a+c,+∞), when b−a > 2c.
We say that barcodes B1 and B2 admit a δ-matching if it is possible to delete
some of the bars of length ≤ 2δ from B1 and B2 (and thus obtain B¯1 and B¯2)
such that there exists a bijection µ : B¯1 → B¯2 which satisfies
µ(I) = J ⇒ I ⊂ J−δ, J ⊂ I−δ.
We define the bottleneck distance dbottle(B1,B2) between barcodes B1,B2 as infi-
mum over δ > 0 such that there exists a δ-matching between them. One readily
checks that the following lemma holds.
Lemma 2.4. Let V1, . . . , Vl and W1, . . . ,Wl be persistence modules. Then
S(
l⊕
r=1
Vr) =
l⋃
r=1
S(Vr), B(
l⊕
r=1
Vr) =
l∑
r=1
B(Vr),
and
dbottle
(
B(
l⊕
r=1
Vr),B(
l⊕
r=1
Wr)
)
≤ max
r
dbottle(B(Vr),B(Wr)).
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Here Σ denotes multiset sum, that is union of elements, adding up multiplici-
ties.
For a persistence module V = (V, pi) denote by V [δ] = (V [δ], pi[δ]) a shifted
persistence module given by V [δ]t = V t+δ, pis,t = pis+δ,t+δ and by sh(δ)V : V →
V [δ] a canonical shift morphism given by (sh(δ)V )t = pit,t+δ : V
t → V t+δ. Note
also that a morphism f : V →W induces a morphism of f [δ] : V [δ]→W [δ]. We
say that a pair of morphisms f : V →W [δ] and g : W → V [δ] is a δ-interleaving
between V and W if
g[δ] ◦ f = sh(2δ)V and f [δ] ◦ g = sh(2δ)W .
Now we can define the interleaving distance dinter(V,W ) between V and W as
infimum over all δ > 0 such that V and W admit a δ-interleaving. The isometry
theorem for persistence modules states that dinter(V,W ) = dbottle(B(V ),B(W ))
(see [8]).
2.2 Ku¨nneth formula for persistence modules
As we mentioned before, pmod is an abelian category, and we wish to define
a monoidal structure ⊗ and its derived functors in this category in a similar
fashion to the situation which we have for Z modules (similar constructions,
yet with different aims and applications, appeared in [10, 11, 18, 58, 59]). Let
(V s, piV ) and (W t, piW ) be two persistence modules and define vector spaces
Xr =
⊕
t+s=r
V s ⊗W t, and Y r ⊂ Xr for every r ∈ R,
given by
Y r =
〈{
(piVα,s1vα)⊗ (piWβ,t1wβ)− (piVα,s2vα)⊗ (piWβ,t2wβ)
}〉
,
where 〈S〉 stands for vector space over K generated by the set S and indices
s1, s2, t1, t2, α and β satisfy s1 + t1 = s2 + t2 = r, α ≤ min{s1, s2}, β ≤
min{t1, t2}. We may now define (V ⊗ W )r = Xr/Y r and maps piV ⊗ piW
on Xr induce maps piV⊗W on V ⊗W which give this space the structure of per-
sistence module. We call this module the tensor product of persistence modules
(V, piV ) and (W,piW ). Another way to think of V ⊗W is that (V ⊗W )r is the
colimit in the category of (finite-dimensional, as is easy to see) vector spaces
over our ground field of the diagram with objects {V s ⊗W t}s+t≤r and maps
pis1,s2 ⊗ pit1,t2 : V s1 ⊗W t1 → V s2 ⊗W t2 for s1 ≤ s2 and t1 ≤ t2 (we use the
convention that pit,t = 1V t).
It is easy to see that we can also define the tensor product f ⊗ g : V ⊗W →
V ′ ⊗W ′ of persistence morphisms f : V → V ′ and g : W → W ′ by setting
f ⊗ g([vα ⊗ wβ ]) = [f(vα)⊗ g(wβ)].
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Fixing a persistence module W we get a functor ⊗W : pmod → pmod which
acts on objects and morphisms by
⊗W (V ) = V ⊗W, ⊗W (f) = f ⊗ 1W .
One can check that ⊗W is a right exact functor and in order to define its derived
functors we need to construct a projective resolution of every persistence module
V . In the simplest case when V is an interval module Q((a, b]) we have the
following projective resolution of V of length two:
0→ Q((b,+∞))→ Q((a,+∞))→ Q((a, b])→ 0,
where arrows denote obvious maps. Note that we used the fact that Q((a,+∞))
is projective object for every a ∈ R. One may also check that in fact a persistence
module V is projective if and only if its barcode contains no finite bars. Using
this fact together with Theorem 2.2 we may construct a projective resolution
of length two of every persistence module V in the same manner as we did for
the interval module. Recall that (classical) derived functors of ⊗W applied to
V are computed as homologies of the sequence
. . .→ P2 ⊗W f2⊗1−−−→ P1 ⊗W f1⊗1−−−→ P0 ⊗W → 0,
where . . . → P2 f2−→ P1 f1−→ P0 f0−→ V → 0 is a projective resolution of V .
Since every persistence module has a projective resolution of length two, there
is only one non-trivial derived functor of ⊗W which we denote by Tor(·,W ).
Both ⊗ and Tor are symmetric in the sense that V ⊗ W ∼= W ⊗ V and
Tor(V,W ) ∼= Tor(W,V ) and it immediately follows that if either V or W is
projective Tor(V,W ) = 0.
Example 2.5. Let V = Q((a, b]),W = Q((c, d]) be two interval persistence mod-
ules. It follows directly from the definition of ⊗ that
V ⊗W = Q((a, b])⊗Q((c, d]) = Q((a+ c,min{a+ d, b+ c}]).
In order to compute Tor(Q((a, b]), Q((c, d])), let us take the following projective
resolution of Q((a, b]):
0→ Q((b,+∞))→ Q((a,+∞))→ Q((a, b])→ 0.
After applying ⊗Q((c, d]) to this resolution we get
0→ Q((b+ c, b+ d])→ Q((a+ c, a+ d])→ Q((a+ c,min{a+ d, b+ c}])→ 0,
and hence after calculating homology we get
Tor(Q((a, b]), Q((c, d])) = Q((max{a+ d, b+ c}, b+ d]).
Our goal is to establish a Ku¨nneth type formula for filtered homology groups
using ⊗ and Tor. Let us first recall the following definition.
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Definition 2.6. We say that chain complex (Ck, ∂k), ∂k : Ck → Ck−1, k ∈ Z
of finite dimensional vector spaces over a field K is filtered by function ν if
ν : C∗ → R ∪ {−∞} and
1) ν(x) = −∞ if and only if x = 0;
2) For all λ ∈ K, λ 6= 0 it holds ν(λx) = ν(x);
3) For all x, y ∈ C∗ it holds ν(x+ y) ≤ max{ν(x), ν(y)};
4) For all x ∈ C∗ it holds ν(∂∗x) ≤ ν(x).
Remark 2.7. This definition of chain complex filtered by function is the special
case of the definition of Floer-type complex over Novikov field ΛK,Γ given in [56]
in case Γ = {0} and valuation on K is trivial.
The main examples of filtered chain complexes of interest to us are Morse chain
complex CM∗(f) for Morse function f , where f also serves as a filtration func-
tion and Floer chain complex CF∗(H)α filtered by action functional AH , where
H is a Hamiltonian function and α is atoroidal or toroidally monotone class of
free loops (see Section 3.1 for details).
Now if (C∗, ∂∗, ν) is a chain complex with filtration function ν, we may de-
fine Ct∗ = {x ∈ C∗|ν(x) < t} for evert t ∈ R and by property 4) we have that
∂∗ : Ct∗ → Ct∗−1. This implies that (Ct∗, ∂|Ct∗) is a new chain complex and
we denote its homology by Ht∗(C) and refer to it as filtered homology. Since
Ct ⊂ Cs for t ≤ s inclusions induce maps pit,s : Ht∗(C) → Hs∗(C) which render
(Ht∗(C), pi) into a persistence module. In order to obtain Ku¨nneth formula for
filtered homology, we must examine the product of two filtered chain complexes.
Let us start with an example.
Example 2.8. Let (C1∗ , ∂
1
∗ , ν
1) and (C2∗ , ∂
2
∗ , ν
2) be two filtered chain complexes
given by
C10 = 〈x〉, C11 = 〈y〉, ∂1x = 0, ∂1y = x, ν1(x) = a, ν1(y) = b,
and
C20 = 〈z〉, C21 = 〈w〉, ∂1z = 0, ∂1w = z, ν2(z) = c, ν2(w) = d.
We have that
Ht0(C
1) = Qt((a, b]), Ht0(C
2) = Qt((c, d]), Ht∗(C
1) = Ht∗(C
2) = 0 for ∗ 6= 0.
The product complex (C1⊗C2, ∂, ν = ν1 +ν2) (with usual product differential)
is given by
(C1 ⊗ C2)0 = 〈x⊗ z〉, (C1 ⊗ C2)1 = 〈{x⊗ w, y ⊗ z}〉, (C1 ⊗ C2)2 = 〈y ⊗ w〉,
∂(x⊗ z) = 0, ∂(x⊗ w) = ∂(y ⊗ z) = x⊗ z, ∂(y ⊗ w) = x⊗ w − y ⊗ z,
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with filtration ν(x⊗w) = a+d, ν(y⊗z) = b+c, ν(x⊗z) = a+b, ν(y⊗w) = b+d.
It readily follows that
Ht0(C
1 ⊗ C2) = Qt((a+ b,min{a+ d, b+ c}]) = (H0(C1)⊗H0(C2))t,
Ht1(C
1 ⊗ C2) = Qt((max{a+ d, b+ c}, b+ d]) = (Tor(H0(C1), H0(C2))t,
and Ht2 = 0.
Note that the Tor functor naturally appears even in the simplest case of prod-
uct of interval modules. As already mentioned, in this case torsion comes from
finite bars in the barcode and hence is unavoidable even when we work with
fields and vector spaces. We may now formulate the full statement.
Proposition 2.9 (Ku¨nneth formula for filtered homology). Let (C1, ∂1, ν1) and
(C2, ∂2, ν2) be two filtered chain complexes and let (C1 ⊗ C2, ∂, ν = ν1 + ν2) be
their product complex. Then for every k ∈ Z there exists a short exact sequence
of persistence modules
0→
⊕
i+j=k
(Hi(C
1)⊗Hj(C2))t K−→ Htk(C1 ⊗ C2)→
→
⊕
i+j=k−1
(Tor(Hi(C
1), Hj(C
2)))t → 0,
which splits, where K denotes canonical map given by K([
∑
i λixi]⊗[
∑
j µjyj ]) =
[
∑
i,j λiµjxi ⊗ yj ].
Sketch of the proof. We already saw in Example 2.8 that the statement
holds when C1 and C2 have the following form
. . .→ 0→ 〈y〉 → 〈x〉 → 0→ . . .
It readily follow that the statement is also true if we allow C1 and C2 to also
be of the following form
. . .→ 0→ 〈x〉 → 0→ . . .
By Remark 2.7 we may look at our complexes as a special case of definition
given in [56] and we may use the existence of singular value decomposition of
operator ∂ proven there. This theorem essentially states that every filtered chain
complex decomposes into direct sum of the simple complexes which have one of
the two forms described above. Now, the general case follows from reduction to
two simple ones and considerations about interval modules.
Remark 2.10. Essentially the same computation of the product of chain com-
plexes as one presented in the Example 2.8 and in the proof of Proposition 2.9
appears in [61]. The context is, however, slightly different, since we eventually
work on the level of homology, while the author of [61] works on chain level.
One may also try to prove Proposition 2.9 directly, without referring to much
more general machinery developed in [56].
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2.3 Persistence modules with operators
The methods we use, which are of independent interest, have to do with per-
sistence modules endowed with an additional structure, and their equivariant
version.
Consider the category pmod-op with objects pairs (V,A) with V ∈ pmod,
and A : V → V [cA], for certain cA ∈ R, a morphism of persistence modules.
Morphisms between (V,A) and (W,B), when cA = cB consist of morphisms
F : V →W of persistence modules, such that F [cA]◦A = B ◦F, and if cA 6= cB ,
only of the zero morpishm V →W.
2.3.1 Examples
Example 2.11. (Shift operator) For each δ ≥ 0, each V ∈ pmod comes with a
canonical shift operator sh(δ) : V → V [δ]. For δ = 0, this is simply the identity
operator. For δ > 0, sh(δ)t : V
t → V t+δ is defined as the persistence structure
map pit,t+δ of V. Hence (V, sh(δ)) is an object of pmod-op .
Example 2.12. (Zk-action) Fix an integer k ≥ 2.Given a Zk = Z/kZ-representation
in pmod, the action of the cyclic generator 1 ∈ Zk gives an operator A : V → V,
with cA = 0 (that satisfies A
k = 1V ).
Example 2.13. (Product map) Consider a Morse function f : X → R on a
closed finite dimensional manifold X of dimension dimX = m. It defines a Z-
graded persistence module by V∗(f)s = H∗({f ≤ s},K) = H∗({f < s},K), for s
a regular value of f. Let ps : H∗(X)→ H∗(X, {f ≥ s}) = H∗({f ≤ s}, {f = s})
be the natural map. Taking a class a ∈ Hr(X), the intersection product with
ps(a), (ps(a)∩) : V∗(f)s → V∗+r−m(f)s defines an operator (a∩) : V∗(f) →
V∗(f), with ca∩ = 0, that shifts the grading by r −m.
2.3.2 Key estimate
For two objects (V,A) and (W,B) of pmod-op with cA = cB , and δ ≥ 0, define
an operator-δ-interleaving between them to be a δ-interleaving f : V → W [δ],
g : W → V [δ] that commutes with the operators A and B, that is
f [cA] ◦A = B[δ] ◦ f, g[cB ] ◦B = B[δ] ◦ g.
Define the operator-interleaving distance between them by
dop-inter((V,A), (W,B)) = inf{δ ≥ 0| there exists a δ-operator-interleaving}.
Proposition 2.14. For all (V,A), (W,B) in pmod-op with cA = cB ,
dinter(im(A), im(B)) ≤ dop-inter((V,A), (W,B)).
Put c := cA = cB . The proof is an immediate diagram chase in the diagram
(and its analogue with f, g interchanged):
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V t
f−→ W [δ]t g[δ]−−→ V [2δ]t
At↓ Bt[δ]↓ At[2δ]↓
V [c]t
f [c]−−→ W [c+ δ]t g[c+δ]−−−−→ V [c+ 2δ]t
(1)
2.3.3 Discussion
While Proposition 2.14 is elementary, it turns out to be useful already in the
more basic examples.
Example 2.15. (Shift operator) Proposition 2.14 applied to the example of
persistence shift maps, reduces to the following statement. If V,W are δ-
interleaved, then V ′ = im sh(c)V , W ′ = im sh(c)W are δ-interleaved for every
c ∈ R. The reason is that with respect to shift operators, operator-δ-interleaving
is the same as δ-interleaving, so V,W being δ-interleaved implies that they are
also operator-δ-interleaved.
Example 2.16. (Intersection product) In Section 2.4 we give examples of
two Morse functions f, g on a surface Σ2 of genus 2 with identical barcodes, and
identical spectral invariants, the images of whose persistence modules under
the intersection product with a class in H1(Σ2,K) are, however, at a positive
interleaving distance c > 0. We conclude, by Proposition 2.14, that any two
functions in the respective orbits of f, g under the indentity component of the
diffeomorphism group are at C0-distance c > 0. Indeed for such a diffeomor-
phism ψ ∈ Diff0(Σ2), (V (f ◦ ψ), a∩) and (V (f), a∩) are isomorphic objects in
pmod-op, and still dop-inter((V (f), a∩), (V (g), a∩)) ≤ |f − g|C0 . Indeed, the
relevant interleavings commute with a ∩ .
2.4 Example of a Morse function on T2]T2
We present an example in Morse homology which illustrates the effect of a prod-
uct on Floer persistence module which we will define later and we also justify
claims of Example 2.16.
Adopting the setup of Example 2.1 and Example 2.13, to a Morse function
f on a closed manifold X of dimension m we associate a persistence module
(V t∗ (f), pi) by taking V
t
∗ (f) = H∗({f < t},K), the structure maps pis,t being
induced by inclusion of sublevel sets. Alternatively, we may consider the Morse
chain complex induced by critical points whose critical value is less than t. Now,
a ∈ H∗(M) acts on V t∗ (M) by intersecting cycles (or by counting Y-shaped con-
figurations of gradient flow lines in Morse picture) and we get a map:
a∩ : V t∗ (f)→ V t∗+deg a−m(f).
Let Σ2 be a surface of genus 2. We construct two Morse functions on Σ2 which
have same barcodes and same spectral invariants associated to every homology
class, but their intersection barcodes with a fixed class differ by a finite bar.
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First, observe that Σ2 = T2]T2 and hence H1(Σ2) ∼= H1(T2) ⊕H1(T2), where
generators are given by standard generators of T2 = S1×S1, namely two circles.
We consider a Morse function f : Σ2 → R given by the height function on the
following picture:
f
d
c
b
a+ ε
a
0
ε
We observe that H1(Σ2) is generated by four homology classes represented by
embedded circles, two of which have spectral invariants associated to f equal to
ε and the other two with spectral invariants equal to b.
The other function we consider is the height function g on the same picture
with left and right reversed. More precisely, g = f ◦ ϕ where ϕ : Σ2 → Σ2 is a
diffeomorphism which interchanges two copies of T2\D2 which we glue together
to form Σ2. Since g = f ◦ ϕ, the barcodes of f and g are the same and they
look as follows:
0 ε a a+ ε c
0
0
1
b d
0
1
1
1
1
1
2
One also readily checks that for every z ∈ H∗(M), c(z, f) = c(z, g) where
c(z, f), c(z, g) are spectral invariants associated to functions f and g and a
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homology class z. This means that standard methods, namely barcodes and
spectral invariants fail to distinguish between f and g. However, after intersect-
ing with one of the two big circles (for example the one on the left in the above
picture), which corresponds to the homology class e with spectral invariants
c(e, f) = c(e, g) = b, we get the following intersection barcodes:
0 ε a a+ ε cb d
0
0
1
e ∩HM(f)
0 ε a a+ ε cb d
0
1
e ∩HM(g)
These barcodes differ by a finite bar (ε, a]. Thus, by using the product structure
in homology and analysing its effect on the barcode we are able to make a
distinction between f and g. Note also that the bar (ε, a] did not exist in the
original barcode.
It would be interesting to find a general formula for the image persistence
module of the intersection by homology class a. Examples show that this is not
a trivial question.
2.5 Equivariant version
In order to study the question of Hofer’s distance to autonomous Hamiltonian
diffeomorphisms and more generally to full p-th powers in Ham, persistence
modules with additional Zp = Z/pZ action were used in [47]. A Zp persistence
module (V, pi, T ) is a persistence module (V, pi) together with an automorphism
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T : (V, pi) → (V, pi) which satisfies T p = 1. This definition immediately implies
that Tt : V
t → V t is a linear operator whose eigenvalues are p-th roots of unity.
Hence, for ζp = 1, pist maps a ζ-eigenspace of Ts to ζ-eigenspace of Tt and we
can define a ζ-eigenspace of T to be a persistence module obtained by restricting
pi to ζ-eigenspaces of each Tt.
We require the following immediate statement.
Lemma 2.17. Let (Vr, Tr), r ∈ 1, . . . , l be Zp persistence modules, (V, T ) =
(
l⊕
r=1
Vr,
l⊕
r=1
Tr) and denote by Lζ , ζ-eigenspace of T , where ζ
p = 1, ζ 6= 1. Then
Lζ =
l⊕
r=1
Lrζ ,
where Lrζ are ζ-eigenspaces of Vr.
Interleavings between Zp persistence modules which commute with the Zp
action are called equivariant. Again, taking infimum over all δ > 0 such that
V and W are eqivariantly δ-interleaved gives us and equivariant interleaving
distance which we denote by d̂inter(V,W ). It immediately follows that
d̂inter(V,W ) ≥ dinter(V,W ) and d̂inter(V,W ) ≥ dinter(Lζ ,Kζ),
where Lζ and Kζ are the ζ-eigenspaces of TV and TW respectively.
Applying our new method to the equivariant situation is paramount to studying
Zp persistence modules with an operator A : V → V [cA], which moreover, com-
mutes with the Zp-action. Examples of such operators will come from a version
of the pair-of-pants product in Floer homology.
Definition 2.18. A Zp persistence module with an operator is a pair (V,A) where
V is a Zp persistence module and A : V → V [cA] is a morphism of persistence
modules that commutes with the Zp-action.
Let (V,A) and (W,B) be two Zp persistence modules with operators with
c = cA = cB , and suppose that f : V →W [δ] and g : W → V [δ] is an equivariant
δ-interleaving. We say that this interleaving is op-equivariant if it respects the
operator actions, that is
B(δ) ◦ f = f(c) ◦A, A(δ) ◦ g = g(c) ◦B.
Taking infimum over all δ such that V and W are op-equivariantly δ-interleaved
gives us a new distance which we denote d̂op(V,W ). Since A and B are Zp
persistence module morphisms we have that im(A) ⊂ V a and im(B) ⊂ W a are
Zp persistence submodules of V a and W a. Every op-equivariant interleaving
between V and W induces an equivariant interleaving between im(A) and im(B)
which in particular implies
d̂op-inter((V,A), (W,B)) ≥ d̂inter(im(A), im(B)). (2)
Note however that in general this may not be an equality (see Section 2.4).
19
Remark 2.19. The situation which we encounter when working with singular,
Morse or Floer homology is not exactly the same as described above since our
product map may change the degree and not just the filtration. One can over-
come this ambiguity by giving a slightly more general definition analogous to
the one given above, where A : V t → V¯ t+a for different persistence modules V
and V¯ or by considering graded vector spaces.
In order to tackle the problem of Hofer’s distance to full powers in Ham a nu-
merical invariant µp(W ) called multiplicity sensitive spread was defined in [47].
We recall the definitions and properties of µp and an auxiliary invariant µp,ζ
which we use later (see [47] for proofs).
Let B be a barcode, I and interval and denote by m(B, I) the number of bars in
B containing I (counted with multiplicities). We will write µp(B) for a supre-
mum of those c ≥ 0 for which there exists an interval I of length greater than 4c
such that m(B, I) = m(B, I2c) = l with l not divisible by p. Using this notation
we define µp,ζ as
µp,ζ(W ) = µp(B(Lζ)),
where Lζ is ζ-eigenspace of T . Now µp is defined as
µp(W ) = max
ζ
µp,ζ(W ).
We have that
|µp(B(Lζ))− µp(B(Kζ))| = |µp,ζ(V )− µp,ζ(W )| ≤ dbottle(B(Lζ),B(Kζ)),
where Lζ and Kζ are the ζ-eigenspaces of TV and TW respectively.
A Zp persistence module (W,T ) is called a full p-th power if T = Sp for some
morphism S : W →W .
From now on we impose the same assumption on the ground field K as in
Section 1.3. An important property of µp for such a ground field K is that
µp(W ) = 0 given that W is a full p-th power.
3 Floer theory and Hofer’s geometry
3.1 Product map on Floer persistence module
Let (M,ω) be a closed symplectic manifold, and denote by c1(TM) the first
Chern class of the tangent bundle, equipped with any ω-compatible almost
complex structure. Take a homotopy class of free loops α ∈ pi0(LM) and denote
by LαM all loops in class α. We say that (M,ω) is α-toroidally monotone if
there exists κ > 0 such that
〈[ω], A〉 = κ · 〈c1(TM), A〉,
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for all A ∈ Im(Ψ), where Ψ : pi1(LαM)→ H2(M,Z) sends a loop β ∈ pi1(LαM),
regarded as a map β : T2 → M , to β∗([T2]). It readily follows that M is also
spherically monotone with same monotonicity constant κ, that is
[ω] = κ · c1(TM),
where both [ω] and c1(TM) are regarded as functionals on pi2(M). Assuming M
is α-toroidally monotonec, to every element f˜ ∈ H˜am(M) of the universal cover
of Ham(M), that is non-degenerate in class α, we associate a Floer persistence
module HF t∗(f˜)α with parameter t (see [47, 55]). Taking α = [pt], and f˜ = 1 ∈
H˜am(M) we recover, for fixed degree and large t, the usual Floer homology for
monotone manifolds, which is canonically isomorphic to QH(M) (see [45]). We
can define a product map
∗ : HF t∗(1)pt ⊗HF s∗ (f˜)α → HF t+s∗ (f˜)α, (3)
by counting pairs of pants on the chain level.
We remark that here, and later on in Section 3.2, we deal with degenerate
Hamiltonian diffeomorphisms 1 ∈ Ham(M) and φ × 1 ∈ Ham(Σ × N) (for
Σ a closed symplectic surface of higher genus, and N a monotone symplectic
manifold) which, however, are of Morse-Bott degeneracy in the appropriate
classes of orbits. Associating a persistence module to this situation can be
treated in a number of ways. First, arguing up to epsilon everywhere, we could
replace 1 by the flow of a sufficiently C2-small Morse function h, considered as
a Hamiltonian (see e.g. [47, proof of Prop. 4.2] for arguments of this type). In
this new, perturbed, setting a persistence module is defined. Moreover, we could
fix h, replace 1 with the flow of δ · h, and look at the appropriate persistence
modules as δ → 0. It is easy to see, by use of action estimates in PSS maps [45],
for example, that they converge in interleaving distance to a well-defined genuine
persistence module (which is uniquely determined up to isomorphism by this
property). In other words, [47, Definition 2.8] applies in this case, and gives
a persistence module in the sense described above, since the set of the critical
values of the action functional of the zero Hamiltonian is discrete, in our case.
Finally, one could use Frauenfelder’s approach of cascades [30] to the Morse-
Bott case, which readily yields a persistence module by the same procedure
as in [47, 55]. In the case of 1 ∈ Ham(M), the last two approaches compute
HF tr (1)pt in degree r ∈ Z as follows. The Novikov field ΛK admits a non-
Archimedean valuation ν : ΛK → R ∪ {−∞},
∑
n∈Z
anq
n 7→ max{n · (κcN )| an 6=
0}. This valuation naturally extends to QH(N), by declaring that ν(x) = 0 for
all non-zero x ∈ H∗(N,K) ⊗ 1. Then HF tr (1)pt = QH(M)tr that is defined as
QHtr(N) = {x ∈ QHr(N)| ν(x) < t}.
cAll the considerations in this section also apply to α which is symplectically atoroidal,
meaning ω = c1 = 0 on pi1(LαM).
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In the first two approaches, the action estimates for the product map follow
from [51, Section 4.1], [22], [42, Section 6.2]. In the third approach, the product
map takes the form of counting ”spiked cylinders”, quite similar to the definition
of the PSS map [45] (see e.g. [13] and references therein for details on the more
complicated, Lagrangian, version).
Let us examine some of the properties of this product.
Denote by d˜ the Hofer pseudo-distance on H˜am(M) and by d the Hofer distance
on Ham(M). We write f˜ ∈ H˜am(M) for a homotopy class of paths relative
endpoints in Ham(M) and f ∈ Ham(M) for its endpoint. Let ν : QH(M)→ R
be the natural valuation. Since HF∗(1)pt ∼= QH∗(M), fixing homogeneous
a ∈ QH(M) we obtain a map
a∗ : HF tr (f˜)α → HF t+ν(a)r−2n+deg a(f˜)α.
The map a∗ is a persistence module morphism between V tr = HF tr (f˜)α and
V˜ tr = HF
t+ν(a)
r−2n+deg a(f˜)α. Moreover, it follows from standard considerations in
Floer theory that a∗ commutes with continuation maps
C(F,G) : HF tr (F )α → HF t+E
+(G−F )
r (G)α,
where E+(G− F ) = ∫ 1
0
maxM (Gt − Ft)dt.
Now, let g ∈ Ham(M) and define a map
P (g) : HF t∗(f˜)α → HF t∗( ˜g ◦ f ◦ g−1)α,
by acting with g on all the objects appearing in the construction of Floer chain
complex. More precisely, on the chain level P (g) defines an isomorphism of
filtered chain complexes
P (g) : (CF (H,J)α,AH)→ ((CF (H ◦ g−1, g∗(J))α,AH◦g−1)),
by sending a periodic orbit z(t) of H to a periodic orbit g(z(t)) of H ◦ g−1.
This map is called the push-forward map (see [47] for a detailed treatment of
push-forward maps). One can check that P (g) and a∗ commute.
Our objects of interest are Floer persistence modules of the form HF t∗(f˜
p)α
for f˜ ∈ H˜am(M). In this case P (f) : HF t∗(f˜p)α → HF t∗(f˜p)α defines a Zp
action on HF t∗(f˜
p)α and we get a Zp Floer persistence module. Since P (f) and
a∗ commute, a∗ is a Zp persistence module morphism and we wish to treat it
as an operator on HF t∗(f˜
p)α and apply considerations from Section 2.5. To do
so, define a Zp persistence module
W tr (a, f˜
p) = im(a∗) = (a∗)(HF tr (f˜p)α) ⊂ HF t+ν(a)r−2n+deg a(f˜p)α,
with Zp action given by P (f). Denote by Ft and Gt normalized 1-periodic
Hamiltonians generating paths in Ham(M) which represent classes of f˜ and
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g˜ in H˜am(M) respectively and by F
(p)
t = pFpt and G
(p)
t = pGpt normalized
1-periodic Hamiltonians generating paths which represent f˜p and g˜p. Continu-
ation maps
HF tr (F
(p))α
C(F (p),G(p))−−−−−−−−→ HF t+p·E+(G−F )r (G(p))α,
and
HF t+p·E
+(G−F )
r (G
(p))α
C(G(p),F (p))−−−−−−−−→ HF t+p·(E+(G−F )−E−(G−F ))r (F (p))α,
induce a p · (E+(G − F ) − E−(G − F )) op-equivariant interleaving between
HF t∗(f˜
p)α and HF
t
∗(g˜
p)α, where E−(G − F ) =
∫ 1
0
minM (Gt − Ft)dt. Taking
infimum over all F and G generating f˜ , g˜ ∈ H˜am(M) we get that
p · d˜(f˜ , g˜) ≥ d̂op-inter(HF t∗(f˜p), HF t∗(g˜p)),
which together with (2) gives us
p · d˜(f˜ , g˜) ≥ d̂op-inter(HF t∗(f˜p), HF t∗(g˜p)) ≥ d̂inter(W t∗(a, f˜p),W t∗(a, g˜p)). (4)
Remark 3.1. Let f ∈ Ham(M) and fix a lift f˜ ∈ H˜am(M) of f . We can use
W tr (a, f˜
p) to estimate Hofer’s distance from f to p-th powers inside Ham(M).
Indeed, denote by Powersp(M) ⊂ Ham(M) the set of all p-th powers of Hamil-
tonian diffeomorphisms and by ˜Powersp(M) ⊂ H˜am(M) the set of all lifts of
elements from Powersp(M). In other words ˜Powersp(M) = pi−1(Powersp(M))
under the natural projection pi : H˜am(M) → Ham(M). For g˜ ∈ ˜Powersp(M),
we have that W tr (a, g˜
p) is a full p-th power persistence module because g = φp
implies P (φ)p = P (g) and P (φ) restricts to W tr (a, g˜
p) because P (φ) and a∗
commute. It follows that µp(W
t
r (a, g˜
p)) = 0 and thus
|µp(W tr (a, f˜p))| = |µp(W tr (a, f˜p))−µp(W tr (a, g˜p))| ≤ d̂inter(W tr (a, f˜p),W tr (a, g˜p)),
which together with (4) gives us
|µp(W tr (a, f˜p))| ≤ d̂inter(W tr (a, f˜p),W tr (a, g˜p)) ≤ p · d˜(f˜ , g˜).
Finally, we have
d(f,Powersp(M)) = d˜(f˜ , ˜Powersp(M)) ≥ 1
p
· |µp(W tr (a, f˜p))|. (5)
3.2 Stabilization and the egg-beater example
We now turn to a manifold M of the form M = Σ × N , where Σ is surface
of genus at least 4 and N is spherically monotone symplectic manifold with
monotonicity constant κ. The element ψ˜λ ∈ H˜am(M) which we consider is
ψ˜λ = ϕ˜
p
λ × 1, ϕ˜λ ∈ H˜am(Σ), 1 ∈ H˜am(N),
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where ϕ˜λ is given by the egg-beater flow on Σ, with mixing parameter λ. Con-
struction and detailed analysis of egg-beater flow are carried out in [1,47]. What
we will use is that there exists a family of Hamiltonian flows ϕ˜λ on Σ, depending
on an unbounded increasing real parameter λ, along with a family of classes of
free loops αλ on Σ which satisfy:
1) ϕpλ has exactly 2
2p p-tuples of fixed points with same indices and actions
{z, ϕλ(z), . . . , ϕp−1λ (z)}, for each λ;
2) If z1 and z2 belong to different p-tuples their action differences satisfy
|A(z1)−A(z2)| ≥ c0λ+O(1);
3) The indices of all fixed points are bounded by a constant which does not
depend on λ.
The class αλ ∈ pi0(LM) which we consider is a product of classes
αλ = αλ × pt, αλ ∈ pi0(LΣ),
Σ being symplectically αλ-atoroidal. Our manifold M will be αλ-toroidally
monotone with same monotonicity constant κ. We will leave out these classes
from the notation and write HF t∗(ϕ˜
p
λ×1) and HF t∗(ϕ˜pλ) for HF t∗(ϕ˜pλ×1)αλ and
HF t∗(ϕ˜
p
λ)αλ . Let us now work out the example which proves Theorem 1.2.
Proposition 3.2. Let ϕ˜λ be the egg-beater flow and assume e ∈ QH(N) satisfies
assumptions of Theorem 1.2. There exists k ∈ Z such that
µp(W
t
k([Σ]⊗ e, ϕ˜pλ × 1)) ≥ cλ+O(1),
for some c > 0, when λ→ +∞. Here [Σ]⊗ e ∈ QH(M) = QH(Σ×N).
Proof. Let α1, α2 be two toroidally monotone classes of free loops in symplectic
manifolds M1 and M2, with same monotonicity constant κ (we may also take
one of both of them to be atoroidal) and let φ˜ ∈ H˜am(M1), ψ˜ ∈ H˜am(M2). The
manifold M1×M2 is symplectic and the class α1×α2 is toroidally monotone with
the same monotonicity constant κ. Now, we apply Proposition 2.9 for general
filtered homologies to Floer chain complexes filtered by action functional and
Floer persistence modules to get the short exact sequence:
0→
⊕
i+j=k
(HFi(φ˜)α1 ⊗HFj(ψ˜)α2)t K−→ HF tk(φ˜× ψ˜)α1×α2 →
→
⊕
i+j=k−1
(Tor(HFi(φ˜)α1 , HFj(ψ˜)α1))
t → 0,
for K([
∑
i λixi]⊗ [
∑
j µjyj ]) = [
∑
i,j λiµjxi ⊗ yj ].
24
In our case φ˜ = ϕ˜pλ, α1 = αλ, ψ˜ = 1 ∈ H˜am(N), α2 = {pt} and we
have HF t∗(1){pt} = QH
t
∗(N), where QH
t
∗(N) = {x ∈ QH∗(N)| ν(x) < t} is
a persistence module with trivial structure maps given by pis,t(x) = x since
QHs∗(N) ⊂ QHt∗(N) for s ≤ t.
This readily gives us that the barcode of QHt∗(N) has only infinite bars and
thus QHt∗(N) is a projective persistence module and Tor(HFi(ϕ˜
p
λ), QHj(N)) =
0 for all j ∈ Z, which implies that
K :
⊕
i+j=k
(HFi(ϕ˜
p
λ)⊗QHj(N))t → HF tk(ϕ˜pλ × 1),
is an isomorphism. Moreover, it holds that P (ϕλ × 1) ◦K = K ◦ (P (ϕλ) ⊗ 1)
(see [47] for a proof in the atoroidal case, the proof in the toroidally mono-
tone case is the same) and thus K is also an isomorphism of Zp persistence
modules. Now, consider multiplication by e as a persistence module mor-
phism (e∗) : QHtr(N)→ QHt+ν(e)r−2n+deg e(N) betweenQHtr(N) and shifted module
QH
t+ν(e)
r−2n+deg e(N) = QH
t
r−2n+deg e(N)[ν(e)], for every r ∈ Z. Our product map
splits on the components of the product, i.e. it enters the following commutative
diagram:
⊕
i+j=k
(HFi(ϕ˜
p
λ)⊗QHj(N))t HF tk(ϕ˜pλ × 1)
⊕
i+j=k
(HFi(ϕ˜
p
λ)⊗QHj−2n+deg e(N)[ν(e)])t HF tk−2n+deg e(ϕ˜pλ × 1)[ν(e)]
K
1⊗(e∗) ([Σ]⊗e)∗
K
where each arrow represents a Zp persistence module morphism. Using this
diagram we calculate
W tk = W
t
k([Σ]⊗ e, ϕ˜pλ × 1) =
⊕
r∈Ik
(HFk−r(ϕ˜
p
λ)⊗ (e∗)(QHr(N)))t,
where Ik is the set of all r such that there exists a fixed point of ϕ˜
p
λ of index
k − r and im(e∗)t = (e∗)(QHtr(N)) ⊂ QHtr−2n+deg e(N)[ν(e)]. Let us describe
the barcode of im(e∗)t explicitly.
First, note that we have inclusions of all QHtr(N) into full quantum homology
QHr(N) = QH
+∞
r (N) and moreover for t ≤ s, QHtr(N) ⊂ QHsr (N) ⊂ QHr(N)
and structure maps act as 1 under these inclusion. Now, Er = e ∗ (QHr(N)) ⊂
QHr−2n+deg e is the image of full quantum homology group QHr(N) and by the
assumption dimKEr = br(e).
We may also look at Er as a persistence submodule of the shifted module
Etr ⊂ QHtr−2n+deg e[ν(e)] and (e∗) : QHtr(N) → Etr is a persistence module
morphism. Since structure maps on Etr are restrictions of structure maps on
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QHr−2n+deg e(N)[ν(e)], we again have that they act as 1 under the inclusions to
full quantum homology group QHr−2n+deg e(N) and the same holds for im(e∗)t.
This implies that the barcode of im(e∗)t contains no finite bars. Now, if we
denote ar = min{ν(x)|x ∈ QHr(N)} and Ar = max{ν(x)|x ∈ QHr(N)}, it
follows that (e∗)(QHtr(N)) = 0 for t ≤ ar and (e∗)(QHtr(N)) = Er for t > Ar
and thus the barcode of im(e∗)t consists of bars (cr,1,+∞), . . . , (cr,br(e),+∞)
where ar ≤ cr,1 ≤ . . . ≤ cr,br(e) ≤ Ar. Moreover, since Zp action on QHtr is
trivial for all r we have that
im(e∗)t =
br(e)⊕
i=1
(Qt((cr,i,+∞)),1),
as Zp persistence modules, which together with the above diagram gives us
(W tk, P (ϕλ × 1)) ∼=
⊕
r∈Ik
((
HFk−r(ϕ˜
p
λ)⊗
br(e)⊕
i=1
Q((cr,i,+∞))
)t
, P (ϕλ)⊗ 1
)
,
isomorphism being given by K. Elementary calculations on interval persistence
modules now imply
(W tk, P (ϕλ × 1)) ∼=
⊕
r∈Ik
br(e)⊕
i=1
(
HF
t−cr,i
k−r (ϕ
p
λ)αλ , P (ϕλ)
)
.
Denoting the ζ eigenspace of (HF tk(ϕ
p
λ)αλ , P (ϕλ)) by L
t
k,ζ and ζ eigenspace of
(W tk, P (ϕλ × 1)) by Ltζ we have by Lemma 2.17
Ltζ
∼=
⊕
r∈Ik
br(e)⊕
i=1
L
t−cr,i
k−r,ζ .
The indices of fixed points of egg-beater map are uniformly bounded (the bound
does not depend on λ) and thus we have |r| < M for r ∈ Ik for some constant
M not depending on λ. This also gives us that there exist a constatn C > 0
independent of λ such that |ar| < C and |Ar| < C for all r ∈ Ik and thus
|cr,i| < C for all r ∈ Ik, i = 1, . . . , br(e). By Lemma 2.4 we have that
dbottle
(
B(Ltζ),B
(⊕
r∈Ik
(Ltk−r,ζ)
br(e)
))
< C,
and hence by Lipschitz property of µp we have
µp(W
t
k) ≥ µp,ζ(W tk) = µp
(⊕
r∈Ik
br(e)⊕
i=1
L
t−cr,i
k−r,ζ
)
≥ µp
(⊕
r∈Ik
(Ltk−r,ζ)
br(e)
)
− C.
Assume now that p - br0(e) and that the index of a fixed point z0 of ϕ
p
λ with
minimal action A = A(z0) in class αλ is d0. Taking k = d0 + r0 we have that⊕
r∈Ik
(Ltk−r,ζ)
br(e) = (Ltd0,ζ)
br0 (e) ⊕
⊕
r 6=r0
(Ltk−r,ζ)
br(e).
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If z is a fixed point of ϕpλ with action A(z) 6= A it follows that A(z) ≥ B =
A+ c0λ+O(1) and we have that
m
(
B
(⊕
r∈Ik
(Ltk−r,ζ)
br(e)
)
, (A,B]
)
= br0(e).
Now, p - br0(e) and thus
µp
(
B
(⊕
r∈Ik
(Ltk−r,ζ)
br(e)
))
≥ c0
4
λ+O(1)
which gives us µp(W
t
k) ≥ cλ+O(1) as claimed.
The proof of Theorem 1.2 follows directly from Proposition 3.2 and Remark 3.1.
3.3 Erratum: behavior µp under stabilization in the as-
pherical case.
This erratum is written in order to correct a mistake in Theorem 4.24 in [47].
The main theorem (which this mistake could potentially affect), [47, Theorem
1.3], holds still. See Theorem E1 and the update to the proof of [47, Theorem
1.3] below.
Alternatively, as noted in Example 1.4, [47, Theorem 1.3] holds as a special
case of the main theorem, Theorem 1.2 of the current paper, and its proof
extends the proof of [47, Theorem 1.3].
In fact the estimate µp(φ) ≤ µp(φ × 1) cannot be expected to hold, as
can be seen by elementary examples. The error in the proof of Theorem 4.24
is contained in the implication ”Thus we are left with i = 0...” because the
barcodes Br−i(φ)ζ for i > 0 can have I and I2c with different multiplicities,
thus affecting the value of µp,ζ(r, φ× 1N ).
Denote
γp,ζ(r, φ) =
1
2
max
i>0
β(Br−i(φ)ζ).
By (26), and the remarks on the Kunneth formula in the proof of Theorem 4.24,
it is immediate that
µp,ζ(r, φ× 1N ) ≥ µp,ζ(r, φ)− γp,ζ(r, φ).
Indeed
dbottle(Br(φ)ζ ,Br(φ× 1N )ζ) ≤ γp,ζ(r, φ),
which can be seen by erasing all intervals corresponding to (bi(N)-copies of) the
barcode Br−i(φ)ζ (recall that β(B) is the maximal length of a finite bar in the
barcode B).
Thus denoting
µreducedp,ζ (r, φ) = µp,ζ(r, φ)− γp,ζ(r, φ),
27
and
µreducedp (r, φ) = max
ζ
µreducedp,ζ (r, φ)
we replace Theorem 4.24 by the following.
Theorem E1. For φ ∈ Ham(M), α ∈ pi0(LM), and any closed connected sym-
plectically aspherical manifold N, consider the stabilization φ×1 ∈ Ham(M ×N)
of φ. Then we have
µreducedp (φ) ≤ µp(φ× 1N ) ≤ µp(φ),
the value µp(φ× 1N ) being computed in the class α× ptN in pi0(L(M ×N)).
Now we turn to Section 5.1 and show how to adapt the proof of Theorem
1.3 in view of the corrected Theorem E1 above. The necessary changes are:
• The sentence
”Further, among the 22p p-tuples of fixed points of φpλ in the class αλ
choose the p-tuple, say {z, φλ(z), . . . , (φλ)p−1(z)} with the minimal action.
Let r be the index of z.”
should be corrected to
”Further, among the 22p p-tuples of fixed points of φpλ in the class αλ
choose the p-tuple, say {z, φλ(z), . . . , (φλ)p−1(z)} with the minimal index
r, and minimal action among p-tuples of this index.”
• The passage
”By the definition of the multiplicity-sensitive spread, we conclude that
µp(φλ) ≥ λ(c− 2ε)/4”
should read
”By the definition of the multiplicity-sensitive spread and the observation
that γp,ζ(r, φλ) = 0, we conclude that µ
reduced
p (φλ) ≥ λ(c− 2ε)/4”
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