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Boundary stabilization of elastodynamic systems.
Part II: The case of a linear feedback.
Brossard, R.∗, Lohe´ac, J.-P.†.
Abstract. In this paper, we extend some previous results published in [5].
We consider an elastodynamic system damped by a linear boundary feedback of Neumann-type. We
prove stabilization results by using the multipliers method and Rellich-type relations given in the first
part [6]. Especially, we take in account singularities which appear when changing boundary conditions.
Re´sume´. Nous ge´ne´ralisons ici les re´sultats publie´s dans [5].
Nous conside´rons un syste`me e´lastodynamique soumis a` une re´troaction line´aire de´finie via une condi-
tion limite de type Neumann. Nous prouvons des re´sultats de stabilisation en utilisant la me´thode des
multiplicateurs et les relations de Rellich obtenues dans la premie`re partie [6]. Nous prenons en compte
les singularite´s qui apparaissent lorsque les conditions frontie`re changent.
Introduction
This paper is devoted to the study of boundary stabilization of the elastic wave equation. In this work,
we extend the result obtained in [5] by using as a main tool results in [6].
Since we study a realistic geometrical case, singularities can be generated in the solution of our problem.
Indeed these can appear when the feedback is defined on a strict subset of the boundary, especially when
the boundary is connected.
We have chosen to study our problem by the multipliers method. This method is not optimal: its leads
only to sufficient conditions, but its main advantage lies in the fact that it leads to explicit decay rates
of the energy function.
Similar problems have been addressed by many authors. We especially mention:
• the case of the waves equation (see [11] and the references therein). Geometrical assumptions
involving singularities have been firstly studied in [7]. This work has been later extended in [13]
and [4].
• the case of elastodynamic systems:
u′′ − div(σ(u)) = 0 , in Ω× R+ ,
u = 0 , on ∂ΩD × R+ ,
σ(u)ν = F(x,u,u′) , on ∂ΩN × R+ ,
u(0) = u0 , in Ω ,
u′(0) = u1 , in Ω .
(1)
In [14], Lagnese has introduced a “natural” feedback: F(x,u,u′) = −au− bu′. In [15, 12], another
feedback is introduced, in order to obtain a stabilization result. In [1], Alabau and Komornik
obtained a stabilization result with the natural feedback. This work has been extended in [8, 9, 2, 3].
In all these works, geometrical restrictions are such that singularities do not appear. The most
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general result concerning Lame´ system has been obtained by M. A. Horn [10], using micro-local
analysis techniques.
Here, as well as in the case of waves equation, our generalized Rellich relations obtained in [6] leads us
to consider a particular feedback law, inspired by the case of scalar wave equation, and to give boundary
stabilization results for the elastodynamic system under weaker geometrical restrictions.
The case of the general natural feedback when singularities appear is still open.
Let us now introduce notations and main assumptions.
We here consider an elastic body which satisfies Lame´’s laws. As usual, we define the strain tensor and
the stress tensor for a regular vector field v by
ij(v) =
1
2
(∂ivj + ∂jvi) , σ(v) = 2µ (v) + λ div(v)In , ,
where λ and µ are the Lame´’s coefficients and In is the identity matrix of Rn.
Let Ω ⊂ Rn be a bounded connected open set such that its boundary satisfies
∂Ω = ∂ΩD ∪ ∂ΩN , with
 ∂ΩD ∩ ∂ΩN = ∅ ,meas∂Ω(∂ΩD) 6= 0 ,meas∂Ω(∂ΩN ) 6= 0 . (2)
We denote the boundary interface by
Γ = ∂ΩD ∩ ∂ΩN .
We assume that Ω is smooth enough so that for almost every x ∈ ∂Ω, we can consider ν(x) the normal
unit vector pointing outward of Ω.
We assume moreover that there exists x0 ∈ Rn such that, setting m(x) = x− x0, we have (see Figures 1
and 2)
m·ν ≤ 0 , on ∂ΩD , m·ν ≥ 0 , on ∂ΩN , meas∂Ω{x ∈ ∂ΩN /m(x)·ν(x) > 0} 6= 0 . (3)
It can be observed that, if Γ 6= ∅ and if ∂Ω is smooth enough, then
m·ν = 0 , on Γ . (4)
We here consider the linear isotropic elastodynamic system
u′′ − div(σ(u)) = 0 , in Ω× R+ ,
u = 0 , on ∂ΩD × R+ ,
σ(u)ν = −(m·ν)u′ , on ∂ΩN × R+ ,
u(0) = u0 , in Ω ,
u′(0) = u1 , in Ω .
(5)
As well as in the case of waves equation, because of the change of boundary conditions, singularities
appear along Γ. Nevertheless, we have seen in [6] that, since the feedback vanishes on Γ (cf (4)), we can
obtain Rellich-type relations.
We introduce following Sobolev spaces: L2(Ω) = (L2(Ω))n, Hs(Ω) = (Hs(Ω))n, for some s > 0, and
H1D(Ω) = {v ∈ H1(Ω) /v = 0 , on ∂ΩD}.
Well-posedness
The proof of well-posedness of problem (5) is left to the reader. It can be done by using the semi-group
method.
One first can built strong solutions after introducing the operator A such that
D(A) = {(u,v) ∈ H1D(Ω)×H1D(Ω) /div(σ(u)) ∈ L2(Ω) and σ(u)ν = −(m·ν)v , on ∂ΩN} ,
A(u,v) = (v,div(σ(u)) . (6)
The second step consists in proving the existence of weak solutions by a density argument, provided that
initial data satisfy
(u0,u1) ∈ H1D(Ω)× L2(Ω) . (7)
The uniqueness is obtained thanks to the linearity of the problem.
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Energy function
Energy function is given by
E(u, t) =
1
2
∫
Ω
(|u′|2 + σ(u) :(u)) dx . (8)
Under above assumptions, by applying Green’s formula, one can easily prove that the time-derivative of
the energy function satisfies for almost every t > 0,
E′(u, t) = −
∫
∂ΩN
m·ν |u′|2 dγ . (9)
Then the energy function is decreasing with respect to time.
Stabilization result
Furthermore, we here prove, under convenient geometric assumptions, results of uniform exponential
stabilization in the following form
There exist two constants C > 0 and $ > 0 such that for all (u0,u1) satisfying (7), the solution u of (5)
satisfies
∀t ∈ R+ , E(u, t) ≤ C E(u, 0) exp(−$t) .
This paper is organized as follows.
• In Section 1, we recall the boundary stabilization result obtained in [5] when Ω is a bi-dimensional
convex polygonal domain (Theorem 1.1).
• In Section 2, we give the extension of this result when Ω is a n-dimensional smooth domain (Theorem
2.1).
• In Section 3, we prove Theorem 2.1.
1 Case of a bi-dimensional convex polygonal domain
We here express the result in the case of a convex polygonal domain Ω ⊂ R2. We assume that its
boundary ∂Ω satisfies (2) and furthermore,
Γ = {s1, s2} , (10)
where s1 and s2 will be considered as two vertices of ∂Ω (see Figure 1).
x0
∂ΩN
∂ΩD
s2
Ω
s1
Figure 1: a convex polygonal domain Ω with a non-empty interface Γ = {s1, s2}.
Among points of interface Γ, we consider the set Γpi of points where edges gives an angle pi. At such
points, we can define a tangent vector τ pointing from ∂ΩN to ∂ΩD (see Figure 1).
4 Linear boundary stabilization
The following Theorem has been announced in [5]. Its proof is similar to the proof of Theorem 2.1 given
in section 3.
Theorem 1.1 — Let Ω be a convex polygonal domain of R2 satisfying (2), (3) and (10).
There exist C > 0 and $ > 0 such that for every (u0,u1) satisfying (7), the solution u of (5) satisfies
∀t ∈ R+ , E(u, t) ≤ C E(u, 0) exp(−$t) .
2 Case of a n-dimensional smooth domain
We consider a bounded connected domain Ω ⊂ Rn. We assume that its boundary ∂Ω is of class C2 and
satisfies (2). Furthermore we assume (see Figure 2)
Γ is a (n− 2)-dimensional submanifold of class C3
there exists a neighborhood Ω′ of Γ such that ∂Ω ∩ Ω′ is a (n− 1)-submanifold of class C3 (11)
We assume that there exists x0 ∈ Rn such that (3) is satisfied. At each point s of Γ, we consider Γ as
a submanifold of ∂Ω of co-dimension 1 and we can denote by τ (s) the unit normal vector to Γ pointing
outward of ∂ΩN . Let us write here our main assumption (see Figure 2)
m·τ ≤ 0 , on Γ. (12)
We emphasize that such a condition appears in the case of waves equation [4]. When using multipliers
method, we shall take in account this condition in Rellich-type relation and this will give the behavior of
the energy function.
Condition (12) is especially satisfied when Ω is convex, and x0 outside of Ω.
ν
∂ΩD
∂ΩNΓ
τ
x0
Ω
Figure 2: a general smooth domain Ω with a non-empty interface.
Theorem 2.1 — Let Ω be a bounded connected domain of Rn. We assume that its boundary ∂Ω is of
class C2 and satisfies (2) and (11). We assume moreover that there exists x0 ∈ Rn such that (3) and
(12) hold.
Then there exist C > 0 and $ > 0 such that for every (u0,u1) satisfying (7), the solution u of (5)
satisfies
∀t ∈ R+ , E(u, t) ≤ C E(u, 0) exp(−$t) .
In order to prove Theorem 2.1, we follow the method used in [13] and described in [11], so-called the
multipliers method.
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Some notations
For a regular vector field u, we define
∇u = (∂jui)1≤i,j≤n =
 ∂1u1 . . . ∂nu1... . . . ...
∂1un . . . ∂nun
 .
As well as in [6], for two regular vector fields v1 and v2, we define
Θ(v1,v2) = 2 (σ(v1)ν)·((m·∇)v2)− (m·ν) (σ(v1) :(v2)) .
We first prove Theorem 2.1 for strong solutions. The result for weak solutions follows thanks to a density
result.
Main tools
Our first main tool is a Rellich-type relation obtained in [6] (Theorem 4.1), which we adapt here in the
following Proposition.
Proposition 2.1 — Let Ω ⊂ Rn (n ≥ 3) be a bounded connected domain of class C2 which satisfies
(2)-(4). Let u ∈ H1(Ω) such that
div(σ(u)) ∈ L2(Ω) , u ∈ H3/2(∂ΩD) , σ(u)·ν ∈ H1/2(∂ΩN ) . (13)
Then Θ(u,u) belongs to L1(∂Ω) and there exists ζ ∈ L2(Γ), depending on local singularity coefficients of
u, such that
2
∫
Ω
div(σ(u))·((m·∇)u) dx = (n− 2)
∫
Ω
σ(u) :(u) dx+
∫
∂Ω
Θ(u,u) dγ +
∫
Γ
|ζ|2m·τ ds .
for n = 2, see Theorems 2.1 and 3.1 in [6].
The second main tool is a Gronwall-type formula. Its proof can be found in [11], for example.
Proposition 2.2 — Let E : R+ → R+ be a non-increasing function such that there exists C > 0
independent of t such that ∫ ∞
t
E(s) ds ≤ C E(t) , ∀t ≥ 0 , (14)
then we have
E(t) ≤ E(0) exp
(
1− t
C
)
, ∀t ≥ C .
3 Proof of Theorem 2.1
Our proof is composed of three main steps.
First step
Let us consider a strong solution u of problem (5).
We can easily prove that the energy function is non-increasing with respect to time by using (9).
Second step
We now use the multipliers method (see for example [11] and [17]) to prove that the energy function
satisfies (14).
Let T > S > 0 be two constants. We now introduce Mu = 2(m·∇)u+ (n− 1)u. We have∫ T
S
∫
Ω
u′′ ·Mu dx dt =
∫ T
S
∫
Ω
div(σ(u))·Mu dx dt . (15)
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Integrating the left-hand side by parts with respect to t, we get∫ T
S
∫
Ω
u′′ ·Mu dx dt =
[∫
Ω
u′ ·Mu dx
]T
S
−
∫ T
S
∫
Ω
u′ ·Mu′ dx dt .
But we can write:
2
∫
Ω
u′ ·((m·∇)u′) dx =
∫
Ω
(m·∇)|u′|2 dx
=
∫
∂ΩN
(m·ν)|u′|2 dγ −
∫
Ω
div(m)|u′|2 dx
=
∫
∂ΩN
(m·ν)|u′|2 dγ − n
∫
Ω
|u′|2 dx.
Therefore,∫ T
S
∫
Ω
u′′ ·Mu dx dt =
[∫
Ω
u′ ·Mu dx
]T
S
+
∫ T
S
∫
Ω
|u′|2 dx dt−
∫ T
S
∫
∂ΩN
(m·ν)|u′|2 dγ dt . (16)
The right-hand side of (15) can be written as follows,∫ T
S
∫
Ω
div(σ(u))·Mu dx dt = 2
∫ T
S
∫
Ω
div(σ(u))·((m·∇)u) dx dt+ (n− 1)
∫ T
S
∫
Ω
div(σ(u))·u dx dt .
Green’s formula gives∫
Ω
div(σ(u))·u dx dt = −
∫
∂ΩN
(m·ν)(u′ ·u) dγ dt−
∫
Ω
σ(u) :(u) dx dt .
Now, since u is a strong solution of (5), we can observe that for each time t, (u(t),u′(t)) belongs to
D(A) (see (6)). Hence, u(t) satisfies conditions of Proposition 2.1. Thanks to (12), the integral on Γ is
non-positive and we get
2
∫
Ω
div(σ(u))·((m·∇)u) dx ≤ (n− 2)
∫
Ω
σ(u) :(u) dx+
∫
∂Ω
Θ(u,u) dγ .
We now take in account the boundary conditions in problem (5).
Especially, since we have u = 0 on ∂ΩD, we get for all i, ∇ui = (∇ui ·ν)ν on ∂ΩD.
Hence, (σ(u)ν)·(m·∇)u = (m·ν)σ(u) :(u) on ∂ΩD.
Then, we can rewrite the second term of above right-hand side as follows,∫
∂Ω
Θ(u,u) dγ = −
∫
∂ΩN
(m·ν) [2u′ ·((m·∇)u) + σ(u) :(u)] dγ + ∫
∂ΩD
(m·ν) (σ(u) :(u)) dγ .
Thanks to (3), we get∫
∂Ω
Θ(u,u) dγ ≤ −
∫
∂ΩN
(m·ν) [2u′ ·(m·∇)u+ σ(u) :(u)] dγ ,
and
2
∫
Ω
div(σ(u))·(m·∇)u dx ≤ (n− 2)
∫
Ω
σ(u) :(u) dx−
∫
∂ΩN
(m·ν) [2u′ ·((m·∇)u) + σ(u) :(u)] dγ .
Finally, the right-hand side of (15) can be bounded as follows,∫ T
S
∫
Ω
div(σ(u))·Mu dx dt ≤ −
∫ T
S
∫
Ω
σ(u) :(u) dx dt
−
∫ T
S
∫
∂ΩN
(m·ν) [2u′ ·((m·∇)u) + σ(u) :(u)] dγ dt.
−(n− 1)
∫ T
S
∫
∂ΩN
(m·ν) (u′ ·u) dγ dt . (17)
Brossard, Lohe´ac 7
From (15), (16) and (17), we deduce
2
∫ T
S
E(u, t) dt ≤ −
[∫
Ω
u′ ·Mu dx
]T
S
+
∫ T
S
∫
∂ΩN
(m·ν)|u′|2 dγ dt
−(n− 1)
∫ T
S
∫
∂ΩN
(m·ν) (u′ ·u) dγ dt
−
∫ T
S
∫
∂ΩN
(m·ν) [2u′ ·((m·∇)u) + σ(u) :(u)] dγ dt . (18)
One can easily prove that there exists C1 > 0 such that for all t > 0,∣∣∣∫
Ω
u′ ·Mu dx
∣∣∣ ≤ C1E(u, t) .
Then, since the energy function is non-increasing, we get∣∣∣[∫
Ω
u′ ·Mu dx
]T
S
∣∣∣ ≤ 2C1E(u, S) . (19)
Moreover, for every θ > 0, we get C2 > 0 independent of S and T such that∣∣∣∫ T
S
∫
∂ΩN
(m·ν)u′ ·u dγ dt
∣∣∣ ≤ θ ∫ T
S
E(u, t) dt+ C2E(u, S) . (20)
At last, we use the following lemma which is proved at the end of this paper.
Lemma 3.1 For all θ > 0 small enough, there exists Cθ > 0 independent of u, S and T such that
−
∫ T
S
∫
∂ΩN
(m·ν) [2u′ ·((m·∇)u) + σ(u) :(u)] dγdt ≤ θ ∫ T
S
E(u, t) dt+ Cθ E(u, S) . (21)
Hence, from (18), (19), (20) and (21), we obtain that for every θ > 0 small enough, there exists C3 > 0
independent of S and T such that
(2− θ)
∫ T
S
E(u, t) dt ≤ C3E(u, S) .
It is convenient to take θ small enough (at least θ < 2). The limit when T tends to infinity gives the
required result and we may apply Proposition 2.2.
Third step
This result can be extended to weak solutions by a density argument, since decay rate does not depend
on the considered strong solution. 
Remark. All constants that appear in the above proof are explicit, so we can get the exponential decay
rate with respect to geometrical data.
Proof of Lemma 3.1
For the proof of this Lemma, we follow [3]. In particular, we use local coordinates in order to estimate
some boundary integral terms.
In the following lines, θ is some arbitrary positive constant and we will denote by C a generic constant
independent of u and t.
Observe that we will often use Landau’s notations (O(.)) with similar conventions.
Since ∂Ω is of class C2, for all x ∈ ∂Ω, we can build a local C2-diffeomorphism φ from an open subset
Vx ⊂ Rn−1 onto an open neighborhood Vx ⊂ ∂Ω. Then vectors
ai(x) =
∂φ
∂ξi
(φ−1(x)) , ∀i ∈ {1, . . . , n− 1} ,
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are independent and generate Tx(∂Ω), the tangent space at point x. Moreover, we denote by T (∂Ω) the
tangent bundle (see [16] and [19]).
We then denote by g the metric tensor related to φ: gij = ai ·aj , ∀(i, j) ∈ {1, . . . , n− 1}2,
and by (gij)(i,j)∈{1,...,n−1}2 its inverse.
We denote by pi(x) the orthogonal projection on Tx(∂Ω). Then, for every vector field v defined on Ω, we
have for almost every x in ∂Ω,
v(x) = vT (x) + vν(x)ν(x) ,
where vT (x) = pi(x)v(x), vν(x) = v(x)·ν(x).
Especially for vector m, we have for almost every x in ∂Ω, m(x) =mT (x) +mν(x)ν(x).
We will denote by ∂T the tangential derivative, by ∂ν the normal derivative and by ∇T the tangential
gradient. For every smooth enough vector field v, we have
dv = pi(∂TvT )pi + vν(∂Tν) + (∂νvT ) tν + ν(∂T vν − tvT (∂Tν) + (∂νvν) tν) , on ∂Ω . (22)
We then have
(v) = T (v) + ν tS(v) + S(v) tν + ν(v)ν tν , on ∂Ω , (23)
σ(v) = σT (v) + ν tσS(v) + σS(v) tν + σν(v)ν tν , on ∂Ω , (24)
with∣∣∣∣∣∣
2T (v) = pi(∂TvT )pi + pi t(∂TvT )pi + 2vν∂Tν ,
2S(v) = ∂νvT +∇T vν − (∂Tν)vT ,
ν(v) = ∂νvν ,
and
∣∣∣∣∣∣
σT (v) = 2µT (v) + λ(tr(T (v) + ν(v))I2 ,
σS(v) = 2µS(v) ,
σν(v) = 2µν(v) + λ(tr(T (v) + ν(v)) .
Remark. It can be observed that T (v) and σT (v) correspond to some symmetric (n − 1) × (n − 1)-
matrices, and that S(v) and σS(v) correspond to some vectors of dimension n − 1, such that in some
orthogonal basis (t1, . . . , tn−1,ν), where t1, . . . , tn−1 belong to the tangent space, tensors (v) and σ(v)
are represented by matrices(
T (v) S(v)
tS(v) ν(v)
)
and
(
σT (v) σS(v)
tσS(v) σν(v)
)
.
We first estimate
I =
∫ T
S
∫
∂ΩN
2(m·ν)u′ ·(m·∇)u dγ dt .
From (22), we deduce
u′ ·(m·∇)u = u′T ·(∂TuT )mT + (uνu′T − u′νuT )·(∂Tν)mT + u′ν∇Tuν ·mT +mν(u′T∂νuT + u′ν∂νuν) .
Using this form, we expand I and we study each term.
• Estimate of I1 =
∫ T
S
∫
∂ΩN
2mνu′ν∇Tuν ·mT dγ dt.
∂Ω is a compact manifold of dimension n− 1. Then there exists a finite number of local maps associated
to a partition of unity (θ1, . . . , θk). We denote Uj = supp(θj). We then have∫
∂ΩN
2mνu′ν∇Tuν ·mT dγ =
∫
∂Ω
2mνu′ν∇Tuν ·mT dγ =
k∑
j=1
∫
Uj
2mνθju′ν∇Tuν ·mT dγ .
For j ∈ {1, . . . , k}, we consider the j-th term in the above sum. For simplicity, we have denoted θj and
Uj by θ and U , respectively. We have
mT =
n−1∑
i=1
miai .
We write |g| = |det(g)| and W = φ−1(U) and we get∫
U
2mνθu′ν∇Tuν ·mT dγ =
∫
W
2(mν ◦ φ)(θ ◦ φ)(u′ν ◦ φ)
(n−1∑
i=1
∂(uν ◦ φ)
∂ξi
mi
)
|g|1/2 dγ . (25)
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We write vν = uν ◦ φ ∈ H1/2(W ) and we get: ‖vν‖H1/2(W ) ≤ C ‖uν‖H1/2(U).
We now introduce a partition of W ,
W+ = {(ξ1, . . . , ξn−1) ∈ Rn−1 /m1(ξ1, . . . , ξn−1) > 0} ∩W ,
W− = {(ξ1, . . . , ξn−1) ∈ Rn−1 /m1(ξ1, . . . , ξn−1) < 0} ∩W ,
and we look at the term with m1 on W+ in the right-hand side of (25).
We write ψ =
(
(mν ◦ φ)(θ ◦ φ)m1|g|1/2
)1/2
. So we have∫
W+
2(mν ◦ φ)(θ ◦ φ)v′ν
∂vν
∂ξ1
m1|g|1/2 dγ =
∫
W+
2ψ2v′ν
∂vν
∂ξ1
dγ (26)
=
∫
W+
2ψv′ν
∂(ψvν)
∂ξ1
dγ −
∫
W+
ψ(v2ν)
′ ∂ψ
∂ξ1
dγ .
Consider the right-hand side of (26). We have∫ T
S
∫
W+
ψ(v2ν)
′ ∂ψ
∂ξ1
dγ dt =
[∫
W+
ψv2ν
∂ψ
∂ξ1
dγ
]T
S
.
We have:
∣∣∣∫
W+
ψv2ν
∂ψ
∂ξ1
dγ
∣∣∣ ≤ C ∫
∂ΩN
|u|2 dγ ≤ C
∫
∂Ω
|u|2 dγ.
A classical trace result gives:
∫
∂Ω
|u|2 dγ ≤ C‖u‖2H1(Ω).
Furthermore, Poincare´’s inequality and Korn’s inequality lead to: ‖u‖2H1(Ω) ≤ C E(u, t).
Then, since E(u, .) is non-increasing, we get C > 0, independent of u, such that∣∣∣∫ T
S
∫
W+
ψ(v2ν)
′ ∂ψ
∂ξ1
dγ dt
∣∣∣ ≤ C E(u, S) . (27)
Now, for the first term of (26), we define G such that
G = ψvν , in W+ × R , G = 0 , in (Rn−1 \W+)× R .
We can write:
∫
W+
2ψv′ν
∂(ψvν)
∂ξ1
dγ =
∫
Rn−1
2G′
∂G
∂ξ1
dγ.
Let us denote by Gˆ the Fourier transform of G with respect to ξ1.
We get:
∫
W+
2ψv′ν
∂(ψvν)
∂ξ1
dγ =
∫
Rn−1
2ipiη1(Gˆ2)′ dγ.
By classical arguments, we get, independently of u and t,∣∣∣∫
Rn−1
η1Gˆ
2 dγ
∣∣∣ = O(‖G‖2H1/2(Rn−1)) = O(‖uν‖2H1/2(∂ΩN )) = O(u‖2H1(Ω)) .
Thanks to (9), E(u, .) is non-increasing and we obtain∣∣∣∫ T
S
∫
W+
2ψv′ν
∂(ψvν)
∂ξ1
dγ dt
∣∣∣ ≤ C E(u, S) . (28)
Then, from (27) and (28), we deduce:
∣∣∣∫
W+
2ψ2v′ν
∂vν
∂ξ1
dγ
∣∣∣ ≤ C E(u, S).
For the integral in W−, we replace a1 by −a1, m1 by −m1, respectively and proceed as above. We can
also get similar results concerning the integral terms containing mi, for i ∈ {2, . . . , n− 1}.
Finally, we get
|I1| ≤ C E(u, S) . (29)
• Estimate of I2 =
∫ T
S
∫
∂ΩN
2mνu′T ·∂TuTmT dγ dt.
We write uT =t (u1T , . . . , u
n−1
T ).
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We have 2mν(u′T ·∂T )uTmT =
∑n−1
i=1 2mνu
i′
T (∇TuiT ·mT ).
As well as for I1, we get for all i ∈ {1, . . . , n− 1},
∣∣∣∫ T
S
∫
∂ΩN
2mνui
′
T (∇TuiT ·mT ) dγ dt
∣∣∣ ≤ C E(u, S).
And then,
|I2| ≤ C E(u, S) . (30)
• Estimate of I3 =
∫ T
S
∫
∂ΩN
2m2νu
′
T ·∂νuT dγ dt.
We have ∂νuT = 2S(u)−∇Tuν + ∂Tν uT .
Now, for some θ > 0,
∣∣∣∫
∂ΩN
2m2νu
′
T ·(∂Tν uT ) dγ
∣∣∣ ≤ C
θ
∫
∂ΩN
mν |u′T |2 dγ + θ
∫
∂ΩN
|u|2 dγ.
Therefore, as in (27),∣∣∣∫
∂ΩN
2m2νu
′
T ·(∂Tν uT ) dγ
∣∣∣ ≤ C
θ
∫
∂ΩN
mν |u′|2 dγ + θE(u, t) . (31)
Moreover, ∣∣∣∫
∂ΩN
4m2νu
′
T ·S(u) dγ
∣∣∣ ≤ C
θ
∫
∂ΩN
mν |u′|2 dγ + θ
∫
∂ΩN
mν |S(u)|2 dγ . (32)
Let us now estimate the remaining term
∫ T
S
∫
∂ΩN
2m2νu
′
T ·∇Tuν dγ dt. We have
∫ T
S
∫
∂ΩN
2m2νu
′
T ·∇Tuν dγ dt =
[∫
∂ΩN
2m2νuT ·∇Tuν dγ
]T
S
−
∫ T
S
∫
∂ΩN
2m2νuT ·∇Tu′ν dγ dt . (33)
We have∫
∂ΩN
2m2νuT ·∇Tu′ν dγ = −
∫
∂ΩN
2u′νdivT (m
2
νuT ) dγ +
∫
Γ
2u′νm
2
νuT ·τ dγ = −
∫
∂ΩN
2u′νdivT (m
2
νuT ) dγ .
Observe that divT (m2νuT ) = m
2
νdivT (uT ) + 2mν∇T (mν)·uT . We then get∣∣∣∫
∂ΩN
2u′νdivT (m
2
νuT ) dγ
∣∣∣ ≤ ∣∣∣∫
∂ΩN
2u′νm
2
νdivT (uT ) dγ
∣∣∣+ ∣∣∣∫
∂ΩN
4u′νmν∇T (mν)·uT dγ
∣∣∣ .
Therefore,∣∣∣∫
∂ΩN
2u′νdivT (m
2
νuT ) dγ
∣∣∣ ≤ θ ∫
∂ΩN
(|u|2 +mν |divT (uT )|2) dγ + C
θ
∫
∂ΩN
mν |u′|2 dγ .
But |divT (uT )|2 ≤ 2T (uT ) :T (uT ).
Therefore,∣∣∣∫
∂ΩN
2u′νdivT (m
2
νuT ) dγ
∣∣∣ ≤ θE(u, t) + θ ∫
∂ΩN
mνT (uT ) :T (uT ) dγ +
C
θ
∫
∂ΩN
mν |u′|2 dγ . (34)
Let us now study the remaining term in (33),
[∫
∂ΩN
2m2νuT ·∇Tuν dγ
]T
S
.
∫
∂ΩN
2m2νuT ·∇Tuν dγ = −
∫
∂ΩN
2divT (m2νuT )uν dγ
= −
∫
∂ΩN
2m2νdivT (uT )uν dγ −
∫
∂ΩN
4mν(∇Tmν ·uT )uν dγ .
We have:
∣∣∣∫
∂ΩN
4mν(∇Tmν ·uT )uν dγ
∣∣∣ ≤ C ∫
∂ΩN
|u|2 dγ.
Hence, ∣∣∣∫
∂ΩN
4mν(∇Tmν ·uT )uν dγ
∣∣∣ ≤ C E(u, t) . (35)
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It remains
[∫
∂ΩN
2m2νdivT (uT )uν dγ
]T
S
.
For a given t > 0, let us define ξ ∈ H1(∂ΩN ) such that{
ξ −∆T ξ = divT (uT )(t) , in ∂ΩN ,
ξ = 0 on Γ .
We have divT (uT )(t) ∈ H−1/2(∂ΩN ), then ξ satisfies
‖ξ‖H1(∂ΩN ) ≤ C ‖uT ‖L2(∂ΩN ,T (∂ΩN )) , ξ ∈ H3/2(∂ΩN ) and ‖ξ‖H3/2(∂ΩN ) ≤ C ‖uT ‖H1/2(∂ΩN ,T (∂ΩN )) .
Using ξ, we get ∫
∂ΩN
2m2νdivT (uT )uν nγ =
∫
∂ΩN
2m2νuνξ dγ −
∫
∂ΩN
2m2νuν∆T ξ dγ .
We may write:
∣∣∣∫
∂ΩN
2m2νuνξ dγ
∣∣∣ = O(∫
∂ΩN
(|uν |2 + |ξ|2) dγ
)
= O
(∫
∂ΩN
|u|2 dγ
)
. Then,
∣∣∣∫
∂ΩN
2m2νuνξ dγ
∣∣∣ ≤ C E(u, t) .
Let us write ∫
∂ΩN
2m2νuν∆T ξ dγ =
∫
∂ΩN
(−∆T )1/4(m2νuν)(−∆T )3/4(ξ) dγ .
As above, we get:
∣∣∣∫
∂ΩN
2m2νuν∆T ξ dγ
∣∣∣ = O(‖uν‖H1/2(∂ΩN )‖ξ‖H3/2(∂ΩN )) = O(‖u‖2H1(Ω)). Hence,∣∣∣∫
∂ΩN
2m2νuν∆T ξ dγ
∣∣∣ ≤ C E(u, t) .
We finally get ∣∣∣[∫
∂ΩN
2m2νdiv(uT )uν dγ
]T
S
∣∣∣ ≤ C E(u, S) . (36)
With (35) and (36), we obtain ∣∣∣[∫
∂ΩN
2m2νuT ·∇Tuν dγ
]T
S
∣∣∣ ≤ C E(u, S) . (37)
Now, thanks to (31), (32), (34) and (37),
|I3| ≤ θ
∫ T
S
∫
∂ΩN
mν(|S(u)|2 + T (uT ) :T (uT )) dγ dt+ θ
∫ T
S
E(u, t) dt
+
C
θ
∫ T
S
∫
∂ΩN
mν |u′|2 dγ dt+ C E(u, S) . (38)
• Estimate of I4 =
∫ T
S
∫
∂ΩN
2mν(uνu′T − u′νuT )·(∂Tν)mT dγ dt.
By Cauchy-Schwarz inequality, we get: |I4| ≤ θ
∫ T
S
∫
∂ΩN
|u|2 dγ dt+ C
θ
∫ T
S
∫
∂ΩN
mν |u′|2 dγ dt. Then,
|I4| ≤ θ
∫ T
S
E(u, t) dt+
C
θ
∫ T
S
∫
∂ΩN
mν |u′|2 dγ dt . (39)
• Estimate of I5 =
∫ T
S
∫
∂ΩN
2m2νu
′
ν∂νuν dγ dt.
Similarly, we get
|I5| ≤ θ
∫ T
S
∫
∂ΩN
mν |∂νuν |2 dγ dt+ C
θ
∫ T
S
∫
∂ΩN
mν |u′|2 dγ dt . (40)
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• End of the proof.
We now use (29), (30), (38), (39) and (40) and, for some θ > 0, we get
|I| ≤ θ
∫ T
S
∫
∂ΩN
mν(|S(u)|2 + T (uT ) :T (uT ) + |∂νuν |2) dγ dt
+θ
∫ T
S
E(u, t) dt+
C
θ
∫ T
S
∫
∂ΩN
mν |u′|2 dγ dt+ CE(u, S) . (41)
Now, using (23) and (24), we get
σ(u) :(u) ≥ 2µ(|S(u)|2 + T (uT ) :T (uT ) + |∂νuν |2) .
Therefore, for every θ > 0 small enough,∫ T
S
∫
∂ΩN
mν
(−σ(u) :(u) + θ(|S(u)|2 + T (uT ) :T (uT ) + |∂νuν |2)) dγ dt ≤ 0 .
This completes the proof. 
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