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Resumo
Neste trabalho investiga-se os aspectos combinatoriais e alge´bricos da identidade
de Sherman no caso gene´rico. Obte´m-se fo´rmulas para o ca´lculo do nu´mero de classes
de equivaleˆncia de caminhos fechados na˜o perio´dicos sobre o grafo onde a identidade
esta´ definida e, com base nelas, uma nova prova da identidade e´ obtida. Ademais,
as poss´ıveis relac¸o˜es da identidade com as a´lgebras de Lie sa˜o elucidadas. Neste
contexto, prova-se que a identidade de Sherman e´ uma consequeˆncia da identidade
de Witt generalizada de uma a´lgebra de Lie.
vi
Abstract
In this work the combinatorial and algebraic aspects of Sherman identity are
investigated. The generic case of the identity is considered. Formulas for the cal-
culation of the number of classes of equivalence of non periodic closed paths on the
graph where the identity is defined are computed. On their basis, a new proof of
the identity is obtained. Moreover, the possible relations of the identity with Lie
algebras are elucidated. In this context, we prove that Sherman identity follows from
the generalizad Witt identity of a Lie algebra.
vii
Introduc¸a˜o
Nosso objetivo nesta dissertac¸a˜o sera´ o de investigar a estrutura matema´tica,
combinatorial e alge´brica, da identidade de Sherman e propor soluc¸o˜es para alguns
problemas ainda em aberto sobre o caso gene´rico desta identidade.
Na refereˆncia [22] Sherman menciona o caso na˜o trivial mais simples da identi-
dade. Essse caso, aparentemente mais simples, e´ considerado por ele para ilustrar
certos aspectos do caso geral, mais complicado.
Sherman coloca a questa˜o de se determinar o poss´ıvel significado alge´brico para a
identidade de Feynman, isto e´, sua poss´ıvel ligac¸a˜o com A´lgebras de Lie. O problema,
no entanto, na˜o foi resolvido por ele. Para tal, e´ necessa´rio calcular expoentes que
aparecem na igualdade e dar-lhes o devido significado alge´brico. Tais expoentes teˆm
importantes propriedades, relevantes para a existeˆncia da identidade.
Conve´m notar que na demonstrac¸a˜o geral da identidade de Feyman, por Loebl
[14], estas questo˜es na˜o sa˜o consideradas. Seus me´todos sa˜o outros e visam ta˜o so-
mente provar formalmente a identidade para qualquer grafo.
Nossas contribuic¸o˜es para os problemas em aberto estudados compreendem basi-
camente todos os teoremas e corola´rios que sa˜o apresentados no decorrer dos cap´ıtulos.
Esta dissertac¸a˜o esta´ organizada da seguinte forma:
No cap´ıtulo 1, sera˜o introduzidas definic¸o˜es ba´sicas da teoria dos grafos. As iden-
tidades de Feynman e Sherman, juntamente com os problemas a serem investigados,
sera˜o apresentadas.
No cap´ıtulo 2, os aspectos combinatoriais da identidade de Sherman sera˜o investi-
gados em detalhe. O problema de contagem das classes de equivaleˆncia de caminhos
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fechados na˜o perio´dicos sera´ resolvido. Com base na soluc¸a˜o, a identidade de Sher-
man sera´ provada.
No cap´ıtulo 3, trataremos da identidade e da fo´rmula de Witt. Alguns resulta-
dos combinatoriais a respeito da fo´rmula de Witt sera˜o demonstrados empregando os
me´todos do cap´ıtulo 2. Algumas definic¸o˜es e resultados ba´sicos sobre a´lgebras, rele-
vantes para entender o significado alge´brico da identidade e fo´rmula de Witt, sera˜o
revisados neste cap´ıtulo.
No cap´ıtulo 4, abordaremos os aspectos alge´bricos da identidade de Sherman e
estabeleceremos sua ligac¸a˜o com as a´lgebras de Lie. Empregaremos os resultados do
cap´ıtulo 2 em conjunto com uma importante proposic¸a˜o, devida a S. J. Kang e M.
H. Kim, [11] e [12], que generaliza a identidade de Witt.
Va´rios apeˆndices complementam os cap´ıtulos com informac¸o˜es adicionais rele-
vantes.
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Cap´ıtulo 1
Definic¸o˜es e Resultados Ba´sicos
Neste cap´ıtulo sera˜o introduzidos conceitos referentes a` teoria de grafos e definidos
elementos essenciais para enunciarmos as identidades de Feynman e Sherman. Tambe´m
apresentaremos os problemas que motivaram este trabalho e sua relevaˆncia. As re-
fereˆncias ba´sicas consultadas foram [5− 7], [14], [21− 23] e [24].
1.1 Grafos
Uma definic¸a˜o simples e geome´trica de um grafo e´ a seguinte:
Definic¸a˜o 1.1 Um grafo G e´ um conjunto de pontos, chamados ve´rtices, e linhas,
chamadas arestas, ligando pares de ve´rtices. Uma aresta com extremos no mesmo
ve´rtice e´ denominada lac¸o.
Definic¸a˜o 1.2 Um grafo G e´ conexo quando, dado um ve´rtice de G, e´ poss´ıvel chegar
a qualquer outro ve´rtice percorrendo arestas do grafo. Do contra´rio, o grafo tera´ mais
de uma componente e, por isso, e´ chamado de na˜o-conexo (ou desconexo).
Figura 1.1: Exemplos de grafos: (a) conexo e (b) desconexo
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Definic¸a˜o 1.3 Um grafo e´ chamado de planar se e´ poss´ıvel trac¸a´-lo no plano sem
que haja cruzamento de arestas. Do contra´rio, e´ chamado de na˜o planar. Os grafos
da Figura 1.1 sa˜o planares. Um exemplo de grafo na˜o planar e´ mostrado na Figura
1.2. Isto esta´ provado na refereˆncia [24].
Figura 1.2: Exemplo de grafo na˜o planar
Definic¸a˜o 1.4 Um grafo enumerado e orientado e´ um grafo cujas arestas sa˜o orien-
tadas e esta˜o numeradas com nu´meros i = 1, 2, ... , A, distintos , onde A e´ o nu´mero
de arestas do grafo. A numerac¸a˜o e a orientac¸a˜o das arestas sa˜o arbitra´rias, mas
fixadas para um grafo. A cada aresta i e´ tambe´m associado um paraˆmetro zi, real ou
complexo.
z
z
z
z
1
2
3
4
v v1 2
Figura 1.3: Exemplo de grafo enumerado e orientado
Definic¸a˜o 1.5 Um caminho fechado sobre um grafo G enumerado e orientado e´ uma
sequeˆncia ordenada de arestas de G onde cada uma comec¸a no ve´rtice onde a anterior
termina sendo que a u´ltima aresta da sequeˆncia termina onde a primeira comec¸a.
Sera˜o considerados apenas caminhos fechados sem retornos imediatos. Isso significa
que uma aresta, ao ser percorrida num sentido, na˜o e´ percorrida logo em seguida no
sentido contra´rio.
No texto, a expressa˜o “aresta percorrida por p” sera´ empregada para referir-se a uma
aresta da sequeˆncia ordenada de arestas que define p. Uma aresta na˜o e´ necessaria-
mente percorrida seguindo a orientac¸a˜o fixada para ela.
Definic¸a˜o 1.6 Um grafo e´ chamado de a´rvore se na˜o tem faces interiores.
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Figura 1.4: Exemplo de grafo do tipo a´rvore
Na sequeˆncia, grafos do tipo a´rvore na˜o sera˜o considerados, pois nesse tipo de grafo
qualquer caminho fechado tem retornos imediatos.
Um caminho fechado sobre um grafo enumerado e orientado tem uma representac¸a˜o
em termos de uma “palavra”, que definiremos em seguida.
Definic¸a˜o 1.7 Seja G um grafo com A arestas e um caminho p sobre G. Representa-
se p por uma “palavra” que codifica a sequeˆncia ordenada de arestas percorridas por
p e sua orientac¸a˜o. Uma palavra tem a seguinte forma geral:
D
ei1
i1
D
ei2
i2
... D
eil
il
(1.1)
onde ij ∈ {1, 2, ... , A}, ij 6= ij+1 e il 6= i1, para algum l. Os ı´ndices i1, ... , il indicam
a sequeˆncia das arestas percorridas por p na ordem(
i1, ... , i1︸ ︷︷ ︸, i2, ... , i2︸ ︷︷ ︸, ... , il, ... , il︸ ︷︷ ︸
)
(1.2)
|ei1 | vezes |ei2 | vezes |eil | vezes
Um expoente eij indica, atrave´s do seu sinal, o sentido em que a aresta ij e´ percorrida
e |eij | e´ o nu´mero de vezes que isso ocorre. Se eij < 0, a aresta e´ percorrida no
sentido contra´rio a` sua orientac¸a˜o. Se eij > 0, a aresta e´ percorrida no sentido de
sua orientac¸a˜o. Em geral, |eij | ≥ 1. O caso |eij | > 1 ocorre quando a aresta e´ um
lac¸o.
Exemplo 1.1 No grafo da Figura 1.3, um exemplo de caminho fechado e´:
p = D+11 D
+1
2 D
−3
4 D
−1
2 D
−1
3 (1.3)
Definic¸a˜o 1.8 O nu´mero
N =
l∑
j=1
|eij | (1.4)
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e´ chamado de comprimento da palavra ou do caminho que ela representa e l e´ o
comprimento da sequeˆncia Sl = (i1, ..., il).
Definic¸a˜o 1.9 Um caminho p e´ chamado perio´dico quando existe um nu´mero g ∈ N,
g > 1, tal que podemos escrever
p = (D
ei1
i1
D
ei2
i2
... D
eiα
iα
)g (1.5)
e
h = D
ei1
i1
D
ei2
i2
... D
eiα
iα
(1.6)
na˜o e´ perio´dico.
Exemplo 1.2 Um caminho perio´dico no grafo da Figura 1.3 e´, por exemplo,
p = D+11 D
−1
3 D
−1
4 D
+1
1 D
−1
3 D
−1
4 = (D
+1
1 D
−1
3 D
−1
4 )
2 (1.7)
Definic¸a˜o 1.10 Dado p da forma (1.1), o inverso de p e´, por definic¸a˜o, o caminho
p−1 = D
−eil
il
D
−eil−1
il−1
...D
−ei1
i1
(1.8)
Definic¸a˜o 1.11 O grau de um ve´rtice de G e´ o nu´mero de arestas ligadas a esse
ve´rtice. Havendo lac¸os no ve´rtice, conta-se duas arestas para cada lac¸o. Um subgrafo
de G que tem todos os ve´rtices de grau par e´ chamado de admiss´ıvel. (Ver Figura
1.5)
z 1
z 2
z3 z3
z z
z3
z
z2
2
G GG1 3G 2
1 1
Figura 1.5: Subgrafos admiss´ıveis de G: G1, G2, G3. O grafo G na˜o e´ admiss´ıvel.
Definic¸a˜o 1.12 Seja Ga ⊆ G um subgrafo admiss´ıvel. Defina
I(Ga) :=
∏
i∈Ga
zi (1.9)
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onde o produto´rio e´ sobre todas as arestas de Ga e,
E(G) := 1 +
∑
Ga⊆G
I(Ga) (1.10)
onde o somato´rio e´ sobre todos os subgrafos admiss´ıveis Ga ⊆ G. A func¸a˜o E(G) e´
um polinoˆmio chamado de polinoˆmio de Euler de G.
Exemplo 1.3 Para o grafo G da Figura 1.5, I(G1) = z2z3, I(G2) = z1z2 e I(G3) =
z1z3 e E(G) = 1 + z2z3 + z1z2 + z1z3
1.2 Sinal de um Caminho
Definic¸a˜o 1.13 Um caminho p tem associado a ele um sinal dado por
s(p) = (−1)V (p) (1.11)
onde
V (p) = 1 +
γ
2pi
(1.12)
e
γ
2pi
e´ o nu´mero de aˆngulos 2pi completos que um vetor tangente a p perfaz quando
a partir de qualquer aresta de p retorna a ela percorrendo p completamente uma
vez. Aˆngulos contados no sentido hora´rio sa˜o positivos e, no sentido anti-hora´rio,
negativos.
Exemplo 1.4 Considere o grafo da Figura 1.6:
z
z
z
z
z
z
z
z 1
2
3
4
5
6
7
8
Figura 1.6: Grafo orientado com 8 arestas e 7 ve´rtices
Seja p o caminho fechado:
p = D11D
1
2D
1
3D
1
4D
1
5D
1
6D
1
7D
1
8 (1.13)
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Nesse caso,
γ =
pi
2
−
pi
2
−
pi
2
−
pi
2
+
pi
2
+
pi
2
= 0 (1.14)
Assim
γ
2pi
= 0 e, portanto,
s(p) = (−1)1+0 = −1 (1.15)
Lema 1.1 Dado um caminho p perio´dico de per´ıodo ı´mpar g, o sinal de p e´ igual ao
da palavra na˜o perio´dica associada. Se o per´ıodo g de p for um nu´mero par, enta˜o o
sinal de p e´ negativo.
Demonstrac¸a˜o: Seja p = (h)g um caminho perio´dico com per´ıodo g e
s(h) = (−1)
γ
2pi
+1 (1.16)
o sinal de h. Enta˜o, o sinal de p e´
s(p) = (−1)g·
γ
2pi
+1 (1.17)
Como g e´ ı´mpar:
s(p) = (−1)g·
γ
2pi · (−1)1
= [(−1)g]
γ
2pi · (−1)1
= (−1)
γ
2pi · (−1)1
= (−1)
γ
2pi
+1 = s(h)
(1.18)
Se g e´ par, g ·
γ
2pi
e´ um nu´mero par. Logo g ·
γ
2pi
+1 e´ ı´mpar e portanto s(p) = −1.

Definic¸a˜o 1.14 Seja p um caminho sobre um grafo G. Defina o “peso” associado a
p por
WG(p) = s(p) · I(p) (1.19)
onde I(p) esta´ dado como na equac¸a˜o (1.9), pore´m, o produto´rio que define I(p) e´
sobre as arestas percorridas por p.
Definic¸a˜o 1.15 Dois caminhos p1 e p2 sa˜o equivalentes quando sa˜o permutac¸o˜es
circulares um do outro, como em p1 = D
ei1
i1
... D
eil
il
e p2 = D
eil
il
D
ei1
i1
... D
eil−1
il−1
, ou
inversa˜o, tal como p−11 = D
−eil
il
... D
−ei1
i1
. Caminhos equivalentes teˆm mesmo sinal
e peso W e constituem uma classe de equivaleˆncia. A classe de equivaleˆncia de um
caminho p sera´ indicada por [p].
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1.3 A Identidade de Feynman
Com base nas definic¸o˜es anteriores, enunciaremos a seguinte proposic¸a˜o, que esta-
belece uma identidade formal (ver Apeˆndice D, sec¸a˜o D.1) relacionando o polinoˆmio
de Euler com caminhos fechados na˜o perio´dicos sobre um grafo. A identidade recebe
o nome de Identidade de Feynman.
Proposic¸a˜o 1.1 Seja G um grafo plano, conexo, finito, enumerado e orientado e
E(G) o polinoˆmio de Euler de G. Enta˜o, tem-se a seguinte identidade formal
E(G) =
∏
[p]
(1 + WG([p])) (1.20)
O produto´rio e´ sobre as classes de equivaleˆncia de caminhos fechados na˜o perio´dicos,
sem retornos imediatos, sobre G.
Demonstrac¸a˜o: Ver refereˆncias [14], [21] e [23]. 
Segundo a refereˆncia [21], a identidade (1.20) foi primeiramente conjecturada pelo
f´ısico americano Richard Feynman (1918 - 1988), na de´cada de 50. Por isso a
identidade (1.20) passou a ser tambe´m chamada de Conjectura de Feynman ou
Identidade de Feynman. Originalmente, a conjectura apareceu em notas de aula
redigidas por Feynman, mas publicadas somente em 1972 no livro “Statistical Me-
chanics. A Set of Lectures” [7], onde Feynman ja´ cita a refereˆncia [21] (de 1960), na
qual sua conjectura foi provada.
A identidade de Feynman e´ parte central do formalismo combinatorial desen-
volvido por Kac, Ward e Feynman para o Modelo de Ising em duas dimenso˜es, em
Mecaˆnica Estat´ıstica. O modelo de Ising e o formalismo combinatorial desse modelo
sa˜o brevemente descritos no Apeˆndice A e, com maior riqueza de detalhes, nas re-
fereˆncias [5] e [7].
Em 1960, a Proposic¸a˜o 1.1 foi demonstrada por S. Sherman, [21] e [23], no caso
em que o grafo G tem ve´rtices de grau par, apenas, e no ma´ximo de grau 4. Contudo,
na refereˆncia [14] M. Loebl mostrou que a Proposic¸a˜o 1.1, va´lida para qualquer grafo
plano, e´ consequeˆncia direta do resultado de Sherman.
Na refereˆncia [21] Sherman tambe´m provou uma extensa˜o da identidade (1.20)
para o caso em que G e´ um grafo na˜o planar na forma de um toro. Recentemente,
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em 2004, M. Loebl [14] generalizou o resultado para quaisquer grafos na˜o planares.
Porquanto na˜o trabalharemos com grafos na˜o planares, apresentaremos aqui o resul-
tado de Loebl. Neste ponto, conve´m ler o Apeˆndice B antes de prosseguir.
Definic¸a˜o 1.16 Seja G um grafo conexo de genus (ou geˆnero) g > 0. Denote por
R(g) o conjunto de todos os vetores da forma (r1, r2, ..., r2g) onde rn ∈ {0, 1}. Defina
Wr([p]) = (−1)
r·a(p)W ([p]) (1.21)
onde r ∈ R(g) e a(p) = (k1, .., k2g) e´ o vetor cuja componente k2(i−1)+j e´ o nu´mero de
vezes que o caminho p percorre a ponte Bij (ver Apeˆndice B), j = 1, 2, i = 1, 2, ..., g
e r · a(p) denota o produto escalar de r por a(p).
Proposic¸a˜o 1.2 (M. Loebl) Se G e´ um grafo de genus g, enta˜o
E(G) = 2−g
∑
r∈R(g)
(−1)S(I−r)
∏
[p]
(1−Wr([p])) (1.22)
onde o produto´rio e´ sobre todas as classes de equivaleˆncia de caminhos fechados na˜o
perio´dicos de G, I e´ o vetor com as 2g componentes iguais a 1 e S(I− r) e´ o nu´mero
de i’s tais que o vetor I − r tem componentes (I − r)2i−1 = (I − r)2i = 1, i = 1, ..., g.
Demonstrac¸a˜o: Ver refereˆncia [14]. 
Exemplo 1.5 No caso g = 1:
R(1) = {(0, 0), (0, 1), (1, 0), (1, 1)}
I − r = (1, 1)− r ∈ {(1, 1), (1, 0), (0, 1), (0, 0)}
e S(1, 1) = 1, S(1, 0) = 0, S(0, 1) = 0 e S(0, 0) = 0.
1.4 A Identidade de Sherman
Na refereˆncia [21], Sherman menciona o caso na˜o trivial mais simples da identidade
de Feynman (1.20). Nesse caso, o grafo G tem um u´nico ve´rtice e dois lac¸os. Esse caso
e´ considerado por ele para ilustrar certos aspectos do caso geral, mais complicado.
O caso de um u´nico ve´rtice e uma u´nica aresta e´ trivial, pois um u´nico caminho na˜o
perio´dico e´ poss´ıvel com [p] = {D+1, D−1} e s([p]) = +1. O grafo tem um u´nico
10
subgrafo admiss´ıvel, o pro´prio grafo. Nesse caso, enta˜o,
∏
[p]
(1 + WG([p])) = 1 + z (1.23)
e
1 +
∑
Ga⊆G
I(Ga) = 1 + z (1.24)
Na refereˆncia [22], Sherman considera o caso em que G e´ um grafo com R arestas,
R > 1, e tem um u´nico ve´rtice (Figura 1.7).
z
z
z
z
1
2
3
R
Figura 1.7: Grafo GR orientado com R lac¸os
Neste caso, o polinoˆmio de Euler esta´ dado por
E(GR) = 1 +
∑
Ga⊆GR
I(Ga) = 1 +
R∑
i=1
zi +
R∑
i6=j
zizj + ... + z1z2z3...zR (1.25)
pois todo subgrafo de GR e´ admiss´ıvel, incluindo o pro´prio grafo.
Na˜o e´ dif´ıcil verificar que E(GR) pode ser expresso da seguinte forma:
E(GR) =
R∏
i=1
(1 + zi) (1.26)
Para R = 1,
E(GR) = (1 + z1) (1.27)
e, para R = 2,
E(GR) = 1 + z1 + z2 + z1z2 =
2∏
i=1
(1 + zi) (1.28)
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Suponha, por induc¸a˜o, que para R = k:
E(Gk) = 1 +
k∑
i=1
zi +
k∑
i6=j
zizj + ... + z1z2...zk =
k∏
i=1
(1 + zi) (1.29)
Para R = k + 1, o grafo GR passa a ter subgrafos admiss´ıveis adicionais que cor-
respondem aos termos da soma
zk+1 +
k∑
i=1
zizk+1 +
k∑
i6=j
zizjzk+1 + ... + z1z2...zkzk+1 (1.30)
que devera˜o ser adicionados ao polinoˆmio de Euler em (1.29). Podemos reescrever
(1.30) da seguinte forma
(
1 +
k∑
i=1
zi +
k∑
i6=j
zizj + ... + z1z2...zk
)
× zk+1 (1.31)
ou ainda, usando a hipo´tese de induc¸a˜o,
(
k∏
i=1
(1 + zi)
)
× zk+1 (1.32)
Logo,
E(Gk+1) =
k∏
i=1
(1 + zi) +
k∏
i=1
(1 + zi)zk+1 =
k+1∏
i=1
(1 + zi) (1.33)
provando (1.26).
Denotemos por mi, mi ≥ 0, i = 1, 2, ... , R, o nu´mero de vezes que um caminho
percorre a i - e´sima aresta de GR. Em geral, caminhos na˜o equivalentes podem
percorrer as mesmas arestas o mesmo nu´mero de vezes. Por exemplo, os caminhos
p1 = D
+1
1 D
+1
2 , p2 = D
+1
1 D
−1
2 , p3 = D
−1
1 D
+1
2 e p4 = D
−1
1 D
−1
2 percorrem as arestas 1 e
2 o mesmo nu´mero de vezes. Todos eles teˆm m1 = m2 = 1. Pore´m estes caminhos sa˜o
distintos. O caminho D+11 D
+1
2 , por exemplo, percorre as arestas 1 e 2 no sentido fixado
para as mesmas enquanto os demais fazem segundo outras orientac¸o˜es como esta´
indicado nos expoentes das palavras. Ademais, o sinal de um caminho ou e´ positivo
ou e´ negativo. Por exemplo, s(p1) = +1, s(p2) = −1, s(p3) = −1 e s(p4) = +1.
Isso sugere a classificac¸a˜o dos caminhos de acordo com o seu sinal e o nu´mero de
vezes que percorrem as arestas do grafo. Sejam N+(m1, ... ,mR) e N−(m1, ... ,mR)
os nu´meros de classes de equivaleˆncia de caminhos fechados na˜o perio´dicos com sinal
positivo e negativo, respectivamente, que percorrem as arestas 1, 2, ... , R o nu´mero
de vezes m1,m2, ... ,mR, mi ≥ 0, respectivamente.
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Podemos, enta˜o, expressar o produto´rio formal sobre caminhos na forma:
∏
[p]
(1 + WG([p])) =
∏
m1,... ,mR≥0
(1 + zm11 ... z
mR
R )
N+(m1,...,mR)(1− zm11 ... z
mR
R )
N−(m1,...,mR)
(1.34)
Substituindo os resultados (1.26) e (1.34) na identidade de Feynman (1.20) obte-
mos a seguinte identidade, que passamos a chamar de Identidade de Sherman:
∏
m1,...,mR≥0
(1 + zm11 ... z
mR
R )
N+(m1,...,mR)(1− zm11 ... z
mR
R )
N−(m1,...,mR) =
R∏
i=1
(1 + zi) (1.35)
Na refereˆncia [22], os fatores (1 + zi) aparecem com a poteˆncia 2, pois caminhos
inversos sa˜o inclu´ıdos.
1.5 Motivac¸o˜es
Na refereˆncia [22], Sherman chamou atenc¸a˜o para certas semelhanc¸as que exis-
tem entre a identidade (1.35) e outra identidade chamada de Identidade de Witt,
oriunda da teoria das A´lgebras de Lie. Esta identidade sera´ apresentada e discutida
em detalhes no Cap´ıtulo 3. Ver, por agora, as relac¸o˜es (3.2) a (3.6).
Sherman colocou o problema de se determinar o poss´ıvel significado alge´brico da
identidade (1.35) e dos nu´meros N+ e N− sem, contudo, resolveˆ-lo. Os nu´meros N+
e N− na˜o foram calculados explicitamente e a sua relac¸a˜o com a´lgebras na˜o foi eluci-
dada. Conve´m notar que na refereˆncia [14], onde Loebl demonstra a identidade geral
de Feynman (1.22), estas questo˜es tambe´m na˜o foram consideradas.
Nas refereˆncia [4], e mais recentemente na [6], estes problemas foram investigados
no caso na˜o gene´rico da identidade de Sherman, isto e´, tomando-se z1 = z2 = ... =
zR = z.
O objetivo do presente trabalho e´ investigar o caso gene´rico da identidade de
Sherman dada pela (1.35). A identidade, nesse caso, sera´ investigada em seus as-
pectos combinatoriais e alge´bricos. No cap´ıtulo 2 os expoentes N± sera˜o calculados
explicitamente e sua ligac¸a˜o com a´lgebras de Lie sera´ estabelecida no Cap´ıtulo 4. Os
me´todos empregados na soluc¸a˜o destes problemas, embora com bases nas refereˆncias
[4] e [6], apresentam modificac¸o˜es e simplificac¸o˜es cruciais para o tratamento do caso
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gene´rico da identidade de Sherman, combinatorialmente mais complicado.
Duas provas da identidade sa˜o fornecidas. Embora a prova da identidade de Sher-
man ja´ ser contemplada pela Proposic¸a˜o 1.1, julgamos importante apresentar aqui
provas desse caso especial, ja´ que elas aplicam e ilustram nossos resultados. Uma
delas, mais longa, a ser apresentada no cap´ıtulo 2, utiliza apenas as propriedades
combinatoriais dos nu´meros N±. A outra, a ser apresentada no cap´ıtulo 4, emprega
resultados oriundos da teoria das a´lgebras de Lie e estabelece que a identidade de
Sherman pode ser entendida algebricamente como uma consequeˆncia de uma identi-
dade de Witt generalizada associada a uma a´lgebra de Lie livre.
Cabe aqui fazer a seguinte observac¸a˜o sobre as razo˜es e relevaˆncia para o estudo
da identidade de Feynman, em geral, e a de Sherman em especial. O objetivo original
de Sherman e, mais recentemente, de Loebl, para provar a identidade de Feynman,
era generalizar o formalismo combinatorial do Modelo de Ising em duas dimenso˜es
(Apeˆndice A) para o caso de treˆs dimenso˜es, um problema ainda em aberto.
Nossa motivac¸a˜o ao estudar um caso especial, pore´m na˜o trivial, da identidade de
Feynman foi, principalmente, o de elucidar o aspecto alge´brico da identidade e con-
tribuir para uma melhor compreensa˜o da estrutura matema´tica da mesma. Segundo
Sherman [22], o entendimento mais aprofundado deste aspecto alge´brico no caso da
identidade de Feynman, pode ser importante na ana´lise do modelo de Ising em treˆs
dimenso˜es.
Uma continuac¸a˜o natural das ide´ias e resultados apresentados nesta dissertac¸a˜o
consistira´ em estende-los para o caso geral das identidades (1.20) e (1.22). Os re-
sultados do cap´ıtulo 2, em suas ide´ias principais, foram obtidos durante o Programa
Volunta´rio de Iniciac¸a˜o Cient´ıfica, desenvolvido no per´ıodo de agosto de 2005 a setem-
bro de 2006, apresentados nas Jornadas de Iniciac¸a˜o Cient´ıfica do IMPA em novembro
de 2006 e na refereˆncia [1].
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Cap´ıtulo 2
A Identidade de Sherman.
Aspectos Combinatoriais
O objetivo principal deste cap´ıtulo e´ determinar os expoentes N± na identidade
de Sherman
∏
m1,...,mR≥0
(1 + zm11 ... z
mR
R )
N+(m1,...,mR)(1− zm11 ... z
mR
R )
N−(m1,...,mR) =
R∏
i=1
(1 + zi) (2.1)
Vamos, em primeiro lugar, expressar a identidade de outra forma. Observe que
um produto igual ao do lado direito tambe´m ocorre no lado esquerdo da identidade.
Os caminhos com mi = 1 e mj = 0 se i 6= j, i = 1, 2, ..., R, tem sinal +1 e N+ = 1,
N− = 0 e contribuem com o fator
R∏
i=1
(1 + zi) (2.2)
A identidade de Sherman pode, enta˜o, ser expressa na forma equivalente seguinte:
∏
S 6=S′
(1 + zm11 ... z
mR
R )
N+(m1,...,mR)(1− zm11 ... z
mR
R )
N−(m1,...,mR) = 1 (2.3)
O produto´rio e´ sobre todas as sequeˆncias S de valores de m1,m2, ... ,mR distintas
daquelas em
S ′ = {(m1,m2, ... ,mR)|mi = 1,mj 6=i = 0, i, j = 1, ... , R} (2.4)
Denote por Gr um subgrafo de GR (Ver Figura 1.7, pag. 10) com r arestas, r =
2, 3, ..., R. Sejam i1, i2, ..., ir as arestas de Gr em ordem crescente de sua numerac¸a˜o.
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Podemos reescrever o produto´rio da equac¸a˜o (2.3) na forma:
R∏
r=2
∏
Gr
∏
S(Gr)
(1 + z
mi1
i1
... z
mir
ir
)θ+(mi1 ,...,mir )(1− z
mi1
i1
... z
miR
ir
)θ−(mi1 ,...,mir ) = 1 (2.5)
onde o segundo produto´rio e´ sobre todos os subgrafos Gr de GR com r arestas,
r = 2, 3, ... , R, e o terceiro produto´rio e´ sobre as sequeˆncias de valores de mi1 , mi2 ,...,
mir , em
S(Gr) = {(mi1 ,mi2 , ... ,mir)|mik > 0, k = 1, ..., r} (2.6)
Os expoentes θ±(mi1 , ... ,mir) e N±(m1, ... ,mR) sa˜o essencialmente os mesmos.
Adotou-se outra notac¸a˜o pois N±(m1, ... ,mR) em (2.3) e´ func¸a˜o dos R argumentos
m1, ... ,mR, que podem ser iguais a zero, com excec¸a˜o de pelo menos dois deles.
Sejam mi1 ,mi2 , ... ,mir os argumentos na˜o nulos em N±(m1, ... ,mR). Considerando
apenas r argumentos na˜o nulos, chame N±(mi1 , ... ,miR) de θ±(mi1 , ... ,mir), onde r
e´ o nu´mero de arestas de GR percorridas e que constituem um subgrafo Gr.
Para cada subgrafo Gr ⊆ GR, podemos classificar todos os caminhos p sobre Gr
de acordo com o seu comprimento N = mi1 + ... + mir . Dessa forma, o terceiro
produto´rio em (2.5) pode ser expresso por:
∞∏
N=r
∏
mi>0
mi1
+...+mir =N
(1 + z
mi1
i1
... z
mir
ir
)θ+(mi1 ,...,mir,N )(1− z
mi1
i1
... z
mir
ir
)θ−(mi1 ,...,mir,N ) (2.7)
Na sec¸a˜o 2.3 mostraremos que (2.7) e´ igual a 1, para cada r, provando a identi-
dade de Sherman. Na sec¸a˜o 2.1 derivaremos fo´rmulas para o ca´lculo dos expoentes
θ±(mi1 , ... ,mir). O me´todo de ca´lculo baseia-se na ana´lise combinatorial do conjunto
das palavras que representam caminhos fechados que percorrem todas as arestas do
subgrafo Gr.
2.1 Contagem de Caminhos
Um caminho de comprimento N que percorre todas as arestas de um grafo Gr de
GR (Figura 1.7) sera´ representado por uma palavra da forma
D
ej1
j1
D
ej2
j2
... D
ejl
jl
(2.8)
onde a sequeˆncia
Sl = (j1, ... , jl) (2.9)
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conte´m cada aresta de i1, i2, ..., ir de Gr pelo menos uma vez e satisfaz a condic¸a˜o
jk 6= jk+1, jk ∈ {i1, ..., ir}, jl 6= j1 (2.10)
A sequeˆncia informa quais arestas sa˜o percorridas e em que ordem.
O s´ımbolo Dej e´ chamado de bloco da palavra. O nu´mero l e´ chamado de
comprimento da sequeˆncia Sl. O comprimento do caminho e´ dado pelo nu´mero
N =
∑l
k=1 |ejk |, onde |ejk | e´ o nu´mero de vezes que o caminho percorre a aresta jk
no sentido dado pelo sinal de ejk .
Fixado N , as palavras poss´ıveis representando caminhos fechados que percorrem
todas as arestas de Gr esta˜o associadas a`s partic¸o˜es de N em r partes mik > 0,
k = 1, ..., r, satisfazendo
N = mi1 + ... + mir
sendo mi o nu´mero total de vezes que um caminho percorre a i-e´sima aresta de Gr
e, para a partic¸o˜es de mik em nik partes, sendo nik o nu´mero de vezes que a aresta ik
aparece em Sl e
∑
nik = l .
Por exemplo, no caso r = 2, l = 2k, k = 1, 2, ..., min{mi1 ,mi2} e ni1 = ni2 . Se
r ≥ 3, l = r, r+1, ..., N , pois um caminho percorre todas as arestas de Gr pelo menos
uma vez. No Apeˆndice C, fornecemos uma lista de todas as palavras para o caso
R = 2 e N = 2, 3, 4.
Em seguida, provaremos o seguinte resultado:
Lema 2.1 Dado Gr ⊆ GR, seja Kr(l,mi1 , ... ,mir)o nu´mero de palavras de compri-
mento N = mi1 + ...+mir , com os valores de l,mi1 , ... ,mir fixados. Esse nu´mero, que
inclui palavras na˜o perio´dicas e perio´dicas, suas inverso˜es e permutac¸o˜es circulares,
esta´ dado pela fo´rmula
Kr(l; mi1 , ... ,mir) = 2
l
∑
{Sl}
r∏
k=1
(
mik − 1
nik − 1
)
(2.11)
onde nik e´ o nu´mero de ocorreˆncias da aresta ik na sequeˆncia Sl. A somato´ria e´
sobre todas as sequeˆncias Sl de comprimento l. Convenciona-se que o s´ımbolo de
combinac¸a˜o se anula se nik > mik .
Demonstrac¸a˜o: Seja nik o nu´mero de vezes que a aresta ik ocorre numa sequeˆncia
Sl = (j1, ... , jl). O nu´mero
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(
mik − 1
nik − 1
)
(2.12)
conta o nu´mero de partic¸o˜es de mik em nik partes positivas (Ver Apeˆndice D, Lema
D.1) de modo que o produto destes para k = 1, ..., r, multiplicado por 2l, e´ o nu´mero
total de palavras que se pode formar, representando caminhos que percorrem mi1
vezes a aresta i1, ... , mir vezes a aresta ir de Gr, de todas as maneiras poss´ıveis
consoante a sequeˆncia Sl. O fator 2
l indica que ha´ duas possibilidades de sinal, + ou
−, para cada expoente numa palavra. Em seguida, soma-se sobre todas as poss´ıveis
sequeˆncias Sl, com mesmo comprimento l, observando, contudo, que na lista destas
sequeˆncias pode haver algumas que podem ter nik > mik para algum ik. Por esta
raza˜o, convencionamos que se uma sequeˆncia tem nik > mik , (2.12) e´ igual a zero.

Exemplo 2.1 Casos N = 2, 3, 4. Para r = R = 2 e r = R = 3 as sequeˆncias
relevantes sa˜o:
{S2} = {(1 2), (2 1)}
{S3} = {(1 2 3), (1 3 2), (2 1 3), (2 3 1), (3 1 2), (3 2 1)}
{S4} = {(1 2 1 3), (1 2 3 2), (1 3 1 2), (1 3 2 3), (2 1 3 1), (2 3 2 1), (2 1 2 3), (2 3 1 3),
(3 1 2 1), (3 2 1 2), (3 2 3 1), (3 1 3 2)}
Para o caso r = R = 2:
(a) N = 2
m1 = m2 = 1, l = 2, {S2} = {(1 2), (2 1)}
K2(2; 1, 1) = 2
2
∑
{S2}
(
m1 − 1
n1 − 1
)(
m2 − 1
n2 − 1
)
= 8
(b) N = 3
m1 = 1, m2 = 2, l = 2: K2(2; 1, 2) = 8
m1 = 2, m2 = 1, l = 2: K2(2; 2, 1) = 8
(c) N = 4
m1 = 1, m2 = 3, l = 2: K2(2; 1, 3) = 8
m1 = 3, m2 = 1, l = 2: K2(2; 3, 1) = 8
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m1 = 2, m2 = 2, l = 2, 4: K2(2; 2, 2) = 8 e K2(4; 2, 2) = 32
Os resultados acima listados apresentam conformidade com o Apeˆndice C: note,
por exemplo, que K2(4; 2, 2) e´ o nu´mero de elementos nas classes de equivaleˆncia
[D−11 D
+1
2 D
+1
1 D
+1
2 ], [D
+1
1 D
−1
2 D
+1
1 D
+1
2 ], [D
−1
1 D
−1
2 D
+1
1 D
+1
2 ], [D
+1
1 D
+1
2 D
+1
1 D
+1
2 ] e
[D−11 D
+1
2 D
−1
1 D
+1
2 ].
Exemplo 2.2 Caso r = R = 3, N = 4, m1 = m2 = 1 e m3 = 2, l = 3, 4. Neste caso,
temos explicitamente:
K3(3; 1, 1, 2) = 2
3
∑
{S3}
(
0
n1 − 1
)(
0
n2 − 1
)(
1
n3 − 1
)
= 48
e
K4(4; 1, 1, 2) = 2
4
∑
{S4}
(
0
n1 − 1
)(
0
n2 − 1
)(
1
n3 − 1
)
Nesse caso, as sequeˆncias (1 2 1 3), (1 3 1 2), (2 1 3 1), (3 1 2 1) tem n1 = 2 e as
sequeˆncias (1 2 3 2), (2 3 2 1), (2 1 2 3), (3 2 1 2) tem n2 = 2. Para estas sequeˆncias,(
0
1
)
= 0
Restam as sequeˆncias (1 3 2 3), (2 3 1 3), (3 2 3 1), (3 1 3 2) resultando:
K4(4; 1, 1, 2) = 2
4 · 4 = 64
Exemplo 2.3 Caso r = R = 3, l = 3, N = 3 e m1 = m2 = m3 = 1.
As sequeˆncias relevantes sa˜o as {S3}, ja´ listadas anteriormente. Obtemos
K3(3; 1, 1, 1) = 2
3 · 6 = 48
O nu´mero K3(3; 1, 1, 1) e´ a quantidade de elementos nas classes [D
+1
1 D
+1
2 D
+1
3 ], [D
−1
1 D
+1
2
D+13 ], [D
+1
1 D
−1
2 D
+1
3 ], [D
+1
1 D
+1
2 D
−1
3 ], [D
−1
1 D
−1
2 D
+1
3 ], [D
−1
1 D
+1
2 D
−1
3 ], [D
+1
1 D
−1
2 D
−1
3 ] e
[D−11 D
−1
2 D
−1
3 ].
Teorema 2.1 O nu´mero Kr(l; mi1 , ...,mir) de palavras na˜o perio´dicas, mais suas
inverso˜es e permutac¸o˜es circulares, e´ dado por:
Kr(l,mi1 , ...,mir) =
∑
g|l,mi1 ,...,mir
µ(g)2
l
g
∑
{S l
g
}
r∏
k=1

 mikg − 1
tik − 1

 (2.13)
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onde tik e´ o nu´mero de ocorreˆncias da aresta ik em S l
g
e µ e´ a func¸a˜o de Mo¨bius
(Ver Apeˆndice E).
Demonstrac¸a˜o: No conjunto das Kr(l; mi1 , ...,mir) palavras ha´ o subconjunto das
palavras na˜o perio´dicas, que inclui inverso˜es e permutac¸o˜es circulares. Vamos denotar
por K(l; mi1 , ...,mir) o nu´mero de elementos desse subconjunto.
As demais palavras incluem aquelas que sa˜o perio´dicas, se houver, suas inverso˜es
e permutac¸o˜es circulares, tendo como poss´ıveis per´ıodos os divisores comuns de l e
mi1 , ...,mir . Seja g um desses per´ıodos. As palavras com esse per´ıodo sa˜o da forma
(D
ej1
j1
D
ej2
j2
...D
ejα
jα
)g (2.14)
onde α =
l
g
, sendo D
ej1
j1
D
ej2
j2
...D
ejα
jα
uma palavra associada a` partic¸a˜o
mi1
g
,...,
mir
g
e
com comprimento
N
g
.
O nu´mero de palavras perio´dicas com per´ıodo g mais suas inverso˜es e permutac¸o˜es
circulares e´ igual ao nu´mero Kr
( l
g
;
mi1
g
, ...,
mir
g
)
de palavras na˜o perio´dicas, que as
formam. Portanto, podemos expressar o nu´mero K(l; mi1 , ...,mir) como:
Kr(l; mi1 , ...,mir) =
∑
g|l,mi1 ,...,mir
Kr(
l
g
;
mi1
g
, ...,
mir
g
) (2.15)
onde a soma e´ sobre os divisores comuns g de l e mi1 , ...,mir .
Aplicando a Transformada Inversa de Mo¨bius (Ver Apeˆndice E) a` fo´rmula (2.15)
resulta que
Kr(l; mi1 , ...,mir) =
∑
g|l,mi1 ,...,mir
µ(g)Kr(
l
g
,
mi1
g
, ...,
mir
g
) (2.16)
Substituindo (2.11) na (2.16) obtemos (2.13).

Exemplo 2.4 Casos r = R = 2 e N = 2, 3, 4.
(a) N = 2
m1 = m2 = 1, l = 2
K2(2; 1, 1) =
∑
g|2,1,1
µ(g)K2
(2
g
;
1
g
,
1
g
)
= µ(1)K2(2; 1, 1) = K2(2; 1, 1)
= 8
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(b) N = 3
m1 = 1, m2 = 2, l = 2: K2(2; 1, 2) = K2(2; 1, 2) = 8
m1 = 2, m2 = 1, l = 2: K2(2; 2, 1) = K2(2; 2, 1) = 8
(c) N = 4
m1 = 1, m2 = 3, l = 2: K2(2; 1, 3) = K2(2; 1, 3) = 8
m1 = 3, m2 = 1, l = 2: K2(2; 3, 1) = K2(2; 3, 1) = 8
m1 = 2, m2 = 2 e l = 2:
K2(2; 2, 2) =
∑
g|2,2,2
µ(g)K2
(2
g
;
2
g
,
2
g
)
= K2(2; 2, 2)−K2(1; 1, 1)
= K2(2; 2, 2) = 8
onde K2(1; 1, 1) = 0 pois na˜o sa˜o poss´ıveis palavras com l = 1 no caso em que r = 2
No caso l = 4:
K2(4; 2, 2) =
∑
g|4,2,2
µ(g)K2
(4
g
;
2
g
,
2
g
)
= K2(4; 2, 2)−K2(2; 1, 1)
= 32− 8 = 24
pois µ(2) = −1.
Em conformidade com a tabela do Apeˆndice C, o nu´mero K2(2; 1, 1) e´ igual ao
nu´mero de elementos nas classes [D+11 D
+1
2 ], [D
+1
1 D
−1
2 ]; K2(2; 1, 2) e K2(2; 2, 1) sa˜o
iguais ao nu´mero de elementos em [D+11 D
+2
2 ], [D
+1
1 D
−2
2 ] e [D
+2
1 D
+1
2 ], [D
+2
1 D
−1
2 ], res-
pectivamente.
Da mesma forma, K2(2; 1, 3) e´ o nu´mero de elementos nas classes [D
+1
1 D
+3
2 ] e
[D+11 D
−3
2 ]. Analogamente, podemos interpretar K2(2; 2, 2) como o nu´mero de ele-
mentos nas classes de equivaleˆncia [D+21 D
−2
2 ] e [D
−2
1 D
+2
2 ], e K2(4; 2, 2), o nu´mero de
elementos em [D−11 D
+1
2 D
+1
1 D
+1
2 ], [D
+1
1 D
−1
2 D
+1
1 D
+1
2 ] e [D
−1
1 D
−1
2 D
+1
1 D
+1
2 ].
Exemplo 2.5 Caso r = R = 3, N = 3, m1 = m2 = m3 = 1.
K3(3; 1, 1, 1) = K3(3; 1, 1, 1) = 48
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Como no Apeˆndice C, K3(3; 1, 1, 1) e´ o nu´mero total de elementos nas classes
[D+11 D
+1
2 D
+1
3 ], [D
−1
1 D
+1
2 D
+1
3 ], [D
+1
1 D
−1
2 D
+1
3 ], [D
+1
1 D
+1
2 D
−1
3 ], [D
−1
1 D
−1
2 D
+1
3 ], [D
−1
1 D
+1
2
D−13 ], [D
+1
1 D
−1
2 D
−1
3 ] e [D
−1
1 D
−1
2 D
−1
3 ].
Teorema 2.2 O nu´mero θ de classes de equivaleˆncia de caminhos fechados na˜o
perio´dicos de comprimento N ≥ r que percorrem mi1 vezes a aresta i1,...,mir vezes a
aresta ir de Gr ⊆ GR, satisfazendo mi1 + ... + mir = N , e´ dado por:
θ(mi1 , ...,mir) =
∑
g|mi1 ,...,mir
µ(g)
g
F(
mi1
g
, ...,
mir
g
) (2.17)
onde
F
(mi1
g
, ...,
mir
g
)
=
1
2
N
g∑
a=r
2a
a
∑
{Sa}
r∏
k=1

 mikg − 1
tik − 1

 (2.18)
se r ≥ 3; e, se r = 2 :
F
(mi1
g
,
mi2
g
)
=
M/g∑
a=1
22a
2a

 mi1g − 1
a− 1



 mi2g − 1
a− 1

 (2.19)
onde M = min{mi1 ,mi2}.
Demonstrac¸a˜o: Pelo teorema anterior,
Kr(l,mi1 , ...,mir) =
∑
g|l,mi1 ,...,mir
µ(g)Kr
( l
g
,
mi1
g
, ...,
mir
g
)
(2.20)
onde Kr esta´ dado por (2.11) O nu´mero Kr ainda inclui permutac¸o˜es circulares e
inverso˜es que precisam ser eliminadas. Para eliminar as inverso˜es dividimos por 2.
Para eliminar permutac¸o˜es circulares dividimos a equac¸a˜o (2.20) por l e somamos
sobre os poss´ıveis valores de l. Consideremos o caso r ≥ 3. Dessa forma, somando
sobre l = r, ..., N , obtemos o nu´mero θ(mi1 , ...,mir) de classes de equivaleˆncia de
caminhos na˜o perio´dicos:
θ(m
i1
, ...,mir) =
1
2
N∑
l=r
Kr(l,mi1 , ...,mir )
l
(2.21)
Substituindo (2.20) em (2.21),
θ(m
i1
, ...,mir) =
1
2
N∑
l=r
1
l
∑
g|l,mi1 ,...,mir
µ(g)2
l
g
∑
{S l
g
}
r∏
k=1

 mikg − 1nik
g
− 1

 (2.22)
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Podemos reescrever a (2.22) somando, primeiro, sobre os divisores comuns de
mi1 , ...,mir . Fixado g, em seguida soma-se sobre os valores de l que sa˜o mu´ltiplos de
g. Sejam l = ag, e
nik
g
= tik . Como l = r, r + 1, ..., N , se r ≥ 3, enta˜o
r
g
≤ a ≤
N
g
,
mas, a menos que g = 1, na˜o e´ admiss´ıvel ter a < r pois todas as arestas do grafo
devem ser percorridas. Logo, devemos ter r ≤ a ≤
N
g
. O resultado (2.17-2.18) segue.
No caso em que r = 2, l e´ par e, para cada l, apenas a sequeˆncia da forma
(i1i2i1i2...i1i2) e´ poss´ıvel com ni1 = ni2 =
l
2
. Tomando l = 2a, a = 1, 2, ...,M =
min{mi1 ,mi2}, segue o resultado (2.19).
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Exemplo 2.6 Casos r = R = 2, N = 2, 3, 4.
(a) N = 2
θ(1, 1) = F(1, 1) = 2
(b) N = 3
θ(1, 2) = F(1, 2) = 2
θ(2, 1) = F(2, 1) = 2
(c) N = 4
θ(1, 3) = F(1, 3) = 2
θ(3, 1) = F(3, 1) = 2
θ(2, 2) =
∑
g|2,2
µ(g)
g
F
(2
g
,
2
g
)
= F
(2
1
,
2
1
)
−
1
2
F
(2
2
,
2
2
)
Calculando, obtemos que F(2, 2) = 6 e F(1, 1) = 2, donde segue que
θ(2, 2) = 5
Conforme esta´ explicitado no Apeˆndice C, as cinco classes de equivaleˆncia que cor-
respondem a θ(2, 2) sa˜o:
[D+21 D
+2
2 ], [D
+2
1 D
−2
2 ], [D
−1
1 D
+1
2 D
+1
1 D
+1
2 ], [D
+1
1 D
−1
2 D
+1
1 D
+1
2 ] e [D
−1
1 D
−1
2 D
+1
1 D
+1
2 ].
Exemplo 2.7 Caso r = R = 3, N = 3, m1 = m2 = m3 = 1. Aplicando as fo´rmulas
(2.17) e (2.18) obtemos
θ(1, 1, 1) = 8
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2.2 Ca´lculo de θ+ e θ−
Nesta sec¸a˜o, consideraremos o sinal de um caminho e as classes de equivaleˆncia
de caminhos de acordo com seu sinal. Obteremos fo´rmulas para o ca´lculo do nu´mero
de classes de equivaleˆncia de caminhos fechados na˜o perio´dicos com sinal positivo,
θ+, e com sinal negativo θ−.
Considere o conjunto de todas as palavras poss´ıveis (isto e´, incluindo as na˜o
perio´dicas, as perio´dicas se houver, permutac¸o˜es circulares e as inverso˜es) de com-
primento N , N ≥ r, sobre Gr. Examinando esse conjunto, por exemplo, no caso
r = R = 2 e N = 2, 3, 4 (ver tabela do Apeˆndice C) observa-se que para cada N ,
metade de todas as palavras tem sinal positivo e a outra metade tem sinal negativo.
Se fixarmos os valores de m1 e m2 tais que m1 + m2 = N , verifica-se o mesmo na
lista das palavras que teˆm esses valores de m1 e m2.
Vamos supor, no que segue, que essa propriedade de equil´ıbrio dos sinais (PES)
e´ va´lida para todo N e para todo r quando se considera a lista completa de palavras.
Em geral, no ca´lculo de θ+ e θ−o equil´ıbrio dos sinais se perdera´ quando tivermos
palavras perio´dicas que sa˜o ou so´ positivas ou so´ negativas, ja´ que essas devera˜o ser
subtra´ıdas. Por exemplo, para N = 4, (ver lista no Apeˆndice C), todas as palavras
perio´dicas sa˜o negativas.
Examinando a tabela do Apeˆndice C no caso N = 4, ha´ quatro palavras perio´dicas
que sa˜o:
(D+11 D
+1
2 )
2 (D−11 D
+1
2 )
2
(D−11 D
−1
2 )
2 (D+11 D
−1
2 )
2 (2.23)
Observe que, para conta´-las basta contar as palavras na˜o perio´dicas necessa´rias
para sua formac¸a˜o que sa˜o, nesse caso, as quatro palavras na˜o perio´dicas de compri-
mento N = 2: D+11 D
+1
2 , D
−1
1 D
+1
2 , D
+1
1 D
−1
2 e D
−1
1 D
−1
2 . Isso vale em geral.
As observac¸o˜es acima sa˜o importantes na prova do seguinte resultado.
Teorema 2.3 Suponha que qualquer uma das condic¸o˜es abaixo e´ satisfeita:
(a) mi1 + mi2 + ... + mir < 2r;
(b) mi1 ,mi2 , ... ,mir sa˜o todos iguais a um nu´mero primo ı´mpar;
(c) mi1 ,mi2 , ... ,mir sa˜o coprimos;
(d) mi1 ,mi2 , ... ,mir na˜o sa˜o todos pares;
(e) mi1 ,mi2 , ... ,mir sa˜o todos ı´mpares.
Enta˜o, os nu´meros θ± satisfazem a seguinte relac¸a˜o:
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θ−(mi1 ,mi2 , ... ,mir , N) = θ+(mi1 ,mi2 , ... ,mir , N) (2.24)
Demonstrac¸a˜o: Observamos que para facilitar os ca´lculos na demonstrac¸a˜o, es-
creveremos N no argumento de θ±, N = mi1 + ... + mir .
(a) Uma palavra tem comprimento mi1 + mi2 + ... + mir = N ≥ r. Se N < 2r a
palavra na˜o pode ser perio´dica, pois para ser perio´dica, ela precisa ter um compri-
mento que e´ mu´ltiplo de r e ter um per´ıodo g ≥ 2, ou seja, seu comprimento precisa
ser N ≥ 2r. Como na˜o existem palavras perio´dicas com comprimento N < 2r para
serem descartadas, enta˜o no conjunto de todas as palavras de comprimento N < 2r,
metade das palavras teˆm sinal positivo e metade das palavras tem sinal negativo
mesmo depois de exclusa˜o de permutac¸o˜es circulares e inverso˜es. Logo θ+ = θ−.
(b) Se mi1 ,mi2 , ... ,mir sa˜o todos iguais a um nu´mero primo ı´mpar m, enta˜o 1 e m
sa˜o os seus u´nicos divisores comuns. Nesse caso as palavras perio´dicas teˆm per´ıodo
ı´mpar g = m. Pelo Lema 1.1, o sinal de uma palavra perio´dica com per´ıodo ı´mpar
e´ igual ao sinal da subpalavra na˜o perio´dica associada. O nu´mero de subpalavras
associadas com sinal positivo e´ dado por
θ+(1, ..., 1, r) (2.25)
que e´ tambe´m o nu´mero de palavras perio´dicas positivas. Do mesmo modo, o nu´mero
de subpalavras associadas com sinal negativo e´ dado por
θ−(1, ..., 1, r) (2.26)
que e´ tambe´m o nu´mero de palavras perio´dicas negativas. Por (a) esses nu´meros sa˜o
iguais, implicando no resultado.
(c) Nesse caso, g = 1 e´ o u´nico divisor comum de mi1 ,mi2 , ... ,mir . Enta˜o na˜o exis-
tem palavras perio´dicas associadas a esses nu´meros. Pela PES, segue que θ+ = θ−.
(d) Sejam 1, g1, ..., gt os divisores comuns de mi1 ,mi2 , ... ,mir e k1, k2 a quantidade
dos m′is que sa˜o pares e ı´mpares, respectivamente.
Suponha que k2 e´ um nu´mero par. Nesse caso mi1 + mi2 + ... + mir = N e´ um
nu´mero par. Suponha que N ≥ 2r. Denote por N1 = 2r, N2 = 2r + 2,...,os nu´meros
pares maiores ou iguais a 2r em ordem crescente. Considere as palavras perio´dicas
com per´ıodo gj e comprimento N = N1. Desde que gj e´ ı´mpar, o sinal de uma
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palavra perio´dica e´ igual ao sinal da subpalavra na˜o perio´dica associada. O nu´mero
de palavras perio´dicas com sinal ± e´ dado por
θ±(α1,j , ..., αr,j , α1) (2.27)
onde α1 := N1/gj. Mas θ+ = θ− porque α1 < 2r e pelo item (a). Isso implica que
θ+(mi1 , ... ,mir , N1) = θ−(mi1 , ... ,mir , N1) (2.28)
Usando induc¸a˜o vamos supor que o mesmo resultado vale tambe´m para N = N2, ..., Nk.
Seja N = Nk+1. Considere as palavras perio´dicas com per´ıodo gj e comprimento
N = Nk+1. Desde que gj e´ ı´mpar, o sinal de uma palavra perio´dica e´ igual ao sinal
da subpalavra perio´dica associada. O nu´mero de palavras perio´dicas com sinal ± e´
dado por
θ±(α1,j , ..., αr,j , αk+1) (2.29)
onde αk+1 := Nk+1/gj. Mas θ+ = θ− pois ou αk+1 < 2r ou αk+1 = Nβ que e´ par para
algum β = 1, 2, ..., k . Isso implica que
θ+(mi1 , ... ,mir , Nk+1) = θ−(mi1 , ... ,mir , Nk+1) (2.30)
Suponha que k2 e´ um nu´mero ı´mpar. Nesse caso, mi1 + mi2 + ... + mir = N e´ um
nu´mero ı´mpar. Denote por N1 = 2r + 1, N1 = 2r + 3, ..., os nu´meros ı´mpares
maiores que 2r em ordem crescente. Comec¸ando com N = N1, considere as palavras
perio´dicas com per´ıodo gj e comprimento N = N1. Novamente, desde que gj e´ ı´mpar,
o sinal da palavra perio´dica e´ igual ao sinal da subpalavra perio´dica associada. O
nu´mero de palavras perio´dicas com sinal ± e´ dado por
θ±(α1,j , ..., αr,j , α1) (2.31)
onde α1 = N1/gj. As subpalavras na˜o perio´dicas associadas teˆm comprimento N1/g
que e´ um nu´mero ı´mpar e N1/gj < 2r. Enta˜o θ+ = θ− e o resultado segue. Suponha
que o resultado vale para N2, ..., Nk. Como no caso anterior, usando induc¸a˜o, prova-
mos que a igualdade (2.24) e´ va´lida para N = Nk+1.
(e) Desde que mi1 ,mi2 , ... ,mir sa˜o todos ı´mpares, seus divisores comuns tambe´m
o sa˜o. Vamos chama´-los de 1, g1, ..., gt. Suponha que r e´ ı´mpar. Nesse caso mi1 +
mi2 + ...+mir = N e´ um nu´mero ı´mpar. Denote por Nk > 2r, k = 1, 2, ... os nu´meros
ı´mpares em ordem crescente. Como antes, aplicando induc¸a˜o, prova-se o resultado.
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Quando r e´ par, N e´ um nu´mero par. Nesse caso deve-se aplicar induc¸a˜o para a
sequeˆncia Nk > 2r, k = 1, 2, ... de nu´meros pares.

Interessa-nos, agora, obter uma fo´rmula para θ+(mi1 , ...,mir), o nu´mero de classes
de equivaleˆncia de caminhos na˜o perio´dicos com sinal positivo, e θ−(mi1 , ... ,mir),
no caso em que mi1 , ...,mir sa˜o todos pares.
Teorema 2.4 O nu´mero de classes de equivaleˆncia de caminhos fechados na˜o perio´dicos
de comprimento N ≥ r com sinal positivo que percorre mi1 vezes a aresta i1,...,mir
vezes a aresta ir de Gr ⊆ GR, mi1 + ... + mir = N e´ dado por:
θ+(mi1 ,mi2 , ... ,mir) =
∑
gi|mi1 ,...,mir
µ(g)
g
G
(mi1
g
, ...,
mir
g
)
(2.32)
onde a soma e´ sobre todos os divisores comuns ı´mpares gi de mi1 , ...,mir , µ(g) e´ a
func¸a˜o de Mo¨bius definida no Apeˆndice E e
G =
F
2
(2.33)
onde F esta´ dado no Teorema 2.2. Se mi1 , ...,mir sa˜o todos nu´meros pares, enta˜o
θ−(mi1 ,mi2 , ... ,mir) = θ+(mi1 ,mi2 , ... ,mir)− θ+(
mi1
2
,
mi2
2
, ... ,
mir
2
) (2.34)
Demonstrac¸a˜o: Primeiramente, suponha que todos os divisores comuns de mi1 , ...,mir
sa˜o ı´mpares. Nesse caso, os nu´meros mi1 , ...,mir se enquadram nas condic¸o˜es do teo-
rema anterior. Pelo Teorema 2.2,
θ(mi1 , ...,mir) =
∑
gi|mi1 ,...,mir
µ(g)
g
F
(mi1
g
, ...,
mir
g
)
(2.35)
onde a somato´ria e´ sobre os divisores comuns ı´mpares gi de mi1 , ...,mir .
Como θ = θ+ + θ− e θ+ = θ−, pelo teorema anterior segue que θ = 2θ+. Logo:
θ+ =
1
2
∑
gi|mi1 ,...,mir
µ(g)
g
F (2.36)
Se os nu´meros mi1 , ...,mir sa˜o todos pares, novamente, θ+ e´ dado por (2.36).De
fato, neste caso, os mi’s teˆm divisores comuns que sa˜o nu´meros pares, mas pelo
Lema 1.1 palavras perio´dicas com per´ıodo par teˆm sinal negativo. Enta˜o, somente os
divisores ı´mpares sa˜o relevantes para obter θ+.
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A raza˜o pela qual se deve ter um fator 1/2, tambe´m nesse caso, e´ que quando
consideramos o conjunto de todos as palavras poss´ıveis representando caminhos, de
um dado comprimento, que percorrem mi1 , ...,mir vezes as arestas de Gr, metade
tem sinal positivo e metade teˆm sinal negativo pela (PES). Para contar a metade
positiva, necessitamos do fator 1/2.
Vamos agora calcular θ− no caso par. Escreva:
θ =
∑
gi|mi1 ,...,mir
µ(g)
g
F +
∑
gp|mi1 ,...,mir
µ(g)
g
F (2.37)
onde a segunda somato´ria e´ sobre os divisores pares gp comuns de mi1 , ...,mir .
Usando (2.36) segue que:
θ = 2θ+ +
∑
gp|mi1 ,...,mir
µ(g)
g
F (2.38)
Agora, usando que θ = θ+ + θ−, segue que
θ− = θ+ +
∑
gp|mi1 ,...,mir
µ(g)
g
F (2.39)
Agora, os divisores relevantes pares sa˜o {2n} onde n sa˜o os divisores comuns
ı´mpares de mi1 , ...,mir . Para os outros divisores poss´ıveis, µ(2
jn) = 0, j ≥ 2. Usando
que µ(2n) = −µ(n), a somato´ria sobre os divisores pares e´ igual a
∑
gp|mi1 ,...,mir
µ(g)
g
F =
∑
{2n}|mi1 ,...,mir
µ(2n)
2n
F
(mi1
2n
, ...,
mir
2n
)
=
∑
n
∣∣∣mi12 ,..., mir2
µ(2n)
2n
F
(mi1
2n
, ...,
mir
2n
)
= −
1
2
∑
n
∣∣∣mi12 ,..., mir2
µ(n)
n
F
(mi1
2n
, ...,
mir
2n
)
= −θ+
(mi1
2
, ...,
mir
2
)
(2.40)
provando (2.34).

Exemplo 2.8 Tabela de valores para θ+(mi1 ,mi2) e θ−(mi1 ,mi2) nos casos r = R = 2
e N = 2, 3, 4.
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N = 2 θ+(1, 1) = 1 θ−(1, 1) = 1
θ+(1, 2) = 1 θ−(1, 2) = 1
N = 3
θ+(2, 1) = 1 θ−(2, 1) = 1
θ+(1, 3) = 1 θ−(1, 3) = 1
N = 4 θ+(3, 1) = 1 θ−(3, 1) = 1
θ+(2, 2) = 3 θ−(2, 2) = 2
Tabela 2.1: Valores para θ+(mi1 ,mi2) e θ−(mi1 ,mi2)
No Apeˆndice C fornecemos uma lista de classes de equivaleˆncia contadas por θ±
nos casos acima.
Exemplo 2.9 No caso r = R = 3, N = 3, m1 = m2 = m3 = 1:
θ+(1, 1, 1) = 4
θ−(1, 1, 1) = 4
2.3 Prova da Identidade de Sherman
Nesta sec¸a˜o a identidade de Sherman e´ provada atrave´s de argumentos combina-
toriais. Para isso, foram essencialmente utilizadas as relac¸o˜es entre θ+ e θ− obtidas
anteriormente. Para deixar a notac¸a˜o mais simples usaremos nesta sec¸a˜o a notac¸a˜o
m1, ... ,mr no lugar de mi1 , ... ,mir .
Teorema 2.5 Para cada r ∈ {2, 3, ... R},
∞∏
N=r
∏
mi>0∑
mi=N
(1 + zm11 ... z
mr
r )
θ+(m1, ... ,mr,N)(1− zm11 ... z
mr
r )
θ−(m1, ... ,mr ,N) = 1 (2.41)
Demonstrac¸a˜o: Defina
Q(z, r) :=
∞∏
N=r
Q(N) (2.42)
onde z representa z1, z2, ..., zr,
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Q(N) =
∏
mi>0∑
mi=N
F (m,N) (2.43)
onde m representa m1, ...,mr, e
F (m,N) = (1 + zm11 ... z
mr
r )
θ+(m,N)(1− zm11 ... z
mr
r )
θ−(m,N) (2.44)
Vamos organizar o produto´rio (2.42) da seguinte forma:
Q(z, r) =
∏
p
Q(p)
∏
N
′
Q(N
′
)
∏
n
′
Q(n
′
) (2.45)
O primeiro produto´rio e´ sobre todos os nu´meros primos p, o segundo e´ sobre todos
os pares N
′
6= 2, e o terceiro e´ sobre todos os nu´meros ı´mpares na˜o primos. Como
2 e´ primo, ele e´ inclu´ıdo no primeiro produto´rio. O segundo produto´rio pode ser
organizado da seguinte forma abaixo. Lembrando que sendo N
′
um nu´mero par e da
foram 2jk, com j ∈ N∗ e k ı´mpar, enta˜o:
∏
N
′
6=2
Q(N
′
) =
∏
j≥1
∏
p
Q(2jp)
∏
j≥1
∏
n
′
Q(2jn
′
) (2.46)
com 2jp > 2, p primo, e n
′
ı´mpar na˜o primo. Substituindo (2.46) na relac¸a˜o (2.45)
obtemos
Q(z, r) = (Q1)j≥0 · (Q2)j≥0 (2.47)
onde
(Q1)j≥0 :=
∏
p
Q(p)
∏
j≥1
Q(2jp) (2.48)
(Q2)j≥0 :=
∏
n
′
Q(n
′
)
∏
j≥1
Q(2jn
′
) (2.49)
Afirmamos que (Q1)j≥0 = (Q2)j≥0 = 1. Isso sera´ provado por induc¸a˜o em j,
aplicando os Teoremas 2.3 e 2.4.
I. (Q1)j≥0 = 1
Primeiramente mostraremos que os fatores com j = 0 e j = 1 se cancelam.
As partic¸o˜es de um primo p em r partes sa˜o coprimas. Nesse caso, pelo Teorema
2.3,
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θ+(m, p) = θ−(m, p) (2.50)
de forma que
Q(p) =
∏
mi>0∑
mi=p
(1− z2m11 ... z
2mr
r )
θ+(m,p) (2.51)
Observe que os fatores com j = 0 foram cancelados. Dito de outra forma, as poteˆncias
z1, ..., zr sa˜o 2m1, ..., 2mr e
∑
2mi = 2
1p. Vamos, agora, mostrar que Q(p), dado
pela (2.51), e´ cancelado por fatores associados a Q(2p), onde j = 1.
Temos que:
Q(2p) =
∏
ai>0∑
ai=2p
F (a, 2p) (2.52)
Consideremos, primeiramente, o caso em que r e´ par.
Nesse caso, o conjunto dos ai
′s, cuja soma e´ 2p, pode ser decomposto em treˆs
subconjuntos que sa˜o os seguintes:
• {ai}1 tal que os nu´meros ai sa˜o naturais pares;
• {ai}2 tal que os nu´meros ai sa˜o naturais ı´mpares;
• {ai}3 tal que os nu´meros ai sa˜o naturais que teˆm paridade distinta.
Note que para o caso em que r e´ par, o conjunto {ai}3 apresenta em igual quan-
tidade nu´meros pares e ı´mpares. Observe ainda que se r = 2, {ai}3 na˜o ocorre, pois
na˜o seria poss´ıvel obter uma soma par. Esse caso foi analisado na refereˆncia [6].
Portanto, no caso em que r e´ par e r 6= 2, obtemos:
Q(2p) =
∏
{ai}1
F (a, 2p)
∏
{ai}2
F (a, 2p)
∏
{ai}3
F (a, 2p) (2.53)
Fazendo ai = 2mi obtemos para o primeiro produto´rio que:
∏
{ai}1
F (a, 2p) =
∏
mi>0∑
mi=p
(1 + z2m11 ... z
2mr
r )
θ+(2m,2p)(1− z2m11 ... z
2mr
r )
θ−(2m,2p) (2.54)
Nesse caso, pelo Teorema 2.4:
θ−(2m, 2p) = θ+(2m, 2p)− θ+(m, p). (2.55)
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Desse modo:
∏
{ai}1
F (a, 2p) =
∏
mi>0∑
mi=p
(1− z2
2m1
1 ... z
22mr
r )
θ+(2m,2p)(1− z2m11 ... z
2mr
r )
−θ+(m,p) (2.56)
Para os outros dois produto´rios obtemos, tambe´m, que
∏
{ai}2
F (a, 2p) =
∏
{ai}2
(1− z2a11 ...z
2ar
r )
θ+(a,2p) (2.57)
e
∏
{ai}3
F (a, p) =
∏
{ai}3
(1− z2a11 ...z
2ar
r )
θ+(a,2p), (2.58)
pois pelo Teorema 2.3, nesses casos,
θ+(a, 2p) = θ−(a, 2p). (2.59)
Reunindo os resultados (2.58), (2.57), (2.56) e (2.51), concluimos que
Q(p) ·Q(2p) =
∏
mi>0∑
mi=p
(1− z2m11 ... z
2mr
r )
θ+(m,p)×
∏
mi>0∑
mi=p
(1− z2
2m1
1 ... z
22mr
r )
θ+(2m,2p)(1− z2m11 ... z
2mr
r )
−θ+(m,p)×
∏
{ai}2
(1− z2a11 ... z
2ar
r )
θ+(a,2p)
∏
{ai}3
(1− z2a11 ... z
2ar
r )
θ+(a,2p)
(2.60)
Simplificando,
Q(p) ·Q(2p) =
∏
mi>0∑
mi=p
(1− z2
2m1
1 ... z
22mr
r )
θ+(2m,2p)×
∏
{ai}2
(1− z2a11 ... z
2ar
r )
θ+(a,2p)
∏
{ai}3
(1− z2a11 ... z
2ar
r )
θ+(a,2p)
(2.61)
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Fazendo 2mi = ai no primeiro produto´rio obtemos que
∏
mi>0∑
mi=p
(1− z2
2m1
1 ... z
22mr
r )
θ+(2m,2p) =
∏
{ai}1
(1− z2a11 ... z
2ar
r )
θ+(a,2p) (2.62)
Pode-se, agora, reunir os treˆs produto´rios num so´ que inclui todos os casos:
Q(p) ·Q(2p) =
∏
ai>0∑
ai=2p
(1− z2a11 ... z
2ar
r )
θ+(a,2p) (2.63)
Segue-se, enta˜o, que:
(Q1)j≥0 =
∏
p
∏
ai>0∑
ai=2p
(1− z2a11 ...z
2ar
r )
θ+(a,2p)
∏
j≥2
Q(2jp) (2.64)
Denote por (Q1)j≥2 o lado direito de (2.64). Comparando este u´ltimo resultado
com o lado direito da (2.48) verifica-se que todos os fatores com j = 0 e j = 1 se
cancelaram, isto e´, as poteˆncias de z1, ..., zr sa˜o da forma 2a1, ..., 2ar, e
∑
2ai
= 22p.
Por isso, indica-se
(Q1)j≥0 = (Q1)j≥2 (2.65)
Suponha, como hipo´tese de induc¸a˜o, que
(Q1)j≥2 = (Q1)j≥x (2.66)
onde
(Q1)j≥x =
∏
p
∏
ai>0∑
2x−2ai=2
x−1p
(1− z2
x−1a1
1 ... z
2x−1ar
r )
θ+(2x−2a,2x−1p)
∏
j≥x
Q(2jp) (2.67)
ou seja, todos os fatores ate´ j = x− 1 se cancelam. Provaremos agora que,
(Q1)j≥x = (Q1)j≥x+1 (2.68)
Procedendo como na (2.53), fazemos a seguinte decomposic¸a˜o:
Q(2xp) =
∏
{ai}1
F (2x−1a, 2xp)
∏
{ai}2
F (2x−1a, 2xp)
∏
{ai}3
F (2x−1a, 2xp) (2.69)
Analisemos o primeiro produto´rio onde
∏
{ai}1
F (2x−1a, 2xp) =
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∏
{ai}1
(1 + z2
x−1a1
1 ... z
2x−1ar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
θ−(2x−1a,2xp) (2.70)
Fazendo ai = 2mi : ∏
{ai=2mi}1
F (2xm, 2xp) =
∏
{ai=2mi}1
(1 + z2
xm1
1 ... z
2xmr
r )
θ+(2xm,2xp)(1− z2
xm1
1 ... z
2xmr
r )
θ−(2xm,2xp) (2.71)
Pelo Teorema 2.4:
θ−(2
xm, 2xp) = θ+(2
xm, 2xp)− θ+(2
x−1m, 2x−1p) (2.72)
Logo, ∏
{ai=2mi}1
F (2xm, 2xp) =
∏
{ai=2mi}1
(1− z2
x+1m1
1 ... z
2x+1mr
r )
θ+(2xm,2xp)(1− z2
xm1
1 ... z
2xmr
r )
−θ+(2x−1m,2x−1p) (2.73)
ou ainda, ∏
{ai}1
F (2x−1a, 2xp) =
∏
{ai}1
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p) (2.74)
Analogamente: ∏
{ai}2
F (2x−1a, 2xp) =
∏
{ai}2
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p) (2.75)
e
∏
{ai}3
F (2x−1a, 2xp) =
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∏
{ai}3
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p) (2.76)
Logo,
Q(2xp) =
∏
ai>0∑
2x−2ai=2
x−1p
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1−z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2m,2x−1p)
(2.77)
Desse modo,
(Q1)j≥x =
∏
p
∏
ai>0∑
2x−2ai=2
x−1p
(1− z2
x−1a1
1 ... z
2x−1ar
r )
θ+(2x−2a,2x−1p)×
∏
ai>0∑
2x−1ai=2
xp
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1−z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p)
∏
j≥x+1
Q(2jp)
(2.78)
Simplificando,
(Q1)j≥x =
∏
p
∏
ai>0∑
2x−1ai=2
xp
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)
∏
j≥x+1
Q(2jp) (2.79)
completando a induc¸a˜o. Concluimos que (Q1)j≥0 = 1.
Considere, agora, o caso em que r e´ ı´mpar. Como no caso anterior temos (2.51).
Agora analisaremos Q(2jp) para j = 1.
Como r e´ ı´mpar, e´ poss´ıvel a seguinte decomposic¸a˜o:
• {ai}1 tal que os nu´meros ai sa˜o naturais pares;
• {ai}3 tal que os nu´meros ai sa˜o naturais que teˆm paridade distinta.
Note que em {ai}3 a quantidade c de nu´meros ı´mpares deve superar a quantidade
d de nu´meros pares tal que c−d seja um mu´ltiplo de dois. No entanto, quando d > c
na˜o ha´ restric¸o˜es para a quantidade d de nu´meros pares.
Assim podemos reescrever Q(2p) como:
Q(2p) =
∏
{ai}1
F (a, 2p)
∏
{ai}3
F (a, 2p) (2.80)
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onde
∏
{ai}1
F (a, 2p) =
∏
ai>0∑
ai=2p
(1 + za11 ... z
ar
r )
θ+(a,2p)(1− za11 ... z
ar
r )
θ−(a,2p) (2.81)
Usando o Teorema 2.4:
∏
{ai=2mi}1
F (a, 2p) =
∏
mi>0∑
2mi=2p
(1− z2
2m1
1 ... z
22mr
r )
θ+(2m,2p)(1− z2m11 ... z
2mr
r )
−θ+(m,p)
=
∏
{ai}1
(1− z2a11 ...z
2ar
r )
θ+(a,2p)(1− za11 ...z
ar
r )
−θ+(
a
2
,p)
(2.82)
e
∏
{ai}3
F (a, 2p) =
∏
ai>0∑
ai=2p
(1− z2a11 ... z
2ar
r )
θ+(a,2p) (2.83)
Pela (2.51),
Q(p) =
∏
{ai}1
(1− za11 ...z
ar
r )
θ+(
a
2
,p) (2.84)
Enta˜o,
Q(p) ·Q(2p) =
∏
{ai}1
(1− z2
1a1
1 ... z
21ar
r )
θ+(a,2p)
∏
{ai}3
(1− z2
1a1
1 ... z
21ar
r )
θ+(a,2p)
=
∏
ai>0∑
ai=2p
(1− z2a11 ... z
2ar
r )
θ+(a,2p)
(2.85)
Portanto, os fatores com j = 0 e j = 1 se cancelaram, isto e´, as poteˆncias de
z1, ..., zr que permanecem sa˜o da forma 2a1, ..., 2ar, e
∑
2ai = 2
2p.
Suponha agora, por hipo´tese de induc¸a˜o, que todos os fatores ate´ j = x − 1 sa˜o
cancelados, e
(Q1)j≥x =
∏
p
∏
ai>0∑
2x−2ai=2
x−1p
(1− z2
x−1a1
1 ... z
2x−1ar
r )
θ+(2x−2,2x−1p)
∏
j≥x
Q(2jp) (2.86)
Provaremos em seguida que,
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(Q1)j≥x = (Q1)j≥x+1 (2.87)
Procedendo como antes,
Q(2xp) =
∏
{ai}1
F (2x−1a, 2xp)
∏
{ai}3
F (2x−1a, 2xp) (2.88)
onde ∏
{ai}1
F (2x−1a, , 2xp) =
∏
{ai}1
(1 + z2
x−1a1
1 ... z
2x−1ar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
θ−(2x−1a,2xp) (2.89)
Fazendo ai = 2mi : ∏
{ai=2mi}1
F (2xm, 2xp) =
∏
{ai=2mi}1
(1 + z2
xm1
1 ... z
2xmr
r )
θ+(2xm,2xp)(1− z2
xm1
1 ... z
2xmr
r )
θ−(2xm,2xp) (2.90)
Pelo Teorema 2.4,
θ−(2
xm, 2xp) = θ+(2
xm, 2xp)− θ+(2
x−1m, 2x−1p) (2.91)
Logo, ∏
{ai=2mi}1
F (2xm, 2xp) =
∏
{ai=2mi}1
(1− z2
x+1m1
1 ... z
2x+1mr
r )
θ+(2xm,2xp)(1− z2
xm1
1 ... z
2xmr
r )
−θ+(2x−1m,2x−1p) =
∏
{ai}1
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p)
(2.92)
Analogamente, ∏
{ai}3
F (2x−1a, 2xp) =
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(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p) (2.93)
Reunindo os resultados (2.93) e (2.92), obtemos,
Q(2xp) =
∏
ai>0∑
2x−1ai=2
xp
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a1,2xp)(1− z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p)
(2.94)
que implica
(Q1)j≥x =
∏
p
∏
ai>0∑
2x−2ai=2
x−1p
(1− z2
x−1a1
1 ... z
2x−1ar
r )
θ+(2x−2a,2x−1p)×
∏
ai>0∑
2x−1ai=2
xp
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)(1−z2
x−1a1
1 ... z
2x−1ar
r )
−θ+(2x−2a,2x−1p)
∏
p
∏
j≥x+1
Q(2jp)
(2.95)
Simplificando, obtemos:
(Q1)j≥x =
∏
ai>0∑
2x−1ai=2
xp
(1− z2
xa1
1 ... z
2xar
r )
θ+(2x−1a,2xp)
∏
p
∏
j≥x+1
Q(2jp) (2.96)
Comparando o lado direito da (2.96) com a (2.86), conclu´ımos que
(Q1)j≥x = (Q1)j≥x+1 (2.97)
II.(Q2)j≥0 = 1.
Temos que
(Q2)j≥0 =
∏
n ′
Q(n ′)
∏
j≥1
Q(2jn ′) (2.98)
onde o primeiro produto´rio e´ sobre os nu´meros ı´mpares na˜o primos.
Primeiro analisaremos o caso em que r e´ par. Da (2.43),
Q(n ′) =
∏
ai>0∑
ai=n
′
F (a, n ′) (2.99)
Sendo r par e n ′ ı´mpar, ai ∈ {ai}3, apenas, onde {ai}3 e´ conjunto dos naturais
de paridade distinta, salvo que a quantidade c de nu´meros ı´mpares deve superar a
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quantidade d de nu´meros pares e c − d na˜o pode ser um mu´ltiplo de 2. No entanto
na˜o podemos ter c = d e d > c, pois a soma seria par.
Logo, pelo Teorema 2.3:
∏
{ai}3
F (a, 2n ′) =
∏
{ai}3
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′) (2.100)
Considere agora o produto Q(2n ′). Como na (2.53) decompomos o produto na
forma:
Q(2n ′) =
∏
{ai}1
F (a, n ′)
∏
{ai}2
F (a, 2n ′)
∏
{ai}3
F (a, n ′) (2.101)
onde {ai}1,{ai}2,{ai}3 sa˜o definidas como na (2.53)
Aplicando o Teorema 2.3, procedendo de maneira ana´loga ao caso (Q1)j ≥ 0,
Q(n ′)Q(2n ′) =
∏
ai>0∑
ai=2n
′
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′) (2.102)
e
(Q2)j ≥ 0 =
∏
n ′
Q(n ′).Q(2n ′)
∏
j≥2
Q(2jn ′)
=
∏
n ′
∏
ai>0∑
ai=2n
′
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′)
∏
n ′
∏
j≥2
Q(2jn ′)
(2.103)
Provamos, assim, que todos os fatores com j = 0 e j = 1 se cancelam, isto e´, as
poteˆncias de z1, ..., zr que permanecem sa˜o da forma 2a1, ..., 2ar com
∑
2ai = 2
2n ′.
Analogamente ao caso anterior utiliza-se induc¸a˜o para mostrar que os demais
fatores se cancelam de forma que obtemos (Q2)j≥0 = 1, no caso r par. Por esta
raza˜o, na˜o repetiremos o ca´lculo.
Analisaremos agora o caso em que r e´ ı´mpar. Nesse caso,
Q(n ′) =
∏
{ai}2
F (a, n ′)
∏
{ai}3
F (a, n ′) (2.104)
tal que {ai}3 possui uma quantidade c de nu´meros ı´mpares e uma quantidade d de
nu´meros pares com c > d e de forma que c − d na˜o e´ mu´ltiplo de 2. Aplicando o
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Teorema 2.3, temos:
Q(n ′) =
∏
{ai}2
(1− z2a11 ...z
2ar
r )
θ+(a,n ′)
∏
{ai}3
(1− z2a11 ...z
2ar
r )
θ+(a,n ′)
=
∏
ai>0∑
ai=2n
′
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′)
(2.105)
Por outro lado,
Q(2n ′) =
∏
{ai}1
F (a, 2n ′)
∏
{ai}3
F (a, 2n ′)
=
∏
{ai}1
(1 + za11 ...z
ar
r )
θ+(a,2n ′)(1− za11 ...z
ar
r )
θ+(a,2n ′)−θ+(
a
2
,n ′)
×
∏
{ai}3
(1 + za11 ...z
ar
r )
θ+(a,2n ′)(1− za11 ...z
ar
r )
θ+(a,2n ′)
(2.106)
onde aplicamos o Teorema 2.4.
Simplificando,
Q(2n ′) =
∏
{ai}1
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′)(1− za11 ...z
ar
r )
−θ+(
a
2
,n ′)
×
∏
{ai}3
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′)
=
∏
ai>0∑
ai=2n
′
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′)
∏
{ai}1
(1− za11 ...z
ar
r )
−θ+(
a
2
,n ′)
(2.107)
No segundo produto´rio, como ai e´ par, podemos substituir ai por 2ai e absorver
o produto´rio no primeiro.
Dessa forma:
Q(2n ′) =
∏
ai>0∑
ai=2n
′
= (1− z2a11 ...z
2ar
r )
θ+(a,2n ′)(1− z2a11 ...z
2ar
r )
−θ+(a,n ′) (2.108)
e
Q(n ′)Q(2n ′) =
∏
ai>0∑
ai=2n
′
= (1− z2a11 ...z
2ar
r )
θ+(a,2n ′) (2.109)
Portanto,
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(Q2)j≥0 =
∏
n ′
∏
ai>0∑
ai=2n
′
(1− z2a11 ...z
2ar
r )
θ+(a,2n ′)
∏
j≥2
Q(2jn ′) (2.110)
Prova-se, por induc¸a˜o, que (Q2)j≥0 = 1. Novamente, o ca´lculo e´ ideˆntico a`quele
feito para (Q1)j≥0 = 1 e, por isso, na˜o o repetiremos aqui.
Portanto (Q1)j≥0 = (Q2)j≥0 = 1, o que prova a igualdade (2.41).

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Cap´ıtulo 3
A Identidade de Witt
Na refereˆncia [23], Sherman chama a atenc¸a˜o para certas semelhanc¸as que existem
entre a identidade
∏
m1,...,mR≥0
(1 + zm11 ...z
mR
R )
N+(1− zm11 ...z
mR
R )
N− =
R∏
i=1
(1 + zi) (3.1)
e a identidade de Witt, que motivaram nosso trabalho. Por esta raza˜o, dedicamos
este cap´ıtulo ao estudo dos aspectos combinatoriais e alge´bricos desta identidade,
descoberta por W. E. Witt no contexto das a´lgebras de Lie [25].
A identidade de Witt consiste na seguinte relac¸a˜o formal envolvendo as varia´veis
z1, ..., zR: ∏
m1,...,mR≥0
(1− zm11 ...z
mR
R )
M(m1,...,mR) = 1−
R∑
i=1
zi (3.2)
onde
M(m1, ...,mR) =
1
N
∑
g|m1,...,mR
µ(g)
(N
g
)
!(m1
g
)
!...
(mR
g
)
!
(3.3)
sendo N = m1 + ... + mR > 0 e µ a func¸a˜o de Mo¨bius, definida no Apeˆndice E.
Um caso especial desta identidade, tambe´m chamada de identidade de Witt, e´
obtido tomando-se z1 = ... = zR na (3.2):
∞∏
N=1
(1− zN)M(N) = 1−Rz (3.4)
onde
M(N) =
1
N
∑
g|N
µ(g)R
N
g (3.5)
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satisfaz
M(N) =
∑
mi≥0
m1+...+mR=N
M(m1, ...,mR) (3.6)
De fato, o membro direito de (3.6) e´ igual a
∑
mi≥0
m1+...+mR=N
1
N
∑
g|m1,...,mR
µ(g)
(N
g
)
!(m1
g
)
!...
(mR
g
)
!
=
=
1
N
∑
g|N
µ(g)
∑
mi≥0
m1+...+mR=N
(N
g
)
!(m1
g
)
!...
(mR
g
)
!
(3.7)
Pelo Teorema Multinomial [3], a segunda somato´ria e´ igual a R
N
g provando a
igualdade (3.6).
As relac¸o˜es (3.3) e (3.5) sa˜o chamadas de fo´rmulas de Witt. As fo´rmulas de
Witt teˆm inu´meras aplicac¸o˜es em ana´lise combinato´ria e a´lgebra. Para um estudo
recente onde estas aplicac¸o˜es sa˜o mencionadas ver a refereˆncia [16].
3.1 Propriedades Combinatoriais
A fo´rmula (3.5) tambe´m recebe o nome de Polinoˆmio do Colar, de acordo com
a refereˆncia [16]. A raza˜o para este nome e´ dada pela seguinte proposic¸a˜o:
Proposic¸a˜o 3.1 Considere um colar com N contas pintadas com cores escolhidas de
um conjunto de R cores distintas, com N ≥ R. Seja mi1 ,mi2 , ...,miR uma partic¸a˜o de
N , ou seja, mi1+mi2+...+miR = N e mi ≥ 0, onde mi e´ o nu´mero de contas pintadas
com a i-e´sima cor i = 1, ..., R. O nu´mero de colorac¸o˜es na˜o perio´dicas poss´ıveis das
N contas associadas a` partic¸a˜o acima e´ dado pela fo´rmula (3.3). Levando-se em
conta todas as partic¸o˜es, o nu´mero total e´ dado pela (3.5).
Demonstrac¸a˜o: Empregaremos os me´todos de contagem do cap´ıtulo anterior. Seja
r ≤ R o nu´mero de cores distintas com as quais o colar sera´ pintado. Vamos indica´-
las por i1, i2, ..., ir e respectivamente, por mi1 > 0,..., mir > 0 o nu´mero total de
contas pintadas com cada cor. Vamos representar uma colorac¸a˜o do colar por uma
“palavra”da forma
D
ej1
j1
D
ej2
j2
...D
ejl
jl
(3.8)
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onde Sl = (j1, j2, ..., jl), com jk 6= jk+1, jl 6= j1, jk ∈ {i1, i2, ..., ir}, e´ a sequeˆncia
arbitra´ria das r cores na colorac¸a˜o. Cada cor aparece pelo menos uma vez numa
sequeˆncia. O expoente ej e´ o nu´mero de contas adjacentes pintadas com a mesma
cor j. Portanto, ej > 0.
Numa sequeˆncia, uma cor i aparece ni ≥ 1 vezes. Os expoentes respectivos
formam uma partic¸a˜o de mi. Ale´m disso, a soma de todos os expoentes e´ igual a
N . Denote por θc(mi1 , ...,mir) o nu´mero de colorac¸o˜es na˜o perio´dicas associadas a
mi1 , ...,mir . O ca´lculo de θc e´ ana´logo ao de θ no Teorema 2.2 e, por isso, na˜o o
repetiremos aqui. O resultado e´ o seguinte:
θc(mi1 , ...,mir) =
∑
g|mi1 ,...,mir
µ(g)
g
F(
mi1
g
, ...,
mir
g
) (3.9)
Se r = 2,
F
(mi1
g
,
mi2
g
)
=
M/g∑
a=1
1
a

 mi1g − 1
a− 1



 mi2g − 1
a− 1

 (3.10)
onde M = min{mi1 ,mi2}.
Se r ≥ 3,
F
(mi1
g
, ...,
mir
g
)
=
N
g∑
a=r
1
a
∑
{Sa}
r∏
k=1

 mikg − 1
nik − 1

 (3.11)
Comparando estes resultados com as fo´rmulas (2.18) e (2.19) do cap´ıtulo 2, nota-se
que (3.10) e (3.11) diferem daquelas pela auseˆncia dos fatores
22a
2
e
2a
2
, respectiva-
mente. Isso se deve ao fato de que todos os expoentes numa palavra (3.8) serem
positivos. Ale´m do mais, o sentido fixado (anti-hora´rio) das sequeˆncias evita in-
verso˜es.
Consideramos, em primeiro lugar, o caso r = 2.
Sem perda de generalidade, suponha mi1 ≤ mi2 .
Chame
mi1
g
= A e
mi2
g
= B. Temos que
A∑
a=1
1
a
(
A− 1
a− 1
)(
B − 1
a− 1
)
=
1
AB
A∑
a=1
a
(
A
a
)(
B
a
)
(3.12)
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Aplicando a identidade obtida na refereˆncia [3],
A∑
a=1
a
(
A
a
)(
B
a
)
= A
(
A + B − 1
A
)
(3.13)
obtemos
F(A,B) =
1
AB
A
(
A + B − 1
A
)
=
(A + B − 1)!
A!B!
(3.14)
Portanto, no caso r = 2, e lembrando que A + B =
N
g
,
θc(mi1 ,mi2) =
∑
g|mi1 ,mi2
µ(g)
g
(N
g
− 1
)
!(mi1
g
)
!
(mi2
g
)
!
=
1
N
∑
g|mi1 ,mi2
µ(g)
(N
g
)
!(mi1
g
)
!
(mi2
g
)
!
(3.15)
No caso r ≥ 3, e´ conveniente definir
mi1
g
= A1,...,
mir
g
= Ar,
N
g
= M e
I =
∑
Ai>0
A1+...+Ar=M
F(A1, ..., Ar) (3.16)
Em seguida, subtitua (3.11) em (3.16):
I =
M∑
a=r
1
a
∑
{Sa}
∑
Ai>0
A1+...+Ar=M
r∏
i=1
(
Ai − 1
ni − 1
)
(3.17)
Aplicando o Lema D.2 do Apeˆndice D, obtemos
I =
M∑
a=r
1
a
∑
{Sa}
(
M − 1
a− 1
)
=
M∑
a=r
1
a
(
M − 1
a− 1
)
r wr(a) (3.18)
onde
r wr(a) =
r∑
j=1
(−1)r+j
(
r
j
)
(j − 1)a + (−1)a+r (3.19)
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e´ o nu´mero de sequeˆncias em {Sa}. Este u´ltimo resultado foi derivado na ref. [6].
Nesse caso, podemos escrever
I =
r∑
j=1
(−1)r+j
(
r
j
)
M∑
a=1
1
a
(
M − 1
a− 1
)
(j − 1)a
+
M∑
a=1
1
a
(
M − 1
a− 1
)
(−1)a+r (3.20)
onde
M∑
a=1
1
a
(
M − 1
a− 1
)
(j − 1)a =
1
M
M∑
a=1
(
M
a
)
(j − 1)a =
jM − 1
M
(3.21)
e
M∑
a=1
1
a
(
M − 1
a− 1
)
(−1)a+r =
1
M
M∑
a=1
(
M
a
)
(−1)a+r =
(−1)r+1
M
(3.22)
do que resulta
I =
1
M
r∑
j=1
(−1)r+j
(
r
j
)
jM (3.23)
Pela refereˆncia [3], sabemos que os nu´meros de Stirling do segundo tipo S(M, r) esta˜o
definidos pela fo´rmula
S(M, r) =
1
r!
r∑
k=0
(−1)k
(
r
k
)
(r − k)M (3.24)
Fazendo r − k = j, nessa fo´rmula, obtemos:
S(M, r) =
1
r!
r∑
j=0
(−1)r+j
(
r
j
)
(j)M (3.25)
Dessa forma,
I =
r!
M
S(M, r) (3.26)
Os nu´meros de Stirling do segundo tipo satisfazem a seguinte relac¸a˜o (ref. [3]):
∑
Ai>0
A1+...+Ar=M
M !
A1! ... Ar!
= r! S(M, r) (3.27)
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Comparando (3.26), (3.27) e (3.16) conclu´ımos que:
F(A1, ... , Ar) =
1
M
∑
Ai>0
A1+...+Ar=M
M !
A1! ... Ar!
(3.28)
Retornando a` notac¸a˜o anterior, enta˜o:
θc(mi1 , ... ,mir) =
∑
g|mi1 ,...,mir
µ(g)
g
1
N
g
(N
g
)
!(mi1
g
)
! ...
(mir
g
)
!
=
1
N
∑
g|mi1 ,...,mir
µ(g)
(N
g
)
!(mi1
g
)
! ...
(mir
g
)
!
(3.29)
Logo, θc(mi1 , ... ,mir) = M(mi1 , ... ,mir).
Podemos estender os resultados (3.15) e (3.29) de modo a incluir as R cores, pois
as cores ausentes no conjunto {i1, ..., ir} tem mi = 0 e nesse caso 0! = 1. Em seguida,
somamos sobre todas as partic¸o˜es poss´ıveis de N para obter a (3.5) de acordo com a
(3.6).

Exemplo 3.1 Caso N = 4, R = 2, com m1 igual ao nu´mero de contas brancas e
m2 o nu´mero de contas pretas. Pela fo´rmula (3.3) temos M(1, 3) = 1, M(2, 2) = 1
e M(3, 1) = 1. As colorac¸o˜es na˜o perio´dicas poss´ıveis sa˜o mostradas na Figura 3.1.
Uma colorac¸a˜o perio´dica e´ mostrada na Figura 3.2.
Figura 3.1: Colorac¸o˜es na˜o perio´dicas
Figura 3.2: Colorac¸a˜o perio´dica
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O nu´mero total de colorac¸o˜es na˜o perio´dicas, portanto, e´ 3. Esse nu´mero tambe´m
esta´ dado pela fo´rmula (3.5), como pode ser verificado.
Outra interpretac¸a˜o combinatorial para as fo´rmulas de Witt, e´ estabelecida pela
seguinte proposic¸a˜o:
Proposic¸a˜o 3.2 Seja GR o grafo orientado com R arestas e um u´nico ve´rtice, como
mostrado na Figura 3.3. O nu´mero de caminhos fechados na˜o perio´dicos distintos de
comprimento N que percorrem mi ≥ 0 vezes a aresta i, i = 1, 2, ..., R, e´ dado pela
fo´rmula (3.3).
Figura 3.3: Grafo GR
Demonstrac¸a˜o: Seja r , r ≤ R, o nu´mero de arestas efetivamente percorridas por
um caminho. Sejam elas i1, i2, ..., ir, e mi1 > 0,...,mir > 0 o nu´mero total de vezes
que cada uma delas e´ percorrida. Vamos representar um caminho por uma palavra
da forma (3.8) onde Sl = (j1, ..., jl), com jk 6= jk+1, jl 6= j1, jk ∈ {i1, ..., ir}, e´ a
sequeˆncia das arestas percorridas pelo caminho no sentido anti-hora´rio indicado pela
orientac¸a˜o das arestas. O expoente ej, ej > 0, ∀j, e´ o nu´mero de vezes que a aresta
j, na sequeˆncia, e´ percorrida. Numa sequeˆncia, uma aresta i ∈ {i1, ..., ir} aparece
ni ≥ 1 vezes. Os expoentes com j = i formam uma partic¸a˜o de mi e
∑l
k=1 ejk = N .
A partir daqui a contagem das palavras na˜o perio´dicas e´ exatamente a mesma da
proposic¸a˜o anterior, fornecendo os mesmos resultados. Por isso, na˜o a repetiremos
aqui.

Analogias com a identidade de Sherman: Esta u´ltima proposic¸a˜o permite esta-
belecer um estreito paralelo da identidade de Sherman com a identidade de Witt. Em
primeiro lugar, note que as duas identidades referem-se ao mesmo grafo. Segundo, os
expoentes N± na identidade de Sherman e M na identidade de Witt contam cami-
nhos fechados na˜o perio´dicos que percorrem o grafo. Podemos considerar a identidade
de Sherman mais geral no sentido de que leva em conta caminhos na˜o perio´dicos que
percorrem as arestas do grafo em todos os sentidos, e na˜o apenas o anti-hora´rio como
faz a fo´rmula de Witt, e seus respectivos sinais.
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3.2 Aspectos Alge´bricos da Identidade de Witt
A identidade de Witt foi descoberta por W. E. Witt em 1937 , na refereˆncia
[25], no contexto das a´lgebras de Lie livres. Esta identidade e´ geralmente citada nos
tratados sobre a´lgebras de Lie. Ver, por exemplo, as refereˆncias [8], [9], [10] e o artigo
[22].
Em especial, seguiremos de perto a exposic¸a˜o das sec¸o˜es iniciais da refereˆncia [2].
Para entendermos a ligac¸a˜o da identidade de Witt com a´lgebras introduziremos, em
primeiro lugar, algumas definic¸o˜es ba´sicas.
Definic¸a˜o 3.1 Sejam V1 e V2 espac¸os vetoriais no mesmo corpo K, com mesma
adic¸a˜o e multiplicac¸a˜o por escalar. A soma direta de V1 e V2, indicada por V1 ⊕ V2,
e´ o conjunto dos elementos da forma v1 ⊕ v2, satisfazendo as seguintes condic¸o˜es:
(i) a(v1 ⊕ v2) = (av1)⊕ (av2), ∀ a ∈ K
(ii) (v1 + w1)⊕ (v2 + w2) = (v1 ⊕ v2) + (w1 ⊕ w2) , ∀ v1, w1 ∈ V1, ∀ v2, w2 ∈ V2
A soma direta V1 ⊕ V2 e´ um espac¸o vetorial com respeito a`s operac¸o˜es de adic¸a˜o
e multiplicac¸a˜o por escalar definidas em V1 e V2 e dim(V1 ⊕ V2) = dim V1 + dim V2.
O elemento neutro em V1 ⊕ V2 e´ o elemento 01 ⊕ 02 onde 01 e 02 sa˜o os elementos
neutros de V1 e V2, respectivamente.
Definic¸a˜o 3.2 Seja I um conjunto enumera´vel qualquer. Um espac¸o vetorial V I-
graduado e´ um espac¸o vetorial que pode ser escrito como a soma direta de subespac¸os
vetoriais indexados pelos elementos de I:
V =
⊕
i∈I
Vi (3.30)
Definic¸a˜o 3.3 Uma a´lgebra A no corpo K e´ um espac¸o vetorial onde esta´ definida
uma multiplicac¸a˜o entre os elementos:
∗ : (A,A) −→ A (3.31)
(x, y) −→ x ∗ y
A a´lgebra e´ chamada de associativa se
(l ∗ h) ∗ w = l ∗ (h ∗ w) , ∀ l, h, w ∈ A (3.32)
Do contra´rio, a a´lgebra e´ dita na˜o associativa.
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A a´lgebra e´ chamada de comutativa se
h ∗ w = w ∗ h, ∀ h,w ∈ A (3.33)
Do contra´rio, e´ na˜o comutativa.
Definic¸a˜o 3.4 Uma a´lgebra N-graduada e´ uma a´lgebra que tem uma decomposic¸a˜o
como soma direta
A =
⊕
n∈N
An (3.34)
tal que
An ∗ Am ⊆ An+m (3.35)
Os subespac¸os An sa˜o ditos homogeˆneos de grau n. Dado v ∈ A, o grau de v
e´ indicado por gr(v) e gr(v) = n se v ∈ An. Os subespac¸os An na˜o sa˜o fechados
em relac¸a˜o a` multiplicac¸a˜o. Portanto, os An na˜o sa˜o sub-a´lgebras, mas subespac¸os
vetoriais.
Definic¸a˜o 3.5 (A´lgebras de Lie) Uma a´lgebra de Lie sobre o corpo K e´ um espac¸o
vetorial £ com um produto
[· , ·] : £×£ −→ £ (3.36)
(x, y) −→ [x, y]
satisfazendo as seguintes condic¸o˜es:
1. [x, y] = −[y, x], ∀ x, y ∈ £
2. Identidade de Jacobi
[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0, ∀ x, y, z ∈ £
3. Bilinearidade
[ax + by, z] = a[x, z] + b[y, z]
[z, ax + by] = a[z, x] + b[z, y], ∀ x, y, z ∈ £, a, b ∈ K
Em geral, [· , ·] na˜o e´ associativo, isto e´, [x, [y, z]] 6= [[x, y], z]].
Definic¸a˜o 3.6 Seja X = {ai|i ∈ I ⊆ N} um conjunto na˜o vazio. Defina:
X1 := X
Xn := {ai1ai2 · · · ain , ai ∈ X} (3.37)
onde os elementos de Xn sa˜o constru´ıdos por justaposic¸a˜o associativa dos elementos
de X. Se X = {a1, ..., ar}, enta˜o X
n tem rn elementos.
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Definic¸a˜o 3.7 Seja
X∗ =
⋃
n≥1
Xn (3.38)
e A o espac¸o vetorial sobre o corpo K (R ou C) gerado linearmente por X ∗, ou seja,
X∗ e´ base de A . Defina em A a multiplicac¸a˜o ∗ da seguinte forma:
(∑
i∈I
αivi
)
∗
(∑
j∈J
βjwj
)
:=
∑
i∈I
j∈J
αiβjviwj (3.39)
onde αi, βj ∈ K, vi, vj ∈ X
∗ e I, J ⊆ N. A a´lgebra A, assim constru´ıda, e´ chamada
de uma a´lgebra associativa livre sobre o corpo K gerada livremente por X.
Denote por An o subespac¸o de A gerado linearmente pelo elementos de X
n. A
a´lgebra A e´ uma a´lgebra graduada com respeito a` soma direta dada pela adic¸a˜o usual
de vetores:
A =
⊕
n≥1
An , An ∗ Am ⊆ An+m (3.40)
Proposic¸a˜o 3.3 A partir de qualquer a´lgebra associativa A com multiplicac¸a˜o ∗
pode-se sempre obter uma a´lgebra de Lie definindo-se em A outra multiplicac¸a˜o pela
qual o produto de dois elementos x, y ∈ A e´ indicado por [x, y] e definido por:
[x, y] := x ∗ y − y ∗ x, ∀ x, y ∈ A (3.41)
Demonstrac¸a˜o: Ver refereˆncia [15]. 
Na a´lgebra A gerada pelo conjunto X defina a relac¸a˜o (3.41). Com esta operac¸a˜o,
A torna-se uma a´lgebra de Lie, que denotamos A−. De acordo com a teoria ba´sica
das a´lgebras de Lie, A− tem uma suba´lgebra de Lie L que e´ isomo´rfica a` a´lgebra de
Lie gerada por X da seguinte forma. Defina:
Y1 := X
Yn := {[[· · · [ai1 , ai2 ], ai3 · · · ]ain−1 ]ain ]}
e
Y :=
⋃
n≥1
Yn (3.42)
Seja L o espac¸o vetorial sobre o corpo K ( R ou C ) gerado por Y. Defina em L o
comutador [. , .] como segue:
[∑
i∈I
αivi,
∑
j∈J
βjwj
]
=
∑
i∈I
j∈J
αiβj
[
vi, wj
]
(3.43)
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onde αi, βj ∈ K, vi, wj ∈ Y . A a´lgebra de Lie L e´ chamada de a´lgebra de Lie
livre gerada por X. Elementos de L sa˜o chamados de polinoˆmios de Lie.
Seja Ln o subespac¸o vetorial de L gerado por Yn. A a´lgebra de Lie L e´ tambe´m
uma a´lgebra graduada com respeito a` soma direta dada pela adic¸a˜o usual de vetores:
L =
⊕
n≥1
Ln (3.44)
satisfazendo [Ln, Lm] ⊆ Ln+m, no sentido de (3.43).
Defina o grau de ai como sendo gr(ai) = 1 e, se v ∈ Yn, gr(v) = n. Polinoˆmios
de Lie em Ln sa˜o combinac¸o˜es lineares de elementos com mesmo grau n, por isso sa˜o
chamados de polinoˆmios homogeˆneos e os subespac¸os Ln de subespac¸os homogeˆneos.
Proposic¸a˜o 3.4 (Witt) Seja L uma a´lgebra gerada pelo conjunto finito X com r
geradores. Denote por dim Ln a dimensa˜o de Ln. Enta˜o
dim Ln =
1
n
∑
d|n
µ(d)r
n
d (3.45)
∞∏
n=1
(1− xn)dim Ln = 1− rx (3.46)
Demonstrac¸a˜o: Em cada Ln, seja
{fn1, fn2, ..., fnln} (3.47)
uma base ordenada onde ln = dim Ln. Uma base para L e´
{f11, f12, ..., f1l1 , f21, f22, ..., f2l2 , ..., fn1, fn2, ..., fnln , ...} (3.48)
Vamos renomear e denotar os elementos dessa base por
g1, g2, ..., gi... (3.49)
Um teorema fundamental da teoria das a´lgebras de Lie, o Teorema de PBW
(Poincare`, Birkoff e Witt), afirma que o conjunto de todas as palavras da forma
gi1gi2 ...giq (3.50)
onde i1 ≤ i2 ≤ ... ≤ iq, formam uma base para a a´lgebra associativa A gerada por
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X = {a1, ..., ar}.
Ha´ ld elementos gi de mesmo grau d. Cada gi contribui com d para o grau total da
palavra (3.50). Cada gi pode ocorrer k ≥ 0 vezes em (3.50). Se gi ocorre ki vezes na
palavra, enta˜o contribuira´ com grau kid para o grau da palavra. A func¸a˜o geradora
para a contribuic¸a˜o destes ki elementos de grau d para o grau total de (3.50) e´
1 + xd + x2d + ... =
1
1− xd
(3.51)
Portanto, a func¸a˜o geradora para a contribuic¸a˜o dos ld elementos de grau d e´
( ∞∑
k1=0
xk1d
)
.
( ∞∑
k2=0
xk2d
)
...
( ∞∑
kld=0
xkldd
)
=
( ∞∑
k=0
xkd
)ld
=
( 1
1− xd
)ld
(3.52)
Considerando a contribuic¸a˜o de todos os subespac¸os ld, obtemos
∏
d≥1
( 1
1− xd
)ld
(3.53)
Segundo o Teorema de PBW, esta func¸a˜o geradora deve ser igual a` func¸a˜o geradora
para as dimenso˜es dos subespac¸os An. Portanto,
∏
d≥1
( 1
1− xd
)ld
=
∑
n≥0
rnxn (3.54)
Assim, ∏
d≥1
( 1
1− xd
)ld
=
1
1− rx
(3.55)
Desta u´ltima relac¸a˜o segue a identidade
∏
d≥1
(1− xd)ld = 1− rx (3.56)
que e´ conhecida como Identidade de Witt.
Aplicando-se logaritmo para isolar ld:
log(
∏
d≥1
(1− xd)ld) = log(1− rx) (3.57)
∑
d≥1
log(1− xd)ld =
∑
d≥1
ld log(1− x
d) = log(1− rx) (3.58)
Subtituindo as relac¸o˜es
log(1− rx) = −
∑
n≥1
rnxn
n
(3.59)
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log(1− xd) = −
∑
k≥1
xdk
k
(3.60)
em (3.58) obte´m-se: ∑
d≥1
ld
∑
k≥1
xdk
k
=
∑
n≥1
rnxn
n
(3.61)
Fazendo dk = n o lado esquerdo de (3.61) fica igual a :
∑
k≥1
∑
d≥1
ld
xdk
k
=
∑
n
∑
d|n
ld
n
d
xn (3.62)
Enta˜o, ∑
n
∑
d|n
ld
n
d
xn =
∑
n
rnxn
n
, (3.63)
e obtemos, no sentido das se´ries formais de poteˆncias,
rn =
∑
d|n
d.ld (3.64)
Equivalentemente,
rn =
∑
d|n
n
d
ln
d
(3.65)
ou seja,
rn
n
=
∑
d|n
1
d
ln
d
(3.66)
Pelo Lema E.1 do Apeˆndice E, resulta na fo´rmula:
ln =
1
n
∑
d|n
µ(d)r
n
d (3.67)
denominada Fo´rmula de Witt.
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Cap´ıtulo 4
A Identidade de Sherman.
Aspectos Alge´bricos
No cap´ıtulo anterior estudamos os aspectos combinatoriais da identidade de Witt.
Vimos que esta identidade tem va´rios elementos em comum com a identidade de Sher-
man.
Algebricamente, a fo´rmula de Witt (3.5) fornece as dimenso˜es dos subespac¸os
homogeˆneos de uma a´lgebra de Lie livre gerada por R geradores, ou ainda, por um
espac¸o vetorial de dimensa˜o R, no sentido da Proposic¸a˜o 4.1, adiante. Uma inter-
pretac¸a˜o alge´brica para a fo´rmula (3.3) tambe´m e´ poss´ıvel. E´ natural, enta˜o, per-
guntar se e´ poss´ıvel uma interpretac¸a˜o ana´loga para os expoentes na identidade de
Sherman.
A soluc¸a˜o baseia-se na proposic¸a˜o seguinte, devida a S. J. Kang e M. H. Kim nas
refereˆncias [11] e [12] que generaliza a fo´rmula da dimensa˜o e a identidade de Witt
para o caso de a´lgebras de Lie livres geradas por espac¸os vetoriais graduados.
Proposic¸a˜o 4.1 (S. J. Kang e M. H. Kim) Seja
Z
r
>0 = {(i1, ..., ir)|i1, ..., ir = 1, 2, 3, ...} (4.1)
e
V =
⊕
(k1,...,kr)∈ Zr>0
V(k1,...,kr) (4.2)
um espac¸o vetorial Zr>0-graduado sobre o corpo K, com subespac¸os V(k1,...,kr), cuja
dimensa˜o e´ dada por
dim V(k1,...,kr) = d(k1, ..., kr) < ∞ (4.3)
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para todo (k1, ..., kr) ∈ Z
r
>0. Seja
L =
⊕
(k1,...,kr)∈ Zr>0
L(k1,...,kr) (4.4)
a a´lgebra de Lie livre gerada por V . Enta˜o, as dimenso˜es dos subespac¸os L(k1,...,kr)
sa˜o dadas pela fo´rmula generalizada de Witt
dim L(k1,...,kr) =
∑
g|(k1,...,kr)
µ(g)
g
W
(k1
g
, ...,
kr
g
)
(4.5)
A somato´ria e´ sobre todos os divisores comuns de k1, ..., kr e µ e´ a func¸a˜o de Mo¨bius.
A func¸a˜o W , chamada de func¸a˜o de partic¸a˜o de Witt, e´ dada por:
W (k1, ..., kr) =
∑
s∈T (k1,...,kr)
(|s| − 1)!
s!
∞∏
i1,...,ir=1
d(i1, ..., ir)
si1,...,ir (4.6)
onde os expoentes si1...ir sa˜o as componentes de s ∈ T e
T (k1, ..., kr) = {s = (si1,...,ir)|si1,...,ir ∈ Z≥0,
∞∑
i1,...,ir=1
si1,...,ir(i1, ..., ir) = (k1, ..., kr)}, (4.7)
|s| =
∞∑
i1,...,ir=1
si1,...,ir (4.8)
e
s! =
∞∏
i1,...,ir=1
si1,...,ir ! (4.9)
Ale´m disso, a fo´rmula generalizada de Witt satisfaz a seguinte identidade, chamada
de identidade generalizada de Witt :
∏
(k1,...,kr)∈ Zr>0
(1− zk11 ...z
kr
r )
dim L(k1,...,kr) = 1− f(z1, ..., zr) (4.10)
onde
f(z1, ..., zr) :=
∑
(k1,...,kr)∈ Zr>0
d(k1, ..., kr)z
k1
1 ...z
kr
r (4.11)
Defina a func¸a˜o
g(z1, ..., zr) :=
∑
(k1,...,kr)∈ Zr>0
W (k1, ..., kr)z
k1
1 ...z
kr
r (4.12)
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Enta˜o,
e−g(z1,...,zr) = 1− f(z1, ..., zr) (4.13)
Demonstrac¸a˜o: Ver refereˆncia [11] para o caso r = 1 e [12] para o caso geral. 
Observac¸a˜o: Na equac¸a˜o (4.7), a igualdade
∞∑
i1,...,ir=1
si1...ir(i1, ..., ir) = (k1, ..., kr) (4.14)
deve ser entendida no sentido de que
∞∑
i1,...,ir=1
si1...ir i1 = k1, ... ,
∞∑
i1,...,ir=1
si1...ir ir = kr (4.15)
Exemplo 4.1 Consideremos o caso r = 2 e k1 = 2, k2 = 3.
Explicitamente temos
( ∞∑
i2=1
s1i2
)
1 +
( ∞∑
i2=1
s2i2
)
2 + ... = 2 (4.16)
e ( ∞∑
i1=1
si11
)
1 +
( ∞∑
i1=1
si12
)
2 + ... = 3 (4.17)
Em seguida precisamos determinar os va´rios si1i2 que simultaneamente satisfazem
(4.16) e (4.17). As soluc¸o˜es poss´ıveis sa˜o
s1 = (s11 = 1, s12 = 1, 0, 0, ...)
s2 = (0, 0, ... , 0, s23 = 1, 0, ...)
e
T (2, 3) = {s1, s2}
Nesse caso,
W (2, 3) =
(|s1| − 1)!
s1!
d(1, 1)s11d(1, 2)s12 +
(|s2| − 1)!
s2!
d(2, 3)s23
Por (4.8) e (4.9), |s1| = 2, s1! = 1 e |s2| = 1, s2! = 1. Logo,
W (2, 3) = d(1, 1)d(1, 2) + d(2, 3)
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O ca´lculo da func¸a˜o de partic¸a˜o de Witt via relac¸a˜o (4.6) pode ser longo e tedioso.
Em alguns casos, uma fo´rmula geral para W pode ser obtida atrave´s das func¸o˜es ge-
radoras f e g.
Exemplo 4.2 Na proposic¸a˜o, consideremos o caso r = 2 e seja V tal que os sube-
spac¸os V(k1,k2) teˆm dimensa˜o
d(k1, k2) = 1 ∀ k1, k2 ≥ 1
Nesse caso,
f(z1, z2) =
∞∑
k1, k2=1
z k11 z
k2
2
= z1z2
∞∑
k1, k2=1
z k1−11 z
k2−1
2
= z1z2
∞∑
a1, a2=0
z a11 z
a2
2
= z1z2
( ∞∑
a1=0
z a11
)( ∞∑
a2=0
z a22
)
=
z1z2
(1− z1)(1− z2)
(4.18)
onde usamos que
∞∑
a=0
za = (1− z)−1.
Pela fo´rmula (4.13)
e−g(z1,z2) = 1− f(z1, z2) (4.19)
Portanto,
e−g(z1,z2) = 1−
z1z2
(1− z1)(1− z2)
=
1− z1 − z2
(1− z1)(1− z2)
(4.20)
e enta˜o,
−g(z1, z2) = ln
( 1− z1 − z2
(1− z1)(1− z2)
)
(4.21)
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Em seguida, determinaremos a func¸a˜o de partic¸a˜o de Witt. Temos que
−g(z1, z2) = ln(1− z1 − z2)− ln(1− z1)− ln(1− z2) (4.22)
onde
ln(1− z1 − z2) = −
∞∑
N=1
(z1 + z2)
N
N
= −
∞∑
N=1
1
N
∑
ki≥0
0<k1+k2=N
(k1 + k2)!
k1! k2!
z k11 z
k2
2
= −
∞∑
k1, k2=0
k1+k2≥1
(k1 + k2)!
(k1 + k2)k1! k2!
z k11 z
k2
2 (4.23)
Conve´m, agora, expressarmos este u´ltimo resultado como:
ln(1− z1 − z2) = −
∞∑
k1=1
z k11
k1
−
∞∑
k2=1
z k22
k2
−
∞∑
k1, k2=1
(k1 + k2)!
(k1 + k2)k1! k2!
z k11 z
k2
2
= ln(1−z1)+ln(1−z2)−
∞∑
k1, k2=1
(k1 + k2)!
(k1 + k2)k1! k2!
z k11 z
k2
2 (4.24)
Logo,
g(z1, z2) =
∞∑
k1, k2=1
(k1 + k2)!
(k1 + k2)k1! k2!
z k11 z
k2
2 (4.25)
Comparando com a (4.12), obtemos
W (k1, k2) =
(k1 + k2)!
(k1 + k2)k1! k2!
(4.26)
Pela Proposic¸a˜o 4.1 segue que
∞∏
k1, k2=1
(1− z k11 z
k2
2 )
M(k1, k2) = 1−
∞∑
k1, k2=1
z k11 z
k2
2 (4.27)
Definimos
M(k1, k2) =
1
N
∑
d|k1, k2
µ(d)
(N
d
)
!(k1
d
)
!
(k2
d
)
!
(4.28)
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onde N = k1 + k2.
Por (4.18),
∞∏
k1, k2=1
(1− z k11 z
k2
2 )
M(k1, k2) =
1− z1 − z2
(1− z1)(1− z2)
(4.29)
Por u´ltimo resulta que
(1− z1)(1− z2)
∞∏
k1, k2=1
(1− z k11 z
k2
2 )
M(k1, k2) = 1− z1 − z2 (4.30)
ou ainda,
∏
k1, k2≥0
k1+k2≥1
(1− z k11 z
k2
2 )
M(k1, k2) = 1− z1 − z2 (4.31)
Um ca´lculo similar permite estender este resultado para o caso de r varia´veis
z1, ..., zr.
Um dado importante que este exemplo mostra e´ que a identidade de Witt (4.31) e´
uma consequeˆncia da identidade generalizada de Witt (4.27). Algo semelhante ocorre
com a identidade de Sherman, como provaremos adiante.
4.1 Interpretac¸a˜o de θ como uma dimensa˜o
Nesta sec¸a˜o aplicaremos a Proposic¸a˜o 4.1 aos resultados combinatoriais obtidos
no cap´ıtulo 2.
Comparando a fo´rmula (4.5) com a fo´rmula (2.17), e´ imediata a semelhanc¸a entre
ambas. Vamos, portanto, interpretar a (2.17) como sendo uma fo´rmula que fornece
as dimenso˜es dos subespac¸os homogeˆneos de uma a´lgebra de Lie L da forma (4.4).
Nesse caso, a func¸a˜o de partic¸a˜o de Witt e´ conhecida explicitamente e dada pelas
fo´rmulas (2.18) ou (2.19).
A pro´xima etapa consiste em determinar as dimenso˜es (4.3) dos subespac¸os veto-
riais que geram L. Estas podem ser obtidas por inversa˜o das relac¸o˜es que adve´m da
fo´rmula (4.6). Contudo, e´ poss´ıvel calcular uma fo´rmula geral para estas dimenso˜es.
Vamos deriva´-la a seguir.
No que segue, empregaremos a seguinte notac¸a˜o:
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λ = 1, ..., q, k = (k1, ..., kr), |k| =
r∑
i=1
ki (4.32)
onde:
q = −1 +
r∏
i=1
(ki + 1) (4.33)
Ademais, p(λ, k) denotara´ o conjunto de todos os ai ∈ {0, 1, 2, ...}, i = 1, ..., q, e
vetores li = (li1, li2, ..., lir) cujas componentes satisfazem
0 ≤ lij ≤ kj, ∀ j = 1, ..., r, ∀ i = 1, ..., q e
r∑
j=1
lij > 0 (4.34)
Convencionamos que W (li) = 0 se lij = 0 para algum j. Nos demais casos, W e´
a func¸a˜o de partic¸a˜o de Witt.
Teorema 4.1
d(k1, ..., kr) =
|k|∑
λ=1
(−1)λ+1
∑
p(λ,k)
q∏
j=1
[
W (lj)
]aj
aj!
(4.35)
Demonstrac¸a˜o: Pela (4.11) temos que
d(k1, ..., kr) =
1
k1!...kr!
∂k1+...+kr
∂zk11 ...∂z
kr
r
f(z1, ..., zr)
∣∣∣
z1=...=zr=0
(4.36)
e pela (4.13),
d(k1, ..., kr) = −
1
k1!...kr!
∂k1+...+kr
∂zk11 ...∂z
kr
r
e−g(z1,...,zr)
∣∣∣
z1=...=zr=0
(4.37)
O resultado segue aplicando-se a fo´rmula de Faa di Bruno generalizada obtida
por G. M. Constantine e T. H. Savits em [19] e [20](ver Apeˆndice F), que fornece a
derivada mu´ltipla de uma func¸a˜o composta. 
Exemplo 4.3 Ca´lculo de d(2, 2), no caso r = R = 2. Nesse caso, k1 = k2 = 2,
|k| = 4, q = 8. Para aplicar a fo´rmula do Teorema 4.1, precisamos determinar o
conjunto p(λ, (2, 2)) para todo λ = 1, 2, 3, 4. A lista completa de todos os vetores
l ≤ (2, 2) e´ l1 = (0, 1), l2 = (1, 0), l3 = (1, 1), l4 = (0, 2), l5 = (2, 0), l6 = (2, 1),
l7 = (1, 2) e l8 = (2, 2). Em seguida, determinamos os valores de a1, ..., a8 ≥ 0 que
satisfazem
8∑
i=1
ai = λ e
8∑
i=1
aili = (2, 2)
A lista de valores e´ dada na tabela seguinte:
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λ a1 a2 a3 a4 a5 a6 a7 a8
1 0 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0
2 0 0 2 0 0 0 0 0
0 0 0 1 1 0 0 0
1 0 0 0 0 1 0 0
0 2 0 1 0 0 0 0
3 2 0 0 0 1 0 0 0
1 1 1 0 0 0 0 0
4 2 2 0 0 0 0 0 0
Tabela 4.1: Ca´lculo de d(2, 2): valores de a1, ..., a8 ≥ 0
Usando a convenc¸a˜o adotada para W , obtemos
d(2, 2) = W (2, 2)−
1
2
W (1, 1)2
De modo ana´logo, podemos calcular as seguintes expresso˜es:
N = 2 d(1, 1) = W (1, 1)
N = 3 d(1, 2) = W (1, 2)
d(2, 1) = W (2, 1)
N = 4 d(1, 3) = W (1, 3)
d(3, 1) = W (3, 1)
d(2, 2) = W (2, 2)−
1
2
W (1, 1)2
N = 5 d(1, 4) = W (1, 4)
d(4, 1) = W (4, 1)
d(2, 3) = W (2, 3)−W (1, 1)W (1, 2)
d(3, 2) = W (3, 2)−W (1, 1)W (2, 1)
N = 6 d(1, 5) = W (1, 5)
d(5, 1) = W (5, 1)
d(2, 4) = W (2, 4)−W (1, 1)W (1, 3)−
1
2
W (1, 2)2
d(4, 2) = W (4, 2)−W (1, 1)W (3, 1)−
1
2
W (2, 1)2
d(3, 3) = W (3, 3)−W (1, 1)W (2, 2)−W (1, 2)W (2, 1) +
1
6
W (1, 1)3
Exemplo 4.4 Vamos considerar explicitamente o caso r = R = 2. Nesse caso, pelo
Teorema 2.2,
dim L(m1,m2) = θ(m1,m2) =
∑
g|m1,m2
µ(g)
g
W
(m1
g
,
m2
g
)
(4.38)
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eW
(m1
g
,
m2
g
)
= F
(mi1
g
, ...,
mir
g
)
=
M
g∑
a=1
4a
2a

 mi1g − 1
a− 1



 mi2g − 1
a− 1

 (4.39)
Desta u´ltima relac¸a˜o obtemos os seguintes valores:
W (1, 1) = W (1, 2) = W (2, 1) = W (1, 3) = W (3, 1) = 2
W (2, 2) = 6, W (1, 4) = W (4, 1) = 2, W (2, 3) = W (3, 2) = 10
W (1, 5) = W (5, 1) = 2, W (2, 4) = 14, W (3, 3) =
86
3
θ(1, 1) = θ(1, 2) = θ(2, 1) = θ(1, 3) = θ(3, 1) = 2, θ(2, 2) = 5
θ(1, 4) = θ(4, 1) = 2 θ(2, 3) = θ(3, 2) = 10
θ(3, 3) = 28
d(1, 1) = d(1, 2) = d(2, 1) = d(1, 3) = d(3, 1) = 2
d(2, 2) = d(1, 4) = d(4, 1) = 2
d(2, 3) = d(3, 2) = 6
d(1, 5) = d(5, 1) = 2
d(2, 4) = d(4, 2) = 8
d(3, 3) = 14
Pela Proposic¸a˜o 4.1, θ satisfaz a identidade generalizada de Witt:
∞∏
m1, m2=1
(1− zm11 z
m2
2 )
θ(m1,m2) = 1−
∞∑
m1, m2=1
d(m1,m2)z
m1
1 z
m2
2 (4.40)
onde d(m1,m2) e´ dado, em geral, pela fo´rmula (4.35) com W definido com em (4.39).
Os primeiros coeficientes sa˜o listados acima.
A` luz da proposic¸a˜o 4.1, associamos aos caminhos que percorrem o grafo da Figura
1.7, com duas arestas, uma a´lgebra de Lie graduada. Seus subespac¸os homogeˆneos
da forma (4.4), com r = 2, teˆm suas dimenso˜es dadas pelos nu´meros θ. Esta a´lgebra
e´ gerada por um espac¸o vetorial da forma (4.2), com r = 2, sendo as dimenso˜es dos
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subespac¸os V(k1, k2) dadas por (4.35) onde os W
′s sa˜o dados pela (4.39). Analoga-
mente, para o caso r ≥ 3.
4.2 A Identidade de Sherman e A´lgebras de Lie
Definic¸a˜o 4.1 Sejam a1, ..., ar nu´meros pares e s1, ..., sr inteiros positivos quaisquer.
Defina os nu´meros
P(a1, ..., ar) =
∑
gp|a1,...,ar
µ(gp)
gp
F
(a1
gp
, ...,
ar
gp
)
(4.41)
onde a somato´ria e´ sobre todos os divisores comuns pares de a1, ..., ar e F e´ dado pela
fo´rmula (2.18) e pela (2.19). Defina tambe´m:
W (s1, ..., sr) =


F(s1, ..., sr) se os si na˜o sa˜o todos pares
F(s1, ..., sr)−
∑
k|s1,...,sr
1
k
P(
s1
k
, ...,
sr
k
) se os si sa˜o todos pares
(4.42)
Se os a′is na˜o forem todos pares, P = 0.
A ligac¸a˜o entre os resultados do cap´ıtulo anterior com o teorema acima e´ esta-
belecida pelo seguinte resultado:
Teorema 4.2 Os nu´meros θ+(mi1 , ...,mir) esta˜o dados pela fo´rmula generalizada de
Witt
θ+(mi1 , ...,mir) =
∑
g|mi1 ,...,mir
µ(g)
g
W
(mi1
g
, ...,
mir
g
)
(4.43)
onde a func¸a˜o de partic¸a˜o de Witt W esta´ dada pela (4.42). A somato´ria e´ sobre
todos os divisores comuns g de mi1,...,mir .
Demonstrac¸a˜o: No cap´ıtulo 2, obtivemos a fo´rmula, reproduzida a seguir, por
convenieˆncia, para o nu´mero θ+(mi1 , ...,mir) de classes de equvaleˆncia de caminhos
fechados na˜o perio´dicos, positivos, que percorrem mi1 ,...,mir vezes as arestas i1, ..., ir
de Gr , respectivamente. Esta fo´rmula tem a seguinte forma geral:
θ+(mi1 , ...,mir) =
∑
gi|mi1 ,...,mir
µ(gi)
gi
F
(mi1
gi
, ...,
mir
gi
)
(4.44)
onde a somato´ria e´ feita sobre todos os divisores ı´mpares comuns gi de mi1 ,...,mir .
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Se os nu´meros mi1 ,...,mir na˜o sa˜o todos pares, seus divisores comuns ı´mpares sa˜o
todos os divisores poss´ıveis. Nesse caso, definimos:
W (mi1 , ...,mir) = F(mi1 , ...,mir) (4.45)
No caso em que mi1 , ...,mir sa˜o todos pares, vamos reescrever o lado direito da
relac¸a˜o (4.44) na forma:
∑
g|mi1 ,...,mir
µ(g)
g
F
(mi1
g
, ...,
mir
g
)
−
∑
gp|mi1 ,...,mir
µ(gp)
gp
F
(mi1
gp
, ...,
mi2
gp
)
(4.46)
onde a primeira somato´ria e´ sobre todos os divisores g comuns de mi1 ,...,mir e a
segunda e´ sobre todos os dividores pares gp comuns de mi1 ,...,mir .
No caso em que mi1 , ...,mir sa˜o todos pares, queremos determinar W tal que:
θ+(mi1 , ...,mir , N) =
∑
g|mi1 ,...,mir
µ(g)
g
W
(mi1
g
, ...,
mir
g
)
(4.47)
Impondo que o lado direito de (4.47) seja igual a (4.46) segue que:
∑
g|mi1 ,...,mir
µ(g)
g
[
F
(mi1
g
, ...,
mir
g
)
−W
(mi1
g
, ...,
mir
g
)]
= P(mi1 , ...,mir) (4.48)
onde P esta´ dado pela (4.41)
Aplicando a fo´rmula inversa de Mo¨bius (ver Apeˆndice E) em (4.48) obtemos:
F(mi1 , ...,mir)−W (mi1 , ...,mir) =
∑
g|mi1 ,...,mir
1
g
P
(mi1
g
, ...,
mir
g
)
(4.49)
Portanto,
W (mi1 , ...,mir) = F(mi1 , ...,mir)−
∑
g|mi1 ,...,mir
1
g
P
(mi1
g
, ...,
mir
g
)
(4.50)
Finalmente, defina W (mi1 , ...,mir) como na (4.42), reunindo os resultados (4.45) e
(4.50), obtemos (4.43).

Tendo em vista o resultado (4.43) e sua semelhanc¸a com (4.5)da Proposic¸a˜o 4.1,
vamos, na sequeˆncia, interpretar θ+ como sendo a dimensa˜o de uma a´lgebra de Lie L
da forma (4.4). As dimenso˜es dos subespac¸os V(k1,...,kr) do espac¸o V que gera L esta˜o
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dadas pela fo´rmula (4.35) tomando-se W como na (4.42).
Exemplo 4.5 A seguir esta˜o listados os valores de W e d, para o caso R = r = 2
com N = 2, 3, 4, 5, 6.
W (1, 1) = W (1, 2) = W (2, 1) = W (1, 3) = W (3, 1) = W (1, 4) = W (1, 5) = W (5, 1) = 2
W (2, 2) = 7, W (2, 4) = W (4, 2) = 15, W (2, 3) = W (3, 2) = 10, W (3, 3) =
86
3
d(1, 1) = d(1, 2) = d(2, 1) = d(1, 3) = d(3, 1) = d(1, 4) = d(1, 5) = d(5, 1) = 2
d(2, 2) = 5, d(2, 4) = d(4, 2) = 9, d(2, 3) = d(3, 2) = 6, d(3, 3) = 12
Com base na Proposic¸a˜o 4.1, obtemos a seguinte identidade:
Teorema 4.3 Os nu´meros θ+(mi1 , ...,mir) dados por (4.43) satisfazem a seguinte
identidade generalizada de Witt :
∞∏
mi1 ,...,mir =1
(1− z
mi1
1 ... z
mir
r )
θ+(mi1 ,...,mir ) = 1− f(z1, ..., zr) (4.51)
onde
f(z1, ..., zr) =
∞∑
mi1 ,...,mir =1
d(mi1 , ...,mir)z
mi1
1 ... z
mir
r (4.52)
e os coeficientes sa˜o dados pela fo´rmula (4.35) com W dado pela (4.42).
A identidade de Sherman e´ uma consequeˆncia da identidade generalizada de Witt
(4.51). E´ o que provaremos em seguida.
Corola´rio 4.1
∞∏
mi1 ,...,mir =1
(1 + z
mi1
1 ... z
mir
r )
θ+(1− z
mi1
1 ... z
mir
r )
θ− = 1 (4.53)
Demonstrac¸a˜o: Defina
Z+(z1, ..., zr) = (1 + z
mi1
1 ...z
mir
r )
θ+(mi1 ,...,mir ) (4.54)
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Z−(z1, ..., zr) = (1− z
mi1
1 ...z
mir
r )
θ+(mi1 ,...,mir ) (4.55)
Z−(z1, ..., zr) = (1− z
mi1
1 ...z
mir
r )
θ−(mi1 ,...,mir ) (4.56)
Segue que
Z+ =
Z+ Z−
Z−
=
Z−(z
2
1 , ..., z
2
r )
Z−(z1, ..., zr)
(4.57)
e usando, (4.51) e (4.52),
∞∏
mi1 ,...,mir =1
Z+(z1, ..., zr) =
1− f(z21 ...z
2
r )
1− f(z1...zr)
(4.58)
Por outro lado,
∞∏
mi1 ,..., mir=1
Z−(z1, ..., zr) =
∏
(1)
Z−
∏
(2)
Z−
∏
(3)
Z−
∏
(4)
Z− (4.59)
onde (1), (2), (3) e (4) indicam produto´rios em que (1)
∑
mi < 2r, (2) mi1 , ...,mir
sa˜o todos ı´mpares, (3) mi1 , ...,mir sa˜o de paridade distinta e (4) mi1 , ...,mir sa˜o todos
pares. Pelo teorema 2.3, nos casos (1), (2) e (3),
θ+(mi1 , ...,mir) = θ−(mi1 , ...,mir)
e, portanto, Z− = Z− nos casos (1), (2) e (3). No caso (4), pelo teorema 2.4,
θ−(mi1 , ...,mir) = θ+(mi1 , ...,mir)− θ+(
mi1
2
, ...,
mir
2
)
Nesse caso, ∏
(4)
Z− =
∏
(4)
Z−
∏
(4)
(1− zm11 ...z
mr
r )
−θ+(
m1
2
,..., mr
2
)
=
∏
(4)
Z−
∏
ki>0
(1− z2k11 ...z
2kr
r )
−θ+(k1,...,kr)
=
∏
(4)
Z− (1− f(z
2
1 , ..., z
2
r ))
−1 (4.60)
onde usamos a relac¸a˜o (4.51). Da mesma forma, enta˜o,
∞∏
mi1 ,...,mir =1
Z− =
∞∏
mi1 ,...,mir =1
Z−(1− f(z
2
1 , ..., z
2
r ))
−1
=
1− f(z1, ..., zr)
1− f(z21 , ..., z
2
r )
(4.61)
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Multiplicando (4.58) por (4.61) prova-se a identidade (4.53), seguido-se a identidade
de Sherman.

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Apeˆndice A: O Modelo de Ising
O modelo de Ising, proposto em 1920 por Wilhelm Lenz ao seu aluno de doutorado
Ernest Ising, tinha como objetivo estudar um dos fenoˆmenos mais importantes em
mate´ria condensada, as transic¸o˜es de fase em materiais ferromagne´ticos.
O modelo de Ising em duas dimenso˜es e´ definido sobre um grafo planar quadrado
Λ, com N ×N ve´rtices, imitando a´tomos regularmente arranjados como num cristal
em duas dimenso˜es. Para cada ve´rtice i de Λ sa˜o atribu´ıdos dois poss´ıveis estados
(chamados de spins) σi onde σi = +1 ou σi = −1.
No modelo de Ising, a energia de interac¸a˜o entre duas part´ıculas, localizadas no
i-e´simo e j-e´simo ve´rtice e´ dada por:
Eij =
{
−Jσiσj se i, j sa˜o vizinhos pro´ximos (v.p.)
0 se isso na˜o ocorre
(A.1)
onde J e´ uma constante que da´ a medida da forc¸a da interac¸a˜o entre as part´ıculas
do sistema.
Portanto, no modelo de Ising a energia depende somente do curto alcance das
interac¸o˜es.
Como Λ tem N 2 ve´rtices, existem 2N
2
configurac¸o˜es distintas para os spins e logo,
2N
2
configurac¸o˜es σ = (σ1, ..., σN2). A energia de cada configurac¸a˜o σ e´ dada por:
Eσ = −J
∑
v.p.∈σ
σiσj (A.2)
onde a somato´ria e´ sobre os vizinhos pro´ximos na configurac¸a˜o.
De acordo com a mecaˆnica estat´ıstica, todas as grandezas f´ısicas relevantes para
descrever o sistema e sua dependeˆncia com a temperatura e´ dada pela func¸a˜o de
partic¸a˜o Z(β):
Z(β) =
∑
σ
e−βEσ (A.3)
onde β =
1
kT
, k e´ a constante de Boltzmann e T e´ a temperatura do sistema. A
somato´ria e´ sobre todas as configurac¸o˜es σ dos spins.
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Informac¸o˜es sobre o comportamento global do sistema, como as transic¸o˜es de
fase, ocorrem como singularidades naquelas grandezas f´ısicas. Quantidades impor-
tantes que sa˜o relevantes para entender a f´ısica do sistema de muitas part´ıculas sa˜o
definidas em termos de
lnZ
N2
ou suas derivadas no limite N → ∞, chamado limite
termodinaˆmico.
Um problema ba´sico e´ encontrar uma fo´rmula fechada, ou seja, uma expressa˜o
anal´ıtica para
lnZ
N2
. Isso foi feito com sucesso por Larz Onsager em 1943 para o
modelo de Ising em duas dimenso˜es. O problema permanece em aberto em treˆs di-
menso˜es. A te´cnica por ele empregada e´ conhecida como formalismo alge´brico, que
consiste em expressar a func¸a˜o de partic¸a˜o em termos de matrizes. Em seguida,
analisa-se sua diagonalizac¸a˜o. O ca´lculo e´ demasiado complicado, pore´m mostrou a
existeˆncia de uma transic¸a˜o de fase no sistema, a uma temperatura cr´ıtica chamada
de temperatura de Curie.
Na de´cada de 50, Kac e Ward desenvolveram uma formulac¸a˜o combinatorial para
o modelo de Ising em duas dimenso˜es e, pretendiam chegar ao mesmo resultado de
Onsager mediante essa formulac¸a˜o. Suas ide´ias foram complementadas por Feynman,
pela introduc¸a˜o no formalismo da identidade que recebe o seu nome.
Vamos reescrever a func¸a˜o de partic¸a˜o como:
ZN(K) =
∑
σ1=±1
...
∑
σN=±1
∏
v.p.
eKσiσj (A.4)
com K = +
J
kT
. Notando que σiσj = ±1, segue que
eKσiσj = e±K = cosh K ± sinh K (A.5)
onde cosh K e sinh K sa˜o as func¸o˜es cosseno e seno hiperbo´licos, e
∏
v.p.
eKσiσj = (1− u2)−
x
2
∏
v.p.
(1 + σiσju) (A.6)
onde u = tanhK e x = 2N(N − 1).
Teorema A.1 Seja A o conjunto de todos os grafos admiss´ıveis G de Λ. Enta˜o:
ZN(u) = 2
N2(1− u2)−N(N−1)
(
1 +
∑
G∈A
IG(u)
)
(A.7)
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Demonstrac¸a˜o: Refereˆncia [5]. 
Aplicando a identidade de Feynman a (A.7), obtemos
ZN(u) = 2
N2(1− u2)−N(N−1)
∏
[p]
[1 + Wp(u)] (A.8)
O passo seguinte no formalismo combinatorial consiste em provar a seguinte fo´rmula.
A demonstrac¸a˜o e´ bastante longa e por isso sera´ omitida. Veja, por exemplo, as
refereˆncias [5] e [7].
Teorema A.2
F (K) := ln
∏
p
[1 + Wp(u(K))] =
1
8pi2
∫ 2pi
0
∫ 2pi
0
dx dy ln f(x, y; K) (A.9)
onde
f(x, y; K) =
(cosh 2K)2 − (sinh 2K)(cos x + cos y)
cosh4 2K
(A.10)
Deste resultado segue que
lnZN(K)
N2
= ln 2 + 2
(
1−
1
N
)
ln(cosh k) + F (K) (A.11)
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Apeˆndice B : O Genus de um Grafo
Consideramos a famı´lia de superf´ıcies mostradas na Figura B.1, indicadas por Sg,
g = 0, 1, 2, ...
Figura B.1: Famı´lia de Superf´ıcies
onde S0 e´ a esfera, S1 e´ o toro, S2 e´ o 2-toro,..., Sg e´ o g-toro. O nu´mero g e´ chamado
de genus ou geˆnero da superf´ıcie que indica o nu´mero de “buracos”em Sg.
Definic¸a˜o B.1 O genus de um grafo e´ a primeira superf´ıcie na sequeˆncia S0, S1,...,Sg,
sobre a qual o grafo pode ser desenhado sem que haja cruzamento de arestas.
Proposic¸a˜o B.1 Todo grafo tem um genus.
Demonstrac¸a˜o: [24]. 
Proposic¸a˜o B.2 Se um grafo G tem genus g enta˜o G pode ser desenhado sem cruza-
mento de arestas sobre toda superf´ıcie Sn com genus n ≥ g.
Demonstrac¸a˜o: [24]. 
Exemplo B.1: O grafo da Figura B.2 e´ uma grafo na˜o planar de genus g = 1. Este
resultado esta´ provado na refereˆncia [24] Isso significa que ele pode ser desenhado
sobre um toro sem cruzamento de arestas, como mostra a figura abaixo:
Figura B.2: Exemplo de grafo no toro
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Um resultado importante da topologia alge´brica afirma que uma superf´ıcie Sg
pode, em geral, ser constru´ıda a partir de pol´ıgonos. Por exemplo, o toro S1 pode ser
obtido a partir de um retaˆngulo colando-se duas laterais para formar um cilindro, em
primeiro lugar, e, em seguida, colando-se a bordas do cilindro. Outras considerac¸o˜es
sa˜o poss´ıveis.
Na refereˆncia [14] M. Loebl da´ a seguinte prescric¸a˜o. Uma superf´ıcie Sg e´ cons-
titu´ıda a partir de um pol´ıgono B0 com 4g lados e pol´ıgonos adicionais chamados
de “pontes” indicados por Bij, i = 1, ..., g, j = 1, 2. Colando-se os lados desses
pol´ıgonos, seguindo um determinado esquema definido em [14], obte´m-se Sg.
De acordo com o esquema desenvolvido por Loebl, um grafo de genus g tera´ seus
ve´rtices em B0 e arestas nas pontes B
i
j.
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Apeˆndice C: Casos R = r = 2 e R = r = 3
C.1 Caso r = R = 2
No caso r = R = 2, o conjunto de todas as palavras de comprimento N = 2, 3, 4
e´ dado pela tabela abaixo. Nesse caso, o sinal de uma palavra e do caminho por ela
representado esta´ dado pela fo´rmula
(−1)N+s+k+1 (C.1)
onde N e´ o comprimento da palavra, s e´ o nu´mero de expoentes negativos e k e´
o nu´mero de pares (12) na sequeˆncia S2k = (12...12). Esta fo´rmula foi obtida na
refereˆncia [1].
N = 2, D+11 D
+1
2 (+) D
+1
2 D
+1
1 (+)
D+11 D
−1
2 (−) D
+1
2 D
−1
1 (−)
D−11 D
+1
2 (−) D
−1
2 D
+1
1 (−)
D−11 D
−1
2 (+) D
−1
2 D
−1
1 (+)
N = 3, D+11 D
+2
2 (−) D
+2
1 D
+1
2 (−) D
+1
2 D
+2
1 (−) D
+2
2 D
+1
1 (−)
D+11 D
−2
2 (+) D
+2
1 D
−1
2 (+) D
+1
2 D
−2
1 (+) D
+2
2 D
+1
1 (+)
D−11 D
+2
2 (+) D
−2
1 D
+1
2 (+) D
−1
2 D
+2
1 (+) D
+2
2 D
+1
1 (+)
D−11 D
−2
2 (−) D
−2
1 D
−1
2 (−) D
−1
2 D
−2
1 (−) D
+2
2 D
+1
1 (−)
N = 4, D+11 D
+3
2 (+) D
+3
1 D
+1
2 (+) D
+2
1 D
+2
2 (+)
D+11 D
−3
2 (−) D
+3
1 D
−1
2 (−) D
+2
1 D
−2
2 (−)
D−11 D
+3
2 (−) D
−3
1 D
+1
2 (−) D
−2
1 D
+2
2 (−)
D−11 D
−3
2 (+) D
−3
1 D
−1
2 (+) D
−2
1 D
−2
2 (+)
D+32 D
+1
1 (+) D
+1
2 D
+3
1 (+) D
+2
2 D
+2
1 (+)
D−32 D
+1
1 (−) D
−1
2 D
+3
1 (−) D
−2
2 D
+2
1 (−)
D+32 D
−1
1 (−) D
+1
2 D
−3
1 (−) D
+2
2 D
−2
1 (−)
D−32 D
−1
1 (+) D
−1
2 D
−3
1 (+) D
−2
2 D
−2
1 (+)
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D+11 D
+1
2 D
+1
1 D
+1
2 (−) D
−1
1 D
−1
2 D
+1
1 D
+1
2 (−) D
−1
1 D
−1
2 D
−1
1 D
+1
2 (+)
D−11 D
+1
2 D
+1
1 D
+1
2 (+) D
−1
1 D
+1
2 D
−1
1 D
+1
2 (−) D
−1
1 D
−1
2 D
+1
1 D
−1
2 (+)
D+11 D
−1
2 D
+1
1 D
+1
2 (+) D
−1
1 D
+1
2 D
+1
1 D
−1
2 (−) D
−1
1 D
+1
2 D
−1
1 D
−1
2 (+)
D+11 D
+1
2 D
−1
1 D
+1
2 (+) D
+1
1 D
−1
2 D
−1
1 D
+1
2 (−) D
+1
1 D
+1
2 D
−1
1 D
−1
2 (−)
D+11 D
+1
2 D
+1
1 D
−1
2 (+) D
+1
1 D
−1
2 D
+1
1 D
−1
2 (−) D
+1
1 D
−1
2 D
−1
1 D
−1
2 (+)
D−11 D
−1
2 D
−1
1 D
−1
2 (−)
D+12 D
+1
1 D
+1
2 D
+1
1 (−) D
+1
2 D
−1
1 D
−1
2 D
+1
1 (−) D
+1
2 D
−1
1 D
−1
2 D
−1
1 (+)
D+12 D
−1
1 D
+1
2 D
+1
1 (+) D
+1
2 D
−1
1 D
+1
2 D
−1
1 (−) D
−1
2 D
−1
1 D
−1
2 D
+1
1 (+)
D+12 D
+1
1 D
−1
2 D
+1
1 (+) D
−1
2 D
−1
1 D
+1
2 D
+1
1 (−) D
−1
2 D
−1
1 D
+1
2 D
−1
1 (+)
D+12 D
+1
1 D
+1
2 D
−1
1 (+) D
+1
2 D
+1
1 D
−1
2 D
−1
1 (−) D
−1
2 D
+1
1 D
+1
2 D
−1
1 (−)
D−12 D
+1
1 D
+1
2 D
+1
1 (+) D
−1
2 D
+1
1 D
−1
2 D
+1
1 (−) D
−1
2 D
+1
1 D
−1
2 D
−1
1 (+)
D−12 D
−1
1 D
−1
2 D
−1
1 (−)
No que segue, listamos as classes de equivaleˆncia. Os ı´ndices p, + e − em [ ]p,
[ ]+ e [ ]− indicam uma classe de caminhos perio´dicos, positivos e negativos, respec-
tivamente.
Para N = 2:
[D+11 D
+1
2 ]+ = {D
+1
1 D
+1
2 , D
+1
2 D
+1
1 , D
−1
2 D
−1
1 , D
−1
1 D
−1
2 }
[D+11 D
−1
2 ]− = {D
+1
1 D
−1
2 , D
−1
2 D
+1
1 , D
+1
2 D
−1
1 , D
−1
1 D
+1
2 }
Para N = 3:
[D+11 D
+2
2 ]− = {D
+1
1 D
+2
2 , D
+2
2 D
+1
1 , D
−2
2 D
−1
1 , D
−1
1 D
−2
2 }
[D+11 D
−2
2 ]+ = {D
+1
1 D
−2
2 , D
−2
2 D
+1
1 , D
+2
2 D
−1
1 , D
−1
1 D
+2
2 }
[D+21 D
+1
2 ]− = {D
+2
1 D
+1
2 , D
+1
2 D
+2
1 , D
−1
2 D
−2
1 , D
−2
1 D
−1
2 }
[D+21 D
−1
2 ]+ = {D
+2
1 D
−1
2 , D
−1
2 D
+2
1 , D
+1
2 D
−2
1 , D
−2
1 D
+1
2 }
Para N = 4:
[D+11 D
+3
2 ]+ = {D
+1
1 D
+3
2 , D
+3
2 D
+1
1 , D
−3
2 D
−1
1 , D
−1
1 D
−3
2 }
[D+11 D
−3
2 ]− = {D
+1
1 D
−3
2 , D
−3
2 D
+1
1 , D
+3
2 D
−1
1 , D
−1
1 D
+3
2 }
[D+21 D
+2
2 ]+ = {D
+2
1 D
+2
2 , D
+2
2 D
+2
1 , D
−2
2 D
−2
1 , D
−2
1 D
−2
2 }
[D+21 D
−2
2 ]− = {D
+2
1 D
−2
2 , D
−2
2 D
+2
1 , D
+2
2 D
−2
1 , D
−2
1 D
+2
2 }
[D+31 D
+1
2 ]+ = {D
+3
1 D
+1
2 , D
+1
2 D
+3
1 , D
−1
2 D
−3
1 , D
−3
1 D
−1
2 }
[D+31 D
−1
2 ]− = {D
+3
1 D
−1
2 , D
−1
2 D
+3
1 , D
+1
2 D
−3
1 , D
−3
1 D
+1
2 }
[D+11 D
+1
2 D
+1
1 D
+1
2 ]p− = {D
+1
1 D
+1
2 D
+1
1 D
+1
2 , D
+1
2 D
+1
1 D
+1
2 D
+1
1 , D
−1
2 D
−1
1 D
−1
2 D
−1
1 ,
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D−11 D
−1
2 D
−1
1 D
−1
2 }
[D−11 D
+1
2 D
+1
1 D
+1
2 ]+ = {D
−1
1 D
+1
2 D
+1
1 D
+1
2 , D
+1
2 D
−1
1 D
+1
2 D
+1
1 , D
+1
1 D
+1
2 D
−1
1 D
+1
2 ,
D+12 D
+1
1 D
+1
2 D
−1
1 , D
−1
2 D
−1
1 D
−1
2 D
+1
1 , D
+1
1 D
−1
2 D
−1
1 D
−1
2
D−12 D
+1
1 D
−1
2 D
−1
1 , D
−1
1 D
−1
2 D
+1
1 D
−1
2 }
[D+11 D
−1
2 D
+1
1 D
+1
2 ]+ = {D
+1
1 D
−1
2 D
+1
1 D
+1
2 , D
+1
2 D
+1
1 D
−1
2 D
+1
1 , D
+1
1 D
+1
2 D
+1
1 D
−1
2 ,
D−12 D
+1
1 D
+1
2 D
+1
1 , D
−1
2 D
−1
1 D
+1
2 D
−1
1 , D
−1
1 D
−1
2 D
−1
1 D
+1
2 ,
D+12 D
−1
1 D
−1
2 D
−1
1 , D
−1
1 D
+1
2 D
−1
1 D
−1
2 }
[D−11 D
−1
2 D
+1
1 D
+1
2 ]− = {D
−1
1 D
−1
2 D
+1
1 D
+1
2 , D
+1
2 D
−1
1 D
−1
2 D
+1
1 , D
+1
1 D
+1
2 D
−1
1 D
−1
2 ,
D−12 D
+1
1 D
+1
2 D
−1
1 , D
−1
2 D
−1
1 D
+1
2 D
+1
1 , D
+1
1 D
−1
2 D
−1
1 D
+1
2 ,
D+12 D
+1
1 D
−1
2 D
−1
1 , D
−1
1 D
+1
2 D
+1
1 D
−1
2 }
[D−11 D
+1
2 D
−1
1 D
+1
2 ]p− = {D
−1
1 D
+1
2 D
−1
1 D
+1
2 , D
+1
2 D
−1
1 D
+1
2 D
−1
1 , D
−1
2 D
+1
1 D
−1
2 D
+1
1 ,
D+11 D
−1
2 D
+1
1 D
−1
2 }
C.2 Caso r = R = 3 e N = 3
Nesse caso (e para r ≥ 3), a fo´rmula do sinal de um caminho, derivada na re-
fereˆncia [6], e´ dada por
(−1)N+l+s+T+1 (C.2)
onde N e´ o comprimento da palavra, s e´ o nu´mero de expoentes negativos , T
e´ o nu´mero de subsequeˆncias da forma (123...r) na sequeˆncia Sl = (j1, j2, ..., jl) e
l = r, r + 1, ..., N .
Por exemplo, a sequeˆncia
(1 2 1 2 3 2 1 3 2 3 2 3 1 2)
pode ser decomposta como
(1 2) (1 2 3) (2) (1 3) (2 3) (2 3) (1 2)
Enta˜o, nesse caso, T = 7.
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r = R = 3
N = 3, D+11 D
+1
2 D
+1
3 (+) D
+1
1 D
+1
3 D
+1
2 (−) D
+1
3 D
+1
1 D
+1
2 (+)
D−11 D
+1
2 D
+1
3 (−) D
−1
1 D
+1
3 D
+1
2 (+) D
−1
3 D
+1
1 D
+1
2 (−)
D+11 D
−1
2 D
+1
3 (−) D
+1
1 D
−1
3 D
+1
2 (+) D
+1
3 D
−1
1 D
+1
2 (−)
D+11 D
+1
2 D
−1
3 (−) D
+1
1 D
+1
3 D
−1
2 (+) D
+1
3 D
+1
1 D
−1
2 (−)
D−11 D
−1
2 D
+1
3 (+) D
−1
1 D
−1
3 D
+1
2 (−) D
−1
3 D
−1
1 D
+1
2 (+)
D−11 D
+1
2 D
−1
3 (+) D
−1
1 D
+1
3 D
−1
2 (−) D
−1
3 D
+1
1 D
−1
2 (+)
D+11 D
−1
2 D
−1
3 (+) D
+1
1 D
−1
3 D
−1
2 (−) D
+1
3 D
−1
1 D
−1
2 (+)
D−11 D
−1
2 D
−1
3 (−) D
−1
1 D
−1
3 D
−1
2 (+) D
−1
3 D
−1
1 D
−1
2 (−)
D+12 D
+1
1 D
+1
3 (−) D
+1
2 D
+1
3 D
+1
1 (+) D
+1
3 D
+1
2 D
+1
1 (−)
D−12 D
+1
1 D
+1
3 (+) D
−1
2 D
+1
3 D
+1
1 (−) D
−1
3 D
+1
2 D
+1
1 (+)
D+12 D
−1
1 D
+1
3 (+) D
+1
2 D
−1
3 D
+1
1 (−) D
+1
3 D
−1
2 D
+1
1 (+)
D+12 D
+1
1 D
−1
3 (+) D
+1
2 D
+1
3 D
−1
1 (−) D
+1
3 D
+1
2 D
−1
1 (+)
D−12 D
−1
1 D
+1
3 (−) D
−1
2 D
−1
3 D
+1
1 (+) D
−1
3 D
−1
2 D
+1
1 (−)
D−12 D
+1
1 D
−1
3 (−) D
−1
2 D
+1
3 D
−1
1 (+) D
−1
3 D
+1
2 D
−1
1 (−)
D+12 D
−1
1 D
−1
3 (−) D
+1
2 D
−1
3 D
−1
1 (+) D
+1
3 D
−1
2 D
−1
1 (−)
D−12 D
−1
1 D
−1
3 (+) D
−1
2 D
−1
3 D
−1
1 (−) D
−1
3 D
−1
2 D
−1
1 (+)
Classes de equivaleˆncia:
[D+11 D
+1
2 D
+1
3 ]+ = {D
+1
3 D
+1
1 D
+1
2 , D
−1
3 D
−1
2 D
−1
1 , D
−1
1 D
−1
3 D
−1
2 , D
+1
2 D
+1
3 D
+1
1 ,
D−12 D
−1
1 D
−1
3 , D
+1
1 D
+1
2 D
+1
3 }
[D−11 D
+1
2 D
+1
3 ]− = {D
+1
3 D
−1
1 D
+1
2 , D
−1
3 D
−1
2 D
+1
1 , D
+1
1 D
−1
3 D
−1
2 , D
+1
2 D
+1
3 D
−1
1 ,
D−12 D
+1
1 D
−1
3 , D
−1
1 D
+1
2 D
+1
3 }
[D+11 D
−1
2 D
+1
3 ]− = {D
+1
3 D
+1
1 D
−1
2 , D
−1
3 D
+1
2 D
−1
1 , D
−1
1 D
−1
3 D
+1
2 , D
−1
2 D
+1
3 D
+1
1 ,
D+12 D
−1
1 D
−1
3 , D
+1
1 D
−1
2 D
+1
3 }
[D+11 D
+1
2 D
−1
3 ]− = {D
−1
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Apeˆndice D: Se´ries Formais de Poteˆncias e
Alguns Lemas Combinatoriais
D.1 Se´ries Formais de Poteˆncia
As se´ries formais de poteˆncias constituem uma das ferramentas mais empregadas
em combinato´ria alge´brica enumerativa onde, de modo geral, seus coeficientes enu-
meram elementos de um conjunto como, por exemplo, as partic¸o˜es de um nu´mero
ou as dimenso˜es dos espac¸os vetoriais como nos cap´ıtulos 3 e 4. Informac¸o˜es mais
detalhadas sobre se´ries formais e suas aplicac¸o˜es podem ser obtidas nas refereˆncias
[17] e [18].
Definic¸a˜o D.1 Seja (bn)n≥0 uma sequeˆncia de nu´meros reais. Uma se´rie formal de
poteˆncias e´ uma expressa˜o da forma
∑
n≥0
bnx
n := b0 + b1x + b2x
2 + ... + bnx
n + ... (D.1)
definida pela sequeˆncia dada. A se´rie tambe´m e´ chamada de func¸a˜o geradora da
sequeˆncia.
No contexto das se´ries formais de poteˆncia, interessam apenas os coeficientes, na˜o
sendo relevantes os valores da varia´vel x. Nesse contexto, elas podem ser derivadas,
integradas, somadas termo a termo e multiplicadas como se fossem polinoˆmios.
Duas se´ries formais sa˜o iguais se e somente se para todo n, o coeficiente de xn e´
o mesmo em ambas as se´ries.
Um polinoˆmio pode ser representado por uma se´rie formal de poteˆncias. Por
exemplo:
1 + x + 3x3 =
∑
n≥0
bnx
n
onde b0 = 1, b1 = 1, b2 = 0, b3 = 3 e bn = 0, ∀ n ≥ 4.
Em muitos casos de interesse e´ poss´ıvel representar explicitamente uma se´rie for-
mal de poteˆncias por uma func¸a˜o. Nesse caso, a se´rie formal associada e´, por definic¸a˜o,
aquela definida pelos coeficientes de Taylor da func¸a˜o. Por exemplo, se escrevemos
F (x) =
∑
n≥0
bnx
n (D.2)
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enta˜o bn =
1
n!
F (n)(0) onde F (n)(0) e´ a n-e´sima derivada de F (x) calculada em x = 0.
Por exemplo, a se´rie formal definida pela sequeˆncia
( 1
n!
)
n≥0
e´ gerada pela func¸a˜o
ex.
Produto´rios infinitos de poteˆncias sa˜o definidos em termos de se´ries formais. Por
exemplo, o produto´rio
∞∏
n≥0
(1 + xn) e´, por definic¸a˜o, a se´rie formal
∑
n≥0
bnx
n definida
pelos coeficientes bn obtidos multiplicando-se os fatores no produto´rio e somando-se
os coeficientes com a mesma poteˆncia xn.
As identidades de Witt, Sherman e Feynman, discutidas nessa dissertac¸a˜o, devem
ser entendidas de acordo com as se´ries formais de poteˆncia. Por exemplo, considere-
mos a identidade de Witt
∞∑
N=1
(1− zN)M(N) = 1−Rz (D.3)
onde
M(N) =
1
N
∑
g|N
µ(g)R
N
g (D.4)
No lado direito temos um polinoˆmio que e´ uma se´rie formal definida pelos coefi-
cientes b0 = 1, b1 = R, bn = 0, ∀ n ≥ 2. A identidade estabelece que a se´rie formal
de poteˆncias em z, a que corresponde o produto´rio no lado esquerdo, esta´ definida
pelos mesmos coeficientes.
Se´ries formais de poteˆncias da forma geral
∑
n1,...,nk≥0
b(n1, ..., nk)x
n1
1 ... x
nk
k (D.5)
sa˜o definidas da mesma forma.
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D.2 Alguns Lemas Combinatoriais
Nesta sec¸a˜o sera˜o provados alguns lemas combinatoriais usando se´ries formais de
poteˆncias.
Lema D.1 O nu´mero de partic¸o˜es poss´ıveis de um nu´mero N ∈ N, N ≥ 2, em α
partes a1, a2, ..., aα, na˜o nulas e positivas, tal que
N = a1 + a2 + ... + aα (D.6)
e´
cN(α) =
(
N − 1
α− 1
)
(D.7)
Demonstrac¸a˜o: Para provar este resultado, observe, primeiramente, o seguinte:
(q1 + q2)2 = q1+1 + q1+2 + q2+1 + q2+2 (D.8)
(q1 + q2)3 =q1+1+1 + q1+1+2 + q1+2+1 + q2+1+1
+ q1+2+2 + q2+1+2 + q2+2+1
+ q2+2+2
(D.9)
Em (D.8), os expoentes de q indicam partic¸o˜es de N = 2, 3, 4 em duas partes na˜o
nulas e positivas que sa˜o: 1 + 1, para N = 2, 1 + 2 e 2 + 1 para N = 3 e, 2 + 2 para
N = 4.
Da mesma forma, em (D.9), os expoentes de q indicam partic¸o˜es de N = 3, 4, 5, 6
em treˆs partes na˜o nulas positivas que sa˜o 1 + 1 + 1 para N = 3; 1 + 1 + 2, 1 + 2 + 1,
2 + 1 + 1 para N = 4; 1 + 2 + 2, 2 + 1 + 2, 2 + 2 + 1 para N = 5; e 2 + 2 + 2 para
N = 6. Para que todas as partic¸o˜es poss´ıveis de N em α partem ocorram, e´ preciso
incluir todas as poteˆncias de q no lado esquerdo de (D.8) e (D.9).
Os exemplos acima sugerem, enta˜o, que consideremos a func¸a˜o
G(α) = (q1 + q2 + q3 + ...)α (D.10)
como func¸a˜o geradora das partic¸o˜es de N = 2, 3, ... em α partes na˜o nulas.
Formalmente,
1
1− q
=
∞∑
t=0
qt (D.11)
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Portanto,
∞∑
N=1
qN =
1
1− q
− 1 =
q
1− q
(D.12)
Logo,
G(α) =
qα
(1− q)α
=
∞∑
N=α
cN(α) · q
N (D.13)
onde cN(α) e´ o nu´mero de partic¸o˜es de N em α partes na˜o nulas positivas. Para
calcular cN(α), precisamos da se´rie binomial de Newton: dado k ∈ R,
(1 + x)k =
∞∑
n=0
an(k) · x
n =
∞∑
n=0
(
k
n
)
· xn (D.14)
onde
an(k) = 1, se n = 0 (D.15)
e, se 1 ≤ n ≤ k,
an(k) =
k(k − 1) · · · (k − (n− 1))
n!
(D.16)
Subtituindo k = −α e x = −q em (D.14) obte´m-se:
1
(1− q)α
=
∞∑
n=0
an(−α) · (−q)
n (D.17)
Mas, de acordo com (D.16)
an(−α) =
(−α)(−α− 1) · · · (−α− n + 1)
n!
= (−1)n ·
α(α + 1) · · · (α + n− 1)
n!
(D.18)
De forma compacta,
α(α + 1) · · · (α + n− 1)
n!
=
1 · 2 · 3 · · · (α− 1) · α · (α + 1) · · · (α + n− 1)
1 · 2 · 3 · · · (α− 1) · n!
=
(α + n− 1)!
(α− 1)! n!
=:
(
n + α− 1
α− 1
)
(D.19)
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Assim escreve-se (D.17) como:
1
(1− q)α
=
∞∑
n=0
(−1)n ·
(
n + α− 1
α− 1
)
· (−q)n =
∞∑
N=α
(
N − 1
α− 1
)
· qN−α (D.20)
onde fizemos n + α = N
Multiplicando (D.20) por qα:
qα
(1− q)α
=
∞∑
N=α
(
N − 1
α− 1
)
· qN (D.21)
Portanto,
G(α) =
∞∑
N=α
(
N − 1
α− 1
)
· qN (D.22)
Conclui-se, desse modo, que o nu´mero de partic¸o˜es de N em α partes na˜o nulas e´
cN(α) =
(
N − 1
α− 1
)
(D.23)

Lema D.2 Seja N ≥ α e n1, ..., nl, ni > 0, uma partic¸a˜o de α. Enta˜o,
∑
mi≥ni∑
mi=N
l∏
i=1
(
mi − 1
ni − 1
)
=
(
N − 1
α− 1
)
(D.24)
Demonstrac¸a˜o: Na prova do lema anterior, derivamos o seguinte resultado:
qα
(1− q)α
=
∞∑
N=α
(
N − 1
α− 1
)
· qN (D.25)
Tome α = n1 + n2 + ... + nl, ni > 0. Enta˜o,
qα
(1− q)α
=
qn1
(1− q)n1
.
qn2
(1− q)n2
...
qnl
(1− q)nl
(D.26)
Usando (D.25), em cada fator, resulta
∞∑
m1=n1
(
m1 − 1
n1 − 1
)
qm1 ...
∞∑
ml=nl
(
ml − 1
nl − 1
)
qml
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=
∞∑
N=α
∑
mi≥ni∑
mi=N
l∏
i=1
(
mi − 1
ni − 1
)
qN (D.27)
Comparando (D.27) com (D.25), termo a termo, obtemos o resultado. Observamos
que no texto a fo´rmula (D.24) sera´ usada impondo-se uma convenc¸a˜o que permite ter
(D.24) com mi > 0. 
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Apeˆndice E: Func¸a˜o de Mo¨bius
No que segue, o s´ımbolo a|b indicara´ que a e´ divisor de b.
Definic¸a˜o E.1 A func¸a˜o aritme´tica indicada por µ(n), denominada Func¸a˜o de Mo¨bius,
e´ definida por:
µ(n) =


1 se n = 1,
0 se p2|n, sendo p um nu´mero primo
(−1)r se n = p1p2...pr, onde pi sa˜o primos
(E.1)
Definic¸a˜o E.2 Sejam f e g duas func¸o˜es aritme´ticas de uma varia´vel relacionadas
da seguinte forma:
f(n) =
∑
d|n
g(d) (E.2)
onde a somato´ria e´ sobre todos os divisores d de n. A relac¸a˜o (E.2) pode tambe´m ser
expressa na forma
f(n) =
∑
d|n
g
(n
d
)
(E.3)
A func¸a˜o f e´ chamada de Transformada de Mo¨bius da func¸a˜o g.
Teorema E.1 (Fo´rmula Inversa de Mo¨bius) Sejam f e g duas func¸o˜es aritme´ticas,
sendo que f e´ a transformada de Mo¨bius de g. Enta˜o:
g(n) =
∑
d|n
µ(d)f(
n
d
) (E.4)
Reciprocamente, a inversa de (E.4) e´ a (E.2).A relac¸a˜o (E.4) e´ denominada Fo´rmula
ou Transformada Inversa de Mo¨bius.
Demonstrac¸a˜o: Ver refereˆncia [13]. 
Os resultados acima podem ser estendidos naturalmente para func¸o˜es aritme´ticas de
k varia´veis. Nesse caso, se
f(n1, ..., nk) =
∑
d|n1,...,nk
g
(n1
d
, ...,
nk
d
)
(E.5)
temos
g(n1, ..., nk) =
∑
d|n1,...,nk
µ(d)f
(n1
d
, ...,
nk
d
)
(E.6)
onde as somato´rias sa˜o sobre todos os divisores comuns de n1, ..., nk.
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Lema E.1 Suponha que f e g esta˜o relacionadas como:
g(n1, ..., nk) =
∑
d|n1,...,nk
µ(d)
d
f
(n1
d
, ...,
nk
d
)
(E.7)
Enta˜o
f(n1, ..., nk) =
∑
d|n1,...,nk
1
d
g
(n1
d
, ...,
nk
d
)
(E.8)
A rec´ıproca e´ verdadeira.
Demonstrac¸a˜o: Reescreva a relac¸a˜o (E.7) na forma
G(n1, ..., nk) =
∑
d|n1,...,nk
µ(g)F
(n1
d
, ...,
nk
d
)
(E.9)
onde
G(n1, ..., nk) = (n1 + ... + nk)g(n1, ..., nk) (E.10)
e
F
(n1
d
, ...,
nk
d
)
=
(n1
d
+ ... +
nk
d
)
f
(n1
d
, ...,
nk
d
)
(E.11)
Portanto, usando (E.5):
F (n1, ..., nk) =
∑
d|n1,...,nk
G
(n1
d
, ...,
nk
d
)
(E.12)
ou seja,
(n1 + ... + nk)f(n1, ..., nk) =
∑
d|n1,...,nk
(n1
d
+ ... +
nk
d
)
g
(n1
d
, ...,
nk
d
)
(E.13)
Logo,
f(n1, ..., nk) =
∑
d|n1,...,nk
1
d
g
(n1
d
, ...,
nk
d
)
(E.14)
Seguindo o caminho inverso, prova-se a rec´ıproca.

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Apeˆndice F: Fo´rmula de Faa di Bruno
A fo´rmula de Faa di Bruno fornece a derivada mu´ltipla de uma func¸a˜o composta,
sendo o caso m = 1 e r = 1 o mais conhecido. Em trabalhos recentes ([19] e [20]),
esta fo´rmula foi generalizada para m e r quaisquer.
Seja ν = (ν1, ..., νr), l = (l1, ..., lr) e z = (z1, ..., zr). Defina
|ν| =
r∑
i=1
νi (F.1)
ν! =
r∏
i=1
νi! (F.2)
Dνz =
∂|ν|
∂zν11 ...∂z
νr
r
(F.3)
e
l ≤ ν se li ≤ νi, i = 1, 2, ..., r (F.4)
Sejam F (y1, ..., ym) e G
(1)(z1, ..., zr),...,G
(m)(z1, ..., zr) func¸o˜es reais e
H(z) = F (G(1)(z), ..., G(m)(z)) (F.5)
Proposic¸a˜o F.1 (Fo´rmula de Faa di Bruno Generalizada)
DνzH(z) =
∑
1≤|λ|≤|ν|
Fλ(G(z))
∑
p(ν,λ)
(ν!)
q∏
j=1
[Glj(z)]
aj
(aj!)[lj!]|aj |
(F.6)
onde
p(ν, λ) = {(a1, ..., aq; l1, ..., lq) : |ai| ≥ 0,
q∑
i=1
ai = λ,
q∑
i=1
|ai|li = ν} (F.7)
Neste conjunto l1, ..., lq e´ a lista de todos os vetores que satisfazem l ≤ ν com |l| > 0,
e
q = −1 +
r∏
s=1
(νs + 1), (F.8)
Ale´m disso ai = (ai1, ..., aim) e
Fλ(y) = D
λ
yF (y), G
(i)
u (z) = Duz G
(i)(z) e Gu(z) = (G
(1)
u (z), ..., G
(m)
u (z))
Demonstrac¸a˜o: Ver refereˆncias [19] e [20]. 
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Interessa-nos o caso especial da fo´rmula em que m = 1, G(1)(z) = −g(z),
g(z) =
∞∑
k1,...,kr=0
W (k1, ..., kr)z
k1
1 ...z
kr
r (F.9)
Convencionamos que W (k1, ..., kr) = 0, se algum ki = 0, e
H(z) = e−g(z) (F.10)
No caso especial em que m = 1, a1, ..., aq sa˜o nu´meros naturais. Para esse caso,
interessa-nos obter uma fo´rmula para
DνzH(0) = D
ν
z =
∂|ν|
∂zν11 ...∂z
νr
r
e−g(z)
∣∣∣
z1=...=zr=0
(F.11)
Temos que em z = 0,
Fλ = 1 e Glj(0) = −lj!W (lj) (F.12)
Substituindo esse resultado na fo´rmula de Faa di Bruno (F.6) e dividindo o resultado
por ν! = ν1! ... νr! , resulta em :
1
ν1!...νr!
∂|ν|
∂zν11 ...∂z
νr
r
e−g(z)
∣∣∣
z1=...=zr=0
=
|ν|∑
λ=1
(−1)λ
∑
p(ν,λ)
q∏
j=1
[W (lj)]
aj
aj!
(F.13)
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