Two new path problems in graphs are studied: MINRANGE, i.e., find a path from a vertex s to a vertex 1 with the smallest possible range of arc lengths. and MINRATIO, i.e., find such a path for which the ratio of the largest to the smallest arc length is minimum. Several bicriterion extensions of these problems are also considered.
Introduction
Let G = (X, U) denote an oriented graph with n = IX/ vertices and m = 1 UI arcs (see [3] for basic definitions). Let s and t denote two distinguished vertices of G and .Y the set of paths from s to t (or s-t paths for short). We assume Y # 8. Let dkl for all k, I such that (xkr x1) E U, be a positive integer called the length of arc (x,, x1).
Path problems in graphs have been very extensively studied (see e.g. [7- 91 for surveys). The most frequently considered objectives are minimum length (e.g. [S] ), maximum reliability (e.g. [6] ) an d maximum capacity (e.g. [ 151) . All three objectives can be addressed in a unified way by an algebraic optimum path algorithm exploiting the underlying semiring structure (e.g. [14] ). In this paper we consider two new path problems:
Find an s-t path in G such that the range of arc lengths is minimum i.e..
min max dkl -min dkl P t .ip (xx. %J t p (x,.x,) E P and (ii) MINRATIO:
Find an s-t path in G such that the ratio of the largest to the smallest arc lengths is minimum, i.e., (4 as well as some extensions. Both criteria express a preference for balance in the lengths distribution.
A potential application arises in the area of Assembly Line Balancing (see [2] for definitions).
Consider the precedence diagram of j tasks with execution times u1,a2, . . . , aj and assume that the order in which these tasks are to be processed has a limited amount of flexibility. Note that vertices in the precedence diagram correspond to tasks and arcs to the precedence relations. Consider now a graph G in which arcs correspond to tasks and vertices to sets of completed tasks (as in PERT networks) so that any two vertices are joined by consecutive arcs arranged in all the possible ways permitted by the partial order induced by the precedence diagram. Add arcs between pairs of vertices which are endpoints of subpaths for which the total execution time of the tasks (the subpath length) does not exceed a given upper bound on the cycle time and weigh them accordingly (see Fig. 1 for a small example). Operating the line corresponds to an s-t path, where s is the vertex corresponding to no task done and t the vertex corresponding to all tasks completed. Tasks processed at the workstations on the line correspond to those associated with arcs of the path. The cycle time will be equal to the longest arc length. Minimizing the range of arc lengths is then equivalent to minimizing idle time at the workstations in worst case. Minimizing the ratio of the arc lengths is equivalent to minimizing the percentage of idle time at the workstations in worst case. Note that while directed graphs are considered in the statement of problems (1) and (2) they include undirected graphs as a particular case (in which (xk, xl) E U implies (x1, x,J E U). Then algorithms with improved complexity can be obtained by exploiting a recent result of Punnen [15] . Polynomial algorithms are given for both problems in Section 2. Bicriterion extensions in which one of the traditional criteria is considered together with (1) or (2) are addressed in Section 3. While we did find no reference to the range objective in the literature, several ratio objectives, where at least one of the two criteria involved in the ratio is linear, have been studied, both alone and in bicriterion path problems. In these ratio problems, two separate arc values (e.g. length and cost or cost and capacity) are considered, instead of a single one as in (1) and (2). Dantzig et al. [4] consider finding a cycle that minimizes the ratio of the sum of the arc lengths to the sum of arc (travel) times, while Tung [17] studies the elementary path version of this problem. Martins considers a bicriterion problem involving this ratio criterion and the maximum capacity in [13] , as well as the single criterion problem of minimizing the ratio of the sum of arc costs (or lengths) to the minimum arc capacity, in [12] . Ahuja [l] studies the problem of determining a path that minimizes the ratio of the sum of arc costs to the product of arc reliabilities.
Consider the MINMAX-MAXMIN bicriterion path problem of finding a path P whose longest arc length d(P) is minimized and whose shortest arc length d(P) is maximized. As easily shown by contradiction, the optimal paths for (1) Popt, is efficient for this bicriterion problem, i.e., there can be no other path P E :B with a(P) < a(P,,,) and d(P) 3 d(P,,,) or with a(P) < i?(Popt) and d(P) > d (P,,,,) . This is also true for the optimal paths of (2). Basically, the algorithms in Section 2 enumerate candidate paths by decreasing range or ratio order. Moreover, all paths (efficient or non-efficient for the MINMAX-MAXMIN problem) having an objective value greater or equal to the best known value are skipped. This procedure is similar to that for solving a single objective path problem by partly computing the efficient set of an associated bicriterion path problem. This was done, for instance, by Martins [12] (which may end with the proof that no such path exists). The length, 2, of the longest arc of this path is used to update d to @ -1) + (2 -4) -1, since a decrease in dleads to a lower value of 4 and a smaller Rapt value will be looked for at the next iteration.
The process begins with a value of dwhich is an upper bound on the arc lengths, and is repeated for decreasing values of d until no path can be found.
(R,,, denotes the value of the best known path, P,,,,) (b) Maximizing the minimum arc length. Let G = (X, U) where U = {(x,, xl) E Uldkl < 6). Let Y'(C) be the restriction of 9 to G. Solve the subproblem: max min dkl. Algorithm MRG is easily modified into an algorithm for Problem (2). However, both algorithms remain basically the same. Rapt here refers to the best known ratio. While _d is computed as in Algorithm MRG, the MINIMAX problem is solved on a subgraph where no path with a ratio equal or greater than Rapt can be found. The value of Step (a)
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Proof. We first study correctness and consider Algorithm, MRG. There are at most m(m -1)/2 possible values for the range d -_d of arc lengths in an s-t path, i.e., all differences between the lengths of a pair of arcs of G. As indicated in Section 1, the optimal path P,,, must be efficient for the MINMAX-MAXMIN bicriterion path problem. Hence one may consider all O(m) potential values for 2 and find the corresponding maximum value of 4. However, many potential values are considered implicitly by: (i) considering a tentative value for ~3, (ii) finding in step (b) the corresponding value d and (iii) finding in step (c) the best value 6? associated with 4. Then all values between dand 2 + 1 correspond to non-efficient paths and are treated implicitly. Moreover the value Rapt of the best known path is exploited in two ways to discard further paths: (i) in step (c) it is noted that an improvement in Rapt will occur onlyifd<_d + Rapt -1, and arcs with length greater than 2 are not considered in G; (ii) in step (d) it is observed that as the best path for a value 4 is known one must have a decrease in 4 for the next path considered and an improved path is obtained only if There is always a solution to problem (1) or problem (2) in which the optimal path is elementary, i.e., does not pass twice through the same vertex. This is not necessarily the case if one considers maximization of the range or ratio instead of minimization.
Bicriterion extensions
It is often the case that more than one criterion are relevant to the determination of a best path in a graph (see e.g. [lo] for a list of ten bicriterion problems with complexity analysis and algorithms, Henig [ 1 l] for a discussion of bicriterion path problems with a utility function). If one wants to leave maximum flexibility to the decision-maker when two criteria are considered, it is required to find all efficient (or non-dominated, or Pareto) paths, i.e., paths P such that there is no path P' with a better value for one criterion and a not worse value for the other. There may however be an exponential number of efficient s-t paths having the same values for both criteria. Therefore one will strive for a complete set 9* of non-equivalent efficient s-t paths, i.e., a set such that any path not in 9'* is dominated or equivalent to a path of Y* and no paths in Y* dominates or is equivalent to another path in Y*.
As noted in Section 1, the optimal path for MINRANGE belongs to the set of efficient paths for the bicriterion path problem MINMAX-MAXMIN.
This problem can be solved in O(m'log log n) time in the directed case, by an algorithm of Hansen [lo] (with Thorup's [16] priority queue as data structure) and in 0(m2) time in the undirected case by the algorithm of Punnen [15] . Note that the MINMAX-MAX-MIN bicriteria algorithms from Hansen [lo] and Punnen Cl.51 are for more general problems where the data for the two objective functions are different. Using them leads readily to solution of bicriteria MINRANGE-MAXMIN or MINRANGE-MINMAX problems (or their variants with the RATIO criterion) as shown below. after a brief discussion of an application.
Considering again the Assembly Line Balancing Problem discussed in the introduction, one may remember that the cycle time is equal to the maximum length of an arc in the chosen s-t path. This time is an important parameter as it determines the production rate and constrains the set of tasks which may be done at each workstation along the line. Hence one may wish to study the bicriterion problem MIN-RANGE-MINMAX for the graph G of the Assembly Line Balancing Problem defined above. It amounts to considering the criteria production rate and idle time in worst case.
Algorithm MRGMM (MINRANGE-MINMAX) (a) Efficient paths
Find a complete set of non-equivalent efficient paths in G for the MINMAX and MAXMIN criteria. It is easily seen that the dominating step is (a) for both directed and undirected graphs. So the time required is O(m' log log n) and O(m') respectively. Algorithm MRGMM was applied to the graph of Fig. 3 and details of the solution are summarized in Table 3 . A more difficult problem arises when the range or ratio criterion is considered together with the path length criterion. Considering once more the Assembly Line Balancing Problem, one may note that the total processing time on the line is equal to the length of any s-t path. If a constant value, equal for example to the upper bound on the cycle time, is added to all arc lengths, then any s-t path length will be equal to the total processing time plus the constant value times the number of arcs on the path shortest path has a longest arc value smaller or equal to z, since this implies that the same path will be recomputed otherwise. In Algorithm MRGMS, e(_d) denotes the shortest path lengths determined in step(f) the last time an interval with lower bound _d was considered, r(d) is an upper bound on the longest arc of this path, LOP, is the last shortest path length determined for the current value of 2, d* is the last value of 4 for which the shortest path length equals or exceeds the maximum length of any efficient path and d** is the smallest value of 1 for which a shortest path was found.
Algorithm MRGMS (MINRANGE-MINSUM)
(4 Minimum length Q'icient path.
(b)
Find a shortest s-t path in G, with length I,,',,. Let G be the subgraph of shortest s-t paths in G; find a minimum range path P' in G, with range R&,. Store (P', L&k R&) in a list _Y of (candidate) efficient paths.
Minimum range ejicient path
Find all pairs of arc lengths 2, j! for which d -4 is the minimum range of arc lengths R$,, in an s-t path. For each such pair consider the subgraph G* = (X, U*) where U* = {(xk,xI) E U(d < dkl < d} and find a shortest s-t path P in G*. Let P2 be the shortest such path and Lft its length. Store (P', L&,, R&J in 2". Determine a shortest s-t path P* in G*, its length L(P*) and its range R(P*). Rank the paths P in 8 by order of non-decreasing values of R(P) and of L(P) in case of ties. If L(P) 2 L(P') where P' is the predecessor of P in the ranked list 3, delete P. Stop: 3 contains a complete set of non-equivalent efficient paths.
We next justify the algorithm and give its complexity. Regarding complexity, step (a) takes O(m log log n) time to find a shortest s-t path P and its length L& using Dijkstra's algorithm, plus 0(m2 log log n) time for determining the minimum range path in the shortest s-t paths subgraph using algorithm MRG.
Step ( ones kept has the same worst case complexity. In view of Theorem 3 below it does not seem very easy to do better in terms of such a complexity. Note however that the acceleration tests of algorithm MRGMS make is substantially better in practice than the crude algorithm just described. This is illustrated on the graph of Fig. 3 , details of solution being given in Table 4 .
Theorem 3. The MINRANGE-MINSUM bicriterion path problem has O(m2) nonequivalent eficient paths and this bound is attained
Proof. There are O(m2) pairs of values for edge lengths in G. For any such pair, taken as bound on the maximum and minimum arc length in an s-t path, there is a single value for the shortest length of an s-t path. Hence the number of non-equivalent efficient paths is in 0(m2) .
To show this order of magnitude is the correct one, consider for any m 3 4, the graph G of Step (a)
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Step (0 Step (4 Step (9) 11 P(G) = 8 8 = {(s, x2, t); (s, x3, x2, t); (s, x3, t); (s, x1, t)}, all paths in 6p are efficient. An algorithm for the MINRATIO-MINSUM bicriterion path problem can be obtained among similar lines as for algorithm MRGMS. Considering the maximum reliability criterion instead of the minimum length criterion reduces to the previous case by taking arc lengths equal to the opposite of the logarithms of the arcs reliabilities.
