Since the motion of autonomous underwater vehicles is affected by ambient flow, knowledge of an environmental flow field can be used to improve the navigation of autonomous underwater vehicles. Due to imperfect knowledge of flow, the actual trajectory of an autonomous underwater vehicle deviates from the predicted trajectory. The difference between the actual and predicted trajectories is referred to as the motion-integration error, providing information of flow along the vehicle trajectory. Inspired by computerized tomography, this paper proposes motion tomography, a tomographic method for creating a fine-grid spatial map of flow based on the motion-integration error. While typical computerized tomography is a linear problem, motion tomography is a nonlinear problem because of unknown nonlinear trajectories of autonomous underwater vehicles and the dependency of the trajectories on the flow field. Therefore, motion tomography employs an iterative process consisting of two alternating steps: Trajectory tracing and flow field estimation. Starting from an initial guess of the flow field, in the trajectory tracing step, unknown nonlinear vehicle trajectories are estimated. Then, using the estimated vehicle trajectories, a spatial map of flow is constructed through either the non-parametric or parametric flow field estimation. The error bound for trajectory tracing is computed and the convergence of both the non-parametric and parametric flow field estimation algorithms is proved. Simulation and experimental data are analyzed to evaluate the performance of motion tomography when subject to changing vehicle speed and flow variability.
Introduction
Autonomous underwater vehicles (AUVs) are characterized by easy deployment and low operational costs for ocean sampling, compared to other major ocean observing technologies such as ships and buoys. These oceanic mobile sensing platforms are capable of long-term monitoring tasks over a course of weeks to months (with primary batteries) and have recently gained increased attention for data collection in large-scale environments (see, e.g., Dunbabin and Marques, 2012; Mukhopadhyay et al., 2014; Smith et al., 2010a) . While an AUV navigates an environment, its motion is affected by ambient flow. Since signals of the global positioning system (GPS) are not available underwater, AUVs typically estimate their positions under flow based on a priori knowledge of the flow field. This knowledge may differ from the actual field, leading to a difference between the actual and estimated trajectories. This difference is referred to as the motion-integration error and provides flow information along the trajectory. This paper presents a novel method for modeling and estimating a spatial map of flow based on the motion-integration error.
Flow field modeling and estimation have been studied in oceanography, fluid dynamics, and marine robotics. For geophysical flow, physics-based models numerically solve partial differential equations (PDEs), but regional numerical models typically are computationally expensive and formulated with the spatial resolution on the order of kilometers, which may be considered as low resolution for AUV operation. Hackbarth et al. (2014) proposed an approach for flow field estimation and data assimilation for AUVs using a computational fluid dynamics model and the ensemble Kalman filter. However, the method assumes that the dynamics of the true flow field are known and requires direct measurements of flow from AUVs. For fast computation and high resolution, data-driven models can be employed. Petrich et al. (2009) studied the identification of flow field model parameters using flow measurements collected from AUVs and showed that the designed flow model can improve the navigation accuracy of AUVs. However, they considered only time-invariant flow. Mokhasi et al. (2009) and Chang et al. (2014a) designed flow models by using temporal and spatial decomposition techniques. They developed methods for real-time prediction using variations of Kalman filters. However, these methods require a set of historic data to estimate parameters for the models. Because of the listed limitations of these recent studies, they may not be appropriate for AUV operation that requires flow field estimation in real time without a priori knowledge of the flow field.
The motion-integration error has been used to estimate a flow field in the vicinity of an AUV that does not measure flow directly. For example, underwater gliders, buoyancydriven AUVs (Davis et al., 2002) , compute a spatially and temporally averaged flow estimate from the motionintegration error along the trajectory traveled over one subsurface interval (Merckelbach et al., 2008) . This method is very efficient in computation, and gliders incorporate this estimate into navigation to reduce the motion-integration error for the next subsurface interval. Petrich et al. (2009) use flow velocity estimates computed in a similar way to identify model parameters for a time-invariant flow field. However, the effectiveness of this method significantly degrades in the presence of flow with strong spatial and temporal variations (Chang et al., 2015) . Assuming these variations are dominated by tidal currents, our previous work (Chang et al., 2015) improved this method by incorporating tidal predictions and validated the method in our field experiments off the coast of Long Bay, South Carolina, USA. This work inspired us to a further study for flow field estimation based on the motion-integration error.
Considering that the motion-integration error accumulates along the vehicle trajectory, we have found some similarities between the influence of the flow field on the trajectory of the AUV and the influence of a scanned object on the strength of the ray signal in medical CT (computerized tomography) (see Cierniak, 2011; Herman, 2009; Kak and Slaney, 2001; Natterer, 2001) . Inspired by CT, we propose a tomographic method for creating a fine-grid spatial map of a flow field from the motion-integration error. We formulate the motion-integration error as a line integral of ambient flow and then discretize this line integral into algebraic matrix equations. By solving an "inverse problem" for these algebraic equations, we estimate a flow field in near real time. We refer to this method as motion tomography (MT) .
In typical CT, the paths of rays are mostly linear and independent of the internal structure of an object, therefore CT generally solves a system of linear equations. In contrast, MT deals with nonlinear trajectories that depend on the underlying flow field and thus must solve a system of nonlinear equations. However, because of limited localization capabilities of AUVs, vehicle trajectories underwater are typically unknown . Therefore, the key difference between MT and CT lies in the unknown nonlinear vehicle trajectory for MT against the known linear ray path for CT.
Assuming linear vehicle trajectories, our previous work (Wu et al., 2013) developed an algorithm for MT that estimates the spatial distribution of a flow field from motionintegration errors of multiple gliders. Despite the assumption of the linear vehicle trajectory, the underlying system of equations of MT is nonlinear. A reconstruction algorithm for ultrasound tomography, the structure of which resembles our estimation algorithm, was developed by Schomberg (1978) , but its convergence was not discussed. Chang et al. (2014b) analyzed the flow field estimation algorithm developed by Wu et al. (2013) and provided a convergence proof that also applies to the method in the work by Schomberg (1978) . Our algorithm solves a specific type of nonlinear systems of equations by extending the Kaczmarz method (Kaczmarz, 1937 (Kaczmarz, , 1993 , also known as the algebraic reconstruction technique (Gordon et al., 1970) in the medical imaging community. The Kaczmarz method solves linear equations as one of the rowaction methods (Censor, 1981) . Convergence results regarding various Kaczmarz-type methods for a nonlinear system of equations have been obtained by Martínez and De Sampaio (1986) and Meyn (1983) . Our algorithm can be viewed as one special case of these methods, and our proof of convergence adds to the collection.
As an extension of our previous work (Chang et al., 2014b; Wu et al., 2013) , this paper addresses unknown nonlinear vehicle trajectories by incorporating trajectory tracing which estimates vehicle trajectories given the knowledge of a flow field. Since the estimated map of the flow field and the vehicle trajectory are mutually dependent, MT constructs a map of the flow field by running an iterative sequential process consisting of trajectory tracing and flow field estimation. We have developed two flow field estimation algorithms for non-parametric and parametric flow models. The system of equations that MT solves is underdetermined (i.e. the number of equations is fewer than that of unknowns). With an appropriate number of basis functions, the parameterization may reduce both the dimension of the estimation variable space and noise of the estimated flow field that may arise from uncertainties such as model error or measurement noise. The paper provides the error bound for trajectory tracing and the convergence proof for both non-parametric and parametric flow field estimation algorithms. We test our method using the following data sets:
(a) simulations using AUVs under a simulated flow field; (b) indoor experiments using mobile robots that mimic the motion of AUVs under a simulated flow field;
(c) a field experiment using a glider deployed off the coast of Georgia, USA in September 2013.
Through simulation and experimental results, we discuss the performance of MT in the ideal case with the assumptions of the constant and identical vehicle speed and the static flow, and in the cases in which these assumptions are not satisfied. Our research on MT may benefit various studies in the field of robotics. To maximize the navigation performance of AUVs in the presence of flow, researchers have studied optimal path planning under flow (Eichhorn, 2015; Fernández-Perdomo et al., 2010; Pereira et al., 2013; Smith et al., 2010b; Techy, 2011; Witt and Dunbabin, 2008) . These studies are typically tested using ocean model output data, but the accuracy and resolution of these data may not be good enough for AUV navigation. Therefore, having a highresolution map of a flow field in near real time using MT will contribute to more effective and precise guidance of AUVs in the presence of flow, and the application of MT can be extended to river or lake studies using appropriate mobile platforms (e.g. Austin, 2013; Tinka et al., 2016) . Given historic flow data sets, the accuracy of flow field mapping through MT can be improved by analyzing the uncertainty in the estimated flow field (e.g. Hollinger et al., 2016; Lermusiaux, 2006) . Conversely, in the absence of real flow data, mapping results through MT can also serve as ground-truth to analyze the uncertainty in the existing flow models.
The rest of the paper is organized as follows. Background information on MT and its problem formulation are provided in Section 2. Section 3 presents MT and analyzes the error bound of trajectory tracing and the convergence of the non-parametric flow field estimation algorithm. Then, Section 4 introduces parametric MT and examines the convergence of the parametric flow field estimation algorithm. Section 5 validates the algorithms through both simulations and experiments, and discusses simulation and experimental results. Lastly, Section 6 concludes the paper and presents future directions.
Background and problem formulation

Horizontal motion of AUVs under flow
This section describes the motion of AUVs in the presence of flow to model the influence of flow on the vehicle trajectory. We consider only the horizontal motion of vehicles for simplicity of presentation and easy analysis of the MT method. To model the horizontal vehicle motion, we use a first-order particle model with constant speed, s h . Let us define r ∈ R ⊂ R 2 , where R is called the design space. Let T = [t 0 , t f ], with observation time horizon T obs = t f − t 0 > 0, be a bounded time interval called observation interval. Let us denote the vehicle heading by θ and suppose a vehicle travels using a constant flow estimate,f, during the observation interval.
The predicted vehicle positionr( t) during the observation interval can be computed by integrating the following equationṙ
where I f is a switching signal indicating whether the estimated flow is used for navigation or not. Vehicle heading θ can be measured with high accuracy using a compass, and if we have a desired heading, it is determined by control input. We assume that the heading quickly converges to the desired heading. The real flow experienced by an AUV may differ from the estimated flow, and the actual vehicle position r( t) can be obtained by integrating the following equatioṅ
which is usually unknown because of the unknown flow velocity, f( r, t). Sincef is known along the vehicle trajectory, we let I f = 0 for simplicity throughout the paper. However, our results apply to the general case with I f = 0. Suppose the position r of an AUV is not available for all t ∈( t 0 , t f ) during the observation interval and is updated only at t = t f . Because of the unknown flow f, we can typically observe the motion-integration error of the vehicle at t = t f . Let us define γ = {r( t) } t∈T : T → R as the trajectory of a vehicle. From equations (1) and (2), the motion-integration error over one observation interval is given by
Flow modeling
The dynamics of a flow field can be modeled by PDEs. These equations are often solved in physics-based models (e.g. Bleck, 2002; Haidvogel et al., 2008; Luettich et al., 1992; Shchepetkin and McWilliams, 2005) under known initial and boundary conditions. In data-driven flow models, these equations are approximated by using basis functions such as sinusoids in Fourier series, wavelets, piecewise polynomials, and splines (Lynch et al., 2008) . For instance, our previous work (Chang et al., 2014a ) designed a highresolution data-driven flow model to effectively guide a type of AUVs, underwater gliders. In this section, we present a generalized form of such data-driven models.
Let us denote the time by t ∈ R and the position by r ∈ R ⊂ R 2 . Temporal and spatial basis functions are used to approximate the temporal and spatial variations of flow, respectively. For position r, we define a series of the spatial basis functions indexed by m as φ m ( r) ∈ R. For time t, a series of the temporal basis functions indexed by n is given by ψ n ( t) ∈ R. Then, with M spatial basis functions and N 
where η (m,n) ∈ R 2 are constant parameter vectors. Figure 1 illustrates a model initialization process for a group of AUVs in a formation. The center of the initial vehicle positions is represented by the blue rectangle. Our model incorporates flow estimates from AUVs to update parameters η (m,n) in equation (4), so the model focuses on the vicinity of vehicles. To generate high-resolution flow data, we initialize our flow model using a historical timeseries data set such as existing flow model output data with lower resolution. To initialize the model, we first select an area with κ × κ grid points (the black round dots) around vehicles from the historical data and refer to it as a patch (the red area patch A). Then, we compute the spatial and temporal basis functions for the selected time and space of the historic data. The number of spatial basis functions, M, should be smaller than the number of grid points, κ 2 , to avoid over-fitting. Given the computed basis functions and the historical data, we can find optimal parameters η (m,n) . Once initialized, the model can predict the flow around the vehicles to guide them. However, when the vehicles move out of the selected patch (the green triangle in Figure 1 ), the spatial basis functions may have difficulty representing the spatial variation of flow outside the patch, so the model is reinitialized over a new patch (the yellow area patch B).
Problem formulation
The MT problem is based on a motion-integration error that is determined by a line integral of ambient flow along the vehicle trajectory. As for the preliminary step towards solving the MT problem, we simplify the problem by making the following assumptions. Assumption 1. The flow field is time-invariant over one observation interval T . That is, the flow velocity in the field is considered to be independent of time during the interval. As a result, the flow is now represented by f( r) instead of f( r, t).
Assumption 2. The horizontal through-water speeds (as opposed to ground speeds) of all vehicles are identically s h , which is a constant.
These assumptions are made for clarity and easy analysis, but we can show that they are often realistic for oceanic applications under certain conditions. Assumption 1 can be satisfied if we choose T such that the error caused by a time-varying flow field is minimal. For Assumption 2, let us consider that the observation interval of AUVs is mostly several hours, leading to travel distances of a few kilometers. Considering the travel distances of AUVs, the effect of variations of the vehicle speed is often trivial. In Section 5, we deal with cases in which the assumptions are violated.
Suppose we deploy K vehicles with r i , i = {1, . . . , K} denoting their positions in domain D as illustrated in Figure  2 . After observation interval T , we will obtain motionintegration errors d i according to equation (3). We introduce arc-length parameter i for curve γ i , given by
in which s tr is the speed of the vehicle along its actual trajectory, which satisfies
Substituting equation (5) into equation (3), we derive
Notice that if s tr = 0, equation (7) is not well-defined. The equality s tr = 0 simply means that the vehicle motion cancels out the flow, leading to a vehicle staying at the previous position. Without loss of generality, we can assume that s tr = 0 by a controller design, or since s tr = 0 does not affect the continuity and smoothness of the vehicle trajectory, we can evaluate the integral in equation (7) over the
Let us discretize the domain D into P = R × S grid cells with D (r,s) referring to the ( r, s)th cell. We define index j = ( r−1) S +s such that D j ≡ D (r,s) , j = {1, . . . , P}. We denote the flow velocity in each cell by f j and assume flow within a cell is constant. For the ith vehicle in the jth cell, we assume that vehicle heading θ (i,j) is constant within the cell. Then, the speed of the ith vehicle along the trajectory is given by
which leads to the linear trajectory within a cell and the piecewise linear trajectory over the domain D. We assume that the vehicle heading θ (i,j) is available to us or can be estimated with a small bounded error. The impact of the vehicle heading with a small bounded error on our results is discussed in Section 3.1. For the ith vehicle passing through the jth cell, D j , the length of the vehicle trajectory, L (i,j) , can be obtained by
in which γ i [D j ] represents curve γ i within the spatial interval for D j in a planar space. Let us denote the time that the ith vehicle enters D j by t 0 (i,j) and the time that the ith vehicle leaves D j by t f (i,j) . Let r 0 (i,j) = r i t 0 (i,j) and r f (i,j) = r i t f (i,j) . Since the trajectory within a cell is linear, equation (9) is equivalent to
The position r f (i,j) can be obtained by
From equation (11), we see that r
which shows that r 0 (i,j) is affected by flow f j−1 . Following the application of the same procedure to the cells along the past vehicle trajectory, we find that r 0 (i,j) depends on all the flow along the past trajectory. Therefore, to compute L (i,j) , we should recursively consider the influence of flow along the vehicle trajectory from t = t 0 i to t f (i,j) . Let us stack all the flow velocities for the grid cells and define vector
. . , f x,P ] T is the x component of all the flow velocities for the grid cells and f y = [f y,1 , f y,2 , . . . , f y,P ] T is the y component of all the flow velocities for the grid cells. To consider the dependency of the vehicle trajectory on the flow field, we express the length of the vehicle trajectory as
Based on the discretization setting designed above, equation (7) can be discretized into
Considering the flow velocity along the x and y directions separately, we have
. . , d y,K ] T , we can rewrite equation (14) as
The equations in equation (15) are nonlinear and underdetermined (K < P). MT solves an inverse problem forf from equation (15). Even though the equations follow a form similar to the classical CT problem, the nonlinearity is a significant difference between CT and MT, which brings challenges to MT. If I f = 0 in equations (1) and (2), the motionintegration error is caused by the difference between real flow f( r) and estimated (or predicted) flowf. In this case, f x and f y are constructed such that f
. . , f y,P −f y ] T , for which MT solves from equation (15).
Motion tomography
To solve the equations in equation (15) for flow f, we first need to determine L( f) in equation (16) based on knowledge of vehicle trajectories. However, because of limited localization capabilities of AUVs, their real trajectories under flow are often unknown and thus must be estimated before solving equation (15). We refer to this key step as trajectory tracing. The idea of trajectory tracing is to compute vehicle trajectoriesγ under flow using our best knowledge of the flow field. Therefore, flow field mapping through MT is an iterative process consisting of two key steps: Trajectory tracing and flow field estimation. In this section, we describe these two key steps.
Trajectory tracing and its error bound
Our previous work (Wu et al., 2013) assumed linear vehicle trajectories to compute estimated flowf. However, since real vehicle trajectories are nonlinear, L( f) computed from linear trajectories does not necessarily satisfy equation (15), degrading the accuracy of flow field mapping. To address the problem of unknown nonlinear trajectories, we trace vehicle trajectories by iteratively simulating the vehicle trajectory using the current estimate of the flow field.
Suppose a vehicle navigates over observation interval
where s h is the horizontal vehicle speed, θ ∈ [−π , π ] is the actual vehicle heading, and f is the true flow field, its traced trajectoryγ i is obtained bẏ
. . , P} are piecewise constant vehicle heading estimate and piecewise constant flow estimate corresponding to the vehicle position in the discretized domain D = ∪ j D j , respectively. To increase the accuracy of the traced vehicle trajectory, we iteratively alternate between flow estimation and trajectory tracing. The actual heading θ and the estimated headingθ may differ because of the error that may come from measurement error of a compass or piecewise linearization error of the heading in our discretization setting. We make the following assumption onθ − θ .
Assumption 3. For all t, |θ −θ | is bounded above by a small constant 0 ≤ π .
Proof. Let us define φ =θ − θ . Since all functions of φ on the both sides of the inequality are even about 0, let us consider only the case in which 0 ≤ φ ≤ π . By Taylor's theorem, f ( φ) = cos( φ) = P n + R n , in which P n is the nth order Taylor polynomial for cos
In Lemma 2 below, we prove that given that f ( r) −f ( r) is uniformly bounded above, the difference between the final position of the real trajectory, r f = r( t f ), and the final position of the traced trajectory,r f =r( t f ), is bounded. For a discretized domain D, let us suppose that the estimated flow map by MT is denoted byf and the true flow map is denoted by f . Later in Sections 3.3 and 4.3, we prove that f − f converges to zero in the L2 sense by using our proposed flow field estimation algorithms for both non-parametric and parametric flow estimation.
Lemma 2. Given that Assumption 3 holds and
in which s h is the horizontal vehicle speed and T obs is the observation time horizon.
Proof. Let us define error term e =r f − r f . Then, we have
By applying the triangle inequality to the Euclidean norm of the error and using f (
By expanding the terms on the right side of the equation and using a trigonometric formula [cos( α + β) = cos α cos β + sin α sin β], we obtain
By applying Lemma 1, we have
Flow field estimation
Because of the dependency of the vehicle trajectory on flow in L( f), solving equation (15) using gradient-based methods is complicated. Since MT shares a similar framework to CT, we derive an iterative flow field estimation algorithm based on the Kaczmarz method. Let us omit x and y in the system in equation (15) for clarity. Given a nonlinear system
where
the estimation algorithm finds a solution to the system of equations in an iterative way. Let us use k to denote the index for iterations. To find a solution to equation (19), starting from initial solution f 0 , the estimation algorithm solves a nonlinear system of equations by iterating the following optimization process
where k is the index for iteration, L i is the ith row of matrix L, and i satisfies i = mod( k, K) +1. The constraint in equation (20) is formulated by assuming that L i ( f) is evaluated every iteration. By solving this optimization problem, at each iteration we have
Typically, the Kaczmarz method processes every K iterations from i = 1 to K as a batch. We follow the same approach here, so upon convergence, the iteration number is always a multiple of K. Based on equation (21), we obtain a flow field estimation algorithm (Algorithm 1). As a Kaczmarz-type method, our estimation algorithm can be geometrically represented as an iterative projection of f k onto hyperplanes
In the algorithm, the updating equation includes relaxation parameter λ which affects the convergence rate. For the Kaczmarz method, the parameter λ is chosen as λ ∈( 0, 2) (Chong and Zak, 2013). To check the convergence, for k that satisfies mod( k, K) +1 = K, we define residuals r k f,x = L( f k ) f 
The convergence of algorithm 1
Given a nonlinear system of equations in equation (19), we claim that the solution to the system of equations derived from Algorithm 1, 2 , referred to as the pseudoinverse of A i ( b) in this paper.
Lemma 3. A +
i ( b) satisfies the following four conditions for the Moore-Penrose pseudoinverse (Penrose, 1955) :
Proof. By simply substituting A + i ( b) into the above four conditions, we can show that Lemma 3 holds.
We make the following two assumptions:
Assumption 5. Given any real numbers 0 < , β < 1 and a true solution f to equation (19), there exists a ball B( f , δ) around f with radius δ > 0 such that the following hold for all f ∈ B( f , δ) : K}; (b)For a sequence f k generated by equation (21),
For every K iterations, there exists at least one k ∈ {nK, nK + 1, . . . , ( n + 1) K − 1}, n = {0, 1, 2, . . .} such that e k satisfies M k e k , e k ≤( 1 − β) e k , e k where β > 1 + − 1/( 1 + ) K−1 .
In the following theorem, we prove the convergence of Algorithm 1. Proof. Let us define an error term e k = f k − f . By subtracting f from the both sides of equation (21) and substituting
where we define p k = L i ( f k ) −L i ( f ). After substituting equation (23) into equation (22), the square of the Euclidean norm of the error is
By the property of the inner product and Lemma 3, the fourth and fifth terms on the right side of equation (24) become
and
respectively. By substituting equations (25) and (26) into equation (24), we have
Since L i ( f) is Lipschitz continuous
where the last inequality is obtained by Assumption 5. By the definition of
it is a rank-one Hermitian matrix with the only non-zero Eigenvalue being 1. Therefore, M k is positive semidefinite with the largest Eigenvalue being 1 (c.f. Horn and Johnson, 1985 , Theorem 4.3.1 (Weyl)). By Assumption 5, there are the following two cases:
In the worst case, Case 2 happens only once and the rest corresponds to Case 1 for k ∈ {nK, nK + 1, . . . , ( n + 1) K − 1}, n = {0, 1, 2, . . .}. Without loss of generality, we can consider that the first instance over K is Case 2. Then, for k = nK, we have
At the next iteration, we obtain
By induction, we have
By Assumption 5, equation (28) (28). If Case 2 happens 1 < J ≤ K times, then
By Assumption 5, we have
Since 1/( 1 + ) JK−K < 1, e k → 0 and f k → f as k → ∞ in the L2 sense.
Flow field mapping
Flow field mapping for MT iteratively runs trajectory tracing and flow field estimation and is described in Algorithm 2. Suppose we navigate K vehicles over observation interval T ∈ [t 0 , t f ] and estimate a flow field using motionintegration errors d i , i = {1, . . . , K}. Let us use k to denote the index for iterations, r i the actual positions of the vehicles, andr i the predicted positions of vehicles. First, we compute initial guesses of the flow field, f 0 , and the vehicle trajectories,γ 0 i , between initial vehicle positions, r γ i ( t 0 ), and final vehicle positions, r γ i ( t f ). Starting from k = 1, we compute the length of trajectories L (i,j) in each cell j and construct matrix L( f) based onγ k−1 i . Then, we estimate a flow field f k from f k−1 by running Algorithm 1 and simulate new vehicle trajectoriesγ k i based on f k . To check the convergence of traced trajectories, we define an error term e γ k = r γ i ( t f ) −rγ k i ( t f ) and compute the root-mean-square (rms) error e rms γ k . We repeat this process until the x and y components of e rms γ k = e rms γ k − e rms γ k−1 are sufficiently small (i.e. below a threshold γ ).
If a grid cell is not visited by a vehicle (e.g. for the jth cell for all i vehicles, L (i,j) = 0 in equation (16)), then there is no (2) from the initial position r γ i ( t 0 ) using the resulting flow field f k .
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Compute the rms error e rms γ k between simulated and real ending positions. 10 until a stopping condition is met (e.g.
| e rms x,γ k |, | e rms y,γ k | ≤ γ )
information from which to infer an underlying flow field for the cell. Therefore, we choose the grid size such that each cell is visited by at least one vehicle. If vehicles are allowed to traverse the domain repeatedly, increasing the number of vehicle trajectories throughout the mapping domain will increase the spatial resolution and the accuracy, but it may require a longer observation period.
Since the system of equations in equation (15) is underdetermined, the system may have multiple solutions. The initial guess to start the iterative estimation algorithm plays an important role to obtain a solution that is close to the true solution and may also affect the convergence rate. Inspired by the computation of glider-estimated flow (see, for details, Chang et al., 2015) , we choose an initial guess as follows. For each vehicle, we first compute estimates of the flow velocityf i over one observation interval such that
where r i andr i are the actual and predicted positions of the ith vehicle, respectively, and t 0 and t f the starting and ending times of the observation, respectively. Then, for the grid cells that the trajectory of each vehicle passes through, we assign the associated flow estimate. If multiple vehicles pass through a single cell, then we compute the average of flow velocities associated with the vehicles for the cell.
Parametric motion tomography
Parametric flow field estimation
As introduced in Section 2.2, flow can be represented by a parameterized expression using a data-driven flow model (equation (4)). Since we deal with the time-invariant flow field, only spatial basis functions are required to model flow.
Consider an R × S grid domain with f j , j = {1, . . . , P = R × S} denoting flow velocity for the jth grid cell. Based on our parametric flow model in equation (4), f j can be written as
where η m are parameters for the flow, φ m are spatial basis functions, M is the number of spatial basis functions, and r j is the position of the jth cell (e.g. the center of the cell). Now, consider flow velocity along the x-and y-directions separately. We denote a set of parameters in x and y components by h x = [η x,1 , η x,2 , . . . , η x ,M ] T and h y =  [η y,1 , η y,2 , . . . , η y ,M ] T , respectively. We define matrix H such that its jth row is defined as 
As is the case with non-parametric MT, we solve the parametric motion-integration error in equation (33) for parameters h to estimate flow f in equation (31). Let us omit x and y in the system for simplicity of presentation, i.e. we have
We solve equations in the form of equation (34) for h by iterating the following optimization process
which leads to
where G i is the ith row of matrix G and i satisfies i = mod( k, K) +1. As is the case with the non-parametric flow 
field algorithm, we process every K iterations from i = 1 to K as a batch, so upon convergence, the iteration number is always a multiple of K. Based on equation (36), we derive a parametric flow field estimation algorithm (Algorithm 3) with relaxation parameter λ. To check the convergence, for k that satisfies mod( k, K) +1 = K, we define residuals r k h,x = G( h k ) h k x − d x and r k h,y = G( h k ) h k y − d y . The algorithm runs until r k h,x and r k h,y are sufficiently small (i.e. below a threshold h ). For parametric flow mapping of MT, we replace Algorithm 1 in Algorithm 2 with Algorithm 3.
Spatial basis functions for parametric MT
Radial basis functions (RBFs) are known to have properties of universal approximation (Park and Sandberg, 1991) and best approximation (Girosi and Poggio, 1990) . That is, a finite set of RBFs with a single hidden layer can approximate any continuous functions of a finite number of real variables, and one of its approximations to a function has the minimum error between the approximation and the function. An overview of RBFs is given in the work by Bishop (1995) ; Fornberg and Flyer (2015) ; Kumar (2004) . We use Gaussian RBFs (GRBFs) as the spatial basis functions, which is given by
where c m is the center and σ m is the width. Suppose we describe process y using M RBFs such that
where η m are weights and M is the number of RBFs.
The resolution for parametric MT depends on the characteristics of basis functions. In the approximation of a flow field using GRBFs, the number and the distribution of GRBF centers are very important factors that determine the accuracy (Sánchez A, 1995) . In this paper, we choose five GRBFs, four with their centers at the corners of a rectangular domain and one with its center at the center of the domain. Given the GRBF centers, we choose widths of the GRBFs considering all the centroids of the cells as data points for GRBFs by computing the widths as
which is two times the average distance between data points and each center, where M is the number of GRBFs, r j the centroids of the cells, P the number of the cell centroids, and c m the centers for GRBFs. More strategies to choose the centers and widths of GRBFs are reviewed by Wu et al. (2012) .
Convergence proof of Algorithm 3
The convergence proof of Algorithm 3 follows the same procedure as that of the non-parametric case in Section 3.3. Consider a nonlinear system in equation (34). We claim that the solution to the system of equations derived from Algorithm 3, h k = η k 1 , η k 2 , . . . , η k M , k = {1, 2, . . .}, converges to the true solution h = η 1 , η 2 , . . . , η M . We make the following two assumptions: Assumption 6. G i ( h) in equation (34) is Lipschitz continuous for all i = {1, . . . , K} with the largest Lipschitz constant
Assumption 7. Given any real numbers 0 < , β < 1 and a true solution h to equation (34), there exists a ball B( h , δ) around h with radius δ > 0 such that the following hold for all h ∈ B( h , δ) .
2. For a sequence h k generated by equation (36),
For every K iterations, there exists at least one k ∈ {nK, nK+1, . . . , ( n+1) K−1}, n = {0, 1, 2, . . .} such that e k satisfies M k e k , e k ≤( 1 − β) e k , e k where β > 1 + − 1/( 1 + ) K−1 .
In the following theorem, we prove the convergence of the estimation algorithm.
Theorem 2. Suppose Assumptions 6 and 7 hold for equation (34) and its solution h . Starting from any initial point h 0 within a ball B( h , δ) , e.g. dist( h , h 0 ) < δ, the sequence h k generated by Algorithm 3 converges to h as k → ∞.
Proof. The proof follows the same procedure as in the proof of Theorem 1 with an error term e k = h k − h for equation (36).
Simulation and experimental results
This section validates MT through both simulations and experiments. We have collected the following data sets:
(a) simulations using AUVs under a simulated flow field; (b) indoor experiments using mobile robots that mimic the motion of AUVs under a simulated flow field; (d) a field experiment using a glider deployed off the coast of Georgia, USA in September 2013.
From the collected data sets, the proposed algorithms estimate vehicle trajectories and flow fields. As the common setting in the estimation algorithms, λ k = 0.01, ∀k, i, and five GRBFs (four with their centers at the corners of a mapping domain and one with its center at the center of the domain) are used to represent the flow field as discussed in Section 4.2. To determine the convergence of the estimation algorithms, we empirically choose small thresholds, f , γ , and h in Algorithms 1, 2, and 3, respectively. Let us denote the true flow field by f , the non-parametric constructed flow field by f, and the parametric constructed flow field by f h . If true flow field f is available, we define the estimation error as e = f − f for non-parametric MT and e h = f − f h for parametric MT. The performance of flow field mapping is evaluated by computing the rms of the errors in the x and y components, and while discussing the results from data sets 1 through 3, we show how MT performs when our assumptions on the vehicle speed and the flow field are violated.
Simulation
First, we test MT with the ideal case (e.g. identical simulated vehicles in a smooth time-invariant field) using synthetic data generated by simulated AUVs under a simulated field constructed in a 1200 × 1200 m domain. As the distance from the current location to the origin increases, the x component of the flow velocity increases from 0 to 0.1 m/s and the y component of the flow velocity decreases from 0.1 m/s to 0. Figure 3(a) shows the true flow field f . In the target domain, we deployed K = 18 vehicles to move straight forward at the horizontal through-water speed of 0.35 m/s for one observation interval. Of the 18 vehicles, nine travel from the left of the domain to the right and the other nine from the bottom to the top. The starting, target, and ending positions, and the actual and predicted trajectories of the vehicles are illustrated in Figure 4 . Given a waypoint w i , the ith vehicle first computes heading θ i towards the waypoint and moves towards it according to equation (1). That is, for all i = {1, . . . , K}, the predicted trajectory is computed asr step and t is the step size (in this AUV simulation, t = 1). The dynamics of the actual trajectory follow equation (2), and the actual trajectory is formed by
An AUV stops its navigation when a stopping condition is met, e.g. w i −r i < 1 m. Once all the AUVs finish their navigation, we compute motion-integration errors d i . Then, we trace vehicle trajectoriesγ i and, using the resulting traced vehicle trajectories, estimate non-parametric and parametric flow fields, f and f h .  Figures 3(b) and 3(c) display the constructed flow fields and Table 1 shows convergence conditions for the algorithms and mapping errors. Having nine vehicles navigating horizontally and nine vertically (i.e. 18 measurements), the non-parametric flow field is constructed in a 9 × 9 grid domain (i.e. 81 unknowns in each system of equations in equation (15)). For the parametric flow field, five spatial basis functions constructs the field (i.e. five unknowns in each system of equations in equation (33)), so the system of equations becomes overdetermined. As Figure 4 shows that the actual vehicle trajectories do not cover the regions at the left upper and right bottom corners of the domain, the non-parametric flow field is not able to construct flow in these regions. For these regions, comparing the magnitude range of the true flow field with that of the parametric flow field, the parametric field also shows low accuracy. Therefore, the regions where flow is not constructed in the non-parametric flow field are omitted from the error computation for both non-parametric and parametric flow field mapping. Considering the mapping errors, although the dependency of MT on the vehicle trajectory is not trivial, MT successfully constructs flow fields from simulated vehicle data with high fidelity in the ideal case. Since parametric MT solves an overdetermined system of equations and basis functions are used to represent a smooth field, we observe that the parametric flow field has higher accuracy than the non-parametric flow field.
Indoor experiment
Next, MT is applied to mobile robots in a simulated timeinvariant flow field through indoor experiments using Khepera III robots. The robots suffer from limited motor control capabilities for their differential wheels. The motor is controlled by pulse signals, and one pulse signal sent to the motors of a Khepera III robot rotates the robot by 0.06°. That is, the rotation angle is a multiple of 0.06°. In addition, even with an identical command given to all the robots used in the experiment, the motions of the robots are all different. Because of these limitations, Assumption 2 (constant and identical speed for all vehicles) is violated. The experimental setup in a 1.6 × 1.6 m domain is shown in Figure 5(a) . To construct a simulated flow field in the domain, we place a light source at the left bottom corner ( x, y) =( 0, 0) of the domain. The ambient light intensity at each location can be measured by the nine infrared (IR) sensors distributed on the perimeter of a Khepera III robot. To construct the "true" flow field, f , shown in Figure 6 (a), one Khepera III robot densely samples the light intensity throughout the domain. At each location, the robots compute the mean of the light intensity measurements collected from the 9 IR sensors of the robot, denoted by I avg . Because light intensity measurements range from 0 to I max = 4096, where a lower value indicates higher light intensity, we define a scaled measurement of light intensity as c = 3 √ 2 10 1 − I avg I max Then, the simulated flow field is constructed by multiplying the scaled measurement c with the unit direction vector [ 1 √ 2 , 1 √ 2 ] T . As a result, the flow direction is always from the bottom left corner to the upper right corner, with its strength proportional to the light intensity.
To estimate a flow field map through MT, several Khepera III robots are controlled to traverse the domain. As is the case with the AUV simulation in Section 5.1, given an initial heading θ i of the ith robot, the robots move towards their target with time step t = 0.1. At each location of a robot, it measures ambient light intensity in the domain and sends the measurement to a central computer that computes flow velocity at the location of the robot in the simulated flow field. Then, with this flow information, the robots are controlled to follow the horizontal motion represented by equations (1) and (2). Even though the actual trajectory of a robot is observable through a camera installed on top of the experimental domain, we do not use the measurements of the actual trajectory. Once all the robots finish their travel, the starting and ending positions of the robots are collected on the central computer for flow field mapping through MT.
We ran multiple sets of experiments using four Khepera III robots, each trying to follow a straight line and travel a distance of 1.4 m with horizontal speed s h = 0.3 m/s. We then chose a set of K = 10 trajectories of the robots -five from the right side of the domain to the left and five from the top to the bottom -shown in Figure 5 Table 2 shows convergence conditions for the algorithms and mapping errors. We discretize the non-parametric flow field into 4 × 4 for the sub-domain ([0.3, 1.2] × [0.3, 1.2] m).
The magnitude range of the true flow field ([0.03,0.12]). The magnitude range of the reconstructed non-parametric . We can see that the maximum and minimum flow estimates have significant error. However, the average of the non-parametric flow field (0.0392 m/s in x and 0.0411 m/s in y) and that of the parametric flow field (0.0484 m/s in x and 0.0462 m/s in y) are very close to that of the true flow field (0.0442 m/s in x and 0.0442 m/s in y). In addition, the spatially averaged mapping errors in Table 2 for both non-parametric and parametric flow fields are also similar. These results also show that under the violation of Assumption 2, the performance difference between non-parametric MT and parametric MT is not significant. MT can provide the knowledge of flow fields with sufficient accuracy.
Field experiment
We validate MT using real experimental data collected by an underwater glider in a time-varying flow field. Because of its limited localization capabilities, the glider localizes through dead-reckoning -a method that uses estimates of glider speed, compass heading, and flow velocity to compute underwater trajectory of the glider. While navigating, the glider moves in saw-tooth patterns underwater by repeating dive and climb motions, sampling most of the water column along the glider trajectory. The glider regularly comes to the surface of water every 4-6 hours, to obtain GPS locations and perform data transfers with an onshore computer. Because of the influence of flow, when the glider surfaces, we typically observe the motion-integration error, also known as the dead-reckoning error for gliders. As part of a collaborative effort between the Georgia Institute of Technology and the Skidaway Institute of Oceanography, we participated in Gliderpalooza 2013 (Crowley et al., 2014) , a coordinated deployment of gliders along the US East Coast, in September 2013. We deployed one glider (Modena) off the coast of Georgia, and Modena navigated with 4-6 hours surfacing intervals along a triangle track that includes one edge aligned along the edge of the Gulf Stream.
For flow field mapping, we selected K = 31 consecutive segments of the glider trajectories (see Figure 7 ) from 18:00 September 16 to 22:00 September 21, 2013. The glider was moving north at approximately 0.275 m/s on average next to the edge of the Gulf Stream based on our navigation method (Chang et al., 2015) using a predictive ocean model. During this period, the maximum flow speed estimated by the glider was 0.5687 m/s, the minimum speed was 0.0899 m/s, and the average speed was 0.3416 m/s. This speed range significantly influenced the glider trajectories. Modena was pushed towards the south and west by strong currents in excess of the vehicles forward speed. Figure 8 shows the constructed flow fields in a 10 × 5 grid domain using non-parametric and parametric MT after 20 × K iterations. The glider trajectories are computed by integrating the vehicle position based on the yaw angle measured from a compass and the vehicle speed estimated from the rate of change of the depth. The speed of the glider varies while the glider performs dive-climb cycles and is also affected by water depth. Therefore, both Assumptions 1 and 2 are not satisfied.
Even though the assumptions are violated, the results demonstrate that MT is still able to construct maps of flow fields from the experimental data. Flows of both nonparametric and parametric flow fields exhibit the same pattern that is compatible with the actual trajectories that wind up around the spatial domain from the bottom right corner of the domain through the top to the bottom left corner. In the inner cells of the domain where northwards and southwards trajectories overlap, we observe weaker flows. Solving an overdetermined system of equations and using basis functions, each of which represents the spatial variations of both inner and outer cells, the parametric MT result exhibits a smoother field than the non-parametric MT.
Since existing ocean observing systems and models available to us do not provide reliable data for the deployment time and area, the true flow field is unknown. Although we cannot compare the MT constructed flow field with the true flow field, we can see that Figure 8 provides an estimate of the trend of spatially distributed flow averaged over the depth and time. This trend, when combined with other models of flow such as the ADCIRC, may help to improve glider navigation (Chang et al., 2015) . 
Conclusion and future work
This paper presents MT to create a spatial map of ocean flow from the motion-integration errors accumulated along vehicle trajectories. MT contains two key steps: Trajectory tracing and flow field estimation. Trajectory tracing estimates the nonlinear vehicle trajectories based on estimated flow field and vehicle heading. Flow field estimation then solves a set of nonlinear equations to compute the spatial distribution of the flow. The validation of MT and the effectiveness of the algorithms were demonstrated using simulation and experimental data. By incorporating a parametric flow model using spatial basis functions, parametric MT generates smoother flow fields than non-parametric MT. Our experimental results demonstrated that MT is able to generate flow field mapping in practical applications.
Future work will address performance bounds for MT with temporal variations, and explore the practical applicability of the method to realistic oceanographic features (e.g. eddies or filaments) in light of the characteristic time and length scales of the features relative to the speed, number, and placement of marine robots. Further improvements to MT for oceanographic application will also take advantage of other scientific data collected by a robot along its trajectory that may have interdependencies with the flow field. This future work, incorporating oceanographic and engineering principles, will significantly expand the method for larger scope of applications in ocean sensing.
