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THE IMPACT OF EXCHANGE-RATE UNCERTAINTY ON EXPORT
GROWTH: EVIDENCE FROM KOREAN DATA
A. C. ARIZE*
Texas A&M University - Commerce
The statistical relationship between exports and real exchange-rate uncertainty has
been examined extensively in recent years for a variety of industrial countries.
However, very little, if any, work has been done on developing economies.  In this
paper, we investigate this relationship for the developing economy of Korea, using
multivariate cointegration and error-correction techniques.  The major result suggests
that real exchange-rate uncertainty has a negative effect on exports in the short-run as
well as the long-run.  [F14, F31]
1.  INTRODUCTION
The past several decades have witnessed considerable research concerning the
impact of exchange-rate volatility on the volume of international trade, and much has
been written on both the theoretical and empirical sides of this issue.  Nonetheless,
there is no real consensus about the effects of exchange risk on trade volume.1
Our focus in this paper is to present additional evidence about the influence of
exchange-rate uncertainty on exports, using data for the developing economy of
Korea.  Most of the empirical inquiries cited above have focused attention on
industrial countries, with little, if any, work done on developing countries.  Bahmani-
Oskooee (1991), Bahmani-Oskooee and Ltaifa (1992) and Bahmani-Oskooee and
Payesteh (1993) are exceptions.
This study is different because we employ the Johansen (1988) multivariate
cointegration procedure suggested in Bahmani-Oskooee and Payesteh (1993:201) as
well as the error-correction methodology to evaluate the dynamic relationship
between real exchange-rate uncertainty and exports.  Studies of developing countries
are of potential importance, in that much of their real exchange rate uncertainty stems
from macroeconomic policies.  In particular, many developing countries experience
*The author would like to thank the co-editor, two anonymous referees, Ed Manton, Keith
McFarland and Trezzie Pressley for helpful comments on an earlier draft.  Special thanks to
Kathleen Smith for excellent research assistance.  This research is funded by a GSRF-ETSU
grant.
1Studies by Gotur (1985), and Bailey, Tavlas, and Ulan (1987), for example, find that
exchange-rate uncertainty may not reduce the volume of trade.  On the other hand, Akhtar and
Hilton (1984), Thursby and Thursby (1987), and De Grauwe (1988), among others, report that
greater exchange-rate uncertainty will reduce the volume of international trade. 
high and variable rates of inflation as they expand domestic credit to finance fiscal
deficits or increase lending to the private sector.  In addition, nominal exchange rate
management by governments using different rules (e.g., fixed or pre-fixed parities,
adjustable pegs, crawling pegs, etc.) is often erratic.  The combination of high
inflation and periodic devaluation contribute to volatility in the real exchange rate.
This is particularly true of Korea, which witnessed both variable rates of inflation and
devaluation.  Therefore, policy-makers who are trying to devise policies to promote
and diversify exporting activities should be interested in knowing whether real
exchange rate uncertainty does discourage exports.
The rest of the paper is organized as follows: Section 2 describes the error-
correction model we have used as an estimator.  The sample period is the recent
flexible exchange-rate era 1973:1 through 1991:4; the data for 1992:1 through 1993:2
were reserved for out-of sample simulation.  Section 3 represents and discusses the
empirical results, and the main conclusions are summarized in section 4.  Data
definition and sources are cited in Appendix.
2.  MODEL SPECIFICATION
As is customary, the long-run equilibrium export demand function takes the
following form:
where VXtd denotes the logarithm of desired real exports, wt is the logarithm of real
foreign income; pt is the logarithm of the price of Korea exports relative to trade-
weighted foreign prices; st is the logarithm of export-weighted effective exchange
rate; vt is a measure of exchange rate uncertainty; and zt is a disturbance term.
If foreign income rises, the demand for exports will rise, so     is expected to be
positive.  On the other hand, if relative prices rise, the demand for exports will fall,
so     is expected to be negative.  The variable st is defined as the foreign currency
price of domestic currency so     is expected to have a negative sign, since
depreciation of domestic currency is expected to stimulate exports.2 Regarding the
effects of exchange rate uncertainty, recent theoretical developments suggest that
exchange-rate uncertainty could have negative or positive effects on trade volume.
A. C. ARIZE50
2Work by Bahmani-Oskooee and Ltaifa (1992) shows that although most developing
countries pegged their currency to a major currency or to a basket of currencies, they cannot
avoid fluctuation in their nominal effective exchange rate, as long as major currencies float
against one another.  This fluctuation in turn could introduce uncertainty that may have
detrimental effects on the trade flows of developing countries. 
VXt
d  =  a o + b × wt  +  c× pt  +  d× st  + f × vt  +  zt (1)
It has been argued, in the literature, that aggregate real exports are the sum of
many individual decisions concerning the choice to export.  It is through these
individual decisions that exchange-rate uncertainty affects the aggregate volume of
trade.  For example, De Grauwe (1988:67) suggests that it is the degree of risk
aversion that determines the effects of exchange rate uncertainty on exports.  A
very risk averse individual may export more when risks are higher to minimize the
decline on revenues.  On the other hand, a less risk averse individual considering
the return on exports as less attractive, may decide to export less when risks are
h i g h e r .
Before presentation of the empirical results, four technical notes regarding
equation (1) and the method of estimation are in order.  First, we make the assumption
that in the long-run one would expect that any deviation of actual (observable) real
exports from desired (unobservable) should disappear (i.e., VXtd = VXt).
Second, it is necessary to derive an operational measure of real exchange rate
uncertainty.  In this paper we use a time varying measure of exchange rate volatility
to proxy for exchange-rate uncertainty.  This proxy is constructed by the moving
sample standard deviation of the growth rate of the real effective exchange rate
expressed as 
where et - j = the change in the log of real exchange rate in quarter t - j , and      = the
mean of the change in the log of real exchange rate over the previous eight quarters
(      = (1/8) S et-j).  This measure is similar to those employed by Akhtar and Hilton
(1984).3
Third, in order to establish whether there is a long-run equilibrium relationship
among the variables in equation (1), we must employ the concept of cointegration
developed by Engle and Granger (1987).  Prior to testing for cointegration, the time
series properties of the individual variables in equation (1) should be investigated.
The five variables in equation (1) must be nonstationary and integrated of the same
order or I(d) where d is the number of differences required to transform the variables
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3The robustness of the results with respect to a change in the order of the moving
average is checked by employing a moving average of order six and seven.  Since the
results were quite robust, only those based on a moving average of eight are reported.
Furthermore, we experimented with alternative measures of exchange rate volatility using
ARCH (1) and GARCH (1,1) model without success.  Both measures were stationary in
l e v e l s .
to stationary series.4 Tests for unit roots employed are those suggested by Dickey-
Fuller (1981), and Phillips and Perron (1988).5
Assuming that all five variables in equation (1) are nonstaionary and integrated of
the same order, then the equation is estimated by ordinary least squares (OLS)
procedure.  The residuals from equation (1) are then tested for unit roots.  Rejection of
a unit root indicates that the residuals are stationary or I(0) and consequently equation
(1) represents a cointegrating relation.
Given that there are four possible cointegrating vectors in equation (1), we also
employ the multivariate cointegration methodology suggested by Johansen (1988) and
Johansen and Juselius (1990).  As Dickey, Jansen, and Thornton (1991) pointed out,
the Johansen approach is particularly promising for it is based on the well-established
likelihood ratio principle.  Furthermore, as Arize and Darrat (1994) noted, the
Johansen procedure is preferred to Engle and Granger’s (1987) residual-based
technique because (1) it fully captures the underlying time series properties of the
data; (2) provides estimates of all the cointegrating vectors that exist within a vector
of variables; (3) offers a test statistic for the number of cointegrating vectors; and (4)
the test statistic is more discerning in its ability to reject a false null hypothesis.  An
additional advantage of using the Johansen methodology is that it allows direct
hypothesis tests on the coefficients entering the cointegrating vectors. 
Finally, based on the Granger representation theorem developed in Engle and
Granger (1987:255), we show that the error-correction model in equation (3) is
appropriate for all the nonstationary variables in cointegration equation (1):
where Zt = VXt - z ' Ht; Ht = (1, wt, pt, st, s t); Ht* = (wt, pt, st, s t), a (L) and b (L) are lag
polynomials; the vector z is the vector of estimated parameters from equation (1) Zt-1
is the error-correction (one-lagged error) term generated from the Johansen
multivariate procedure and di is a seasonal dummy.  Equation (3) gives the short-run
determinants of export demand.  At a more intuitive level, the presence of Zt - 1 i n
equation (3) reflects the presumption that actual exports do not adjust instantaneously
to their long-run determinants.  Therefore, in the short-run, an adjustment is made to
correct any disequilibrium in long-run export demand.  The parameter l is the error
correction coefficient and measures the response of the regressand in each period to
departures from equilibrium.  The error-correction model therefore reflects how the
system converges to the long-run equilibrium implied by equation (1).
4For instance, if w in equation (1) requires first-order differencing to achieve stationarity it
is said to be integrated of order one, I(1).
5To save space, these tests are not reported in this version of the paper.
A. C. ARIZE52
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3.  EMPIRICAL RESULTS
A.  Cointegration Estimates
The empirical results of determining the order of integration of the individual time
series (not reported here) indicate that the variables included in this study are
integrated of order one, i.e., they are nonstationary.  To analyze cointegration of these
series, the system-based procedure from Johansen (1988) was applied.6 The Johansen
test utilizes two likelihood ratio test statistics for the number of cointegrating vectors;
namely, the trace and the maximum eigenvalue ( l -max) statistics.7 The results from
these test statistics are reported in Table 1, where r denotes the number of
cointegrating vectors.  In our case, both the trace and l -max tests reject the null
hypothesis of r = 0 (no cointegration).
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6The procedure for choosing the optimal lag length was to test down from a general 6-lag
system until reducing the order of the VAR by 1-lag could be rejected using the likelihood ratio
test described in Sims (1980).  That is, the lag length finally selected is the one that results in
the rejection of the restricted model.  Furthermore, the Ljung-Box statistic supports the white-
noise properties of the system.
7The hypothesis that no trend exists in the process was tested as in Johansen and Juselius
(1990) - the test between the unrestricted model with linear trends and restricted model without
linear trends in the nonstationary part of the data generation process is based on the LR statistic:
which has c 2(n-r) degrees of freedom.  Note that n is equal to number of variables and f * refers
to the restricted model.  If one cointegrating vector is assumed to exist, the test statistic is 17.1
which has c 2(4) distribution.  Therefore, absence of a linear trend is rejected so the model with
no restriction on the constant will be maintained.
- T  ln (1  - ˆ f i*
i=r+1
n
å ) - ln (1  -  ˆ f i ),
Table 1. Johansen’s Multivariate Cointegration Testing Results
l -max 95% Critical Trace 95% Critical g
Null Statistic Value Statistic Value
r = 0 40.5* 33.3 84.3* 70.6 0.46
r £  1 25.6 27.1 43.2 48.3 0.33
r £  2 13.9 21.1 18.1 31.5 0.19
r £  3 3.7 14.9 4.3 17.9 0.05
r £  4 0.6 8.1 0.6 8.1 0.011
Notes: The last column is the calculated eigenvalues.  The critical values are from Osterwald-
Lenum (1992:472).  * = significant at the 5% level.  VAR lag length = 3.
In the case of the null hypothesis of r £  1, it is rejected in favor of r ³  2, by the
trace test.  Thus, there are at least two cointegrating vectors among the five
v a r i a b l e s .
Looking at the l -max test outcomes, it is clear that the null hypothesis of r £  1
cannot be rejected.  The fact that the maximum eigenvalue test does not reject the null
hypothesis of r £  1 is noteworthy since Johansen and Juselius (1990:193) observe that
one should expect “the maximum eigenvalue test to produce more clear cut results.”
This unique cointegrating vector, corresponding to the largest eigenvalue of the
stochastic matrix, may be normalized with respect to real exports and interpreted as
the long-run demand for VXt. The resultant equation is 
To test the significance of each elasticity, we employed the likelihood ratio (LR)
test statistic suggested by Johansen and Juselius (1990).  The LR test was applied by
imposing a zero restriction on wt, pt, st, and s t. All the variables proved to be
significant.  The critical values are 3.84 and 2.7 at the 5 percent and 10 percent levels,
respectively.
The weak exogeneity of the variables in equation (4) was also tested.  The
loadings or adjustment coefficients ( a ) serves as a test of weak exogeneity of a subset
of variables, when the long-run coefficients are of interest (Johansen, 1991).  The
estimated a -coefficients for the model are (a VX, a w, a p, a s, a s ) = (0.73, -0.02, -0.03,
0.12, 0.06) with t-statistics equal to 3.6, -0.16, -0.14, 1.06, and 1.2, respectively.
Except a V X, none of the t-values are significant even at the 15 percent level.  The
results suggest that equation (4) does not appear to enter the equations for the
variables in the cointegrated system.  Note that weak exogeneity can be tested as an
implication of super-exogeneity.8
B.  Error-correction Model
The Granger representation theorem proves that, if a cointegrating relationship
exists among a set of I(1) series, then a dynamic error-correction representation of the
data also exists.  We therefore proceed to find this representation for the cointegrating
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8For a concise but informative account of the super-exogeneity tests, see Arize and Shwiff
(1993).
Restriction LR Test Restriction LR Test 
b = 0 14.61 d = 0 13.37
c = 0 4.59 f = 0 7.29
VXt  =  3 .79  wt  -  0 .41  pt  -  0 . 9 7  st  -  3 . 4 6  s t . (4)
vector.  For this purpose, we used a sequential approach to determining the optimal
lag lengths on the basis of minimizing Akaike’s final prediction error (FPE) criterion.
In searching for the optimal lag length for any variable, up to four quarterly lags were
considered for each variable (except zt - 1, D 8 5 , seasonal dummies and the constant
term).  The “specific gravity” criterion of Caines, Keng and Sethi (1981) was used to
determine the order in which the variables are included in the equation.  The results
are displayed below:
where zt - 1 is an error-correction term; D 8 5 is an intercept dummy coded one in
1985:1 through 1987:1 and zero otherwise, to capture the exchange-rate
appreciation that started in the first quarter of 1985; and d1, d2 and d3 are seasonal
dummies.  The numbers in parentheses beneath the estimated coefficients are the
absolute t-values.
Considering that the dependent variable is cast in first-difference, the empirical
results suggest that the statistical fit of the model to the data is satisfactory, as
indicated by the values of adjusted R2, the standard error of estimate (SEE), and F1
value for testing the null hypothesis that all the right-hand side variables as a group
except the constant term have a zero coefficient.  As is clear from the data reported
below equation (5), all of the diagnostic tests support the statistical appropriateness of
the equation.
In particular, for examining residual autocorrelation, we applied the following
tests: the Breusch-Godfrey ( h 1) statistic of different autoregressive and moving-
a verage processes; the Box-Pierce ( h 2); and the Ljung-Box ( h 3) statistics.  These
tests uniformly fail to reject the null hypothesis of no autocorrelation in the
residuals.  Moreover, heteroskedasticity does not seem to be a problem, according
to the Engle ( h 4) test.  The Bera and Jarque (h 5) statistic could not reject the
hypothesis that the residuals of the estimated equation originate from a normal
distribution, and the Ramsey RESET (h 6) test reveals no serious violation in the
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D VXt  =  - 2 . 0 8 7  - 0 . 2 1 5  D VXt-1 +  4 . 9 4  D wt  - 0 . 5 9 2  D pt  -  0 . 5 1 9  D st
               (1.95)         (1.78)             (3.16)          (3.59 )          (1.97)
             - 1 . 8 2  D s t  - 0 . 1 4 7  D 8 5  - 0 . 2 2 7  zt-1 -  0 . 2 2  d1 +  0 . 0 2 9  d2 - 0 . 0 2 7  d3
               (1.70)         (2.53)             (2.01)         (10.2)         (1.12)        (1.00)
R2 = 0.86 = 0.834 SEE = 0.054 DW = 1.98
F1(10,53) = 32.6 h 1(4,49) = 0.54 h 1(8,45) = 0.99 h 2(21) = 17.59
h 3(21) = 22.34 h 4(4) = 4.89 h 5(2) = 1.55 h 6(1,52) = 1.0
R 2
(5)
linearity assumption in the structure of the model.9
Having provided evidence supporting the adequacy of equation (5), we can make
the following observations regarding the obtained estimates.
We should first note that the one-lagged error-correction term appears with a
statistically significant coefficient and displays the appropriate (negative) sign.  This
finding supports the validity of an equilibrium relationship among the variables in the
cointegrating equation.  This implies (a) that overlooking the cointegratedness of the
variables would have introduced misspecification in the underlying dynamic structure
and (b) that 32 percent of the change in real exports per quarter is attributed to the
disequilibrium between the actual and equilibrium levels.
The dynamics of the equation show that changes in foreign income, relative price
and exchange rates have significant short-run effects on export demand, in addition to
their long-run effects.  The results also show that real exports respond more to foreign
income than to other regressors. 
The most interesting and important finding however, concerns the impact of real
exchange-rate uncertainty on exports.  In particular, the evidence presented by using
Johansen’s multivariate cointegration technique suggests the cointegration of real
exports, foreign income, relative price, exchange rate, and real exchange-rate
uncertainty.  This implies that they have a long-run equilibrium relationship.  The
effect of real exchange-rate uncertainty on real exports is negative and significant with
implied long-run equilibrium elasticity of -0.128.10 The results of the error-correction
model suggest that real exchange rate uncertainty also has short-run effects on real
exports. 
In sum, the above results differ markedly from the results obtained by some earlier
investigators for Korea.  For example, Bahmani-Oskooee (1991) used a log-level
model and found that real exchange-rate volatility exerts a positive effect upon export
demand.  In a similar vein, Bahmani-Oskooee and Payesteh (1993) reported that real
exchange-rate volatility is integrated of order one and therefore was excluded from
their Engle and Granger (1987) cointegration analysis.11 Finally, note that our results
support, at least in spirit, the findings of Bahmani-Oskooee and Ltaifa (1992) where
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9Instrumental variable estimation, with D pt as the endogenous variable, yields a Wu-
Hausman statistic of F(1,51) = -0.86, which suggests the absence of simultaneous equation bias.
The instruments used are: four lags of Ds t, D wt, D pt, and D st plus D851, D VXt-1, z t-1, constant
and seasonals.  The chi-square test for instrument validity (Sargan, 1958) yields c 2(12) = 2.78.
Furthermore, estimating equation (5) using the instrument set, yields an SEE = 0.061 which is
close 0.055 in equation (5).
10This was calculated as -3.46 multiplied by the mean of real exchange rate uncertainty (i.e.,
0.037).
11Bahmani-Oskooee and Payesteh (1993: 201) stated that “more cointegration analysis are
recommended for future research on this issue, perhaps using different techniques such as
Johansen and Juselius (1990) method.”  We thus view our work as addressing this issue because
we employed the Johansen and Juselius (1990) method in our analysis. 
real exchange-rate volatility was found to have reduced the volume of aggregate
exports. 
The most important features of equation (5) remaining to be tested are its
constancy over time, and if that is not rejected, its out-of-sample forecast
performance.  In Table 2-A the results of the following three stability testing
procedures are reported: the Chow test (1960); the Farley-Hinich test (1970); and the
Ashley (1984) stabilogram test.  The results are for 1973:1 through 1991:4.  The
accuracy of the out-of-sample forecast was tested by three forecast procedures,
namely the Chow (1960) test; the Hendry (1983) test; and the Dufour (1980) test.
Table 2-B reports the results from these alternative forecast test.  According to these
results equation (5) is structurally stable and can predict trade flows beyond the range
of the data used to estimate its coefficients.12
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1 2Excluding D 8 5 does not affect the stability, out-of-sample performance, and the
significance of other coefficient estimates.  Therefore, our inference is not changed whether
D85 is included or excluded in the estimated equation. 
Table 2. Stability and Out-of-Sample Test Results
(A) Stability Test Results for Korea Export Demand Equation (1973:1 - 1991:4)
Chow Test Farley-Hinich Test Ashley Test
Breaking Date F(6,47) Coefficients F(1,52) Coefficients F(4,50)
of of
1983:4 0.77 D VXt-4 0.36  D VXt-4 1.01
1984:4 0.84 D w 0.02  D w 0.70
1985:4 0.53 D p 0.03  D p 1.07
1986:4 0.93 D s 0.38  D s 0.25
1987:4 0.51 Ds 0.09 Ds 0.08
1988:4 0.39 zt-1 0.91  zt-1 0.31
1989:4 0.92 
(B) Out-of-Sample Forecast Test (1992:1 - 1993:2)
Chow Hendry Dufour
Forecast Test Forecast Test Forecast Test 
Forecast Period F(6,53) c 2(6) c 2(6)
1992:1 - 1993:2 1.01 5.96 0.94
Notes: The critical values are 2.24, 4.04, 2.57 and 2.28 for the Chow test, the Farley-Hinich, the
Ashley test and the Chow forecast test, respectively.  Hendry and Dufour tests have a critical
value of 12.59.
4.  CONCLUDING REMARKS
In this paper we have examined the impact of exchange-rate uncertainty on real
exports.  The basis of the analysis is an export demand function similar to that of
Kroner and Lastrapes (1993).  In the specific function considered, real exports
depend upon foreign income, relative price, exchange rate, and real exchange-rate
uncertainty.  Our results suggest the presence of a single unit-root in all variables.
We discovered a unique, statistically significant long-run export demand function
relating real exports, foreign income, relative price, exchange rate and real exchange-
rate uncertainty using Johansen’s multivariate cointegration methodology.  We then
used the lagged residuals generated from the Johansen procedure as another regressor
in our short-run export demand model in which real exchange-rate uncertainty was
found to be negative and statistically significant.  This short-run demand function
was found also to be structurally stable over time with good out-of-sample forecast
properties. 
Our findings suggest that trade policy actions aimed at stabilizing the export
market are likely to generate uncertain results, at best, if policy makers ignore the
stability, as well as the level, of the real exchange-rate. 
APPENDIX
This appendix describes the raw data, sources and construction of variables used in
the empirical tests.  All data are quarterly and seasonally unadjusted; they range from
1973:1 through 1993:2.
1. x - Real exports
Total nominal exports in domestic currency deflated by unit values of exports;
constant domestic currency units.
Source for exports: IFS, line 70 (units of domestic currency).
Source for unit value of exports: IFS, line 74 (1980 = 100).
2. w - Index of foreign GDP
This variable is proxied by index of real gross domestic GDP in OECD (1980 =
100).
Source: OECD Main Economic Indicators.
3. p - Ratio of domestic prices to world prices.
Korean unit values of exports are deflated by world unit values of exports.  Both
are set in index form (1980 = 100).
Source for domestic price: IFS, line 70.
Source for world export price: Central Statistics Office, IMF.
4. s - Index of exported weighted effective exchange rate (1980 = 100).
The period average exchange rates are in units of domestic currency per dollar.
These period averages are then set in index form (1980 = 100).
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The s variable is calculated as:
where EXP = exponent, ln - natural logarithm, E(i, $, t) = exchange-rate index of
country i at time t and E(K,$, t) = Exchange-rate index of Korea at time t. The
weights (wi) assigned to each country are United States, 0.376; Japan, 0.41;
Germany, 0.056; United Kingdom, 0.031; Canada, 0.038; Netherlands, 0.016;
Australia, 0.029; France, 0.02; Italy, 0.008; and Denmark, 0.016.
Source for Exchange Rate: IFS, line rh.
5. reer (K,t) - Real effective exchange rate (1980 = 100)
This variable was computed as:
where K stands for Korea and the exchange rate terms are in units of K or i
currency per U.S. dollars in index form (1980 = 100).  P is the consumer price
index of country K or i in index form (1980 = 100).  The weights are the same as
in the effective exchange rate index.
Source for consumer price index: IFS, line 64
REFERENCES
Akhtar, M. and Hilton, R. S., “Effects of Exchange Rate Uncertainty on German and
U.S. Trade,” Federal Reserve Bank of New York, Quarterly Review, Spring 1984,
7-16.
Arize, A. and Darrat, A., “The Value of Time and Recent U.S. Money Demand
Instability,” Southern Economic Journal, January 1994, 564-578.
Arize, A. and Shwiff, S. S., “Cointegration, Real Exchange Rate and Modelling the
Demand for Broad Money in Japan,” Applied Economics, June 1993, 717-726.
Ashley, R., “A Simple Test for Regression Parameter Instability,” Economic Inquiry,
April 1984, 253-268.
Bahmani-Oskooee, M., “Exchange-Rate Uncertainty and the Trade Flows of
Developing Countries,” Journal of Developing Areas, July 1991, 497-508.
and Ltaifa, N., “Effects of Exchange Rate Risk on Exports: Crosscountry
Analysis,” World Development, August 1992, 1173-1181.
and Payesteh, S., “Does Exchange-Rate Deter Trade Volume of LDCs?,”
Journal of Economic Development, December 1993, 189-205.
Bailey, M. J., Tavlas, G. S., and Ulan, M., “The Impact of Exchange-rate Volatility on
Export Growth: Some Theoretical Considerations and Empirical Results,” Journal
of Policy Modelling, Spring 1987, 225-243.
Caines, P. E., Keng, C. W., and Sethi, S. P., “Causality Analysis and Multivariate
Autoregressive Modelling with an Application to Supermarket Sales Analysis,”
Journal of Economic Dynamics and Control, August 1981, 267-298.
Chow, G. C., “Test of Equality Between Sets of Coefficients in Two Linear
EXCHANGE RATE UNCERTAINTY 59
s = EXP [å  wi  lnE(i, $, t ) -  l n E(K, $, t )]
reer(K, t)= EXP [-lnP(K, t ) + lnE(K, $, t) + å  wi  lnP(i, t) -  å  wi lnE(i, $, t)]
Regressions,” Econometrica, July 1960, 591-605.
De Grauwe, P., “Exchange Rate Variability and the Slowdown in Growth of
International Trade,” IMF Staff Papers, March 1988, 63-84.
Dickey, D. A., Jansen, David W., and Thornton, Daniel L., “A Primer on
Cointegration with an Application to Money and Income,” Federal Reserve Bank
of St.  Louis, Review, March/ April 1991, 58-78.
Dickey, D. A. and Fuller, W. A., “Likelihood Ratio Statistics for Autoregressive Time
Series with a Unit Root,” Journal of the American Statistical Association, July
1981, 1057-1072.
Dufour, J. M., “Dummy Variables and Predictive Tests for Structural Change,”
Economic Letters, 3, 1980, 241-247.
Engle, R. F. and Granger, C. W. J., “Cointegration and Error-Correction:
Representation, Estimation and Testing,” Econometrica, March 1987, 251-276.
Farley, J. U. and Hinich, M. J., “A Test for a Shifting Slope Coefficient in a Linear
Model,” Journal of Econometrics, September 1970, 1320-1329.
Gotur, P., “Effects of Exchange Rate Volatility on Trade,” IMF Staff Papers,
September 1985, 475-512.
Hendry, F. D., “Econometric Modelling: The Consumption Function in Retrospect,”
Scottish Journal of Political Economy, February 1983, 193-220.
Johansen, S., “Statistical Analysis of Cointegrating Vectors,” Journal of Economic
Dynamics and Control, June-September 1988, 231-254.
Johansen, S., “Estimation and Hypothesis Testing of Cointegration Vectors in
Gaussian Vector Autoregressive Models,” Econometrica, November 1991, 1551-
1580.
Johansen, S. and Juselius, K., “Maximum Likelihood Estimation and Inference on
Cointegration -- with Applications to Demand for Demand,” Oxford Bulletin of
Economics and Statistics, May 1990, 169-210.
Kroner, K. F. and Lastrapes, W. D., “The Impact of Exchange Rate Volatility on
International Trade: Reduced from Estimates Using the GARCH-in-mean Model,”
Journal of International Trade and Finance, June 1993, 298-318.
Osterwald-Lunum, M., “A Note with Quantiles of the Asymptotic Distributions of the
Maximum Likelihood Cointegration Ranks Test Statistics: Four Cases,” O x f o r d
Bulletin of Economics and Staitistics, August 1992, 461-472.
Phillips, P. and Perron, P., “Testing for a Unit Root in Time Series Regression,”
Biometrika, June 1988, 335-346.
Sargan, J. D., “The Estimation of Economic Relationships Using Instrumental
Variables,” Econometrica, July 1958, 393-413.
Sims, Christopher A., “Macroeconomics and Reality,” Econometrica, January 1980,
1-48.
Thursby, M. C. and Thursby, J. G., “Bilateral Trade Flows, Linders Hypothesis, and
Exchange Risk,” Review of Economics and Statistics, August 1987, 488-495.
A. C. ARIZE60
Mailing Address: Professor A. C. Arize, College of Business and Technology, Texas
A&M University - Commerce, Commerce, Texas 75429, U.S.A.
