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Abstract
A k-tree is a tree with maximum degree at most k, and a k-walk is a closed walk
with each vertex repeated at most k times. A k-walk can be obtained from a k-tree
by visiting each edge of the k-tree twice. Jackson and Wormald conjectured in 1990
that for k ≥ 2, every 1
k−1
-tough connected graph contains a spanning k-walk. This
conjecture is open even for planar graphs. We confirm this conjecture for K4-minor-free
graphs, an important subclass of planar graphs including series-parallel graphs. We
first prove a general result for K4-minor-free graphs on the existence of spanning trees
with a specified maximum degree for each vertex, given a condition on the number
of components obtained when we delete a set of vertices. We provide examples for
which this condition is best possible. It then follows that for k ≥ 2, every 1
k−1
-tough
K4-minor-free graph has a spanning k-tree, and hence a spanning k-walk. Our main
proof uses a technique where we incorporate toughness-related information into weights
associated with vertices and cutsets.
Keywords: toughness, spanning tree, spanning walk, K4-minor-free, series-parallel.
1 Introduction
All graphs considered are simple and finite. Let G be a graph. We denote by dG(v) the
degree of vertex v in G. For S ⊆ V (G) the subgraph induced on V (G) − S is denoted
∗Supported by Simons Foundation award no. 429625.
†Supported by Simons Foundation award no. 359516.
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by G − S; we abbreviate G − {v} to G − v. If u, v ∈ V (G), we write G + uv for the
graph obtained from G by adding the edge uv if it is not already present. The number of
components of G is denoted by c(G). The graph is said to be t-tough for a real number
t ≥ 0 if |S| ≥ t · c(G − S) for each S ⊆ V (G) with c(G − S) ≥ 2. The toughness τ(G) is
the largest real number t for which G is t-tough, or ∞ if G is complete. Positive toughness
implies that G is connected. If G has a hamiltonian cycle it is well known that G is 1-tough.
In 1973, Chva´tal [3] conjectured that for some constant t0, every t0-tough graph is
hamiltonian. Thomassen (see [2, p. 132]) showed that there are nonhamiltonian graphs
with toughness greater than 3/2. Enomoto, Jackson, Katerinis and Saito [7] showed that
every 2-tough graph has a 2-factor (2-regular spanning subgraph), but also constructed
(2 − ε)-tough graphs with no 2-factor, and hence no hamiltonian cycle, for every ε > 0.
Bauer, Broersma and Veldman [1] constructed (94 − ε)-tough nonhamiltonian graphs for
every ε > 0. Thus, any such t0 is at least
9
4 .
There have been a number of papers on toughness conditions that guarantee the exis-
tence of more general spanning structures in a graph. A k-tree is a tree with maximum
degree at most k, and a k-walk is a closed walk with each vertex repeated at most k times.
A k-walk can be obtained from a k-tree by visiting each edge of the tree twice. Note that
a spanning 2-tree is a hamiltonian path and a spanning 1-walk is a hamiltonian cycle. Win
[12] showed that for k ≥ 3, every 1
k−2 -tough graph has a spanning k-tree, and hence a
spanning k-walk. In 1990, Jackson and Wormald [11] made the following conjecture.
Conjecture 1.1. For each integer k ≥ 2, every connected 1
k−1-tough graph has a spanning
k-walk.
Recently Gao and Pasechnik [8] confirmed this for graphs that are 2K2-free (no induced
subgraph consists of two disjoint edges). Here we confirm it for K4-minor-free graphs.
A graph H is a minor of a graph G if a graph isomorphic to H can be obtained from G
by edge contractions, edge deletions and vertex deletions; if not, G is H-minor-free. Since
both K3,3 and K5 contain a K4 minor, K4-minor-free graphs are K3,3-minor-free and K5-
minor-free, i.e., planar. The class of K4-minor-free graphs includes all series-parallel graphs,
constructed by series and parallel compositions starting from copies of K2. Duffin [5] gave
three characterizations for series-parallel graphs; in particular, he showed that a graph with
no cutvertex is K4-minor-free if and only if it is series-parallel.
Let G be a K4-minor-free graph with toughness greater than
2
3 . The toughness implies
that G has no cutvertex, and in conjunction with K4-minor-freeness, also implies that G
is K2,3-minor-free. Thus, G is either K2 or a 2-connected outerplanar graph. Thus, a K4-
minor-free graph with at least three vertices and toughness greater than 23 is hamiltonian.
Dvorˇa´k, Kra´l’ and Teska [6] showed that every K4-minor-free graph with toughness greater
than 47 has a spanning 2-walk, and they constructed a
4
7 -tough K4-minor-free graph with
no spanning 2-walk.
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In this paper, we obtain the following quite general theorem for K4-minor-free graphs,
which follows from a more technical result, Theorem 3.5. Below we use this to deduce a
result on spanning k-trees and k-walks.
Theorem 1.2. Let G be a connected K4-minor-free graph, with an integer f(v) ≥ 2 for
every v ∈ V (G). If c(G − S) ≤
∑
v∈S(f(v) − 1) for every S ⊆ V (G) with S 6= ∅, and
x ∈ V (G), then G has a spanning tree T such that dT (v) ≤ f(v) for all v ∈ V (G) and
dT (x) ≤ f(x)− 1.
If we take f(v) = k ≥ 2 for all the vertices, then the condition on c(G − S) just
means that G is 1
k−1-tough, and we get the following corollary, which verifies Jackson and
Wormald’s Conjecture 1.1 for K4-minor-free graphs.
Corollary 1.3. Let G be a connected K4-minor-free graph, and let k ≥ 2 be an integer. If
G is 1
k−1-tough, and x ∈ V (G), then G has a spanning tree T such that dT (v) ≤ k for all
v ∈ V (G) and dT (x) ≤ k− 1. Thus, G has a spanning k-tree and hence a spanning k-walk.
Examples show that the condition on c(G − S) in Theorem 1.2 cannot be improved.
Let f(x) ≥ 2, f(y) ≥ 2, f(z) ≥ 2 be three integers, and let G be the K4-minor-free graph
obtained from a triangle (xyz) by adding f(v) − 1 pendant edges at each v ∈ {x, y, z}.
Set f(v) = 2 for every v ∈ V (G) − {x, y, z}. It can be easily checked that c(G − S) ≤∑
v∈S(f(v)− 1) + 1 for every S ⊆ V (G). However, every spanning tree T of G has a vertex
v ∈ {x, y, z} for which dT (v) = f(v) + 1.
Toughness is an awkward parameter to deal with in arguments. It is hard to control
the toughness of a subgraph, or of a graph obtained by some kind of reduction from an
original graph. This makes it difficult to prove results based on toughness conditions using
induction. However, in this paper we provide a way of doing induction using a toughness-
related condition, by first transforming the toughness information into weights associated
with vertices and cutsets. This approach seems to be new, and of interest apart from our
results for K4-minor-free graphs.
2 Structure of nontrivial 2-cuts
In this section we show how to convert a toughness-related condition into weights associated
with vertices and certain cutsets. The results in this section apply to all graphs, not just
to K4-minor-free graphs. If G is a graph and S ⊆ V (G) then a bridge of S or S-bridge in
G is a subgraph of G that is either an edge joining two vertices of S (a trivial bridge), or a
component of G−S together with all edges joining it to S (a nontrivial bridge). The set of
attachments of an S-bridge B is V (B) ∩ S; when no confusion will result, we also refer to
the set of attachments of a component of G−S, meaning that of the corresponding bridge.
A k-cut in G is a set S of k vertices for which G − S is disconnected. If F = {u, v} is a
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set of two vertices in G, let c(G,F ) or c(G,uv) denote the number of nontrivial F -bridges
that contain both vertices of F . The notation c(G,uv) does not imply that uv ∈ E(G). A
nontrivial 2-cut or N2C in G is a set F of two vertices with c(G,F ) ≥ 3.
A block is a connected graph with no cutvertex, and a block of G is a maximal connected
subgraph of G that is itself a block. Let B be the set of blocks and C the set of cutvertices
of G. The block-cutvertex tree of G has vertex set B ∪ C, and c ∈ C is adjacent to B ∈ B
if and only if the block B contains the cutvertex c. If we choose a particular root edge e0
of G, then the block B0 containing e0 is the root block which we treat as the root vertex of
the block-cutvertex tree. Every block other than B0 has a unique root vertex, namely its
parent in the rooted block-cutvertex tree.
In what follows we try to develop information to help us construct a spanning tree with
restricted degrees, by allocating the bridges of each nontrivial 2-cut {u, v} between u and
v. We begin with some basic properties of nontrivial 2-cuts.
Lemma 2.1. Let {u, v} be an N2C in a graph G.
(i) The graph G has three internally disjoint uv-paths.
(ii) If S ⊆ V (G)− {u, v} and |S| ≤ 2 then u and v lie in the same component of G− S.
(iii) If {x, y} is an N2C of G distinct from {u, v}, then u and v lie in a unique {x, y}-bridge.
Proof. Since c(G,uv) ≥ 3, there are three different {u, v}-bridges and we can take a path
through each, proving (i). Then (ii) follows immediately. For (iii) we may assume that
u /∈ {x, y}. Then the unique {x, y}-bridge containing u also contains v, either because
v ∈ {x, y}, or by (ii) otherwise.
Observation 2.2. For {u, v} ⊆ V (G), we have c(G − {u, v}) = c(G − u) + c(G − v) +
c(G,uv) − 2.
Our overall strategy now is to use our toughness-related condition to assign weights
associated with (N2C, vertex) ordered pairs. We show that we can either (a) assign weights
satisfying certain conditions, or else (b) find a set that violates our toughness-related con-
dition. The following lemma, giving a lower bound on c(G − U) for certain subsets U , will
be used to demonstrate (b). The statement of this lemma and many of our computations
involve terms of the form c(G−u)−1 and c(G,uv)−2. The reader may wonder why we do
not simplify these; the answer is that we often think of the graph as having a ‘main’ part
consisting of one of the bridges of a cutvertex, or two of the bridges of a 2-cut, and these
terms count the number of ‘extra’ bridges outside the ‘main’ part.
Proposition 2.3. Let F1 be a set of N2Cs in a connected graph G, and let W1 =
⋃
F1 be
the set of vertices used by F1. Construct a graph H1 with vertex set W1 and edge set F1.
Then for any U ⊆W1 such that J = H1[U ] is connected, we have
c(G− U) ≥
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U
(c(G− w)− 1) + |U |.
4
Proof. To prove our inequality we will actually count only a subset of the components of
G − U , namely those that attach at one vertex w ∈ U or at two vertices {u, v} ⊆ U with
uv ∈ E(J). For clarity, we denote the number of these components by c∗(G − U). We
ignore components of G−U with at least three attachments in U or with two attachments
not corresponding to an edge of J . For S ⊆ U , we denote by c(G − U)S the number of
components of G − U whose set of attachments in U is precisely S. If S = {s}, we simply
write this as c(G − U)s.
Suppose that S ⊆ U = V (J), |S| ≤ 2, and J ′ is a connected subgraph of J − S. By
Lemma 2.1(ii), for each xy ∈ E(J ′), x and y are in the same component of G−S. Thus, all
of V (J ′) lies in a single component of G− S. Denote this fact by (∗); we use it frequently.
The proof is by induction on |U | = |V (J)|, and is divided into three cases; Case 1
includes the base case.
Case 1: J has no cutvertex and no 2-cut {x, y} with xy ∈ E(J).
If J is a single vertex x, then our inequality holds with equality because
c(G − U) = c(G − x) =
∑
w∈U
(c(G − w)− 1) + 1.
If J is a single edge xy, then we also have equality because
c(G − U) = c(G,xy) + c(G− x)− 1 + c(G− y)− 1
= (c(G,xy) − 2) +
∑
w∈U
(c(G − w)− 1) + 2.
So assume that |U | = |V (J)| ≥ 3. Let w ∈ V (J). Since we are in Case 1, J − w
is connected, so by (∗) there is one component of G − w containing V (J) − w. The other
c(G−w)−1 components contain no vertex of U , so are components ofG−U , and c(G−U)w ≥
c(G−w)−1. Let uv ∈ E(J). Since we are in Case 1, J−{u, v} is connected, so by (∗) there
is one component of G − {u, v} containing V (J) − {u, v}. There are at least c(G,uv) − 1
other components of G−{u, v} that attach at both u and v. These contain no vertex of U ,
so are components of G − U , and c(G − U){u,v} ≥ c(G,uv) − 1. Thus, using the fact that
|E(J)| ≥ |V (J)| = |U | because J is 2-connected,
c(G− U) ≥ c∗(G− U) =
∑
uv∈E(J)
c(G− U){u,v} +
∑
w∈U
c(G− U)w
≥
∑
uv∈E(J)
(c(G,uv) − 1) +
∑
w∈U
(c(G − w)− 1)
≥
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U
(c(G − w)− 1) + |U |.
Case 2: J has a cutvertex x.
5
Let Bx be the set of x-bridges in J , so |Bx| = c(J − x). Then
c(G− U) ≥
∑
B∈Bx
(
c(G − V (B))− (c(G − x)− 1)
)
+ c(G− U)x
where the first part is a lower bound on the number of components of G−U that do not just
attach at x. By (∗) the vertices of each component of J − x are contained in a component
of G− x, so there are at least c(G−x)− c(J − x) components of G−x that do not contain
a vertex of U and are components of G− U . Hence, c(G − U)x ≥ c(G− x)− c(J − x).
By induction, for each B ∈ Bx we have
c(G− V (B)) ≥
∑
uv∈E(B)
(c(G,uv) − 2) +
∑
w∈V (B)
(c(G − w)− 1) + |V (B)|.
and therefore
∑
B∈Bx
(
c(G− V (B))− (c(G − x)− 1)
)
≥
∑
B∈Bx

 ∑
uv∈E(B)
(c(G,uv) − 2) +
∑
w∈V (B)−{x}
(c(G − w)− 1) + |V (B)|


=
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U−{x}
(c(G − w)− 1) +
(
|U |+ c(J − x)− 1
)
where c(J − x)− 1 is the number of times that x is overcounted in the |V (B)| terms. So
c(G − U) ≥
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U−{x}
(c(G− w)− 1) +
(
|U |+ c(J − x)− 1
)
+ c(G− x)− c(J − x)
=
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U
(c(G − w)− 1) + |U |.
Case 3: J has no cutvertex, but has an edge xy such that {x, y} is a 2-cut of J .
Since J has no cutvertex, each nontrivial {x, y}-bridge in J attaches at both x and y.
For each such bridge, add the edge xy, and let the resulting collection of subgraphs of J be
Bxy. Then |Bxy| = c(J, xy). Now,
c(G− U) ≥
∑
B∈Bxy
(
c(G− V (B))− (c(G − x)− 1)− (c(G − y)− 1)− (c(G,xy) − 1)
)
+
c(G − U)x + c(G− U)y + c(G− U){x,y} (1)
where the sum is a lower bound on the number of components of G−U that do not attach
on a subset of {x, y}.
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Let the components of G−{x, y} be X1,X2, . . . ,Xr, Y1, Y2, . . . , Ys, Z1, Z2, . . . , Zt where
r, s, t ≥ 0, each Xi attaches at x, each Yi attaches at y, and each Zi attaches at x and y.
The components of G− x are X1,X2, . . . ,Xr and the induced subgraph X0 with V (X0) =
{y}∪
⋃s
i=1 V (Yi)∪
⋃t
i=1 V (Zi). The components of G− y are Y1, Y2, . . . , Ys and the induced
subgraph Y0 with V (Y0) = {x} ∪
⋃r
i=1 V (Xi) ∪
⋃t
i=1 V (Zi).
Since J has no cutvertex, J −x is connected, so by (∗) all vertices of J −x lie in a single
component of G− x, which must be X0 because y ∈ V (X0). Similarly, all vertices of J − y
lie in Y0; therefore all vertices of J −{x, y} lie in V (X0)∩V (Y0) =
⋃t
i=1 V (Zi). By (∗) each
component of J − {x, y} lies in a single component of G− {x, y}, which must be some Zi.
Thus, the r = c(G − x) − 1 subgraphs X1,X2, . . . ,Xr do not contain a vertex of U
and so are components of G − U , from which c(G − U)x ≥ c(G − x) − 1. Similarly,
c(G − U)y ≥ c(G − y) − 1. At most c(J, xy) of the subgraphs Zi contain the vertices of a
component of J−{x, y}, so at least t−c(J, xy) = c(G,xy)−c(J, xy) of them do not contain
a vertex of U and are components of G− U , from which c(G− U)xy ≥ c(G,xy) − c(J, xy).
By induction, for each B ∈ Bxy we have
c(G− V (B)) ≥
∑
uv∈E(B)
(c(G,uv) − 2) +
∑
w∈V (B)
(c(G −w) − 1) + |V (B)|
and therefore
∑
B∈Bxy
(
c(G − V (B))− (c(G − x)− 1)− (c(G − y)− 1)− (c(G,xy) − 1)
)
≥
∑
B∈Bxy

 ∑
uv∈E(B)−{xy}
(c(G,uv) − 2) + (c(G,xy) − 2)− (c(G,xy) − 1)

 +
∑
B∈Bxy

 ∑
w∈V (B)−{x,y}
(c(G − w)− 1) + |V (B)|


=
∑
B∈Bxy

 ∑
uv∈E(B)−{xy}
(c(G,uv) − 2)

 − c(J, xy) +
∑
B∈Bxy

 ∑
w∈V (B)−{x,y}
(c(G − w)− 1) + |V (B)|


=
∑
uv∈E(J)−{xy}
(c(G,uv) − 2) +
∑
w∈U−{x,y}
(c(G − w)− 1) +
(
|U |+ 2c(J, xy) − 2
)
− c(J, xy)
=
∑
uv∈E(J)−{xy})
(c(G,uv) − 2) +
∑
w∈U−{x,y}
(c(G− w)− 1) + |U |+ c(J, xy)− 2,
where 2c(J, xy)−2 is the number of times that x and y are overcounted in the |V (B)| terms.
So, by inequality (1) and the inequalities for c(G − U)x, c(G − U)y and c(G − U){x,y} we
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get
c(G − U) ≥
∑
uv∈E(J)−{xy}
(c(G,uv) − 2) +
∑
w∈U−{x,y}
(c(G− w)− 1) + |U |+
c(J, xy)− 2 + c(G− U)x + c(G− U)y + c(G − U){x,y}
≥
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U
(c(G − w)− 1) + |U |
as required.
Theorem 2.4. Let F be the set of all N2Cs in a connected graph G, and let W =
⋃
F be
the set of vertices used by F . For each v ∈ V (G), let F(v) = {F ∈ F | v ∈ F}. Suppose
there is an integer f(v) ≥ 2 for each v ∈ V (G). If we have
c(G − S) ≤
∑
v∈S
(f(v)− 1) for every S ⊆ V (G) with S 6= ∅ (2)
then there is a nonnegative integer function ω on ordered pairs (F, u) with F ∈ F and u ∈ F
such that
ω(F, u) + ω(F, v) = c(G,F ) − 2 for all F = {u, v} ∈ F , and (3)∑
F∈F(u)
ω(F, u) ≤ f(u)− c(G − u)− 1 for all u ∈ V (G). (4)
Proof. If v ∈ V (G) −W , then F(v) = ∅ so
∑
F∈F(v) ω(F, v) = 0. So (4) is equivalent to
c(G − v) ≤ f(v) − 1 which follows from (2) by taking S = {v}. Moreover, (3) does not
involve any vertices not in W . Thus, in constructing ω, the only vertices we need to be
concerned with are those in W .
We associate with G a network N . Its vertex set is V (N) = {s, t} ∪ F ∪ W where
s, t are new vertices. Its arc set A(N) consists of three subsets: A1 = {sF | F ∈ F},
A2 = {Fu | F ∈ F , u ∈W,u ∈ F}, and A3 = {ut | u ∈W}. Each arc a has a capacity γ(a)
defined as follows:
γ(sF ) = c(G,F ) − 2 if sF ∈ A1,
γ(Fu) =∞ if Fu ∈ A2, and
γ(ut) = f(u)− c(G − u)− 1 if ut ∈ A3.
We claim that a maximum st-flow ϕ of value Φ =
∑
sF∈A1
γ(sF ) in N gives a desired
way of distributing the weights on N2Cs to the vertices, by taking ω(F, u) = ϕ(Fu) for all
Fu ∈ A2. All arcs in A1 must be saturated by such a flow, so flow conservation at a vertex
F ∈ F , where F = {u, v}, gives
ω(F, u) + ω(F, v) = ϕ(Fu) + ϕ(Fv) = ϕ(sF ) = γ(sF ) = c(G,F ) − 2
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which verifies (3), and flow conservation at a vertex u ∈W gives
∑
F∈F(u)
ω(F, u) =
∑
Fu enters u
ϕ(Fu) = ϕ(ut) ≤ γ(ut) = f(u)− c(G− u)− 1
which verifies (4).
So assume that N does not have a maximum flow of value Φ; we will show that this
gives a contradiction. By the Max-Flow Min-Cut Theorem, N has an st-cut
[S, T ] = [{s} ∪ F1 ∪W1,F2 ∪W2 ∪ {t}] = [{s},F2] ∪ [F1,W2] ∪ [W1, t]
such that γ(S, T ) < Φ. Here [Q,R] denotes all arcs from Q to R, F1∪F2 = F , F1∩F2 = ∅,
W1 ∪W2 =W , and W1 ∩W2 = ∅.
If F2 = F then γ(S, T ) ≥ Φ which is a contradiction, so F2 6= F and F1 6= ∅. Since arcs
in A2 have infinite capacity and γ(S, T ) <∞, we must have [F1,W2] = ∅. Therefore,
γ(S, T ) =
∑
F∈F2
γ(sF ) +
∑
w∈W1
γ(wt) =
∑
{u,v}∈F2
(c(G,uv) − 2) +
∑
w∈W1
(f(w) − c(G − u)− 1).
Since γ(S, T ) < Φ =
∑
sF∈A1
γ(sF ) =
∑
{u,v}∈F (c(G,uv) − 2), we obtain
∑
w∈W1
(f(w)− c(G − w)− 1) <
∑
{u,v}∈F1
(c(G,uv) − 2),
or ∑
{u,v}∈F1
(c(G,uv) − 2) +
∑
w∈W1
(c(G − w)− 1) >
∑
w∈W1
(f(w)− 2).
Since [F1,W2] = ∅,
⋃
F1 ⊆ W1. So we may consider the graph H1 with vertex set W1
and edge set F1. By the Pigeonhole Principle, there is a component J of H1 with vertex
set U ⊆W1 such that
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U
(c(G − w)− 1) >
∑
w∈U
(f(w)− 2).
Combining this with Proposition 2.3, we get
c(G− U) ≥
∑
uv∈E(J)
(c(G,uv) − 2) +
∑
w∈U
(c(G − w)− 1) + |U |
>
∑
w∈U
(f(w)− 2) + |U | =
∑
w∈U
(f(w) − 1),
giving the required contradiction.
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3 Proof of Theorem 1.2
As an application of Proposition 2.4, we can now prove Theorem 1.2. We start with some
preliminary results.
Observation 3.1. Suppose G is a connected graph with |V (G)| ≥ 2. Let u, v ∈ V (G). If u
and v are not in a common block of G, then c(G,uv) = 0; if they belong to a common block
B then c(B,uv) = c(G,uv). Consequently, G has an N2C if and only if some block of G
has an N2C.
Lemma 3.2. If G is K4-minor-free and G has no N2C, then G is outerplanar.
Proof. A graph is outerplanar if and only if it is K4-minor-free and K2,3-minor-free. So
assume that G has a K2,3 minor. Since K2,3 has maximum degree 3, the existence of a K2,3
minor implies that G contains a subdivision N of K2,3, consisting of two vertices s1, s2 of
degree 3 and three internally disjoint s1s2-paths. Let T1, T2, T3 denote the sets of internal
vertices of these paths. Each Ti clearly lies in a component of G−{s1, s2} that attaches at
both s1 and s2. Since G has no N2Cs there are at most two such components, so one such
component contains two sets Ti. Thus, there is a path P in G− {s1, s2} connecting two of
T1, T2, T3. We may choose P so that, say, it connects T1 and T2 while avoiding T3. Now
N ∪ P contains a K4-minor, giving a contradiction.
Lemma 3.3. For every non-isolated vertex x of a graph G, and for every block B of G that
contains x, there is xy ∈ E(B) such that c(B,xy) = c(G,xy) ≤ 1.
Proof. For any uv ∈ E(G), let A(uv) be the set of {u, v}-bridges of G that attach at both
u and v. Suppose that c(G,xy) ≥ 2 for every xy ∈ E(B). Let D0 ∈ A(xy0), xy0 ∈ E(B),
attain the minimum min{|V (D)| | D ∈ A(xy), xy ∈ E(B)}. Let xy1 be an edge of D0
incident with x. There is a path from y1 to y0 in D0 − x, so there is a cycle containing
xy0 and xy1, showing that xy1 ∈ E(B) also. Hence c(G,xy1) ≥ 2, and we can choose
D1 ∈ A(xy1) such that y0 /∈ V (D1). Now for any z ∈ V (D1) − {x, y1} there is a path
in D1 − x from z to y1; this path avoids y0 so it is also a path in G − {x, y0} from z to
y1 ∈ V (D0), showing that z ∈ V (D0) also. Thus, V (D1) ⊆ V (D0)−{y0}, contradicting the
minimality of |V (D0)|.
The following fairly technical result is used to translate our weight function from The-
orem 2.4 into spanning trees. Recall the definition of root edge, root block and root vertex
from Section 2. Note that the special edges r0s0, r1s1, . . . , rksk below always exist, by
Lemma 3.3.
Theorem 3.4. Let F be the set of all N2Cs in a connected K4-minor-free graph G with
|V (G)| ≥ 2. For each v ∈ V (G), let F(v) = {F ∈ F | v ∈ F}. Suppose there is an integer
10
f(v) ≥ 2 for each v ∈ V (G) and a nonnegative integer function ω on ordered pairs (F, u)
with F ∈ F and u ∈ F such that
ω(F, u) + ω(F, v) = c(G,F ) − 2 for all F = {u, v} ∈ F , and (5)∑
F∈F(u)
ω(F, u) + c(G− u)− 1 ≤ f(u)− 2 for all u ∈ V (G). (6)
Choose a root edge r0s0 ∈ E(G) such that c(G, r0s0) ≤ 1. Let the blocks of G be B0, B1, B2,
. . . , Bk, where r0s0 ∈ E(B0). For each i = 1, 2, . . . , k, let ri be the root vertex of Bi, and
choose risi ∈ E(Bi) with c(G, risi) ≤ 1.
Then G has a spanning tree T such that dT (v) ≤ f(v) for all v ∈ V (G) and dT (v) ≤
f(v)− 1 for all v ∈ {r0} ∪ {s0, s1, . . . , sk}. Furthermore, for 0 ≤ i ≤ k,
risi ∈ E(T ) if c(G, risi) = 0, and risi /∈ E(T ) if c(G, risi) = 1. (7)
Proof. The proof is by induction on |V (G)|. For the basis, if |V (G)| = 2 then G = K2, F
is empty, conditions (5) and (6) are trivially satisfied, r0s0 is the single edge, and we can
take T = G. So we may assume that |V (G)| ≥ 3. There are two cases.
Case 1: G has no N2C.
By Observation 3.1 and Lemma 3.2 each block of G is outerplanar and c(G, risi) =
c(Bi, risi) ≤ 1 for i = 0, 1, . . . , k. If c(G, risi) = 0 then risi is a cutedge of G, so Bi = risi,
and we take Ti = Bi. Otherwise, c(G, risi) = c(Bi, risi) = 1, so Bi contains a cycle using
risi. Thus, Bi is a 2-connected outerplanar graph, which we may embed in the plane with
a hamiltonian cycle Ci as its outer face. Since c(Bi, risi) = 1, risi ∈ E(Ci), so we take
Ti = Ci− risi. In either case, Ti is a hamiltonian path and a spanning tree in Bi, and hence
T =
⋃k
i=0 Ti is a spanning tree of G.
Let us examine degrees in T . Since G has no N2C, F = ∅, and inequality (6) just
says that c(G − v) − 1 ≤ f(v) − 2 for every v ∈ V (G). Suppose first that u ∈ V (G) −
{r0, s0, r1, s1, . . . , rk, sk}. The cutvertices of G are r1, r2, . . . , rk, so u is not a cutvertex of
G. Hence u lies in a single block, so by construction of T , dT (u) = 2 ≤ f(u), as required.
Suppose next that u ∈ {r1, . . . , rk}−{r0, s0}. By construction of T , u has two incident edges
of T from its parent block, and one incident edge from each child block, so dT (u) = 2+(c(G−
u) − 1) ≤ f(u), as required. Finally, suppose that u ∈ {r0} ∪ {s0, s1, . . . , sk}. Then u has
one incident edge of T from each block to which it belongs, so dT (u) = c(G−u) ≤ f(u)−1,
as required.
Furthermore, by construction of T , for 0 ≤ i ≤ k we have risi ∈ E(T ) if c(G, risi) = 0
and risi 6∈ E(T ) if c(G, risi) = 1.
Case 2: G contains an N2C.
Let {x, y} be an N2C of G, with {x, y} contained in a block Bm. Since c(G,xy) ≥ 3, we
can choose an {x, y}-bridge D that attaches at both x and y so that r0s0, rmsm /∈ E(D).
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Let G2 = D + xy. Let D
′ = D − {x, y} and let G1 = G− V (D
′) + xy. Neither x nor y
is a cutvertex of G2, and {x, y} is not an N2C of G2 since c(G2, xy) = 1. The blocks of G2
are all the blocks of G included in D, which we may assume are Bm+1, Bm+2, . . . , Bk, and
the new block B′′m = D + xy. No edge of Bm+1, Bm+2, . . . , Bk is incident with x or y. By
choice of D, rmsm /∈ E(D), and since c(G,xy) ≥ 3, xy 6= rmsm, so rmsm ∈ E(G1)−E(G2).
The blocks of G1 are then B0, B1, . . . , Bm−1 and the new block B
′
m consisting of all
xy-bridges of Bm other than the one that contains vertices of D
′.
Let Fj , j = 1 or 2, be the set of N2Cs of Gj . Then F1,F2 ⊆ F . Conversely, by Lemma
2.1(iii), each F ∈ F − {{x, y}} lies in G1 or G2, and so is in exactly one of F1 or F2. Also,
{x, y} /∈ F2 but possibly {x, y} ∈ F1. For F ∈ F1 ∪ {{x, y}} and w ∈ F define
ω1(F,w) =


ω({x, y}, x) − 1 if (F,w) = ({x, y}, x),
ω(F,w) otherwise.
Note that ω1(F,w) ≥ 0 whenever it is defined. For F ∈ F2 and w ∈ F define ω2(F,w) =
ω(F,w).
As {x, y} is an N2C, ω({x, y}, x) ≥ 1 or ω({x, y}, y) ≥ 1; without loss of generality,
assume that ω({x, y}, x) ≥ 1. Let
f1(w) =


f(x)− 1−
∑
F∈F2(x)
ω(F, x) if w = x,
f(y)−
∑
F∈F2(y)
ω(F, y) if w = y,
f(w) if w 6= x, y;
note that f1(x), f1(y) ≥ 2 by (6). Also let
f2(w) =


∑
F∈F2(w)
ω(F,w) + 2 if w = x or y,
f(w) if w 6= x, y.
Then we can check that (5) and (6) hold for f1 and ω1 in G1. When we replace G, f, ω,F
by G1, f1, ω1,F1, the only change to (5) for a particular F ∈ F1 is when F = {x, y}, if
{x, y} ∈ F1, and in that case both sides are reduced by 1, so the equation still holds. With
the same replacement, condition (6) stays unchanged for u ∈ V (G1) − {x, y}. If u = x
or y, then replacing G, f, ω by G1, f1, ω1, and replacing F by F − F2, both the left and
right sides of (6) are reduced by
∑
F∈F2(x)
ω(F, x)+1 when u = x and by
∑
F∈F2(y)
ω(F, y)
when u = y, so the condition still holds. Replacing F − F2 by F1 makes no difference if
F1 = F−F2 and possibly lowers the left side if F1 6= F−F2 (when F1 = F−F2−{{x, y}}),
so the inequality still holds.
We can also check that (5) and (6) hold for f2 and ω2 in G2. When we replace G, f, ω,F
by G2, f2, ω2,F2, nothing changes in (5) for each F ∈ F2. With the same replacement,
condition (6) stays unchanged for u ∈ V (G2)−{x, y}. For u ∈ {x, y} condition (6) becomes
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∑
F∈F2(u)
ω(F, u) + c(G2 − u) − 1 ≤ f2(u) − 2 which holds because c(G2 − u) = 1 and
f2(u) =
∑
F∈F2(u)
ω(F, u) + 2.
In G1 we can still choose r0s0 as the root edge, and r1s1, r2s2, . . . rmsm as the other
special edges (where rmsm is now in B
′
m instead of Bm). Apply induction to find a span-
ning tree T1. In G2 we choose xy ∈ E(B
′′
m) as the root edge, and we can still choose
rm+1sm+1, . . . , rksk as the other special edges. Apply induction to find a spanning tree T2.
Since c(G2, xy) = 1, we have xy /∈ E(T2) by (7).
Now T1 and T2 both contain xy-paths, and at least one of them, the one in G2, is not
just the edge xy. So T1 ∪ T2 contains a cycle C through x and y; we will delete an edge yz
of C. If xy ∈ E(T1) then xy ∈ E(C), and we let yz = xy (xy may not be an edge of G,
so we do not want to use it in T ). Otherwise, let yz be the edge of E(T2) ∩ E(C) that is
incident with y. Then T = (T1 ∪ T2)− yz is a spanning tree of G.
For all v ∈ V (G), define σ(v) to be 1 if v ∈ {r0} ∪ {s0, s1, . . . , sk}, and 0 otherwise.
If u ∈ V (G) − {x, y}, then u ∈ V (Gj) − {x, y} for j = 1 or 2, and dT (u) ≤ dTj (u) ≤
fj(u)− σ(u) = f(u)− σ(u) as required.
We also want to show that dT (u) ≤ f(u) − σ(u) when u = x or y. Let u ∈ {x, y}. We
know that no edge of Bm+1, Bm+2, . . . , Bk is incident with u, so if σ(u) = 1, it is because
u is incident with an edge risi for 0 ≤ i ≤ m; this edge belongs to G1. Thus, dT1(u) ≤
f1(u)−σ(u) by construction of T1. Also, since xy is the root edge of G2, dT2(u) ≤ f2(u)−1.
Thus, for x we get
dT (x) ≤ dT1(x) + dT2(x) ≤ (f1(x)− σ(x)) + (f2(x)− 1) = f(x)− σ(x).
Since we always delete an edge yz when forming T ,
dT (y) ≤ dT1(y) + dT2(y)− 1 ≤ (f1(y)− σ(y)) + (f2(y)− 1)− 1 = f(y)− σ(y).
Since c(G,xy) ≥ 3, xy is not equal to any edge risi. Therefore, for each i, 0 ≤ i ≤ k,
risi ∈ E(Gj) for a unique j ∈ {1, 2}. We observe that c(G, risi) = c(Gj , risi), and therefore
condition (7) holds for risi in T1 ∪T2 because it holds in Tj. However, we have to delete an
edge yz from T1 ∪T2 to form T . Now yz is either xy or an edge of G2−xy, and all edges of
{r0s0, r1s1, . . . , rksk} incident with y come from G1−xy, so deleting yz cannot introduce a
violation of (7). Therefore (7) holds for T = (T1 ∪ T2)− yz, and T is our desired spanning
tree.
Combining Theorems 2.4 and 3.4 we obtain our most general result on spanning trees.
The hypotheses (5) and (6) of Theorem 3.4 are just slightly rewritten versions of the con-
clusions (3) and (4) of Theorem 2.4. Note that Theorem 3.4 does not handle the case where
|V (G)| = 1, but that is trivial.
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Theorem 3.5. Let G be a connected K4-minor-free graph. Suppose there is an integer
f(v) ≥ 2 for each v ∈ V (G), and
c(G − S) ≤
∑
v∈S
(f(v)− 1) for every S ⊆ V (G) with S 6= ∅.
Choose a root edge r0s0 ∈ E(G) such that c(G, r0s0) ≤ 1. Let the blocks of G be B0, B1, B2,
. . . , Bk, where r0s0 ∈ E(B0). For each i = 1, 2, . . . , k, let ri be the root vertex of Bi, and
choose risi ∈ E(Bi) with c(G, risi) ≤ 1.
Then G has a spanning tree T such that dT (v) ≤ f(v) for all v ∈ V (G) and dT (v) ≤
f(v) − 1 for all v ∈ {r0} ∪ {s0, s1, . . . , sk}. Furthermore, for 0 ≤ i ≤ k, risi ∈ E(T ) if
c(G, risi) = 0, and risi /∈ E(T ) if c(G, risi) = 1.
This theorem is quite technical, but it is useful if G has many cutedges, each of which can
be taken as an edge risi. For example, ifG is actually a tree with at least two vertices, we can
let f(v) = dG(v) + 1 for all v, take r0s0 to be an arbitrary edge, and then {s1, s2, . . . , sk} =
V (G) − {r0, s0}. Therefore, the theorem gives the existence of a spanning tree T so that
dT (v) ≤ f(v) − 1 = dG(v) for all v ∈ V (G). This seems unremarkable, but most results
based on toughness ideas cannot recover the actual degrees of vertices in a tree G as bounds
for degrees in a spanning tree T of G.
Theorem 1.2 is now an immediate corollary of Theorem 3.5 and Lemma 3.3. Given
the specified vertex x of Theorem 1.2, take r0s0 in Theorem 3.5 to be an edge xy with
c(G,xy) ≤ 1.
4 Concluding remarks
In this section, we show the existence of planar graphs G such that c(G−S) ≤
∑
v∈S(f(v)−
1) for any S ⊆ V (G) and S 6= ∅, but where G has no spanning tree T such that dT (v) ≤ f(v)
for all v ∈ V (G), where there is an integer f(v) ≥ 2 for each vertex.
Let G be a 1-tough planar graph with an integer f(v) ≥ 2 for each vertex, and let G′
be obtained by attaching f(v) − 2 pendant edges to each v ∈ V (G). Let f(v) = 2 for
v ∈ V (G′)− V (G). Since c(G− S) ≤ |S| for every S ⊆ V (G) with S 6= ∅, it is not too hard
to show that c(G′ − S′) ≤
∑
v∈S′(f(v) − 1) for every S
′ ⊆ V (G′) with S′ 6= ∅. If G has no
spanning 2-tree then G′ has no spanning tree T such that dT (v) ≤ f(v) for all v ∈ V (G
′).
Thus, it suffices to show the existence of a 1-tough planar graph with no spanning 2-tree,
i.e., no hamiltonian path.
A vertex in a graph is called a simplicial vertex if the neighbors of this vertex form
a clique in the graph. The graph T given in Figure 1, constructed by Dillencourt [4] is
1-tough, non-hamiltonian, and maximal planar. Proposition 5 of that paper states that any
path in T connecting any two of the three vertices A,B,C must omit at least one simplicial
vertex. In particular, T has no hamiltonian path with both ends in A,B,C.
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AB C
Figure 1: The 1-tough nonhamiltonian maximal planar graph T . The black vertices are the sim-
plicial vertices.
Dillencourt constructed a sequence of 1-tough nonhamiltonian maximal planar graphs as
follows. Let G1 = T . For n ≥ 2, let Gn be obtained from Gn−1 by deleting every simplicial
vertex and replacing it with a copy of T . More precisely, for each simplicial vertex u, let
x, y, z be its neighbors. Delete u, insert a copy of the graph T inside the triangle (xyz), and
add the edges Ax,Ay,By,Bz,Cz,Cx.
Suppose that Gn, n ≥ 2, has a hamiltonian path P . Since Gn−1 has at least three
simplicial vertices, some copy T ′ of T in Gn contains neither end of P . Suppose A
′, B′, C ′ in
T ′ correspond to A,B,C in T . The structure of Gn guarantees that P ∩ T
′ must have one
of two forms: (1) a single hamiltonian path in T ′ with ends being two of A′, B′, C ′, or (2) a
union of two paths P1 and P2, where P1 is a one-vertex path using one of A
′, B′, C ′, and P2
is a path between the other two of A′, B′, C ′ using all other vertices of T ′. In case (2) we
can join the vertex of P1 to either end of P2 to obtain a hamiltonian path in T
′ with both
ends in A′, B′, C ′. So either situation means T has a hamiltonian path with ends being two
of A,B,C, which we know does not happen. Therefore, Gn is a 1-tough maximal planar
graph with no hamiltonian path.
We conclude by mentioning an interesting specific open question. Gao and Richter
showed [9] that every 3-connected planar graph has a spanning 2-walk; they and Yu [10]
also showed there is a spanning 2-walk with special properties. Thus, every (1 + ε)-tough
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planar graph, ε > 0, has a spanning 2-walk. Conjecture 1.1 by Jackson and Wormald [11]
proposes that any 1-tough graph has a spanning 2-walk, but this question is still unresolved
even for planar graphs. So determining whether 1-tough planar graphs have a 2-walk seems
like a natural direction for investigation.
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