Abstract. In Part I of this work, we develop superconvergence estimates for piecewise linear finite element approximations on nonuniform triangular meshes satisfying an O(h 2 ) parallelogram property in most part of the domain. In particular, we first show the finite element solution u h and the interpolant u I have super close gradients. We then analyze a postprocessing gradient recovery scheme, showing that Q h ∇u h is a superconvergent approximation to ∇u. Here Q h is the global L 2 projection. In Part II, we analyze a superconvergent gradient recovery scheme for general unstructured, shape regular triangulations. This is the foundation for an a posteriori error estimate and local error indicators.
1. Introduction. The study of superconvergence and a posteriori error estimates has been an area of active research; see the monographs by Verfürth [14] , Babuška and Strouboulis [3] , Chen and Huang [7] , Lin and Yan [13] , Wahlbin [15] for overviews of the field. In this two-part work we study some new superconvergence results. In Part I, we develop some superconvergence results for finite element approximations of a general class of elliptic partial differential equations, based mainly on the geometry of the underlying triangular mesh. In Part II, we develop a gradient recovery techniques that can force superconvergence on general shape regular meshes. Patch recovery techniques have been studied by Zienkiewicz and Zhu and has itself evolved into an active subfield of research [22, 11, 20, 21, 8, 19] . Although our algorithm in some respects resembles this and other similar schemes [10, 16, 4, 5, 2, 9] , it draws much of its motivation from multilevel iterative methods.
Let Ω ⊂ IR 2 be a bounded domain with Lipschitz boundary ∂Ω. For simplicity of exposition, we assume that Ω is a polygon. We assume that Ω is partitioned by a shape regular triangulation T h of mesh size h ∈ (0, 1). Let V h ⊂ H 1 (Ω) be the corresponding continuous piecewise linear finite element space associated with this triangulation T h .
Let u h ∈ V h be a finite element solution satisfying the standard a priori error estimates ||u − u h || α,Ω h 2−α ||u|| 2,Ω for 0 ≤ α ≤ 1. Our development has three main steps. In the first step, we prove a superconvergence result for |u h − u I | 1,Ω , where u I is the piecewise linear interpolant for u. In particular, we show in Theorem 3.1 that |u h − u I | 1,Ω h 1+min(σ,1)/2 (||u|| 3,Ω + |u| 2,∞,Ω ) .
(1.1)
Estimate (1.1) holds on quasi-uniform meshes, where an O(h 2 ) approximate parallelogram property is satisfied for pairs of adjacent triangles in most part of Ω excerpt for a region of size O(h σ )); see Section 2 for details. Roughly speaking, such meshes have a smooth transition between large and small elements, and appear locally to be almost uniform almost everywhere.
The estimate (1.1) is well-known in the literature for the special case σ = ∞, namely the O(h 2 ) approximate parallelogram property is satisfied for all pairs of adjacent triangles and it is also known for cases when the O(h 2 ) approximate parallelogram property is satisfied except for triangles along a few lines, see Xu [17] and Lin and Xu [12] or except for triangles along the domain boundary, see Lin and Yan [13] (σ = 1). Our new estimate (1.1) is a significant generalization of these known results and it holds for most practical grids with some σ > 0.
Superconvergence results typically depend on delicate estimates involving cancellation of the lowest order terms in some asymptotic expansion of the local error. When one derives elementwise expressions using continuous finite element spaces, often one encounters boundary integrals involving the normal component of the gradient of the test function. Thus, although one can determine that some cancellation takes place between certain error local components, it is difficult to combine elementwise statements because the normal components of the gradient of v h ∈ V h are discontinuous. On the other hand, tangential components of ∇v h along element edges are continuous. Thus our approach is to derive some expressions for the element error that involve only the tangential derivative of the test function on the element boundary. The key identity of this type is Lemma 2.3.
We also note that Lemma 2.3 is an identity rather than an estimate. Thus global versions of this identity give exact characterizations of the the error for arbitrary triangulations. In effect, one can see exactly cancellations that might occur even on completely unstructured meshes. The O(h 2 ) approximate parallelogram property can be viewed in this context as one set of sufficient conditions for obtaining superconvergent bounds for those terms.
The techniques used in our analysis are related to but much more refined than many existing superconvergence techniques in the literature such as those summarized in [7, 13] . For example, the identity in Lemma 2.3 may be compared with the integral identities for rectangular elements [13] . In fact it was not known how the integral identities for rectangular elements in [13] could be generalized to triangular elements. The Lemma 2.3 offers clues for such generalizations and more work can obviously be done in this direction.
The second major component is a superconvergent approximation to ∇u. This approximation is generated by a gradient recovery procedure. In particular, in Theorem 4.2, we show
where Q h is the L 2 projection. When the mesh does not satisfy the O(h 2 ) parallelogram property or σ becomes very close to zero, then the superconvergence demonstrated in (1.2) will be diminished. Intuitively, it appears that this is due mainly to high frequency errors introduced by the small nonuniformities of the mesh. Preferentially attenuating high frequency errors in mesh functions is of course a widely studied problem in multilevel iterative methods. Our proposal here is to apply these ideas in the present context. Thus, to enhance the superconvergence effect on general shape regular meshes, we compute S m Q h ∇u h , where S is an appropriate multigrid-like smoothing operator. In the second part of this manuscript [6] , we analyze this procedure and prove superconvergence estimates somewhat like (1.2) for ||u−S m Q h ∇u h || 0,Ω . In the third major component of our analysis, we use the recovered gradient to develop an a posteriori error estimate. An obvious choice is to use (I − S m Q h )∇u h to approximate the true error ∇(u − u h ). In [6] , we show this is a good choice, and that in many circumstances we can expect the error estimate to be asymptotically exact; that is
We also use the recovered gradient to construct local approximations of interpolation errors to be used as local error indicators for adaptive meshing algorithms; see [6] for details. We remark that both our gradient recovery scheme and our a posteriori error estimate are largely independent of the details of the partial differential equation. Indeed, all of the preliminary lemmas in Section 2 are also independent of the PDE. The PDE directly enters only in the proof of Theorem 3.1, and there the properties we assume are standard. This suggests that superconvergence can be expected for a wide variety of problems, as long as the adaptive meshing yields smoothly varying, shape regular meshes.
The rest of this paper is organized as follows: Section 2 contains technical identities and estimates that form the basis for the estimate (1.1). In Section 3, prove (1.1) for a general linear elliptic boundary value problems under standard assumptions. We also explore an application to nonlinear elliptic problems. In Section 4 we develop and analyze the superconvergent gradient recover scheme in the case of O(h 2 ) parallelogram meshes. Although Part I of this work contains mainly analytical results, in Part II we present some numerical examples illustrating the effectiveness of our procedures.
Preliminary Lemmas.
We begin with some geometric identities for a canonical element τ . Let τ have vertices p the perpendicular heights (see Fig.1 ). Letp be the point of intersection for the perpendicular bisectors of the three sides of τ . Let |s k | denote the distance betweenp and side k. If τ has no obtuse angles, then the s k will be nonnegative; otherwise, the distance to the side opposite the obtuse angle will be negative.
There are many relationships among these quantities; in particular we note the following, which hold for 1 ≤ k ≤ 3 and k ± 1 permuted cyclically: Let D τ be a symmetric 2 × 2 matrix with constant matrix entries. We define
The important special case D τ = I corresponds to −∆, and in this case
denote the quadratic bump function associated with edge e k and let
In Lemma 2.1, we collect several simple identities that are used in the proof of Lemma 2.3. Lemma 2.1.
Proof. We note that (2.1) is an immediate consequence of
Proofs for (2.2)-(2.3) follow the same pattern. For (2.4), we note that from Green's Theorem
For (2.5)-(2.6), we note that ψ k is constant along lines parallel to e k , and ∂ψ k /∂t k ≡ 0. Thus
Also, on edge e k we have 
Proof. Identity (2.7) is equivalent to the following:
which follows by an integration by parts. To show, (2.8), we note that u q − u I is a piecewise quadratic polynomial that is zero at all of the vertices in the mesh, and therefore can be expressed in terms of the quadratic bump functions. A simple calculations shows in a given element τ
where
The matrix M τ is constant since u q is quadratic. Let m k = (p k+1 + p k−1 )/2 denote the midpoint of the k-th edge. Then
The following is a fundamental identity in our analysis. Lemma 2.3. Let D τ be a 2 × 2 symmetric matrix with constant entries. Then
Proof. Using Lemmas 2.1-2.2, we have
To complete the proof, we focus attention on the term
Using Lemma 2.1 once again, we have
We also need the following identities:
Combining these equations leads to 2 k+1
completing the proof. We now turn to the main lemma in this section. We say that two adjacent triangles (sharing a common edge) form an O(h 2 ) approximate parallelogram if the lengths of any two opposite edges differ only by O(h 2 ).
Lemma 2.4. Assume that the triangulation T h = T 1,h ∪T 2,h satisfies the following properties: Every two adjacent triangles inside T 1,h form an O(h
2 ) parallelogram and
.
Let D τ be a piecewise constant matrix function defined on T h , whose elements D τ ij satisfy
Here τ and τ are a pair of triangles sharing a common edge, and min(σ, 1)/2 ≤ p. Then
To estimate I 1 , we group the set of all interior edges in two different groups. E 1 is the set of edges e such that the two adjacent triangles sharing e form an O(h 2 ) approximate parallelogram and E 2 is the set of the remaining interior edges. The the set of all interior edges is given by E = E 1 + E 2 .
For each e ∈ E, we have exactly two triangles, say τ and τ , that share e as a common edge. Denote, with respect to τ ,
and with respect to τ ,
Take n and t to correspond to τ . Then we can write
for j = 1, 2, and
It is easy to see that, if v h = 0 on ∂Ω, then I 13 = 0. Otherwise, we have the following estimate:
Using the elementary identity
we obtain (for z = t and z = n)
We can estimate this term in a slightly different way:
Combining this with (2.14), we have Similar to (2.16), this leads to
Consequently
Combining (2.12) with (2.13) and (2.17), we obtain (2.11).
Lemma 2.5. Assume that the triangulation T h = T 1,h ∪T 2,h satisfies the following properties: Every two adjacent triangles inside T 1,h form an O(h
Proof. Let e ≡ e k be an arbitrary edge of element τ . We begin with the identity
For e ∈ E, let τ and τ share e as a common edge. Take n and t to correspond to τ . Then we can write
for j = 1, 2 and
Following the pattern of proof in Lemma 2.4, we estimate
(2.18) now follows directly from these estimates.
Elliptic Boundary Value Problems.
We consider the nonself-adjoint and possibly indefinite problem: find u ∈ H 1 (Ω) such that
Here D is a 2 × 2 symmetric, positive definite matrix, b a vector, and c a scalar, and f (·) is a linear functional. We assume all the coefficient functions are smooth.
In order to insure that (3.1) has a unique solution, we assume the bilinear form B(·, ·) satisfies the continuity condition
for all φ, η ∈ H 1 (Ω). We also assume the inf-sup conditions
Let V h ⊂ H 1 (Ω) be the space of continuous piecewise linear polynomials associated with the triangulation T h , and consider the approximate problem: find u h ∈ V h such that
for all v h ∈ V h . To insure a unique solution for (3.4) we assume the the inf-sup conditions
Xu and Zikatanov [18] have shown that under these assumptions,
See also Babuška and Aziz [1] . We define the piecewise constant matrix function D τ in terms of the diffusion matrix D as follows:
Note that D τ is symmetric and positive definite. 
Proof. We begin with the identity
The first term I 1 is estimated using Lemma 2.4. I 2 and I 3 can be easily estimated by
We complete the proof using the inf-sup condition in
We now consider a more general nonlinear problem: find u ∈ H 1 (Ω) such that
for all v ∈ H 1 (Ω). Here The form B(·, ·) is assumed to be linear in its second argument, but nonlinear in its first. Once again, f (v) is a linear functional. Let u h be the finite element approximation: find u h ∈ V h such that
for all v h ∈ V h . We assume that B(·, ·) is such that its linearization about u is a bilinear form B(·, ·) as in (3.1), although the coefficient functions will now generally depend on u. We assume that B(·, ·) satisfies the continuity and inf-sup conditions (3.2), (3.3) and (3.5), so that both (3.6) and (3. If ||u − u h || 1,Ω is sufficiently small (e.g., ||u − u h || 1,Ω ≤ C(u)h), then we will observe superconvergence.
A Gradient Recovery Algorithm for O(h
2 ) Approximate Parallelogram Meshes. In this section, we show that Q h ∇u I can superconverge to ∇u for meshes that satisfy the O(h 2 ) approximate parallelogram property. We estimate the two terms on the right hand side of (4.1). First,
∂Ω
(u − u I )v h · n h 3/2 |u| 2,∞,Ω ||v|| 0,Ω .
5.
Better estimates for pure Dirichlet problem. The estimates presented so far are for general boundary conditions. For pure Dirichlet boundary conditions, the exponent min(σ, 1)/2 may be improved to min(σ/2, 1) in most of the estimates presented in this paper. We leave the details to interested readers.
