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a b s t r a c t
By means of the theory of mathematical analysis, this paper derives the convergence tests
for the following two kinds of constant Dirichlet series and an improper integral:
∞−
n=1
p(n)φ [ψ (n)+ δ(n)] ,
∞−
n=1
(−1)n−1 φ [ψ (n)+ δ(n)] and∫ ∞
1
p (t) φ [ψ (t)+ δ (t)] dt.
As applications, we give two assertions to demonstrate the effectiveness of these
convergence tests.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
The theory of series iswidely used in the fields ofmathematics and other natural sciences, especially in numerical analysis
(see [1,2]), mathematical inequalities (see [3,4], p. 16) and statistics (see [5, p. 12]).
For example, let ξ be a discrete random variable with its probability distribution
P{ξ = n} = p(n), ∀n ∈ N = {1, 2, 3, . . .}.
Then X = ψ(ξ), Y = δ(ξ), φ(X + Y ) be also a random variable, where p : N → (0,∞), ψ : N → (−∞,∞), δ : N →
(−∞,∞) and φ : (−∞,∞)→ (−∞,∞) are functions, and∑∞n=1 p(n) = 1. Furthermore, if the series
∞−
n=1
|p(n)φ[ψ(n)+ δ(n)]|
converges (see [6]), then the mathematical expectation E[φ(X + Y )] of random variable φ(X + Y ) is
∞−
n=1
p(n)φ[ψ(n)+ δ(n)], (1)
where the function φ[ψ(n)+ δ(n)] is a composite function.
Let
φ(x) ≡ xλ, ∀x ∈ (−∞,∞) and δ(n) ≡ −E[X], ∀n ∈ N.
Then the series (1) be λ-order central moment of random variable X and the series (1) be the variance of random variable X
when λ = 2 (see [5, p. 12]).
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Similarly, if ξ ∈ [1,∞) is a continuous random variable, and the improper integral∫ ∞
1
|p(t)φ[ψ(t)+ δ(t)]|dt
converges, then the mathematical expectation E[φ(X + Y )] of random variable φ(X + Y ) is∫ ∞
1
p(t)φ[ψ(t)+ δ(t)]dt, (2)
where p : [1,∞)→ (0,∞) is the density function of random variable ξ and ∞1 p(t)dt = 1.
Once a constant series converges, we can calculate the value of the series by means of a computer. Therefore, the
convergence of series is one of the key issues in the fields of series theory.
A special case of series (1) is that ψ(n) ≡ n, δ(n) ≡ 0, ∀n ∈ N. For this case, we have the following theorem.
Theorem 1.1 (Dirichlet Convergence Theorem, See [7,8]). If the real sequence {p(n)}∞n=1 satisfies that there exists a constant
M ∈ (0,∞) such that n−
i=1
p(n)
 ≤ M, ∀n ≥ 1,
and the real sequence {φ(n)}∞n=1 satisfies
φ(n+ 1) ≤ φ(n), ∀n ≥ 1 and lim
n→∞φ(n) = 0,
then the series
∞−
n=1
p(n)φ(n) (3)
converges.
The series (3) is called a constant Dirichlet series.
A special case of Theorem 1.1 is stated as follows.
Theorem 1.2 (Leibniz Convergence Theorem, See [7]). If the real sequence {φ(n)}∞n=1 satisfies
φ(n+ 1) ≤ φ(n), ∀n ≥ 1 and lim
n→∞φ(n) = 0,
then the series
∞−
n=1
(−1)n−1φ(n) (4)
converges.
The condition
φ(n+ 1) ≤ φ(n), ∀n ≥ 1
is weakened in the literature [8], which leads to an expanded result on Dirichlet convergence theorem as follows.
Theorem 1.3 (See [8, p. 38]). Let {p(n)}∞n=1 and {φ(n)}∞n=1 be two complex sequences such that:
(i) the partial sums of the series
∞−
n=1
p(n)
form a bounded sequence
∑n
i=1 p(i)
∞
n=1, i.e., n−
i=1
p(i)
 ≤ M, ∀n ≥ 1
for some constant M > 0;
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(ii) the series
∞−
n=1
|φ(n)− φ(n+ 1)| (5)
converges, and
lim
n→∞φ(n) = 0;
then the series (3) also converges.
However, it is very difficult to determine the convergence or divergence of the series (5) when φ is a composite function.
One aim of this article is to solve this problem under appropriate assumptions. In other words, we show that the series
∞−
n=1
|φ[ψ(n)+ δ(n)] − φ[ψ(n+ 1)+ δ(n+ 1)]| (6)
converges under the assumptions in Theorem 2.1; see the proof of Theorem 2.1.
The above three theorems are very useful to test the convergence of common series. However, for some real series, such
as the following two assertions, they are inconclusive.
Assertion 1.1. For any real number α ≠ 2kπ, k ∈ {0,±1,±2, . . .}, β ∈ (−∞,∞), γ ∈ (0,∞) and λ ∈ (0,∞), the series
∞−
n=1
cos(n− 1)α
[nγ + nγ−1 cos(n− 1)β]λ (7)
and the improper integral∫ ∞
1
cos (t − 1) α
[tγ + tγ−1 cos(t − 1)β]λ dt (8)
converge.
Assertion 1.2. If the real sequence {δ(n)}∞n=1 satisfies |δ(n)| ≤ e, ∀n ≥ 1, then the series
∞−
n=1
(−1)n−1arccot[exp(nγ )+ δ(n)] (9)
converges for any real number γ ∈ (0,∞).
In the theory of series, another issue is how to express a function in the form of a series (see [9,10]) or an improper integral,
such as Dirichlet series (see [8], p. 30 and [11–13])
∞−
n=−∞
ane−nz, z ∈ C, (10)
or Fourier integral (see [14])
1
2π
∫ ∞
−∞
[∫ ∞
−∞
f (τ )e−jωτdτ
]
ejωtdω, t ∈ (−∞,∞), (11)
where j2 = −1.
We will study the convergence of a constant Dirichlet series (1) and the improper integral (2) in this paper. We consider
that the case of the real sequence {φ(n)}∞n=1 in constant Dirichlet series (3) is notmonotone decreasing, so that new theorems
can test the convergence of a more general real series. By these convergence theorems, we can prove Assertion 1.1 and
Assertion 1.2.
2. Dirichlet type convergence theorems
We begin with a Dirichlet type convergence theorem as follows.
Theorem 2.1. Assume the following.
(i) The function φ : (0,∞)→ (0,∞) satisfies:
(a) limx→∞ φ(x) = 0;
(b) the function φ′ = dφ(x)dx : (0,∞)→ (−∞, 0] is monotone increasing.
J. Wen et al. / Computers and Mathematics with Applications 62 (2011) 3472–3489 3475
(ii) The function ψ : (1,∞)→ (0,∞) satisfies:
(a) limt→∞ ψ(t) = ∞;
(b) ψ ′ = dψ(t)dt ≥ 0, ∀t ≥ 1;
(c) for any c ∈ (0, 1), the function dφ[cψ(t)]dt : [1,∞)→ (−∞, 0] is a monotone function;
(d) limt→∞ ψ(t+1)−ψ(t)ψ ′(t) <∞.
(iii) The real sequence {δ(n)}∞n=1 satisfies:
(a) ψ(n)+ δ(n) > 0, ∀n ≥ 1;
(b) there exists a constant δ ∈ (0,∞), such that
|δ (n+ 1)− δ(n)| ≤ δψ ′(n), ∀n ≥ 1;
(c) limn→∞
 δ(n)ψ(n)  = 0.
(iv) The real sequence {p(n)}∞n=1 satisfies the condition there exists a constant M ∈ (0,∞), such that n−
i=1
p(i)
 ≤ M, ∀n ≥ 1.
Then the series (1) converges.
In order to prove Theorem 2.1, we need the following two lemmas.
Lemma 2.1. Suppose that the hypotheses in Theorem 2.1 hold. Then there exist two real numbers c1 ∈ (0,∞), c2 ∈ (0, 1) and
a positive integer N, such that
|φ[ψ(n+ i)+ δ(n+ i)] − φ[ψ(n+ i+ 1)+ δ(n+ i+ 1)]| ≤ − c1 + δ
1− c2
dφ[(1− c2)ψ(t)]
dt

t=n+i
(12)
for any n ≥ N and i ≥ 1.
Proof. Conditions (ii).(a).(b).(d) imply that there exist a real number c1 ∈ (0,∞) and a positive integer N1, such that
ψ(t) > 0, ∀t ≥ N1, (13)
0 ≤ ψ(t + 1)− ψ(t) ≤ c1ψ ′(t), ∀t ≥ N1. (14)
By condition (iii).(c), there exist a real number c2 ∈ (0, 1) and a positive integer N : N ≥ N1, such that
|δ(n)| ≤ c2ψ(n), ∀n ≥ N. (15)
By condition (iii).(b), inequality (14), and applying Lagrange’s mean value theorem, there exists a real number ξn,i between
ψ(n+ i)+ δ(n+ i) and ψ(n+ i+ 1)+ δ(n+ i+ 1), such that
|φ[ψ(n+ i)+ δ(n+ i)] − φ[ψ(n+ i+ 1)+ δ(n+ i+ 1)]|
= |φ′(ξn,i){[ψ(n+ i)+ δ(n+ i)] − [ψ(n+ i+ 1)+ δ(n+ i+ 1)]}|
≤ |φ′(ξn,i)|[|ψ(n+ i+ 1)− ψ(n+ i)| + |δ(n+ i+ 1)− δ(n+ i)|]
≤ |φ′(ξn,i)|[c1|ψ ′(n+ i)| + δψ ′(n+ i)]
= (c1 + δ)|φ′(ξn,i)|ψ ′(n+ i), ∀n ≥ N,∀i ≥ 1. (16)
From the inequalities (13) and (15), we obtain that
ψ(n+ i)+ δ(n+ i) ≥ (1− c2)ψ(n+ i) > 0, ∀n ≥ N, ∀i ≥ 1; (17)
ψ(n+ i+ 1)+ δ(n+ i+ 1) ≥ (1− c2)ψ(n+ i+ 1) ≥ (1− c2)ψ(n+ i) > 0, ∀n ≥ N, ∀i ≥ 1. (18)
From (17)–(18), and the real number ξn,i between ψ(n+ i)+ δ(n+ i) and ψ(n+ i+ 1)+ δ(n+ i+ 1), we obtain that
ξn,i ≥ (1− c2)ψ(n+ i) > 0, ∀n ≥ N, ∀i ≥ 1. (19)
According to condition (i).(b) and inequality (19), we get
|φ′(ξn,i)| = −φ′(ξn,i) ≤ −φ′[(1− c2)ψ(n+ i)], ∀n ≥ N, ∀i ≥ 1. (20)
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Taking into account (16) and (20), we indeed have that
|φ[ψ(n+ 1)+ δ(n+ 1)] − φ[ψ(n+ i+ 1)+ δ(n+ i+ 1)]| ≤ (c1 + δ)|φ′(ξn,i)|ψ ′(n+ i)
≤ −(c1 + δ)φ′[(1− c2)ψ(n+ i)]ψ ′(n+ i)
= − c1 + δ
1− c2
dφ[(1− c2)ψ(t)]
dt

t=n+i
,
∀n ≥ N, ∀i ≥ 1. (21)
This ends the proof. 
Lemma 2.2. Suppose that the hypotheses in Theorem 2.1 hold. Then there exist two real numbers c1 ∈ (0,∞), c2 ∈ (0, 1) and
a positive integer N, such that
p−1
i=1
|φ[ψ(n+ i)+ δ(n+ i)] − φ[ψ(n+ i+ 1)+ δ(n+ i+ 1)]| ≤ c1 + δ
1− c2 φ[(1− c2)ψ(n)] (22)
for any positive integer n ≥ N and p ≥ 1, where∑0i=1 = 0.
Proof. Denote c = 1− c2 ∈ (0, 1). By (ii).(c), we know that the function
dφ[cψ(t)]
dt
: [N,∞)→ (−∞, 0]
is a monotone function.
If the function dφ[cψ(t)]/dt is increasing, then for any t ∈ [n+ i− 1, n+ i], we have
dφ[(1− c2)ψ(t)]
dt
≤ dφ[(1− c2)ψ(t)]
dt

t=n+i
≤ 0, ∀n ≥ N, ∀i ≥ 1. (23)
From (i).(a) and (ii).(a), we obtain that
lim
t→∞φ[(1− c2)ψ(t)] = lim(1−c2)ψ(t)→∞φ[(1− c2)ψ(t)] = 0. (24)
By the inequalities (12) and (23) and the equality (24), we obtain that
p−1
i=1
|φ[ψ(n+ i)+ δ(n+ i)] − φ[ψ(n+ i+ 1)+ δ(n+ i+ 1)]| ≤
p−1
i=1
− c1 + δ
1− c2
dφ[(1− c2)ψ(t)]
dt

t=n+i
≤ − c1 + δ
1− c2
∞−
i=1
dφ[(1− c2)ψ(t)]
dt

t=n+i
= − c1 + δ
1− c2
∞−
i=1
∫ n+i
n+i−1
dφ[(1− c2)ψ(t)]
dt

t=n+i
dt
≤ − c1 + δ
1− c2
∞−
i=1
∫ n+i
n+i−1
dφ[(1− c2)ψ(t)]
dt
dt
= − c1 + δ
1− c2
∫ ∞
n
dφ[(1− c2)ψ(t)]
dt
dt
= − c1 + δ
1− c2 φ[(1− c2)ψ(t)] |
∞
n
= c1 + δ
1− c2 {φ[(1− c2)ψ(n)] − limt→∞φ[(1− c2)ψ(t)]}
= c1 + δ
1− c2 φ[(1− c2)ψ(n)], ∀n ≥ N.
That is to say, inequality (22) holds.
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Similarly, if the function dφ[cψ(t)]/dt is decreasing, then for any t ∈ [n+ i− 1, n+ i], we obtain that
p−1
i=1
|φ[ψ(n+ i)+ δ(n+ i)] − φ[ψ(n+ i+ 1)+ δ(n+ i+ 1)]|
≤ − c1 + δ
1− c2
∞−
i=1
dφ[(1− c2)ψ(t)]
dt

t=n+i
= − c1 + δ
1− c2
∞−
i=1
∫ n+i+1
n+i
dφ [(1− c2)ψ(t)]
dt

t=n+i
dt
≤ − c1 + δ
1− c2
∞−
i=1
∫ n+i+1
n+i
dφ[(1− c2)ψ(t)]
dt
dt
= c1 + δ
1− c2 {φ[(1− c2)ψ(n+ 1)] − limt→∞φ[(1− c2)ψ(t)]}
= c1 + δ
1− c2 φ[(1− c2)ψ(n+ 1)]
≤ c1 + δ
1− c2 φ[(1− c2)ψ(n)], ∀n ≥ N.
That is to say, inequality (22) also holds. The lemma is proved. 
Wemay now easily obtain the proof of Theorem 2.1.
Proof of Theorem 2.1. First, we prove that the series (6) converges.
We only need to prove that the sequence
∑n
i=1 ui
∞
n=1 forms a bounded sequence, where
un := |φ[ψ(n)+ δ(n)] − φ[ψ(n+ 1)+ δ(n+ 1)]| ≥ 0.
According to Lemma 2.2, there exist two real numbers c1 ∈ (0,∞), c2 ∈ (0, 1) and a positive integer N , such that
0 ≤
p−1
i=1
un+i ≤ c1 + δ1− c2 φ[(1− c2)ψ(n)]
for any positive integer n ≥ N and p ≥ 1.
If n > N , then
0 ≤
n−
i=1
ui =
N−
i=1
ui +
n−N
i=1
uN+i ≤
N−
i=1
ui + c1 + δ1− c2 φ[(1− c2)ψ(N)].
If n ≤ N , then
0 ≤
n−
i=1
ui ≤
N−
i=1
ui ≤
N−
i=1
ui + c1 + δ1− c2 φ[(1− c2)ψ(N)].
Hence the sequence
∑n
i=1 ui
∞
n=1 forms a bounded sequence.
Second, by conditions (i).(a), (ii).(a) and (iii).(c) we obtain that
lim
n→∞φ[ψ(n)+ δ(n)] = 0.
Finally, according to condition (iv) and Theorem 1.3, the series (1) converges. The proof is completed. 
From the proof of Theorem 2.1, we have the following theorem.
Theorem 2.2. In Theorem 2.1, without changing conditions (i), (ii), (iv), and replacing condition (iii) by the following:
(iii∗) the real sequence {δ(n)}∞n=1 satisfies:
(a) ψ(n)+ δ(n) > 0, ∀n ≥ 1;
(b) there exist δ ∈ (0, 1) and a positive integer N0, such that
|δ(n+ 1)− δ(n)| ≤ δψ ′(n), ∀n ≥ N0;
(c) the sequence {ψ ′(n)}∞n=1 is a monotonic sequence;
series (1) converges.
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Proof. From the proof of Theorem2.1, we just need to prove that there exist a positive real number c2 ∈ (0, 1) and a positive
integer N : N ≥ max{N1,N0}, such that inequality (15) holds.
If the sequence {ψ ′(n)}∞n=1 is monotone decreasing, by conditions (iii∗).(b) and (ii) we obtain that
|δ(n+ 1)− δ(n)| ≤ δψ ′(n), ∀n ≥ max{N1,N0}. (25)
From (25) and condition (ii) we have that
|δ(n)| − |δ(N1)| ≤ |δ(n)− δ(N1)|
=
 n−1
k=N1
[δ(k+ 1)− δ(k)]

≤
n−1
k=N1
|δ(k+ 1)− δ(k)|
≤ δ
n−1
k=N1
ψ ′(k)
= δ
n−1
k=N1
∫ k
k−1
ψ ′(k)dt
≤ δ
n−1
k=N1
∫ k
k−1
ψ ′(t)dt
= δ
∫ n−1
N1−1
ψ ′(t)dt
= δ[ψ(n− 1)− ψ(N1 − 1)]
≤ δ[ψ(n)− ψ(N1 − 1)], ∀n ≥ max{N1,N0}.
Thus,
|δ(n)| ≤ δ[ψ(n)− ψ(N1 − 1)] + |δ(N1)|, ∀n ≥ max{N1,N0}. (26)
Similarly, if the sequence

ψ ′(n)
∞
n=1 is monotone increasing, we obtain that
|δ(n)| − |δ(N1)| ≤ |δ(n)− δ(N1)|
=
 n−1
k=N1
[δ(k+ 1)− δ(k)]

≤
n−1
k=N1
|δ(k+ 1)− δ(k)|
≤ δ
n−1
k=N1
ψ ′(k)
= δ
n−1
k=N1
∫ k+1
k
ψ ′(k)dt
≤ δ
n−1
k=N1
∫ k+1
k
ψ ′(t)dt
= δ
∫ n
N1
ψ ′(t)dt
= δ[ψ(n)− ψ(N1)]
≤ δ[ψ(n)− ψ(N1 − 1)], ∀n ≥ max{N1,N0}.
That is to say, inequality (26) still holds.
Since
0 < δ < 1, lim
n→∞
[
δ + |δ(N1)| − δψ(N1 − 1)
ψ(n)
]
= δ,
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there exist a positive real number c2 ∈ (0, 1) and a positive integer N : N ≥ max{N1,N0}, such that
δ + |δ(N1)| − δψ(N1 − 1)
ψ(n)
≤ c2, ∀n ≥ N. (27)
Taking into account (26)–(27), we obtain that
|δ(n)| ≤ δ[ψ(n)− ψ(N1 − 1)] + |δ(N1)|
= ψ(n)
[
δ + |δ(N1)| − δψ(N1 − 1)
ψ(n)
]
≤ c2ψ(n), ∀n ≥ N.
Therefore, there exist a positive real number c2 ∈ (0, 1) and apositive integerN : N ≥ max{N1,N0}, such that inequality (15)
holds. The proof is completed. 
We can establish the integral form of Theorems 2.1–2.2 as follows.
Theorem 2.3. Assume the following.
(i) The function φ : (0,∞)→ (0,∞) satisfies:
(a) limx→∞ φ(x) = 0;
(b) the function φ′ : (0,∞)→ (−∞, 0] is increasing.
(ii) The function ψ : [1,∞)→ (0,∞) satisfies:
(a) limt→∞ ψ(t) = ∞;
(b) ψ ′(t) ≥ 0, ∀t ≥ 1.
(iii) The function δ : [1,∞)→ (−∞,∞) satisfies:
(a) ψ(t)+ δ(t) > 0, ∀t ≥ 1;
(b) there exist a constant δ0 ∈ (0,∞) and T ∈ (1,∞), such that
|δ′(t)| ≤ δ0ψ ′ (t) , ∀t ≥ T ;
(c) limt→∞
 δ(t)ψ(t)  = 0.
(iv) The function p : [1,∞) → (−∞,∞) is continuous, and satisfies the condition that there exists a constant M ∈ (0,∞),
such that∫ t
1
p(x)dx
 ≤ M, ∀t ≥ 1.
Then the improper integral (2) converges.
Proof. Denote for convenience ω(t) =  t1 p(x)dx, then
|ω(t)| ≤ M, ω′(t) = p(t), ∀t ≥ 1.
From condition (iii).(c) we know that, there exist c ∈ (0, 1), T1 ∈ [T ,∞), such that
|δ(t)| ≤ cψ(t), ∀t ≥ T1. (28)
From (28) and condition (ii).(a) we obtain that
lim
t→∞[ψ(t)+ δ(t)] = ∞. (29)
From (29), ω(1) = 0 and condition (i), we obtain that∫ ∞
1
p(t)φ[ψ(t)+ δ(t)]dt =
∫ ∞
1
ω′(t)φ[ψ(t)+ δ(t)]dt
=
∫ ∞
1
φ[ψ(t)+ δ(t)]dω(t)
= ω(t)φ[ψ(t)+ δ(t)]|∞1 −
∫ ∞
1
ω(t)dφ[ψ(t)+ δ(t)]
= −
∫ ∞
1
ω(t)
dφ[ψ(t)+ δ(t)]
dt
dt
= −
∫ T1
1
ω(t)
dφ[ψ(t)+ δ(t)]
dt
dt −
∫ ∞
T1
ω(t)
dφ[ψ(t)+ δ(t)]
dt
dt. (30)
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Since the accumulation function
I(p) =
∫ p
T1
ω(t)dφ[ψ(t)+ δ(t)]dt
 dt
is increasing, and
I(p) ≤
∫ p
T1
M
dφ[ψ(t)+ δ(t)]dt
 dt
= M
∫ p
T1
|φ′[ψ(t)+ δ(t)] · [ψ ′(t)+ δ′(t)]|dt
≤ M
∫ p
T1
|φ′[ψ(t)+ δ(t)]|[ψ ′(t)+ |δ′(t)|]dt
≤ M
∫ p
T1
|φ′[ψ(t)+ δ(t)]|[ψ ′(t)+ δ0ψ ′(t)]dt
= −M(1+ δ0)
∫ p
T1
φ′[ψ(t)+ δ(t)]ψ ′(t)dt
≤ −M(1+ δ0)
∫ p
T1
φ′[ψ(t)− cψ(t)]ψ ′(t)dt
= −M(1+ δ0)
1− c
∫ p
T1
dφ[(1− c)ψ(t)]
= −M(1+ δ0)
1− c {φ[(1− c)ψ(p)] − φ[(1− c)ψ(T1)]}
≤ M(1+ δ0)
1− c φ[(1− c)ψ(T1)], ∀p ≥ T1,
the improper integral∫ ∞
T1
ω(t)dφ[ψ(t)+ δ(t)]dt
 dt = limp→∞ I(p) (31)
converges. Therefore, the improper integral∫ ∞
T1
ω(t)
dφ[ψ(t)+ δ(t)]
dt
dt
also converges. Thanks to (30) we know that the improper integral (2) converges. Consequently, the theorem is proven. 
3. Leibniz type convergence theorems
Now, we give a Leibniz type convergence theorem as follows.
Theorem 3.1. Assume the following.
(I) The function φ : (0,∞)→ (0,∞) satisfies.
(a) limx→∞ φ(x) = 0;
(b) φ′(x) ≤ 0, ∀x > 0.
(II) The function ψ : [1,∞)→ (δ,∞) satisfies:
0 < lim
t→∞ψ
′(t) ≤ ∞,
where the constant δ ∈ (0,∞).
(III) The real sequence {δ(n)}∞n=1 satisfies |δ(n)| ≤ δ, ∀n ≥ 1.
Then the series
∞−
n=1
(−1)n−1φ[ψ(n)+ δ(n)] (32)
converges.
J. Wen et al. / Computers and Mathematics with Applications 62 (2011) 3472–3489 3481
Before proving Theorem 3.1, we need the following lemmas.
Lemma 3.1. Suppose that the hypotheses in Theorem 3.1 hold. Then there exist positive integers k ≥ 2 and N, such that for any
positive integer n ≥ N and p ≥ k+ 1, the following inequalities
−
k−1
i=1
bn+i ≤
p−
i=1
{φ[ψ(2(n+ i)− 1)+ δ(2(n+ i)− 1)] − φ[ψ(2(n+ i))+ δ(2(n+ i))]} ≤
k−
i=1
an+i (33)
hold, where
an = φ[ψ(2n− 1)− δ] and bn = φ[ψ(2n)− δ]. (34)
Proof. By condition (II), there exist a positive real number c and a positive integer N1, such that
ψ ′(t) ≥ c > 0, ∀t ≥ N1. (35)
Thanks to (35),
ψ(n+m)− ψ(n) =
∫ n+m
n
ψ ′(t)dt ≥
∫ n+m
n
cdt = mc, ∀m > 0, ∀n ≥ N1. (36)
Letm = 1. From (36) we have
ψ(n) ≥ ψ(N1)+ (n− N1)c, ∀n ≥ N1, (37)
and
lim
n→∞ψ(n) = ∞. (38)
According to condition (III), we obtain that
ψ[2(n+ i)− 1] − δ ≤ ψ[2(n+ i)− 1] + δ(2(n+ i)− 1) ≤ ψ[2(n+ i)− 1] + δ (39)
and
ψ[2(n+ i)] − δ ≤ ψ[2(n+ i)] + δ(2(n+ i)) ≤ ψ[2(n+ i)] + δ (40)
for any n ≥ 1 and i ≥ 1. From (36) we get
ψ[2(n+ i)] − ψ[2(n+ i)− 1] ≥ c > 0, ∀n ≥ N1. (41)
Due to (38) and (41), there exists a positive integer N : N ≥ N1, such that
ψ[2(n+ i)] − δ > ψ[2(n+ i)− 1] − δ > 0, ∀n ≥ N, ∀i ≥ 1. (42)
Since c > 0, δ > 0, there exists a positive integer k ≥ 2, such that
(2k− 1)c ≥ 2δ. (43)
By (36) we get
ψ[2(n+ i+ k)− 1] ≥ ψ[2(n+ i)] + (2k− 1)c, ∀n ≥ N, ∀i ≥ 1. (44)
Taking into account (42)–(44), we obtain that
ψ[2(n+ i+ k)− 1] − δ ≥ ψ[2(n+ i)] + (2k− 1)c − δ
≥ ψ[2(n+ i)] + δ
> 0, ∀n ≥ N, ∀i ≥ 1. (45)
Combining with (42) and (45), conditions (III) and (I).(b), we obtain that
φ[ψ(2(n+ i)− 1)+ δ(2(n+ i)− 1)] − φ[ψ(2(n+ i))+ δ(2(n+ i))]
≤ φ[ψ(2(n+ i)− 1)− δ] − φ[ψ(2(n+ i))+ δ]
≤ φ[ψ(2(n+ i)− 1)− δ] − φ[ψ(2(n+ i+ k)− 1)− δ]
= an+i − an+i+k, ∀n ≥ N,∀i ≥ 1. (46)
From (36), we get
ψ[2(n+ i)− 1] ≤ ψ[2(n+ i+ k− 1)] − (2k− 1)c, ∀n ≥ N, ∀i ≥ 1. (47)
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Jointly with (42)–(43), (47) we obtain that
0 < ψ[2(n+ i)− 1] + δ
≤ ψ[2(n+ i+ k− 1)] − (2k− 1)c + δ
≤ ψ[2(n+ i+ k− 1)] − δ, ∀n ≥ N, ∀i ≥ 1. (48)
From (48), conditions (III) and (I).(b), we obtain that
φ[ψ(2(n+ i)− 1)+ δ(2(n+ i)− 1)] − φ[ψ(2(n+ i))+ δ(2(n+ i))]
≥ φ[ψ(2(n+ i)− 1)+ δ] − φ[ψ(2(n+ i))− δ]
≥ φ[ψ(2(n+ i+ k− 1))− δ] − φ[ψ(2(n+ i))− δ]
= bn+i+k−1 − bn+i, ∀n ≥ N, ∀i ≥ 1. (49)
From (46) and p ≥ k+ 1, we obtain that
p−
i=1
{φ[ψ(2(n+ i)− 1)+ δ(2(n+ i)− 1)] − φ[ψ(2(n+ i))+ δ(2(n+ i))]}
≤
p−
i=1
(an+i − an+i+k)
=
p−
i=1
an+i −
p+k−
i=1+k
an+i
=
k−
i=1
an+i +
p−
i=k+1
an+i −
p−
i=k+1
an+i −
p+k−
i=p+1
an+i
=
k−
i=1
an+i −
p+k−
i=p+1
an+i
≤
k−
i=1
an+i, ∀n ≥ N. (50)
From (49) and p ≥ k+ 1, we obtain that
p−
i=1
{φ[ψ(2(n+ i)− 1)+ δ(2(n+ i)− 1)] − φ[ψ(2(n+ i))+ δ(2(n+ i))]}
≥
p−
i=1
(bn+i+k−1 − bn+i)
=
p+k−1−
i=k
bn+i −
p−
i=1
bn+i
=
p+k−1−
i=p+1
bn+i +
p−
i=k
bn+i −
p−
i=k
bn+i −
k−1
i=1
bn+i
=
p+k−1−
i=p+1
bn+i −
k−1
i=1
bn+i
≥ −
k−1
i=1
bn+i, ∀n ≥ N. (51)
The proof is now completed. 
Lemma 3.2 (Cauchy Convergence Criterion, See [7]). The series
∑∞
n=1 un converges if and only if for any real number ε > 0,
there exists a positive integer N, such that p−
i=1
un+i
 < ε
for any positive integer n > N and p ≥ 1.
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Wemay now turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. We first note that
lim
n→∞(−1)
n+i−1φ[ψ(n+ i)+ δ(n+ i)] = 0, ∀i ≥ 1. (52)
In fact, by condition (I), we have that
|(−1)n+i−1φ[ψ(n+ i)+ δ(n+ i)]|
= φ[ψ(n+ i)+ δ(n+ i)]
≤ φ[ψ(n+ i)− δ], ∀n ≥ N, ∀i ≥ 1. (53)
By (38) and condition (I) we obtain that
lim
n→∞φ[ψ(n+ i)− δ] = 0, ∀i ≥ 1. (54)
We deduce (52) from (53)–(54).
By (52) we have that ∞−
n=1
(−1)n−1φ[ψ(n)+ δ(n)]

= lim
n→∞
2n−
k=1
(−1)k−1φ[ψ(k)+ δ(k)]
= lim
n→∞
n−
k=1
{φ[ψ(2k− 1)+ δ(2k− 1)] − φ[ψ(2k)+ δ(2k)]}
=
∞−
n=1
wn, (55)
where
wn := φ[ψ(2n− 1)+ δ(2n− 1)] − φ[ψ(2n)+ δ(2n)]. (56)
According to Lemma 3.1, we have that
−
k−1
i=1
bn+i ≤
p−
i=1
wn+i ≤
k−
i=1
an+i, ∀p ≥ k+ 1. (57)
If p ≥ k+ 1, from (34) and (38), we have that
lim
n→∞

−
k−1
i=1
bn+i

= 0 and lim
n→∞

k−
i=1
an+i

= 0. (58)
By (57) and (58), we have that
lim
n→∞
p−
i=1
wn+i = 0, ∀p : k+ 1 ≤ p ≤ ∞. (59)
If 1 ≤ p ≤ k, since limn→∞wn+i = 0, i = 1, 2, . . . , p, the equality (59) still holds.
The equality (59) means the sequence
p−
i=1
wn+i
∞
n=1
is a uniformly convergent sequence for p. Therefore, for any real number ε > 0, there exists a positive integer N = N(ε),
such that p−
i=1
wn+i
 < ε (60)
for any positive integer n > N and p ≥ 1. According to Lemma 3.2, the series∑∞n=1wn converges. Thus the series (32)
converges from (55), which completes the proof. 
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From the proof of Theorem 3.1, we have the following theorem.
Theorem 3.2. In Theorem 3.1, without changing conditions (I), (III), and replacing condition (II) by the following:
(II∗) the function ψ : [1,∞)→ (δ,∞) satisfies
inf
t≥1{ψ
′(t)} = c ∈ (0,∞),
where the constant δ ∈ (0,∞);
series (32) converges, and ∞−
n=1
(−1)n−1φ[ψ(n)+ δ(n)]
 ≤ max

k−
i=1
ai,
k−1
i=1
bi

, (61)
where, the real sequences {an}∞n=1 and {bn}∞n=1 are defined by (34),
∑0
i=1 bi = 0, (2k− 1)c ≥ 2δ, or
k =
[
δ
c
+ 1
2
]
+ 1, (62)
and [·] is Gaussian function.
4. Proof of Assertions 1.1 and 1.2
Proof of Assertion 1.1. Denote that
{p(n)}∞n=1 : p(n) = cos(n− 1)α; {δ(n)}∞n=1 : δ(n) = nγ−1 cos(n− 1)β;
φ : (0,∞)→ (0,∞), φ(x) = x−λ; ψ : [1,∞)→ (0,∞), ψ(t) = tγ .
Condition (i) in Theorem 2.1 holds, that is:
(a) limx→∞ φ(x) = limx→∞ x−λ = 0;
(b) φ′(x) = −λx−λ−1 ≤ 0, ∀x > 0, and the function φ′ : (0,∞)→ (−∞, 0] is monotone increasing.
Condition (ii) in Theorem 2.1 holds, that is:
(a) limt→∞ ψ(t) = limt→∞ tγ = ∞;
(b) ψ ′(t) = γ tγ−1 ≥ 0, ∀t ∈ [1,∞);
(c) since
∂2φ[cψ(t)]
∂t2
= ∂
2(ctγ )−λ
∂t2
= c−λγ λ(γ λ+ 1)t−γ λ−2 ≥ 0, ∀c ∈ (0, 1), ∀t ∈ [1,∞),
the function dφ[cψ(t)]dt : [1,∞)→ (−∞, 0] is an increasing function;
(d) limt→∞ ψ(t+1)−ψ(t)ψ ′(t) = limt→∞ (t+1)
γ−tγ
γ tγ−1 = 1γ limt→∞ (1+t
−1)γ−1
t−1 = 1 <∞.
Condition (iii) in Theorem 2.1 holds, that is:
(a) ψ(n)+ δ(n) = nγ + nγ−1 cos(n− 1)β > 0, ∀n ≥ 1;
(b) note that
|δ(n+ 1)− δ(n)| = |(n+ 1)γ−1 cos nβ − nγ−1 cos(n− 1)β|
≤ (n+ 1)γ−1 + nγ−1
= nγ−1 (1+ n−1)γ−1 + 1
= 1
γ
[(1+ n−1)γ−1 + 1]ψ ′(n)
≤ max

2γ−1 + 1
γ
,
2
γ

ψ ′(n), ∀n ≥ 1;
(c) note that
lim
n→∞
 δ(n)ψ(n)
 = limn→∞
 cos(n− 1)βn
 = 0.
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Fig. 1. The graph of p(t)φ[ψ(t)+ δ(t)].
Condition (iv) in Theorem 2.1 holds, that is n−
i=1
p(i)
 =
 n−
i=1
cos(i− 1)α
 =
 sin[(n− 1/2)α] + sin(α/2)2 sin(α/2)
 ≤ 1| sin(α/2)| , ∀n ≥ 1.
By Theorem 2.1, the series (7) converges.
Similarly, by Theorem 2.3, the improper integral (8) converges. The proof is completed. 
Using MATHEMATICA software, we obtain that
∞−
n=1
cos[(n− 1)√3]√
n+ (√n)−1 cos[(n− 1)√5] = −2.0795535565762925 · · · × 10
9, (63)
∫ ∞
1
cos[(t − 1)√3]√
t + (√t)−1 cos[(t − 1)√5]dt = −2.32490702209168 · · · × 10
9. (64)
The graph of the function
p(t)φ[ψ(t)+ δ(t)] = cos[(t − 1)
√
3]√
t + (√t)−1 cos[(t − 1)√5] (65)
is shown in Fig. 1.
The graph of the function
φ[ψ(t)+ δ(t)] = 1√
t + (√t)−1 cos[(t − 1)√5] (66)
is shown in Fig. 2.
Proof of Assertion 1.2. Denote that
φ : (0,∞)→ (0,∞), φ(x) = arccotx;
ψ : [1,∞)→ [e,∞), ψ(t) = exp(tγ ).
Condition (I) in Theorem 3.1 holds, that is:
(a) limx→∞ φ(x) = limx→∞ arccotx = 0;
(b) φ′(x) = − 1
1+x2 ≤ 0, ∀x > 0.
Condition (II) in Theorem 3.1 holds, that is:
ψ(t) > e, ∀t ≥ 2;
lim
t→∞ψ
′(t) = γ lim
t→∞ t
γ−1 exp(tγ ) = ∞, ∀γ > 0.
Condition (III) in Theorem 3.1 holds, that is
|δ(n)| ≤ δ = e, ∀n ≥ 1.
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Fig. 2. The graph of φ[ψ(t)+ δ(t)].
According to Theorem 3.1, the series
∞−
n=2
(−1)n−1arccot[exp(nγ )+ δ(n)] (67)
converges; therefore, the series (9) also converges. This completes the proof. 
5. Remarks
Remark 5.1. From Theorem 1.3 and the proof of Theorem 2.1, if the sequence {p(n)}∞n=1 is a complex sequence, then
Theorem 2.1 also holds.
Remark 5.2. The sequence {δ(n)}∞n=1 is called the perturbed sequence of the sequence {ψ(n)}∞n=1. Theorems 2.1 and 3.1
imply that if we perturb the sequence {ψ(n)}∞n=1 appropriately, then the convergences of the series
∞−
n=1
p(n)φ[ψ(n)] (68)
and
∞−
n=1
(−1)n−1φ[ψ(n)] (69)
do not change.
Remark 5.3. Theorems 2.1 and 3.1 are independent of each other, because Assertion 1.1 cannot be proved by Theorem 3.1,
and Assertion 1.2 cannot be proved by Theorem 2.1.
Indeed, in Assertion 1.2, if γ > 1, by using Bernoulli inequality (see [15]), we obtain that
(t + 1)γ − tγ = tγ

1+ 1
t
γ
− tγ
> tγ

1+ γ
t

− tγ
= γ tγ−1, ∀t ≥ 1,
ψ(t + 1)− ψ(t)
ψ ′(t)
= exp([t + 1)
γ ] − exp(tγ )
γ tγ−1 exp(tγ )
= exp[(t + 1)
γ − tγ ] − 1
γ tγ−1
≥ exp

γ tγ−1
− 1
γ tγ−1
, ∀t ≥ 1.
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From
lim
t→∞
exp(γ tγ−1)− 1
γ tγ−1
= lim
u→∞
exp(u)− 1
u
= ∞,
we get
lim
t→∞
ψ(t + 1)− ψ(t)
ψ ′(t)
= ∞.
That is, Assertion 1.2 cannot satisfy condition (ii) in Theorem 2.1. Therefore, we cannot prove Assertion 1.2 by Theorem 2.1.
Similarly, Theorem 2.2 and Theorem 3.1 are also independent of each other.
Remark 5.4. Unchanging conditions (I), (III) in Theorem 3.1, and replacing condition (II) by the following:
(II∗∗) the function ψ : [1,∞)→ (δ,∞) satisfies:
(a) limt→∞ ψ(t) = ∞;
(b) ψ ′(t) ≥ 0, ∀t ≥ 1,
where δ ∈ (0,∞);
then Theorem 3.1 does not hold.
For example, if we set
φ(x) = 1
x
; ψ(t) = log(t + 1); δ(n) = (−1)n−1,
then conditions (I), (III) in Theorem 3.1 hold. Note that
lim
t→∞ψ(t) = ∞; ψ
′(t) = 1
t + 1 ≥ 0, ∀t ≥ 1,
conditions (II∗∗) also hold. We will prove that the series
∞−
n=1
(−1)n−1
log(n+ 1)+ (−1)n−1 (70)
diverges.
Indeed, if the series (70) converges, then
∞−
n=1
(−1)n−1
log(n+ 1)+ (−1)n−1 = limn→∞
2n−
k=1
(−1)k−1
log(k+ 1)+ (−1)k−1
= lim
n→∞
n−
k=1
[
1
log(2k)+ 1 −
1
log(2k+ 1)− 1
]
=
∞−
n=1
[
1
log(2n)+ 1 −
1
log(2n+ 1)− 1
]
= −
∞−
n=1
[
1
log(2n+ 1)− 1 −
1
log(2n)+ 1
]
. (71)
Note that
1
log(2n+ 1)− 1 −
1
log(2n)+ 1 > 0,
and
lim
n→∞
1
log(2n+1)−1 − 1log(2n)+1
n−1
= lim
n→∞ n
2+ log(2n)− log(2n+ 1)
[log(2n+ 1)− 1][log(2n)+ 1]
= lim
n→∞
2n
[log(2n+ 1)− 1][log(2n)+ 1]
= ∞.
Since the series
∑∞
n=1
1
n diverges, from the comparison test for convergence of positive series, the series
∞−
n=1
[
1
log(2n+ 1)− 1 −
1
log(2n)+ 1
]
(72)
diverges. That is to say, the series (70) diverges by (71).
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Remark 5.5. The series (1) and the improper integral (2) can be generalized as follows.
∞−
nm=1
· · ·
∞−
n2=1
∞−
n1=1
p(n)φ[ψ(n)+ δ(n)] (73)
and ∫ ∞
1
· · ·
∫ ∞
1
∫ ∞
1
p(t)φ[ψ(t)+ δ(t)]dt1dt2 · · · dtm, (74)
where,
n := (n1, n2, . . . , nm), t := (t1, t2, . . . , tm).
It is worthy noting that the series (73) and the improper integral (74) have great significance in statistics.
Remark 5.6. The series (3) can be generalized as follows.
∞−
n=1
A(n)B(n), (75)
where the sequences {A(n)}∞n=1 ⊂ Cm×m and {B(n)}∞n=1 ⊂ Cm×m are matrix sequences, and C is the complex set.
Let A(n) = [ai,j(n)]m×m and B(n) = [bi,j(n)]m×m. Then the series (75) converges if and only if the series
∞−
n=1
m−
k=1
ai,k(n)bk,j(n), i, j = 1, 2, . . . ,m
converges.
If the series
∞−
n=1
ai,k(n)bk,j(n), i, j, k = 1, 2, . . . ,m
converges, then
∞−
n=1
m−
k=1
ai,k(n)bk,j(n) =
m−
k=1
∞−
n=1
ai,k(n)bk,j(n), i, j = 1, 2, . . . ,m. (76)
According to (76) and Remark 5.1 we have the following assertion.
Assertion 5.1. Let
A(n) = [pi,j(n)]m×m ∈ Cm×m and B(n) = [φi,j[ψi,j(n)+ δi,j(n)]]m×m ∈ Rm×m, ∀n ∈ N.
Under the assumptions in Theorem 2.1, if we use the replacement:
φ ↔ φk,j, ψ ↔ ψk,j, δ ↔ δk,j, p ↔ pi,k,M ↔ Mi,k, i, j, k = 1, 2, . . . ,m,
then the matrix series (75) converges.
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