In 1951, Higman[12] constructed a remarkable group
In 1911-1912, Max Dehn introduced the word problem and the conjugacy problem [4] [5] . Fix a finitely generated group G . The word problem asks, given words x , y in the generators and their inverses, whether x and y represent the same element of G . In this case, we write x = G y . The conjugacy problem asks, given words x , y in the generators and their inverses, whether x and y represent conjugate elements of G . That is, does there exist z ∈ G so that x z := z −1 x z = G y ? In this case, we write x ∼ G y and call z (or a word representing it) a conjugator. When convenient, we conflate a word with the group element it represents.
The group
was constructed by Graham Higman in his celebrated 1951 paper [12] as an example of a group which has no finite quotients. The groups H /N , with N any maximal proper normal subgroup, were consequently the first examples of finitely generated infinite simple groups. Here A ∼ = B ∼ = D ∼ = E is an HNN-extension of the Baumslag-Solitar group BS (1, 2) = b , c c b = c 2 . H is the amalgamated free product (in two different ways!) of two copies of this group along a rank 2 free group C ∼ = F . We prove:
Theorem 1. The conjugacy problem in H is decidable.
Our approach is based on the method that Diekert, Myasnikov, and Weiß applied to the conjugacy problem for the Baumslag group G 1,2 in [8, 9] . The group G 1,2 is also known as the Baumslag-Gersten group, and its conjugacy problem was previously solved by Beese in [1] , a German Diploma thesis. However, there is a complication. [8, 9] and [1] ultimately reduce the problem "is x ∼ G y ?" to testing whether x z = G y for a single candidate conjugator z , depending on x and y . Diekert et al. call this the "key" to their approach. For Higman's group, we find cases where there is an infinite family of candidates to check. To deal with this, we build from x , y a finite state automaton which decides if a given input word serves as a conjugator (section 3). One then algorithmically checks if there is a path from the start node to any accept node. If so, the path's label gives a conjugator z . If not, x ≁ H y . Thus we are able to algorithmically solve the conjugacy problem in H .
The word problem for Higman's group H is solvable in polynomial time. Specifically, Diekert, Laun & Ushakov gave a (n 6 ) algorithm in [6] based on the power circuit technology of Myasnikov, Ushakov, & Won [22] . (The journal version [6] improves on an earlier version [7] , using amortized analysis to remove logarithmic factors. Clarification of the amortized analysis is provided by Laun [18, section 2.4.2] .) Prior to this result, H had been a candidate for a group with hard but decidable word problem. Indeed, the Dehn function of H is non-elementary, with a lower bound involving the tower of exponents function. Decidability of the word problem follows, without [6] , from the fact that H is iteratively built from by HNN-extensions and amalgamated free products.
Borovik, Myasnikov & Remeslennikov show in [3] that even in amalgamated free products with undecidable conjugacy problem, there can be efficient (e.g. polynomial time) solutions on generic inputs. Diekert, Myasnikov, and Weiß give a strongly generic quartic time algorithm, using power circuits, for the conjugacy problem of G 1, 2 in [8, 9, 10] . Roughly speaking, this means the proportion of inputs for which the algorithm fails to yield an answer decays exponentially with input size. We show:
There is a strongly generic algorithm that decides in time (n 7 ) on input words x , y ∈ Σ * with total length n whether x ∼ H y . The algorithm is also strongly generic in time (n 7 ) on freely reduced inputs and on cyclically reduced inputs.
Asymptotic Notation. We use standard Big-O notation ( f ), as well as Θ( f ) and Ω( f ).
Generic Complexity. The notion of (strong) generic complexity was introduced in [17] . Consider an algorithm taking inputs from a domain D . For us, D is either Σ * (the set of finite words in Σ); the subset of freely reduced or of cyclically reduced words; or the set of pairs of such words. In each case, there is a natural partition D = ∐ n∈ D (n) into finite sets D (n) of "size n inputs". For example, D (n) may be the set Σ n ⊆ Σ * of length n words, or the set
The complement of a (strongly) generic set is (strongly) negligible.
The algorithm runs in (strongly) generic time ( f ) if there is a (strongly) generic set I ⊆ D so that takes at most ( f (n)) steps on each element of |I ∩ D (n) |. Though need not terminate on input outside I , it must never halt with incorrect answers.
Preliminaries and a warm-up conjugacy problem
We assume the reader is familiar with HNN-extensions and amalgamated free products; see the classic textbooks [20] [21] . In this section, we establish terminology and review some of the standard definitions and facts. As a warm-up, we prove the following proposition, illustrating the [9, Section 5] techniques.
Proposition 3. The conjugacy problem is solvable in
Here A is an HNN-extension 1 
has a solution sequence (b j ) n j =0 satisfying the boundary condition
Proof. Define a homomorphism ϕ : 〈b 〉 → 〈b 2 〉 so that a
= y , then the following calculation shows equation (1) has a recursive solution satisfying (2) .
The converse follows by the same computation. 
n is known, equation (1) Collins' Lemma reduces us to the case where x = a ε 1 g 1 a ε 2 g 2 · · ·a ε n g n and y = a ε 1 h 1 a ε 2 h 2 · · ·a ε n h n for some ε i = ±1 and g i , h i ∈ K ; we wish to decide whether b 0 x b −1 0 = y for some b 0 ∈ 〈b 〉. Lemmas 7 and 8 achieve this unless all g i , h i ∈ 〈b 〉.
So suppose all
Thus we can decide whether x ∼ A y by an appeal to the conjugacy problem in the Baumslag-Solitar group BS , solved in [9, Theorem 2] . This completes the proof in the case x / ∈ K .
There remains the case x , y ∈ K . Let x =: (r, m ) and y =: (s , q ). We must decide if they are conjugate in A.
. This latter condition is decidable: the conjugacy problem for the Baumslag-Solitar group K is solved in [9, Theorem 2], as mentioned above.
We are left with the question:
We close this section with analogous definitions and tools for the amalgamated free product H = A * C B . 
Definition

Lemma 10. ([6, Lemma 20])
There is a procedure which, given w ∈ {a
The same proof as Lemma 5 gives:
Lemma 11. Given a word u in A ∐ B , there is always a cyclic permutation whose Britton-reduction u is cyclically Britton-reduced.
The analogue of Collins' Lemma is: In section 3, we will solve the analogue for H to equation (1): Given a 1 , a
We will use automata, the subject of section 2, to assist with the harder cases.
Automata
For a background on finite state automata in group theory, see the textbook [11] . Recall:
• S is a finite state set;
• Σ is a finite alphabet;
• s 0 ∈ S is the initial state;
is the transition function; and
• Y ⊆ S is the set of accept states.
A language over Σ is a subset of the set Σ * of finite strings. The data (S , µ) can be interpreted as a directed graph with vertex set S and arrows labelled by elements of Σ. The transition function induces S × Σ * S , also denoted µ, by the recursion µ(s , u v ) = µ(µ(s , u), v ) where s ∈ S and u, v ∈ Σ * . For the empty string A language is regular if it is of the form L (M ) for some partial deterministic automaton M .
Lemma 13. ([23, Theorem 7]) There is an effective procedure deciding, given M , whether L (M ) is empty.
Proof. Check if there exists a path from s 0 to any element of Y .
We wish to solve the conjugacy problem. To tell if x ∼ y , we will want to decide if z → y −1 z x has any fixed points. To do this, we will build an automaton accepting the fixed point set and then apply Lemma 13. To study graphs of functions, we need an automaton analogue for 2-variable languages, subsets of Σ * × Σ * . Unfortunately, the asynchronous automata introduced in [23] do not behave well under function composition. Therefore, we will use the following definition; it is a restricted form of the finite state transducers used in computational linguistics. Recall that we can view an automaton as a directed graph, with arrows between states labelled by input characters. If we also add output words to these labels, we get a DOLT:
• µ : S × (Σ ∐ {$}) S , a partial function, is the transition function; and
* , with the same domain as µ, is the output function.
We require that ρ maps S ×Σ into Σ * and S ×{$} into Σ * $, the set of words where $ occurs exactly once, as the last letter. As with finite state automata, the transition function induces µ :
is the concatenation of the outputs as we follow the path labelled w from s . Set
Note that L (D ) is the graph of a partial function. Composition of relations will be defined by:
Caution: note the composition order commonly used for transducers.
Lemma 14. Given DOLTs D 1 , D 2 with alphabet Σ there is an effective procedure producing a DOLT D
Proof. We are given D i with state set S i , transition function µ i , initial state s 0,i , and output function Proof. We build an automaton M which accepts fix(L (D )). The state µ M (s 0,M , u) = (σ, u, v ) encodes:
• a certain suffix u of u, and
The intuition here is that these suffixes encode the portions of the input and output we intend to compare in the future, after comparing as much as possible in the present. Thus at least one of u, v is always the empty string ε. The initial state µ 0,M = (µ 0,D , ε, ε). The accept states of M are those for which u$ = ρ(σ,
It remains to show that M requires boundedly many states. Suppose u is a prefix of fixed point w . Then u contains at most N more blocks than v := ρ(u). Therefore u has length at most (N + 1)B . Similarly, v has length at most (N + 1)B . Therefore we can take finite state set:
Thus M is a finite state automaton accepting fix(L (D )). 
The conjugacy problem for Higman's group
In this section, we show the conjugacy problem in H is decidable. As indicated in section 1, the starting point is an analysis of the equation
γ 2 and γ i is freely reduced}.
Recall from section 2 our composition convention and the partial function f u ,v :
Lemma 20. If a 1 = A u " a 1 v and a
Proof.
Lemma 20 lets us restrict attention to tight a 1 , a 2 (defined below) when solving
Definition Consider a Britton-reduced word w = (r 1 , s 1 )a n 1 (r 2 , s 2 )a n 2 · · ·a Proof. Tightening w = (r 1 , s 1 )a n 1 (r 2 , s 2 )a n 2 · · ·a Lemma 22. Suppose a 1 = (r 1 , s 1 )a n 1 (r 2 , s 2 )a n 2 · · · a n k −1 (r k , s k ) and a
In particular, we can effectively build a Property (1, |r
Proof. Consider the Cayley 2-complex for the presentation
In any reduced van Kampen diagram, cells with interior edges labelled a join up along these edges into a -corridors. (There can be no a -annuli since 〈b 〉 is torsion-free.)
There must be an a -corridor originating on side a 1 because k ≥ 2; consider an innermost such corridor. The other end of cannot be on side a 1 (because a 1 is Britton-reduced) or on sides γ 1 , γ 2 (because a 1 is tight). Therefore, joins a 1 to a 2 .
So there can be no a -corridor between γ 1 and γ 2 . Now, γ 1 is Britton-reduced since 〈c 〉 ∩ 〈b 〉 = {1}. So γ 1 = c j for some j ∈ . Considering an a -corridor originating at a n 1 on a 1 , we see
Hence j = r 
In 
The cases follow immediately.
Definition For w ∈ {a ± , c ± } * , the a -height of a letter is the a -exponent sum of the prefix ending on that letter. An a -Dyck word w is a freely reduced word in {a ± , c ± } * with a -exponent sum zero, so that each letter has non-negative a -height. Define c -height and c -Dyck analogously. It remains to construct the DOLT for arbitrary H , s . In the case s > 0, the machine need only keep track of the a -exponent sum. (Additional states are needed to ensure γ 1 is freely reduced, but we ignore these for simplicity.) Take state set Σ = {0, . . ., H }.
Example 24. In the a -Dyck word c
). Finally, ρ(0, $) = $. Thus we only accept words with a -exponent sum zero.
We merely indicate the changes needed for the case s < 0. When the DOLT is at a -height h, it should only output c ± once at the end of every 2 s ·2
h instances of input c ± . So the DOLT needs states tracking how long it has been since such an output. If fed a ± or $ in the middle of such a cycle, the DOLT should fail.
Finally, Property (0) follows from the fact that s (or
In summary, given tight a 1 , a ′ 1 ∈ A \ C , we can determine whether γ 1 a 1 = a ′ 1 γ 2 solutions:
• are unique (Lemma 22),
• involve c -blocks (Lemma 23),
• involve a -Dyck words (Lemma 25), or
• do not exist.
We are also interested in solving Proof of Theorem 1. We are given words x , y ∈ {a ± , b ± , c ± , d ± } * and must determine whether x ∼ H y .
By Lemma 10, we can replace x , y by cyclically Britton-reduced words in A ∐ B . We now reduce to the case that x has length at least 2, in order to apply Lemma 12. Let ψ : H → H denote the automorphism mapping
If any of x , y , x ′ , y ′ have length at least 2, the reduction is complete (since x ∼ H y ⇐⇒ x ′ ∼ H y ′ ). So suppose they all have length 1.
For simplicity of notation, suppose that (say) x ∈ A and x ′ ∈ B . Now, x and x ′ cannot both be conjugate in H to elements of C : if they were, then x would be conjugate to an element of ψ −1 (C ) = F , contradicting Lemma 28. Therefore x ∼ H y if and only if x ∼ A y or x ′ ∼ B y ′ (Lemma 29). Since the conjugacy problem in A is decidable (Proposition 3), we are done in this case.
We have reduced to the case x = a 1 b 2 · · ·a 2n−1 b 2n , for some n ≥ 1, with a i ∈ A and b j ∈ B . If y has different length from x , we immediately conclude that x ≁ H y . Thus y = a
By Lemma 12, we need only check if z x z −1 = y ′ for some z ∈ C and some cyclic permutation y ′ of y . These permutations can be checked one at a time.
By Lemmas 20, 21, 22, 23 , and 25, we are reduced to determining whether
has a fixed point in C . Here each u i , v i is an effectively constructed element of C and each D i is either an effectively constructed DOLT or s or ′ s for some algorithmically determined s . We are free to cyclically permute Φ; this does not affect existence of fixed points. In particular, we may absorb f u 0 ,v 0 into f u 2n ,v 2n .
At this point, we do not know that Φ is accepted by a DOLT. Nonetheless, it is the graph of a computable function by Lemma 25. If we can find a finite set S containing the range of some D i or some
then we can compute a finite set T containing the range of Φ. This would solve the conjugacy problem, as each z ∈ T can be tested to see if z x z −1 = H y ′ .
In particular, we may assume no D i is a singleton (as in Lemma 22 
Generic Case Complexity of the Conjugacy Problem
In this section, we establish a time (n 7 ) solution to the conjugacy problem for H in a strongly generic setting (Proposition 31 and Theorem 2). To decide whether x ∼ H y , we examine cyclic Britton-reductions x and y . As we will see (Lemmas 36 and 38), x or y typically contains a nice factor (definition below) -an entry to which Lemma 22 applies after tightening. This leads to a unique candidate conjugator, which can be checked using a solution to the word problem. The word problem in H is solved in time (n 6 ) by [6] , using power circuit technology introduced in [22] .
We recall the definition of power circuit. Let Γ be a finite set and δ : Γ × Γ → {−1, 0, 1} a map. The support {(P,Q ) ∈ Γ × Γ : δ(P,Q ) = 0} is required to be a directed acyclic graph. (In particular, δ(P, P ) = 0.) A marking is a mapping M : Γ → {−1, 0, 1}. It has support σ(M ) = {P ∈ Γ : M (P ) = 0}. For each P ∈ Γ , there is an associated marking Λ P (Q ) := δ(P,Q ). Evaluation of markings ǫ(M ) and of nodes ǫ(P ) is defined by simultaneous recursion:
If each node (equivalently, marking) evaluates to an integer, (Γ , δ) is called a power circuit of size |Γ |.
A reduced power circuit Π consists of:
• a power circuit (Γ , δ) in which no two nodes evaluate to the same integer;
• further data used only in a "black box" algorithm, ExtendReduction, within [6] . Without this improvement of [6] over [7] , there would be additional logarithmic factors in Lemma 30 below.
An element (r, s ) ∈ [1/2] ⋊ can be represented (non-uniquely) by a triple of integers
Equipping a triple marking with a type
In [6] , an element of H is represented by a main data structure 
Definition Each triple marking
The weight of a main data structure is ω( ) = j ∈J ω(T j ). The size of is = |Γ |.
To manipulate power circuit representations, [6] defines various basic operations. The ones for A are listed below (those for B are analogous):
• Splitting as 〈a 〉〈b 〉 and 〈c 〉〈b 〉:
To apply a basic operation, replace the left side with the right side and forget the replaced markings. For our current purposes, we add:
• Splitting as 〈b 〉〈a 〉 and 〈b 〉〈c 〉:
Even with the new operations, the verbatim proof of [6, Prop. 18] gives: Definition Consider a i = u " a i v ∈ A − C with u, v ∈ C and " a i tight. Suppose "
contains at least one occurrence of a + or a
a i is precisely the type of word to which Lemma 22 applies.) In this case, we say a i is nice. We also call nice the image of a i in B − C , under the isomorphism
* , with a i ∈ A, b j ∈ B and n ≥ 1, we call any nice a i or b j a nice factor. Proof. The word problem is solved in [6] as follows. Given a word x of length n in {a ± , b ± , c ± , d ± }, a main data structure of size m = (|x |) and weight w = (|x |) is constructed to store it. Then (|x | 2 ) basic operations are performed until the main data structure holds a Britton-reduced sequence of intervals representing x . This takes time (|x | 6 ). Cyclic Britton-reduction can be achieved with the same bounds on time and number of operations, by Lemma 11.
Proposition 31. The following can be computed in time
2 Thus we have cyclically Britton-reduced x and y using (n 2 ) basic operations.
We now test each interval of x and y to see if it represents a nice factor. Without loss of generality, consider an interval of type A and sequence length s ≤ n. Recall that tightening and Britton-reduction in A were defined viewing A as an HNN-extension over K . We will use analogous concepts for the amalgamation A = G a b * 〈b 〉 G b c . Thus we say is amalgamation-reduced if it is a sequence of triple markings alternating between representing elements of G a b −〈b 〉 and G b c −〈b 〉. We say is amalgamation-tightened if, among all amalgamation-reduced sequences αβ γ representing the same element of A, it has maximal length prefix α and suffix γ subsequences of triples representing elements in 〈a 〉 ∪ 〈c 〉.
To test for niceness, we modify the subroutine of [6, Lemma 20] to amalgamation-tighten . As given, it performs Britton reduction, and then maximizes α length by performing a sequence of (s ) splittings and multiplications from left to right. In all, it uses (s ) basic operations. Afterwards, perform analogous 〈b 〉〈a 〉 and 〈b 〉〈c 〉 splittings and multiplications from right to left to maximize β length. This does not change the (s ) bound on number of basic operations. Note that β = ε since αβ γ / ∈ A C . Britton's Lemma implies is nice unless w consists of a single triple (of type G a b or G b c ).
There are at most n intervals to test for niceness. We can now answer whether x or y has a nice factor and length ≥ 2. The original cyclic Britton-reduction, and all niceness tests, in all use (n 2 ) basic operations. By Lemma 30, we have used (n 6 ) time so far.
Suppose, without loss of generality, that x has length ≥ 2 and its first factor 1 is nice. We want to decide whether x ∼ H y in time (n 7 ). There are at most n cyclic permutations of the intervals of y . So, by Lemma 12, it suffices to determine in time (n 6 ) whether there exists z ∈ C with z x z −1 = y .
When we tested 1 for niceness, we put it in the amalgamation-tightened form αβ γ. In order to apply Lemma 22, we need to compute from this a factorization α β γ with α, γ ∈ C and β = (r 1 , s 1 )a ∈ , we immediately conclude the candidate does not work. For notational convenience, we assume α and α ′ are empty sequences (by permuting the markings on x , y ).
We can compute y −1 from y in time (w n) = (n 2 ) using the fact that We apply again the word problem solution from [6] . This sequence of triples has length (n) and the weight is (n), so we need an additional (n 2 ) basic operations to solve this word problem. The total number of basic operations up to this point is (n 2 ), so this word problem takes time (n 6 ). As noted above, this means the overall algorithm takes time (n 7 ).
