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Abstract 
Solubility limits and constitutional defects in Laves phase intermetallics are investigated with the C15 HfCo2 system. Several 
binary alloy compositions based on HfCo2 are characterized by optical and scanning electron microscopy (SEM), electron 
microprobe analysis (EPMA), X-ray diﬀraction (XRD), and density measurements. Rietveld reﬁnements of XRD scans are used to 
determine lattice constants, anisotropic strain parameters, and atomic occupancies. Compositional trends are compared against 
predicted or calculated trends due to an anti-site substitution or vacancy defect mechanism. Geometric models and atomic size 
factors are used to establish solubility limits and to give insight into defect mechanisms. Results from various, complementary 
experiments are consistent with anti-site substitutions on both sides of HfCo2 stoichiometry. 
Keywords: A. Intermetallics, miscellaneous; A. Laves phases 
1. Introduction 
The development of Laves phase intermetallics for 
potential engineering applications, such as high-tem­
perature structural materials [1], giant magnetostrictives 
[2], and hydrogen storage [3], requires the fundamental 
understanding of structure-property relationships. Since 
constitutional defects can profoundly aﬀect properties, 
the defect mechanism must ﬁrst be established. There­
fore, this study thoroughly investigates the HfCo2 sys­
tem in order to understand defect mechanisms in the 
class of Laves phase intermetallics. Furthermore, under­
standing of the eﬀects of constitutional defects enables 
the development of alloying strategies for optimized 
properties. 
Although most binary Laves phases (AB2) are 
observed to be ‘‘line compounds’’, several systems exhibit 
solubility ranges. The ability of a Laves phase to accom­
modate nonstoichiometry can be related to the atomic 
size requirements for a topologically close-packed 
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structure and to lattice-adjusted contractions [4]. Based 
upon a hard-sphere model, Laves phases with a metallic 
radius ratio (RA/RB) close to the ideal value of 1.225 are 
found to exhibit a range of homogeneity [4]. The HfCo2 
Laves system has a radius ratio close to the ideal (RHf/ 
RCo=1.26), and the current equilibrium phase diagram 
shows a relatively large homogeneity range of 9 at.% 
(Fig. 1) [5]. 
Although the single-phase ﬁelds of TiCr2 [6] and 
NbCr2 [7–9] have been studied in detail, these particular 
Laves phases have a radius ratio (RA/RB) less than 1.225, 
and a larger solubility range on the A-rich sides of the 
AB2 stoichiometry. HfCo2, on the other hand, has 
greater solubility on the B-rich side of stoichiometry, and 
is more representative of Laves phases in general. Thus, 
the large solubility range (especially towards the B-rich 
side) of HfCo2 provides a more complete and compre­
hensive opportunity to study the solubility limits and 
defect mechanisms of Laves phase intermetallics. In 
addition, the almost-ideal size ratio of HfCo2 sub­
stantiates the use of hard sphere models to interpret the 
results. No previous study on a Laves phase has inves­
tigated solubility ranges and defect mechanisms with the 
combination of geometrical size principles and several 
diﬀerent experimental techniques. 
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Lattice constants and densities have been measured as 
a function of composition, and have been used to assert 
anti-site substitutions in several Laves phase systems, 
such as NbCr2, ZrCo2 [10] NbCo2 [11,12], NbFe2 [13], 
TiFe2 [14], TiMn2 [15], and ZrMn2 [16]. However, not 
all Laves phases have been reported to accommodate 
solely anti-site substitutions. Vacancies were proposed 
on the B-rich side and anti-sites on the A-rich side of 
stoichiometry in NbCr2 [7] and YAl2 [17]. Thus, the 
generalization of defect mechanisms in Laves phases 
cannot be made without further qualiﬁcations. Several 
diﬀerent and new approaches are taken in this study of 
HfCo2. Each result is analyzed to contribute to a con­
sistent conclusion. 
Once the defect mechanism is identiﬁed, deformation 
and properties of Laves phases can be better understood, 
and even manipulated. For instance, the accepted defor­
mation mechanism of Laves phases, ‘‘synchroshear’’, 
involves the coordinated motion of successive atomic 
layers, and any deviation from a perfect lattice alters the 
process [18]. In turn, mechanical properties are aﬀected. 
The hardness of intermetallics is well documented to be 
dependent upon the composition and is related to dis­
location interactions with defects [19]. Hence, alloying 
strategies entail achieving the correct structure for the 
desired property. The eﬀect of constitutional defects on 
the elastic and mechanical properties of HfCo2 is the 
subject of Part II of this paper [20]. 
2. Experimental procedures 
Nine diﬀerent alloy compositions spanning the C15 
HfCo2 Laves phase ﬁeld were prepared using Co 
(99.995%) and Hf (99.9+%). The selected nominal 
compositions can be found in Table 1. The alloys were 
arc-melted, ﬂipped, and remelted several times to ensure 
homogeneity. Heat treatments were performed at 
1200 C for 100 h, followed by 1400 C for 100 h, and 
slow cooled. Chemical analysis of a heat-treated sample 
by inert gas fusion revealed impurity levels of 0.044 
wt.% oxygen and 0.058 wt.% nitrogen. 
Compositions of the heat-treated alloys were deter­
mined by electron probe microanalysis (EPMA). A 
large area analysis was performed in order to determine 
the bulk alloy composition of each sample, as well as, 
analyses of diﬀerent phases within the alloys. The dif­
ferent phases were also identiﬁed by X-ray diﬀraction 
(XRD) using a Scintag XDS 2000 with a Cu Ka radia­
tion source. Powder samples with an internal Si stan­
dard reference material (NBS 640b) were scanned over a 
2 range of 20–135 . The Rietveld reﬁnement method 
[21] was then utilized to determine the lattice constants, 
using the program (GSAS Generalized Structural Ana­
lysis System) [22]. Rietveld reﬁnements were also carried 
out to determine strain parameters and atomic site 
occupancies. For the strain parameter study, powder 
samples were also annealed at 800 C to examine the 
eﬀects of powder preparation. A detailed report on the 
procedures and analysis of these reﬁnements is the sub­
ject of another paper [23], and only the main results are 
discussed here. 
For modeling eﬀorts, two diﬀerent defect mechanisms 
were considered for each alloy sample composition. The 
atomic contents of 100 sites (33 A sites and 67 B sites) 
were generated to match each alloy composition with 
either only anti-site substitutions or only vacancies 
(Table 2). These atomic occupancies were used for the 
XRD simulations and calculated densities. Ca.R.Ine 
Crystallography software was used to model the crys­
talline structure of each alloy with the appropriate 
composition and defect mechanism. Experimentally 
determined lattice constants for each sample were used 
in the simulations such that the XRD peaks would 
occur at the same 2 positions. Thus, the intensities 
would be primarily dependent upon the diﬀerent atomic 
contents of the unit cell (through the structure factor), 
and comparisons between the two defect mechanisms 
could be compared. The simulated intensities accounted 
for the Lorentz factor, polarization factor, temperature 
Table 1 
Nominal alloy compositions, heat treated bulk compositions, and Laves phase compositions determined by electron microprobe analysis. Phases in 
each alloy sample found by X-ray diﬀraction (XRD) and metallography 
Nominal bulk alloy composition Laves phase composition Phases 
# (at.% Co) (at.% Co) (at.% Hf) (at.% Zr) (at.% Co) (at.% Hf) (at.% Zr) 
4 64.0 61.700.62 36.200.58 2.170.12 64.700.23 33.200.21 2.140.06 HfCo+HfCo2 
3 65.0 63.000.42 34.800.36 2.190.15 65.200.23 32.800.17 2.070.07 HfCo+HfCo2 
2 66.0 64.000.32 34.000.32 2.040.09 65.500.06 32.500.08 2.020.06 HfCo+HfCo2 
1 67.0 64.600.02 33.200.21 2.130.10 65.50 32.50 1.96 HfCo+HfCo2 
5 68.0 66.300.23 31.800.25 1.950.14 66.100.31 31.900.34 1.980.06 HfCo2 
6 70.0 67.300.32 30.900.28 1.830.08 67.400.22 30.700.21 1.890.05 HfCo2 
7 71.0 69.000.35 29.200.38 1.730.11 69.370.13 28.860.15 1.770.07 HfCo2 
8 72.0 70.500.26 27.700.26 1.790.07 70.600.09 27.600.10 1.770.07 HfCo2 
9 73.0 72.030.15 26.290.14 1.680.07 HfCo2 
  
Table 2 
The atomic constituents per 100 Laves phase sites (33 A sites and 67 B 
sites) for each alloy sample (as given by microprobe analysis) with 
entirely anti-site substitutions or with entirely vacancies as the defect 
mechanism. Note the ﬁrst two samples are Hf-rich and the rest are Co­
rich 
Microprobe Anti-site substitutions Vacancies 
composition A sublattice B sublattice A sublattice B sublattice 
Co Hf Zr Co Hf Zr Co Hf Zr Co Hf Zr Co Hf Zr 
65.5 32.5 2.0 0 31.4 1.9 65.5 1.1 0.1 0 31.4 1.9 63.4 0 0 
66.1 31.9 2.0 0 31.3 2.0 66.1 0.6 0 0 31.3 2.0 65.0 0 0 
67.4 30.7 1.9 0.7 30.7 1.9 66.7 0 0 0 30.4 1.9 66.7 0 0 
69.4 28.8 1.8 2.7 28.8 1.8 66.7 0 0 0 27.7 1.7 66.7 0 0 
70.6 27.6 1.8 3.9 27.6 1.8 66.7 0 0 0 26.1 1.7 66.7 0 0 
72.0 26.3 1.7 5.3 26.3 1.7 66.7 0 0 0 24.3 1.6 66.7 0 0 
factor, and the multiplicity factor. The peak intensity (I) 
for each hkl plane was computed by the equation: 
21 þ cos22 sin2 2Bð ÞlIhkl ¼ j  jFhkl e p ð1Þ 
sin2cos 
where  is the Bragg angle, F is the structure factor, B is 
a quantity dependent on the amplitude of thermal 
vibration and scattering angle, p is the multiplicity fac­
tor, and l is the radiation wavelength. 
Experimental densities were determined by water 
immersion, using Archimedes principle [24]. Calculated 
densities () of alloy compositions with anti-sites or 
with vacancies (i.e. missing atoms) were computed by: 
X ðCiMiÞNc
 ¼ ð2Þ 
i 
N0V 
where Ci=number of atoms of type i in the unit cell, 
Mi=mass per mole of atoms of type i, Nc=number of 
atoms per unit cell, No=Avogadro’s number, and 
V=volume of unit cell. Experimental lattice constants 
were used to compute the volume. Thus, given an alloy 
composition and volume, diﬀerent atom contents (cor­
responding to diﬀerent defect mechanisms) will produce 
diﬀerent density values. 
3. Results 
3.1. Microstructures and phases 
Results from XRD conﬁrm that the HfCo2 Laves 
phase in all the alloys has the cubic C15 crystal struc­
ture. The Hf-rich alloys (samples #1–4) contain two 
phases, HfCo (B2) and HfCo2. Table 1 lists the nominal 
compositions and heat treated bulk alloy compositions 
determined by microprobe analysis (EPMA). Compar­
isons show that Co was consistently lost during the 
processing of the alloys. In addition, Zr appears in all 
the alloys and is unavoidable, due to the commercial Hf 
source. The Zr is treated as a substitute for Hf, and 
appears to partition equally to the HfCo and HfCo2 
phases. Small amounts of Hf-rich nitrides and oxides 
are also detected in all the alloys by EPMA and XRD. 
Table 1 also lists the compositions of the C15 HfCo2 
Laves phase, and delineates the single-phase ﬁeld. The 
composition range at 1400C extends from approxi­
mately 65.0 at.% Co to at least 72.0 at.% Co. The 
reported lower Co-content of the Laves phase of sam­
ples #3 and #4 in Table 1 is believed to result from 
probing parts of the second phase, HfCo, in the mea­
surements, and therefore are not accurate values for 
HfCo2. Furthermore, lattice constants are more accu­
rate and sensitive measurements for the solubility limit, 
and are discussed later. The Laves phase ﬁeld from this 
study is slightly diﬀerent from that of the current phase 
diagram (Fig. 1 [5]), which reports a range of 64–73 
at.% Co. 
Fig. 2a and b are optical micrographs of the as-cast 
microstructures of the Hf-61.7 at.% Co (sample #4) and 
Hf-64.6 at.% Co (sample #1) alloys, respectively. 
Coarse HfCo2 dendrites can be seen, and the inter-
dendritic regions exhibit eutectic structures. The heat-
treated microstructures of the same two alloy samples 
are shown respectively in Fig. 2c and d. The eutectic 
structure no longer exists after the long annealing times. 
However, remnants of the dendritic microstructure are 
still evident in the low-magniﬁcation SEM image of the 
Hf-63.0 Co alloy in Fig. 3. Alloy samples of 66.3–71.9 
at.% Co (samples #5–9) were essentially single-phase 
C15. Tiny Hf-rich nitride dendrites and spherical oxide 
pullouts are depicted in Fig. 4. These impurities are 
found dispersed throughout all of the alloys. 
3.2. X-ray diﬀraction analysis 
Fig. 5 displays the HfCo2 C15 lattice constant as a 
function of the Hf-Co (bulk) alloy composition of the 
heat-treated samples. The error in the lattice constant 
˚(0.00015 A) is smaller than the data point marker in 
the plot. For bulk alloy compositions 61.7–65.0 at.% 
˚Co, a constant C15 lattice constant of 6.919 A results. 
These Hf-rich alloys (samples #1–4) correspond to the 
equilibrium two-phase ﬁeld of HfCo+HfCo2. Within 
the two-phase region, the alloys contain the same two 
phases as dictated by a tie-line on the phase diagram 
(and the amounts of each phase diﬀer according to the 
lever rule). The same Hf-rich Laves composition (i.e. 
Hf–65 Co) appears in all these samples and thus has the 
same lattice constant. However, within the single-phase 
ﬁeld (samples #5–9), a decrease in lattice constant 
occurs with an increase in Co-content. A linear relation 
between the Laves phase composition (x, in at.% Co) 
and unit cell size (a) is as follows: 
a ¼ 7:6409  0:011107x ð3Þ 
Broadening of XRD peaks due to non-uniform strain 
is analyzed with Rietveld reﬁnements, and the results 
are plotted in Fig. 6. The anisotropic strain parameters 
are separated into two components: parallel to [111] and 
perpendicular to [111], the direction of the stacking of 
close-packed planes in the C15 Laves structure. The 
strain k [111] reveals a maximum near the stoichiometric 
composition, while the strain ? [111] (or within the 
close-packed plane) displays a minimum near stoichio­
metry. Increasing oﬀ-stoichiometry in both the Hf-rich 
and Co-rich directions result in larger anisotropy in the 
strain parameter, and the stoichiometric composition 
appears to be fairly isotropic. The strain associated with 
the heat treated powders appears to be slightly lower 
than the unannealed powder samples. The most sig­
niﬁcant change occurs with the most Hf-rich composi­
tion. 
3.3. XRD simulations and Rietveld-reﬁned occupancies 
with defect models 
For each nonstoichiometric alloy, the two extreme 
defect mechanisms (anti-sites vs. vacancies) result in 
diﬀerent atomic occupancies on each sublattice. These 
atomic occupancies (Table 2) are used to simulate XRD 
patterns for each alloy sample. The simulated XRD 
Table 3 
Structure factors for the C15 Laves phase. The (222) plane depends 
only on the B sublattice, and thus should stay constant for the Co-rich 
HfCo2 Laves phases 
hkl F2 hkl 
111 2(4fA5.656fB)2 
220 (8fA)
2 
311 2(4fA+5.656fB)
2 
222 (16fB)
2 
331 2(4fA5.656fB)2 
422 (8fA)
2 
333/511 2(4fA+5.656fB)
2 
440 (8fA+16fB)
2 
531 2(4fA5.656fB)2 
intensities from the two defect mechanisms are com­
pared against the experimental scans. Mixed or complex 
defect structures are not considered in this study, and 
remain a possibility. From Eq. (1), the intensities of 
each hkl peak depend primarily on the structure factor, 
F. All other factors should remain constant for each 
composition since the lattice constant (and thus ) are 
the same. Table 3 lists the structure factors for hkl 
planes in the C15 Laves phase. Diﬀerences in the atomic 
constituents result in diﬀerences in XRD intensities [25]. 
For example in Co-rich compositions, either excess Co 
atoms occupy the A-sublattice sites (via anti-site sub­
stitutions), or Hf vacancies occur on the A-sublattice. 
Both cases result in a decrease in the atomic scattering 
Fig. 1. The current Hf-Co equilibrium phase diagram [5]. 
factor of the A-sublattice, fA, but to diﬀerent extents. The structure factor for the (222) plane, however, 
The lack of an atom (i.e. a vacancy) essentially repre- depends only on fB. Any changes to the A sublattice 
sents an atomic scattering factor of zero, and thus should not aﬀect the (222) peak intensity, and this peak 
reduces the structure factor considerably. intensity should be constant for all the Co-rich alloys. 
Fig. 2. Optical micrographs of the (a) as-cast Hf-61.7 Co, (b) as-cast 64.6 Co, (c) heat-treated Hf-61.7 Co, and (d) heat-treated Hf–64.6 Co alloy. 
Fig. 3. SEM image of the remnant dendritic microstructure in the 
heat-treated Hf-63.0 Co alloy. 
Fig. 4. Small nitride dendrites (light contrast) and spherical oxide 
pullouts (dark contrast) are found throughout the alloy samples. 
Thus, all peak intensities for the Co-rich compositions remove any instrument biases. Fig. 7 displays the results 
are normalized to the (222) intensity. In addition, the for the most Co-rich alloy (#9, Hf-71.9 Co). Compar­
peak intensities are also analyzed relative to the alloy isons of the experimental to simulated intensities suggest 
closest to stoichiometry (#6, Hf-67.4 Co), in order to that the anti-site substitution mechanism is operative 
Fig. 5. The C15 lattice constant versus the bulk Hf-Co alloy composition. The two-phase ﬁeld is distinguished by the ﬁxed lattice constant from 61.7 
to 65.6 at% Co. A nearly linear relationship occurs within the single phase Laves region. 
Fig. 6. Anisotropic strain parameters as a function of HfCo2 Laves phase composition. The average strain parallel to [111] is essentially constant. 
However, the strain perpendicular to [111] displays a minimum around the HfCo2 stoichiometry. 
Fig. 7. Simulated intensities of the Hf-72.0 Co alloy with anti-site 
substitutions and with vacancies are compared against experimental 
results. (The XRD intensities are normalized to the 222 plane and 
relative to the stoichiometric alloy.) 
for the Co-rich side of stoichiometry. The other Co-rich 
samples demonstrate similar trends. Analysis of the Hf­
rich side are more diﬃcult (owing to the smaller solubi­
lity range and smaller intensity diﬀerences for compar­
isons), and thus, are inconclusive by this particular 
method. 
As with the XRD simulations, Rietveld reﬁnements 
on the alloy compositions depend only on the contents 
of each sublattice. Rietveld reﬁnements use the experi­
mental XRD intensities to reﬁne the atomic occupancies 
of the separate A and B sublattices of the AB2 Laves 
phase. Allowing only anti-site substitutions or only 
vacancies on particular sublattices, atomic occupancies 
are generated that are consistent with the XRD inten­
sities. The resulting compositions are then compared 
against microprobe compositions to determine the 
soundness of the diﬀerent defect mechanisms (i.e. anti-
sites or vacancies). A perfect ﬁt is represented by a one 
to one correspondence in the EPMA to Rietveld-reﬁned 
compositions, and thus a straight line of slope=1 is 
drawn in Fig. 8. 
For the Co-rich HfCo2 alloys, the plot reveals that 
the trend of the Rietveld reﬁned compositions with Co 
Fig. 8. Rietveld reﬁned compositions based on diﬀerent defect mechanisms compared against the microprobe compositions. 
anti-sites has a slope close to 1, but oﬀ-set to com­
positions roughly 1 at.% greater than the microprobe 
compositions. The reﬁned compositions with Hf­
vacancies match the Hf–67.4 Co alloy, but then deviate 
further away with increasing oﬀ-stoichiometry. The 
slope (or compositional dependence) does not represent 
a good ﬁt. Thus, Co anti-sites for the Co-rich HfCo2 
compositions appear to be the dominant defect 
mechanism. 
On the other hand, reﬁnements on the atomic con­
tents for the Hf-rich HfCo2 alloys are less successful. 
When the Co-sublattice sites are reﬁned to allow vacan­
cies, the occupancy converges to a nonsensical value of 
greater than one. Reﬁnements with Hf anti-sites are 
possible, but give the wrong trend in Fig. 8. More sam­
ples on the Hf-rich side of stoichiometry would be pre­
ferable to utilize this technique, and instead, other 
methods will be used to elucidate the defect mechanism 
for Hf-rich HfCo2 Laves phases. 
3.4. Density 
The densities of the single-phase C15 samples are 
plotted in Fig. 9 as a function of Laves phase composi­
tion. A steady decrease in density occurs with an 
increase in the Co-content of HfCo2. Calculated den­
sities of the alloys with the two possible defect types are 
also plotted. The calculated densities assume a parti­
cular defect mechanism (Table 2) in order to determine 
the constituents of the unit cell. The experimental 
volume (from XRD lattice constants) for a particular 
composition is used to compute the density, and a 
smoothing curve is generated. 
The calculated densities of alloys with vacancies 
quickly decrease with deviation from stoichiometry, as 
to be expected with the absence of atoms. Calculated 
densities of alloys with anti-site substitutions, however, 
show a very diﬀerent trend. Hf-rich Laves compositions 
display greater densities than the stoichiometric com­
position, while the densities of Co-rich compositions 
gradually decrease in value. The experimental data fol­
low the trend of the calculated densities of alloys with 
anti-site substitutions quite well, although the experi­
mental values are roughly 2% below the calculated 
values. 
4. Discussion 
4.1. HfCo2 Laves phase ﬁeld 
The phase stability of a Laves phase (AB2) is often 
attributed to size eﬀects, and the ideal radius ratio of the 
A and B atoms is given as RA/RB=1.225. However, 
Fig. 9. Densities of the single-phase HfCo2 Laves phases. Calculated densities of compositions with the anti-site substitution and with the vacancy 
defect mechanism are also plotted. 
Laves phases exist with radius ratios from 1.05 to 1.68, 
and electronic contributions also play a role in the phase 
stability [26]. Nevertheless, atomic sizes are a con­
sequence of the electronic structure and provide a con­
venient method to geometrically model Laves phase 
solubility limits. 
The ideal size ratio allows for the greatest possible 
packing eﬃciency of 0.71 for a topologically close-
packed structure (and assuming a hard sphere model). 
The atomic size ratio has been used to correlate Laves 
phases with their solubility limits. Out of the known 360 
binary Laves phases, only 25% have a deﬁned solubility 
and less than 20% have ranges greater than 2 at.%. The 
Laves phases which do report solubility ranges have 
radius ratios close to the ideal value. For example, the 
C15 phases that exhibit solubility have radius ratios 
between 1.1 and 1.35. Such a correlation can be under­
stood in terms of lattice-adjusted contractions. As the 
radius ratio departs from the ideal value, speciﬁc sub-
lattice contractions or expansions must occur to achieve 
the optimal packing eﬃciency, and thus solubility limits 
are aﬀected [4]. 
Such size arguments are insightful to understand the 
solubility range of HfCo2. Using the metallic atomic 
˚ ˚radii (CN12), RHf=1.58 A and RCo=1.25 A [27], the 
radius ratio of HfCo2 is 1.264, and is fairly close to the 
ideal value. Accordingly, a relatively large solubility 
range exists for HfCo2. Also, the radius ratio for HfCo2 
is larger than the ideal value, and correlates with a more 
pronounced solubility on the B-rich side of stoichio­
metry. By geometrical requirements, a smaller B atom 
would substitute onto the A-sublattice more easily 
than the larger A atom onto the B-sublattice (if anti-
site substitutions are operative). The solubility range 
on the B-rich side (5.3 at.%) of HfCo2 is at least 3 times 
larger than the solubility range on the A-rich side (1.7 
at.%). 
In the Laves phase structure, the A atom has 12 B 
atoms as its nearest neighbor, and the B atom is sur­
rounded by six A atoms. As anti-site defects are incor­
porated into the lattice, the immediate environment for 
an atom becomes more rich in either A or B atoms. 
Taken to the extreme, the local environment can 
resemble the pure metal form. Thus, the eﬀective size of 
the atoms may vary between the predicted size in the 
Laves phase, r, and the elemental metallic size, R. 
The atomic sizes in the Laves phase (r) is computed 
from the geometry of the idealized Laves structure 
(Fig. 10) and the extrapolated stoichiometric lattice 
˚constant (a0= 6.9002 A). 
Fig. 10. Schematic diagram of the (110) plane in the C15 Laves structure illustrating the distances of the A atoms (large open circles) and B atoms 
(small hatched circles) in terms of the lattice constant. 
pﬃﬃﬃﬃﬃﬃﬃ 
rA ¼ 3=8a0 ð4Þ 
pﬃﬃﬃﬃﬃﬃﬃ 
rB ¼ 2=8a0 ð5Þ 
The values for rHf and rCo are then used to compute 
an ‘‘average’’ atomic size (rave) for a particular alloy 
composition from the weighted-average of the two radii. 
Thus Vegard’s Rule is employed in the following equa­
tion (where x is the at.% of the B atom, or Co): 
rave ¼ ð1  xÞrA þ xrB ð6Þ 
This average radius value is then used to compute the 
C15 lattice constant based on the atomic packing of the 
structure. The C15 lattice constant (a) is computed from 
the following equations where the 24 atoms of rave 
comprise 71% of the total unit cell volume: 
0:71  a 3 ¼ 24  4=3r 3 ð7Þ r ave 
ar represents the lattice constant using radii of atoms 
in the intermetallic form [from Eqs. (4) and (5)], and is 
only a geometrical construct that assumes a single sized 
atom (rave). The true Laves structure of two dissimilar 
atoms is not represented. Nonetheless, the lattice con­
stant, ar, becomes a function of composition through 
Eqs. (6) and (7). 
Likewise, the same geometrical constructs are devel­
oped using the elemental atomic sizes, R. 
Rave ¼ ð1  xÞRA þ xRB ð8Þ 
30:71  a ¼ 24  4=3R3 ð9ÞR ave 
Now, aR represents the lattice constant of a C15 
structure with atom sizes of the elemental form (R). The 
two expressions for the lattice constant (ar and aR) as  a  
function of composition become boundaries to the 
solubility limits for the Laves phase, and are con­
structed in Fig. 11. 
Since the geometric models and constructs are based 
upon atomic substitutions (e.g. Vegard’s Rule), the 
constructed solubility limits represent anti-site substitu­
tions. The experimental lattice constants of the diﬀerent 
HfCo2 samples are plotted in Fig. 11, and fall within the 
boundary limits. Thus, the anti-site substitution defect 
mechanism in HfCo2 is feasible. In turn, these geome­
trical constructs can also be used to predict the possible 
solubility range of Laves phases. 
Fig. 11. Experimentally determined C15 lattice constants are bounded by limits determined by expressions for ar and aR as a function of composi­
tion [Eqs. (7) and (9)]. 
4.2. Defect mechanism 
A fairly linear dependence of the Laves phase lattice 
constant on the alloy composition occurs within the 
HfCo2 phase ﬁeld (Fig. 5), suggesting that the same 
defect mechanism is operative on both sides of the 
HfCo2 stoichiometry. A distinct break in slope at stoi­
chiometry is not evident as in the cases of the NbCr2 [7] 
and YAl2 [17] Laves phases. Diﬀerent defect mechan­
isms were suggested as the cause for the discontinuity in 
slope near stoichiometric NbCr2 and AlY2, however 
later studies have demonstrated anti-site substitution on 
both sides of stoichiometry [8]. 
As the Laves compositions become increasingly Hf­
rich, the C15 lattice constants increase. Since Hf atoms 
are larger than the Co atoms, excess Hf atoms on the 
Co-sublattice are expected to increase the lattice con­
stant. Likewise, excess Co in Co-rich HfCo2 composi­
tions would decrease the lattice constant, and the 
experimental results concur. The eﬀect of constitutional 
vacancies on Laves phase lattice constants has not been 
conclusively established, but other experimental techni­
ques (e.g. density, Rietveld reﬁnements) indicate that 
vacancies are not the dominant defect mechanism. 
The strain parameters from the Rietveld reﬁnements 
display interesting trends in Fig. 6. The strain parallel to 
[111] is along the direction for stacking of the close-
packed planes, while the strain perpendicular to [111] 
involves strain within the close-packed planes. Diﬀer­
ences between the two strain values demonstrate the 
degree of strain anisotropy in the material. The increase 
in strain within the (111) planes is expected with anti-site 
substitutions as the compositions deviate from stoichio­
metry. As the compositions become more Hf- or Co-rich, 
the anisotropy increases demonstrably, and signiﬁes the 
departure from a ‘‘perfect’’ crystalline lattice. 
The Laves compositions greater than 70 at.% Co are 
disregarded since these compositions have an additional 
inﬂuence of the onset of magnetism. ZrMn2, has also 
been reported to have a minimum in the half-widths of 
XRD peaks (i.e. strain) at stoichiometry [28]. Excess 
Mn was determined to occupy the A-sublattice of the 
C14 ZrMn2 Laves phase by Rietveld reﬁnements. 
Annealing of the powder samples result in a small 
decrease in strain, and indicate that preparation of the 
powders may produce residual strains in the samples 
and deformation may have been induced during the 
grinding steps. The curious trend of the Hf-rich alloys 
after annealing is not well understood. However, the 
increased anisotropy in strain with nonstoichiometry 
remains even after annealing. 
The experimental XRD intensities do not match the 
simulations perfectly, but comparisons between the two 
defect models lend credence towards the anti-site 
mechanism (Fig. 7). Likewise, the trends of the Riet­
veld-reﬁned compositions with anti-site substitution on 
the Co-rich side of stoichiometry appear to have the 
best ﬁt with the microprobe data (Fig. 8). These two 
methods rely on the XRD intensities, and thus, should 
have similar conclusions. The Rietveld reﬁnement tech­
niques and XRD simulations are new and addi­
tional experimental methods to identify defects in 
Laves phases, and suggest that the defect structures 
are more complicated than the models of solely 
random anti-sites or vacancies in the lattice. Ordering of 
defects or combinations of defect types would aﬀect the 
XRD intensities, and are not taken into account in this 
study. 
The trend of the experimental densities versus the 
Laves phase composition follows that of the calculated 
densities with anti-site substituted alloys (Fig. 9). 
Although the experimental density values do not match 
the calculated values exactly, such discrepancies can be 
easily attributed to microcracks or voids in the samples. 
Since monolithic Laves phases are very brittle, micro-
cracks can be formed during processing. The measured 
density for TiMn2 was also found to be lower than the 
calculated value, and is attributed to internal cracks 
[15]. Likewise, the densities of the TiCr2 Laves phase 
appear to follow the calculated anti-site substituted 
alloy densities and also have lower values (about 1%) 
than the calculated values [6]. Furthermore, on the Hf­
rich side of stoichiometry, the calculated vacancy den­
sities drop rapidly while the anti-site density increases. 
The experimental density values increase for the Hf-rich 
Laves phases, and conclusively indicates anti-site sub­
stitutions as the dominant defect mechanism. 
In addition, other investigators [23,29] report increa­
ses in the magnetic susceptibility with Co-rich HfCo2 
Laves phases. Such an eﬀect is believed to be due to the 
magnetic moment of excess Co in the Laves phase, and 
is consistent with anti-site substitutions. 
Thus, signiﬁcant evidence from several diﬀerent 
approaches (i.e. trends in lattice constants, density, XRD 
intensities and peak widths, geometrical modeling) sug­
gest that the nonstoichiometry in HfCo2 Laves phases is 
predominately accommodated by anti-site substitutions. 
4.3. Deformation 
The identiﬁcation of defects in Laves phases is fun­
damental to the understanding of deformability and 
mechanical properties. Many Laves phases exhibit 
severe brittleness, and deformation can only be 
improved with knowledge of structure-property rela­
tionships. Deformation of Laves phases is currently 
understood in terms of the ‘‘synchroshear’’ process, 
whereby consecutive layers of A atoms and B atoms 
move in a coordinated and synchronous manner [30]. 
Anti-site atoms or vacancies (i.e. lack of atoms) can act 
as impedance or facilitators to this process of atomic 
motions. The passage of partial dislocations requires 
that atoms exchange positions, and vacancies are 
thought to aid in the process [31]. In addition, anti-site 
substitutions or alloying additions that produce greater 
‘‘open volume’’ in the lattice are thought to facilitate 
atomic motions involved in the synchroshear deforma­
tion process [32,33]. Strain along the direction of stack­
ing of the close-packed planes is seen to decrease with 
oﬀ-stoichiometry (Fig. 6). Defects associated with non-
stoichiometric Laves phase compositions will therefore 
have an impact on the synchroshear mechanism and 
deformation behavior. 
The implication that defects aﬀect mechanical prop­
erties has been substantiated with hardness and fracture 
toughness measurements in TiCr2 Laves phase alloys 
[34]. Oﬀ-stoichiometric Laves compositions are asso­
ciated with improved toughness. Thus, extending or 
identifying large solubility limits are strategies to 
improve the brittle tendencies of Laves phases. Fur­
thermore, alloying additions can extend the Laves phase 
ﬁelds, especially when moving into ternary space. Thus, 
alloying becomes another toughening scheme and will 
be pursued with future studies. 
This eﬀect of anti-site substitution defects on the 
mechanical properties in HfCo2 Laves phases is investi­
gated in Part II of this study. 
5. Conclusions 
Several techniques are employed to identify anti-site 
substitutions as the dominant defect mechanism in the 
HfCo2 binary Laves phase intermetallic, and the results 
are enumerated below. 
1. The	 solubility limits of the C15 HfCo2 Laves 
intermetallic has been determined by metallo­
graphy, electron probe microanalysis (EPMA), 
and X-ray diﬀraction (XRD) to extent from 65.0 
at.% Co to at least 72.0 at.% Co. 
2. Within the single-phase ﬁeld, the	 C15 HfCo2 lat­
˚tice constants (a) vary from 6.9190 A (Hf-rich) to 
˚6.8427 A (Co-rich), with an almost linear rela­
tionship with composition (x=at.% Co): a= 
7.64090.011107x. An anti-site substitution 
mechanism is consistent with such a trend. 
3. Rietveld reﬁnements	 on XRD scans are used to 
determine the strain k [111] and the strain ? [111]. 
Increased strains within the close-packed planes as 
compositions deviate from stoichiometry are con­
sistent with the anti-site substitutions. Anisotropy 
in the strains are also evident with nonstoichio­
metric compositions. 
4. Experimental XRD intensities are most consistent 
with simulated XRD scans and with Rietveld­
reﬁned alloy compositions for alloy compositions 
based on an anti-site substitution model. 
5. Compositional trends of the experimental density 
of HfCo2 follow the trends of calculated density 
values for alloys with anti-site substitutions. 
6. Anti-site substitutions are consistent with the geo­
metrical models used to calculate boundaries for 
the solubility range of HfCo2. 
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