Introduction
For a family H of graphs, a graph G is said to be an H-universal if it contains H as a subgraph for each H ∈ H. The construction of sparse universal graphs for various families arises in the study of VLSI circuit design, and has attracted much of attention. It is pointed out in [22] that the problem of designing an efficient single circuit, specialized for a variety of other circuits, can be viewed as constructing a small universal graph. For the references of universal graphs, one can see, e.g., [1, 2, 3, 4, 5, 7, 9, 10, 11, 12, 14, 15, 17, 18, 19, 20, 21, 25, 29, 32, 37] .
Let G(n, p) be the standard random graph on n vertices with P(e) = p for each edge e. Let K r (n) be the complete r-partite graph with n vertices in each part, and G r (n, p) the random spanning subgraph of K r (n) with P(e) = p for each edge e of K r (n). Let us set H(∆, n) = {H ⊆ K n : ∆(H) ≤ ∆}, and H(∆, n, n) = {H ⊆ K n,n : ∆(H) ≤ ∆}, where H ⊆ K n and H ⊆ K n,n mean that H is a spanning subgraph of K n and K n,n , respectively. By counting all unlabeled ∆-regular graphs on n vertices, it is shown [4] that each H(∆, n)-universal graph has at least Θ n 2−2/∆ edges, where and henceforth Θ(f (n)) to signify a function that differs from f (n) up to a multiplicative positive constant. This lower bound was almost matched that from [2, 3] , which constructed H(∆, n)-universal graphs of order n with at most Θ(n 2−2/∆ (log n) 4/∆ ) edges. It is shown that a.a.s. G(n, p) is H(∆, n)-universal with p = c((log n)/n) 1/∆ in [27] , and a.a.s. G 2 (n, p) is H(∆, n, n)-universal with p = c((log n)/n) 1/∆ in [24, 26] . For graphs G and H, let G → (H, H) signify that any red/blue edge coloring of G contains a monochromatic H as a subgraph. Thus the Ramsey number R(H) = min{N : K N → (H, H)}. Furthermore, we say that a graph G is partition universal for H(∆, n) if G → (H, H) for each H ∈ H(∆, n).
A well-known result of Chvátal, Rödl, Szemerédi and Trotter [23] is as follows, which implies that R(H) ≤ Θ(n) for H ∈ H(∆, n). The proof is a remarkable application of Szemerédi regularity lemma [40] , in which they used the general form of the lemma.
Theorem 1 ([23]) For any fixed integer ∆ ≥ 2, there exists a constant B = B(∆) such that if N ≥ Bn then K N is partition universal for H(∆, n).
The size Ramsey number r(H) is defined to be min{e(G) : G → (H, H)} in [28] , where e(G) is the size of the edge set of G. Recently, by using the sparse regularity lemma (see [33, 34] ), an elegant result of Kohayakawa, Rödl, Schacht and Szemerédi [35] strengthens Theorem 1 by replacing K N in Theorem 1 with sparse sparse graphs, implying r(H) ≤ Θ(n 2−1/∆ (log n) 1/∆ ) for H ∈ H(∆, n), and confirming the upper bound in a conjecture of Rödl and Szemerédi [39] . From some results of Bollobás [13] and Luczak [36] on chromatic numbers of random graphs with p = C(log N/N ) 1/∆ as above, we have χ(G(N, p)) = Θ((N/ log N ) 1−1/∆ ). In this paper, we shall show a version of Theorem 2 on sparse multipartite graphs as follows.
Remark. Note that the constant r = r(∆) in Theorem 3 depends on ∆ only. The main strategy for the proof of Theorem 3 is the sparse multipartite regularity lemma [33, 34] . A key tool for the proof is an elegant embedding method developed in [35] . Moreover, the above result also holds if we color the edges of G r (N, p) by k ≥ 3 colors, for which the constants r, B and C will depend on both ∆ and k.
Sparse multipartite regularity lemma
In this section, we shall restate a sparse r-partite regularity lemma and some related properties. In the next of this paper, let K r (N ) be the complete r-partite graph on parts
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Note that for p = 1 we get the well-known definition of ǫ-regularity. The following is a variant of the Szemerédi's regularity lemma [40] for sparse multipartite graphs, developed independently by Kohayakawa and Rödl, see [33, 34] . We restated it as follows.
Theorem 4 (Sparse multipartite regularity lemma) For any fixed ǫ > 0, λ > 1, t 0 ≥ 1 and r ≥ 2, there exist T 0 , η and N 0 , such that each r-partite graph
that is (η, λ)-bounded with respect to density p with 0 < p ≤ 1, has a partition {V
, where t is same for each part V (i) and t 0 ≤ t ≤ T 0 , such that
In the following, let us introduce the hereditary nature of sparse regularity which specially holds for r-partite graphs, see [30] .
Definition 1 Let α, ǫ > 0, and 0 < p ≤ 1 be given and let G r (N ) be defined above. For sets X ⊆ V
It follows immediately from the definition that (ǫ, α, p)-denseness is inherited on large sets, i.e., that for an (ǫ, α, p)-dense pair (X, Y ) with |X ′ | ≥ µ|X| and
The following result from [30] states that this "denseness-property" is even inherited on randomly chosen subsets of much smaller size with overwhelming probability.
Theorem 5 ([30] , Theorem 3.6) For every α, β > 0 and ǫ
The following corollary is a direct consequence of Theorem 5, obtained by applying the theorem first to X and then to Y . 
w2 .
Properties of the random multipartite graph
In this section, we shall dedicate in establishing the properties for G r (N, p). Recall that K r (N ) has r parts V (1) , V (2) , . . . , V (r) with |V (i) | = N for 1 ≤ i ≤ r, and G r (N, p) is the random r-partite spanning subgraph of K r (N ) with probability p for edge appearance.
Definition 2
For an integer N and 0 < p ≤ 1, we say that a graph G r (N ) has the property U N,p if for
The Chernoff's inequality (see e.g., [16, 8, 31] ) will be useful for the proof of the following fact.
Lemma 1 Let X be a binomial random variable. If 0 < δ ≤ 1, then
The first fact we will obtain as follows implies that a.a.s. the edge number for all sufficiently large pair defined as above are concentrated on the expectation for suitable probability p.
which will tends to zero as N → ∞ since p ≥ 12(log N ) 4 /N . ✷ For a r-partite graph G r (N ) and integers 1 ≤ k ≤ ℓ < r, let K be the family consists of all k-subset K of
with color classes K and
Definition 3 Let integers N and k ≥ 1 and reals ξ > 0 and 0 < p ≤ 1 be given. We say that a graph
The following fact tells that for G r (N, p), a.a.s. the corresponding graph Γ(k, G r (N, p)) has no dense subgraph.
Fact 2 For every integer
The following corollary follows immediately from Fact 2 since
Corollary 2 For every integer ∆ ≥ 1 and real
Proof of Fact 2. Let F k and U be defined as in Definition 3. Note that if X is a binomial random
Moreover, the number of choices for the pair (F k , U ) is at most
Therefore, the probability G r (N, p) ∈ C k N,p (ξ) can be bounded from above by
which will tends to 0 as N → ∞ if we choose C such that
Now, let us tend to discuss the last property we need for the random r-partite graph G r (N, p). Let us first give the definitions for classes B • Let B 
• Let B 
In the following, we define the family of graph D 
The following fact tells us that the random r-partite graph G r (N, p) has the property D ∆ N,p with high probability for suitable p. 
Before giving a proof for Fact 3, we have the following corollary.
Corollary 3 For all integers ∆,∆ ≥ 2 and all reals α, µ, γ and ǫ * > 0, there exists C > 1 and
Proof. Let ∆,∆ ≥ 2 and all reals α, µ, γ and ǫ * > 0 be given. First, set ǫ∆ = ǫ * . For∆ > k ≥ 1, set recursively that ǫ k−1 = min{ǫ k , ǫ(∆, α, ǫ k , µ)}, where ǫ(∆, α, ǫ k , µ) is given by Fact 3. Then set C to be the maximum of all C(∆, α, ǫ k , µ, γ) for k = 1, . . . ,∆. Thus, Fact 3 guarantees that a.a.s.
We first consider Fact 3 for the special case. Define
and
Similarly, for integers N and ∆ ≥ 2 and reals α, γ, ǫ ′ , ǫ, µ > 0 and 0 < p ≤ 1, we say that a graph G r (N ) has the property D
Proof. Let ∆ ≥ 2 and α, ǫ ′ , µ ∈ (0, 1] be given, and let
For α, β and ǫ ′ , there exist ǫ 1 and L 1 , and ǫ 2 and L 2 according to Theorem 5 and Corollary 1, respectively. Fix ǫ = min{α/2, µ/4, ǫ 1 , ǫ 2 }, and for every γ > 0 we set C = (4/γ) 1/∆ , and let N be sufficiently large.
First we shall show that a.a.s. G r (N, p) contains no element from
Let T be the tripartite graph with color classes X, Y and Z from B I p (m, α, ǫ ′ , ǫ, µ). We will show that such a graph T is unlikely to appear in G r (N, p) . From (a) of (I), the bipartite subgraphs
Since the pair (X, Y ) is (ǫ, α, p)-dense, we have (X ′ , Y ) is (ǫ/µ, α, p)-dense and, hence,
Choose a subset X ′′′ ⊆ X ′′ with
′′′ } such that each pair in which is not (ǫ ′ , α, p)-dense. However, it is unlikely to occur in G r (N, p) . (2) and (3). Therefore, the probability that 
Since (X, Y ) and (X, Z) are (ǫ, α, p)-dense, we have |X 
Sparse partition universal multipartite Graphs for H(∆, n)
In this section, we will show Theorem 3, i.e., for fixed ∆ ≥ 2, we can choose suitable constants r = r(∆), B = B(∆) and C = C(∆) such that for any H ∈ H(∆, n) if N ≥ Bn and p = C(log N/N ) 1/∆ , then a.a.s. the random graph G r (N, p) → (H, H).
Lemma 4
For every ∆ ≥ 2 there exist∆ ≥ 2 and positive constants µ, α, ǫ * , ξ and γ > 0 and B > 1 and n 0 such that for every ǫ 0 , . . . , ǫ∆ satisfying 0 < ǫ 0 ≤ · · · ≤ ǫ∆ ≤ ǫ * and for every n ≥ n 0 the following holds. If G r (N ) is a r-partite graph has r-color classes
Before we prove Lemma 4, we deduce Theorem 3 from it.
Proof of Theorem 3. Let ∆ ≥ 2 be given, Lemma 4 yields constants∆ ≥ 2 and µ, α, ǫ * , ξ and γ > 0 and B > 1 and n 0 . Moreover, from Fact 1, Corollary 2 and Corollary 3, there exists a constant C such that for p > C(log N/N ) 1/∆ the random r-partite graph G r (N, p) a.a.s. satisfies the assumptions (i), (ii) and (iii). Therefore, Lemma 4 asserts that a.a.s. G r (N, p) → (H, H) for every H ∈ H(∆, n) whenever N ≥ Bn, which completes the proof of Theorem 3. ✷ In order to prove Lemma 4, we also need the following result which relates to Turán number for K r in complete r-partite graph K r (k).
Lemma 5 For integers k ≥ 1 and r ≥ 2, let t r (k) be the maximum number of edges in a subgraph of K r (k) that contains no K r . We have
Proof. The lower bound for t r (k) follows by deleting all edges between a pair of color classes of K r (k).
On the other hand, we shall prove by induction of k that if a subgraph
Suppose k ≥ 2 and r ≥ 3 as it is trivial for k = 1 or r = 2. Now, suppose that G has the maximum possible number of edges subject to this condition. Then G must contain K r − e as a subgraph, otherwise we could add an edge and the resulting graph would still not contain K r . Denote the vertex set of this K r − e by X, we have |X ∩ V (i) | = 1 for i = 1, 2, . . . , r. Without loss of generality, suppose e = {v 1 , v 2 }, where v 1 ∈ V (1) and v 2 ∈ V (2) . Note that G contains no K r , we have for i = 1, 2 there is no vertex in V (i) \ {v i } is adjacent to all the vertices of X \ {v i }. Thus, together with the induction hypothesis, we can deduce that there are at least
edges should be deleted from K r (k), which completes the induction step hence the proof. ✷ Now, we are ready to give a proof for Lemma 4.
Proof of Lemma 4. The proof consists of four parts. Firstly, we fix all constants needed in the proof. Secondly, we consider the given r-partite graph G r (N ) along with a fixed 2-coloring of its edges. In order to embed every graph H ∈ H(∆, n) into one of the two monochromatic subgraphs of G r (N ), we first prepare the graph G r (N ) and here the sparse multipartite regularity lemma will be the key tool. Thirdly, we shall prepare a given graph H ∈ H(∆, n) for the embedding. Finally, we will embed H into a monochromatic subgraph of G r (N ).
Constants. Let ∆ ≥ 2 be fixed, and let∆ = ∆ 4 + ∆ and r = R(K∆). The constants µ, α, ǫ * , ξ, γ, B and n 0 involved in the proof of Lemma 4 are defined as follows. Set
Let ǫ = ǫ 0 2 , λ = 2, and t 0 = 1
be given, there exist T 0 , η and N 0 that are guaranteed by the sparse multipartite regularity lemma, Theorem 4. Finally, we set
Preparing G r (N ). Now, let ǫ 0 , . . . , ǫ∆ satisfy
and let n ≥ n 0 be given. Let G r (N ) be the r-partite graph which has r-color classes
with
. Consider an arbitrary red/blue edge coloring of G r (N ), and let G R = (V, E R ) and G B = (V, E B ) be the corresponding monochromatic subgraphs.
In the following, we apply the sparse multipartite regularity lemma with ǫ = ǫ 0 /2, λ = 2, t 0 = 1, and some p to G R . From property (i) of Lemma 4, the graph G r (N ) is (1/ log N, 1 + 1/ log N )-bounded (see Definition 2). Since G R ⊆ G r (N ) and 1/ log N ≤ η ≤ 1 from (7), we have G R is (η, λ)-bounded.
Consequently, from Theorem 4, we have an partition V
Embedding of H to G R . Now, we will embed the vertex class W ℓ into A ℓ one at a time, for ℓ = 1, . . . ,∆. Indeed, we shall inductively verify the following statement (S ℓ ) for ℓ = 0, 1, . . . ,∆.
(S ℓ ) There is an embedding
Remark. The definition of C ℓ (z) implies that if we embed z into C ℓ (z), then its image will be adjacent to all vertices ϕ ℓ (x) with
A j ], so G R contains H as a subgraph. Thus, verifying (S ℓ ) inductively for ℓ = 0, 1, . . . ,∆ completes the proof of Lemma 4. In the following, we shall use the letter "x" for vertices that have been embedded, "y" for that will be embedded in the current step, while "z" for that we shall embed at a later step.
Let us verify (S 0 ) at first. In this case, ϕ 0 is the empty mapping and for every z ∈ W , we have C 0 (z) = A g(z) according to (a) as there is no vertex x ∈ N H (z) with g(x) ≤ 0. So property (b) follows directly, and property (c) follows from (9) .
For the inductive step, suppose (S ℓ ) holds for ℓ <∆, and we shall verify (S ℓ+1 ) by embedding W ℓ+1 into A ℓ+1 with the required properties. Note from (10) that |N H (z) ∩ W ℓ+1 | ≤ 1 for every z ∈ ∪∆ j=ℓ+2 W j .
Hence, for every "right-neighbor" z ∈ ∆ j=ℓ+2 W j of y ∈ W ℓ+1 , the new candidate set will be C ℓ+1 (z) = C ℓ (z) ∩ N GR (ϕ ℓ+1 (y)). For each y ∈ W ℓ+1 , we should find a suitable subset C(y) ⊆ C ℓ (y) such that if ϕ ℓ+1 (y) is chosen from C(y), then the new candidate set C ℓ+1 (z) will satisfy properties (b) and (c) of (S ℓ+1 ). However, since in general |C(y)| ≤ |C ℓ (y)| = o(|A g(z) |) if ldeg ℓ g (y) ≥ 1, we should select ϕ ℓ+1 (y) from C(y) carefully such that if y = y ′ then ϕ ℓ+1 (y) = ϕ ℓ+1 (y ′ ). Here we shall apply Hall's condition, a similar idea was used in [6, 38, 35] . The details are contained in the following two claims.
Fix y ∈ W ℓ+1 and denote the "right neighbors" of y by
H (y). Claim 1. For every y ∈ W ℓ+1 , there exists a subset C(y) ⊆ C ℓ (y) with |C(y)| ≥ (1 − ∆ǫ ℓ − ∆ 2 µ)|C ℓ (y)| such that for every v ∈ C(y), the following (b ′ ) and (c ′ ) hold.
Note that |N ℓ+1 H (y)| ≤ ∆, we have from (b) and (c) of (S ℓ ) that all but at most ∆ǫ ℓ |C ℓ (y)| vertices v ∈ C ℓ (y) satisfy that for every z ∈ N ℓ+1 H (y),
|A g(z) |. Now, fix an edge e = {z, z ′ } with g(z), g(z ′ ) > ℓ + 1 and with at least one end vertex in N ℓ+1 H (y). Clearly, there are at most ∆(∆ − 1) < ∆ 2 such edges. If both vertices z and z ′ are neighbors of y, i.e., z, z
since y, z, and z ′ have at least two neighbors in W ℓ+1 ∪ · · · ∪ W∆. Hence, property (b) of (S ℓ ) implies
Recall that α = 1/3, see (4) .
If, on the other hand, say, only z ∈ N ℓ+1 H (y) and
Hence, similarly, we have min{|C
is not (ǫ ℓ+1 , 1/3, p)-dense. Therefore, for either case, deleting all "bad" vertices from C ℓ (y), we find a subset C(y) ⊆ C ℓ (y) with size |C(y)| ≥ (1 − ∆ǫ ℓ − ∆ 2 µ)|C ℓ (y)| such that for every v ∈ C(y), the following (b ′ ) and (c ′ ) hold. ✷ Now, let us turn to the second part of the inductive step. We shall choose ϕ ℓ+1 (y) ∈ C(y) such that ϕ ℓ+1 (y) = ϕ ℓ+1 (y ′ ) for two vertices y, y ′ ∈ W ℓ+1 . This can be achieved from the following claim.
Claim 2.
There is an injective mapping ψ : W ℓ+1 → y∈W ℓ+1 C(y) such that ψ(y) ∈ C(y) for every y ∈ W ℓ+1 . Proof. It suffices to verify Hall's condition that for every Y ⊆ W ℓ+1 ,
Recall that ldeg ℓ g (y) = ldeg ℓ g (y ′ ) for any two distinct vertices y, y ′ ∈ W ℓ+1 and so we can set
From Claim 1, property (b) of (S ℓ ), and (4) and (8), we have that
Hence, the assertion (11) Thus, the sets of already embedded vertices ϕ ℓ (K(y)) and ϕ ℓ (K(y ′ )) are disjoint as well and, therefore, N GR (ϕ ℓ (x)) ∩ A ℓ+1 .
Let U = y∈Y C(y) ⊆ A ℓ+1 . Suppose to the contrary that
Note that |Y | ≤ |W ℓ+1 | ≤ n ≤ ξN , we have e Γ (F k , U ) < 6p k |U ||F k | ≤ 6ξN p k |F k | since G r (N ) ∈ C k N,p (ξ) from property (ii) of Lemma 4. However, the fact that ϕ ℓ (K(y)) and C(y) form a complete bipartite graph in G R , which together with (13) yield
which is a contradiction. This completes the proof of the claim. ✷ From Claim 2, we can extend ϕ ℓ as follows:
From the inductive assumption of (S ℓ ) that ϕ ℓ is an embedding of
A j ] and ψ is injective, we have ϕ ℓ+1 is indeed a partial embedding of H[
Recall that |N H (z) ∩ W ℓ+1 | ≤ 1 for every z ∈ ∆ j=ℓ+2 W j , so we define
To complete the inductive step, it suffices to verify (a), (b) and (c) of (S ℓ+1 ) for every z ∈ ∆ j=ℓ+2 W j . Fix z ∈ ∆ j=ℓ+2 W j . If N H (z) ∩ W ℓ+1 = ∅, then properties (a) and (b) of (S ℓ+1 ) follows since C ℓ+1 (z) = C ℓ (z) and ldeg ℓ+1 g (z) = ldeg ℓ g (z). If N H (z) ∩ W ℓ+1 = {y}, then property (a) of (S ℓ+1 ) follows since C ℓ+1 (z) = C ℓ (z) ∩ N GR (ϕ ℓ+1 (y)), and property (b) of (S ℓ+1 ) follows from (b ′ ) of Claim 1.
For property (c) of (S ℓ+1 ), let {z, z ′ } be an edge of H with z, z ′ ∈ ∆ j=ℓ+2 W j . There are three cases according to the size of N H (z) ∩ W ℓ+1 and N H (z ′ ) ∩ W ℓ+1 . If N H (z) ∩ W ℓ+1 = ∅ and N H (z ′ ) ∩ W ℓ+1 = ∅, then property (c) of (S ℓ+1 ) follows directly from property (c) of (S ℓ ) and ǫ ℓ+1 ≥ ǫ ℓ . If N H (z)∩W ℓ+1 = {y} and N H (z ′ ) ∩ W ℓ+1 = ∅, then property (c) of (S ℓ+1 ) follows from (c ′ ) of Claim 1. If N H (z) ∩ W ℓ+1 = {y} and N H (z ′ ) ∩ W ℓ+1 = {y ′ }, then y = y ′ , as otherwise e H (N H (y), N H (y ′ )) ≥ 1 will contradict (10). Consequently, property (c) of (S ℓ+1 ) follows from (c ′ ) of Claim 1. In conclusion, this completes the induction step and hence the proof of Lemma 4. ✷
