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Prediction of tides is very much essential for human activities and to reduce the construction cost in ma-
rine environment. This paper presents two methods (1) an application of the functional networks (FN) and
(2) sequential learning neural network (SLNN) procedures for the accurate prediction of tides using very
short-term observation. This functional network model predicts the time series data of hourly tides directly
while using an eﬃcient learning process by minimizing the error based on the observed data for 30 days.
Using the functional network, a very simple equation in the form of ﬁnite diﬀerence equation using the tidal
levels at two previous time steps is arrived at. Sequential learning neural network uses one hidden neuron to
predict the current tidal level using the previous four levels quite accurately. Hourly tidal data measured at
Taichung harbor and Mirtuor coast along the Taiwan coastal region have been used for testing the func-
tional network and sequential neural network model. Results show that the hourly data on tides for even a
month can be predicted eﬃciently with a very high correlation coeﬃcient.
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Nomenclature
a undetermined parameters
Cji weight of synapse connecting jth neuron of input to ith hidden neuron
E error
F function
I input
O output
u tidal level
wi weight of synapse connecting ith hidden neuron to output neuron
x variable
g learning rate
c gamma value
k sigmoidal gain
/ shape functions
n non-dimensional value
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Accurate tidal prediction is an important problem for construction activities in inlet, coastal
and oﬀshore areas. In some coastal areas, the slopes are very gentle and tidal variation makes
the waterfront distances in the range from hundred meters to a few km. Similarly tidal data
is important for the construction of jetties, harbors and navigation. In oﬀshore areas, accurate
tidal data is helpful for successful and safe operations, such as platforms being installed, navi-
gation, loading and unloading in the high tide zonal area. Theoretical expression of tides was
ﬁrst derived by Newton in 1687 and then by Bernoulli in 1741 [1]. The harmonic analysis of tidal
prediction made by Thomas was subsequently extended by Darwin [2]. Darwin [3] proposed a
classic theory for the equilibrium tide that describes the property of the tidal-level variations
for an open sea, but it gives inaccurate results for a region with complicated bottom topography
and in the near shore area. Doodson [4,5] employed the method of least squares to ascertain the
harmonic parameters of tidal constituents of days or hours. Since then, the harmonic analysis
has been adopted conventionally to predict the tidal level. The accuracy of the method depends
on accurate data measured over a very long term to determine the parameters of the tidal con-
stituents. Instead of using the least-squares method, Yen et al. [6] utilized the Kalman ﬁltering
technique for the short-term prediction of tides at Kaohsiung Harbor, Taiwan. This has helped
in overcoming the problem of conventional harmonic analysis, which requires a long period of
measured tides. Yen et al. have used harmonic tide prediction model with four main tidal com-
ponents. However, the accurate prediction of tidal levels has remained a concern for coastal
engineers.
The artiﬁcial neural network (ANN) has been used for predicting some phenomena in marine
environment by Williams [7] and Grubert [8]. Vaziri [9] used ANN and ARIMA models for
predicting Caspian Sea mean monthly surface water level. Deo and Chaudhari [10] used ANN
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and conjugate gradient for predicting tides. Tang et al. [11] showed that the prediction of a time
series using ANN is more eﬃcient if the previous data are limited to short-term recent history,
based on the comparisons between ANN and the Box–Jenkins stochastic model. French et al.
[12] obtained an accurate forecast for rainfall in space and time using ANN. Chakraborty et
al. [13] also used ANN to forecast the behavior of a multivariate time series and concluded that
the predictions from neural networks had a better performance than the stochastic auto regressive
moving average model (ARMA). In coastal engineering, Mase [14] and Mase et al. [15] adopted
the ANN to assess the stability of the armor unit and the rubble-mound breakwater and found
good agreement between the predicted and measured data. Mandal [16] presented a hourly pre-
dicted tides that can be generally estimated using harmonic analysis. BPN model with quick prop
algorithm is adopted to predict the tides by learning and recalling processes. Hourly tidal data
measured at Gopalpur port—east coast of India was used for testing the BPN model. Very good
long term (1 month) prediction can be achieved using 1-day measured tides as training set, in
which the estimated correlation coeﬃcient is 0.9984.
Tsai and Lee [17] examined the applicability of the Back-Propagation neural network (BPN) to
forecast the Hourly tidal variation using Artiﬁcial back-propagation neural network with gradient
descent algorithm. This architecture consists of four input neurons (two previous tidal levels and
two previous shocks) and four hidden neurons and one output neuron to predict the tidal level by
learning and recalling process. It is shown that the present method does not require the calculation
of harmonic parameters used in the conventional method, but directly obtains the predictions
from training with the past records. Satisfactory accuracy is found for the hourly tidal records
of 1 day, as well as a 1-year prediction using a 15-day observation. It is also shown that, based
on this study, an operational real-time forecasting environment could be achieved when using a
trained neural network.
This paper reports on the predictions of hourly tidal variations using functional and sequential
learning neural networks. The predictions are compared with measured tidal data used in Tsai
and Lee [17].
This paper is organized as follows. Section 2 describes the functional network training method
originally proposed by Castillo [18–23]. Next, in Section 3, the tidal level is predicted by using
functional networks for Mirtuor coast and Taichung harbor and compared with the observed val-
ues. Sequential Orthogonal training method originally proposed by Zhang and Morris [24] is de-
scribed in Section 4. The tidal levels are predicted by using SLNN for Mirtuor coast and Taichung
harbor and compared with the observed values in Section 5 and ﬁnally, in Section 6, some con-
cluding remarks are made.
1.1. Tidal level calculations by Tsai and Lee [17]
During November 1994, the hourly tidal data were collected by junior author from Taichung
harbor and Mirtuor coast, Taiwan and these data are used to predict the tidal level by functional
network forecasting model as well as using Zhang and Morriss sequential learning neural net-
work model. The locations of these two tidal gauge stations are shown in Fig. 2 of Ref. [17].
The main tidal component in Taichung harbor is semi-diurnal type and the tidal component in
Mirtuor coast is diurnal type.
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The aim of this paper is to illustrate ‘‘functional network’’ (FN) an alternate paradigm for neu-
ral networks and it is also much easier to use and as compared to existing methods and it takes
much less computer time. Another advantage is that functional network can be applied to ﬁt
equations for multiple inputs and outputs and hence it can replace multiple regression. The main
advantage of functional network is that this can use domain knowledge together with data knowl-
edge. In this, functions are learned instead of weights in neural networks. Unlike neural networks,
both inputs and outputs need not be normalized. Herein we give the fundamentals of functional
networks and for details one may refer to the publications of Castillo [18–23] and Rajasekaran
and Riya [25] and Rajasekaran [26].
The main property of the neural network is its ability to learn from data by using structural and
parametric learning methods. In neural network, learning process is achieved by estimating the
connection weights by minimizing the error function. Functional networks [20] is a more gener-
alization of neural network bringing together domain knowledge and data. There is no restriction
of neural function in functional neurons and arbitrary functions are allowed. Another important
property of functional network is the possibility of dealing with functional constraints of the
model. The functional network uses two types of learning: (a) structural learning and (b) paramet-
ric learning. In structural learning, the initial topology of the network, based on some properties
available to the designer is arrived at and ﬁnally a simpliﬁcation is made using functional equation
to a simpler architecture. In parametric learning, neuron functions by considering the combina-
tion of shape functions are estimated.
Functional networks consists of the following elements (see Fig. 1).
2.1. Storing units
One layer of input storing units: This layer contains input data X1, X2, X3 etc.
Intermediate layer units: This layer stores intermediate information f4, f5. These units evaluates
a set of input values, coming from the previous layer and delivers a set of output values to the next
layer.
Layer of output units f6.x4
x1 f1
x7
f4
f2 f6x2
x9
x5
f5
x8
X3
f3
x6
Fig. 1. Functional network.
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A neuron in the computing unit evaluates a set of input values coming from a previous layer.
2.3. A set of directed links
The functions are not arbitrary but they are determined by the structure of the network, like
x7 = f4(x4,x5,x6), as explained in Fig. 1.
In addition to data, information about other properties of the function, such as associativity,
commutativity and invariance, are used in selecting the ﬁnal network. In a given functional net-
work, neural functions are arbitrary but in neural networks they are sigmoidal, linear or radial
basis and other functions. In functional networks, functions in which weights are incorporated
are learned, and in neural networks, weights are learned. In some functional networks, the lear-
ning method leads to global minimum in a single step. Neural networks work well if the input and
output data are normalized in the range of 0–1 but in functional networks there is no such restric-
tion. It can be pointed out that neural networks are special cases of functional networks.
The following eight-step procedure is used for working with functional networks, FN.
Step 1. Statement of the problem.
Step 2. Initial topology.
Step 3. Simpliﬁcation of initial topology using functional equations.
Step 4. Arrive at conditions to hold for uniqueness.
Step 5. Data collection.
Step 6. Parametric learning by considering the linear combination of shape functions.
Step 7. Model validation.
Step 8. If step 7 is satisfactory the model is ready to be used.
The learning method of functional network consists of obtaining the neural functions based on
a set of data D = (Ii,Oi) (i = 1,2, . . . ,n). The learning process is based on minimizing the Euclidean
norm of error function given byE ¼ 1
2
Xn
i¼1
ðOi  F ðiÞÞ2; ð1Þwhere I, O, F denote inputs, output and target output respectively and n denotes number of data.
E denotes the second norm of the errors.
The approximate neural function fi(x) may be arranged asfiðtÞ ¼
Xm
j¼1
aij/ijðtÞ; ð2Þwhere t is a time function and / are shape functions with algebraic expressions (1, t, t2, . . . , tn) or
Trigonometric functions such as (1, sin(t), cos(t), sin(2t), cos(2x), sin(3t), cos(3t)) or exponential
functions. The associative optimization function may lead to a system of linear or nonlinear
algebraic equations.
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The variation of tidal level with respect to time is periodic. The resulting equation of tidal level
of coast may be in the form of nonlinear diﬀerential equation. The object of this example is to
show how FN can be applied to model the diﬀerence equation of tidal level of coasts. Assume
u be the tidal level at any time t and denotingTable
Tidal
1–12 h
0.6368
0.4634
0.2534
0.2949
0.3333
0.4658
0.6026
0.7201
0.8483
0.9167
0.9252
0.8803€u ¼ d
2u
dt2
; _u ¼ du
dt
; ð3Þit is possible to apply functional network as shown below. The observed displacements of the sys-
tem for ﬁrst 2 days are shown in Tables 1 and 3 and similarly data is collected for 30 days.
Using the approach of Castillo et al. [21] the solution of kth order diﬀerential equation with
constant coeﬃcients in u(t) can be obtained asujþk ¼
Xk
i¼1
aiuiþj1 þ
Xkþm
i¼kþ1
ai/ik; ð4Þwhere m is the number of basic or shape functions. The governing equation of tidal level leads to
periodic functions and hence the shape functions can be assumed in terms of trigonometric func-
tions ash/1;/2;/3; . . . ;/7i ¼ h1; sinðtÞ; cosðtÞ; sinð2 tÞ; cosð2 tÞ; sinð3 tÞ; cosð3 tÞi. ð5Þ
The parameters a1,a2, . . . ,a7 in the above equation can be determined by minimizing the
Euclidean norm of the error asE ¼
Xnk
j¼1
ujþk 
Xk
i¼1
aiuiþj1 
Xkþm
i¼kþ1
ai/ik
" #2
. ð6ÞFor the tidal periodic equation and assuming m = 5 (number of time steps = 720) we can write
(dt—the time step)1
levels of Mirtuor coast (ﬁrst 4 days)
13–24 h 25–36 h 37–48 h 49–60 h 61–72 h 73–84 h 85–96 h
0.8056 0.9188 0.8312 1.0598 0.797 1.17E+00 7.27E01
0.7372 0.6859 0.7906 0.8248 0.7949 1.03E+00 7.46E01
0.6731 0.5726 0.7671 0.7415 0.7949 9.08E01 7.69E01
0.6923 0.3291 0.7094 0.4316 0.7628 6.11E01 7.65E01
0.8034 0.2735 0.75 0.2991 0.7179 4.19E01 7.33E01
0.9615 0.3291 0.8568 0.2756 0.7628 3.10E01 7.18E01
1.1432 0.4359 1.0171 0.2842 0.8996 2.69E01 8.01E01
1.2585 0.5577 1.2051 0.4017 1.0534 4.04E01 9.17E01
1.3547 0.6816 1.3056 0.5192 1.203 4.04E01 1.08E+00
1.3547 0.7991 1.3611 0.6432 1.2863 4.85E01 1.19E+00
1.2692 0.8675 1.3333 0.7457 1.344 5.98E01 1.27E+00
1.1111 0.8889 1.2244 0.7927 1.297 6.88E01 1.31E+00
Table
Undet
Order
1
3
5
7
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u4
..
.
uiþ1
u720
8>>>><
>>>>:
9>>>>=
>>>>;
¼
u1 u2 1 sinð0Þ cosð0Þ sinð0Þ cosð0Þ
u2 u3 1 sinðdtÞ cosðdtÞ sinð2 dtÞ cosð2 dtÞ
..
. ..
. ..
. ..
. ..
. ..
. ..
.
ui1 ui 1 sinðði 2Þ  dtÞ 	 	 	
u718 u719 1 sinð718 dtÞ cosð718 dtÞ sinð.. dtÞ cosð.. dtÞ
2
66666664
3
77777775
a1
a2
..
.
a7
8>><
>>:
9>>=
>>;
ð7Þusing the principle of Least Squares [27], we getfugjþk ¼ ½T fag ð8Þ
or½T Tfugjþk ¼ fyg ¼ ½T T½T fag ¼ ½Gfag; ð9Þ
where [T] is a Transfer matrix which gives relationship between tidal levels in terms of undeter-
mined parameters {a}.fag ¼ ½G1fyg. ð10Þ
Once {a} are determined and using Eq. (10), we can predict the tidal levels as well as the unknown
values a for the problem can also be given.3. Examples using functional networks
3.1. Mirtuor coast
The tidal levels for the ﬁrst 4 days are given in Table 1. The functional network is trained for all
the 720 data and the undetermined parameters are arrived at by using the Eq. (10). Knowing the
undetermined parameters the tidal levels can be calculated as (k = 2; m = 1, 3, 5, 7; j = 1, . . . , 718)
given in Eq. (4). The values of undetermined parameters for Mirtuor coast are shown in Table 2.
The values obtained by functional network are compared with actual values for the ﬁrst order
equation as shown in Fig. 2 and a correlation coeﬃcient of 0.98026 is obtained. This indicates that
the linear agreement between the forecasts and the actual numbers but in no way the correlation
indicates the accuracy. The maximum error, minimum error and average error are 63.9%, 0% and
5.51% of actual values respectively. From Fig. 2 it is clear that ﬁrst order equation will be able to2
ermined parameters for Mirtuor coast
a1 a2 a3 a4 a5 a6 a7 a8 a9
0.8754 1.733 0.1032
0.8762 1.734 0.1032 0.00267 0.00346
0.8765 1.734 0.1032 0.00267 0.00345 0.00277 0.00181
0.8768 1.734 0.1032 0.00267 0.00345 0.00276 0.00181 0.00186 0.00328
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Fig. 2. Comparison of tidal levels (actual with functional) for Mirtuor coast.
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periodic functions if added as shown in Eq. (11b) the accuracy improves. It is to be noted that the
higher order equation includes the coeﬃcients of the lower order.Table
Tidal
1–12 h
0.63
0.77
1.32
2.17
3.21
4.09
4.56
4.5
3.99
3.14
2.13
1.22uiþ1 ¼ 0.87542ui1 þ 1.733ui þ 0.10324; ð11aÞ
uiþ1 ¼ 0.87542ui1 þ 1.733ui þ 0.10324 0.00267 sinðtÞ þ 0.00345 cosðtÞ
þ 0.00277 sinð2tÞ þ 0.001181 cosð2tÞ. ð11bÞ3.2. Taichung harbor
The same procedure is used for prediction of depths of Taichung harbor. The tidal levels for the
ﬁrst 4 days are given in Table 3. The undetermined coeﬃcients obtained using functional networks
are given in Table 4. Fig. 3 shows the comparison of tidal levels obtained from functional net-3
levels of Taichung coast (ﬁrst 4 days)
13–24 h 25–36 h 37–48 h 49–60 h 60–72 h 73–84 h 85–96 h
0.67 0.56 1 0.87 1.79 1.6 2.69
0.64 0.29 0.48 0.12 0.84 0.48 1.52
1.07 0.54 0.54 0.05 0.43 0.14 0.69
1.87 1.25 1.12 0.38 0.64 0.11 0.44
2.92 2.28 2.06 1.28 1.36 0.48 0.81
3.95 3.46 3.23 2.49 2.4 1.47 1.6
4.62 4.42 4.27 3.74 3.6 2.79 2.71
4.75 4.88 4.87 4.64 4.58 4.06 3.9
4.32 4.74 4.84 4.86 5.03 4.8 4.79
3.52 4.1 4.25 4.7 4.8 4.79 5.06
2.44 3.13 3.27 4.02 4.05 4.62 4.63
1.34 1.99 2.04 2.98 2.9 3.83 3.72
Table 4
Undetermined parameters for Taichung coast
Order a1 a2 a3 a4 a5 a6 a7 a8 a9
1 0.9956 1.7504 0.6191
3 0.9965 1.7504 0.6191 0.00389 0.00048
5 0.9965 1.7504 0.6191 0.00389 0.00049 0.00378 0.00023
7 0.9965 1.7504 0.6191 0.00389 0.00051 0.00377 0.00024 0.0062 0.00096
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Fig. 3. Comparison of tidal levels (actual with functional) for Taichung coast.
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like Eq. (11) is arrived to predict the tidal levels asuiþ1 ¼ 0.99561ui1 þ 1.7504ui þ 0.61906; ð12aÞ
uiþ1 ¼ 0.99561ui1 þ 1.7504ui þ 0.61906 0.00389 sinðtÞ  0.00049 cosðtÞ
þ 0.00378 sinð2tÞ þ 0.00023 cosð2tÞ. ð12bÞThe correlation obtained is 0.99908 and the exact prediction is made. The maximum, minimum
and the average errors are 40%, 0% and 4.2% of actual values respectively.4. Sequential learning neural networks
One of the main issues encountered in artiﬁcial neural network is the determination of the struc-
ture of the neural network in the number of hidden layers and the hidden neurons in each hidden
layer. In most reported applications, the number of hidden layers and the number of hidden neu-
rons are determined based on experience. Very often several arbitrary architectures are tried and
the one giving the best performance is selected. In some applications genetic algorithm has been
applied to determine the optimum number of hidden layers as well as the number of optimum
neurons in each hidden layer. Some neural networks could have more number of hidden neurons
94 S. Rajasekaran et al. / Applied Mathematical Modelling 30 (2006) 85–103than necessary, resulting in neural network models, which are over parameterized and thus not
parsimonious. Over parameterization could well deteriorate the generalization capability of the
network. To counter this, the sequential learning approach for single hidden layer neural network
has been proposed. This method allows for simultaneous building up and training of neurons.
This can be used to train single hidden layer feed forward networks with sigmoidal neurons, radial
basis function neurons (RBF) and neural network with mixed type of hidden neurons. Recently
several researchers have tackled this issue in a more systematic manner. In this paper, we apply the
sequential learning proposed by Zhang and Morris [23] For ﬁnding the tidal level, SLNN is ap-
plied to both the problems with one single hidden neuron. If one needs more accuracy, one can
add further hidden neurons gradually and after adding each hidden neuron the network is tested
to see that the model error is minimum.
Training can be stopped at the point where the network has smallest testing error. The classical
Gram–Schmidt [28] orthogonalization technique is used at each training step to build a set of
orthogonal bases. Corresponding to the space spanned by hidden neuron output vector, sequen-
tial reduction of network error allows the most appropriate number of hidden neurons to be
found. In this paper for SLNN training method originally proposed by Zhang and Morris is con-
sidered with a single hidden neuron for the prediction of tidal level.
4.1. Sequential training
The sequential learning neural network is shown in Fig. 4. This neural network consists of m
input neurons, n hidden neurons (in this work n = 1) and one output neuron. The weights of the
synapses connecting jth neuron in the input layer and i the neuron in the hidden layer is denoted
by Cji . Similarly the weight of synapse connecting ith neuron in the hidden layer to the one output1
1C
2
1C
mC1
1
m+1C
1
HI 1
HO
1W
1
oI
1
oO
1
X
m
X2
X1
bias
m
2
1
Fig. 4. Sequential learning neural network architecture.
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rons and hence OIi—output of the input neuron = input of the input neuron = IIi = Xi.
In the input layer we assume a bias neuron as (m + 1)th neuron with input of 1.
IHi—Input of the i the hidden neuron is given byIHi ¼
Xm
j¼1
CjiX j þ Cmþ1i . ð13ÞIf the ith hidden neuron is a linear neuron then the output of the hidden neuron is given byQi ¼ OHi ¼ IHi . ð14Þ
In case if ith hidden neuron is a sigmoidal neuron thenQi ¼ OHi ¼
1
1þ ekIHi . ð15ÞIn case if the ith hidden neuron is a radial basis function (RBF) neuron with Gaussian
functionQi ¼ OHi ¼ e

Pm
j¼1
ðXjCji Þ2=ðC
ðmþ1Þ
i Þ2
. ð16Þ
In the above equationsfCig ¼ hC1i C2i C3i 	 	 	 Cðmþ1Þi iT; ð17Þ
where k is the sigmoidal gain in Eq. (15) and Qi is the output of the ith hidden neuron which is the
notation followed by Zhang and Morris.
In this paper we use sigmoidal neuron for the hidden neuron and linear neuron for input and
output layers. It is also possible to use hybrid structure with some sigmoidal neurons and some
RBF neurons, but this is beyond the scope of the paper.
If we denote the weights of the synapses connecting ith neuron in the hidden layer to one neu-
ron in the output layer as wi, the input to the output neuron is given byIo ¼
Xn
i¼1
wiOHi . ð18aÞSince the output neuron is a linear neuron, the output of the output neuron is given byOo ¼ Io ¼
Xn
i¼1
wiOHi ; ð18bÞwhere Oo is the model output.
But the actual system output y can be expressed asy ¼ Oo þ En ¼
Xn
i¼1
wiOHi þ En. ð19ÞThe equations we have derived are for one set of input and output data. If N is the number of
training data Eq. (19) can be written as
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NX1
¼ fOog
NX1
þfEng
NX1
¼
Xn
i¼1
wifQig
NX1
þfEng
NX1
; ð20Þwhere {Y} is a vector of system outputs, {Oo} is the vector of neural network model outputs, {Qi}
is the vector of outputs of the ith hidden neuron and {En} is the vector of model residuals and all
the vectors are or order NX1 where N is the number of training data.
Eq. (19) can be written asfY g ¼ w1fQ1g þ fE1g; ð21aÞ
fE1g ¼ w2fQ2g þ fE2g ð21bÞleading tofEn1g ¼ wnfQng þ fEng. ð22Þ
Eq. (22) indicates a sequential way of neural network training, the ﬁrst hidden neuron is used to
model the relationship between input, output data, while the rest of the hidden neurons are used
to model the relationships between input data and model residuals. After the addition of each hid-
den neuron, the network is tested on the testing data. Training can be terminated when the model
error on testing data cannot be reduced any further.
At the nth step of this sequential training the nth hidden neuron is introduced to model the rela-
tionship between the input data and the model residuals at the (n  1)th stage {En1}. The vector
{Qn} can be decomposed into two parts, one is in the space spanned by {Q1},{Q2}, . . . , {Qn1}
and the other part is orthogonal to that space. The orthogonal vector can be denoted by {Rn}
and hence Eq. (22) can be written asfEn1g ¼ wnfRng þ wnfQn  Rng þ fEng. ð23ÞThe new information introduced by {Qn} is due to {Rn} only since the eﬀect of wn{Qn  Rn} in
Eq. (23) can be reduced to a small quantity and hence eliminated by changing the previously ob-
tained output layer weights w1,w2, . . . ,wn1. Hence Eq. (22) can be written asfEn1g ¼ wnfRng þ fEng ð24Þ
orfEng ¼ fEn1g  wnfRng. ð25Þ
The square of the second norm of {En} from Eq. (25) may be written askEnk2 ¼ ðfEn1gT  wnfRngTÞðfEn1g  wnfRngÞ ð26aÞ
¼ kEn1k2  2wnfEn1gTfRng þ w2nfRngTfRng. ð26bÞThe objective at the nth training stage is then to ﬁnd wn,Cn such that kEnk2 is minimized. Geomet-
rically, this is equivalent to ﬁnd the number of hidden neurons so as to produce an {Rn} which is
most aligned with {En1}. Hence the weights are calculated aswkn ¼ wk1n  g
okEnk2
own
; ð27aÞ
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okEnk2
oCn
. ð27bÞFor more details one can refer to Zhang and Morris [24] and Rajasekaran et al. [29–31].5. Numerical examples using SLNN
5.1. Mirtuor coast
The same problem is trained with diﬀerent neural network architecture, (SLNN) developed by
Zhang and Morris. This uses one hidden neuron and four input neurons representing the tidal
level of four previous days and one bias neuron and altogether ﬁve input neurons. Data for ﬁrst
24 h as training data and the second 24 data as testing data and all the 720 data is used for infer-
ring. Gram–Schmidt orthogonalization method is performed at each step to form a set of orthog-
onal basis. SLNN architecture is shown in Fig. 6. It uses sigmoidal neuron for hidden layer and
linear neurons for both input and output layers. Both the inputs and outputs are normalized with
respect to maximum and minimum values so that they lie between 0 and 1 asn ¼ ðu uminÞðumax  uminÞ ; ð28Þwhere umin, umax for Mirtuor coast can be taken as 0 and 2 m respectively.
The learning rate is assumed to be 0.6 and the Gamma value as 0.0000001. The neural network
is trained for 80,000 iterations taking less than 5 min time in Pentium II, with 366 MHz speed and
128 MB RAM. The error convergence is shown in Fig. 5. Fig. 6 shows the weights obtained by
SLNN for Mirtuor coast and the tidal level at any time can be written in terms of the tidal levels
of the previous four time intervals asError Vs Ln (Iteration)
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Fig. 5. Error convergence curve for SLNN.
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Fig. 6. Weights of synapses to SLNN (Mirtuor coast).
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0.83988
1þ eJ ; ð29ÞwhereJ ¼ 2.0222þ 2.3789ni3  5.0361ni2  1.211ni1 þ 8.66185ni. ð30Þ
In Fig. 6 A, P, S, Q denote the tidal levels at time i, i  1, i  2, i  3 respectively and I is a
constant. Fig. 7 shows the comparison of values obtained by SLNN with actual values and a cor-
relation coeﬃcient of 0.985475 for 3 days and 0.981848 for 30 days are obtained between actual
and predicted values and for most of the time intervals the prediction is quite good. The maxi-
mum, average and minimum errors between observed and predicted values are 44.5%, 7.21%,
0.043% respectively.
5.2. Taichung harbor
This problem is also trained with (SLNN) developed by Zhang and Morris. This uses one hid-
den neuron and four input neurons representing the tidal level of four previous days and one bias
neuron and altogether ﬁve input neurons. In this case umin, umax can be taken as 1 and 6 m0.00
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Fig. 7. Tidal level (actual and SLNN) for Mirtuor coast (1-day training).
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Fig. 8. Tidal level (actual and SLNN) for Taichung coast (1-day training).
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is taken for training, next 24 data for testing all the 720 data used for inferring. After 140,000
iterations, the network is trained and the weights between hidden and input layer and output layer
to hidden layer are obtained. The tidal level for Taichung harbor at any time can be given in terms
of previous four time intervals asniþ1 ¼
0.9974
1þ eJ ; ð31Þwhere I is given byJ ¼ 1.7789þ 2.2557ni3  5.1457ni2  0.1857ni1 þ 6.675ni. ð32Þ
Fig. 8 shows the comparison of values obtained by SLNN with actual values and a correlation
coeﬃcient (a statistical measure to show how well the linear estimator ﬁts the raw data) of
0.999307 is obtained between actual and predicted values and for all the time intervals the predic-
tion is quite good and the maximum, average and minimum relative errors between observed and
predicted values are 21.51%, 0.0% and 1.71% of actual values respectively. The prediction for Tai-
chung harbor is better than Mirtuor coast.6. Conclusion
1. This paper describes alternative methods such as functional networks and sequential learning
neural networks to predict the hourly tidal level using a relatively small data set as short as 1
day.
2. The methods presented do not require the calculation of the harmonic parameters used in the
conventional method such as in time series method, but directly obtains the predictions
from training with the past records. If more accuracy desired, the periodic functions may
be used.
3. The functional networks can be used as a powerful alternative to the neural networks. The
results of the functional networks are in good agreement with the actual values for the tidal
100 S. Rajasekaran et al. / Applied Mathematical Modelling 30 (2006) 85–103level predictions. Unlike neural networks where weights are learned, in functional networks
functions are learned.
4. The functional networks can be more accurate than neural networks and multiple linear
regression.
5. Knowing the tidal levels of two previous time steps, the tidal level of future step can be pre-
dicted using simple formula similar to Eqs. (11) and (12) in functional network.
6. The sequential learning neural network (SLNN) proposed by Zhang and Morris with one
single hidden neuron can eﬃciently be used to predict the tidal level using the four previous
time steps. Even though it involves iterations of the order of 140,000 the computer time is
less since one hidden neuron is used with Sigmoidal learning law.
7. For SLNN both inputs and output should be normalized with respect to the maximum and
minimum values whereas in functional networks such normalization procedure is not
necessary.
8. Even in SLNN, the tidal level prediction can be given in equation form as in Eqs. (29) and
(31).Mirtuor coast ( 1 day Training Prediction 3 days 
by SLNN) 
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Fig. 9. Comparison between measured and predicted tidal level using 1-day observation and (a) 3 days prediction
(SLNN) (Mirtuor coast); (b) 30 days prediction (SLNN) (Mirtuor coast).
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diction using 1 days observation are also shown in Figs. 9 and 10 in which the values of the
correlation coeﬃcients are 0.9818 and 0.999307 atMirtuor coast and Taichung harbor respec-
tively whereas the values obtained by Tsai and Lee were 0.904 and 0.978 respectively. Both ﬁg-
ures conﬁrm that a good agreement between the observations and predictions can be achieved.
10. For the problems investigated, both functional networks and SLNN give accurate results.
All the 720 values are used in prediction of equation for tidal level in FN (functional net-
works) whereas in SLNN the values of the ﬁrst day only are used for the tidal level prediction
for other 29 days.
11. The results conﬁrm that the FN and SLNN models are capable of learning the tidal-level
variations using very short-term observations.
12. Based on this study, an operational real-time forecasting environment could be achieved
when using a trained neural network.V
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Fig. 10. Comparison between measured and predicted tidal level using 1-day observation and (a) 3 days prediction
(SLNN) (Taichung coast); (b) 30 days prediction (SLNN) (Taichung coast).
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