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Abst rac t - -The  disconjugacy and the C-disfocality of the second-order self-adjoint difference qua- 
tion 
Lu(t) = A[p(t)Au(t - 1)] + q(t)u(t) = O, 
are discussed in this paper, where p(t) is nonzero with same sign on N(a + 1, b + 2) and q(t) is real 
valued on N(a + 1, b + 1). Some sufficient conditions are obtained explicitly in terms of coefficients, 
which can be easily verified. These results generMize some known ones in the literature. (~) 2005 
Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the second-order self-adjoint difference quation 
Lu(t) = A~9(t)Au(t - 1)] + q(t)u(t) = O, (1) 
where t takes on values in the discrete interval N(a+ 1, b+ 1) - {a+ 1 , . . . ,  b+ 1}, where a <: b are 
integers, and A is the forward difference operator defined by Au(t) = u(t + 1) - u(t) (see [1-7]). 
We assume p(t) is nonzero and has the same sign for each t in N(a + 1, b + 2). We also assume 
that, q(t) is real valued on N(a + 1, b + 1). A sequence of real numbers {u(t)}, t E (a + 1, b + 1) 
is called a solution of equation (1), if equation (1) is satisfied for t >_ a + 1. We call {u(t)} has a 
generalized zero at to if u(to) = 0 or u(to - 1) ¢ 0 and p(to)u(to - 1)u(t0) _< 0. Equation (1) is 
disconjugate on N(a, b + 2) if and only if there is no real solution with two generalized zeros on 
N(a, b + 2). If there does not exist a real solution u(t) of equation (1) with Au(b + 1) = 0 which 
has a generalized zero in g(a, b + 2), then equation (1) is C-disfocality on N(a, b + 2) (see [1]). 
The disconjugacy and the C-disfocality of equation (1) have been studied by many authors. 
In 1978, Har tman [8] obtained a necessary and sufficient condition for the disconjugacy of an 
nth-order linear difference quation on a certain interval, but this condition is not easy to verify. 
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C-disfocality of a vector difference quation is studied in [9]. Chert studies disconjugacy and 
right disfocality of second-order difference quations in [7]. He gives necessary and sufficient 
conditions for disconjugacy, it involves a continued fraction or many inequalities which require 
complicated calculations. Ahlbrandt et al. [1, Theorems 1.29 and 1.35] give sufficient conditions 
for disconjugacy and C-disfocality of equation (1) under the assumption that q(t) > 0 and 
p(t) > 0. They also obtain necessary and sufficient conditions for disconjugacy and C-disfocality 
of equation (1), while it involves considerable numerical calculations. For example, if the length 
of the interval is b - a (b > a), then the positive definiteness of a (b + a + 1)th-order matrix must 
be verified. Disconjugacy for higher difference quations and Hamiltonian systems was studied 
in [2-5]. Using positive definiteness of block tridiagonal matrices, [10,11] studied disconjugacy 
for difference systems. For first-order difference quations, Parhi gives a conclusion in [6]. 
In this paper, we will adopt a new method to characterize the disconjugacy and the C-disfocality 
of equation (1) on interval N(a, b 4- 2). All conditions are expressed explicitly in terms of coeffi- 
cients in equation (1) and can be easily verified. Moreover, [1, Theorems 1.29 and 1.35] both are 
special ca~es of our results. 
2. D ISCONJUGACY 
In this section, we will establish some sufficient conditions for the disconjugacy of equation (1) 
on N(a, b 4- 2). Firstly, we state some lemmas which will be applied later. 
LEMMA 2.1. (See [1, Theorem 1.29].) Assume p(t) > 0 on N(a 4- 1, b + 2) and q(t) > 0 on 
N(a+ l ,b+ l). I f  
D = 4 P - I (T )  -- E q(T) > O, 
k~-=a+l "r=a+l 
then Lu(t) = 0 is disconjugate on N(a, b 4- 2). 
LEMMA 2.2. (See [1].) Ifp(t) > 0 on N(a, b + 1) and q(t) <_ 0 on N(a + 1, b 4-1), then Lu(t) = 0 
is disconjugate on N(a, b + 2). 
LEMMA 2.3. REID ROUNDAUNT THEOREM. (See [1, Theorem 1.41].) The following conditions 
are equivalent 
(a) Lu(t) = 0 is disconjugate on N(a, b + 2), 
(b) d is positive definite on A, 
where ] is defined on admissible variations A by 
J ,  -- 
b+2 b+l 
E P(t) lA~?(t-1)12- E q(t)l~(t)12' 
t=a+l t=a+l 
and 
A = {~ I ~: N(a, b + 2) -~ C, such that ~(a) = *fib + 2) = 0}. 
Based on signs of p(t) and q(t), the following two cases or six subcases will be considered. 
CASE 1. p(t) > O, t E N(a + 1,b + 2), 
SUBCASE 1. q(t) > 0, t C N(a + 1, b 4- 1). Disconjugacy of equation (1) on N(a, b 4- 2) can be 
obtained irectly by Lemma 2.1. 
SUBCASE 2. q(t) < 0, t C N(a 4- 1, b 4- 1). Disconjugacy of equation (1) can be derived by 
Lemma 2.2. 
SUBCASE 3. The sign of q(t) is indefinite on the interval t E N(a 4- 1, b 4- 1). 
In this subcase, we have the following theorems. 
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THEOREM 2.4. Assumep(t) > O  on N(a+l ,  b+2) and q(t) is real valued for each t E N(a+l,  b+l). 
If 
where 
A1 = {t I t E N(a + 1, b + I), such that q(t) > 0). 
Then, equation (1) is disconjugate on N (a, b + 2). 
According to Lemma 2.1, Lu(t) r Ab(t)Au(t - I)] + m(t)u(t) = 0 is disconjugate on N(a, b + 2). 
Define J; on A by 
By Lemma 2.3, it follows that J i  is positive definite on A. Then, 
is a positive definite matrix, where g(t) = p(t) + p(t + 1) -. m(t), t E N(a + 1, b + 2). Denote 
by Si the following matrix 
where c(t) = p(t) + p(t + 1) - q(t). Then, 
is positive semidefinite. Hence, Si is also a positive definite matrix, thus Jv is positive definite 
on A. By Lemma 2.3, equation (1) is disconjugate on N(a, b + 2). This completes the proof of 
Theorem 2.4. I 
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THEOREM 2.5. Assumep(t) E 1 on N(a+l ,  b+2) and q(t) is real valued on each t E N(a+l,  b+l). 
Denote by qmax = m a t ~ ~ ( a + l , b + l )  q( t )  If 
'r qm,, < 2 - 2 cos [ b a + 2 I 7  
then Lx(t) - A2x(t - 1) + q(t)x(t) = 0 is disconjugate on N(a, b + 2) 
PROOF. Define JA on A by 
Then, 
... 
... 
2 -1 0 0 0 
. . . . . . . . . . . . . . . . . . . . .  
-1 2 -1 0 0 
S2 = 
0 0 0 ... -1 2 -1 
0 0 0 ... 0 -1 2 
. .  
2 - q(a + 1) -1 0 ... 0 
o 1,  
is positive definite due to the disconjugacy of A2x(t - 1) = 0 on N(a, b + 2). 
Note that, X = 2 - 2 cos[(kn)/(b - a + 2)], k = 1,2,.  , b - a, b - a + 1 are eigenvalues of S2. 
Denote 
. . .  [ 0 0 - 1 2-q(a+2)  -1 0 0 0 s; = ... ... . . . . . . . . .  ... . . .  1. ... 0 0 0 -1 2-q(b) -1 0 0 0 ... 0 -1 2 -q (b+ l )  
For any r](t) E A, let Q = ( ~ ( a  + l ) ,q(n + 2), ... , ~ ( b  + I ) ) ~ .  Then, by matrix theory, we have 
Consequently, Si is positive definite. Thus, Lx(t) - A2x(t - 1) + q(t)x(t) = 0 is disconjugate on 
N(a, b + 2). The proof of Theorem 2.5 is completed. I 
CASE 2. p(t) < 0, t E N(a + 1, b + 2). 
SUBCASE 1. q(t) 2 0, t E N(a + 1, b + 1). 
SUBCASE 2. q(t) < 0, t E N(a + 1, b + 1). 
SUBCASE 3. the sign of q(t) is indefinite for t E N(a + 1, b + 1). 
In these cases, we only need to multiply by -1 on both sides of equation (1) and transfer them 
into Subcase 1, 2, and 3 in Case 1, respectively. Using Lemmas 2.1 and 2.2 and Theorem 2.1, we 
can have results as following. 
COROLLARY 2.6. Suppose p ( t )  < 0 on N(a + 1, b + 2) and q(t) < 0 on N(a + 1, b + 1). If 
then, equation (1) is disconjugate on N(a, b + 2). 
COROLLARY 2.7. If p(t) < 0 on N(a, b + 1) and q(t) > 0 on N(a + 1, b + I), then equation (1) is 
disconjugate on N(a, b + 2). 
COROLLARY 2.8. Assume p(t) < 0 on N(a + 1, b + 2) and q(t) is real valued on each t E 
N(a + 1, b + 1). If 
then, equation (1) is disconjugate on N(a, b + 2). 
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3. C-DISFOCALITY 
Similar to the discussion on the disconjugacy, we will gain sufficient conditions on C-disfocality 
of equation (1). 
LEMMA 3.1. (See [l, Theorem 1.351.) Assume p(t) > 0 on N(a + 1, b + 2) and q(t) 2 0 on 
N ( a + l , b + 2 ) .  If 
then Lu(t) = 0 is Cdisfocal on N(a, b + 2). 
LEMMA 3.2. (See [l, Theorem 1 .dl].) The following conditions are equivalent 
(a) Lu(t) = 0 is C-disfocal on N(a, b + 2). 
(b) Jf is positive definite on Af, where admissible variations Af denote the set Af = { r ]  ( r ]  : 
N(a, b + 2) --, C such that r](a) = 0, Av(b + 1) = 01, Jf : Af + R is defined by 
Utilizing the given preliminary results, our results are as follows. 
THEOREM 3.3. If p(t) > 0 on t E N(a + 1, b + 2) and q(t) < 0 on t E N(a + 1,b + I), then 
equation (1) is C-disfocal on N(a, b + 2). 
PROOF. Since p(t) > 0 and A[p(t)Au(t - I)] = 0 is C-disfocal on N(a, b + 2). It  follows that J) 
is positive definite, where Jfl is defined on Af by 
Define 
where f (t) = p(t) + p(t + 1) for any t E N(a + 1, b + I),  and 
s; = 
then, 
Since q(t) < 0 for any t E N(a + 1, b + 1) and S3 is positive definite, hence SA is positive 
definite. By Lemma 3.2, equation (1) is C-disfocal on N(a, b + 2). This completes the proof of 
Theorem 3.3. I 
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THEOREM 3.4. As sumep( t )  > 0 on N(a+l ,  b+2) and q( t )  is real valued on each t E N ( a + l ,  b+l). 
If 
then equation (1) is disfocal on N ( a ,  b + 2).  
PROOF. Suppose 
Then, n(t) 2 0 for any t E N ( a  f 1, b + 1).  By the given condition, it follows that 
Making use of Lemma 3.1, we have that L y ( t )  = A [ p ( t ) A y ( t  - I ) ]  + n ( t ) y ( t )  = 0 is disfocal on 
N ( a ,  b + 2) .  Define Jjr] : Af + R by 
then, by Lemma 3.2 J;v is positive definite. Denote the positive definite matrix 
where h(t) = p( t )  + p(t + 1 )  - n(t) for any t E N ( a  + 1, b + 2) .  Define 
s: = 
then, 
is semidefinite positive. Hence Si is positive definite. By Lemma 3.2, equation ( 1 )  is disfocal on 
N ( a ,  b + 2).  We complete the proof of Theorem 3.4. I 
THEOREM 3.5. Assumep(t) = 1 on N ( a + l ,  b+2) and q ( t )  is real valued on each t E N ( a + l ,  b+l). 
I f  
max q ( t )  < 2 - 2 cos 
t E N ( a + l , b + l )  2 ( b - a ) + 3  " 1 ' 
then, L x ( t )  A 2 x ( t  - 1 )  + q ( t ) x ( t )  = 0 is C-disfocal on N ( a ,  b + 2) .  
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PROOF. Define J y  on Af by 
Then, 
is positive definite due to the disfocality of A2x(t - 1) = 0 on N(a, b + 2). Note that, 
where k = 0,1,2,.  .., b - a, are eigenvalues of S5 and 
is the minimal eigenvalue. Then, Si is positive definite, where 
thus Lx(t) - A2x(t - 1) + q(t)x(t) = 0 is C-disfocal on N(a, b + 2) according to Lemma 3.2. 
Then, we verified Theorem 3.5. I 
When p(t) < 0, making use of the same methods as those in the proof of disconjugacy, we will 
generalize the similar results. Here, we omit it. 
REMARK 3.6. If q(t) > 0, then Theorems 2.4 and 3.4 coincide with Lemmas 2.1 and 3.1. If 
q(t) < 0, Theorem 2.4 can be expressed in the form of Lemma 2.2. Then, results in (11 are special 
cases of our results. 
4. EXAMPLES 
Finally, we give some examples to illustrate that our results are easier to verify. 
EXAMPLE 1. Show that A[(l/t)Au(t - I)] + (1/16)(-1)~u(t) = 0 is disconjugate on N(O,6). 
PROOF. Let p(t) = ( l / t )  > 0 on N( l ,  6) and 
1 
for t = 2,4, 
q(t) = { g; 
-- 
16' for t = 1,3,5. 
Denote 
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where A. = {t I t E N(1,5) such that (1/16)(-I)~ > 0) = {2,4). Then, 
By Theorem 2.4, 
is disconjugate on N(O,6). I 
REMARK 4.1. If using Ried Roundaut Theorem [I, Theorem 1.411, one has to verify the positive 
definiteness of 
It involves more calculations than using our results. 
EXAMPLE 2. Let us verify that A[tAu(t - I)] + (-1)~(1/2t)u(t) = 0 is disfocal on N(O,5). 
PROOF. Let p(t) = t > 0, t E (1,5) and q(t) = (-1)~(1/2t), t E N(1,4). Then, 
where A2 = {t I t E N( l ,  4) such that (-1)~(1/2t) > 0) = {2,4). Hence, 
By Theorem 3.3 A[tAu(t - I)] + ( - I ) ~  (1/2t)u(t) = 0 is disfocd on N(O,5). I 
REMARK 4.2. It  becomes more difficult to verify by using Lemma 3.2. It  requires one to verify 
the positive definiteness of 
EXAMPLE 3. Prove that 
is disconjugate on N(O,7). 
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PROOF. Since 
t E N(1,6), then 
Obviously, 
* 
2-2cos- >2-2cos-  = 7 12 + > mar q(t). * ( 2 ) tEN(1,6) 
According to Theorem 2.5 
is disconjugate on N(O,7). 
REMARK 4.3. To verify the positive definiteness of 
where k = 2 - (fi + f i ) /2 ,  becomes necessary if we make use of Ried Roundabout Theorem [I,  
Theorem 1.411. This indicates that more convenient to verify the disconjugacy by using our 
results than by other results in [I]. 
EXAMPLE 4. Consider the C-disfocality of A2u(t - 1) + ( -1)~(2  - 2 cos(.rr/l5)) costu(t) = 0 on 
N(O,8). 
PROOF. Since q(t) = ( -1)~(2  - 2cos(n/15))cost for any t E N ( I , ~ ) ,  then m%tE~(1,7) q(t) < 
2 - 2 cos(~/ l5) .  By Theorem 3.5 
is C-disfocal on N(O,8). 
REMARK 4.4. Clearly, the verification of the positive definiteness of 
where q(t) = ( - -1)~(2  - 2 cos(*/l5)) cost, t E N(l ,  7), is more complicated, it indicates that our 
results are more applicable. I 
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