The purpose of this paper is to construct nontrivial MDS self-dual codes over Galois rings. We consider a building-up construction of self-dual codes over Galois rings as a GF(q)-analogue of [20] . We give a necessary and sufficient condition on which the building-up construction holds. We construct MDS self-dual codes of lengths up to 8 over GR(3 2 , 2), GR(3 3 , 2) and GR(3 4 , 2), and near-MDS self-dual codes of length 10 over these rings. In a similar manner, over GR(5 2 , 2), GR(5 3 , 2) and GR(7 2 , 2), we construct MDS self-dual codes of lengths up to 10 and near-MDS self-dual codes of length 12. Furthermore, over GR(11 2 , 2) we have MDS self-dual codes of lengths up to 12.
Introduction
Codes over Z 4 have intrigued a lot of researchers thanks to the discovery that Kerdock and Preparata codes are linear over Z 4 via the Gray map from Z n 4 to Z 2n 2 , and that they are * The author a was supported in part by a Project Completion Grant from the University of Louisville and the author b was supported by NSERC.
duals as Z 4 -codes [18] . It is worth noting that even before this remarkable result there had have been interesting work on codes over Z m ([2] , [3] , [30] , [31] ), and codes over Galois rings GR(p e , l) (e.g., [29] ). Recently codes over finite chain rings (e.g., [26] and references therein) and codes over finite Frobenius rings (e.g., [33] ) have been studied.
One of the interesting classes of codes over finite rings is the class of self-dual codes over these rings. Self-dual codes over Z 4 (e.g., [4] ) have been generalized to self-dual codes over Z 2k with connections to even unimodular lattices and modular forms [1] , to self-dual codes over Z 8 and Z 9 [12] , to self-dual codes over Z m [11] , and to self-dual codes over finite principal ideal rings [14] . We refer to the chapter on self-dual codes in the Handbook of Coding Theory [28] for a detailed description. Recently, self-dual codes over Galois rings have been added as one of the important types of self-dual codes with their connection to invariant theory [24] . Finding interesting (nontrivial) examples of self-dual codes over Galois rings GR(p r , m) is proposed as one of the research problems in [24, Sec. 2.4.10] . This motivates our current study, i.e., finding good self-dual codes over general Galois rings.
We notice that GR(p, r) = GF(p r ) (the finite field of order p r ) and GR(p m , 1) = Z p m . In [17, 20] , constructions of self-dual codes over GF(p r ) have been developed, and self-dual codes over Z p m have been studied in many places, for instance, [6, 8, 10, 13, 21, 27 ]. Gaborit, et. al. [16] have constructed an infinite family of self-dual quadratic double circulant codes over GR (4, 2) . MDS self-dual codes over GR(2 m , r) have been constructed using ReedSolomon codes [14] . Little is known about MDS self-dual codes over GR(p m , r) when p is odd and r > 1.
In this paper, we suggest a general method called a building-up construction of self-dual codes over Galois rings as a GF(q)-analogue of [20] . We give a necessary and sufficient condition on which the building-up construction holds. Our method is very efficient in searching for self-dual codes over Galois rings. We generate examples of self-dual codes over a Galois ring GR(p m , r) when m = 2, 3, or 4, and r = 2. More precisely, we give MDS self-dual codes for lengths up to 8 over GR(3 2 , 2), GR(3 3 , 2) and GR(3 4 , 2), and near-MDS self-dual codes of length 10 over these rings. In a similar manner, over GR(5 2 , 2), GR(5 3 , 2) and GR(7 2 , 2), we construct MDS self-dual codes of lengths up to 10 and near-MDS selfdual codes of length 12. Furthermore, over GR(11 2 , 2) we have MDS self-dual codes of lengths up to 12. Our results on the existence of MDS self-dual codes over GR(p m , 2) are summarized in Table 1 . All examples in this paper are constructed using Magma [7] .
A 
with r copies of Z p m−1 .
If p = 2 and m ≥ 3, then
with r − 1 copies of Z 2 m−1 .
A Galois ring GR(p m , r) is a local ring with maximal ideal generated by p, and the nilpotency index of p is m, that is, the smallest positive integer such that p m = 0 in GR(p m , r). A generator matrix for a linear code C over GR(p m , r) is permutation equivalent to the following one in the standard form [25] , [26] :
where the columns are grouped into square blocks of sizes
with each k i a nonnegative integer. Given a code C with this generator matrix, one has (see [26] ) that
The rank of a code C, denoted by rank(C), is defined to be the number of nonzero rows of its generator matrix G in a standard form. Clearly rank(C) = m−1 i=0 k i . We call k 0 in G the free rank of a code C.
n is the number of coordinates in which x, y differ. The (Hamming) weight of a codeword c ∈ C is d(c, 0). The (Hamming) minimum distance d H (C) of a code C is the smallest distance between distinct codewords. The minimum weight of all nonzero codewords in C is called the minimum weight of C. Throughout this paper, an [n, k, d H ] code denotes a linear code of length n with k = rank(C) and the minimum distance (or minimum weight) d H .
It is known (see [23] for example) that for (linear or nonlinear) codes C of length n over any finite alphabet
Codes meeting this bound are called MDS (Maximum Distance Separable) codes. These codes have been considered for their purely combinatorial properties. For example, they are related to the existence of mutually orthogonal Latin squares and orthogonal arrays (see [23, Ch. 11] ).
Further if C is linear over a ring, then
Codes meeting this bound are called MDR (Maximum Distance with respect to Rank) codes ([15] , [26] ).
The codes (if they are not free) meeting Equation (5) do not necessarily meet Equation (4) . For example, the linear self-dual code over Z 4 with generator matrix (2) is an MDR code but not an MDS code. It is easy to see that an MDR code which is free is necessarily an MDS code.
Under the usual inner product · on GR(p m , r) n the dual code C ⊥ of C is defined as
Furthermore, the type of the dual code C ⊥ of C can be determined as follows [25] :
It is known that |C||C ⊥ | = p mrn ([26] , [33] ).
Building-up construction for self-dual codes over Galois rings
In this section, we present a building-up construction method for self-dual codes over GR(p m , r); this is an extension of the building-up construction for self-dual codes over GF (p m ) [20] and over Z p m [21] to linear codes over GR(p m , r). We remark that similar building-up constructions were already treated for binary self-dual codes in [5] and for self-dual codes over finite fields in [9] .
Our construction method requires the existence of c in GR(p m , r) such that
The following lemmas show the necessary and sufficient condition for −1 to be a square in GR(p m , r). 
For simplicity, we denote GR(p m , r) by R. The natural reduction mod p map
is a surjective homomorphism whose image has order p r − 1, and its kernel is a p-group from Eq. (1). Since (2, p) = 1, squaring map x → x 2 on a p-group is an automorphism. Thus, −1 is a square in R * if and only if −1 is a square in (R/(p)) * . We note that
p r , and this is equivalent to p r − 1 ≡ 0 (mod 4), so the assertion follows immediately.
The following lemma shows that when p = 2, our building-up construction for self-dual codes over GR(2 m , r) works only for m = 1, that is, over GF(2 r ). In fact, constructions of self-dual codes over GF(2 r ) are developed in [17, 19, 20] . Proof. If m = 1 then it is clear that −1 is a square in GR(2, r).
Then c must be a non-constant as there is no constant c in Z 2 m with c 2 + 1 = 0 in Z 2 m . By our assumption, there existsĉ(
As (2) is the maximal ideal of Z 2 m [x]/(f ) and 2s 2 − 2s + 1 / ∈ (2), 2s 2 − 2s + 1 is a unit of
The result therefore follows. To see (iv), assume that there is a self-dual code C of odd length n over GR(p m , r), then |C| = p mrn 2 . As n is odd, 2 | mr. If both m and r are odd, then there is no self-dual code over GR(p m , r) of odd length n. Hence, if there exists a self-dual code over GR(p m , r), then n is even, and the other direction follows by (ii).
For the proof of (v), we refer to [14] .
In the following proposition, we give the building-up construction for generating self-dual codes over GR(p m , r). 
Then the following matrix
Proof. We first show that any two rows of G are orthogonal to each other. The first row of G is orthogonal to itself as the inner product of the first row with itself equals 1 + x · x = 0 in GR(p m , r) . Furthermore, the first row of G is orthogonal to any (i + 1)th row of G for 1 ≤ i ≤ e − 1 since
It now remains to show that any (i + 1)th row of G is orthogonal to any (j + 1)th row for 1 ≤ i, j ≤ e − 1. The inner product of the (i + 1)th row of G with the (j + 1)th row equals 0 since
We note that
by (i) of Lemma 3.3 as it is self-dual. Since G had one more row starting with 1 than G 0 , the code C generated by
. This shows that C is self-dual by (i) of Lemma 3.3. This completes the proof.
The following proposition shows that any self-dual code C over GR(p m , r) with free rank ≥ 2, even length n ≥ 4 and minimum weight d > 2 is obtained from some self-dual code C 0 over GR(p m , r) of length n − 2 (up to permutation equivalence) by the construction method in Proposition 3.4. Proof. Let C be a self-dual code over GR(p m , r) of length n with the free rank ≥ 2 and minimum weight d > 2. Let G be a generator matrix of C in a standard form as follows:
where a i are row vectors of length n − 2. It is sufficient to show that there exist a vector
n−2 and a self-dual code C 0 over GR(p m , r) of length n − 2 such that the code C 1 constructed from C 0 using x by the method in Proposition 3.4 is equivalent to C.
We note that a i · a j = 0 for i = j, 1 ≤ i, j ≤ e, a i · a i = −1 for i = 1, 2, and a i · a i = 0 for 3 ≤ i ≤ e since C is self-dual. Let c be in GR(p m , r) such that c 2 = −1 in GR(p m , r) . We note that c is a unit in GR(p m , r), so C also has the following generator matrix
Deleting the first two columns and the second row of G produces an (e − 1) × (n − 2) matrix
It is straightforward to show that any two rows of G 0 are orthogonal to each other. Therefore, G 0 is a generator matrix of some self-orthogonal code C 0 of length n − 2.
Letting x = a 1 be a row vector of length n − 2, x · x = a 1 · a 1 = −1 in GR(p m , r). Using the vector x = a 1 and the self-orthogonal code C 0 , we can construct a self-orthogonal code C 1 with the following generator matrix G 1 by Proposition 3.4. In fact, the e × n matrix
is permutation equivalent to G as c is a unit in GR(p m , r), so, in fact, C 1 is self-dual.
We therefore have that C 0 is self-orthogonal and
, thus C 0 is also self-dual by (i) of Lemma 3.3. Hence the given code C is obtained from the self-dual code C 0 by the building-up construction in Proposition 3.4 (up to permutation equivalence). This completes the proof. Remark 3.6. First, we note that a similar construction method can be applied to self-dual codes over finite chain rings.
Second, we remark that the minimum weight of the code obtained by Proposition 3.4 can increase by up to 2 in general (although all examples in the next section have minimum weight increased by at most 1). It is affected by a coset leader of any coset of C 0 . Any two vectors x 1 and x 2 in the same coset of C 0 produce the same code. Coset leaders of C 0 with higher weights usually produce self-dual codes C with better minimum weights. Finding their exact minimum weights can be time-consuming in this construction.
Examples
In this section, we construct MDS self-dual codes over various Galois rings using the building-up construction. Checking equivalence of codes over Galois rings seems difficult. Thus we generate usually 30 distinct (not necessarily inequivalent) codes and list 10 of them to save the space. Omitted codes in this section are available from the authors.
As our self-dual codes C will be free, we use the following lemma to expedite the calculation of the minimum weight of C. 0, 1, 4) , (5w + 4, w + 6, 1, w + 1)} generates a self-dual code C 4 of length 4 with Hamming weight 3. We list only 10 distinct codes in Table 2 to save space. Here by Proposition 3.4, the second and third columns give the values of −y 1 and cy 1 , respectively, and the fourth column gives the value of x. Applying Proposition 3.4 to C 4 we obtain at least 30 MDS self-dual codes of length 6, all of whose Hamming weight enumerators are W 6 (y) = 1 + 1200y 4 + 36960y 5 + 493280y 6 . For example, {(1, 0, 0, 1, w +1, w +1), (4w +4, 4, 1, 0, 1, 4), (7w +3, 4w +2, 5w +4, w +6, 1, w +1)} generates a self-dual code C 6 of length 6 with Hamming weight 4. We list only 10 distinct codes in Table 3 to save space. Here columns from the second to sixth give the values of −y 1 , cy 1 , −y 2 , cy 2 , respectively, and the last column gives the value of x.
Similarly, using C 6 , we obtain at least 30 MDS self-dual codes of length 8, all of whose Hamming weight enumerators are W 8 (y) = 1+4480y 5 +170240y 6 +3897600y 7 +38974400y 8 . One example, denoted by C 8 , is generated by { (1, 0, 0, 0, 1, w, 2, 2w+7), (w+4, 6w+7, 1, 0, 0, 1, w+  1, w+1), (w+5, 5w+6, 4w+4, 4, 1, 0, 1, 4), (4w+2, 2w+6, 7w+3, 4w+2, 5w+4, w+6, 1, w+1 )}. 
7w 7w + 5 (7, 2) C 4,9 2w + 4 7w (7, 7) C 4,10 5w + 6 8w + 4 (8, 4) We list only 10 distinct codes in Table 4 to save space. Here columns from the second to sixth give the values of −y 1 , −y 2 , −y 3 , respectively, from which cy i (i = 1, 2, 3) is easily computed, and the last column gives the value of x.
For length 10, using C 8 , we obtain at least 30 self-dual codes of length 10 with Hamming minimum distance 5. We obtain at least 6 different Hamming weight enumerators as follows. W 10,1 (y) = 1 + 288y 5 + 15360y 6 + 722880y 7 + 21651120y 8 + 384933440y 9 + · · · , W 10,2 (y) = 1 + 432y 5 + 14640y 6 + 724320y 7 + 21649680y 8 + 384934160y 9 + · · · , W 10,3 (y) = 1 + 720y 5 + 13200y 6 + 727200y 7 + 21646800y 8 + 384935600y 9 + · · · , W 10,4 (y) = 1 + 576y 5 + 13920y 6 + 725760y 7 + 21648240y 8 + 384934880y 9 + · · · , W 10,5 (y) = 1 + 144y 5 + 16080y 6 + 721440y 7 + 21652560y 8 +384932720y 9 +· · · , or W 10,6 (y) = 1+128y 5 +16160y 6 +721280y 7 +21652720y 8 + 384932640y 9 + · · · .
We list them in Table 5 , where the last column displays the corresponding weight enumerator. In the following examples, using the building-up construction in Proposition 3.4, we obtain self-dual (near) MDS codes over GR(q, 2) with q odd, 25 ≤ q ≤ 125 and lengths up to 12. Just like Example 4.3, G 2 produces MDS self-dual codes of lengths 8, 6, 4, and 2. We have found at least 30 self-dual near-MDS [10, 5, 5] codes having this property.
Example 4.5. Consider GR(7 2 , 2). We regard this as Z 7 2 [w] = {a + bw | a, b ∈ Z 7 2 }, where w satisfies w 2 = 43w + 46. Then −1 = c 2 for some c in GF(7 2 , 2) by Lemma 3.1, so we take c = 20w + 11 as c 2 = −1.
A generator matrix G 3 for a self-dual near-MDS [12, 6, 6] code over GR(7 2 , 2) is given in the appendix. As above, G 3 produces MDS self-dual codes of lengths 10, 8, 6, 4, and 2. We have found at least 30 self-dual near-MDS [12, 6, 6] codes having this property. We give the following generator matrix G 4 for a self-dual near-MDS [10, 5, 5] code over GR(3 4 , 2). Then G 4 produces MDS self-dual codes of lengths 8, 6, 4, and 2 as before. We have found at least 30 self-dual near-MDS [10, 5, 5] codes having this property.
Example 4.7. Consider GR(11 2 , 2). We regard this as Z 11 2 [w] = {a + bw | a, b ∈ Z 11 2 }, where w satisfies w 2 = 114w + 119. Then −1 = c 2 for some c in GF(11 2 , 2) by Lemma 3.1, so we take c = 29w + 41 as c 2 = −1.
A generator matrix G 5 for a MDS self-dual [12, 6, 7] code over GR(11 2 , 2) is given in the appendix. Then G 5 produces MDS self-dual codes of lengths 10, 8, 6, 4, and 2, as before. We have not found other MDS self-dual [12, 6, 7] codes, but have found at least 30 self-dual near-MDS [12, 6, 6 ] codes giving MDS self-dual codes of length 10, 8, 6, 4, and 2. We give a generator matrix G 6 in the appendix for a self-dual near-MDS [12, 6, 6] code over GR(5 3 , 2), whose successive deletion as before produces MDS self-dual codes of lengths 10, 8, 6, 4, and 2. We have found at least such 30 self-dual near-MDS [12, 6, 6] codes.
