A systematic measurement of the (α,γ) reaction for all the stable nickel isotopes has been performed using the γ-summing technique. For two of the isotopes, 60 Ni and 61 Ni, the α-capture cross sections have been experimentally measured for the first time. For 58,62,64 Ni, the current measurement is in excellent agreement with earlier results found in the literature, and additionally extends the energy range of the measured cross sections up to 8.7 MeV. The data provided a tool for testing the cross section predictions of Hauser-Feshbach calculations. The experimental results were compared to the cross sections calculated with the TALYS 1.6 code and commonly used databases: NON-SMOKER and BRUSLIB. For each of the investigated isotopes a combination of input parameter for Talys was identified that best reproduces the experimental data and recommended reaction rate has been calculated. Additionally, a set of inputs for Hauser-Feshbach calculations was given that, simultaneously for all the isotopes under consideration, reproduces the experimental data within the experimental uncertainties.
I. INTRODUCTION
The complete description of any stellar nucleosynthesis process requires knowledge of the stellar environment in which the process occurs, as well as information regarding nuclear properties. The nuclear input includes, but is not limited to, reaction rates for all the reactions involved in the process. The nuclear reaction pattern, in particular for explosive processes involving heavy nuclei such as r- [1, 2] , rp- [3, 4] , νp- [5] [6] [7] and p-processes [8] [9] [10] , includes reactions on very short-lived isotopes. Currently, it is impossible to measure the cross sections for all of the required reactions, especially for nuclei far from stability. As a result, the vast majority of the required reaction rates are based on theoretical models.
For reactions where the level densities are sufficiently high, such that the resonance spacing is small and the resonances overlap, the reaction can be thought of in terms of averaged quantities, In such cases, the reaction cross sections are usually determined by the statistical HauserFeshbach (HF) model [11, 12] . However there are limitations to the statistical model approach. For α-capture reactions in particular, the model fails to reproduce the cross sections in the few cases where reactions have been measured experimentally. Discrepancies between the experimental data and model calculations can be substantial [13] . Because statistical model predictions are an integral part of modeling nucleosynthesis processes, it is * anna.simon@nd.edu crucial to quantify, constrain and limit the uncertainties associated with theoretical inputs to improve the predictions of elemental abundances.
To perform a statistical model calculation a number of nuclear physics inputs are required, including deformations, masses, and level data, as well as models to describe level density, γ-strength functions and particlenucleus optical model potentials. The results of HauserFeshbach calculations are sensitive to the details of these inputs. It is usually the case that codes which calculate statistical model cross sections are designed to allow a user to choose between different options for nuclear input models, e.g. level density, γ-strength function and optical potential. As a result a single code package can yield a range of cross section results, depending on the various model combinations selected by the user.
In this work a systematic measurement of the α-capture cross sections for all the stable Ni isotopes was performed using the same experimental γ-summing technique. The results, combined with previous experimental data found in the literature provide an excellent opportunity for testing the Hauser-Feshbach calculations over a wide range of isotopes at Z=28. Nickel isotopes were chosen for this work, as they provide a wide range of stable isotopes to study, while shell-closure ensures a spherical nucleus for which deformation effects, that are difficult to consider in statistical models, are minimized.
The calculations for the current work have been performed using the TALYS 1.6 [14] nuclear reaction code, which is available under GNU General Public License [15] . The experimental Ni(α,γ)Zn data has also been compared to cross section calculations obtained from the code package NON-SMOKER [16, 17] , and to the specific TALYS nuclear input combinations required to generate the rates provided by the BRUSLIB library [18] . The paper is organized as follows. In Section II the experimental procedure utilized for this work, as well as the results and comparison to previous measurements found in the literature, are presented. The details of the theoretical calculations are summarized in Sec. III. The comparison of the nuclear input model cross section combinations to experimental data, as well as the NON-SMOKER and BRUSLIB databases, are given in Sec. III D. Also provided in Sec. III D are the recommended reaction rates for each target, obtained from the nuclear input model which best describes the experimental data. Finally, conclusions are given in Sec. IV.
II. EXPERIMENTAL PROCEDURE
The experiment was carried out at the University of Notre Dame utilizing an α beam from the 11-MVtandem-(FN)-Pelletron accelerator. Five isotopically enriched targets of all the stable nickel isotopes (A = 58, 60, 61, 62, 64) were used during the experiment. The thickness of each target was determined via the Rutherford Backscattering (RBS) technique, performed at Hope College Ion Beam Analysis Laboratory [19] . The details of the target properties are listed in Table I .
Each of the targets was irradiated with an α beam in the energy range of 5-9 MeV, in 200-500 keV steps. Due to the target thickness typical energy loss of the α beam was of the order of 0.1-0.4 MeV. In Table II the effective reaction energy at the center of the target is given. For each beam energy, the beam current in the range of 4-60 enA was used to maximize the count rate without compromising the live time or increasing the pile-up effects. The beam current was constantly monitored during the experiment using a Faraday cup at the end of the beam line. For a given beam energy the measurements took from a few minutes to an hour, depending on the reaction cross section. The collected data was constantly monitored online to ensure that the number of events in the spectra was sufficient for the analysis.
The γ-rays following the interaction in the target were detected with a γ-summing detector, SuN [20] , developed at the National Superconducting Cyclotron Laboratory, Michigan State University. SuN is a NaI(Tl) cylinder, 16 in. in diameter and 16 in. in length divided into eight optically isolated segments. The volume of the detector allows for total absorption of all the γ-rays emitted during the reaction. The resulting spectrum contains a single peak, the so-called "sum-peak", at the energy corresponding to the energy difference between the initial and final state of the populated nucleus. Alternatively, the energy of the sum-peak can be expressed as:
where E cm is the projectile energy in the center-of-mass frame of reference and Q is the reaction Q-value. Exam-ples of spectra obtained for each of the targets for the beam energy of 7.0 MeV are shown in Fig. 1 . For each of the targets a sum-peak is visible at an energy equal to E cm + Q. The background to the left of the sum peak in all the examples is due to an incomplete summation of the γ-ray energies in the detector and beam scattering off the Ta backing. A thorough discussion of the background contribution to the sum peak in this experiment is given in [21] . If there was no backing, the only source of real background in the sum peak area were cosmic rays. Based on this information, one has to make a choice for how to analyze the sum peak in a consistent way for all experiments. The safest approach was a linear background defined at the 3σ limit from the centroid of the sum peak (similar to what was used in [24] ). This analysis procedure was used for efficiency calibration measurements with radioactive sources and with 27 Al(p,γ) 28 Si resonances [20] , and is consistent with the calibration of the setup.
For 61 Ni, additional structure is present in the spectrum around 9.3 MeV. This is due to the neutrons originating from the (α,n) channel that are detected in the SuN's crystals. Details of the technique and experimental procedures are described in [20] and briefly discussed below.
For each of the beam energy steps, the sum-peak was fitted with a sum of a Gaussian and linear background to determine the width (σ) of the peak, as shown in Fig.  1 . After subtraction of the background fit, the sum-peak was integrated in the region (E Σ − 3σ,E Σ + 3σ) to obtain the number of events N Σ . The sum-peaks originating from the other isotopes present in the analyzed targets were well separated from the sum-peak of interest due to the differences in the reaction Q-value. Only in the case of 60 Ni and 61 Ni is the difference in Q-value less than the width of the integral window. However, due to the high enrichment of both targets, the estimated contribution to the sum-peak from the impurity is less than 1%. In the case of 64 Ni the enrichment was the lowest of all targets used (40(5)%), however the sumpeak was well separated from the contributions of the impurities due to its significantly higher reaction Q-value.
The average γ-multiplicity M for each beam energy was determined from the average number of detector segments that registered a signal during a given event, the so-called "hit pattern". Then, the detection efficiency ǫ Σ was determined for each pair of E Σ and M based on the Geant4 simulations described in [20] .
The reaction cross section was calculated from:
where N α is the total number of beam particles, and n t is the areal target density. For each of the targets the measurements were carried out in a beam energy range as wide as possible, to provide a wide range of cross section data. The lower limit of the energy range was defined by the lowest reaction cross The shift of the position of the peaks due to differences in the reaction Q-value is clearly visible. For each sum-peak the fitted combination of peak and background is shown (red) and the background under the sum-peak is denoted in green. For 61 Ni target additional structure resulting from the neutron from the (α,n) channel is also present.
section that could be measured for a given system, i.e. the case where the sum-peak count rate was comparable to the count rate for the background in the same range of the γ-ray spectrum. The higher end was limited by the intensity of the neutrons emitted from the (α,n) channel that rapidly increases with the beam energy after the threshold is reached. The measured cross sections for (α,γ) reactions for each of the targets are shown as solid black circles in Figures 2-6 and are listed in Table II . 
FIG. 2. (color online)
58 Ni(α,γ) 62 Zn cross sections obtained in this work (solid circles), and data found in the literature [22] (open symbols). The TALYS 1.6 calculation for model parameter combination which gives the minimum χ 2 for the 58 Ni(α,γ)
62 Zn data set, 2-4-4, is shown as a solid line. The broken lines correspond to the model parameter combinations which resulted in minimum χ 2 for other analyzed targets and the long-dashed line is the 2-4-3 model that gives the best description to all the targets simultaneously (see Section III for detailed explanation). The double-dotted and dot-dashed lines show the cross sections from the NON-SMOKER and BRUSLIB databases, respectively. The uncertainties listed in Table II include both the systematic and statistical uncertainties. The systematic uncertainties in the cross section values are due to the detector efficiency (6.7-16% relative uncertainty), target thickness and enrichment (5%), and beam current (5%). The statistical uncertainty in the number of counts within the sum-peak was in the range of 1.5-7.7%, depending on the number of counts in the sum-peak. The dead time of the measurement was low, typically of the order of 1%. The open symbols denote data from [23] .
For Zn reaction cross section and its impact on stellar nucleosynthesis calculations is given elsewhere [21] .
In case of 62 Ni, the current measurement covers the same energy range as that investigated by Zyskind et al. [23] and Spyrou et al. [24] . Both measurements were performed using in-beam techniques: Zyskind utilized a small Ge detector at 55
• to the beam direction to detect γ-rays feeding the ground state of the reaction product, while Spyrou used a large NaI(Tl) detector for the γ-summing technique. It has to be noted that in the paper Zyskind shows only the statistical errors in the crosssection plots and states in the text that the systematic errors are about 20% of the cross section value. In Fig. 5 the data points from [23] are shown with the total uncertainty that includes both the statistical and systematic uncertainty. All three measurements are in very good agreement with each other throughout the whole beam energy range investigated.
In the same paper, Zyskind and coauthors report a measurement of the 64 Ni(α,γ) 68 Zn cross section, using the same in-beam technique as for 62 Ni. Similarly to the 62 Ni(α,γ)
66 Zn, the figures in the original paper show only the statistical errors. Here, in Fig. 6 the data points are given with the total uncertainty, including both statistical and systematic errors. The cross sections reported in the paper agree with the current measurement, but the the new data extends the experimentally covered energy range up to 8.5 MeV.
For two of the targets, 60 Ni and 61 Ni, the α-capture cross sections have not been measured before.
III. HAUSER-FESHBACH CALCULATIONS
The systematic study of the (α,γ) reactions for all the stable Ni isotopes provides a great tool for testing the HF calculations around Z=28. In order to evaluate the theoretical calculations, the experimental α-capture cross sections for all five nickel isotopes were compared to calculations from the TALYS 1.6 package. There is a very large number of nuclear input model options in the TALYS package that a user can select from to perform a calculation. In order to limit the number of calculations performed, only the level density (LD) model, γ-strength function (gSF), and α optical model potential (aOMP) were investigated. The semi-microscopic JLM optical model [25] was used for neutrons and protons in Zn for the six level density models in the TALYS 1.6 package. The black dotted line refers to the experimentally known levels in 62 Zn [26] . At high energies, the experimental data no longer provide a true estimate of the level density. Numbers in brackets refer to the model number in TALYS 1.6.
all of the calculations. The default option for TALYS to normalize the γ-ray transmission coefficients to the average radiative capture width at the neutron threshold for gSF models 1 and 2 (see Sec. III B below) was disabled, so that the γ-strength function was determined directly from the giant dipole resonance parameters. Also disabled was the default option in TALYS to include the effects of pre-equilibrium reactions in the cross sections, however at the low-energies considered in this study contributions from pre-equilibrium reactions are not significant.
A. Level density
There are six LD models included in the TALYS Version 1.6 package:
1. Constant temperature matched to the Fermi gas model (CT+BSFG) [27] 2. Back-shifted Fermi gas model (BSFG) [27, 28] 3. Generalized super fluid model [29, 30] 4. Hartree Fock using Skyrme force [31] 5. Hartree-Fock-Bogoliubov (Skyrme force) + combinatorial method [32] 6. Microscopic model, Gogny force [33] .
Of these models, the CT+BSFG and BSFG are traditionally the most commonly used in statistical model calculations for nuclear astrophysics. The code NON-SMOKER, used to generate the thermonuclear reaction rate library REACLIB [34] also used the CT+BSFG level density description. However it is important to stress that the implementation of the CT+BSFG model in NON-SMOKER differs from that of TALYS in a number of key respects, including the definition of the back-shift, level density and spin-cut off parameters, as well as the temperature and the CT+BSFG matching point energy [35] . When generating the BRUSLIB library [18] , TALYS was operated using microscopic model 5 in the above list. For a comparison of the above LD models, the cumulative number of levels as a function of excitation energy for 62 Zn has been plotted in Fig. 7 . It can be seen that the CT+BSFG model is quite successful at describing the low-energy discreet levels in 62 Zn [26] , whereas the microscopic models all over-estimate the discreet level density. However, at high energies, the experimental data no longer provides an accurate estimate of the true level density and no conclusion for comparison with the models can be drawn. This result is generally true for all the residual nuclei in this study.
B. E1 γ-strength function
Five E1 gSF models for the giant dipole resonance have been included in the TALYS 1.6 package. These are:
1. Kopecky-Uhl generalized Lorentzian (KU) [36] 2. Brink-Axel Lorentzian (BA) [37, 38] 3. Hartree-Fock BCS (HF-BCS) [26] 4. Hartree-Fock-Bogolyubov (HFB) [26] 5. Modified Lorentzian (Gor-ML) [39] .
To aid with visualizing the differences between the gSF models available in the TALYS 1.6 package, the five E1 strength functions are shown for the example case of 58 Ni(α,γ) 62 Zn in Fig. 8 . Model 4, the HFB approach from [26] , was used to generate the rates in the BRUS-LIB library. For comparison, also shown in the plot is the gSF for the double Lorentzian model (DLO), which is used in the NON-SMOKER code.
C. α-optical potential
Five models for the α-optical potential have been included in the TALYS 1.6 package used in the present study:
1. Koning-Delaroche [40] 2. McFadden -Satchler [41] 3. Demetriou et al. given in Table 1 of Ref. [42] 4. Demetriou et al. given in Table 2 of Ref. [42] 5. Demetriou et al. [42] , dispersive model. Models 3 and 4 in the above list are based on the double folding potential with the M3Y effective nucleonnucleon interaction, but with different parameterizations for the Wood-Saxon description of the imaginary potential. TALYS allows the user to manipulate the double folding potential by modifying both the depth and the shape. For the present study these options were not investigated, so that the aOMP was supplied directly from the model given by Demetriou et al. Model 5 is also based on the same double folding potential, but using the dispersive model. Model 5 was also used in the compilation of the BRUSLIB database, whereas McFadden-Satchler (model 2) was used by the NON-SMOKER code in the generation of the REACLIB database.
D. Results
For each of the Ni targets, calculations of the α-capture cross section were performed utilizing all possible combinations of the level densities, γ-strength functions and α-optical potential models available within TALYS 1.6, listed in Secs. III A -III C.
In order to uniquely distinguish calculations from the LD-gSF-aOMP combinations, a three digit notation was used. The first digit refers to the level density model, 1...6 as listed in Sec III A; the second refers to the γ-strength function, 1...5 as given in Sec III B; and the third corresponds to the α optical model, 1...5 enumerated in Sec. III C. This nomenclature has been used throughout the rest of the paper to describe calculations from the various nuclear input model combinations.
The statistical model calculations were performed at center of mass energies corresponding to the energies for which there was experimental data. Considering all of the available data for a given Ni reaction, a χ 2 minimization was then performed for each calculated cross section so that the nuclear input model combination that best described the experimental data could be identified. The nuclear input model combination that yields the minimum χ 2 for each Ni reaction is shown as a solid line in Figs. 2-6 and the χ 2 values are listed in Tab. III. Experimental data considered for the χ 2 minimization are also shown on the plots; solid circles correspond to data measured in the present study, whereas open symbols correspond to data available in the literature.
Using the TALYS code and the input model parameters that best describe the measured cross sections the thermonuclear rate for α-capture was calculated for each of the targets. The obtained reaction rate values are listed in Table IV. Additionally shown in Figs. 2-6 are the cross sections from two commonly used databases. The first database, REACLIB, provides cross sections calculated using the NON-SMOKER code (NS). The second, BRUSLIB, provides reaction rates rather than cross sections calculated using the TALYS code. In order to obtain the cross sections that could be directly compared with the experimental data, the TALYS calculations were performed using the same set of input parameters as used for BRUS-LIB rates [43] . Both the data bases provide cross sections that are significantly different from the experimental values (up to a factor of 2), but are also significantly different from each other. The NS calculations have been performed using the McFadden-Satchler potential [41] and, in general, tend to over-estimate the experimental cross sections. It was pointed out by [42] that the fixed well parameter, energy independent alpha optical model of McFadden results in over-predicted cross sections. On the other hand, the mass and energy dependent dispersive optical potential of [42] tends to result in underprediction for the isotopes considered in the present study. The wide ranging cross sections resulting from these two aOMPs emphasizes the uncertainty and importance of establishing a reliable description of the alpha optical potential.
Along with the nuclear input model combination that results in the minimum χ 2 , also plotted in Figs. 2-6 are the model inputs that represent the minimum χ 2 for the other four Ni reactions. The same line color is used for a given model combination through all the figures. For example, plotted as a solid line in Fig. 2 It is not very practical to calculate the cross sections for a large range of nuclei using a unique set of input models for each nucleus. For this reason a combination of models that would minimize the discrepancy between the HF predictions and the measured cross sections has been identified. For this purpose χ 2 values were calculated for hypothetical situations when the models reproduce the data within 10%, 20%, 30% and 50%. Typical relative uncertainty for the data discussed in this paper is in the range of 10-30%, thus these limits correspond to the models that, on average, reproduce the data within the experimental uncertainties. The corresponding values of χ 2 for each of the targets are listed in Table III . Then a model that results in the smallest discrepancy from the data simultaneously for all the targets was identified. The chosen model combination, 2-4-3, reproduces the experimental data for 58 Ni within 10%, for 60 Ni within 20%, 62 Ni and 64 Ni -within 30% and for 61 Ni within 50% of the measured cross section value. The chosen model combination lies within the experimental uncertainty of a vast majority of the the data points for the even-even nuclei For the odd-even 61 Ni target the data is underestimated for low energies and 1.14 ×10
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overestimated for high beam energies by at most a factor of two. Such discrepancy is within the acceptable limits of the HF predictions, typically being up to a factor of 3 [17, 44] . It can be clearly seen from Figs 2-6 that one has to be very cautious when choosing the input models for HF calculations as these can result in even an order of magnitude discrepancy between the calculations and measurements. A systematic study of the reactions cross section provide a constrain for the choice of input models in a given range of the chart of nuclides and significantly reduces the discrepancy between the HF prediction and the measured cross sections.
IV. CONCLUSIONS
A systematic measurement of the (α,γ) reaction for all the stable nickel isotopes have been performed using the γ-summing technique. All the measurements were performed using the same technique to avoid possible discrepancies in the result due to various experimental methods used. The data obtained is in an excellent agreement with those found in the literature for 58,62,64 Ni and additionally extends the energy range of the measured cross sections up to 8.7 MeV. For two of the isotopes, 60 Ni and 61 Ni, the α-capture cross sections have been experimentally measured for the first time.
The data was compared with the theoretical prediction of the cross sections from Hauser-Feshbach calculations utilizing the TALYS 1.6 code. A single combination of level density, γ-strength function and optical potential that could reproduce the (α,γ) data for all 5 reactions could not be found, however analysis show that the combination of the level density function using the backshifted Fermi gas model [27, 28] , Hartree-FockBogoliubov (HBF) [26] γ-strength function and the α optical potential of Demetriou et al. given in Table 1 of Ref. [42] resulted in the smallest average discrepancy from the data across all the isotopes analyzed. Because this nuclear input model combination reproduced the data to within 30% for all the even-even isotopes and within 50% for 61 Ni, it is recommended for the cross section estimations within this mass region when experimental data is not available. Additional experimental data in the Z≈28 region would be valuable to further test the applicability of this combination of Hauser-Feshbach inputs to other nuclei.
The experimental results were also compared with commonly used data bases: NON-SMOKER and BRUS-LIB. A significant deviation from the data was found in case of both the data bases, thus, caution is advised when using these predictions for α-capture rates in this mass region.
