the square of p(z), namely, p(z) 2 = r 0 + r 1 z + · · · + r 2d z 2d .
Then, for each positive integer d ≥ 1, we are interested in the smallest positive number κ(d) for which there is a polynomial p(z) of degree d with nonnegative real coefficients such that the coefficients r 0 , r 1 , . . . , r 2d of p(z) 2 all lie in the interval [1, κ(d) ]. Similarly, let κ rec (d) be the smallest positive number such that all coefficients of the square p(z) 2 of a reciprocal polynomial p(z) of degree d (i.e. satisfying p(z) = z d p(1/z)) with nonnegative real coefficients lie in the interval [1, κ rec (d)]. It is easy to see that the numbers κ(d) and κ rec (d) exist for every d ∈ N. Indeed, by compactness, the infimum inf q(p 2 ), where p runs through polynomials with nonnegative coefficients of degree d, is attained and is equal to κ(d). Also, inf q(p 2 ), where p runs through reciprocal polynomials with nonnegative coefficients of degree d, is attained and is equal to κ rec (d).
In [3] the first named author introduced the sequence y 0 = 1, y 1 = 1/2, y 2 = 3/8, . . . , where each y n , n ≥ 1, is defined by the recurrence formula (1) 2y 2k y 0 + 2y 2k−1 y 1 + · · · + 2y k+1 y k−1 + y 2 k = 1 for n even, i.e. n = 2k, k ∈ N, and (2) 2y 2k+1 y 0 + 2y 2k y 1 + · · · + 2y k+2 y k−1 + 2y k+1 y k = 1 for n odd, i.e. n = 2k + 1, k ≥ 0. We define the following reciprocal polynomial:
Note that, by Theorem 2 below, p d (z) has positive coefficients. The quotients q(p 2 d ) between the largest and the smallest coefficients of p d (z) 2 for d = 1, . . . , 12 have been calculated in [3] : (3) , and has positive coefficients, by Theorem 2. The calculations with small d show that (4) κ In this paper, we are able to prove the second equality in (4):
This shows that the polynomial (3) is optimal among all reciprocal polynomials in the sense that it has the "flattest" square. The sequence of rational numbers y n defined in (1), (2) can be determined explicitly in terms of central binomial coefficients: Theorem 2. We have y n = 2 −2n 2n n for each n ≥ 0. The next theorem shows that q(p 2 d ) is unbounded and answers a corresponding question raised in [3] :
for each even positive integer d. Here, y n = 2 −2n 2n n and Corollary 4. Let A be a symmetric subset of the set {0, 1, . . . , d} such that A + A = {0, 1, . . . , 2d}. Then there is an element a ∈ {0, 1, . . . , 2d} which has at least c log d representations in the form a = a 1 + a 2 , a 1 , a 2 ∈ A. Here, c is an absolute positive constant.
We next prove Theorem 2, then, using it, Theorem 3 and, finally, using both, we establish Theorem 1.
Proof of Theorem Consider the function
From (1) and (2), we deduce that
On the other hand, let
Note that
Setting t n := 2 −2n 2n n , we obtain
, so the sequence t n , n = 0, 1, . . . , satisfies the same recurrence formulas (1), (2) . Since each y n is uniquely determined by y 0 , . . . , y n−1 and y 0 = t 0 = 1, this implies y n = t n = 2 −2n 2n n for each n ≥ 0, as claimed. This completes the proof of Theorem 2.
Similarly, for each integer k ≥ 2, the kth power of the series
z n with coefficients 1, 1, 1, . . . . This shows that the Erdős-Turán problem for the kth power of the series with nonnegative real (instead of 0, 1) coefficients has a trivial answer: such a power can have all coefficients equal.
Proof of Theorem Write
and
. Hence, by (5),
By Theorem 2, (7) and (8) we obtain We next find an asymptotical formula for q(p 2 d ). Fix ε > 0. By Theorem 2 and Stirling's formula,
(2n/e) 2n √ 2π2n 2 2n (n/e) 2n 2πn = 1 √ πn as n → ∞. So there is a positive integer d 0 (ε) such that (10) 1 − ε πn < y 2 n < 1 + ε πn for each n ≥ d 0 (ε). Thus, in both cases (even and odd d), we have (11) q(p (10), we deduce that
4. Proof of Theorem 1. Let V n be a subset of vectors (x 0 , . . . , x n−1 ) in R n determined by the inequalities x 0 , x 1 , . . . , x n−1 ≥ 0,
. . .
The key element in the proof of the theorem is the following:
, where equality holds if and only if v = (y 0 , . . . , y n−1 ).
Proof. Suppose that v = (x 0 , . . . , x n−1 ) ∈ V n . By Theorem 2, y n > 0 for each n ≥ 0. So, for every pair i, j satisfying 0 ≤ i < j ≤ n − 1, we have
where equality holds if and only if x j y i = x i y j . Fix an integer in [0, n − 1]. Replacing each double product 2x i x −i in this way and leaving x 2 /2 as it is (if is even), we obtain
Here, the second inequality becomes equality if and only if (x 0 , . . . , x ) = λ (y 0 , . . . , y ) with a scalar multiple λ > 0. For such a vector (x 0 , . . . , x ), the first inequality, (1), (2)), is equality if and only if λ = 1. Hence 1 = i=0 x 2 i y −i /y i for = 0, 1, . . . , n − 1 if and only if v = (x 0 , . . . , x n−1 ) = (y 0 , . . . , y n−1 ) ∈ V n . Let µ 0 , . . . , µ n−1 be some positive constants to be chosen later. Multiplying the th inequality, 1 ≤ i=1 x i x −i , by µ and adding them for = 0, 1, . . . , n − 1, we find that
We next show that positive numbers µ 0 , . . . , µ n−1 can be chosen so that all coefficients a i := y
Indeed, set µ n−1 := 1 and then, step by step left to right, determine µ n−2 , µ n−3 , . . . , µ 0 . We claim that µ n−1 , . . . , µ 0 are all positive. For a contradiction assume that µ n−1 = 1 > 0, . . . , µ n−i+1 > 0, but µ n−i ≤ 0 for some i satisfying 2 ≤ i ≤ n. Since
and µ n−1 , . . . , µ n−i+1 > 0, this can happen only if some difference y i−j−1 y n−i+1 − y i−j y n−i is at most 0. Hence y i−j−1 y n−i ≤ y n−i+1 y i−j for some i, j satisfying 1 ≤ j ≤ i − 1 ≤ n − 1. However, by (9) , y i−j−1 > y i−j and y n−i > y n−i+1 , giving y i−j−1 y n−i > y n−i+1 y i−j , a contradiction. Now, since all µ i are positive and all a i , i = 0, 1, . . . , n − 1, are equal, we must have
As we already observed, for (x 0 , . . . , x n−1 ) = (y 0 , . . . , y n−1 ) (and only for this vector), we have equality in (12) and so in (13). Thus
Hence, by (13), we find that
This proves the lemma.
For the proof of Theorem 1, fix d ∈ N and assume that p(z) = x 0 + x 1 z + · · · + x 1 z d−1 + x 0 z d is a reciprocal polynomial of degree d with nonnegative coefficients such that the coefficients of its square p(z) 2 = r 0 + r 1 z + · · · + r 1 z 2d−1 + r 0 z 2d are all greater than or equal to 1. Then 
