Online sequential extreme learning machine (OS-ELM) and its variants provide a promising way to solve data stream problems, but most of them do not take the timeliness of the problems into account, which may degrade the performance of the model. The main reason is that these algorithms are unable to adapt to the latest data accordingly when the distribution of the data stream changes. To mitigate this limitation, the forgetting factor is introduced into the relevant models, which is used to balance the relative importance of past data and new data when necessary. However, there is no efficient way to set the forgetting factor properly so far. In this paper, we have developed a novel updating strategy for setting the forgetting factor and proposed a dynamic forgetting factor based OS-ELM algorithm (DOS-ELM). In the sequential learning phase of DOS-ELM, the forgetting factor can be adjusted dynamically according to the change degree of the model accuracy in each learning epoch. This updating process does not require setting any parameters artificially and thus greatly improves the flexibility of the model. The experimental results on ten classification problems, five regression problems, one time-series problem show that DOS-ELM can deal well with both stationary and non-stationary data stream problems. In addition, we have extended DOS-ELM to an online deep model named ML-DOS-ELM, which can handle more complex tasks such as the face recognition problem and the handwritten digit recognition problem. Our experimental evaluations show that both DOS-ELM and ML-DOS-ELM can achieve higher prediction accuracy compared to the other similar algorithms.
I. INTRODUCTION
Recently artificial neural networks have achieved significant breakthroughs in many fields, such as speech recognition [1] , action recognition [49] , image processing [2] , [3] , and natural language processing [4] . Most of these algorithms use the batch learning mode [38] , which is characterized by the fact that whenever the new data is received the model will be retrained together with the past data. Such a training mechanism makes it difficult for batch learning algorithms to deal with the online learning problems (i.e., data stream learning problems) such as the short-term energy consumption prediction problem. The main reason is that with the continuous arrival of new data, the batch learning based training The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. mechanism becomes more time-consuming, and demands a higher usage of memory.
To alleviate the above problem, online sequential learning algorithms are proposed, which do not require any prior knowledge as to the number of training samples that will be presented, only the newly arrived samples are seen and learned. Therefore, the memory usage of these algorithms is relatively smaller than the batch learning algorithms. Some notable neural networks-based online sequential learning techniques include the back-propagation based algorithms (e.g., SGBP [5] ), neural networks with radial basis function nodes (e.g., GAP-RBF [6] ), extreme learning machine (ELM) based algorithms (e.g., OS-ELM [7] and Fuzziness based OS-ELM [8] ). The first two algorithms (i.e., SGBP and GAP-RBF) adopt the iterative learning mechanism based on the error back propagation. They can handle the new data one by one but always suffer from long training time. While ELM based algorithms (e.g., OS-ELM) are able to learn the new data one by one and chunk by chunk with fixed or varying size. In addition, these algorithms can achieve much faster learning speed than others in some cases due to their non-iterative learning mechanism [9] . Furthermore, only the number of hidden layer nodes needs to be specified in the ELM based algorithms, whereas there are many hyperparameters (e.g., learning rate, momentum, etc.) that to be specified and fine-tuned in the others. OS-ELM and its variants have been applied to many fields, such as class imbalance learning [10] , [43] , [48] , indoor localization [11] , engine air-ratio control [12] , and gas utilization ratio prediction [47] .
The aforementioned algorithms assume that the distribution of data stream is stationary. In fact, the distribution may change with time in some practical scenarios such as the stock data and meteorological data. For these scenarios, one needs to consider the timeliness of the problems and give higher weights to the new data when necessary, in this way the online model can be better adapted to the new environment. However, detecting and coping with the changes in the distribution of a data stream is a very challenging task [13] , [14] .
To deal with the above issue, several OS-ELM based online sequential learning algorithms have been proposed such as FOS-ELM [15] , OS-ELMK [16] , FOK-ELM [17] , TOS-ELM [18] , WOS-ELM [19] , and some other advanced variants [39] - [45] . In this paper, we focus on the algorithms with a controlling parameter named forgetting factor such as TOS-ELM and WOS-ELM, which can balance the relative importance of new data and past data and adjust the model to pay more attention to the new data when the concept drift is detected. However, these algorithms do not give a convenient and efficient way to set the value of forgetting factor. Take WOS-ELM as an example, the updating function of its forgetting factor contains two predefined parameters (i.e., the setpoint error and the minimum of the forgetting factor), which are hard to be set properly by empirical methods. In addition, there is only one hidden layer in their network structure, which may make them unable to extract highlevel features from some complex tasks such as the image processing problem.
To solve the above problem, we developed a novel updating strategy for the forgetting factor and proposed an OS-ELM with dynamic forgetting factor algorithm (DOS-ELM) in this paper. In DOS-ELM, the change degree of the model accuracy in each learning epoch is used as the signal for adjusting the forgetting factor. Specifically, if the prediction accuracy of the model updated with the new data is lower than that of the previous model, the forgetting factor will be reduced according to a predefined rule, which means that the weight of the past data is reduced while the weight of the new data is relatively enhanced, and vice versa. Notice that there is no parameter to be set artificially in the updating process of the forgetting factor, which implies that the proposed method can avoid the interference of human factors on the performance of the model. Experimental results on ten classification problems (including four data stream problems with clear non-stationary properties), five regression problems, and one time series problems show that the proposed DOS-ELM has better generalization performance than OS-ELM [7] , TOS-ELM [18] , and WOS-ELM [19] .
In addition, inspired by the idea of OS-ELM-AE [20] , we have extended DOS-ELM to an online deep model named Multiple hidden Layers DOS-ELM (ML-DOS-ELM). In the network structure of ML-DOS-ELM, there are at least two hidden layers. The experimental results on a complex face recognition problem and a popular handwritten digit recognition problem show that ML-DOS-ELM can achieve higher prediction accuracy than OS-ELM, DOS-ELM, and Multilayer-OS-ELM [20] .
The main contributions of this paper are as follows.
1) A novel online sequential learning algorithm with dynamic forgetting factor named DOS-ELM is proposed, which provides a new updating strategy for the forgetting factor. The proposed updating strategy does not require setting any parameters artificially and thus avoids the interference of human factors on the model performance. 2) We extend DOS-ELM to a multi-layer online model named ML-DOS-ELM, which can extract more highlevel features from the training data and provide a new way to deal with complex problems in online learning scenarios.
3) The proposed DOS-ELM provides a unified framework for dealing with classification, regression, time series, and image processing tasks. In addition, we have performed thorough experimental evaluations, which justify that the proposed algorithm can deal well with the data stream problems with clear non-stationary properties and stationary properties.
The remainder of this paper is organized as follows. Section II briefly reviews ELM and OS-ELM algorithms. The proposed DOS-ELM algorithm is given in Section III. The details of the experimental results and the corresponding analysis are described in Section IV. Section V provides conclusions and future works.
II. REVIEW OF ELM AND OS-ELM
Extreme learning machine (ELM) is a special type of feedforward neural network, in which the input weights and hidden bias are assigned randomly and then remain the same throughout the training process while the output weights are obtained analytically. This non-iterative learning mechanism enables it to achieve much faster training speed than the traditional neural networks in many scenarios [50] , [51] . This section briefly reviews the training mechanism of ELM and online sequential ELM (OS-ELM).
A. EXTREME LEARNING MACHINE (ELM)
Extreme Learning Machine (ELM), first proposed by Huang G.B. in 2004 [21] , has the same training mechanism as several VOLUME 7, 2019 early neural networks with random weights (NNRW) such as RVFL [22] and FNNRW [23] . In recent years, ELM has attracted many attentions and lots of ELM-based algorithms have been proposed and applied to many fields given its strengths in model training [24] - [27] .
A typical network structure of ELM is shown in FIGURE 1 , where ω denotes the input weights (i.e., the weights between the input layer and hidden layer) and b refers to the hidden bias (i.e., the thresholds of the hidden layer nodes), both of them are assigned randomly; β denotes the output weights (i.e., the weights between the hidden layer and output layer), which are obtained analytically. In addition, d, L, and m are the number of input layer nodes, the number of hidden layer nodes, and the number of output layer nodes, respectively. o denotes the predicted results of the model. 
Given a dataset
, an ELM with L hidden layer nodes and an activation function G(·) can be modeled as:
which also can be rewritten compactly as
where
The optimization object of ELM is as follows:
where o i is the predicted label of ELM model for the i th sample, t i is the real label of the i th sample, and N is the number of samples. According to the ELM theory, we can solve this problem by using the Moore-Penrose generalized inverse method:
When N > L,
When N < L,
When N = L,
Online Sequential Extreme Learning Machine (OS-ELM) [7] is an ELM based online sequential learning algorithm, which combines the advantages of ELM (e.g., fast learning) and the updating characteristics of online learning strategy (e.g., only the newly arrived data are seen and learned) and shows great potential in dealing with the data stream problems.
The training process of OS-ELM includes two phases: the initialization phase and the online sequential learning phase. Given a training dataset
, the learning process of OS-ELM can be summarized as follows.
1) INITIALIZATION PHASE
Given an initial training dataset D 0 = {(x j , t j |x j ∈ R d , t j = R m )} N 0 j=1 from D, the initial ELM model can be modeled and trained based on (1)- (6) . The output matrix of the hidden layer and the output weights of the initial ELM model are marked as H 0 and β 0 , respectively. Set k = 0 and P 0 = (H T 0 H 0 ) −1 .
2) ONLINE SEQUENTIAL LEARNING PHASE 1) Update the output matrix of the hidden layer as H k+1 = [H T k , H T k+1 ] T when the (k + 1) th chunk of new dataset D k+1 is given. Here, H k+1 denotes the corresponding random feature mapping matrix (i.e., the current output matrix of the hidden layer) of the new dataset.
2) Update the current output weights by using 
III. ONLINE SEQUENTIAL EXTREME LEARNING MACHINE WITH DYNAMIC FORGETTING FACTOR
In the online sequential learning phase of OS-ELM, when the new data arrives, the model is updated according to the following optimization object:
From (7), it can be observed that the past data and new data have the same weight coefficients in OS-ELM (i.e., both are 1), which means that OS-ELM regards their importance as the same. In other words, OS-ELM does not consider the timeliness of the training data. Therefore, we can infer that this method can deal with data stream problems with stable distribution.
However, in some real-life industrial application scenarios, the distribution of the data stream may gradually change due to the equipment wear or other reasons. In this case, the model is required to be able to discover the changes of the data stream as soon as possible and adjust the relative importance of new data and past data to better adapt to the new environment. In this case, the vanilla OS-ELM may not work very well.
To solve the above problem, several improved algorithms have been proposed in recent years such as FOS-ELM [15] , OS-ELMK [16] , FOK-ELM [17] , TOS-ELM [18] , and WOS-ELM [19] . One common feature of these algorithms is that they can balance the relative importance of past data and new data by a control parameter named forgetting factor, which can be regarded as the consideration of the model to the timeliness of data stream problems. However, there is no convenient mechanism to set a proper value for the forgetting factor in these algorithms. In addition, the network structures of these algorithms only have one hidden layer, which may limit their applications in some complex tasks such as image processing problems.
To deal with the above issues, we propose a novel online sequential learning algorithm with dynamic forgetting factor named DOS-ELM in this paper. DOS-ELM shows three advantages as follows.
1) The forgetting factor of DOS-ELM can be automatically and dynamically adjusted according to the iterative error, avoiding the instability of the model caused by artificial hyperparameters such as the setpoint error in the WOS-ELM; 2) DOS-ELM can be easily extended into a deep online model with multiple hidden layers (ML-DOS-ELM), which can be used to deal with some complex tasks in the online learning scenario; 3) DOS-ELM provides a unified framework for dealing with classification, regression, and time-series problems. The details of DOS-ELM and ML-DOS-ELM are given as follows.
A. DOS-ELM
Different from OS-ELM, in the online sequential learning phase of DOS-ELM, the optimization object becomes
where λ is the forgetting factor and λ ∈ [0, 1]. λ = 1 implies that the importance of the new data and past data is same, which is the case of OS-ELM. λ < 1 implies that the importance of the past data is lower than that of the new data. From (8), we can deduce that
. K 1 can also be rewritten as
where (9) and (11), we can obtain that
When the (k + 1) th chunk of the new data arrives, we can obtain the following generalized formula by generalizing the coefficients of (10) and (12) .
where K −1 k+1 is updated by using the Woodbury formula [28] K k+1
Let P k+1 = K −1 k+1 , the model updating equations can be rewritten as
It is noted that DOS-ELM degrades into the OS-ELM when λ = 1. The forgetting factor λ is updated by
where E denotes the difference between the accuracy of the current model that has learned the latest data and that of the previous model that does not studied the latest data, atan(·) is the arctangent function.
Here we give the details of calculating the accuracy of the current model. When the new data chunk arrives (denoted as D k+1 ), DOS-ELM updates the output weights using the formula derived in this paper and obtains the current model. Then we use the model to predict the labels of all samples in D k+1 . The accuracy of the current model can be obtained based on the difference between the predicted labels of the samples and the real labels of the samples. Then, let it subtract the accuracy of the previous model on D k to obtain the change degree E of the model accuracy in each learning epoch. Later, the value of the forgetting factor will be dynamically adjusted by substituting E into the updating formula of the forgetting factor.
Besides, we give the reason for choosing arctangent function as the adjustment function of forgetting factor. Our algorithm is mainly used to solve the gradual concept that may appear in the data stream. Compared with other types of concept drift, the change of data stream is relatively stable in the case of gradual concept. Considering this characteristic, we choose the arctangent function (denoted as atan(·)) to calculate the value of the forgetting factor according to the change degree (denoted as E) of the model accuracy in each learning epoch, because the arctangent function has good smoothness. The output range of atan(E) is (− π 2 , π 2 ). When |E| > 15, the value of atan(E) tends to be saturated. If we choose the hyperbolic tangent function (denoted as tanhx(E)) as the activation function, when |E| > 3, the value of tanhx(E) tends to be saturated. In other words, the mapping interval of the hyperbolic tangent function is more compact. Therefore, the atan(·) can adjust the value of the forgetting factor in a wider range than that of the tanhx(·).
The 1 5π in (16) is actually the zoom coefficient of atan(E), which is used to scale the output range of atan(E) to (−0.1, 0.1) In this way, the change of the forgetting factor can be made more stable, thus avoiding the performance fluctuation of the model caused by the excessive change of the forgetting factor [37] . The value of 1 5π is determined by multiple experiments. In the experiment, we chose 1 2π , 1 3π , 1 4π , 1 5π , 1 6π , 1 7π , and 1 8π as the scaling coefficient respectively. Through a large number of experiments, we found that 1 5π as the scaling coefficient can make the model have the highest prediction accuracy on all datasets in the paper. In other words, setting the value of the scaling coefficient to 1 5π can work well regardless of the dataset type. Therefore, the only value that dynamically changes in (16) is E (i.e., the change degree of the model accuracy in each learning epoch), and the value of E is automatically calculated during the process of sequential learning. So, we say no parameter needs to be set artificially in the updating process of the forgetting factor in our method. Compared to other algorithms such as WOS-ELM, our method can avoid the interference of human factors on the performance of the model. It is noted that any bounded monotonic function can be used as the adjustment function for the forgetting factor.
It can be inferred from (16) that when E > 0, that is, the model accuracy degrades after learning the new data, the forgetting factor λ will gradually decrease with the increase of E; when E = 0, λ remains unchanged; when E < 0, that is, the model accuracy is improved after learning the new data, the forgetting factor λ will gradually increase until λ = 1.
The proposed DOS-ELM algorithm can be summarized as follows.
Algorithm 1 DOS-ELM Algorithm
, the activation function G(·), and the number of hidden layer nodes L. Set the counter k = 0 and the initial forgetting factor λ = 1. Output: The output weights of DOS-ELM, marked as β.
Initialization phase:
Initialize the learning process using the same method as OS-ELM. As to the initial model, H 0 denotes the output matrix of the hidden layer, and β 0 denotes the output weights. B. ML-DOS-ELM One reason for the success of deep learning is that the model usually contains more than one hidden layer, which can make the model able to extract more high-level features from the training data. In this sense, we extend DOS-ELM to a deep online model that contains multiple hidden layers to deal with some complex tasks.
Mirza et al. [20] have proposed an OS-ELM based autoencoder named OS-ELM-AE to extract high-level features from the training data. In the network structure of OS-ELM-AE, the output is set to be equal to the input and the optimization object is to minimize the reconstruction error. It is noted that the input weights and hidden biases need to be orthogonalized in OS-ELM-AE. The training process of OS-ELM-AE is the same as that of the OS-ELM, which can be summarized as follows.
Algorithm 2 OS-ELM-AE Algorithm Initialization phase:
Given an initial training dataset
, the output weighs β (0) can be obtained by
Online sequential learning phase:
When the (k + 1) th chunk of new dataset D k+1 is given, update the output weight β (k+1) and the intermediate variable
Inspired by the above work, we use OS-ELM-AE to extract high-level features from the training data and combine them with DOS-ELM to build a deep online model named ML-DOS-ELM. In ML-DOS-ELM, the dynamic adjustment strategy of forgetting factor in DOS-ELM is inherited, and the multi-hidden layers network structure enables it to extract more high-level features from the training data.
The details of ML-DOS-ELM algorithm can be summarized as follows.
Remark: In general, the output features of the hidden layers of ML-DOS-ELM are extracted by using OS-ELM-AEs, and the output weights between the last hidden layer and the output layer are analytically obtained. In other words, the parameters of the hidden layers of ML-DOS-ELM are initialized with OS-ELM-AEs, which perform layer-wise unsupervised learning. Specifically, each OS-ELM-AE is an auto-encoder with the same input and output. It is noted that the input weights and hidden biases of OS-ELM-AE should be orthogonalized, which has been proven helpful for the model to extract and transform features [35] . The output weights of OS-ELM-AE are used to learn the transformation from the feature space to the input data. The output of the hidden layer of each previous OS-ELM-AE unit acts as the input of the next OS-ELM-AE, which enables the model to process and extract data features at multiple levels. We can use OS-ELM-AEs to extract and stack the features from the training data to form a deep architecture by using similar methods like stacked auto-encoder [36] . In this way, we can achieve multiple conversion and extraction of data features. Then we can deduce the updating formulas of the parameters between different data chunks (see (18) for details) and add the proposed dynamic updating strategy of the forgetting factor to the formulas. When new data arrives, ML-DOS-ELM will dynamically adjust the value of the forgetting factor according to the change degree of the model accuracy in each learning epoch. Compared with the single hidden layer DOS-ELM, the multi-hidden layers structure of ML-DOS-ELM is able to help it extract more abundant features from the Algorithm 3 ML-DOS-ELM Algorithm
, the number of hidden layers q. Set the initial forgetting factor λ = 1 and the counter k = 0. Output: The weights between the last hidden layer and output layer (i.e., output weights), marked as β.
Initialization phase:
Given a training dataset
where G(·) is the activation function and β (0) t is the output weights for t th layer, which is obtained by using (17) . end for 2) Calculate the initial output weights β (0)
Calculate the prediction accuracy of the initial model and mark it as ACC 0 . Online sequential learning phase: 4) When the (k + 1) th chunk of new data D k+1 arrives,
is obtained by using (18) . end for 5) Update the output weights of ML-DOS-ELM by training data, and then helps the model to make more accurate predictions.
IV. PERFORMANCE EVALUATION
In this section, experimental results of the proposed algorithms on the classification, regression, time series, and image processing problems are presented. All the experiments are conducted in the MATLAB R2014b environment on the same Windows 7 OS with Intel Core i7-6700 3.40 GHz CPU and 32 GB RAM. In this paper, we use the Sigmoid function (i.e., G(ω, b, x) = 1/(exp(−(ω · x + b))) as the activation function in all the cases. For each case, we compare the performance of each algorithm with different numbers of hidden layer nodes (the range is [1, 100] ) and choose the best parameters for each algorithm. Notice that the tables show the averages of the results obtained by each algorithm with the best parameters over 50 trials.
A. CLASSIFICATION PROBLEMS
The performance of DOS-ELM is tested on 10 classification datasets. These datasets can be grouped into two categories: one is the dataset with unclear non-stationary properties, including Pima, Credit, Sonar, Musk, Spambase, and Page, which are selected from the UCI repository [29] ; another is the dataset with clear non-stationary properties, including Sea [30] , Hyperplane [31] , Usenet1 [32] , and Usenet2 [32] . The details of these datasets are shown in TABLE 1, including the number of attributes, classes, and samples, the moment when the distribution of the data stream changes (i.e., drift time), and the number of the hidden layer nodes in our experiments. For each dataset, the training data and testing data are divided into 7:3, and the number of the initial samples in the training data is 50%. Since the number of samples in the first type of dataset (i.e., datasets with unclear non-stationary properties) is much smaller than that of the second type of dataset (i.e., datasets with clear non-stationary properties), the batch size of the first six datasets is set to [20, 30] in the sequential learning phase of each algorithm, while the batch size of the last four datasets is set to [50, 100] .
The performance of OS-ELM [7] , TOS-ELM [18] , and DOS-ELM on the above 10 classification datasets is shown in TABLE 2. The best experimental results on each dataset are bolded.
As observed from TABLE 2, DOS-ELM achieves higher testing accuracy than OS-ELM and TOS-ELM in all cases. For example, for the dataset Hyperplane (a popular data stream problem with clear non-stationary properties), the prediction accuracy of DOS-ELM model is 19.35% higher than that of OS-ELM model and 11.80% higher than that of TOS-ELM model. The experimental results show that the proposed DOS-ELM has better generalization performance than OS-ELM and TOS-ELM. In addition, DOS-ELM can deal with both stationary and non-stationary data stream problems through a unified framework. Taking the unstable dataset Sea as an example, the change of the forgetting factor in the update process of DOS-ELM is shown in FIGURE 2.
As shown in FIGURE 2, DOS-ELM can dynamically adjust the value of forgetting factor during the updating phase of the model, which can make it better adapt to the new data. For OS-ELM, the value of forgetting factor can be considered as a constant 1. Therefore, when the distribution of data streams changes, it is difficult for OS-ELM to make corresponding adjustments quickly, resulting in a lower accuracy. For TOS-ELM, although it can adjust the weight of the past data and new data according to the change of mean and variance of data stream, the above experimental results show that the effect of its adjustment strategy is not as good as that of DOS-ELM. One possible reason is that outliers or noise samples in data streams have a greater impact on the mean and variance, which makes its robustness poor.
B. REGRESSION PROBLEMS
For regression cases, five benchmark problems from UCI database [29] have been considered, that is, Housing, Concrete Compressive Strength, White Wine Quality, Auto MPG, and Red Wine Quality. The details of these datasets are shown in TABLE 3. The division ratio between the training and testing data in each dataset and the size of the chunk in the sequence learning phase of each algorithm are the same as the classification case.
For regression problems, we use the testing RMSE (Root Mean Square Error), testing SD (the Standard Deviation of testing errors), and the learning time as the performance indexes to evaluate the performance of OS-ELM [7] , TOS-ELM [18] , WOS-ELM [19] , and DOS-ELM. The RMSE and SD are calculated by the following formulas. where o i is the prediction label of each testing sample, t i is the real label of the corresponding sample, and N is the number of samples. In addition, K is the number of independent experiments for each case, e is the prediction error of the model in each experiment, andē is the average value of the prediction errors. For WOS-ELM, the hyperparameters (i.e., the setpoint error ε fe and the minimum of the forgetting factor λ min ) are assigned using the same method as [19] . Based on the 5-fold cross-validation, the setpoint error and the minimum of the forgetting factor are set to ε fe = 0.0125 and λ min = 0.950, respectively. The initial value of the forgetting factor is set to 1 in both the DOS-ELM and WOS-ELM.
The performance of OS-ELM, TOS-ELM, WOS-ELM, and DOS-ELM on the regression problems is given in TABLE 4. As observed in TABLE 4, DOS-ELM has the smallest testing RMSE and SD in all the cases. For example, for the dataset AutoMPG, the testing RMSE of DOS-ELM model is 53.10% lower than that of OS-ELM model, 83.91% lower than that of TOS-ELM model, and 92.95% lower than that of WOS-ELM model. In addition, the testing SD of DOS-ELM model is 72.31% lower than that of OS-ELM model, 83.04% lower than that of TOS-ELM model, and 94.98% lower than that of WOS-ELM model. The experimental results show that the proposed DOS-ELM can achieve better generalization performance and stability than OS-ELM, TOS-ELM, and WOS-ELM.
C. TIME-SERIES PROBLEM
Time-series problems exist widely in the real world such as the stock market price prediction. In this section, we choose a classical time series problem, that is, the Mackey-Glass chaotic time series problem [33] , to test the effectiveness of DOS-ELM. The details of the Mackey-Glass chaotic time series data can be visualized as FIGURE 3.
The Mackey-Glass chaotic time series data are generated by a time-delay differential equation
where x(t) denotes the output of the model at time t. We set x(0) = 1.2 and let x(t) = 0 if t < 0. Similar to the data preprocessing methods in [7] and [19] , the four past data that with the same time interval are used as the input to predict the current value. In our experiments, we collect 1000 instances from t = 124 to t = 1123, the input and output of the i th sample can be represented as
The experimental results of OS-ELM, TOS-ELM, WOS-ELM, and DOS-ELM on the Mackey-Glass time series problem are given in TABLE 5. 
Similar phenomena also occur in the testing standard deviation (SD). The testing SD of DOS-ELM model is 35% lower than that of OS-ELM model, 51.85% lower than that of TOS-ELM model, and 50% lower than that of WOS-ELM model.
(0.0020 − 0.0013)/0.0020 * 100% = 35.00% (33) (0.0027 − 0.0013)/0.0027 * 100% = 51.85% (34) (0.0026 − 0.0013)/0.0026 * 100% = 50.00% (35) Therefore, we can infer that DOS-ELM has better generalization performance and stability than OS-ELM, TOS-ELM, and WOS-ELM on the time series problem.
D. IMAGE PROCESSING PROBLEM
In order to enhance the feature extraction ability of DOS-ELM, we extend it to a deep online model named ML-DOS-ELM, which has more than one hidden layer in its network structure. In this section, we use the famous face recognition dataset UMIST [34] and a popular handwritten digit recognition dataset MNIST [46] to verify the effectiveness of ML-DOS-ELM.
UMIST dataset contains 565 images taken from 20 different people and each of them is a 112 × 92 grayscale image. In our experiments, 400 images are used as the training data and the remaining 165 images are used as the testing data. For the MNIST dataset, there are 60000 samples for training, 10000 samples for testing, and the number of categories is 10. Each sample is a 28 × 28 grayscale image.
The performance of two deep online models (i.e., ML-DOS-ELM and ML-OS-ELM [20] ) and two shallow online models (i.e., DOS-ELM and OS-ELM) are tested on the UMIST and MNIST. For consistency, both of the ML-DOS-ELM and ML-OS-ELM are set to be a three-hidden-layer architecture (3000-4000-5000). For DOS-ELM and OS-ELM, the number of the hidden layer nodes is to 5000. TABLE 6 shows the prediction accuracy of ML-DOS-ELM, ML-OS-ELM, DOS-ELM, and OS-ELM on the UMIST and MNIST.
As observed in TABLE 6, ML-DOS-ELM achieves the highest testing accuracy on the face recognition problem and the handwritten digit recognition problem. ML-DOS-ELM and ML-OS-ELM both have higher training and testing accuracy than OS-ELM and DOS-ELM, which implies that the deep models can extract more useful features from the training data. However, the training process of the deep models often takes longer than the shallow models due to the complexity of the network structure. In addition, it can be observed that the proposed shallow model DOS-ELM has higher prediction accuracy than OS-ELM, which implies that the proposed dynamic adjustment strategy of the forgetting factor also works in this case.
Regarding the question of why ML-DOS-ELM has a slightly higher prediction accuracy than ML-OS-ELM, here we give a speculative explanation. The common feature of ML-DOS-ELM and ML-OS-ELM is that they both use OS-ELM-AE to extract features. The output of the hidden layer of each previous OS-ELM-AE unit acts as the input of the next OS-ELM-AE, which enables the model to process and extract data features at multiple levels. From this process, it can be inferred that there is a cumulative problem of reconstruction errors in the process of feature extraction using OS-ELM-AE. Specifically, when generating the hidden layer features of the deep neural network by using the decoding parameters of OS-ELM-AE, the reconstruction error of each OS-ELM-AE unit still exists. As the number of hidden layers increases, the cumulative effect of the reconstruction error becomes more obvious. In this case, even if the concept drift does not occur in the training dataset, the error of the model may also increase with the increase of network complexity. By dynamically adjusting the forgetting factor, we can make the model adjust the relative importance of the past data and new data in time when the cumulative error and model error fluctuate greatly, which alleviates this problem to some extent. The dynamic adjustment strategy of the forgetting factor actually adds a regularizer to ML-OS-ELM. Therefore, even if the training dataset does not have clear non-stationary properties such as UMIST and MNIST, the experimental results show that ML-DOS-ELM has better prediction ability than ML-OS-ELM.
E. REMARKS
The above experimental results show that DOS-ELM can handle the data stream problems with clear non-stationary properties and stationary properties, which implies the great potential of DOS-ELM in dealing with data stream problems. However, several critical issues still remain.
Firstly, it is still an open problem to analyze the reasonability of DOS-ELM from the theoretical point of view.
Secondly, for different types of conceptual drift, such as the gradual drift and sudden drift, the dynamic adjustment strategy of forgetting factor may have different influences on the performance of the model. Noise samples in the data stream may have a negative impact on the performance of DOS-ELM. Another problem is that the new data may not have a strong relationship with the past data, which is similar to the issue of sudden drift. However, there is currently no corresponding countermeasures in DOS-ELM, which need to be further optimized.
Thirdly, for ML-DOS-ELM, the structure of multiple hidden layers enables it to extract features in a better way than the single-hidden layer DOS-ELM on some complex problems. The dynamic forgetting factor makes ML-DOS-ELM achieve better performance than other online deep models such as ML-OS-ELM. However, there is no free lunch in the world. The multi-hidden layers structure and the dynamic adjustment of the forgetting factor also cause ML-DOS-ELM to take longer to learn. The trade-off between the performance and complexity of the model is where we should continue to optimize.
Compared with the offline deep learning, online deep learning suffers more difficulties, such as the difficulty of extracting high-level features from a data stream with very few training samples. In other words, if the number of samples in the coming data chunk is very small, where an extreme case is that only one sample is coming at a time, the stability of the online deep learning algorithm is difficult to achieve. In many practical applications, one can accumulate the coming samples until the size of the data chunk reaches a certain threshold and then process them together. In this way, one can guarantee the stability of the deep online model to a certain extent. Since the threshold is unlikely to be large all the time, it may not have significant negative impact on the efficiency of the online model. For example, in our experiments, we found that ML-DOS-ELM could perform well once the size of the data chunk exceeded 20. However, the problem remains in some extreme cases, such as the applications which require that the model should only deal with samples one by one. We remark that it is worthy studying how to ensure the stability of the online deep learning model in these cases.
V. CONCLUSIONS AND FUTURE WORKS
In this paper, we propose a novel non-iterative online sequential learning algorithm named DOS-ELM and extend it to a deep online model named ML-DOS-ELM. In DOS-ELM, the forgetting factor is used for balancing the relative importance of new data and past data and is adjusted automatically and dynamically according to the accuracy change of the model in each learning epoch. Compared with the other online learning algorithms with forgetting factors or sliding windows, the advantages of DOS-ELM are as follows.
1) DOS-ELM can handle well data stream problems with both clear non-stationary properties and stationary properties. 2) DOS-ELM provides a unified framework for dealing with classification, regression, time series, and image processing problems. 3) Compared with other online learning algorithms with dynamic adjustment mechanism of the forgetting factor such as TOS-ELM, DOS-ELM is more robust to outliers and noise samples in the data stream and the computational complexity of the model is lower. Compared with WOS-ELM, the adjustment method of the forgetting factor in DOS-ELM avoids the influence of human factors on the performance of the model. 4) Besides, we extend DOS-ELM to ML-DOS-ELM, which has multiple hidden layers. ML-DOS-ELM inherits the advantages of DOS-ELM and can extract more high-level features from the training data due to the multi-hidden layers network structure.
Extensive experiments demonstrate that DOS-ELM has better generalization performance than OS-ELM, TOS-ELM, and WOS-ELM. The experimental results on a face recognition problem and a handwritten digit recognition problem also show that ML-DOS-ELM can achieve higher prediction accuracy than DOS-ELM and the other deep online models such as ML-OS-ELM.
In the future, we will investigate the reasonability of DOS-ELM from a theoretical perspective and design a divide-andconquer method based on DOS-ELM to deal with different types of concept drift such as gradual drift, recurrent drift, and sudden drift. Besides, we will also study new methods to deal with noise samples in the data stream and improve the robustness of DOS-ELM. QIANG WANG received the Ph.D. degree from EPFL, Switzerland, in 2017. His research focuses on rigorous model-based system design, with the goal of providing efficient verification techniques and tools for embedded concurrent systems, in particular, the systems constructed using machine learning algorithms. VOLUME 7, 2019 
