Abstract: Topographic features impact biomass and other agriculturally relevant observables. However, conventional tools for processing digital elevation model (DEM) data in geographic information systems have severe limitations. Typically, 3-by-3 window sizes are used for evaluating the slope, aspect and curvature. As a consequence, high resolution DEMs have to be resampled to match the size of typical topographic features, resulting in low accuracy and limiting the predictive ability of any model using such features. In this paper, we examined the usefulness of DEM-derived topographic features within Random Forest models that predict biomass. Our model utilized the derived topographic features and achieved 95.31% accuracy in predicting Normalized Difference Vegetation Index (NDVI) compared to a 51.89% accuracy obtained for window size 3-by-3 in the traditional resampling model. The efficacy of partial dependency plots (PDP) in terms of interpretability was also assessed.
Introduction
A digital elevation model (DEM) [1] can be used to obtain various topographical variables such as slope [2] , aspect [3] and curvature [4] . One direct application of a DEM data is found in agriculture yield prediction [5] . Various information management systems use raw data derived from GIS output to aid in farmers' decision-making processes [6] . NDVI is affected by several landform attributes [7] . Aspect can affect yield, especially in northern regions, because south-facing hills get more sun exposure [8] . A concave curvature may result in more water retention than a convex one. Elevation values indicate how high the land is above the water table, which may affect the frequency of irrigation. Research indicates that plants thrive better below a certain slope angle [9] . To evaluate the relationship of yield with the above-mentioned landform attributes, several classification models [10] [11] [12] with heuristics have been applied. These methods are usually limited to certain constraints such as weights, training data size and cross-validation rounds, hence, the process cannot be generalized. An algorithm for multi-scalar analysis was implemented in our previous research [13] and used to derive the landform attributes discussed earlier [14] . In this paper, we examine the reliability of results derived using this approach to generate predictive models which depict the relation of NDVI with the landform attributes. a fixed scale. Since we reuse the values obtained from previous iterations, we achieve logarithmic efficiency while performing this multi-scalar analysis. 
GIS Attributes
Slope plays an important role in determining any watershed characteristics [20, 21] and is used to study landform variations due to its direct relationship with the Revised Universal Soil Loss Equation [22] . Thus, slope is important in the study of vegetation distribution and yield analysis. Two of the most common slope estimation methods in GIS are the average rate of change [23] and the maximum rate of change of elevation values in the sub-cell window [24] .
Curvature is used to show the rate of change of slope w.r.t. the direction of flow [25, 26] . It can distinguish areas which show accelerated or decelerated rate of water flow. ArcGIS uses the Zevenbergen and Thorne [27] equation to derive curvature. The two most commonly used curvatures are profile and planform. Profile curvature is expressed in the direction of slope while planform curvature is perpendicular. The general curvature combines both profile and planform curvature values. In ArcGIS, a negative symbol in general curvature is used to denote a concave surface and a positive symbol is used to denote a convex one. The concave surface represents deceleration of water flow where water might get retained compared to the convex areas where water runs swiftly. Curvature is obtained using the second derivative of z-values w.r.t the aspect of an area [28] . Both Evan's [29] and Zevenbergen and Thorne's algorithm [27] for curvature analysis uses a fixed 3-by-3 sliding window over the DEM. Evan's approach uses six parameters as shown in Equation (1) while Thorne's uses nine as shown in Equation (2) . The parameters A to I are calculated using the z-values in a 9-cell grid of a 3-by-3 sub-cell window. 
Sliding Window Analysis
There is compelling evidence to support the application of multi-scalar analysis in the field of GIS and Remote Sensing [30, 31] . Since most GIS algorithms use a fixed window size, several authors experimented with variable window sizes and their impact on results. In a study conducted by Wood [32] , window sizes in powers of two were used to perform terrain analysis. The results generated a function to filter out high frequency noise in the dataset. This idea builds on even window sizes and makes it easier to explore the impact of having a higher window size on the output. Using several large windows, the author was able to generalize the DEM and obtain a macroscopic view which expressed patterns otherwise obscured by errors (sinks) in the DEM.
The sliding window analysis was implemented in [13] where an aggregation technique was used for the computation of regression and correlation lines across multiple window scales. The driving factor behind this research was to create a robust scaling technique that is able to adapt to the evolution of high-resolution imagery produced by modern satellites and active sensors such as Lidar.
The correlation and regression lines were derived for Red vs Near-Infrared band. This was followed by another analysis between yield vs NDVI. As the window size used for the experiment doubled in each iteration, the aggregates obtained from the previous iteration were used for the next window size, making the algorithm scale logarithmically. This method was tested for efficiency against the conventional resampling technique using GRASS [33] . A DEM of 1024-by-1024 pixels was evaluated for window sizes 4, 8, 16, 32 and 64 respectively. Application of the algorithm without using linear aggregates from the previous iteration makes it scale linearly as shown in Figure 2 compared to the logarithmic scaling of sliding window-based aggregation. 
Materials and Methods

Topographic Variables
This study builds on the sliding window-based aggregation proposed and implemented in [13, 14] . In [13] , a multi-scalar analysis was done to evaluate the relationship between Red and Green bands along with NDVI across variable window sizes as discussed in the previous sub-section. The evaluation of mean elevation, slope and aspect starting with a 4-by-4 window size was done in [14] . The method is summarized in this section along with the derivation of curvature.
To evaluate the line of steepest descent used in slope evaluation, a least-squares fit of z(x, y) was performed. Here x and y represents the horizontal and vertical coordinates of a cell in the DEM respectively. The linear function used is shown in Equation (3) where b 0 and b 1 represents the slope along x and y direction respectively. This is followed by minimizing the squared error as in Equation (4) .
The partial derivatives are calculated with regards to b 0 , b 1 , and c to minimize the squared error in the evaluation of the steepest descent. Figure 3 shows the coordinates of z-values for a 2-by-2 window analysis. It is observed that many terms containing ∑ x or ∑ y values disappear due to symmetry of the image as shown in Figure 3 . On solving the equations, three parameters b 0 , b 1 , and c can be rewritten as in Equation (5) . Figure 3 . Aggregation results of x, y and xy is zero due to symmetry.
Since the window being considered is a square, we could further simplify and write ∑ x 2 = ∑ y 2 as the coordinates being considered is the same in both directions. These two terms were evaluated as shown in Equation (6)
To explain the evaluation of ∑ x 2 in Equation (6) , an example is shown in Figure 4 . If we consider a window size w = 4, implying a 4-by-4 window with 16 cells, the summation would run from k = 1 to 2. Since we consider the centroid of each point for calculation, we subtract Multiplying the result with a factor of 2, accounts for z 3 and z 4 as well due to symmetry. The result is further multiplied by a factor w that accounts for remaining z-values along x 2 present in the 4-by-4 sub-cell window. Finally, 1/w 2 normalizes the result with respect to the total points that were added in the sub-cell window.
Using the concept of power sums as shown in [14] , we can rewrite Equation (6) as shown in Equation (7) .
To calculate aspect α, we perform an evaluation in the clockwise direction from north following the convention used by GIS tools. Using x = sin(α) and y = − cos(α) we obtain Equation (8) .
The aspect w.r.t the coordinate system was obtained by substituting the new x and y values in Equation (4) . The result is shown Equation (9) . The first condition represents the south-west and the south-east quadrant, followed by the second condition representing the north-west and the third which represents the north-east quadrant of the sub-cell window being evaluated.
The slope along two dimensions was obtained using Equation (10) .
To evaluate the curvature, we performed a similar process of least squares fit. However, instead of a linear problem like the slope, we solved a quadratic one as shown in Equation (11). This was followed by minimizing the squared error and solving partial derivatives w.r.t. the constants. Using these seven constants, profile and planform curvatures were derived and used to obtain the mean curvature which is shown in Equation (12) z quad (x, y) = x y a 00 a 10 a 10 a 11 
Algorithm
The algorithm in Appendix A shows how the process iterates over multiple window sizes to calculate the slope, aspect, curvature and mean elevation. The input for this method is the DEM data which is stored in the z-array. w end is the largest window size to be evaluated and is used as a 
Study Area
For this analysis, a study area was chosen which spans a region of Richland county in North Dakota and Roberts county in South Dakota as shown in Figure 5 . The DEM was obtained from Lidar data of the Red River Basin provided by International Water Institute, Fargo [34] and the multispectral images were obtained from RapidEye [35, 36] . The multispectral images have 5 bands namely Blue, Green, Red, Red Edge and Near Infrared. The grid size was 1949-by-1604 having 3,126,196 pixels each representing 5 m resolution on the ground. The Red and Near-Infrared (NIR) bands was preprocessed along with the DEM before analysis. NDVI was derived from the Red and the NIR bands using Equation (14) . NDVI is a strong indicator of vegetation health. Its value ranges from −1 to 1. A higher NDVI value denotes good while low NDVI denotes poor vegetation health. This index is obtained using the Red and NIR band of a multispectral image. Healthy vegetation absorbs a lot of light in the Red spectrum and reflects the light in the NIR spectrum. Using Equation (14), we can see that the NDVI is higher when the reflectance of the NIR is higher. Negative NDVI usually correlates to urban settlements. We did not observe an abundance of negative NDVI values in our dataset as it mostly contains agricultural fields. There exists some heterogeneity in the datasets based on discriminative period arising from farmers shifting their harvesting to an earlier date or keeping the land barren resulting in low NDVI values. Since these regions by no means indicate soil health, they were excluded from the calculation by using cut-off values for NDVI across several window sizes. The cut-off was implemented using the Jenks Natural Breaks Algorithm [26] . Since this algorithm divides the dataset based on significant differences (breaks) in data values, it is the most appropriate algorithm for the task. Figure 6a shows the NDVI of the study area before application of the algorithm. Green represents higher NDVI while areas in Red represent fields left barren by the farmers. For a window of size 4, the algorithm selected 0.32 as the cut-off NDVI to distinguish barren lands from the cultivated ones. The resulting NDVI is shown in Figure 6b . Using the NDVI raster as a mask, slope, elevation, aspect and general curvature values were extracted using the 'Extract by mask' toolset followed by the 'Extraction of values to points' [37] to convert the raster data to a tabular format. This data was imported to R [38] for further analysis. The process was repeated across several window sizes. 
Multiscalar Data Generation Technique
Using the proposed sliding window-based aggregation technique [13, 14] slope, aspect, curvature and elevation DEMs were obtained for window sizes 4-by-4, 8-by-8, 16-by-16, 32-by-32 and 64-by-64. Figure 7a shows the output for curvature, slope and aspect (left to right) as the window sizes double in each iteration (top to bottom). To obtain raster datasets in ArcGIS which were comparable to the ones generated using window-based aggregation, the DEM was resampled first before proceeding to a larger window size. This resampling was done because the slope, curvature and aspect tools of ArcGIS use a fixed window size of 3-by-3 for analysis. For the 3-by-3 window, that is comparable to the 4-by-4 from our proposed method, ArcGIS tools were run on the original DEM. To perform analysis comparable to 8-by-8, 16-by-16, 32-by-32 and 64-by-64 window sizes of the proposed method, the original DEM was resampled by using a resampling window of 3-by-3, 5-by-5, 10-by-10 and 21-by-21 respectively. This was followed by running the 3-by-3 ArcGIS tools on the resampled DEMs. The output raster datasets corresponding to curvature, aspect and slope now had window sizes 9-by-9, 15-by-15, 30-by-30 and 63-by-63 respectively. The curvature, slope and aspect rasters obtained using ArcGIS is shown in Figure 7b . While comparing both methods, the effect of resampling is visible on the rasters derived by ArcGIS tools at higher window sizes 30 and 63 of Figure 7b . We observe that the curvature results obtained for window size 63 appears pixelated when compared to the similar window size 64 in Figure 7a . This is because, the window size 63 is comprised of the original DEM that has been resampled to a factor of 21. The initial raster which had a resolution of 5 m for each pixel value now has been converted to a raster where each pixel represents 105 m on the ground. To elaborate this difference between the generated results, a side by side comparison of the NDVI is shown in Figure 8 . The results obtained from the window-based aggregation (bottom row) entail a detailed depiction as opposed to its resampling output (top row) which is pixelated. 
Results
Random Forest Based Predictive Modeling
To test the applicability of the proposed method in NDVI prediction using the derived landform attributes, Random Forest models were built for all window scales. A Random Forest model [39] is an ensemble learning method that operates by creating a set of decision trees based on the training data provided in the study. It uses a set of predictor variables and an outcome variable to develop a prediction model. Since the Random Forest model utilizes multiple decision trees to come to a conclusion, it addresses the over-fitting nature of a single decision tree algorithm. Such models usually create the entire decision tree without pruning.
Pruning has several advantages, one being that, it reduces over-fitting and the model can be applied to a vast array of testing data. It is also time efficient as the entire tree does not have to be generated. However, pruning also reduces the accuracy of the model as it aims for a global solution. Random Forest models are based on the assumption that the prediction error rate decreases by increasing the number of decision trees used for prediction. A combination of N trees is used along with a selection of features that determine the best split. A split in the decision tree based on single or multiple predictor variables is considered best amongst all if it produces a node with high purity. A node is 100% pure if the split has all the records belonging to a single class. Once all the trees are complete, the Random Forest model classifies each record in the dataset based on aggregate results obtained from N trees. This makes a Random Forest model an appropriate tool for Remote Sensing image classification.
In this study, the landform attributes elevation, slope, aspect and curvature were used as predictor variables. The Random Forest model determines which variables are significant (produces the most efficient split) in NDVI prediction. The split was evaluated using Gini index [40] . Five models were built for each of the window sizes 4, 8, 16, 32 and 64 obtained from the sliding window-based aggregation technique. This is followed by another five models built from the results generated by ArcGIS using window sizes 3, 9, 15, 30 and 63. The workflow is shown in Figure 9 . The input corresponds to the raster datasets for NDVI and all landform attributes derived from the DEM. The resultant table had curvature, aspect, slope, elevation and NDVI as attributes corresponding to one window size. The dataset was filtered according to the positive and negative curvature values to create two separate instances for the same study area. This was followed by an NDVI-based aggregation. The split based on curvature values was implemented due to the effect of an NDVI-based aggregation on the results. For example, if two areas with negative and positive curvature values having similar NDVI were to be aggregated, it would produce erroneous results. Finally, a Random Forest model was implemented on the aggregates using the Random Forest package [41] in R. Since the attributes contained continuous values, the Random Forest package built a regression model using 500 decision trees. This process was repeated for all the window sizes to obtain multiple Random Forest models. Results obtained for the positive and negative curvatures are summarized in Table 1 . 
Partial Dependence Plots
On identifying curvature and slope as the contributing variables in the study, their relation with the response variable NDVI was visualized using a PDP [42] . Figure 10 explains the relation of slope and positive curvature with NDVI for the results generated from the window-based aggregation.
The first row shows curvature variation with increasing window size of 4, 8, 16 and 32 (left to right). The next row starts with w = 64 for curvature followed by the variation of NDVI with slope for w = 4, 8 and 16. The third row shows slope variation with NDVI for w = 32 and 64. Figure 11 explains the relation of slope and negative curvature with NDVI for results generated from window-based aggregation. PDPs have also been generated from resampling results in ArcGIS across comparable window sizes w = 3, 9, 15, 30 and 63 as shown in Figure 12 for positive curvature and Figure 13 for negative curvature. All these figures follow a similar representation sequence as discussed for Figure 10 . 
NDVI Pattern in Areas of Depression
In this section, the window-based algorithm was applied on results obtained from a 4-by-4 window output to study how a localized depression on a field could effect yield. Depressions are classified as areas that have a relatively low elevation compared to the surrounding coupled with negligible slope and neutral curvature values. Two fields in the Richland county of North Dakota were considered for this study. These fields were relatively smaller in size compared to our previous evaluation of a larger area comprised of multiple fields. Figure 15a ,b show the elevation and the NDVI of the first study area respectively while Figure 15c,d show the elevation and the NDVI of the second study area respectively. Both of these areas have a depression which can be observed in their DEMs where the darker shade represents a lower elevation while the lighter shade corresponds to a higher elevation. In Figure 15b ,d, green represents a high while yellow represents a low NDVI value. Regions with shades of brown mostly represent barren lands having NDVI closer to zero. Figure 15b shows a large portion on the upper right corner which is barren, possibly due to the harvesting period. This patch was ignored during the study. The NDVI and elevation along with curvature and slope corresponding to these areas were used to build Random Forest models followed by PDPs which can be observed in Figure 16 . 
NDVI Pattern in Highlands
In this section the algorithm was applied to areas that have a higher elevation compared to the surrounding areas. These areas mostly represent the top of localized hills that have a convex curvature. Two such study areas were used. Their NDVI and elevation values are shown in Figure 17 . Both of the study areas also show some regions of depression corresponding to the darker shade in the image. The higher grounds have a lighter shade and can be seen in Figure 17a ,c. The elevation data in Figure 17c shows a patch of depression between two higher grounds. The NDVI in both of these features are relatively low compared to the surrounding area as shown in Figure 17d . Random Forest models were also implemented for these areas where slope, curvature and elevation values were used for predicting NDVI followed by generating PDPs corresponding to the study areas. Results are shown in Figure 18a ,b for study areas 3 and 4 respectively. 
Error Analysis
Since the accuracy of the DEM plays an integral role in the performance of every model and the landform attributes derived from them, a vertical accuracy assessment was conducted [43] . The difference in DEM values obtained from various window sizes was compared to the original 5 m resolution DEM. The analysis was conducted on a randomly selected set of 800 points across the study area using Equation (15) .
Here, x i was chosen as the z-value of the original DEM and x i was the z-value of the DEMs corresponding to larger window sizes which was obtained from resampling in ArcGIS and sliding window-based aggregation. Results are summarized in Figure 19 . Table 1 show that the positive curvature models could explain 94.67% , 92.74%, 84.09%, 82.64% and 92.09% of the NDVI values in the dataset respectively. The OOB accuracy was also evaluated for the models generated from the negative curvature. Here, the accuracy of the models were 84.04%, 95.31%, 84.46%, 88.65% and 94.5% respectively. The Gini index was calculated as the mean decrease in node impurity. A higher index signifies that the attribute played a better role compared to other attributes in decreasing the node impurity, thereby achieving a successful split. In all window sizes, the curvature attribute generates results with a higher node purity to create the Random Forest model followed by the slope. Attributes elevation and aspect vary across all the models with less significant contribution as shown in Table 1 . Since our study area comprised of 1949-by-1604 pixels, which is relatively smaller (30.17 sq. miles.) than the two counties in which they belong, a window size of 4 or 8 generates a model with the most relevant accuracy. A window size of 64 is a potential solution to study yield across an entire county or state as it blends in deviations in the DEM which span fewer pixels. Although a higher window size such as this has a generalization effect, it removes any DEM errors that could generate incorrect results, making its accuracy comparable to lower window sizes. We observe that all the window sizes achieve high accuracies in NDVI prediction, making the usage of sliding window-based aggregation justifiable.
Traditional Resampling Method
The results obtained from the ArcGIS resampling technique do not show high accuracy like the proposed model. The Random Forest models for window sizes 3, 9, 15, 30, and 63 could explain only 31.96%, 19.11%, 14.28%, 5.56% and −0.36% of the variance respectively for the positive curvature and 51.89%, 21.26%, 10.5%, 6.44% and −10.58% respectively for the negative curvature. These values reflect that the conventional resampling technique is completely incapable of finding any relationship of NDVI with the DEM derived attributes without application of certain heuristics. Unlike the window-based aggregation where the curvature and slope significantly contribute to a higher degree of node purity, the resampling technique finds elevation as the highest contributor to node purity as shown in Table 1 . All the other attributes provide similar contribution and it is difficult to single out a DEM derived attribute that is better than the other. The model's accuracy decreases with increasing window size which can be expected based on the rough and grainy DEMs generated earlier by resampling as shown in Figure 8 . The window size 64 produces a negative value for both curvature datasets. Generally, the variance is calculated using Equation (16) whereŷ represents the estimated value of the datapoints from the model and y represents the actual datapoints with the target variable NDVI. This value is always positive. However, R uses Equation (17) which can produce negative values [46] . The model generated is poor and cannot be used to derive any significant relationship among the attributes as any given sample can be regarded as being equal to the overall mean estimated for the dataset. The ArcGIS resampling technique is not suitable for predictive analysis over multiple window scales in its present form.
Partial Dependence Plots
Since slope and curvature provide the highest contribution to Random Forest models, we generated PDPs of NDVI w.r.t to these two attributes. In Figure 10 , we observe a smooth transition from high to low NDVI with an increase in both slope and positive curvature values. These results show that NDVI is highest at regions which have minimal undulations in the soil surface which makes total sense as the areas with high slope and curvature values could also be associated with undulations which might show low yield due to factors such as running water. A similar pattern is also observed in the negative curvature plots shown in Figure 11 . These plots show that NDVI decreases with an increase in the negative curvature values and an increase in the slope as well. The results also concur with the idea that areas with negative curvature and high slope mostly represent an undulating surface that might be unproductive.
Results for PDPs from ArcGIS resampling further explains the low accuracy rates generated by the Random Forest models. A closer look at windows 3 and 9 for curvature-NDVI plots in Figure 12 show that the NDVI increases with an increase in curvature first before dropping. This irregularity propagates at higher window sizes, rendering the model generated by window size 63 completely unfit for any further analysis.
For positive curvature, both the models are able to show similar patterns as is evident from the sudden decrease in NDVI mid-way across the curvature plots for window size 63 in Figure 12 and window size 64 in Figure 10 . This pattern, which is invisible at a lower window scale and appears at a larger one was a source of interest. On further analysis it was verified that the positive curvature is also associated with the roads because they have a higher elevation and a convex shape like the highlands. It appears that at a higher resolution, the roads would increase in width and spread across a larger window size due to the averaging effect that occurs during window-based aggregation. This would cause the curvature values to increase and span across a larger area in the image. A similar averaging effect is visible in the NDVI values but with a different outcome. The regions where the roads are present in the image have a very low NDVI while fields adjacent to it have a comparatively higher NDVI. Both these values yield an average NDVI on aggregation. So now, we have roads with positive curvature values spanning a large window which overlaps with average NDVI values spanning the same window. This effect is visible in the graph as a sudden increase in the NDVI values with positive curvature. This theory is further validated by the fact that the irregularity is not observed in the negative curvature graphs because the negative curvature would not consider roads in the first place. This effect is also not observed at lower window scales because the roads are usually restricted to fewer pixels. Even if both aggregation and traditional resampling approaches were able to detect this pattern, the sliding window-based method does a much better job as the DEMs can hold more information.
The results generated from resampling in ArcGIS do not show a gradual change in pattern which makes it difficult to use the model as a tool for making logical decisions.
In Figure 14a , which shows the NDVI variation with slope and curvature as multi-predictors, we observe a smooth and noticeable trend generated using the sliding window-based aggregation. The 3-D plot generated by the resampling method for window size 3 in Figure 14b has irregular peaks due to the high amount of pixelation in the dataset caused by resampling. The 3-D plots corresponding to the negative curvature in Figure 14c,d show a similar trend of irregularity in the ArcGIS output compared to the window-based aggregation. The NDVI is minimum at high negative curvature and low slope. The sliding window-based aggregation does a better job of smoothing the effect of pixelation that causes the irregular results in the ArcGIS resampling output.
NDVI Pattern in Areas of Depression
We evaluated two study areas which had a relatively low elevation compared to its surroundings as shown in Figure 15a ,c. As discussed earlier, these regions represent a single field compared to our previous Random Forest models and PDPs which represented a larger area. The NDVI for these regions was also shown in Figure 15b ,d respectively. After constructing the Random Forest models, we plotted the PDPs for these areas as shown in Figure 16 . Figure 16a ,c show how the NDVI varies with elevation and curvature for these two study areas. It is observed that the NDVI is lowest in areas that have moderate to low curvature and low elevation. Figure 16b ,d show the variation of NDVI w.r.t to slope and elevation. It is observed that the NDVI is lowest in areas of negligible slope and low elevation. These results show that a depression in the land usually has lower NDVI values compared to its surrounding area. This might be due to the water table reaching crop roots and reducing their yield. Unlike the plots generated on a macro-scale which shows that the NDVI decreases with an increase in both positive and negative curvature, these results show that the NDVI could be lower in negligible curvature and slope values as well. Areas of depression likely suffer from a water stress that could potentially cause the crop yield to decrease. These regions mostly consist of negative curvature values showing that the land is concave. It should be noted that an effort was made to classify the depression using the ArcGIS resampling method. The DEM derived attributes were highly pixelated and did not yield any noticeable relationship at the scale comparable to a single field. This may be one of the reasons as to why depression is not readily visible on a macro-level and they often get ignored during the study to find the overall trend across a farmland. The proposed algorithm not only succeeds on a macro-scale but could also show the results otherwise obscured by the problem of resampling in conventional methods. Figure 17a ,c also show regions at the scale of a single field which have a higher elevation w.r.t its surrounding. We can observe in Figure 17b ,d that the NDVI for these regions is comparatively lower. Just like in depressions, PDPs for these areas were generated as shown in Figure 18 . Results show that the NDVI remains low across the entire curvature range for the higher elevation. This is due to the heterogeneity of the study area. Both of these places have a mix of highlands and some patches of depression. The depression is more visible in the study area 4 as shown in Figure 17c . A similar pattern is also visible in Figure 18b ,d where the elevation and slope are compared together with the NDVI. Higher elevation values with negligible slope mostly have the lowest NDVI. From these results we can deduce that the NDVI decreases when the elevation of a place is comparatively higher than its surrounding as well. A probable cause may be due to the water stress where plants do not get easy access to groundwater. Both of our studies show that there is an optimum elevation level at a local scale on a field where the yield is maximum. Any change in elevation, be it higher or lower than the surrounding values, could impact the quality of crops.
NDVI Pattern in Highlands
Error Analysis
The increase in variance of the DEM across multiple scales from their original values is shown in Figure 19 . RMSE of the window-based aggregation method is considerably lower when compared to the resampling methodology. The highest RMSE at window size 64 is almost three times less than the ones obtained at the window size 63 using resampling. The rate of increase in RMSE is also lower for window-based aggregation when compared to its counterpart, showing that the elevation data loses less information over higher window sizes in the sliding window-based aggregation.
Conclusions
Since the advent of Geospatial data mining, most algorithms were developed around datasets larger than 30 m such as Landsat and MODIS. The resolution, however, has increased dramatically with new passive sensors. Lidar has also enabled mapping accurately to almost a 1 m resolution. Existing algorithms cannot explain significant patterns in these high resolution datasets. In most cases if we use the fixed 3-by-3 cell analysis, chances are we might pick up a lot of noise in the datasets due to its higher resolution [47] . In this paper, we have presented a window-based aggregation technique that is capable of scaling logarithmically in terms of efficiency. This technique generated images for window sizes 4, 8, 16, 32 and 64 to derive a correlation between the landform attributes and the NDVI. Results were compared to the traditional resampling methodology of ArcGIS utilizing window sizes 3, 9, 15, 30 and 63. The window-based aggregation produced Random Forest models with higher and consistent accuracy. The outputs obtained from the resampling methodology lose most of its information with increasing window size. The Gini index obtained from Random Forest models in Table 1 consistently show higher values for the curvature and slope in model creation, indicating that they were the most significant attributes contributing to yield estimation. Response functions obtained from the PDPs suggest that the NDVI decreases drastically with the increase of slope, positive curvature and negative curvature. We also analyzed how the NDVI behaves in depressions which are areas of lower elevation, having negligible slope and curvature values. Results indicate that the yield suffers in depressions. A similar trend of low NDVI was also observed in highlands which can be tied to water stress. The resampling method could not deduce any such trends due to the pixelation issues.
In future work, the model would be applied across other areas to determine its consistency. SOM-based methodology [48] would be implemented to identify a different grouping scheme for categorizing the dataset. SOM or self-organizing maps use a clustering approach to find related groups in a dataset. Since SOM uses a learning rate based on the data, it can adjust the grouping with emphasis on the dataset without following a set of predetermined rules like the natural breaks or quantile. The user has to input factors such as the number of clusters and the learning rate for the system to obtain the results. The result variation with floating point accuracy and adjusting bit depth of the multispectral images would also be assessed. 
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