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The thesis is devoted to the analysis of elliptic Partial Differential Equations (PDE) and
related problems such as integro-differential equations. It is mainly focused on the study of
qualitative and regularity properties of solutions to equations driven by integro-differential








The canonical example of such nonlocal operators is the fractional Laplacian, (−∆)s, which
corresponds to the radial and homogeneous kernel K(z) = cn,s |z|−n−2s for s ∈ (0, 1).
The study of equations involving nonlocal operators has attracted much attention re-
cently since they arise naturally in finance, fluid dynamics, and other areas when dealing
with processes where long range interaction phenomena appear. In addition, fractional
equations may turn out to be a useful approximation of certain local equations for a limit
of the parameter s (this could be the case for nonlocal and classical minimal surfaces).
The thesis is divided into three parts: Part I, which corresponds to Chapters 1 and 2,
concerns the study of uniqueness and regularity properties of solutions to integro-differential
linear problems; Part II, divided into Chapters 3, 4, and 5, is focused on the saddle-shaped
solution to integro-differential Allen-Cahn equations; and Part III (Chapter 6) is devoted
to construct a calibration for general nonlocal variational problems.
In Chapter 1 we treat uniqueness, up to multiplicative constant, of solutions to nonlocal
linear equations of the form
Lϕ− c(x)ϕ = 0, in R.
Uniqueness of solutions to linear equations is a very important tool in the theory of PDEs.
Indeed, there are many motivations to treat this problem. On the one hand, it is in the
essence of Sturm-Liouville theory on eigenfunctions and eigenvalues. On the other hand,
it has important consequences when studying qualitative properties of solutions to some
nonlinear problems.
Unlike what happens in the local framework, where the one-dimensional problem is
just a second order linear ODE whose solutions are very well understood, in this nonlocal
setting there are many basic questions in dimension one which are still open problems.
In this scenario, we prove the uniqueness of solutions to the previous equation, where
L is an elliptic integro-differential operator, in the presence of a positive solution or of an
odd solution vanishing only at zero. As an application, we deduce the nondegeneracy of
layer solutions (bounded and monotone solutions) to the semilinear problem Lu = f(u) in
R, when the nonlinearity is of Allen-Cahn type. In order to prove the linear uniqueness
result we first show, by using a maximum principle in the exterior of an interval, that the
quotient of two solutions is bounded. Next, we follow a nonlocal Liouville-type method. A
main point here is to find an equation for the quotient of two solutions, something that has
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been accomplished by Hamel, Ros-Oton, Sire, and Valdinoci for general integro-differential
operators. Then, one uses this equation to show that the quotient is constant. This requires
an integral estimate for the function K(x − y) in unbounded cross-shaped regions of the
plane.
Chapter 2 concerns the boundary regularity for the Neumann problem associated to
the fractional Laplacian {
(−∆)su = f in Ω,
Nsu = 0 in Ωc,






dy, x ∈ Ωc.
In this thesis, we establish the first boundary regularity result for the Neumann problem.
We prove that weak solutions are Cα up to the boundary for some α > 0. Moreover, in
case s > 1/2, we show that weak solutions are C2s−1+α(Ω). Our methods allow us to treat,
as well, the Neumann problem for the regional fractional Laplacian, for which we show the
same boundary regularity result.
In the local case one can use the reflection method to reduce the boundary regularity to
the interior one. Here, a completely different strategy is needed. In the Dirichlet problem
for the fractional Laplacian, this difficulty was overcome by using methods that extend
the boundary Harnack theory for local equations in non-divergence form. In the Neumann
case, instead, the corresponding local theory for equations in divergence form (boundary
Moser iteration) is the appropriate one.
In our strategy, we first transform the Neumann problem into a regional-type problem,
with a kernel with logarithmic behavior on the boundary. Next, we develop a delicate Moser
iteration on the boundary (for positive and negative powers) with logarithmic corrections
in order to prove the L∞ and Cα regularity of solutions. Finally, we establish a Neumann
Liouville-type theorem in a half-space, which is used together with a blow-up argument to
show higher regularity of solutions.
Part II of the thesis is focused on the study of the so-called saddle-shaped solution to
the integro-differential Allen-Cahn equation Lu = f(u) in R2m, where the nonlinearity f of
bistable type. A crucial property of these solutions is that their zero level set is the Simons
cone. Their importance comes from their role in a fractional version of a conjecture by De
Giorgi about the one-dimensional symmetry of monotone solutions. Indeed, the saddle-
shaped solution is expected to be the simplest minimizer which is not one-dimensional to
the (local and nonlocal) Allen-Cahn equation (this will occur in high enough dimensions).
It plays, thus, the same role as the Simons cone in the theory of minimal surfaces.
First, we study the saddle-shaped solution when L = (−∆)s by using the extension
problem. We establish its uniqueness and, in dimensions 2m ≥ 14, its stability. As a
byproduct, we give the first analytical proof of a stability result for the Simons cone in
the nonlocal setting. We show that it is a stable nonlocal minimal surface in dimensions
2m ≥ 14. To prove these results we use a maximum principle for the linearized operator
(−∆)s−f ′(u). Such a maximum principle is used to establish some monotonicity properties
of the saddle-shaped solution, that in turn are used to prove the stability of the saddle
solution in dimensions 2m ≥ 14.
Next, we study saddle-shaped solutions when L is any rotation invariant and uniformly
elliptic integro-differential operator. In this scenario, we need to develop some new nonlocal
techniques, since here the extension technique is not available. To our knowledge, there is
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no previous work on saddle-shaped solutions for general operators. In this respect, our main
contribution is a characterization of the kernels K for which one can develop a theory of
existence and uniqueness of saddle-shaped solutions. It turns out that a sufficient condition
is K being radially symmetric and K(
√
·) strictly convex. Under these assumptions, we
establish an energy estimate for doubly radial odd minimizers and some properties of
the saddle-shaped solution, namely: existence, uniqueness, asymptotic behavior, and a
maximum principle for the linearized operator.
Finally, in Part III we develop a nonlocal Weirstrass extremal field theory. A classical
problem in the Calculus of Variations consists of giving sufficient conditions for an extremal
of an energy functional, i.e., a solution of the Euler-Lagrange equation, to be minimizer.
A very useful strategy to establish the minimality in the local framework goes through the
theory of calibrations. In this setting, a calibration C associated to the energy functional E
and the function u is a functional depending only on the boundary values of u and satisfying
C(u) = E(u) and C(v) ≤ E(v) for any v. Once the calibration is available, the minimality
of u follows immediately, with no need to have an existence result of minimizers, neither
to know their regularity.






x, y, w(x), w(y)
)
dx dy
in the presence of a foliation made of solutions (or an extremal field) when the nonlocal
Lagrangian GN(x, y, a, b) satisfies the ellipticity condition ∂2abGN ≤ 0. The model case in
our setting corresponds to the energy functional for the fractional Laplacian, for which
such a calibration was still unknown. In addition, the ellipticity condition is satisfied in
the case of the fractional p-Dirichlet energy, the fractional s-area functional for graphs, as
well as for convolution energies. The existence of such a calibration allows us to prove that
any leaf of the foliation is automatically a minimizer for its own exterior datum.
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This thesis concerns the analysis of elliptic Partial Differential Equations (PDE) and re-
lated problems such as integro-differential equations. It is mainly focused on the study of
qualitative and regularity properties of solutions to equations driven by integro-differential








The fractional Laplacian (−∆)s is the canonical example of these nonlocal operators. It
corresponds to the radial, homogeneous kernel K(z) = cn,s |z|−n−2s for s ∈ (0, 1).
The study of equations involving nonlocal operators has attracted much attention re-
cently since they arise naturally in finance, fluid dynamics, and other areas when dealing
with processes where nonlocal interaction phenomena appear. In addition, fractional equa-
tions may turn out to be a useful approximation of certain local equations for a limit of
the parameter s (this could be the case for nonlocal and classical minimal surfaces).
In the following, we first introduce integro-differential operators (with special emphasis
on the fractional Laplacian) and nonlocal minimal surfaces. They appear in many nonlocal
models from different areas. Next, we focus on the Dirichlet and Neumann problems for
the fractional Laplacian, recalling the available regularity results and the probabilistic
interpretation. After that, we review an important qualitative property of solutions to
variational equations: minimality. Then, we present some rigidity properties for linear and
nonlinear elliptic equations. Finally, we describe the main results of the thesis.
Nonlocal problems








x, y, u(x), u(y)
)
dx dy (1)
has attracted much attention in the last decades. The structure of this energy takes into
account interactions between each pair of points (x, y) ∈ Rn×Rn. Thus, it is suitable when
dealing with situations where long range interaction phenomena appear. For this reason
these are called nonlocal models.
Nonlocal models have been used in Solid Mechanics and Elasticity since the first half
of the XXth century. The most important example is the Peierls-Nabarro equation
(−∆)1/2u = sin u,
which arises when studying crystal dislocations; see [188, 121]. More recently, there has
been an increased interest in nonlocal variational problems, mainly after Silling intro-
duced the Peridynamics continuum model in [178]. In such a formulation, unlike the usual
1
Cauchy–Green elasticity theory, forces between separate points are taken into account.
Hence, it seems to be adequate for studying deformations where discontinuities appear, as
in the case of fractures; see [180, 142, 179].
It is also very natural to treat nonlocal problems in Epidemiology. The global pan-
demic of COVID-19 has showed that long range interactions are crucial when studying the
spreading of diseases. The reason is that people are able to move long distances in a short
time. In [40], an analysis of human movement based on bill tracking suggests that Lévy
flights are appropriate models to describe these processes.
On the other hand, in Quantum Mechanics, it is well known that the behavior of soft
matter does not follow from relativistic or quantum properties of elementary molecules.
Thus, different models have been presented in recent years to treat such an anomalous
behavior. For instance, Laskin [141] introduced fractional quantum mechanics as a result
of expanding the Feynman path integral, from the Brownian-like to the Lévy-like quantum
mechanical paths. This is a nonlocal model that has been found to be a very useful tool
to study the physical problem; see [69].
Turning to Fluid Dynamics, an important nonlocal model, which has a strong connec-
tion with the extension problem for the fractional Laplacian, is the Benjamin-Ono equation
(−∆)1/2u = −u+ u2.
It arises in the theory of internal waves of irrotational, incompressible, and inviscid fluids
in deep regions; see [25, 10].
Finally, in Finance, some relevant models, such as the fractional obstacle problem, have
nonlocal nature. It is mainly motivated by the discontinuous behavior of asset prizes; see
[148, 144, 160]. In such cases, Lévy flights are more suitable than Brownian motion to
describe the processes.
Integro-differential operators
An important family of nonlocal operators that arises when modeling most of the previous







K(x, y) dy, (2)
where K ≥ 0 is the kernel of the operator and P.V. stands for principal value. It is clear
that such linear operators have a nonlocal character since in order to evaluate Lu at x0 one
needs to know the values of u outside any small neighborhood around the point. Moreover,
when the kernel K is positive, Lu(x0) depends on the values of u in the whole Rn.
This kind of operators shares important properties with the classical Laplacian and
other second order differential operators, such as the global maximum principle [78]. To
illustrate this, if u has a global maximum at x0 then Lu(x0) ≥ 0. Nevertheless, there
are also some relevant differences between differential and integro-differential operators.
For instance, being x0 a local maximum of u is usually not enough to conclude that
Lu(x0) ≥ 0. This fact introduces certain difficulties, as it occurs when studying odd
solutions to equations driven by such operators (see Chapters 1, 4, and 5).
Integro-differential operators arise also naturally in probability, since they are the in-
finitesimal generators of Lévy flights, which are, roughly speaking, stochastic processes
where long jumps are allowed. In this framework, K(x, y) measures the probability of
2
jumping from the point x to y (we refer to Chapter 2 in [43] and references therein for







K(x, y) dy < +∞, for every x ∈ Rn. (3)
Another natural assumption from the probabilistic point of view is the kernel being
symmetric in the variables x and y, i.e, K(x, y) = K(y, x). It corresponds with the
probability of jumping from x to y being equal to the probability of jumping from y to x.
Moreover, this assumption ensures a variational structure which, apart from providing a
very rich mathematical theory, is natural when dealing with problems coming from physical
phenomena. When K is symmetric, the integro-differential operator is self-adjoint and
appears as the Euler-Lagrange equation of the term
ˆˆ
|u(x)− u(y)|2K(x, y) dx dy
in an energy functional. The domain of integration will be made precise later.
In order to establish certain results involving integro-differential operators some addi-
tional assumptions are required. Among the most frequently adopted, we have:





(x) = Lu(x + h) for every function u and points x, h ∈ Rn. In
the case of integro-differential operators, this condition yields the kernel being of the
form K(x, y) = k(x− y). As a consequence, such operators can be seen as multiplier








Within the nonlocal framework, these operators are the analogues of second order
differential operators with constant coefficients.
• Rotation invariance: The operator L is said to be rotation invariant if it satisfies
L(u(R·))(x) = Lu(Rx) for every function u, rotation R ∈ O(n), and point x ∈
Rn. For linear integro-differential operators, rotation invariance is equivalent to K
satisfying K(Rx,Ry) = K(x, y). This property appears naturally when modeling
isotropic processes. In such phenomena the properties of different magnitudes are
independent of the direction in which they are measured.
• Scale invariance: We say that the operator L is scale invariant if there is a parameter
α such that L(u(λ·))(x) = λαLu(λx) for every function u, point x ∈ Rn, and scalar
λ ∈ R. When L is an integro-differential operator it is equivalent to the kernel being
homogeneous, i.e., K(λx, λy) = λ−n−αK(x, y). Let us point out that scale invariance
is an important property which is present in many physical problems.
If we impose a linear integro-differential operator to be translation, rotation, and scale
invariant and to satisfy the integrability condition (3), we end up with the kernel being
K(x, y) = C |x− y|−(n+2s),
for some positive constant C and s ∈ (0, 1). In such a case the operator L corresponds to
the fractional Laplacian, which we present below in this introduction.
3
When the integro-differential operator has a kernel that vanishes outside a domain Ω








These operators are strongly related to censored processes in probability (see [33]). More-
over, they will play an important role in the present thesis. They are often useful to treat
different problems involving general integro-differential operators of the form (2). For in-
stance, they appear in Parts I and II of this thesis, both when studying odd solutions and
when treating the Neumann problem.
In relation with fractional analogs of the p-Laplacian and minimal surfaces, problems









have been studied in the last years; see [133, 91, 138, 90, 42]. We also treat problems
involving such operators in Part III of the thesis.
The fractional Laplacian
If we impose a linear integro-differential operator to be translation, rotation, and scale






dy, s ∈ (0, 1),
where cn,s > 0 is an explicit normalizing constant (see [56] for its precise value and [92] for
its asymptotic properties).
In the nonlocal framework, this operator takes the role of the Laplacian for second
order differential operators. For instance, a linear integro-differential operator is said to be
(uniformly) elliptic if its kernel is comparable to the one of the fractional Laplacian, i.e.,
λ
|x− y|n+2s
≤ K(x, y) ≤ Λ
|x− y|n+2s
(4)
for some positive constants 0 < λ ≤ Λ. This is a crucial property to be assumed, especially
when studying regularity of solutions. Roughly speaking, it ensures the operator being
close to (−∆)s.
The fractional Laplacian has been studied from different points of view (probability,
Fourier analysis, potential theory, and functional analysis) since the second half of the
XXth century, mainly when treating linear problems; see [16, 24, 31, 32, 34, 137, 140, 152,
175, 184, 183]. However, it has been in the last decade, after the work by Caffarelli and
Silvestre [63], when it gained a lot of attention from the PDE community, by allowing to
treat nonlinear problems.
The name “fractional Laplacian” comes from the fact that it is a multiplier operator
with Fourier symbol |ξ|2s, i.e.,
F [(−∆)su](ξ) = |ξ|2sF [u](ξ),
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in contrast with the Laplacian, whose symbol is |ξ|2. It follows that
(−∆)s ◦ (−∆)t = (−∆)s+t.
Moreover, under certain regularity assumptions on u, it is satisfied that
lim
s↑1
(−∆)su = −∆u and lim
s↓0
(−∆)su = u.
The fundamental solution is an important tool when studying equations involving the
Laplacian. In the fractional framework, an analogous theory is also available. Indeed, a
solution to
(−∆)su = f in Rn,






dz n 6= 2s.
This identity, that can be checked by using Fourier analysis, is very useful since the Riesz
potential is a well studied tool in harmonic analysis. For instance, it is known that it
regularizes functions up to 2s derivatives. In particular, if f ∈ Cα, then u ∈ C2s+α as long
as 2s+ α is not an integer.
A very powerful technique to treat problems involving the fractional Laplacian is the
local extension problem. It was first introduced from a probabilistic perspective in 1968
by Molchanov and Ostrovskii [152]. In such a framework, they established that each
symmetric stable process can be obtained as the trace of a degenerate Bessel diffusion
process. A similar extension had been also used in Conformal Geometry. Later, in 2005,
Caffarelli and Silvestre [63] retook it from a PDE point of view, proving that the fractional
Laplacian can be recovered as a Dirichlet to Neumann operator. Let us explain this. Given
u : Rn → R, we define its s-harmonic extension U : Rn × [0,∞)→ R as the solution to{
div(λ1−2s∇U) = 0 in Rn × (0,∞) ,
U = u on Rn .
Note that although this problem is a degenerate PDE when s < 1/2 and singular when
s > 1/2, the weight λ1−2s belongs to the Muckenhoupt class A2 and thus the extension
function U is well defined [103]. In addition, it has an explicit expression in terms of the
Poisson kernel of a half-space.
Now, we can define the Dirichlet to Neumann operator






It is clearly a nonlocal operator since the extension U depends on the values of u in the
whole Rn. Moreover, it turns out that
(−∆)su = ds Tsu,
where ds > 0 is an explicit normalizing constant (see [56] for the precise value).
Such a relation can be checked both by using the explicit expression of the Poisson
kernel or the Fourier transform. Furthermore, one can obtain it from a heuristic point of
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view when s = 1/2. That is, in that case T1/2u(x) = −Uλ(x, 0). Indeed, it is clear that
−Uλ is the harmonic extension of T1/2u. Hence,
T 21/2u = T1/2(T1/2u) = T1/2(−Uλ(·, 0)) = Uλλ(·, 0) = −∆xU(·, 0) = −∆u,
which means that T1/2 = −∂λ|λ=0 is a square root of the Laplacian.
The introduction of the extension method was a turning point in the field since it allowed
to treat nonlocal problems by using purely and very well developed local techniques. Thus,
many fractional problems, mainly nonlinear, have been studied in depth in recent years.
Among others, we mention the regularity theory for the fractional obstacle problem [62],
the uniqueness of ground states for Benjamin-Ono-type equations [117, 118], or a fractional
version of De Giorgi’s conjecture [48, 49, 182, 116]. Nevertheless, an important restriction
of the extension technique is that it is not available for most of the integro-differential
operators. Hence, alternative methods need to be developed in most cases.
Besides the integral, Fourier, and extension representations of the fractional Laplacian,









In fact, the method of semigroups has been used to define and study fractional powers of
other general operators; see [185] and references therein.
Nonlocal minimal surfaces
The perimeter functional appears naturally when modeling certain physical phenomena,
such as surface tension in soap bubbles or phase transitions. Given a bounded domain
E ⊂ Rn we know that the definition of its perimeter, defined for smooth sets as the
Hausdorff measure of the boundary, can be extended to less regular sets as
P(E) = [1E]W 1,1(Rn).
This definition becomes crucial when solving the Plateau problem in Ω ⊂ Rn, i.e., when
proving the existence of a set E ⊂ Rn such that
P(E ∩ Ω) ≤ P(F ∩ Ω)
for every F ⊂ Rn with F \ Ω = E \ Ω. Indeed, once a good definition of the perimeter
functional for nonregular sets is introduced, the existence of minimizers follows from its
lower semicontinuity and a compactness argument. The boundaries of minimizers of the
perimeter functional are the so-called minimizing minimal surfaces. They have zero mean
curvature (in a suitable viscosity sense).
Once the existence of minimizing minimal surfaces is established, it is natural to wonder
about their regularity. If a minimizing minimal surface is the graph of a function, one can
combine a gradient estimate by Bombieri, De Giorgi, and Miranda [39] with De Giorgi-
Nash-Moser theory to conclude that it is smooth in any dimension. This is not true for
general minimizing minimal hypersurfaces in Rn. In fact, they are analytic when n ≤ 7,
while they may have singularities if n ≥ 8. A key ingredient to obtain such a result is the
classification of minimizing minimal cones; see [81] and references therein. The Simons
cone, defined in R2m by
C = {x = (x′, x′′) ∈ Rm × Rm : |x′| = |x′′|} , (5)
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plays an important role in the classification. It has zero mean curvature at every regu-
lar point in every even dimension. In addition, it minimizes the perimeter functional in
dimensions 2m ≥ 8, as established by Bombieri, De Giorgi, and Giusti in [38].
If we replace now the W 1,1-seminorm by a fractional one, nonlocal versions of the
perimeter can be defined. That is, we consider the fractional perimeter











Roughly speaking, Pα gives an interpolation between the volume and the classical perimeter
of the set (see Appendix A in [99]). Other nonlocal perimeters can be considered by
choosing different kernels K as in the case of integro-differential operators.








Hence, it can be understood as a weighted measure of the variation of the normal vector
on the boundary.
This fractional version of perimeter inherits some properties of the classical counterpart.
For instance, it enjoys an isoperimetric inequality [119, 120]. That is, balls minimize the
fractional perimeter among all sets with a prescribed volume. Furthermore, the fractional
perimeter has important applications in different areas, such as digital image reconstruction
(see [99]).
In [61], Caffarelli, Roquejoffre, and Savin introduced the notion of fractional perimeter







in order to develop a theory of nonlocal minimal surfaces. Remarkably, such a theory shares
many analogies with the classical one. At the same time, important problems within the
nonlocal theory are still open.
As in the classical perimeter, the existence of nonlocal minimal surfaces follows from
the lower semicontinuity of Pα and a compactness argument. Moreover, if the set is regular
enough, it has zero nonlocal mean curvature, i.e, it satisfies Hα[E](x) = 0 for every x ∈







Heuristically, this means that the interactions of each point on the boundary with both E
and Ec are equal.
Thanks to a monotonicity formula which is also available in the fractional framework,
the regularity of minimizing nonlocal minimal surfaces follows from classifying minimizing
nonlocal minimal cones. As in the local case, they are expected to be hyperplanes only
in low dimensions. Nevertheless, such a classification is far from complete. In dimension
n = 2 and for every α, minimizing nonlocal minimal cones were proved to be flat by
Savin and Valdinoci [171]. In higher dimensions, the main result in this direction is the
one by Caffarelli and Valdinoci [64], establishing that they are hyperplanes in dimensions
2 ≤ n ≤ 7 for α close to 1.
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It is also an open problem to find, in high dimensions, an example of a nontrivial
minimizing nonlocal minimal cone. The main candidate is the Simons cone C (see (5) to
recall the definition). As in the local framework, it is easy to check that it is stationary
for the nonlocal perimeter functional. However, it is an open problem to determine if it
is a minimizer for some dimensions. In [86], Dávila, del Pino, and Wei gave the unique
result in this direction. They showed that establishing the stability of the Simons cone is
equivalent to checking an inequality involving two hypergeometric constants which depend
only on α and n. By using numerical computations, they find that, in dimensions 2m ≤ 6
and for α close to zero, the Simons cone is unstable.
When the minimizing nonlocal minimal surface is the graph of a function, Cabré and
Cozzi [52] showed through a gradient estimate that the surface is smooth in every dimen-
sion. It is important to point out that in the case of graphs, the nonlocal mean curvature
being zero is a sufficient condition to be minimizer (see [82, 47]).
Integro-differential equations in bounded domains
Dirichlet and Neumann problems
For the Laplacian, existence and uniqueness of weak solutions to the Dirichlet problem{
−∆u = f in Ω,
u = 0 on ∂Ω (6)
follow from the Riesz representation theorem. Moreover, the solution is known to be the










among all functions u ∈ H1(Ω) with the trace condition u = 0 on ∂Ω.
On the other hand, if we look for free minimizers (no trace condition is assumed) of
such an energy functional, we recover the Neumann problem for the Laplacian{
−∆u = f in Ω,
∂νu = 0 on ∂Ω.
(7)
Note that the existence of free minimizers is not always guaranteed. Indeed, if
´
Ω f 6=
0, given any function we can construct a sequence of functions, by adding/subtracting
constants, whose energy decreases as much as we want. It turns out that
´
Ω f = 0 is not
only a necessary but sufficient condition to have existence of solutions. Moreover, when
such a condition is assumed, uniqueness (up to additive constant) of solution can also be
obtained by using Riesz representation theorem when restricting to the space of functions
with zero mean.
We point out that similar Dirichlet and Neumann problems can be stated when replac-
ing the Laplacian by any second order differential operator in divergence form.
In the fractional setting, we can follow a similar strategy. The Dirichlet problem for
the fractional Laplacian is {
(−∆)su = f in Ω,
u = 0 in Ωc, (8)
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where now the Dirichlet condition is imposed in the complement of Ω due to the nonlocal
nature of the operator. We call it exterior condition.
Existence and uniqueness of solutions to (8) can also be treated by using variational












among all functions u ∈ Hs(Rn) with u = 0 in Ωc. Note that the set Ωc × Ωc is not
included in the domain of integration of the energy functional, since functions vanish in
such a set. Moreover, this is the suitable formulation when dealing with nonhomogeneous
exterior conditions in order to work with well-defined energies.
If we look now for free minimizers of the energy functional Esf we obtain a nonlocal
version of the Neumann problem as the Euler-Lagrange equation. It is the following:{
(−∆)su = f in Ω,
Nsu = 0 in Ωc,
(9)







This Neumann problem for the fractional Laplacian was first introduced by Dipierro,
Ros-Oton, and Valdinoci [96] (see also [100]), and has been subsequently studied in several
papers (see for example [1, 8, 77, 143]). It shares some interesting properties with its
classical analogue, for instance, the probabilistic interpretation that we explain next or the
conservation of mass for the associated heat equation.
As in the local framework, both the Dirichlet and Neumann problems can be extended
to more general nonlocal operators with variational structure.
Heuristic interpretation through probabilities
Both the Dirichlet and Neumann problems have an interesting probabilistic interpretation
in terms of random walks. Next, we present them from a heuristic point of view.
Let us consider Brownian motion in Rn. We may think that this process represents a
continuous random walk of a particle. One can restrict the movement inside the bounded
domain Ω by finishing the process when the particle touches the boundary. Let us define
u(x) as the expected gain of the random walk starting at x and receiving a quantity
proportional to f at each point of the path. It turns out that u solves the Dirichlet
problem (6). Thanks to a similar interpretation for the heat equation, when f ≡ 1, the
solution u can be understood as the expected exit time of the particle.
Alternatively, we can restrict the movement of the particle to stay inside the domain
Ω by making it bounce (by reflecting) when it hits the boundary ∂Ω. In this scenario, one
can formally deduce that the large-time expected gain of the particle satisfies the Neumann
problem (7). Since this process has no end, certain conditions seem natural to be needed in
order to guarantee the convergence of the long-time expected gain. For instance, if f ≡ 1,
it is clear that the accumulated gain grows up to infinity with time. In this way we can
understand from a different point of view why some conditions need to be imposed on f
in order to have existence of solution for the Neumann problem, namely
´
Ω f = 0.
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In the nonlocal setting, similar processes can be defined by replacing the Brownian
motion by Lévy flights, but we need to decide what happens when the particle jumps to
the exterior of the domain Ω. As in the case of the Laplacian, we recover the Dirichlet
problem (8) if we impose the movement to finish when the particle goes out of the domain.
On the other hand, the Neumann problem corresponds to reflecting the particles into the
domain in order to continue the process. When the probability law that one uses to reflect
them is proportional to the one of the Lévy flight, the Neumann problem for the fractional
Laplacian (9) is recovered (see [96] and references therein for an extended explanation).
In both the local and nonlocal cases we can consider random processes that are neither
isotropic nor symmetric. In such cases we end up with problems involving either second or-
der or integro-differential operators which are different from the Laplacian or the fractional
Laplacian, respectively.
Regularity of solutions
The regularity of solutions is one of the most basic and important questions in the theory
of PDEs. In the classical framework, it is known that any function u weakly satisfying the
equation −∆u = f in B1 is such that u ∈ C1,α(B1) for every α ∈ (0, 1) when f ∈ L∞(B1).






It immediately follows from the previous estimate that solutions to the Dirichlet and
Neumann problem are C1,α in the interior of Ω. Higher regularity can be deduced when
the source term f is more regular. In addition, similar results can be proved when the
Laplacian is replaced by other second order elliptic differential operators.
As it is natural, the boundary regularity of solutions depends on the smoothness of the
domain and the boundary conditions. A usual strategy to establish the regularity both
for solutions to the Dirichlet and Neumann problem consists of flattening the boundary
and reflecting the domain through it. Let us explain this procedure by following the
steps represented in Figure 1. If the domain is smooth, given any point x0 ∈ ∂Ω we can
find a regular diffeomorphism Φ mapping a neighborhood of that point into the half ball.
Moreover, if we define v(x) = u(Φ(x)) and f̃(x) = f(Φ(x)), they satisfy the linear equation
Lv = f̃ in B+1 = B1 ∩ {xn > 0} ⊂ Rn for some elliptic second order differential operator
L in divergence form with smooth coefficients. Next, we can extend the problem to the
whole ball by an odd/even reflection depending on whether the boundary conditions are
Dirichlet or Neumann. Thus, we have reduced the study of the boundary regularity for the
Laplacian in a general smooth domain to the study of the interior regularity for a second
order differential equation in a ball. In this way, we can deduce the boundary regularity of
u from the interior one of the auxiliary function v.
In the fractional framework, interior regularity for functions satisfying (−∆)su = f in
B1 is known since the work by Landkof [140] in the seventies. Indeed, once the fundamental
solution and the fractional Poisson kernel for the ball are known explicitly, the strategy
through the regularity results is analogous to the classical one for the Laplacian, and the






for every 0 ≤ α ≤ 2s provided that it is not an integer. Similar results for general elliptic





Lv = f̃ Lv = f̃
Reflexion
Figure 1: How to reduce the boundary regularity for the Laplacian to the interior one for
an elliptic operator.
Unlike what happens in the local case, it turns out that the boundary regularity is
much more delicate than the interior one. This is because in this nonlocal context it is
not known how to use a reflection method to study solutions near the boundary, and a
completely different strategy is needed.
In the Dirichlet problem for the fractional Laplacian, Ros-Oton and Serra [163] over-
came this difficulty by using methods that extend the Krylov [139] boundary Harnack
theory for local equations in non-divergence form. It is based on two ingredients: the
interior regularity results for the fractional Laplacian and a suitable upper barrier. With
such a strategy they prove that u ∈ Cs(Rn) when f ∈ L∞(Ω), i.e., u is Cs in the whole Rn
and, in particular, up to the boundary.













can be checked to be the solution of the Dirichlet problem{
(−∆)su = 1 in B1,
u = 0 in Bc1.
Hence, it is clear that even being f ∈ C∞(B1), the solution is Cs up to the boundary and
not better. For this reason, it is important to study further the regularity of u/δs up to
∂Ω, where
δ(x) = dist(x, ∂Ω).
In [163], it is proved that u/δs is Hölder continuous up to the boundary. Moreover, when
f is more regular the Hölder estimates for such a quotient can be improved.
While the Dirichlet problem for the fractional Laplacian is very well understood at
this moment, much less is known for the Neumann case. To the best of our knowledge,
the boundary regularity results that we establish here are the only ones in the literature.
Indeed, even the boundedness of solutions was not known prior to this thesis.
Minimality of solutions
When studying linear problems with variational structure, uniqueness of solutions yields
their minimality for the associated energy functional. We have previously noted this in
the case of the Dirichlet and Neumann problems for the classical and fractional Laplacian.
However, nonlinear problems usually do not enjoy uniqueness and admit solutions which
are not minimizers.
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A classical problem in the Calculus of Variation consists of finding conditions for a









In this framework, the function GL(x, λ, q) is called the Lagrangian of the functional.
Let us recall that we say that u ∈ C1(Ω) is a minimizer of the functional energy EL if
EL(u) ≤ EL(w)
for all w ∈ C1(Ω) such that w = u on ∂Ω.
The most basic necessary condition to be a minimizer of the functional is being an
extremal. By computing the first variation, we know that extremals are weak solutions to
the Euler-Lagrange equation











If the energy functional is convex, it is well known that being a critical point (extremal or
solution) is a sufficient condition to be a minimizer. Many models that arise from physical
phenomena exhibit such a convexity property. Nevertheless, there are also important
models with nonconvex energy functionals. This is the case of the Allen-Cahn energy or
of minimal surfaces, among many others. In this case, the associated energy functionals
may have several extremals, with most of them not being minimizers.
In 1879, Weierstrass found a new necessary first order condition for ODEs, the so-called
Weierstrass necessary condition. Later on it was extended to high dimensional problems
as follows: if u is a minimizer of the energy functional EL, then it must satisfy
E(x, u(x),∇u(x), ξ) ≥ 0 for all x ∈ Ω, ξ ∈ Rn,
where E is the Weierstrass excess function
E(x, λ, q, q̃) = GL(x, λ, q̃)−GL(x, λ, q)− ∂qGL(x, λ, q) · (q̃ − q).
Note that the Weierstrass excess function is always nonnegative when the Lagrangian
GL(x, λ, q) is convex with respect to q.
In models where there is no uniqueness of extremal, an important type of solutions
are the stable ones (sometimes known as local minimizers). These are solutions where the
second variation of the energy is nonnegative (equivalently, the operator associated to the
linearized equation has nonnegative spectrum). Hence, stability is a second order necessary
condition for minimality. From a physical point of view, stable solutions are the observable
states in nature since unstable solutions decay towards stable ones.
Regarding sufficient conditions, one effective strategy to establish the minimality of
extremals goes through the theory of calibrations and null-Lagrangians:
Definition 1. A functional CL is a calibration for EL and u if the following conditions hold:
(C1) CL(u) = EL(u),
(C2) CL(w) ≤ EL(w) for all w,
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(C3) CL is a null-Lagrangian, i.e., CL(w) = CL(w̃) for all w, w̃ such that w ≡ w̃ on ∂Ω.
Once the calibration is available, the minimality of the function u follows immediately.
Indeed, if CL is a calibration for EL and u, then, for any w with w ≡ u in ∂Ω, applying
(C1), (C2), and (C3) in this order we obtain
EL(u) = CL(u) = CL(w) ≤ EL(w),
and u is a minimizer. Here, an a priori existence and regularity result for minimizers is not
needed.
A classical result in the Calculus of Variations asserts that if a solution u is embedded1
in an extremal field {ut}t∈R (i.e., a one-parameter family of extremals of the energy func-
tional EL whose graphs give a foliation) where each leaf satisfies the Weierstrass necessary
condition, then it is a minimizer. One can show it by giving an explicit calibration. That
is, defining the leaf–parameter function t : Ω× R → R as the unique t = t(x, λ) ∈ R such



















It can be checked that CL satisfies (C1) and (C3) with u = ut, for all t. Moreover, it is
well known that the energy functional EL can be decomposed in terms of the calibration
functional CL and the Weierstrass excess function E as







Hence, if each ut satisfies the Weierstrass necessary condition, it follows that (C2) is also
satisfied, and CL is a calibration for each ut.























when the functions ut satisfy the semilinear equation −∆ut = F ′(ut) in Ω.
Calibrations and extremal fields have also been studied in relation to the theory of
minimal surfaces. In this framework, once the existence of a foliation by minimal sets Et








1If a solution u of the Euler-Lagrange equation is stable, there is a natural way to embed it into an
extremal field. Indeed, by the Implicit Function Theorem there is a small tubular neighborhood of u which
is foliated by a family of solutions, see Proposition 6.3.4 in [125].
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where ν∂A denotes the outward normal vector to the surface ∂A. In [88], a calibration
argument was used by De Philippis and Paolini to give a simple proof of the minimality of
the Simons cone in dimensions n ≥ 8.
While the theory of calibrations for local energies is well known, there are almost no
results when dealing with nonlocal energies. Even the form of a calibration in the simplest
case of quadratic nonlocal energies was not known. To the best of our knowledge, prior







|1F (x)− 1F (y)|K(x− y) dx dy.










(1F (x)− 1F (y))K(x− y) dx dy.
Classification of solutions
The study of rigidity properties or classification of solutions in the whole space or in the
half-space is well known to be in strong connection with the regularity theory of solutions
in bounded domains. Moreover, this relation can be exploited in both directions.
Liouville theorems for linear problems
The most basic classification result in PDEs is the classical theorem of Liouville. It states
that any bounded harmonic function in Rn is constant. It is also well known that the result
remains true when only asking for the solution to be bounded from one side (from above
or from below). Furthermore, this condition can be replaced (see Theorem 9.10 in [15]) by






without changing the conclusion of the theorem. Note that one can understand this con-
dition as the solution cannot grow more than linear from below (or above). One proof of
these results relies on the mean value property for harmonic functions.
Liouville theorems have been generalized to linear nonlocal operators, where one can-
not use as simple arguments. In [37], Bogdan, Kulczycki, and Nowak used a gradient
estimate to show that nonnegative s-harmonic functions must be constant. Later on,







with 0 ≤ γ ≤ 1 and γ < 2s. They used potential theory and Fourier analysis, together with
the distributional notion of solutions. Finally, Fall [104] established through Cauchy-type
estimates for the derivatives (from Poisson kernel representation) that every s-harmonic
(in the distributional sense) function u such that (1 + | · |n+2s)−1u ∈ L1(Rn) is affine.
Regarding more general integro-differential operators, Ros-Oton and Serra [165] proved
that when L is a symmetric stable operator, i.e., with K(z) = a(z/|z|)|z|−n−2s for some
a ≥ 0 and a ∈ L1, and the solution u satisfies the growth condition
||u||L∞(BR) ≤ CRγ, when R > 1,
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for some γ < 2s, then u is affine. They obtained this result by iterating a Cα-estimate
found using the heat kernel. Finally, Fall and Weth [106] have proved a similar result for
distributional solutions. They were able to arrive at the same conclusion by using Fourier
analysis when a ∈ L∞ and has certain regularity, but is not necessarily positive.
Nonlinear 1D problems
In some nonlinear settings, the analogue of the Liouville theorem is a rigidity result es-
tablishing the one-dimensional symmetry of solutions. Let us recall that we say that a
function is one-dimensional if it depends only on one Euclidean variable. Equivalently,
all its level sets are flat. For this reason, the classification of solutions in dimension one
plays an important role when studying qualitative properties of solutions to some nonlinear
problems in high dimensions.
In the case of semilinear local equations, the one dimensional problem is just the non-
linear second order ODE
− u′′ = f(u) in R, (13)
whose bounded solutions are completely classified. Indeed, there are only three types of
nonconstant bounded solutions: layer solutions (monotone solutions), ground state solu-
tions (even, with only one change of monotonicity), and periodic solutions. The proof of
this classification result is based on Picard’s existence and uniqueness theorem for ODEs.
Moreover, the nonlinearities that admit a solution of each type can be characterized. That
is, given the potential F ∈ C1([a, b]) such that F ′ = f , then
• there exists a layer solution to (13) if and only if
F ′(a) = F ′(b) = 0 and F < F (a) = F (b) in (a, b); (14)
• there exists a ground state solution to (13) if and only if
F ′(a) = 0 < F ′(b) and F < F (a) = F (b) in (a, b); (15)
• there exists a periodic solution to (13) if and only if
F ′(a) < 0 < F ′(b) and F < F (a) = F (b) in (a, b). (16)
Given L an integro-differential operator of the form (2), a similar classification for the
equation
Lu = f(u) in R (17)
is still open (even in the case of the fractional Laplacian), although there are some partial
results in this direction.
In the 90s, Amick and Toland established the first classification results for the square
root of the Laplacian, L = (−∆)1/2, but only certain specific nonlinearities which make
the problem “completely integrable”. In [10], they gave an explicit expression for all the
solutions to the Benjamin-Ono equation
(−∆)1/2u = −u+ u2 in R.
They used the extension problem to reduce the nonlocal equation to a separable ODE in
the complex variable. In particular, they proved that
u(x) = 21 + x2 ,
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which was found by Benjamin [25], is the unique (up to translations) ground state solution.
Moreover, they showed the existence of periodic solutions for each period greater than 2π.
Next, Toland [188] proved that the derivative of any bounded solution of the Peierls-
Nabarro problem
(−∆)1/2u = sin(u) in R
is the difference of two bounded solutions to the Benjamin-Ono equation. As a consequence,
the unique bounded solutions to the Peierls-Nabarro equation are the periodic ones and
the layer solution
u(x) = 2 arctan(x),
first discovered by Peierls [159].
Later on, Cabré, Sire, and Solà-Morales [58, 57] studied layer solutions for general non-
linearities and fractional powers by using the extension problem for the fractional Lapla-
cian. They found that (14) turn out to be also the necessary and sufficient conditions in
order to have existence of layer solution to (17) when L = (−∆)s. Moreover, they show
that uniqueness (up to translations) follows once the condition f ′(±1) = F ′′(±1) < 0 is
assumed. In these works they also prove symmetry, asymptotic behavior, and variational
properties of the layer solution. In [83], Cozzi and Passalacqua established the analogous
results in the case of general elliptic integro-differential operators.
In relation to a conjecture by De Giorgi concerning monotone solutions of the Allen-
Cahn equation, layer solutions play a crucial role. Moreover, the unique layer solution that
vanishes at the origin will be of great interest in this thesis. Denoted by u0, it satisfies
Lu0 = f(u0) in R ,
u̇0 > 0 in R ,
u0(0) = 0 ,
lim
x→±∞
u0(x) = ±1 ,
(18)
where L is an integro-differential operator of the form (2) and f is a nonlinearity of Allen-
Cahn type.
Now that conditions of existence and uniqueness for layer solution are understood in
the nonlocal setting, further properties are of interest. For instance, nondegeneracy is one
of them. Dávila, del Pino, and Musso [85] proved the nondegeneracy of the layer solution
when L = (−∆)1/2 (with the extension problem) in order to construct solutions to (17)
that develop multiple transitions from −1 to 1. In [101], Du, Gui, Sire, and Wei generalized
the nondegeneracy to s ∈ (1/2, 1) and used it to show the existence of clustering-layered
solutions for a fractional inhomogeneous Allen-Cahn equation.
Turning to ground state solutions, the most important result in the literature in the
nonlocal framework is due to Frank and Lenzmann [117]. In this work they established the
uniqueness of this kind of solutions when f(u) = up+1−u for p subcritical. In order to prove
this, they first established their nondegeneracy by developing a delicate spectral theory for
fractional linear operators (where the local extension problem and the polynomial structure
of the nonlinearity play a crucial role) as the ones we treat in Chapter 1. Finally, they
used the nondegeneracy to show the uniqueness result by an implicit function argument
and the well known result for the local case (s = 1).
Apart from the works by Amick and Toland, with particular nonlinearities that provide
a “completely integrable” equation, periodic solutions are not very well studied in the
nonlocal framework. Let us mention the work by Barrios, Garcia-Melian, and Quass [22]
where periodic solutions to certain fractional problems are constructed by using variational
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methods. Further work on periodic solutions is now being carried out by Cabré, Csato,
Mas, and Solà-Morales.
A conjecture by De Giorgi about the one-dimensional symmetry
of monotone solutions
The Allen-Cahn equation
−∆u = u− u3 in Rn (19)









It is an important reaction-diffusion model that was first proposed in 1972 to describe
phase separation in metal alloys [6, 7]. Furthermore, it also arises when studying interfaces
in binary fluids, crystal dislocations, pattern formation in polymers, and superconductivity
(see [65, 159, 154, 157, 126]).
This model presents a competition between the potential and the kinetic energies.
That is, on the one hand, the potential function has two minima at u = −1 and u = +1
that represent the pure phases. In this way, minimizers “prefer” to take values very close
to ±1. On the other hand, the gradient term penalizes sharp changes between the two
phases, avoiding the formation of unnecessary interfaces. Therefore, typical minimizers of
the energy essentially split the space into two regions that are separated by a moderated
transition.
These rough arguments suggest that minimizers of the Allen-Cahn equation should be
close to the characteristic function (with values ±1) of a set with “small” boundary. This
is indeed true and gives a deep relation between Allen-Cahn and the theory of minimal
surfaces. In fact, in the 80s, Modica and Mortola [151] proved the Γ-convergence of a
rescaled version of the energy functional EAC to a multiple of the perimeter functional P .
As a consequence, the blow-down sequence of a global minimizer converges in some sense
to the characteristic function of a set whose boundary is a minimizing minimal surface.
Such a connection between minimal surfaces and the Allen-Cahn equation, together
with the classification of entire minimal graphs, motivated a conjecture by De Giorgi [87].
He stated in 1978 that the level sets of every bounded monotone solution to the Allen-
Cahn equation are hyperplanes, at least if the space dimension satisfies n ≤ 8. Such a
classification result is the nonlinear analogue of the Liouville theorem in this framework.
Let us explain the intuition behind the statement. Once the monotonicity is assumed,
the level sets of the solution, and hence those of the blow down sequence, are graphs
converging to a minimal graph. From the Bernstein problem, minimal graphs are known
to be hyperplanes up to dimension 7, thus, the level sets of the solution are flat when
looking “from very far”, which suggest the validity of the conjecture.
The conjecture was first proved to be true in dimensions n = 2 and n = 3 by Ghoussoub
and Gui [123], and by Ambrosio and Cabré [9], respectively. For dimensions 4 ≤ n ≤ 8,
Savin [167] established the conjecture under the additional assumption
lim
xn→±∞
u(x̃, xn) = ±1 for all x̃ ∈ Rn−1. (20)
Later on, del Pino, Kowalczyk, and Wei [89] constructed a counterexample in dimensions
n ≥ 9 by using the gluing method. Thus, the conjecture is still nowadays not completely
closed (see [108, 67] and references therein).
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Let us point out that there is a strong connection between monotone solutions and
minimizers to the Allen-Cahn equation. First, it is well known that the monotonicity
assumption yields to the minimality in a certain class of compactly supported perturbations
that can be extended to global minimality when the limiting condition (20) is assumed2.
Furthermore, Jerison and Monneau [135] gave a different strategy to the one by [89] to
build a counterexample to the conjecture by taking into account the connection between
monotonicity and minimality. They proved the existence of a bounded monotone solution
to the Allen-Cahn equation in Rn which is not a one-dimensional solution from the existence
of a bounded global minimizer in Rn−1 which is not one-dimensional and even with respect
to each coordinate.
In order to complete the program proposed by Jerison and Monneau, a classification
of global minimizers is needed. In this respect, Savin established in [167] that global
minimizers are one-dimensional when n ≤ 7. On the other hand, from the relation between
the Allen-Cahn equation and minimal surfaces, it is natural to look for an analogue of the
Simons cone, which is known to be the simplest nonplanar minimizing minimal surface.
Thus, a natural candidate to be nontrivial minimizer is expected to be found in the class of
functions whose zero level set is the Simons cone and share its symmetries. This property
motivates the following definition (we use the notation x = (x′, x′′) ∈ Rm × Rm = R2m):
Definition 2. We say that a bounded solution u to (19) in even dimension n = 2m is a
saddle-shaped solution (or simply saddle solution) if
1. u is doubly radial, i.e., u = u(|x′|, |x′′|).
2. u is odd with respect to the Simons cone, that is, u(|x′|, |x′′|) = −u(|x′′|, |x′|).
3. u > 0 in O = {|x′| > |x′′|}.
Dang, Fife, and Peletier [84] studied saddle-shaped solutions for the first time in di-
mension 2m = 2 by establishing the existence, uniqueness, and some qualitative proper-
ties. The instability of these solutions in dimension 2m = 2 was shown by Schatzman
[174]. Later, Cabré and Terra [59, 60] extended the existence, asymptotic behavior, and
monotonicity properties to dimensions higher than 2. Moreover, they showed that saddle-
shaped solutions are unstable in dimension 2m = 4 and 2m = 6. In [46], Cabré established
the uniqueness in every even dimension 2m ≥ 2, as well as the stability in dimensions
2m ≥ 14. In the recent work [147], stability was established in the remaining dimensions
8 ≤ 2m ≤ 12. It is still an open problem to determine the minimality of the saddle-shaped
solution in dimensions 2m ≥ 8.
In the last decades, variants to the Ginzburg-Landau energy have been introduced to
model different phenomena. One of them consists of studying the Dirichlet energy in a
half space with a boundary reaction. Indeed, it appears as a model for crystal dislocations
and boundary vortices in micromagnetism. Let us recall that the Dirichlet energy in a half
space can be rewritten as the fractional seminorm of its trace. Hence, it is natural to study
2By the translation invariance of the equation, a monotone solution u can be embedded in the extremal
field ut(x) = u(x̃, xn + t). Hence, the calibration argument gives the minimality among functions w such
that graphw ⊂ G where
G =
{
(x, λ) ∈ Rn × R : lim
xn→−∞



















which takes into account long-range particle interactions. Furthermore, the Euler-Lagrange
equation associated to this energy functional is the fractional Allen-Cahn equation
(−∆)su = u− u3 in Rn.
In this framework, there is also a deep connection between the fractional Allen-Cahn
equation and (local and nonlocal) minimal surfaces. A rescaled version of the energy
functionals Γ-converge to the classical perimeter if s ∈ [1/2, 1), and to the fractional one
if s ∈ (0, 1/2) [5, 127, 170].
The connection between local and nonlocal minimal surfaces with the fractional Allen-
Cahn equation has motivated the study of fractional versions of De Giorgis’s conjecture
in the last years. This conjecture was proved to be true by Cabré and Sire [57], and by
Sire and Valdinoci [182] in dimension n = 2 (see Cabré and Solà-Morales [58] for s = 1/2).
Later, the conjecture was established in dimension n = 3 by Cabré and Cinti [48, 49] for
1/2 ≤ s < 1, and by Dipierro, Farina, and Valdinoci [94] for 0 < s < 1/2. Under the
additional limiting assumption (20), Savin [168, 169], for 1/2 ≤ s < 1, and Dipierro, Serra,
and Valdinoci [97], for s close to 1/2, have established the validity of the conjecture in
dimensions 4 ≤ n ≤ 8. More recently, Figalli and Serra [116] have proved the conjecture in
dimension n = 4 and s = 1/2 without assuming the additional condition (20). Let us point
out that this last result has no analogue in the local framework. A counterexample to the
fractional version of the conjecture in dimensions n ≥ 9 for s ∈ (1/2, 1) was announced by
Chan, Liu, and Wei [66].
In the fractional setting, the regularity of nonlocal minimal surfaces is still a widely open
problem. For instance, the Simons cone (which is stationary for the fractional perimeter) is
not known to be a minimizer in any dimension. Thus, results on the fractional Allen-Cahn
equation could provide some insights on this problem. Since the saddle-shaped solution is
expected to be a nontrivial minimizer of the Allen-Cahn energy, it is an interesting object
regarding the previous questions.
Previous to this thesis, saddle-shaped solutions to the fractional Allen-Cahn equation
have only been studied by Cinti [75, 76]. In such works, their existence and some fur-
ther properties, such as their instability in dimensions 4 and 6, were proved by using the
extension problem for the fractional Laplacian.
Results of the thesis
Uniqueness for linear integro-differential equations in the real line
and applications
In Chapter 1, which corresponds to [109], we study the uniqueness, up to a multiplicative
constant, of solutions to the linear integro-differential equation
Lϕ− c(x)ϕ = 0, in R, (21)
under certain assumptions on the nonlocal operator L and the potential function c, and in
the presence of a positive solution or of an odd solution vanishing only at zero.
The main result of the chapter is the following:
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Theorem 3 (see Theorems 1.1.1 and 1.1.4). Let L be an integro-differential operator of the
form (2) with even kernel K satisfying the ellipticity condition (4) for some s ∈ [1/2, 1).
Assume the potential function c ∈ L∞(R) satisfies
c(x) ≤ −c0 < 0 in R \ [−R0, R0], and ||c||Cβ0 (R) < +∞
for some positive constants c0, R0 and β0.
Let w, w̃ be two bounded solutions of the linear equation (21) such that
• either w > 0 in R,





To the best of our knowledge, this is the first uniqueness result for general integro-
differential operators in dimension one. Previous analogous results could only cover the
case of the fractional Laplacian by using potential theory, Fourier analysis, or the Caffarelli-
Silvestre extension problem. Here, we follow a nonlocal Liouville-type method developed
by Hamel, Ros-Oton, Sire, and Valdinoci [132] for integro-differential operators with com-
pactly supported kernels in dimension two. We adapt the strategy in order to remove the
compact support condition by taking advantage of the one dimensionality of the problem.
The first step is controlling the growth of the quotient of the solutions σ = w̃/w,
for which we need to overcome some difficulties. On the one hand, we need to control
the quotient even if the positive solution is arbitrarily close to zero at infinity. On the
other hand, we have to ensure that in the odd framework it can be extended up to the
origin, where the denominator vanishes. The strategy consists of proving and applying a
maximum principle in the exterior of an interval to compare both solutions by transferring
the information from an interval (where we know the quotient is bounded) to the whole
line.
The second step is establishing an integral estimate for the kernel K in the unbounded
cross-shaped regions of the plane
SR = (B2R ×BcR) ∪ (BcR ×B2R) ⊂ R× R.








|x|2γK(x− y) dxdy ≤ C R1+2γ−2s,
for a positive constant C not depending on R.



















τ 2(x)− τ 2(y)
)
w(x)w(y)K(x− y) dxdy,
for any given function τ ∈ C∞c (R), to conclude that it is constant. We point out that
finding such an identity for general integro-differential operators is the crucial contribution
by Hamel, Ros-Oton, Sire, and Valdinoci [132].
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As a consequence of the uniqueness result, we can prove qualitative properties of solu-
tions to the semilinear problem (17). The first one is the nondegeneracy of layer solutions
to semilinear Allen-Cahn type equations.
Corollary 4 (see Theorem 1.1.3). Let L be an integro-differential operator of the form (2)
with even kernel K satisfying the ellipticity condition (4) for some s ∈ [1/2, 1). For γ > 0,
let f ∈ C1,γ([−1, 1]) be any given nonlinearity such that f ′(±1) < 0.
Assume that u is a bounded solution to the semilinear equation (17), satisfying u′ > 0
and limx→±∞ u(x) = ±1.
Then, u is nondegenerate, i.e., up to a multiplicative constant u′ is the unique bounded
solution to the linearized equation Lϕ− f ′(u)ϕ = 0 in R.
Let us mention that condition f ′(±1) < 0, which corresponds to c = f ′(u) being
negative at infinity, is a natural assumption. Indeed, it is the same hypothesis needed to
prove uniqueness (up to translations) of the layer solutions (see Theorem 1.2 in [58] in the
case of the half-Laplacian). Moreover, this is also the needed condition for ±1 to be local
minimizers of the associated energy.
Finally, we prove a partial nondegeneracy result for ground state solution to (17).
Corollary 5 (see Theorem 1.1.5). Let L be an integro-differential operator of the form (2)
with kernel K being even and decreasing in (0,+∞), and satisfying the ellipticity condition
(4) for some s ∈ [1/2, 1). For γ > 0, let f ∈ C1,γ([0, 1]) be any given nonlinearity such
that f ′(0) < 0.
Assume that u is a bounded even solution to the semilinear equation (17), satisfying
u′ < 0 in (0,+∞) and limx→±∞ u(x) = 0.
Then, up to a multiplicative constant u′ is the unique bounded odd solution to the
linearized equation Lϕ− f ′(u)ϕ = 0 in R.
As in the nondegeneracy result for layer solutions, the condition f ′(0) < 0 is a natural
assumption since it is a necessary condition in order to be v ≡ 0 a local minimizer of the
associated energy.
Boundary regularity for the fractional Neumann problem
In Chapter 2 (corresponding to [13]), we study the regularity up to the boundary of solu-
tions to the Neumann problem for the fractional Laplacian (9).
While the Dirichlet problem is very well understood, much less is known for the Neu-
mann case. Our main result is the following:
Theorem 6 (see Theorem 2.1.1). Let Ω ⊂ Rn be any bounded Lipschitz domain. Let
s ∈ (0, 1), and u be any weak solution of (9) with f ∈ Lq(Ω), with q > n2s and
´







for some α > 0. Moreover, if s > 12 , q > n, and Ω is C






The constants C and α depend only on n, s, q, and Ω.
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Prior to our result, the interior regularity for the Neumann problem was well under-
stood, but near the boundary even the boundedness of solutions was open. In the fractional
case, we do not know how to reduce the boundary regularity to the interior one by using
reflections, as it occurs in the local framework. Hence, different strategies are needed. In
the Dirichlet case, Ros-Oton and Serra succeeded by extending the boundary Harnack the-
ory for local equations in non-divergence form, based on barriers and an oscillation lemma.
In the Neumann case, instead, this approach does not work. Our main contribution shows
that the corresponding local theory for equations in divergence form (boundary Moser
iteration) is appropriate for the nonlocal Neumann problem.
The first difficulty we encounter when studying the Neumann problem is that solutions
are unknown both inside and outside the domain Ω. Hence, a key point to establish the
regularity result is using an equivalent formulation for the problem. In [1], Abatangelo first
noticed that the Neumann problem (9) can be transformed into a regional-type problem





















, x, y ∈ Ω, (23)









for all x, y ∈ Ω,
where log− t = max{0, − log t}.
Thanks to this formulation, we are able to develop a delicate Moser iteration on the
boundary (for positive and negative powers) to prove both the L∞ and Cα regularity of
solutions. The strategy follows that of Kassmann [136] for interior regularity. Nevertheless,
the logarithmic singularity of the kernel introduces several difficulties.
Next, in order to show higher regularity we use a blow-up argument (in the spirit of
[165]) together with the following Liouville theorem with nonlocal Neumann condition:





. Let LΩ and
KΩ be given by (22)-(23). Assume v is a weak solution to
LΩv = 0 in Rn+
with Neumann condition on ∂Rn+ = {xn = 0}. Let α > 0 be given by Theorem 6, and
assume that
||v||L∞(B+R) ≤ C0(1 +R
2s−1+ε) for all R > 0,
for some C0 and ε ∈ (0, α). Then,
v(x) = a+ b · x
for some a ∈ R and b ∈ Rn with bn = 0. Moreover, if 2s− 1 + ε < 1 then b = 0.
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The proof of this result is not standard and does not follow from classical tools such as
even reflection for harmonic functions. Moreover, the extension problem for the fractional
Laplacian is of no use here, and therefore the proof must be also different from the Dirichlet
case. That is, the first step in our strategy consists of showing, by using the Cα regularity
and the translation invariance of the operator, that the solution is linear in the parallel
directions to the hyperplane, i.e.,




In addition, each of the functions wi is a weak solution of the Neumann problem in dimen-
sion one. Thus, the problem is reduced to proving the Liouville theorem in R+ = (0,+∞).
In such a case, solutions to the Neumann problem are, up to an additive constant, also
solutions to the Dirichlet problem. Hence, the result follows from a boundary Harnack
inequality for that problem. Let us point out that even in 1D, we do not know how to
prove the best Neumann Liouville theorem (allowing more growth on the solutions).
Finally, our methods allow us to treat as well the Neumann problem for the regional
fractional Laplacian, and we establish the same boundary regularity result. In that case,
we refer to the recent work by Fall [105] for further results concerning the regularity of
solutions to the Neumann problem.
Saddle-shaped solutions to the integro-differential Allen-Cahn equa-
tion
In Chapter 3, corresponding to [111], we study saddle-shaped solutions to the fractional
Allen-Cahn equation
(−∆)su = f(u) in R2m, (24)




, for some α ∈ (0, 1) and satisfies
f is odd, f(0) = f(1) = 0, and f ′′ < 0 in (0, 1). (25)
In order to treat this problem we follow the same approach as Cinti in [75, 76], where
the main tool is the extension problem for the fractional Laplacian. That is, we know that
problem (24) is equivalent to{
div(λ1−2s∇u) = 0 in R2m+1+ ,
−ds limλ↓0 λ1−2suλ(x, λ) = f(u) on ∂R2m+1+ = R2m .
The first main result of this chapter establishes the uniqueness of the saddle-shaped
solution.
Theorem 8 (see Theorem 3.1.3). Let s ∈ (0, 1) and let f be a function satisfying (25).
Then, for every even dimension 2m ≥ 2, there exists a unique saddle-shaped solution to
problem (24).
The proof of the result follows the strategy developed by Cabré [46] for the classical
problem. It is based on using a maximum principle for the linearized operator at a saddle-
shaped solution as well as the asymptotic behavior of the saddle solution. While the second
one was proved by Cinti [75, 76], we need to establish the maximum principle.
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Proposition 9 (see Proposition 3.1.4). Let u be a saddle-shaped solution to (24). Let
Ω ⊂ O×(0,+∞) ⊂ R2m+1+ be an open set such that ∂0Ω is nonempty. Let v ∈ C2(Ω)∩C(Ω)
be bounded from above and such that λ1−2svλ ∈ C(Ω).
Consider the operator Lu defined by
Luv = −ds lim
λ↓0
λ1−2svλ(x, λ)− f ′(u)v on R2m × {0},
and assume that
− div(λ1−2s∇v) ≤ b(x, λ)v in Ω ⊂ O × (0,+∞) ,
v ≤ 0 on ∂LΩ := ∂Ω ∩ {λ > 0} ,
Luv ≤ 0 on ∂0Ω := ∂Ω \ ∂LΩ ⊂ O ,
lim sup
x∈∂0Ω, |x|→+∞
v(x, 0) ≤ 0 ,
with b ≤ 0. Then, v ≤ 0 in Ω.
To establish such a result we use a maximum principle in “narrow” sets (see [45, 30])
as it is done in the local case. Nevertheless, since we use the extension problem, a new
notion of narrowness needs to be introduced to carry out the same type of arguments.
The maximum principle for the linearized operator is used, apart from proving unique-
ness, to obtain some monotonicity and convexity properties of the saddle-shaped solution,
that in turn are crucial to show the following stability result:
Theorem 10 (see Theorem 3.1.6). Assume that f satisfies (25). If 2m ≥ 14, then the
saddle-shaped solution u to (24) is stable in R2m+1+ .
The stability follows from the existence of a explicit positive supersolution of the lin-
earized operator that is built by taking advantage of the monotonicity and convexity prop-
erties of the saddle-shaped solution.
An important consequence of our previous result concerns the stability of the Simons
cone as a nonlocal minimal surface. In [86], Davila, del Pino, and Wei showed that estab-
lishing the stability of the Simons cone is equivalent to checking an inequality involving
two hypergeometric constants which depend only on s and n. By using numerical compu-
tations, they found that, in dimensions 2m ≤ 6 and for s close to zero, the Simons cone
is unstable. Here, we give the first analytical proof of the previous question in dimensions
2m ≥ 14 by using the saddle-shaped solution to the Allen-Cahn equation.
Corollary 11 (see Corollary 3.1.7). Let 2m ≥ 14. Then, the Simons cone C ⊂ R2m is a
stable nonlocal minimal surface.
Our proof uses a result from [50], stating that the blow-down limit of stable solutions
to the fractional Allen-Cahn equation with s ∈ (0, 1/2) is a stable set for the fractional
perimeter.
Since the extension technique is not available when dealing with more general integro-
differential operators, new strategies are needed to study saddle-shaped solutions to
Lu = f(u) in R2m (26)
where L is a general integro-differential operators of the form (2). For this reason, we
develop in Chapters 4 and 5 some nonlocal techniques to treat them.
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First, we study the integro-differential operator when acting on doubly radial functions
that are odd with respect to the Simons cone, i.e., functions of the form w(x) = w(|x′|, |x′′|)
with w(|x′′|, |x′|) = −w(|x′|, |x′′|). In such a scenario, we are able to rewrite L as a regional-




{w(x)− w(y)}{K(x, y)−K(x, y?)} dy + 2w(x)
ˆ
{|y′|>|y′′|}
K(x, y?) dy ,




K(|Rx− y|) dR . (27)






K(x, y?) dy ≤ C dist(x,C )−2s, (28)
with C > 0 depending only on m, s, and the ellipticity constants.
From this alternative expression, a crucial property when studying the saddle-shaped
solution is characterizing the kernels K for which the regional-type operator has a positive
kernel.
Theorem 12 (see Theorem 4.1.1). Let K : (0,+∞)→ (0,+∞) and consider the radially




τ) is a strictly convex function of τ , (29)
then L has a positive kernel in O when acting on doubly radial functions which are odd
with respect to the Simons cone C . More precisely, it holds
K(x, y) > K(x, y?) for every x, y ∈ O . (30)
In addition, if K ∈ C2((0,+∞)), then (29) is not only a sufficient condition for (30)
to hold, but also a necessary one.
Note that the convexity condition in the previous result is satisfied by the kernel of the
fractional Laplacian, the model integro-differential operator.
Next, we establish the existence and uniqueness of saddle-shaped solutions.
Theorem 13 (see Theorems 4.1.4 and 5.1.2). Let f satisfy (25). Let K be a radially
symmetric kernel satisfying the convexity assumption (29) and the ellipticity condition (4).
Then, for every even dimension 2m ≥ 2, there exists a unique saddle-shaped solution u to
(26). In addition, u satisfies |u| < 1 in R2m.
We prove the existence result by using two alternative strategies: variational methods
or a monotone iteration scheme adapted to the odd setting. The first approach exploits

















F (w) dx .
Furthermore, it requires the following energy estimate for doubly radial odd minimizers.
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Theorem 14 (see Theorem 4.1.3). Let K be a radially symmetric kernel satisfying the
convexity assumption (29) and the ellipticity condition (4). Assume that f satisfy (25)
and f = F ′. Let S ≥ 2 and let u be a doubly radial odd minimizer of E in BR, with
R > S + 4. Then
E(u,BS) ≤

C S2m−2s if s ∈ (0, 1/2),
C S2m−1 logS if s = 1/2,
C S2m−1 if s ∈ (1/2, 1),
where C is a positive constant depending only on m, s, F , and the ellipticity constants.
In order to prove the energy estimate we adapt the arguments from Savin and Valdinoci
[173] to the doubly radial odd framework. They are based on constructing a suitable
competitor.
The uniqueness of the saddle-shaped solution follows, as in the classical and fractional
problems, from a maximum principle for the linearized operator L− f ′(u) and the asymp-
totic behavior of the saddle-shaped solution at infinity.
Proposition 15 (see Proposition 5.1.4). Let Ω ⊂ O be an open set (not necessarily
bounded) and let K be a radially symmetric kernel satisfying the convexity assumption
(29) and the ellipticity condition (4). Let u be a saddle-shaped solution to (26), and let
v ∈ L1s(R2m) be a doubly radial function which is Cα in Ω and continuous up to the bound-
ary, for some α > 2s. Assume that v satisfies
Lv − f ′(u)v − c(x)v ≤ 0 in Ω ,
v ≤ 0 in O \ Ω ,
−v(x?) = v(x) in R2m,
lim sup
x∈Ω, |x|→∞
v(x) ≤ 0 ,
with c ≤ 0 in Ω. Then, v ≤ 0 in Ω.
The key tool to prove the result is again a maximum principle in “narrow” sets. Let
us point out that in the nonlocal framework such a result turns to be much simpler than
that of the classical Laplacian or that of the fractional Laplacian through the extension
problem. In the proof, both the convexity of the kernel (29) and the bounds on the zeroth
order term (28) are crucial.
The behavior of saddle-shaped solutions at infinity is stated in the following result.
Theorem 16 (see Theorem 5.1.3). Let f ∈ C2(R) satisfy (25). Let K be a radially
symmetric kernel satisfying the convexity assumption (29) and the ellipticity condition (4).







where u0 is the layer solution to (26).
Then,








2 corresponds to the signed distance to the Simons cone, the function
U is constructed by centering the layer solution u0 at each point of the cone and orienting
it in the normal direction.
The asymptotic behavior is established by using a compactness argument as in [60, 75,
76], together with two symmetry results for semilinear equations, not previously proved
for general nonlocal operators L. The first one is a Liouville type principle for nonnegative
solutions in the whole space while the second one is a one dimensional symmetry result in
a half-space.
Null-Lagrangians and calibrations for nonlocal functionals
In Chapter 6, which corresponds to [53], we build a calibration for nonlocal energy func-
tionals of the form (1) under a certain ellipticity assumption. The construction requires
the existence of a family of solutions (or more generally of sub/supersolutions) to the
Euler-Lagrange equation whose graphs give a foliation of the space.
Before our work, calibrations for nonlocal energy functionals were not known, with the












which is the fractional analogue of (12), the form of the calibration, if any, was even
unknown. Let us recall that extremals of EsF satisfy the semilinear equation
(−∆)su = F ′(u) in Ω.
Our fist main result of the chapter is the following:
Theorem 17 (see Theorem 6.1.3). Let {ut}t∈R be a field (a one-parameter family of func-
tions whose graphs give a foliation) such that (x, t)→ ut(x) is a bounded C2 function, and
let CsF be the functional



















Then, it follows that:
(a) CsF (u0) = EsF (u0) and CsF (w) ≤ EsF (w) for all w such that w ≡ u0 in Ωc.
(b) Assume in addition that the family {ut}t∈R satisfies
(−∆)sut − F ′(ut) ≥ 0 in Ω for t ≥ 0,
(−∆)sut − F ′(ut) ≤ 0 in Ω for t ≤ 0.
Then CsF (u0) ≤ CsF (w) for all w such that w ≡ u0 in Ωc. In particular, u0 is a
minimizer of EsF among all functions with the same exterior data.
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(c) Assume in addition that {ut}t∈R is an extremal field, that is,
(−∆)sut − F ′(ut) = 0 in Ω for all t ∈ R.
Then CsF is a calibration for EsF and ut. In particular, each ut minimizes the energy
functional EsF among functions w such that w ≡ ut in Ωc.
The key point to be able to find the calibration was to review, from a new point of
view, the classical theory for local functionals. We realized, inspired by the structure of the


















dλ dHn−1 + EL(u0).






To the best of our knowledge, it is the first time that the classical calibration is written in
this form. The importance of this expression comes from the fact that such a structure can
be extrapolated to the nonlocal setting, since each of the terms above has a clear nonlocal
counterpart.
Next, we extend the result to general nonlocal functionals of the form (1).
Theorem 18 (see Theorem 6.1.4). Let {ut}t∈R be a sufficiently regular field. Assume that
GN is pairwise symmetric, i.e.,
GN(y, x, b, a) = GN(x, y, a, b) for all (x, y, a, b) ∈ Rn × Rn × R× R,
and satisfies the nonlocal ellipticity condition
∂bGN(x, y, a, b) is nonincreasing in a. (31)






∂aGN(x, y, ut(x), ut(y))
∣∣∣
t=t(x,λ)
dλ dx dy + EN(u0),




∂aGN(x, y, w(x), w(y)) dy.
Then, it follows that:
(a) CN(u0) = EN(u0) and CN(w) ≤ EN(w) for all w.
(b) Assume in addition that the family satisfies
LN(ut) ≥ 0 in Ω for t ≥ 0,






∂aGN(x, y, w(x), w(y)) dy
is the Euler-Lagrange operator associated to energy functional EN . Then CN(u0) ≤
CN(w) for all w such that w ≡ u0 in Ωc. In particular, u0 is a minimizer of EN
among functions with the same exterior data.
(c) Assume in addition that {ut}t∈R is an extremal field, that is,
LN(ut) = 0 in Ω for all t ∈ R.
Then CN is a calibration for EN and ut. In particular, each ut minimizes EN among
functions w such that w ≡ ut in Ωc.
Let us point out that in this thesis we only give a formal derivation of the previous result
since it includes a very wide class of energy functionals, each with their own particularities.
For instance, it includes the fractional p-Dirichlet energy, the fractional s-area functional
for graphs, as well as convolution energies. Nevertheless, we believe that one can justify
each of the steps in our proof by assuming the adequate regularity conditions for each
particular case.
Finally, we give an interpretation of the nonlocal ellipticity condition (31), which turns
out to have a strong connection with a comparison principle for the associated Euler-
Lagrange equation. More specifically, we see that if a function v is below another function
w and they touch at a point x0, then the monotonicity in b of ∂aGN(x, y, a, b) gives the










equations in the real line and
applications
In this chapter, which corresponds to [109], we prove the uniqueness of solutions to the
nonlocal linear equation Lϕ − c(x)ϕ = 0 in R, where L is an elliptic integro-differential
operator, in the presence of a positive solution or of an odd solution vanishing only at
zero. As an application, we deduce the nondegeneracy of layer solutions (bounded and
monotone solutions) to the semilinear problem Lu = f(u) in R when the nonlinearity is
of Allen-Cahn type. To our knowledge, this is the first work where such uniqueness and
nondegeneracy results are proven in the nonlocal framework when the Caffarelli-Silvestre
extension technique is not available. Our proofs are based on a nonlocal Liouville-type
method developed by Hamel, Ros-Oton, Sire, and Valdinoci for nonlinear problems in
dimension two.
1.1 Introduction and main results
We study the uniqueness, up to a multiplicative constant, of solutions to the linear integro-
differential equation
Lϕ− c(x)ϕ = 0 in R, (1.1.1)
under certain assumptions on the nonlocal operator L and the potential function c, and in
the presence of a positive solution or of an odd solution vanishing only at zero. Through-
out the chapter, L will be assumed to be an elliptic integro-differential operator of order
between one (included) and two.
The uniqueness of solutions to equations of the form (1.1.1) is a very important tool in
the theory of PDEs. Indeed, there are many motivations (from both linear and nonlinear
frameworks) to treat this problem. On the one hand, it is in the essence of Sturm-Liouville
theory on eigenfunctions and eigenvalues. On the other hand, it has important conse-
quences when studying qualitative properties of solutions to semilinear problems. For
instance, in the context of nonlinear Schrödinger equations, the nondegeneracy of ground
state solutions (which plays a very important role in the stability and blow up analysis of
solitary waves to related time-dependent equations) is reduced to study the uniqueness of
solution to equation (1.1.1) when L is replaced by the radial component of the Laplacian,
i.e., L = r1−n(rn−1ur)r (see [122]). Furthermore, in the framework of the Allen-Cahn equa-
tion, Berestycki, Caffarelli, and Nirenberg [26] realized that the uniqueness of solutions to
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equation (1.1.1) in dimension n for the local case (with L replaced by a general second
order uniformly elliptic operator) leads to the resolution of a conjecture by De Giorgi for
monotone solutions.
In the present chapter, equation (1.1.1) is driven by a translation invariant integro-







K(x− y) dy. (1.1.2)
In this nonlocal setting there are lots of basic open problems concerning solutions in di-
mension one, unlike the case of local equations where the one dimensional problem (1.1.1)
is just a second order linear ODE. For instance, a full understanding of the phase portrait
of solutions in the nonlocal framework is missing.
Most of the works in the literature concerning uniqueness of solutions to (1.1.1)-(1.1.2)
treat the simplest case L = (−∆)s (see [117, 118, 70, 165, 104, 58, 56] and the comments
along this introduction). In such a scenario, the main analytic tools are potential the-
ory, Fourier analysis, and the Caffarelli-Silvestre extension problem. Since they are not
available when dealing with more general integro-differential operators, new techniques are
needed. In [132], Hamel, Ros-Oton, Sire, and Valdinoci develop a purely nonlocal method
(in contrast to the local extension problem) to treat these operators. They use it to estab-
lish a uniqueness result in dimension two (motivated by a nonlocal version of De Giorgi’s
conjecture) in the case of operators with compactly supported kernel and power-like be-
havior at the origin. In this chapter, their methodology is used in dimension one for the
first time. It leads to uniqueness results for equations of the form (1.1.1)-(1.1.2). Working
in dimension one allows us to get rid of the compact support assumption in [132].
Throughout the chapter, we assume that the kernel K of the integro-differential oper-
ators satisfies the positivity and symmetry conditions
K(z) > 0 and K(−z) = K(z), (K1)
together with an ellipticity assumption. That is, to be bounded both from above and below
by a multiple of the kernel of the fractional Laplacian, i.e.,
λ
|z|n+2s
≤ K(z) ≤ Λ
|z|n+2s
, (K2)
for some constants Λ ≥ λ > 0 and s ∈ [1/2, 1). Note that the operator L will be assumed to
be of order between one (included) and two. Condition (K2) is one of the most frequently
adopted when dealing with nonlocal operators of the form (1.1.2). It is known to yield
Hölder regularity of solutions (see [162] and [176]).







for some constants Λ1,Λ2 ≥ 0 and 1/2 ≤ s ≤ s < 1. This is the case of Theorem 1.5.2 and
Corollary 1.5.3.
We will sometimes assume the potential function c to be negative at infinity. That is,
c(x) ≤ −c0 < 0 in R \ [−R0, R0], (1.1.3)
for some positive constants c0 and R0.
The following is our first important result. It establishes the uniqueness of solution to
(1.1.1) in the presence of a positive one (in addition to other assumptions).
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Theorem 1.1.1. Let L be an integro-differential operator of the form (1.1.2) satisfying the
symmetry and ellipticity conditions (K1) and (K2) with s ∈ [1/2, 1). For α > 2s − 1, let
w and w̃ be two C1,α solutions of the linear equation
Lϕ− c(x)ϕ = 0 in R,
with w > 0. Assume that
• either both w and w̃ are bounded and the potential function c ∈ L∞(R) satisfies
c(x) ≤ −c0 < 0 in R \ [−R0, R0], and ||c||Cβ0 (R) < +∞
for some positive constants c0, R0, and β0;
• or w satisfies
0 < C−1 ≤ w(x) ≤ C in R
and w̃ is such that
||w̃||L∞(−R,R) ≤ CRs−
1
2 for all R > 1,





Let us point out that some assumptions concerning the kernel can be relaxed to include
a bigger class of operators (see Theorem 1.5.2 for the precise statement) such as the sum of
fractional Laplacians with different order (see Corollary 1.5.3). Nevertheless, for the sake
of clarity and simplicity we prefer to state Theorem 1.1.1 here.
To the best of our knowledge, Theorem 1.1.1 is the first uniqueness result for general
integro-differential operators in dimension one. Previous analogue results could only cover
the case of the fractional Laplacian (see Remark 1.1.2 for comments on such works).
In order to prove uniqueness we follow a Liouville-type method. The main idea consists
of finding an equation for the quotient of two solutions, which is the crucial contribution by
Hamel, Ros-Oton, Sire, and Valdinoci [132] for general integro-differential operators, and
then showing that such a quotient is constant. This requires a growth estimate in both the
local and nonlocal cases.
Unlike [132], where a key point is assuming that the kernels have compact support, we
adapt the strategy in order to remove such a condition by taking advantage of the one
dimensionality of the problem. In our approach, the first step is controlling the growth
of the quotient of the solutions. This comes for free when the positive solution is just
bounded from below by a strictly positive constant. However, a finer analysis is needed
when the positive solution can be arbitrarily close to zero at infinity. In that case, we
prove the boundedness of the quotient by using condition (1.1.3) and the boundedness of
the solutions. Here, we use a maximum principle in the exterior of an interval, proved in
Section 1.3, in order to compare both solutions by transferring the information from the
interval (where we know the quotient is bounded) to the whole line. The second ingredient
to prove the uniqueness theorem is an integral estimate for the function K(x − y) with
respect to both variables x and y in unbounded cross-shaped regions of the plane. In fact,
the validity of this estimate is what prevents us from extending our result to s ∈ (0, 1/2).
We show it in Section 1.4. Let us point out that both ingredients become trivial when
working with kernels with compact support, as it is done in [132].
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Remark 1.1.2. As it is natural, our result, which includes a big class of integro-differential
operators, is not optimal when we apply it to the fractional Laplacian. In order to compare
it with other similar results in the literature, let us distinguish two cases depending on
whether the equation has a zeroth order term or not.
On the one hand, when c ≡ 0, in [37], Bogdan, Kulczycki, and Nowak used a gradient
estimate to show that nonnegative s-harmonic functions are constant. Later on, Chen,
D’Ambrosio, and Lin [70] proved, by using potential theory and Fourier analysis, a Liouville






if 0 ≤ γ ≤ 1 and γ < 2s. In this scenario, our result, by taking w ≡ 1 as the positive
solution, leads to solutions growing less or equal than |x|s−1/2 at infinity being constant.
Thus, we notice what we have previously announced, that our condition is not sharp for
the fractional Laplacian.
On the other hand, when the potential function is not identically zero, it is known
that the uniqueness result for the fractional Laplacian, with s ∈ [1/2, 1), follows from
Theorem 4.10 by Cabré and Sire in [56] (see also the work by Cabré and Solà-Morales [58]
for the half-Laplacian) and the use of the local extension problem. In this case, unlike
our result, no condition on the potential function (or the positive solution) needs to be
assumed.
An important and direct application of Theorem 1.1.1 is the nondegeneracy of layer
solutions to Allen-Cahn type equations. Let us recall that a bounded solution to the
semilinear problem
Lu = f(u) in R, (1.1.4)
is called layer solution if it is strictly increasing. In particular, it has limits at infinity,
which (without loss of generality) we can consider to be ±1.
When L is a second order differential operator, layer solutions to equation (1.1.4) are
just particular cases of heteroclinic connections to nonlinear ODEs. Nevertheless, in the
nonlocal setting, even the existence of such solutions is not an easy problem due to the
lack of an analogous nonlocal ODE theory. In the fractional case L = (−∆)s, existence
and uniqueness are shown in [58, 56, 57] by using the extension problem. For more general
integro-differential operators, we can refer to the work by Cozzi and Passalacqua [83] where
they prove existence, uniqueness (up to translations), and some qualitative properties of
layer solutions (see Chapter 5 for further properties). Here, we prove nondegeneracy:
Theorem 1.1.3. Let L be an integro-differential operator of the form (1.1.2) satisfying
the symmetry and ellipticity conditions (K1) and (K2) with s ∈ [1/2, 1). For γ > 0, let
f ∈ C1,γ([−1, 1]) be any given nonlinearity such that f ′(±1) < 0.
Assume that u is a bounded solution to the semilinear equation (1.1.4), satisfying u′ > 0
and limx→±∞ u(x) = ±1.
Then, u is nondegenerate, i.e., up to a multiplicative constant u′ is the unique bounded
solution to the linearized equation Lϕ− f ′(u)ϕ = 0 in R.
Let us point out that condition f ′(±1) < 0, which corresponds to c = f ′(u) being
negative at infinity, is a natural assumption. Indeed, it is the same hypothesis needed to
prove uniqueness (up to translations) of the layer solutions (see Theorem 1.2 in [58] in the
case of the half-Laplacian). Moreover, this is also the needed condition for ±1 to be local
minimizers of the associated energy.
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The nondegeneracy of solutions plays a very relevant role in the stability and blow up
analysis for time dependent versions of equation (1.1.1). Furthermore, it is also important
in stationary problems, as in the construction of new solutions to the semilinear equation
(1.1.4) around a nondegenerate one by using an implicit function argument. Indeed, Dávila,
del Pino, and Musso [85] proved the nondegeneracy of the layer solution when L = (−∆)1/2
(with the extension problem) in order to construct solutions to (1.1.4) that develop multiple
transitions from −1 to 1. In [101], Du, Gui, Sire, and Wei generalize the nondegeneracy to
s ∈ (1/2, 1) and use it to show the existence of clustering-layered solutions for a fractional
inhomogeneous Allen-Cahn equation.
Next, we present the third main result of this work: a uniqueness theorem in the odd
setting. Let us point out that in such a case our strategy allows us to show uniqueness
only among odd functions. Completely different arguments would be needed to establish
uniqueness among all functions, as it occurs in [117] for a particular case involving the
fractional Laplacian (see the end of the present introduction for more details).
Theorem 1.1.4. Let L be an integro-differential operator of the form (1.1.2) with kernel
K being decreasing in (0,+∞) and satisfying the symmetry and ellipticity conditions (K1)
and (K2) for some s ∈ [1/2, 1). Assume the potential function c ∈ L∞(R) satisfies
c(x) ≤ −c0 < 0 in R \ [−R0, R0], and ||c||Cβ0 (R) < +∞
for some positive constants c0, R0 and β0.
Let w, w̃ be two odd bounded solutions of the linear equation
Lϕ− c(x)ϕ = 0 in R,





Note that since the integro-differential operator L preserves the oddness of functions,
the potential function c needs to be even if we assume the problem to have existence of
odd solutions. On the other hand, the monotonicity of the kernel is a natural assumption
when working with odd functions in the nonlocal setting. Indeed, for the validity of the
maximum principle (see Lemma 1.3.2 and section 3 of [134]), this condition is the analogue
in the odd framework to the positivity of the kernel in (K1) for general functions.
As in Theorem 1.1.3 for the case of functions without any symmetry, we can apply
the previous uniqueness result to prove qualitative properties of solutions to semilinear
problems. Let us recall that a bounded solution (without loss of generality we can consider
it to be bounded by 1) to the semilinear equation (1.1.4) is called ground state if it is even,
positive, and decreasing to zero at infinity. We refer to the work by Frank and Lenzmann
[117] and references therein for existence results of such solutions. Here, we establish
a partial nondegeneracy result (in the sense that we prove uniqueness for the linearized
equation only among odd functions):
Theorem 1.1.5. Let L be an integro-differential operator of the form (1.1.2) with kernel
K being decreasing in (0,+∞) and satisfying the symmetry and ellipticity conditions (K1)
and (K2), for some s ∈ [1/2, 1). For γ > 0, let f ∈ C1,γ([0, 1]) be any given nonlinearity
such that f ′(0) < 0.
Assume that u is a bounded even solution to the semilinear equation (1.1.4), satisfying
u′ < 0 in (0,+∞) and limx→±∞ u(x) = 0.
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Then, up to a multiplicative constant u′ is the unique bounded odd solution to the
linearized equation Lϕ− f ′(u)ϕ = 0 in R.
As in the nondegeneracy result for layer solutions, the condition f ′(0) < 0 is a natural
assumption. Indeed, it is a necessary condition in order for v ≡ 0 to be a local minimizer
of the associated energy.
The most important result in the literature dealing with nondegeneracy of ground states
in the nonlocal framework is due to Frank and Lenzmann [117]. Unlike us, they were
able to establish the full nondegeneracy (uniqueness for the linearized equation among all
functions) in the particular case L = (−∆)s and f being a polynomial nonlinearity (see
Lemma C.3 from [117]) as we explain next. An important point in their strategy is to note
that the operator L − f ′(u) preserves odd/even symmetry. Thus, both the odd and even
parts of any given solution of the linearized problem are also solutions, and a separated
analysis can be done for each one. First, they prove the uniqueness among odd functions
by using the heat kernel for the fractional Laplacian. Next, they show that the unique even
solution is the trivial one, which is the most difficult step. In order to do it, they develop
a delicate spectral theory for fractional Schrödinger operators (where the local extension
problem and the polynomial structure of the nonlinearity play a crucial role). Finally, the
uniqueness among all functions follows from the previous results. The nondegeneracy of
ground states turns out to be very important since they use it to prove their uniqueness
result by using an implicit function argument and the well known result for the local case
(s = 1).
Finally, let us comment that the strategy to prove Theorem 1.1.4 follows the same
lines as the one of Theorem 1.1.1. Nevertheless, there are some difficulties we have to
overcome. First, we need to take advantage of the odd symmetry to find an equation for
the quotient of two solutions (see Corollary 1.2.2) which involves only the values of the
functions in (0,∞), where the first solution w is known to be positive. Next, we need to
assure the quotient to be well-defined at the origin, where the denominator vanishes. We
can accomplish it by using a maximum principle in small domains around the origin and
taking into account that the numerator also vanishes at this point.
The chapter is organized as follows. In Section 1.2 we present the equation satisfied by
the quotient of two solutions to (1.1.1)-(1.1.2). Section 1.3 is devoted to show the maximum
principles in the exterior of an interval. In Section 1.4 we give some estimates involving
the integral of the kernel in cross-shaped unbounded domains. Finally, in Sections 1.5 and
1.6 we prove the main results of the chapter.
1.2 Preliminary results: An equation for the quotient
of solutions
In this section we include a few preliminary algebraic computations that will be employed
in the proof of the main theorems. They are inspired by the computations done by Hamel,
Ros-Oton, Sire, and Valdinoci in [132].
In the local framework (see proof of Theorem 1.8 in Section 4 of [26]), it is well known
that given a positive supersolution w and a solution w̃ to the linear equation−∆ϕ−c(x)ϕ =
0, the quotient σ := w̃/w satisfies σ div(w2∇σ) ≥ 0. Thus, multiplying by τ 2, where τ is




τ 2(x)w2(x)|∇σ(x)|2dx ≤ −
ˆ
Rn
w2(x)∇(τ 2(x)) · ∇(σ2(x))dx. (1.2.1)
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Similar computations can also be done, by using the extension problem, when the Laplacian
is replaced by the fractional Laplacian (see [58, 56]).
In the general integro-differential case we establish the following:
Lemma 1.2.1. Let L be an integro-differential operator of the form (1.1.2). Assume that
w and σ are two smooth functions such that w and w̃ := σw satisfy
w (Lw − cw) ≥ 0 in R
and
w̃ (Lw̃ − cw̃) ≤ 0 in R,
respectively, for some potential function c = c(x).


















τ 2(x)− τ 2(y)
)
w(x)w(y)K(x− y) dxdy.
Moreover, if w (Lw − cw) = w̃ (Lw̃ − cw̃) = 0, there is equality in the previous expression.
This result, which is a generalization of Lemma 2.1 from [132], is a nonlocal analogue
to (1.2.1). In Section 1.5, we will use it to prove that the quotient of two solutions to the
linear equation (1.1.1) is constant.
Proof. First, combining w(Lw − cw) ≥ 0 and w̃(Lw̃ − cw̃) ≤ 0, we can easily check that
σ(w̃Lw−wLw̃) ≥ 0. Then, multiplying by τ 2, where τ is any cut-off function, and repeating

















τ 2(x)− τ 2(y)
)
σ(x)w(x)w(y)K(x− y) dxdy.
Finally, symmetrizing in both x and y we conclude the proof.
As a consequence of the previous lemma, we can also find a useful identity for the
quotient of two odd solutions to the linear equation (1.1.1). In such a case, all the integrals
can be written in (0,+∞) by taking advantage of the symmetry of the functions.
Corollary 1.2.2. Let L be an integro-differential operator of the form (1.1.2). Assume
that w and σ are two smooth functions such that both w and w̃ := σw are odd solutions to
the linear equation
Lϕ− c(x)ϕ = 0, in R,
for some even potential function c = c(x).






























Note that the previous identity is completely identical to the one in the general case
but with integrals now computed in the half-line instead of the whole line, and with K(x−
y)−K(x+ y) taking the role of K(x− y).
Proof of Corollary 1.2.2. We use the symmetry properties of the functions (σ and τ are
even while w is odd) to rewrite the identity from Lemma 1.2.1 in terms of integrals com-



















τ 2(x) + τ 2(y)
)









τ 2(x) + τ 2(y)
)
w(x)w(y)



















τ 2(x)− τ 2(y)
)









τ 2(x)− τ 2(y)
)
w(x)w(y)
· [K(x− y)−K(x+ y)] dxdy.
From this, we conclude the desired result by applying Lemma 1.2.1.
1.3 Some maximum principles in the exterior of an
interval
In this section we prove two maximum principles in the exterior of an interval for some
linear equations driven by an integro-differential operator plus a zeroth order term. The
first result applies to functions without any symmetry, while the second one concerns odd
functions. They will be the fundamental tool in Section 1.5 and 1.6 to show that the
quotient of two bounded solutions to equation (1.1.1) is also bounded.
Proposition 1.3.1. Let L be an integro-differential operator of the form (1.1.2) satisfying
conditions (K1) and (K3) for some 1/2 ≤ s ≤ s < 1. Assume that the potential function
c = c(x) satisfies (1.1.3) for some positive constants R0 and c0.
For α > 2s− 1, let ϕ be a bounded and C1 function in R such that [ϕ′]Cα(R) < +∞,
Lϕ− cϕ ≥ 0 in R \ [−R0, R0],
and
ϕ ≥ 0 in [−R0, R0].
Then
ϕ ≥ 0 in R.
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For simplicity, we are assuming 1/2 ≤ s ≤ s < 1 since this is the range in which we are
applying the result. However, the proof can be easily adapted to 0 < s ≤ s < 1 and any
dimension (with the ball taking the role of the interval). Moreover, we point out that the
negativity of the potential function c at infinity, which is an assumption in some parts of
Theorem 1.1.1, originates on this maximum principle.
Proof of Proposition 1.3.1. Assume the result to be false. Then, the infimum of ϕ is neg-
ative. In the case it is achieved, the contradiction comes directly from evaluating the
operator Lϕ − cϕ at a point where such a minimum is attained. On the contrary, if the
infimum is not achieved, we can construct a sequence of points xk 6∈ [−R0, R0] where ϕ
takes negative values and approaches the infimum in the following way:




for all x ∈ R. (1.3.1)
Next, we evaluate Lϕ − cϕ at that sequence of points. In order to do it, we split the


























2ϕ(xk)− ϕ(xk − z)− ϕ(xk + z)
)
K(z) dz,
where δ is a positive parameter to be chosen later. Here, we have used the odd symmetry
of the kernel K to write the operator in terms of the second order differences.
Let us first estimate the term of the tails. If we use condition (1.3.1) and the ellipticity




2ϕ(xk)− ϕ(xk − z)− ϕ(xk + z)
)
























For the second integral we use the regularity of ϕ. Since ϕ′ is globally Hölder with
exponent α > 2s− 1 ≥ 2s− 1, the second order incremental quotients satisfy
|ϕ(xk + z) + ϕ(xk − z)− 2ϕ(xk)| ≤ C|z|α+1.




2ϕ(xk)− ϕ(xk − z)− ϕ(xk + z)
)





















On the other hand, we use assumption (1.1.3) together with conditions ϕ(xk) < 0 and
ϕ(xk) ≤ 1k + infR ϕ to bound the zeroth order term as follows







Combining all this and taking δ = k−1/2, we find that
0 ≤ Lϕ(xk)− c(xk)ϕ(xk)
≤ C
(






ϕ for all k ∈ Z+.
Finally, by letting k tend to infinity and using the assumptions 1/2 ≤ s ≤ s < 1 and
α > 2s− 1 ≥ 2s− 1 we conclude
0 ≤ c0 inf
R
ϕ,
which contradicts the infimum being negative.
Odd functions are defined by their values in (0,+∞). We want to take advantage of this
property to find an alternative and more useful expression for integro-differential operators
when acting on such functions.
Lemma 1.3.2. Let L be an integro-differential operator of the form (1.1.2), and let ϕ be

















Note that this alternative expression consists on a regional-type integro-differential
operator in (0,+∞) plus a zeroth order term. This structure is more suitable to work
with, and it will be used to establish a maximum principle in the odd setting. As it occurs
in Corollary 1.2.2, in the odd framework K(x− y)−K(x+ y) takes the role of K(x− y).
For this reason it is natural to impose the condition K(x − y) − K(x + y) ≥ 0 for each
x, y ∈ (0,+∞) when working with odd functions. Actually, such a condition turns out to
be equivalent to K being nonincreasing in (0,+∞).
































































Next, we establish an analogous maximum principle to Proposition 1.3.1 in the case of
odd functions. In this scenario, conditions are only imposed in the half-line since the odd
symmetry transfers the information to the whole space.
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Proposition 1.3.3. Let L be an integro-differential operator of the form (1.1.2) with nonin-
creasing kernel K satisfying conditions (K1) and (K2) for some s ∈ [1/2, 1) and 0 < λ ≤ Λ.





for some positive constants R0 > r0 > 0.
For α > 2s−1, let ϕ be a bounded and C1 odd function in R such that [ϕ′]Cα(R) < +∞,
Lϕ− cϕ ≥ 0 in (0, r0) ∪ (R0,+∞),
and
ϕ ≥ 0 in [r0, R0].
Then,
ϕ ≥ 0 in [0,+∞).
Note that (1.3.2) is a small domain condition, which is satisfied when r0 is small enough
depending on the integro-differential operator and the potential function. When applying
this result in Section 1.6, such a condition will not impose any restriction since we will
have enough freedom to choose r0 > 0 as small as needed.
Proof of Proposition 1.3.3. We begin by noticing that using the previous lemma we can
















Thus, it is clear that we can repeat the proof of Proposition 1.3.1 if we show that





c̃(x) ≤ −c̃0 < 0 in (0, r0) ∪ (R0,+∞)
for some positive constant c̃0.
On the one hand, by combining the positivity of the kernel K and condition (1.1.3),
we deduce that given any x ∈ (R0,+∞),
c̃(x) ≤ −c0 < 0.
On the other hand, by using the ellipticity assumption (K2), we obtain that given any
x ∈ (0, r0),
c̃(x) ≤ ||c||L∞(R) − 2λ
ˆ ∞
x
z−1−2s dz = ||c||L∞(R) −
λ
s












Let us remark that a maximum principle as in Proposition 1.3.3 cannot hold if we
remove the odd symmetry of the function. In that case, having a negative minimum in
(0,+∞) does not give any information about the sign of the operator at this point since
the behavior of the function in (−∞, 0) is unknown.
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1.4 Integrability bounds for the kernel
This section is devoted to presenting some integrability bounds that will be needed to
establish Theorems 1.1.1 and 1.1.4. In fact, the validity of these bounds is what prevents
us from extending our results to s ∈ (0, 1/2).
In [132], Hamel, Ros-Oton, Sire, and Valdinoci work with compactly supported kernels
in dimension 2. Once such a condition is assumed, the integrability bounds for the kernel
follow immediately for free. In our case, when removing that assumption, some estimates
become much more delicate. In order to control the integrals we define some auxiliary sets
and prove certain relations between them that simplify the computations.
First, we show the following identity:
Lemma 1.4.1. Let SR, DR, T xR , and T
y
R be the sets
SR = (B2R ×BcR) ∪ (BcR ×B2R) ⊂ Rn × Rn,
DR = {(x, y) ∈ Rn × Rn : |x− y| ≤ 4R} ⊂ Rn × Rn,
T xR = {(x, y) ∈ Rn × Rn s.t. |x| < 2R and |x− y| ≥ 4R} ⊂ Rn × Rn,
and
T yR = {(x, y) ∈ Rn × Rn s.t. |y| < 2R and |x− y| ≥ 4R} ⊂ Rn × Rn.
Then, T xR and T
y
R are disjoint and satisfy
SR \DR = T xR ∪ T
y
R .
Proof. On the one hand, let (x, y) ∈ SR\DR. By the symmetry of the set with respect to x
and y we can assume without loss of generality that (x, y) ∈ (B2R ×BcR)∩{|x− y| > 4R}.
Then, (x, y) ∈ T xR follows trivially.
On the other hand, given (x, y) ∈ T xR , we can apply the triangle inequality to deduce
that |y| ≥ 2R. Therefore, we conclude that (x, y) ∈ SR \DR.
Finally, in order to prove that the sets T xR and T
y
R are disjoint we only need to recall
that given (x, y) ∈ T xR , it satisfies |y| ≥ 2R, and therefore (x, y) 6∈ T
y
R .
Next, we prove a useful inclusion of sets.
Lemma 1.4.2. Let SR and DR be as in Lemma 1.4.1, and let RxR and R
y
R be the sets
RxR = {(x, y) ∈ Rn × Rn s.t. |x| < R and |x− y| ≤ 2R} ⊂ Rn × Rn,
and
RyR = {(x, y) ∈ Rn × Rn s.t. |y| < R and |x− y| ≤ 2R} ⊂ Rn × Rn.
Then,










Proof. The proof of these inclusions is simple. As in Lemma 1.4.1, we only need to consider
different cases and use the triangle inequality to relate |x|, |y|, and |x− y| .
For the first inclusion, let (x, y) ∈ Rx2R \ RxR. We distinguish two cases: either |x| ≤ R
and 2R ≤ |x−y| ≤ 4R, or R ≤ |x| ≤ 2R and |x−y| ≤ 4R. In the first scenario, it is clear by
using the triangle inequality that |y| ≥ R, and therefore (x, y) ∈ (B2R×BcR)∩DR ⊂ SR∩DR.
In the second one, we only need to note that (B2R \BR)×Rn ⊂ (B2R×BcR)∪ (BcR×B2R).
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For the second inclusion, by taking advantage of the symmetry with respect to x and y
of the sets SR and DR it is enough to prove that (B2R ×BcR)∩DR ⊂ (Rx2R\Rx2/3R)∪(R
y
2R\
Ry2/3R). Then, given (x, y) ∈ (B2R ×BcR)∩DR, if 4/3R ≤ |x−y| ≤ 4R or 2/3R ≤ |x| ≤ 2R,
it is clear that (x, y) ∈ Rx2R \ Rx2/3R. Therefore, we are left with proving the desired result
for the case |x| ≤ 2/3R, |y| ≥ R, and |x− y| ≤ 4/3R. By applying the triangle inequality
we can deduce that in such a case |y| ≤ 2R and we conclude that (x, y) ∈ Ry2R \R
y
2/3R.
Once we have established the previous relations of sets, we can proceed by proving the
integral estimates. We first state them for the kernel of the fractional Laplacian. The
case of general integro-differential operators will follow from them as a consequence of the
ellipticity assumptions.
Lemma 1.4.3. Let SR and DR be as in Lemma 1.4.1 and Lemma 1.4.2. Assume s ∈ (0, 1)










dxdy ≤ C R2γ+n−2s,
where C is a positive constant depending only on n, s, and γ.
We point out that analogous bounds from below can also be deduced. However, since
we will not use such estimates in the present work, we skip them.
Proof of Lemma 1.4.3. To obtain the first estimate we use the inclusion of sets given by






























































































Finally, we conclude the proof by applying Lemma 1.4.1. Let us point out that it is
crucial in the last estimate to assume γ ≤ min(s, 1/2) in order to ensure the integrability.
Once we have established the previous bounds for the kernel of the fractional Laplacian,
we can easily obtain the estimates we need, in cross-shaped domains, for the biggest class
of operators satisfying condition (K3).
Corollary 1.4.4. Let L be an integral operator of the form (1.1.2), with kernel K satisfying
conditions (K1) and (K3) for some 0 < s ≤ s < 1. Assume the set SR is defined as in








|x|2γK(x− y) dxdy ≤ C Rn+2γ−2s,
for a positive constant C not depending on R.
In particular, if n = 1, 1/2 ≤ s ≤ s < 1, and γ ∈ [0, s − 1/2], there is a positive








|x|2γK(x− y) dxdy ≤ C,
for any R ≥ 1.
Note that the uniform bound can only be established when n + 2γ − 2s ≤ 0. Since
the dimension n is an integer, it means that the previous condition is not satisfied unless
n = 1, 1/2 ≤ s ≤ s < 1, and γ ∈ [0, s − 1/2]. This is the reason why we need to assume
such dimension and range of fractional powers, in addition to a growth condition of order
s− 1/2 in Theorem 1.1.1.










if (x, y) ∈ DR,
1 otherwise,
where DR is the set defined in Lemma 1.4.3.
Then, by the linearity of the integral, the ellipticity assumption in the kernel (K3), and











































≤ Λ1Cn,sRn+2γ−2s + Λ2Cn,sRn+2γ−2s ≤ C Rn+2γ−2s.
Finally, we establish an analogue result in the odd setting.
Corollary 1.4.5. Let L be an integral operator of the form (1.1.2), with kernel K being
radially decreasing and satisfying conditions (K1) and (K2). Assume n = 1, 0 ≤ γ ≤
min(s, 1/2), and the set

















dxdy ≤ C R1+2γ−2s,
for a positive constant C not depending on R. In particular, in the case s ∈ [1/2, 1) and













for any R ≥ 1.
Proof. By using Lemma 1.4.3, the ellipticity condition of the kernel and the symmetries of
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1.5 Proof of Theorems 1.1.1 and 1.1.4
This section is devoted to proving the results presented in Section 1.1 where no symmetries
are assumed.
In order to deal with the first scenario in Theorem 1.1.1 we first show that the quotient
of two bounded solutions is also bounded:
Proposition 1.5.1. Let L be an integro-differential operator of the form (1.1.2) satisfying
the symmetry and ellipticity conditions (K1) and (K3) for some 1/2 ≤ s ≤ s < 1. Assume
that the potential function c = c(x) satisfies condition (1.1.3) for some positive constant
R0.
For α > 2s− 1, let w and w̃ be two bounded and C1 functions such that [w′]Cα(R) and
[w̃′]Cα(R) are finite. In addition, assume that
w > 0 in [−R0, R0],
Lw − cw ≥ 0 in R \ [−R0, R0],
and
Lw̃ − cw̃ = 0 in R \ [−R0, R0].
Then, there exists a positive constant C such that∣∣∣∣w̃w
∣∣∣∣ ≤ C in R.
Proof. First, by applying Proposition 1.3.1 and the strong maximum principle we deduce
w > 0 in R.
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As a consequence, the quotient w̃/w is well-defined and continuous in the whole real line.
Next, we prove that such a quotient is indeed bounded. This will follow after showing
the positivity of the functions
ϕ± = C w ± w̃,
where C is a nonnegative constant to be chosen. Note that these functions inherit the
regularity of w and w̃ from being a linear combination of them.






It is clear by definition that ϕ± ≥ 0 in [−R0, R0]. Moreover,












≥ 0 in R \ [−R0, R0].
Hence, by applying Proposition 1.3.1 to ϕ± we conclude that
ϕ± = C w ± w̃ ≥ 0 in R,
which is equivalent to ∣∣∣∣w̃w
∣∣∣∣ ≤ C in R.
Next, we establish the uniqueness result for the linear equation (1.1.1). As already
explained in the introduction, we present here a more general result from which we will
deduce Theorem 1.1.1 among others. On the one hand, the ellipticity condition on the
kernel is relaxed to (K3), which means the kernel being bounded only from above, even
with different order at the origin and infinity. On the other hand, it is not needed the
existence of a positive solution but a positive supersolution.
Theorem 1.5.2. Let L be an integro-differential operator of the form (1.1.2) satisfying the
symmetry and ellipticity conditions (K1) and (K3) for some 1/2 ≤ s ≤ s < 1.
For α > 2s− 1, let w and w̃ be C1,α functions in R. Assume that
• either w and w̃ are both bounded and such that [w′]Cα(R) and [w̃′]Cα(R) are finite, w > 0,
and the potential function c = c(x) satisfies condition (1.1.3);
• or w is such that
0 < C−1 ≤ w(x) ≤ C in R,
and w̃ satisfies the growth condition
||w̃||L∞(−R,R) ≤ CRs−1/2, for every R > 1
for some positive constant C.
In addition, assume that
Lw − cw ≥ 0 in R,
and






In the following proof, once the boundedness of σ := w̃/w (Proposition 1.5.1) and
some integrability estimates (Lemma 1.4.3) are established, it will be enough to follow the
strategy developed in [132] to conclude that such a quotient is constant.
Proof of Theorem 1.5.2. We begin by noticing that, using the bounds on w and w̃, and
applying Proposition 1.5.1, we immediately deduce that σ = w̃/w satisfies the growth
condition |σ(x)| ≤ C|x|s−1/2. This is the first step to show that σ is constant.
Let η be a C∞ function on [0,+∞) such that 0 ≤ η ≤ 1 and
η =
1 if 0 ≤ t ≤ 1,0 if t ≥ 2.





. It is clear that it satisfies the pointwise estimate





for every x, y ∈ R (1.5.1)
and some positive constant C depending only on η.
Next, we apply Lemma 1.2.1 with τ = ηR to deduce



























|σ(x)− σ(y)||σ(x) + σ(y)||ηR(x)− ηR(y)||ηR(x) + ηR(y)|·




|σ(x)− σ(y)||σ(x) + σ(y)||ηR(x)− ηR(y)||ηR(x) + ηR(y)|·
· w(x)w(y)K(x− y) dxdy
=: J2.
Note that the last equality follows from the support of |ηR(x) − ηR(y)| being the set SR
defined in Lemma 1.4.1.




























Now, by combining the boundedness of w, the growth condition on σ, the pointwise














|σ(x)|2K(x− y) dx dy ≤ C.
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Summarizing, we have












w(x)w(y)K(x− y) dx dy ≤ C.







w(x)w(y)K(x− y) dx dy ≤ C,
where C is a positive constant not depending on R. From that estimate and monotone




w(x)w(y)K(x−y) belongs to L1(R×R).








w(x)w(y)K(x− y)dx dy = 0.







































w(x)w(y)K(x− y)dxdy = 0.









Using the previous result we can easily deduce Theorem 1.1.1. In fact, we only need
to check that solutions from Theorem 1.1.1 have the required regularity to apply Theo-
rem 1.5.2. Such property will follow thanks to the regularizing effect of operators satisfying
the ellipticity assumption (K2).
Proof of Theorem 1.1.1. In order to prove Theorem 1.1.1 we will show that any bounded
solution to the linear equation (1.1.1) with L being of the form (1.1.2) and satisfying (K1)
and (K2) is globally Hölder continuous with exponent α+1 > 2s (we use here the notation
Cγ = Cbγc,γ−bγc whenever γ > 1). From this and Theorem 1.5.2, the uniqueness result will
follow.
The proof of the regularity is based on defining the auxiliary function f(x) := c(x)u(x)
and using the interior regularity results from [176] for the nonlocal equation
Lu = f in B1 ⊂ Rn.
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Let us first prove that any solution u satisfies ||u||Cβ(R) < ∞ for each β < 2s. The
boundedness of both u and c leads to f ∈ L∞(R). Thus, we can apply Corollary 1.2 from
[176] for each unitary ball in R to conclude that
||u||Cβ(B1/2(x0)) ≤ C
(




||f ||L∞(R) + ||u||L∞(R)
)
for any given point x0 ∈ R and β < 2s.
In particular, we know that ||u||Cβ0 (R) is finite. Hence, we can use the fact that ||c||Cβ0 (R)








||f ||Cβ0 (R) + ||u||Cβ0 (R)
)
.
Finally, if we take α := 2s+β0−1, we can apply Theorem 1.5.2 to deduce the uniqueness
of solution, concluding the proof.
We state now an interesting consequence of Theorem 1.5.2 which is not included in
Theorem 1.1.1. It deals with sums of fractional Laplacians.





with 1/2 ≤ s ≤ s < 1, where µ is a probability measure supported in [s, s], i.e.,
µ ≥ 0 and µ ([s, s]) = µ(R) = 1.
Assume that c is bounded in R, satisfies condition (1.1.3), and ||c||C1,2s−1(R) < +∞.
Let w and w̃ be two bounded solutions of the linear equation
Lϕ− c(x)ϕ = 0 in R,




Proof. In order to establish Corollary 1.5.3 we only need to show that the operator L is of
the form (1.1.2) satisfying (K1) and (K3) and that bounded solutions of the linear equation
are globally Hölder continuous with exponent grater than 2s.
























































Next, let us apply the regularity results from [55] to deduce the Hölder regularity of
bounded solutions. Since c is a C1,2s−1 function we can use a standard bootstrap argument
that leads to the desired regularity of the solution after using Lemma 2.1 from [55] b2s/αc+
1 times, where α is a positive constant depending only s and n. Thus, we conclude that u
belongs to C1,2s−1+β in R with β = b2s/αcα + α− 2s > 0.
Combining all this, we can apply Theorem 1.5.2 to establish the uniqueness of solutions.
Finally, we prove the nondegeneracy of layer solutions, Theorem 1.1.3.
Proof of Theorem 1.1.3. First, we know by Theorem 1 in [83] that the layer solution u is
a C2,2s−1+γ function for some γ > 0 and u′ is bounded in the whole line.
We need to show that u′ is the unique bounded solution to
Lv − f ′(u)v = 0 in R. (1.5.2)
Let us take c(x) = f ′(u(x)). We only need to check that the hypotheses in Theo-
rem 1.1.1 are satisfied. Since f ′ ∈ Cγ([−1, 1]) and u is a continuous and bounded function,





f ′(z) = f ′(±1) < 0.
From this property and the continuity of c we deduce that condition (1.1.3) is satisfied.
Finally, since u′ is a C1,2s−1+γ and positive (by definition of layer) bounded solution to
(1.5.2) we can apply Theorem 1.1.1 to conclude the proof of the result.
1.6 Odd solutions: Proof of Theorem 1.1.4 and Corol-
lary 1.1.5
In this section we prove the main results of the chapter dealing with odd functions.
We begin by establishing that the quotient of an odd bounded solution and an odd
bounded positive supersolution is also bounded.
Proposition 1.6.1. Let L be an integro-differential operator of the form (1.1.2) with non-
increasing kernel K satisfying the symmetry and ellipticity conditions (K1) and (K2) for
some s ∈ [1/2, 1) and 0 < λ ≤ Λ. Assume the potential function c = c(x) is bounded, even,
and satisfies condition (1.1.3) for some positive constants R0 and c0.
For α > 2s − 1, let w and w̃ be two odd bounded and C1 functions such that [w′]Cα(R)
and [w̃′]Cα(R) are finite and satisfy
w > 0 in (0, R0),
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Lw − cw ≥ 0 in [0,+∞),
and
Lw̃ − cw̃ = 0 in [0,+∞).
Then, there exists a constant C ≥ 0 such that∣∣∣∣w̃w
∣∣∣∣ ≤ C in R.
Proof. First, by applying Proposition 1.3.3 and the strong maximum principle for odd
functions we get
w > 0 in (0,+∞).
As a consequence, the quotient σ := w̃/w is well-defined and continuous in R \ {0}.
We will show that the quotient can be extended to be continuous and bounded in the
whole real line. As in Proposition 1.5.1, this will follow after showing the positivity of the
functions
ϕ± = C w ± w̃,
for some positive constant C in [0,+∞).
For this, let us take r0 and C such that










Note that the existence of such constants is guaranteed by the boundedness of the potential
function c and the positivity of w.
Now, it is enough to check that the hypotheses of Proposition 1.3.3 are satisfied. By
the choice of C, it is clear that ϕ± ≥ 0 in [r0, R0] and












≥ 0 in R+.
Furthermore, both functions ϕ± are odd and inherit the regularity of w and w̃ from being
linear combinations of them.
Thus, Proposition 1.3.3 leads to
ϕ± = C w ± w̃ ≥ 0 in [0,∞),
which is equivalent to ∣∣∣∣w̃w
∣∣∣∣ ≤ C in (0,+∞).
Finally, by continuity of both w and w̃ we can extend the result to the whole real line,
concluding the proof.
At this point we have all the ingredients to prove that the quotient of two odd solutions
to (1.1.1), with one of them changing sign only once, is not only bounded but constant.
Proof of Theorem 1.1.4. The proof of this result is completely analogous to the one of
Theorem 1.5.2, applying Proposition 1.6.1, Corollary 1.4.5, and Corollary 1.2.2 instead of
Proposition 1.5.1, Corollary 1.4.4, and Lemma 1.2.1.
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Finally, we prove Corollary 1.1.5.
Proof of Corollary 1.1.5. First, let us point out that by the regularity theory for nonlocal
equations and Proposition 1.1 in [117] we know that u is a C2,2s−1+γ function in R for some
γ > 0. Furthermore, u is strictly decreasing in R+ = (0,+∞) with u′ being bounded. Note
that the even symmetry of u leads to the odd symmetry of u′.
We need to show that u′ is the unique bounded odd solution to
Lv − f ′(u)v = 0 in R. (1.6.1)
Let us take c(x) = f ′(u(x)). It is enough to check that the hypotheses in Theorem 1.1.4
are satisfied. Since f ′ ∈ Cγ([0, 1]) and u is an even, continuous, and bounded function, we





f ′(z) = f ′(0) < 0.
Hence, (1.1.3) holds.
Finally, since −u′ is a positive bounded odd solution to (1.6.1) in R+ we can apply




The Neumann problem for the
fractional Laplacian: regularity up to
the boundary
In this chapter, which corresponds to [13] in collaboration with A. Audrito and X. Ros-
Oton, we study the regularity up to the boundary of solutions to the Neumann problem
for the fractional Laplacian. We prove that if u is a weak solution of (−∆)su = f in Ω,
Nsu = 0 in Ωc, then u is Cα up tp the boundary for some α > 0. Moreover, in case s > 12 ,
we then show that u ∈ C2s−1+α(Ω). To prove these results we need, among other things, a
delicate Moser iteration on the boundary with some logarithmic corrections.
Our methods allow us to treat as well the Neumann problem for the regional fractional
Laplacian, and we establish the same boundary regularity result.
Prior to our results, the interior regularity for these Neumann problems was well un-
derstood, but near the boundary even the continuity of solutions was open.
2.1 Introduction and main results
We study the regularity of solutions to the Neumann problem{
(−∆)su = f in Ω
Nsu = 0 in Ωc,
(2.1.1)






dy, x ∈ Ωc. (2.1.2)
The constant cn,s is the one appearing in the definition the fractional Laplacian






The Neumann problem (2.1.1) was first introduced in [96, 100], and has been sub-
sequently studied in several papers; see for example [1, 8, 77, 143, 190]. As explained in
detail in [96], (2.1.1) is a natural Neumann problem for the fractional Laplacian, for several
reasons:
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Solutions exist if and only if
´
Ω f = 0.
• The following integration by parts formulas hold for C2 functions u, v:
ˆ
Ω






















• The corresponding heat equation with homogeneous Neumann conditions possesses
natural properties like conservation of mass inside Ω or convergence to a constant as t→∞.
• The problem has a natural probabilistic interpretation, heuristically described in [96],
and rigorously studied in [190].
• As s ↑ 1, we recover the classical Neumann problem for the Laplacian in Ω.
• The energy functional (2.1.4) is the same that yields solutions to the Dirichlet problem
for the fractional Laplacian; see [163, 162].
The aim of this chapter is to study the boundary regularity of solutions to (2.1.1).
2.1.1 Main results
While the Dirichlet problem is very well understood [2, 14, 18, 36, 74, 114, 129, 128, 140,
162, 163], much less is known for the Neumann case. Our main result reads as follows:
Theorem 2.1.1. Let Ω ⊂ Rn be any bounded Lipschitz domain. Let s ∈ (0, 1), and u be
any weak solution of (2.1.1) with f ∈ Lq(Ω), with q > n2s and
´







for some α > 0. Moreover, if s > 12 , q > n, and Ω is C






The constants C and α depend only on n, s, q, and Ω.
This is the first boundary regularity result for the Neumann problem (2.1.1), and even
the continuity of solutions is new.
As in case of the Dirichlet problem [163], it turns out that the boundary regularity
is much more delicate than the interior one, and does not follow easily by adapting the
classical methods used for s = 1 [156, 149]. This is because in this nonlocal context one
cannot use any even/odd reflection to study solutions near the boundary, and a completely
different strategy is needed.
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In [163], a key idea was to use the methods coming from equations with bounded
measurable coefficients in non-divergence form. Here, instead, we will need to use methods
coming from equations with bounded measurable coefficients in divergence form. More
precisely, we will need (among other things) a delicate Moser iteration on the boundary
involving some logarithmic corrections on ∂Ω. This will be explained in more detail later
on in the chapter.
In a sense, Theorem 2.1.1 can be seen as the Neumann version of the boundary regularity
theory for the Dirichlet problem developed in [163].
Remark 2.1.2. It is important to remark that 2s− 1 is a natural critical exponent in this
problem. This can be seen easily when Ω = {xn > 0}, in which the function |xn|2s−1 solves
(2.1.1) pointwise, even though it is not a weak solution — nor it satisfies (2.1.5). Thus,
C2s−1+α(Ω) is the minimum regularity needed in order to discard this kind of solutions.
This will become even more clear in case of the regional fractional Laplacian, explained
below.
2.1.2 Regional fractional Laplacian
The methods developed in this chapter allow us to treat as well the Neumann problem for
the regional fractional Laplacian. This corresponds to a censored stochastic process; see
[33].












and the operator is given by






This problem shares many of the properties of (2.1.1) described above: it has a variational
formulation, a nice probabilistic interpretation, convergence as s ↑ 1 to the Neumann
problem for the Laplacian, and conservation of mass for its parabolic version. The main
difference is that the operator given by (2.1.7) depends on Ω, and that in this case Rn \Ω
plays no role.
The Dirichlet problem in this setting is obtained by considering (2.1.6) among all func-
tions u = 0 on ∂Ω. Notice that, by trace theorems for Hs(Ω) spaces [93], this makes sense
only when s > 12 . It turns out then that solutions to the Dirichlet problem are C
2s−1(Ω),
and if f > 0 they actually satisfy
u  d2s−1 in Ω;
see [33, 68, 73, 131].
However, as in case of the fractional Laplacian (2.1.1), the Neumann case is much less
understood, and it is not even clear what is the right pointwise Neumann condition for
solutions in this case.
An integration by parts formula found in [130] suggests that the right quantity in this
context is given by1
∂2s−1ν u(z) := lim
t↓0
u(z + tν)− u(z)
t2s−1
, z ∈ ∂Ω,
1Notice that when u = 0 on ∂Ω (Dirichlet case), then this quantity is the same as u/d2s−1|∂Ω.
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where ν is the (inward) unit normal to ∂Ω. More precisely, it is proved in [130] that, if



















v ∂2s−1ν u. (2.1.8)
This is the analogue of (2.1.5) in this context, and suggests that the pointwise Neumann
condition in this setting should be
∂2s−1ν u = 0 on ∂Ω. (2.1.9)
Our main result in this context answers positively this question, and reads as follows.
Theorem 2.1.3. Let Ω ⊂ Rn be any bounded Lipschitz domain. Let s ∈ (0, 1), f ∈ Lq(Ω),
with q > n2s , be such that
´







for some α > 0. Moreover, if s > 12 , q > n, and Ω is C






In particular, for every s ∈ (0, 1) we have (2.1.9). The constants C and α depend only on
n, s, q, and Ω.
In particular, thanks to Theorem 2.1.3, we find that the Neumann problem for the
regional fractional Laplacian is actually{
(−∆)sΩu = f in Ω
∂2s−1ν u = 0 on ∂Ω.
(2.1.10)
Notice that our result also implies that solutions to the Neumann problem are more regular
than those corresponding to the Dirichlet case, as expected.
Remark 2.1.4. Other Neumann problems for the fractional Laplacian (−∆)s have been
introduced in [17, 19] and [128]. These different Neumann problems recover the classical
Neumann problem as a limit case, and the one in [17, 19] has a probabilistic interpretation
as well. We refer to [96] for a comparison between these different models, and related
problems for the other operators.
2.1.3 Organization of the chapter
In Section 2.2 we transform the Neumann problem (2.1.1) into a regional-type operator
inside Ω. In Section 2.3 we prove an L∞ bound for solutions of (2.1.1) and (2.1.10). Then,
in Section 2.4 we develop a Moser iteration (with logarithmic corrections), and deduce that
solutions are Cα for some α > 0. In Section 2.5 we establish a Neumann Liouville-type
theorem in a half-space, and finally in Section 2.6 we use it to prove higher regularity of
solutions.
2A function w belongs to d2s−1C2(Ω)+C2(Ω) if it can be written as w = d2s−1g+h, with g, h ∈ C2(Ω).
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2.2 An equivalent problem in Ω
As first noticed in [1], problem (2.1.1) can be reformulated as a regional-type problem in Ω












+ kΩ(x, y), (2.2.2)









, x, y ∈ Ω. (2.2.3)
Moreover, it was proved in [1] that, for every fixed x ∈ Ω, the kernel kΩ(x, y) has a
logarithmic singularity along ∂Ω. Here we need more precise estimates, with constants
that are independent of x, y ∈ Ω.
2.2.1 Fine estimates on the new kernel
Here, and throughout the chapter, we denote A  B whenever C−1A ≤ B ≤ CA for some
positive constant C.
Proposition 2.2.1. Let Ω ⊂ Rn be any Lipschitz domain, let d be the distance function
to the boundary, and denote
dx,y := min{d(x), d(y)}, x, y ∈ Ω.






if dx,y ≤ |x− y|
d−n−2sx,y if dx,y ≥ |x− y|
(2.2.4)








for all x, y ∈ Ω, (2.2.5)
where log− t := max{0, − log t}.
The constants in (2.2.4) and (2.2.5) depend only on Ω. Moreover, if Ω ∩ B2 can be
written as a Lipschitz graph, then (2.2.4) and (2.2.5) hold for x, y ∈ Ω∩B1 with constants
depending only on n and the Lipschitz norm of such graph.
Proof. Since (2.2.5) follows immediately from (2.2.4), it suffices to prove (2.2.4). Moreover,
since any Lipschitz domain can be locally written as a Lipschitz graph, we will assume that
Ω ∩B2 is a Lipschitz graph, and prove the estimate for x, y ∈ Ω ∩B1.















|x− z|n+2s|y − z|n+2s min
{
1, d−n(z)
} , x, y ∈ Ω ∩B1.
On the other hand, notice that the kernel is scale invariant, in the sense that
kΩ(rx, ry) = r−n−2skr−1Ω(x, y),
and it is symmetric in x, y. Moreover, the estimate we want to prove is also scale invariant
and symmetric. Therefore, to prove the desired estimate, we may assume that
d(y) ≤ d(x) and max{d(x), |x− y|} = 1.






|x− z|n+2s|y − z|n+2s
, x, y ∈ Ω ∩B1. (2.2.6)
Now, notice that since such integral is obviously bounded when d(x) ≥ d(y) ≥ 12 , since
z ∈ Ωc and therefore the integrand is bounded. Further, notice that if |x− y| ≥ 12 then the
singularities are well separated, and therefore we can split the integral into two pieces.
Because of this, we split the proof into different cases. First, assume that |x − y| ≤
d(y) ≤ d(x) = 12 . Then, by triangle inequality we have d(y) + |x− y| ≥ d(x), and therefore
d(y) ≥ 12 , which yields that the integrand in (2.2.6) is bounded. Hence, in this case, kΩ  1.
For the second case, assume that d(y) ≤ |x− y| ≤ d(x) = 1. By triangle inequality, we
have |x− y| ≥ 12 in this case. The factor |x− z|







Then, by doing a bi-Lipschitz transformation, it suffices to consider the case in which
Ω∩B2 is flat, i.e., Ω∩B2 = {xn > 0}∩B2. (Notice that the estimates are invariant under








The last estimate can be proved as follows: denote d(y) = yn =: δ > 0, so that by a change








1 + |z|n+2s dz  1 +
∣∣∣ log δ∣∣∣,
as claimed.















where we used that d(y) ≤ d(x). Thus, the result is proved.
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Thanks to these estimates, we will treat problem (2.1.1) as a problem inside Ω for an
operator (2.2.1) with kernel satisfying (2.2.5). This will allow us to treat at the same time
both problems (2.1.1) and (2.1.10).
More precisely, throughout the next two sections we assume that LΩ is an operator of













for x, y ∈ Ω. (2.2.8)
The first case covers the Neumann problem for the fractional Laplacian, while the second
case covers the regional fractional Laplacian. The constants in (2.2.7) and (2.2.8) are given
by Proposition 2.2.1.











KΩ(x, y) dx, (2.2.9)
and the definition of weak solution to the Neumann problem is the following.
2.2.2 Weak solutions
















|w(x)− w(y)|2KΩ(x, y)dx dy
is finite for any ball B ⊂ Rn.
Definition 2.2.2. Let Ω ⊂ Rn be any Lipschitz domain, B ⊂ Rn be a ball, andD := B∩Ω.
Let KΩ be any kernel of the form either (2.2.7) or (2.2.8), and let LΩ and B be given by






We say that u ∈ HK,loc(Ω) is a weak supersolution in D, with Neumann conditions on
∂Ω ∩B, and we write








fηdx for all η ∈ C∞0 (B), η ≥ 0.
We say that u ∈ HK,loc(Ω) is a weak subsolution in D, with Neumann conditions on ∂Ω∩B,
and we write









fηdx for all η ∈ C∞0 (B), η ≥ 0.
We say that u ∈ HK,loc(Ω) is a weak solution to
LΩu = µu+ f in D,
with Neumann conditions on ∂Ω∩B, if it is both a weak supersolution and subsolution in
D with Neumann conditions on ∂Ω ∩B.
Finally, we say that u is a weak (sub/super)-solution in Ω if the previous definition
holds for all balls B ⊂ Rn.
We will also need the following.
Lemma 2.2.3. Let Ω be a bounded Lipschitz domain and KΩ, B, f , µ, as in Definition
2.2.2.
Then, the following statements hold.
(i) Let u satisfy
LΩu = µu+ f in D,
with Neumann condition on ∂Ω ∩B. Then u+ and u− satisfy respectively
LΩu+ ≤ µu+ + f+ in D,
and
LΩu− ≤ µu− + f− in D,
with Neumann condition on ∂Ω ∩B.
(ii) Let µ, f ≥ 0 and u a nonnegative function weakly satisfying
LΩu ≤ µu+ f in D,
with Neumann condition on ∂Ω∩B. Then for any l ≥ 0, the function u = max{u, l}
also satisfies
LΩu ≤ µu+ f in D,
with Neumann condition on ∂Ω ∩B.
Proof. We follow the proof of [136, Lemma 2.4]. The proof is very general and does not
really use the explicit form of the kernel.
Let us first prove (i). Setting p(x) = x+, we consider a sequence of smooth and convex
functions pk : R→ R, such that
pk, p
′
k ≥ 0, pk(x) = p(x), x ∈ R \ (− 1k ,
1
k
), ‖p− pk‖H1(R) ≤ 1k , (2.2.10)
for all positive integer k. Using the convexity of pk, it is not difficult to verify that
B(pk(u), η) ≤ B(u, p′k(u)η),
for all k and all η ∈ HK(Ω), η ≥ 0. Further, we notice that, thanks to the properties of
pk and the fact that u ∈ HK(Ω), p′k(u)η is an admissible test, whenever η ∈ HK(Ω) (by





















































for all η ∈ HK(Ω), η ≥ 0, which proves the first part of our claim. To prove the second
part, it is enough to notice that −u is a solution with −f and apply the first part of our
statement. We obtain that u− = (−u)+ is a subsolution with f− = (−f)+, which is exactly
what we wanted to prove.
To prove part (ii), we proceed as before. We fix l ≥ 0 and we define p(x) := max{x, l}.










































for all η ∈ HK(Ω), η ≥ 0, and our statement follows.
2.3 L∞ bounds
The aim of this section is to prove L∞ bounds for solutions to the Neumann problems that
we study. For this, we only need the lower bound KΩ(x, y) & |x− y|−n−2s.
We next prove the boundedness of solutions to (2.1.1) and (2.1.10). We start with the
following.
Lemma 2.3.1. Let Ω ⊂ Rn be a bounded Lipschitz domain and c ∈ Lq(Ω) and q > n2s . Let
KΩ be of the form either (2.2.7) or (2.2.8). Assume that u satisfiesLΩu ≤ c(x)u in Ωu ≥ 0 in Ω, (2.3.1)
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for some constant C > 0 depending only on n, s, q, and Ω.
Proof. Note that by scaling properties we can assume ‖c‖Lq(Ω) ≤ 1. That is, we only need







in Ω̃ = ||c||
q
2n−4qs
Lq(Ω) Ω ⊂ Ω when
‖c‖Lq(Ω) > 1. Given β ≥ 2, the idea is to take uβ−1 as test function in the weak formulation
and thanks to Sobolev inequality, improve iteratively the integrability of u. Since a priori
we cannot guaranteed that uβ−1 ∈ HK(Ω) we need to truncate it in some sense in order to
be an admissible test function. That is, let us consider the sequence
uk := min{u, k},
for all k ∈ N, k ≥ 1. We have uk ∈ HK(Ω), 0 ≤ uk ≤ uk+1 and uk → u a.e. in Ω. Testing
the inequality with η = uβ−2k u, we immediately deduce




Note that the fact uβ−2k u ∈ HK(Ω), for β ≥ 2, can be easily checked.
Now, setting v := uβ/2−1k u and applying [136, Lemma 2.3], we obtain
B(v, v) ≤ βB(u, uβ−2k u) (2.3.3)
for all β ≥ 2. On the other hand, by Hölder inequality, we have
ˆ
Ω
c(x)uβ−2k u2dx ≤ ‖c‖Lq(Ω)‖v‖2L2q′ (Ω) ≤ ‖v‖
2
L2q′ (Ω). (2.3.4)
Since q > n2s , it follows that 2 < 2q







, i.e. ϑ = 2qs− n2qs ,
and using the interpolation and the Sobolev inequality, we obtain











Now, thanks to the fact that ϑ ∈ (0, 1), we infer(
‖v‖2L2(Ω) +B(v, v)
)1−ϑ
‖v‖2ϑL2(Ω) ≤ εB(v, v) + (1 + ε−
1−ϑ
ϑ )‖v‖2L2(Ω), (2.3.6)
for all ε > 0. Putting together (2.3.2), (2.3.3), (2.3.4), (2.3.5), (2.3.6) and choosing
ε = (C β)−1 ,
it follows by taking into account that β ≥ 2 that
B(v, v) ≤ Cβ 1ϑ‖v‖2L2(Ω),
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for some new constant C > 0 depending only on n, s, q, and the Lipschitz norm of ∂Ω.
Here, γ := 2∗s/2 > 1.
Now, taking β0 = 2 and βi := γβi−1 = β0γi for all integers i ≥ 1, and iterating (2.3.7),
we obtain












2γi = C ‖u‖ϑL2(Ω).
Thus, passing to the limit as j → +∞, it follows
‖uk‖ϑL∞(Ω) ≤ C‖u‖ϑL2(Ω). (2.3.8)
Finally, since the previous inequality holds for any k with the same constant C, we
conclude that
‖u‖L∞(Ω) ≤ C‖u‖L2(Ω).
We now prove the following result, which gives the boundedness of solutions. We notice
that, in case of (2.1.1), a similar result has been obtained in [95], with a different proof.
Proposition 2.3.2. Let Ω ⊂ Rn be a bounded Lipschitz domain, µ, f ∈ Lq(Ω), with q > n2s .
Let KΩ be of the form either (2.2.7) or (2.2.8). Let u be a weak solution to
LΩu = µu+ f in Ω,






for some constant C > 0 depending only on n, s, q, ‖µ‖Lq(Ω) and Ω.
Proof. Thanks to Lemma 2.2.3 (part (i)), we know that u+ is a nonnegative subsolution
with µ = µ+ and f = f+. Consequently, the function v = max{u+, 1} is still a subsolution
and, furthermore, v ≥ 1 (Lemma 2.2.3 part (ii)). Consequently, v satisfies
LΩv ≤ c(x)v in Ω
in the weak sense (with Neumann conditions on ∂Ω), where c = µ+ + f+.
Now, note that if ‖u+‖L2(Ω) ≤ 1 then ‖v‖L2(Ω) ≤
√
1 + |Ω| and so, under the assump-
tions ‖u+‖L2(Ω) ≤ 1 and ‖f+‖Lq(Ω) ≤ 1, it follows by Lemma 2.3.1
‖u+‖L∞(Ω) ≤ ‖v‖L∞(Ω) ≤ C,
for some constant depending only on n, s, q, ‖µ+‖Lq(Ω) and Ω. Applying the above in-











for some constant depending only on n, s, q, ‖µ+‖Lq(Ω) and Ω. Finally, repeating the same
procedure for the subsolution u− (with µ = µ− and f = f−), we complete the proof of the
theorem.
We will also need the following. Here, we denote DR(x0) = Ω ∩BR(x0).
Lemma 2.3.3. Let Ω ⊂ Rn be a domain, R > 0, x0 ∈ Ω and f ∈ Lq(D2R(x0)) with q > n2s .
Let KΩ be of the form either (2.2.7) or (2.2.8). Moreover, assume that ∂Ω ∩ B3R(x0) is a
Lipschitz graph. Then, there is a weak solution toLΩv = |f | in D2R(x0),v = 0 in Ω \D2R(x0), (2.3.9)
with Neumann conditions on ∂Ω ∩B2R(x0) in the sense of Definition 2.2.2. Furthermore,
it satisfies
0 ≤ v ≤ κ0R2s−
n
q ||f ||Lq(D2R(x0)) in D2R(x0),
for some nonnegative constant κ0 depending only on n, s, q, and the Lipschitz norm of
∂Ω ∩B3R(x0).
Proof. Since the general case comes by scaling, we take R = 1. First, let us notice that the










among all functions w ∈ HK(Ω) such that w ≡ 0 in Ω \ D2(x0). See [162, Section 3] for
the details in case of the fractional Laplacian.
Next, in order to prove that the solution is nonnegative we can use the same argument
of [162, Theorem 4.1], consisting on using v− as a test function in the weak formulation,
which yields v− ≡ 0 in Ω. The bound from above is more delicate and we need to repeat
the arguments from Lemma 2.3.1 and Proposition 2.3.2 adapted to this setting of mixed
Dirichlet and Neumann conditions. In that way we obtain that
v ≤ C(||v||L2(D2(x0)) + ||f ||Lq(D2(x0))) in D2(x0),
where C is a nonnegative constant depending only on n, s, q, and the Lipschitz norm of
∂Ω ∩B3(x0).
Finally, we need to estimate the L2-norm of v in terms of the Lq-norm of f . In order
to do that it is sufficient to use v as a test function in the weak formulation and applying
the fractional Poincaré inequality in D3(x0). That is,
||v||2L2(D2(x0)) = ||v||
2
L2(D3(x0)) ≤ CP [v]
2






≤ C||f ||Lq(D2(x0)) ||v||L2(D2(x0)).
Let us remark that we apply the fractional Poincaré inequality in D3(x0) since we need v
to be zero in some subset of the domain of v.
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2.4 Moser-type iteration and Hölder regularity up to
the boundary
The goal of this section is to develop a Moser-type iteration for our nonlocal problem with
Neumann boundary conditions. The overall strategy follows that of Kassmann [136] for
interior regularity but, as we will see, the logarithmic singularity of the kernel in (2.2.7)
will introduce several difficulties.
From now on, for any r > 0 and x0 ∈ Ω we denote
Dr(x0) := Br(x0) ∩ Ω.
The main result of this section is the following.
Theorem 2.4.1. Let Ω ⊂ Rn be a domain, R > 0, x0 ∈ Ω and f ∈ Lq(DR(x0)) with
q > n2s . Assume that ∂Ω∩BR(x0) is a Lipschitz graph. Let KΩ be of the form either (2.2.7)
or (2.2.8). Assume that u is a weak bounded solution to
LΩu = f in DR(x0),
with Neumann conditions on ∂Ω ∩BR(x0) in the sense of Definition 2.2.2.
Then there exist α ∈ (0, 1) and C depending only on the Lipschitz norm of ∂Ω∩BR(x0),
n, s, and q, such that










for a.e. x, y ∈ DR/2(x0).
Theorem 2.4.1 will be obtained through several auxiliary results. The first step in the
proof is the following.
Lemma 2.4.2. Let Ω ⊂ Rn be a domain, R > 0 and x0 ∈ Ω. Let KΩ be of the form either
(2.2.7) or (2.2.8). Assume that ∂Ω ∩B2R(x0) is a Lipschitz graph.
Then for any c > 0, δ0 ∈ (0, 1/2) and ϑ > 1, there exists γ ∈ (0, 2s) depending only
on the Lipschitz constant of ∂Ω ∩B2R(x0), n, s, c, δ0 and ϑ such that for any u ∈ L∞(Ω)
satisfying 
















u(x)KΩ(x, y)dx ≥ 0 for a.e. y ∈ Dr(x0), (2.4.3)
for all r < R such that
|{u ≥ 1} ∩ (DR(x0) \Dr(x0))|
|DR(x0)|
≥ δ0. (2.4.4)
Proof. Taking uR(x) = u(x0 + Rx) instead of u, we may assume R = 1 and x0 = 0. We
prove the result for K of the form (2.2.7); the case (2.2.8) is simpler.
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By the third assumption in (2.4.2), we deduce the existence of r0 ∈ (0, 1) depending
only δ0 > 0, n and the Lipschitz constant of ∂Ω such that (2.4.4) holds if r ≤ r0.
Let us take r ≤ r0 satisfying (2.4.4) and set Ar := {u ≥ 1}∩ (D1 \Dr). By assumption
















with c > 0, where dx,y = min{d(x), d(y)}. We have to find a suitable lower bound for the
above integral. To do so, we first notice that for any fixed d > 0, the function
%→ 1 + log
− (d/%)
%n+2s
, % > 0

























Consequently, whenever d(y) ≥ 1, we have
ˆ
D1\Dr
u(x)KΩ(x, y)dx ≥ c|Ar| ≥ cδ0, (2.4.5)
for some c > 0 depending only on n, s and Ω. Conversely, when 0 < d(y) < 1, we obtain
by the inequality above
ˆ
D1\Dr
u(x)KΩ(x, y)dx ≥ Cδ0|D1|(1 + | log d(y)|). (2.4.6)
On the other hand, for a.e. y ∈ Dr, it holds
ˆ
Ω\B1




thanks to the second inequality in (2.4.2). Moreover,
ˆ
Ω\B1


























dx := I1(γ) + I2(γ),
(2.4.7)
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Further, |1− (ϑ|x|)γ| → 0 for a.e. x ∈ Ω \ B1 as γ → 0+. So, since | log d(x)| is integrable
near ∂Ω and recalling that |x − y| ≥ 1 − r > 0, we deduce the existence of δγ → 0+ as
γ → 0+ such that I1(γ) ≤ δγ(1 + | log d(y)|) for all small γ > 0, by dominated convergence.










≥ Cδ0|D1| (1 + | log d(y)|)− δγ(1 + | log d(y)|) ≥ 0,
if γ > 0 is small enough and our statement follows.
Using the previous lemma, we can now prove the following.
Lemma 2.4.3. Let Ω ⊂ Rn be a domain, R > 0 and x0 ∈ Ω. Let KΩ be of the form either
(2.2.7) or (2.2.8). Assume that ∂Ω ∩B2R(x0) is a Lipschitz graph, and that u satisfiesLΩu ≥ 0 in DR(x0)u > 0 in DR(x0),











for some β0 ∈ (0, 1) and C > 0 depending only on the Lipschitz constant of ∂Ω ∩B2R(x0),
n, and s.
Proof. The proof is basically the same for both classes of kernels, (2.2.7) and (2.2.8).
By scaling and translation we may assume R = 1 and x0 = 0. Given any arbitrary
z0 ∈ D1 and % > 0 such that B2%(z0) ⊂ D1, we take B% = B%(z0). Then, exactly as in [136,
Lemma 3.3] with r = % (here we use the assumption (2.4.3)), we find
ˆ
B%×B%




for some constant C > 0 depending only on n, s and the constants in (2.2.7)-(2.2.8) (which
depend only on the Lipschitz norm of the domain). This yields log u ∈ Hs(B%) and thus,
by the Poincaré inequality,
ˆ
B%
∣∣∣ log u(x)− [log u]B% ∣∣∣2dx ≤ C%n,




log u. By Hölder inequality, it follows that
ˆ
B%
∣∣∣ log u(x)− [log u]B% ∣∣∣dx ≤ C%n,
and therefore, thanks to the arbitrariness of z0 and % > 0, we deduce that log u ∈ BMO(D1)
(see [41, Theorem 0.3]). Now, by the John-Nirenberg inequality (see [41, Theorem 0.3 and
Theorem 0.4]), we deduce the existence of β0 ∈ (0, 1) and C, depending only on the
Lipschitz constant of ∂Ω, n, and s, such that
ˆ
D1























On the other hand, we next prove a key lemma for the Moser-type iteration.
Lemma 2.4.4. Let Ω ⊂ Rn be a domain, R > 0, x0 ∈ Ω and β > 1. Let KΩ be of the
form either (2.2.7) or (2.2.8). Assume that u satisfiesLΩu ≥ 0 in DR(x0)u > 0 in DR(x0),
with Neumann conditions on ∂Ω ∩BR(x0), in the sense of Definition 2.2.2.
Then, there exists a constant C depending only on n, s, and the Lipschitz constant of





















for all 0 < r < R. In case (2.2.8), the same estimate holds without the logarithmic term.
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Proof. Since the kernels and (2.4.8) are scale-invariant, after a rescaling we may assume
that R− r = 1. We take a smooth cut-off function 0 ≤ ϕ ≤ 1 satisfying
ϕ = 1 in Br, supp(ϕ) ⊂ BR, sup |∇ϕ| ≤ c.
Testing LΩu ≥ 0 in DR with η := ϕ1+βu−β (notice that η is an admissible test since u > 0





[u(x)− u(y)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy ≥ 0.









[u(y)− u(x)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy.
Now, we apply [136, Lemma 2.5] with a = u(x), b = u(y), τ1 = ϕ(x), τ2 = ϕ(y) and

































[u(y)− u(x)][ϕ1+β(x)u−β(x)− ϕ1+β(y)u−β(y)]KΩ(x, y)dxdy,
where cβ := max{β−12 ,
6(β−1)2
16 } ≤ β
2, since β > 1. Since η = ϕ1+βu−β ∈ HK(DR), the last












































































where c > 0 depends only on n, s and the Lipschitz constant of ∂Ω ∩ B2R(x0). Here we
have used (2.2.2) and that kΩ ≥ 0.











































To finish the proof, we have to estimate the integral
ˆ
Ω







[ϕ(x)− ϕ(y)]2KΩ(x, y)dy := J1 + J2,




| log |x− y||+ | log d(x)|+ | log d(y)|
|x− y|n+2s−2
dy












= C(1 + | log d(x)|) + I1 + I2.
(2.4.9)
Now, taking into account that | log d(y)| ≤ C(1 + | log d(x)|) when d(x)/2 ≤ d(y) ≤ 2 we
obtain that I1 ≤ C(1 + | log d(x)|). Next, in order to estimate I2 it is enough to consider
the case in which D1 is flat since any other Lipschitz domain can be transform through a





















log(xn − yn)(1 + y1−2sn )dyn
≤ C(1 + | log xn|) = C(1 + | log d(x)|).
(2.4.10)
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≤ C (1 + y1−2sn ).
Putting together (2.4.9) and (2.4.10), we find
J1 ≤ C(1 + | log d(x)|),
for some constant C > 0 depending on n, s and the Lipschitz constant of Ω.














for some universal C > 0 and that the kernel is singular only near ∂Ω, due to the fact that
|x−y| ≥ 1. Moreover, y → | log d(y)|d(y)−n−2s is integrable for |y| large and thus repeating
the arguments which have led to (2.4.9) and (2.4.10), we find
J2 ≤ C(1 + | log d(x)|),
for some C > 0 depending on n, s and the Lipschitz constant of Ω, as wanted.
Using the previous lemma, and a Moser-type iteration, we deduce the following.
Corollary 2.4.5. Let Ω ⊂ Rn be a domain, R > 0, x0 ∈ Ω and β > 1. Moreover, assume
that ∂Ω∩BR(x0) is a Lipschitz graph. Let KΩ be of the form either (2.2.7) or (2.2.8). Let
u satisfy LΩu ≥ 0 in DR(x0)u > 0 in DR(x0),
with Neumann conditions on ∂Ω ∩BR(x0) in the sense of Definition 2.2.2.
Then, there exists a constant C > 0 depending only on the Lipschitz constant of ∂Ω, n,









Proof. By scaling, we can assume x0 = 0 and R = 1.
Let {rk}k∈N be a decreasing sequence satisfying r0 = 1 and rk → 1/2 as k → +∞. For














where γ := 2∗s/2 > 1 and where C depends only on the Lipschitz constant of ∂Ω, n, and s.
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(1 + |log d(x)|)
1+ε
ε dx
 ε1+ε + | log(rk − rk+1)|
 ≤ C| log(rk − rk+1)|,
for some C. Further, for any fixed α ∈ (0, 1),
| log(rk − rk+1)| ≤ Cα(rk − rk+1)−α,
for some Cα, and so
Ck ≤ Cα(rk − rk+1)−α, (2.4.12)
for some Cα. Now, changing 1− β → −β, we easily deduceˆ
Drk+1
u(x)−βγdx








Further, setting v := u1+ε, σ := γ1+ε > 1, and using (2.4.12), it followsˆ
Drk+1
v(x)−βσdx







− 1β , (2.4.13)
for some C. Thus, given β0 > 0, we define βk := β0σk, k ≥ 1. Iterating (2.4.13) with
β = β0, we obtain
























































Consequently, we can pass to the limit in (2.4.14) and deduce (2.4.11), thanks to the fact
that ‖v‖L−βk (Drk ) → ess infx∈DR/2(x0) v(x) as k → +∞ and v = u
1+ε.
Combining Lemma 2.4.3 and Corollary 2.4.5, we finally deduce the following.
Theorem 2.4.6. Let Ω ⊂ Rn be a domain, R > 0, x0 ∈ Ω and β > 1. Assume that
∂Ω∩B3R(x0) is a Lipschitz graph. Let KΩ be of the form either (2.2.7) or (2.2.8). Assume
that u satisfies LΩu ≥ 0 in D2R(x0)u > 0 in D2R(x0),
with Neumann conditions on ∂Ω ∩B2R(x0) in the sense of Definition 2.2.2.
Then for any c > 0 and ϑ > 1, there exist κ > 0 and γ ∈ (0, 2s) depending only on the
















u(x) ≥ κ. (2.4.16)
Proof. By scaling, it is enough to consider the case R = 1 and x0 = 0.
First, since ∂Ω ∩ B3 is a Lipschitz graph, and 0 ∈ Ω, we can show that there exists




Indeed, this follows from the pointwise inequality
√
4− x2 > 3
√
1/4− x2, which shows
that we can take ω = 2/5 < 1/2.
Now we claim that the second condition in (2.4.15) guarantees the existence of r0 ∈
(1/2, 2) such that
|{u ≥ 1} ∩Dr0|
|D2|
≥ 1 + 2ω4 ,
|{u ≥ 1} ∩ (D2 \Dr0)|
|D2|
≥ 1− 2ω4 .
Let us define the functions
h(ρ) := |{u ≥ 1} ∩Dρ|
|D2|




It is clear that they are both continuous. Moreover, the first one is nondecreasing and
satisfies h(1/2) ≤ ω and h(2) ≥ 1/2 by hypothesis. This means that there exists r0 ∈
(1/2, 2) such that h(r0) = (1/2 +ω)/2 = (1 + 2ω)/4. If we now use that h(ρ) + h̃(ρ) ≥ 1/2,
the claim easily follows.









for some constant C > 0 depending only on the Lipschitz constant of ∂Ω, n, s, and β. Now,
by Lemma 2.4.2 with R = 2, δ0 = (1 − 2ω)/4 and r = r0, there is γ ∈ (0, 2s) depending
only on the Lipschitz constant of ∂Ω, n, s, c and ϑ such that
ˆ
Ω\Br0
u(x)KΩ(x, y)dx ≥ 0 for a.e. y ∈ Dr0 .
On the other hand, by Lemma 2.4.3 (with R = r0), there exists β0 ∈ (0, 1) depending only










































Since r0 ≥ 1/2, the thesis follows.
As a first consequence, we can prove a version of the above theorem that allows a right
hand side f .
Theorem 2.4.7. (Weak Harnack inequality) Let Ω ⊂ Rn be a domain, R > 0, x0 ∈ Ω and
f ∈ Lq(D2R(x0)) with q > n2s . Assume that ∂Ω ∩ B3R(x0) is a Lipschitz graph. Let KΩ be
of the form either (2.2.7) or (2.2.8). Assume that u satisfiesLΩu ≥ f in D2R(x0)u > 0 in D2R(x0),
with Neumann conditions on ∂Ω ∩B2R(x0), in the sense of Definition 2.2.2.
Then for any c > 0 and ϑ > 1, there exist κ0 > 0, κ > 0 and γ ∈ (0, 2s) depending only





q ‖f‖Lq(D2R(x0)) ≥ κ. (2.4.18)
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Proof. We assume R = 1, x0 = 0. Let us consider the function w := u+v, where v satisfies
(2.3.9) (with R = 1 and x0 = 0). Then, w satisfiesLΩw ≥ 0 in D2w > 0 in D2,
with Neumann conditions on ∂Ω∩B2 in the sense of Definition 2.2.2. Notice that w ≥ u in Ω
and thus it satisfies the assumptions in (2.4.15). Consequently, we can apply Theorem 2.4.6
to the function w and, since v ≤ κ0 ||f ||Lq(D1) in D1/2 (by Lemma 2.3.3), we deduce
ess inf
x∈D1/4




We finally use the previous weak Harnack inequality to deduce the Hölder regularity of
solutions.
Proof of Theorem 2.4.1. The result follows by iterating the previous weak Harnack inequal-
ity, with an argument similar to those in [136, 181]. By scaling and a covering argument
as in [115, Remark 2.13], it is sufficient to assume that u is a weak bounded solution to
LΩu = f in D3(x0),
with Neumann conditions on ∂Ω ∩B3(x0) (in the sense of Definition 2.2.2) and prove




for a.e. x, y ∈ D1/2(x0).
Step 1. Let us take ϑ = 4, c = 2, κ ∈ (0, 1), γ ∈ (0, 2s) and κ0 > 0 as in Theorem 2.4.7
(depending only on the Lipschitz constant of ∂Ω, n, s, and q). We set κ := κ/2.
Given any z0 ∈ D1(x0), we construct a non-decreasing sequence (mi)i∈Z and a non-
increasing sequence (Mi)i∈Z such that
mi ≤ u(y) ≤Mi for a.e. y ∈ Dϑ−i(z0)
Mi −mi = Kϑ−iα,
(2.4.19)
for all i ∈ Z, some α ∈ (0, 1) and K > 0 to be determined (independently of z0 and x0).
We choose








M0 := ‖u‖L∞(Ω) +
1
ε0
‖f‖Lq(D3(x0)), m0 := −‖u‖L∞(Ω),
so that




Now, we assume that (2.4.19) holds and show how (2.4.1) follows. Since u is bounded,
whenever x, y ∈ D1(x0) satisfy |x− y| ≥ 1, (2.4.1) follows with C = 2 and any α ∈ (0, 1).
Thus it is enough to check the validity of (2.4.1) when x 6= y and |x− y| < 1. In such
case, we take x = z0 and consider l ∈ N (depending on y) such that
ϑ−(l+1) ≤ |x− y| < ϑ−l.
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Consequently,
|u(x)− u(y)| ≤ oscB
ϑ−l (x)u ≤Ml −ml = Kϑ









which is exactly (2.4.1) with C = ϑα/ε0. Using the arbitrariness of x, y ∈ D1(x0) with
|x− y| < 1 and x 6= y, the estimate (2.4.1) follows.
Step 2. Notice that, since u is bounded in Ω, the choice of K guarantees that (2.4.19)
hold true for i = 0 and, moreover, setting Mi = M0 and mi = m0 for all negative integers
i, (2.4.19) hold true for any i ∈ Z, i < 0.
Step 3. We construct the sequences (mi)i∈N and (Mi)i∈N by induction on i ∈ N. So, we
assume that there exists k ≥ 1 such that (2.4.19) hold for all i ≤ k − 1, and we show how




















Notice that, in view of (2.4.19), we have
|v| ≤ 1 in D̃1,
where B1 = B1(0), Ω̃ := {x ∈ Rn : ϑ−(k−1)x+ z0 ∈ Ω} and D̃1 := B1 ∩ Ω̃. Note that since
Ω̃ is a dilation, its Lipschitz constant does not increase. Now, we divide the proof in two
cases. First, we assume
|{v ≤ 0} ∩ D̃1|
|D̃1|
≥ 12 . (2.4.22)
In order to apply Theorem 2.4.7, we study the decaying of v in Ω̃\B1. So, for any y ∈ Ω̃\B1
we have |y| ≥ 1 and thus there is j ∈ N, j ≥ 1 (depending on y) such that
ϑj−1 ≤ |y| < ϑj.





























Kϑ−(k−j−1)α − K2 ϑ
−(k−1)α
)
= 2ϑjα − 1 ≤ 2ϑα|y|α − 1,
which, setting w := 1− v, is equivalent to
w(y) ≥ 2 [1− (ϑ|y|)α] for a.e. y ∈ Ω̃ \B1.
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and so, thanks to assumption (2.4.22) and the fact that α ≤ γ (see (2.4.21)), we can apply








v(x) ≤ 1− κ+ 2κ0
K
ϑ(α−2s)(k−1)‖f‖
Lq(D̃2) for a.e. x ∈ D̃ϑ−1 .











thanks to the choice of ε0 > 0 in (2.4.20). Consequently,
v(x) ≤ 1− κ2 := 1− κ for a.e. x ∈ D̃ϑ
−1 .
So, using the definition of v and the above inequality, we obtain
u(x) ≤ 1− κ2 Kϑ
−(k−1)α + Mk−1 +mk−12 =
1− κ








for a.e. x ∈ Dϑ−k(z0). Finally, using (2.4.21), we have that 1− κ2 ≤ ϑ
−α, and so from the
definition of K, we deduce
u(x) ≤ mk−1 +Kϑ−kα for a.e. x ∈ Dϑ−k(z0).
Choosing mk := mk−1 and Mk := mk−1 + Kϑ−kα, it follows that (2.4.19) is satisfied for
i = k and we complete the proof of the first case.
Finally, if (2.4.22) is not satisfied, it is sufficient to notice that it holds for ṽ := −v and
repeat the above procedure working with ṽ.
2.5 A Neumann Liouville theorem in the half-space
The goal of this section is to prove the following Liouville-type theorem in a half-space
with nonlocal Neumann boundary conditions.
Theorem 2.5.1. Let Ω = Rn+ = {xn > 0}, and s ∈ (12 , 1). Let LΩ and KΩ be given by
either (2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Assume v is a weak solution to
LΩv = 0 in Rn+
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with Neumann condition on ∂Rn+ = {xn = 0} (in the sense of Definition 2.2.2). Let α > 0
be given by Theorem 2.5.7, and assume that
||v||L∞(B+R) ≤ C0(1 +R
2s−1+ε) for all R > 0,
for some C0 and ε ∈ (0, α). Then,
v(x) = a+ b · x
for some a ∈ R and b ∈ Rn with bn = 0. Moreover, if 2s− 1 + ε < 1 then b = 0.
The proof of this result is not standard and does not follow from classical tools such as
even reflection for harmonic functions. Moreover, the extension problem for the fractional
Laplacian is of no use here, and therefore the proof must be different from the Dirichlet
case, too.
We stress that, even in 1D, we do not know how to prove a better Liouville theorem
(allowing more growth on v). This seems a challenging open problem, which is strongly
related to the higher boundary regularity of solutions to (2.1.1).
2.5.1 1D barriers
We need sub- and supersolutions for both problems (2.1.1) and (2.1.10). We start with the
following.
Lemma 2.5.2. (Supersolution for (2.1.1) and (2.1.10)) Let n = 1, Ω = (0,∞), and
s ∈ (12 , 1). Let LΩ and KΩ be given by either (2.2.1), (2.2.2)-(2.2.3) or (2.1.7). Given any
r0 > 0, let us consider η ∈ C∞0 ([0, 2r0)) satisfying 0 ≤ η ≤ 1 and η = 1 in [0, r0].
Then, there exists c > 0 (depending only on r0) such that the function
ϕ(x) := η(x)x2s−1
satisfies
LΩϕ ≥ c in (0, r0).
Moreover, if LΩ and KΩ are given by (2.2.1), (2.2.2)-(2.2.3), a logarithmic improvement









Proof. We prove the result for KΩ of the form (2.2.1), (2.2.2)-(2.2.3); the case (2.1.7) is
simpler.















KΩ(x, y) dy +
ˆ ∞
0
y2s−1(1− η(y))KΩ(x, y) dy := I1 + I2.
Now, by the symmetry and the scaling of the kernel KΩ (see Section 2.2), it is easy to
check that LΩ(x2s−1) = 0 in R+ and so I1(x) = 0. On the other hand, we know that η = 1
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y2s−1(1− η(y))KΩ(x, y) dy +
ˆ ∞
2
























































1 + log− x
)
.
We next show the following construction of subsolutions.
Lemma 2.5.3. (Subsolution for (2.1.1) and (2.1.10)) Let n = 1, Ω = (0,∞), and s ∈
(12 , 1). Let LΩ and KΩ be given by either (2.2.1), (2.2.2)-(2.2.3) or (2.1.7). Given any
r0 > 0, let us consider η ∈ C∞0 ([0, 2r0)) satisfying 0 ≤ η ≤ 1, η = 1 in [0, r0] and
ζ ∈ C∞0 ((r0, 2r0)) satisfying 0 ≤ ζ ≤ 1 and ζ 6≡ 0.
Then, for any c ≥ 0, there exist M > 0 (depending on c, s and r0) such that the
function
ϕ(x) := η(x)x2s−1 +Mζ(x)
satisfies
LΩϕ ≤ −c in (0, r0).
Moreover, if LΩ and KΩ are given by (2.2.1), (2.2.2)-(2.2.3), a logarithmic improvement









Proof. We proceed as in the previous lemma, proving the result only in the case LΩ and KΩ
are given by (2.2.1), (2.2.2)-(2.2.3) and r0 = 1. Given x ∈ (0, 1) and using the properties
of ζ and the identity LΩ(x2s−1) = 0 in R+, we obtain




y2s−1(1− η(y))KΩ(x, y) dy +
ˆ ∞
2




:= I1(x) + I2(x)−M I3(x).
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(y − x)1+2s χ{y>2x} dy
:= I11(x) + I12(x).
On the one hand, we know the existence of two positive constants δ and C, such that
1− η(y) ≤ C(y − 1)2 for all y ∈ [1, 1 + δ).
This follows from the fact that η′(1) = 0 and that η′′(1) is bounded (notice that δ and C
depend only on η′′). Consequently, since x ∈ (0, 1), we have y − x ≥ y − 1 and, moreover,













y2s−1(y − 1)1−2sdy + C δ−1−2s
ˆ 2
1+δ
y2s−1dy < C < +∞.
On the other hand, taking into account that y − x ≥ y − 1/2 ≥ 1/2 when x ≤ 1/2, whilst































1 + log− x
)
.
Next, we proceed with the estimate of the term I2. That is, since y − x ≥ y/2 when



































dy ≤ C (1− log x)
ˆ ∞
2
y−2 (1 + log y) dy
≤ C2
(
1 + log− x
)
.





























































1 + log− x
)
.
Therefore, as a consequence of the previous computations, for all x ∈ (0, 1) and all c ≥ 0,
we obtain
LΩϕ(x) = I1 + I2 −MI3 ≤ (C1 + C2 −MC3)
(




1 + log− x
)
,
if we take M > 0 large enough, depending only on s and c.
2.5.2 A 1D boundary Harnack
We now prove a boundary Harnack estimate in dimension 1, by using the previous sub/supersolutions
and following the general steps from [163].
For any R > 0, we define
IR := (0, R) and I+R := (R/4, R/2).
The first step is the following.
Lemma 2.5.4. Let n = 1, Ω = (0,∞), s ∈ (12 , 1), and K0 ≥ 0. Assume that either LΩ
and KΩ are given by (2.1.7) and u satisfiesLΩu ≥ −K0 in IR,u ≥ 0 in R+,








u ≥ 0 in R+.














Proof. We prove the result for KΩ of the form (2.2.1), (2.2.2)-(2.2.3) since the case (2.1.7)
is completely analogous.
By scaling properties we may assume R = 1. The general case is recovered by applying
(2.5.1) (with R = 1) to the function uR(x) := R−2su(Rx), R > 0.
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If m = 0, the thesis follows immediately. So, assume m > 0. In this case, it holds
u(x) ≥ mx2s−1 ≥ mr2s−10 in I+1 .
Now, for any ε > 0, we define
ϕ(x) := εϕ(x),
where ϕ is the subsolution constructed in Lemma 2.5.3 for r0 = 1/4 and c = 0, satisfying
LΩϕ ≤ 0 in I1/4, and supp(ϕ) ⊂ I1/2. Consequently, ϕ is a subsolution in I1/4 for any ε > 0
and, furthermore,
ϕ(x) = ε[η(x)x2s−1 +Mζ(x)] ≤ ε(21−2s +M) ≤ m41−2s ≤ u(x),
for all x ∈ [1/4, 1/2), whenever 0 < ε ≤ ε0 := m41−2s/(21−2s +M). Thus, choosing ε = ε0
and recalling that u is nonnegative, it follows that ϕ ≤ u in [1/4,+∞) and so applying the
comparison principle in I1/4 we obtain
ε0x
2s−1 = ϕ(x) ≤ u(x) in I1/4.
Taking C = (21−2s +M)/41−2s and using the definition of ε0, it easily follows





and the proof in the case K0 = 0 is completed.
Step 2. Assume K0 > 0. For any κ0 > 0, we define
v(x) := κ0ϕ(x) + u(x) = κ0x2s−1 + u(x) in I1,
where ϕ is the supersolution constructed in Lemma 2.5.2 (with r0 = 1 and r1 = 2),
satisfying LΩϕ ≥ c
(
1 + log− x
)
in I1, for some universal constant c > 0, and supp(ϕ) ⊂ I2.
Thus, choosing κ0 = K0/c and recalling that ϕ is nonnegative, it followsLΩv ≥ 0 in I1v ≥ 0 in R+.
Hence, we can apply Step 1 to the function v to conclude the existence of a constant C > 0










Finally, (2.5.1) follows easily since v(x) = κ0x2s−1 + u(x) in I1. Notice that the constant
C > 0 changes passing from v to u.
We will also need the following, which follows from the interior Harnack inequality (see
for instance [91]).
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Lemma 2.5.5. Let n = 1, Ω = (0,∞), and s ∈ (12 , 1). Let LΩ and KΩ be given by either








u ≥ 0 in R+,














Proof. Again, it is enough to prove the case R = 1. Inequality (2.5.2) easily follows from










and using that x ∈ (1/4, 1/2), and that log− x is bounded in [1/8, 1].
We can now prove the oscillation decay for the quotient u/x2s−1.
Lemma 2.5.6. Let n = 1, Ω = (0,∞), s ∈ (12 , 1), and K0 ≥ 0. Assume that either LΩ
and KΩ are given by (2.1.7) and u satisfies|LΩu| ≤ K0 in I2u(0) = 0,
or LΩ and KΩ are given by (2.2.1)-(2.2.2)-(2.2.3) and u satisfies|LΩu| ≤ K0
(




Moreover, assume that u satisfies the growth condition
|u(y)| ≤ c0(1 + y2s−ε0), for all y > 0, (2.5.3)















for all R ∈ (0, 1].
Proof. As in the previous results we are only proving it in the case LΩ and KΩ are given
by (2.2.1)-(2.2.2)-(2.2.3).
Let us fix ϑ = 4 and R = 1. Similar to the approach followed in the proof of Theo-





≤Mi for a.e. y ∈ Iϑ−i
Mi −mi = Kϑ−iα,
(2.5.5)
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for all i ∈ N, some α ∈ (0, 1) and K > 0 to be suitably determined. We proceed by
induction on i ∈ N.
Step 1. We prove the case i = 0. Let η ∈ C∞0 ([0, 2)) satisfying 0 ≤ η ≤ 1 and η = 1 in
[0, 1] and define
v(x) = η(x)u(x), x ≥ 0.










≤ K0(1 + log− x) +K1(1 + log− x) +K2(1 + log− x) := K0(1 + log− x),
where K0 depends only on c0 > 0, ε0 > 1 and s. The above bounds follow by using that
x ∈ (0, 1), y > 1 (and so y − x > y − 1), the regularity properties of η and (2.5.3).
Now, let ϕ be the supersolution constructed in Lemma 2.5.2 (with r0 = 1, r1 = 2)
satisfying LΩϕ ≥ c(1 + log− x) in I1, and let ψ(x) := Aϕ(x), A > 0. Since, v is
bounded and has support contained in I2, we can choose A large enough (for instance,
A ≥ max{‖u‖L∞(I2), K0/c}) so that
ψ ≥ v in [1,∞),
LΩψ ≥ Ac(1 + log− x) ≥ K0(1 + log− x) ≥ LΩv in I1,
(2.5.6)
and so, recalling that ψ(0) = v(0) = 0, it follows ψ ≥ v in I1 by the maximum principle.
In particular, u(x) ≤ Ax2s−1 for all x ∈ I1. Notice that the function ϕ = −ψ works as a
subsolution in I1 with ϕ ≤ −v in [1,∞) and so |u(x)| ≤ Ax2s−1 for all x ∈ I1.
Thus we can choose M0 = A, m0 = −A and K = M0 −m0 = 2A. We anticipate that
in the second part of the proof we will ask K > 3CK0 (see (2.5.9)), where C > 0 is the
constant appearing in Lemma 2.5.4 and Lemma 2.5.5. To guarantee this, it is enough to
choose




, C0 > max{1, 3C/2, K0/(cK0)}. (2.5.7)
Notice that this choice guarantees A ≥ max{‖u‖L∞(I2), K0/c} and thus (2.5.6) is justified.
Step 2. We assume that (2.5.5) hold for all i ≤ k and we prove the existence of mk+1
and Mk+1 satifying (2.5.5), too. Define
uk(x) := u(x)−mkx2s−1,
and write uk = u+k − u−k . Notice that in view of (2.5.5) we have
u+k = uk in Iϑ−k .
Using the monotonicity of (mk)k∈N and (Mk)k∈N, we easily deduce that given x ∈ Iϑ−j , it
satisfies
uk(x) = u(x)−mkx2s−1 ≥ (mj −mk)x2s−1 ≥ (mj −Mj +Mk −mk)x2s−1
= K(−ϑ−jα + ϑ−kα)x2s−1 ≥ −Kϑ−j(2s−1)(ϑ−jα − ϑ−kα),
for all j ≤ k. Now, for any x > ϑ−k, there is j ≤ k − 1 such that ϑ−j−1 < x ≤ ϑ−j, and
thus, if x ∈ Iϑ−j \ Iϑ−k , we have



















, x ∈ Iϑ−j \ Iϑ−k .
(2.5.8)
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Since the r.h.s. of the above inequality does not depend on j, we conclude that (2.5.8)
holds for all x ∈ R+ \ Iϑ−k . Now, let us take x ∈ Iϑ−k/2. Using that u−k = 0 in Iϑ−k and
(2.5.8), we obtain
0 ≤ −LΩu−k (x) =
ˆ ∞
0




















































(2ϑy)2s−1 [(2ϑy)α − 1] 1 + | log y|+ | log x|
y1+2s
dy





(2ϑy)2s−1 [(2ϑy)α − 1] 1 + | log y|
y1+2s
dy.
Notice that ε0(α)→ 0 as α→ 0, since (2ϑy)α → 1 as α→ 0 for all y > 1/2 and Lebesgue
dominated convergence theorem. Consequently, recalling that K has been fixed in (2.5.7),
we choose α ∈ (0, 1) in the following way: if C > 0 denotes the constant appearing in the




−α > 1− 13C . (2.5.9)
Notice that the second inequality above is guaranteed by (2.5.7). Now, writing u+k = uk+u−k
and using that LΩ(x2s−1) = 0 in (0,∞), ϑ ≥ 1 and α ∈ (0, 1), we estimate
|LΩu+k (x)| ≤ |LΩu(x)|+ |LΩu−k (x)| ≤ K0(1 + log− x) + ε0(α)CsKϑ−k(α−1)(1 + log− x)
≤ [K0 + ε0(α)CsK]ϑ−k(α−1)(1 + log− x),
for all x ∈ Iϑ−k/2. Consequently, we can apply Lemma 2.5.4 and Lemma 2.5.5 to u+k and,































+ (K0 + ε0(α)K)ϑ−kα
}
Now, defining
uk(x) := Mkx2s−1 − u(x),

























































+ (K0 + ε0(α)K)ϑ−kα
}
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≤ C − 1
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We can finally prove the following.
Theorem 2.5.7. Let n = 1, Ω = (0,∞), and s ∈ (12 , 1). Let LΩ and KΩ be given by either
(2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Let R > 0 and f ∈ L∞(I2R). Assume thatLΩu = f in I2Ru(0) = 0,
and u satisfies (2.5.3) for some c0 > 0, ε0 > 1. Then the function
x→ u(x)
x2s−1
can be continuously extended up to x = 0 and, furthermore, there exist α ∈ (0, 1) and









for all x, y ∈ IR.
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Proof. We define δ(x) := x, v := u/δ2s−1, K0 := ‖f‖L∞(I2) and we set R = 1. First, from






for some suitable C0 > 0 depending only on s, c0 and ε0. Further, by Lemma 2.5.6, we










for some γ ∈ (0, 1), C > 0 (depending only on s, c0 and ε0) and all % ∈ (0, 1]. In particular,
notice that from (2.5.12) one can easily deduce that v can be continuously extended up to
x = 0.








for all β ∈ (0, β∗) and some suitable β∗ ∈ (0, 1) (cf. Theorem 2.4.1). On the other hand, it
is not difficult to check that
‖δ1−2s‖
L∞(J+r )
≤ Csr1−2s, [δ1−2s]C0,1(J+r ) ≤ Csr
−2s,




for all β ∈ (0, 1). Thus, for any β ∈ (0, β∗) and all z, y ∈ J+r (z 6= y), using the definition





























for some α ∈ (0, 1) depending only on s, c0 and ε0.
Given x, y ∈ I1, we suppose x ≥ y, and set %̃ = x, % = |x − y|. Notice that thanks to
(2.5.11), we can assume % ∈ (0, 1). Finally, we fix
p >
β + 2s− 1
β
,
where β ∈ (0, β∗) as above. There are two possible cases:
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Case 1. % ≥ %̃p/2. Then, thanks to (2.5.12),










and so it is enough to choose α = γ/p.
Case 2. Assume % ≤ %̃p/2. Since p > 1, we see that y ∈ J+
%̃
= (x/2, 3x/2) and so, using
(2.5.13), it follows



















2.5.3 Proof of the Liouville theorem
First, as a consequence of the 1D boundary Harnack, we can deduce the following Neumann
Liouville theorem in the half-line.
Corollary 2.5.8. Let n = 1, Ω = (0,∞), and s ∈ (12 , 1). Let LΩ and KΩ be given by either
(2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Assume thatLΩu = 0 in R+u(0) = 0, (2.5.14)
and u satisfies
|u(y)| ≤ c0(1 + y2s−1+ε), y > 0, (2.5.15)
for some c0 > 0 and ε ∈ (0, α), where α ∈ (0, 1) is as in Theorem 2.5.7. Then,
u(x) = Ax2s−1,
for some A ∈ R.
Furthermore, if in addition u satisfies (2.5.14) in the weak sense with Neumann condi-
tion (in the sense of Definition 2.2.2) at x = 0, then u = 0 in R+.
Proof. From (2.5.15), we immediately see that
‖u‖L∞(I2R) ≤ C0(1 +R2s−1+ε),
for some C0 > 0 depending only on s, c0 and ε, and all R > 0. On the other hand,
we notice that all the assumptions of Theorem 2.5.7 are satisfied (in particular, (2.5.15)
implies (2.5.3)). Thus, setting v(x) := u(x)/x2s−1, and combining (2.5.10) with the above
inequality, it follows
[v]C0,α(IR) ≤ CR1−2s−α‖u‖L∞(I2R) ≤ CRε−α,
for some new constant C > 0 and all R > 0. Since ε ∈ (0, α), we can pass to the limit as
R→ +∞ to deduce [v]C0,α(R+) = 0, which trivially implies that v = A for some A ∈ R, i.e.
the first part of our thesis.
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[u(x)− u(y)][η(x)− η(y)]KΩ(x, y)dxdy = 0,
for all η ∈ C∞0 (R+) and, since u ∈ C∞(R+) (see [153]), it satisfies LΩu = 0 in R+.
Consequently, from the first part of the statement we deduce that u(x) = Ax2s−1, for some
A ∈ R.
However, assume A > 0 and take η ∈ C∞0 ((−∞, 1]), with η′ ≤ 0 and η 6≡ 0. Using that










[x2s−1 − y2s−1]︸ ︷︷ ︸
<0






[x2s−1 − y2s−1]︸ ︷︷ ︸
≥0
[η(x)− η(y)]︸ ︷︷ ︸
≤0
KΩ(x, y)dxdy < 0,
since η 6≡ 0 (similar if we assume A < 0). This leads to a contradiction, unless A = 0, and
thus u = 0.
In order to extend the previous Neumann Liouville theorem to higher dimensions we
need some preliminary lemmata. The first one concerns Hölder regularity of solutions in
the half-space.
Lemma 2.5.9. Let Ω = Rn+ = {xn > 0}, and s ∈ (12 , 1). Let LΩ and KΩ be given by either
(2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Assume that v is a weak solution to
LΩv = 0 in Rn+
with Neumann condition on ∂Rn+ = {xn = 0} (in the sense of Definition 2.2.2). If
||v||L∞(B+R) ≤ R
σ, R ≥ 1,
for some 0 < σ < 2s. Then
[v]Cα(B+R) ≤ CR
σ−α, R ≥ 1,
for some constant C > 0 depending only on n, s, and σ, and α as in Theorem 2.4.1.
Proof. As usual along this chapter, we are proving the result in the case LΩ and KΩ are
given by (2.2.1)-(2.2.2)-(2.2.3). The other case is analogous, but without the logarithmic
corrections.
The main idea is to apply Theorem 2.4.1 but, since v is not bounded, we first need to
cut it in a suitable way in order to making use of the Hölder estimate. By scaling, it is
enough to prove the result for the case R = 1.
Let us define the auxiliary function w(x) = v(x)χB4(x). It is clear, due to the growth




First, we prove that w satisfies
LΩw = f in B+2 ,
in the weak sense with Neumann condition on ∂Rn+ ∩ B2, where f ∈ Lq(B+2 ) is a function
which will be determined next. So, given any test function η ∈ C∞0 (B2) and using the













































for some positive constant C depending only on n, s and σ. In particular, it follows that
f ∈ Lq(B+2 ) for any 1 ≤ q <∞.
Now, if we apply Theorem 2.4.1 to w with q = n/s, and we take into account that
v ≡ w in B+2 we obtain
[v]Cα(B+1 ) = [w]Cα(B+1 ) ≤ C
(




Finally, let us prove the pointwise estimate for f . Letting d = dx,y, using (2.2.5) and










































log(2|y|) + | log d|
|y|n+2s
dy
≤ C + C
ˆ
(Bc4)+∩{xn≤yn}













for some positive constant C depending only on n, s and σ. Here, it is crucial the fact that
σ < 2s and d(x) = xn together with the integrability of log d close to ∂Rn+.
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Next step is proving that weak solutions to LΩv = 0 in Ω = Rn+ are linear functions.
Proposition 2.5.10. Let Ω = Rn+ = {xn > 0}, and s ∈ (12 , 1). Let LΩ and KΩ be given by
either (2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Assume v is a weak solution to
LΩv = 0 in Rn+ = {xn > 0}
with Neumann condition on ∂Rn+ = {xn = 0} (in the sense of Definition 2.2.2). If
||v||L∞(B+R) ≤ c0(1 +R
σ), R > 0, (2.5.16)
for some c0 > 0 and 0 < σ < 2s. Then, there exist functions w0, ..., wn−1 such that




Furthermore, v(x) = w0(xn) if σ < 1.
Proof. Note that we can assume that ||v||L∞(B+R) ≤ R
σ for every R > 1, after dividing by
a suitable constant.
First, we prove that v is a polynomial in the first n − 1 variables with coefficients





where j = (j1, ..., jn−1) is a multiindex and x̃j = xj11 · · ·x
jn−1
n−1 .
By Lemma 2.5.9 we know that [v]Cα(BR) ≤ CRσ−α. Now, given any direction e =





where C is the positive constant appearing in the statement of Lemma 2.5.9. Then, since
en = 0, it is clear that veh,1 satisfiesLΩv
e
h,1 = 0 in Rn+
||veh,1||L∞(B+R) ≤ R
σ−α, R > 1.
Now, since veh,1 satisfies the same equation of v and an “improved” growth condition, we





we obtain that ||veh,k||L∞(B+R) ≤ R
σ−kα. Therefore, if we choose k ≥ d+1 := dσ/αe and take
R→∞ we get that veh,d+1 ≡ 0 in Rn+. By definition, this means that the discrete differences
of order d of v in every direction e are zero and thus v is a polynomial of degree d in the
first n− 1 variables. Furthermore, in view of (2.5.16) and that σ < 2s < 2, it follows d = 1
and therefore v has the form stated above. Indeed, since for any given xn > 0, v(·, xn) is
a polynomial of degree d, then ||v(·, xn)||L∞(B+R) ≥ cR
d, for some constant c depending on
xn and any R > 1. On the other hand, by (2.5.16) we obtain that ||v(·, xn)||L∞(B+R) ≤ CR
σ
with σ < 2. It thus follows that d = 1. Notice that when σ < 1 we get that d = 0 and so
we conclude v(x) = w0(xn).
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Lemma 2.5.11. Let Ω = Rn+ = {xn > 0}, and s ∈ (12 , 1). Let BΩ be given by (2.2.9) with
KΩ either of the form (2.2.2)-(2.2.3), or (2.1.7). Assume v, ṽ ∈ HK(Rn+) and η ∈ C∞0 (Rn)
are functions of the form v(x) = xiw(xn) for some i ∈ {1, ..., n − 1}, ṽ(x) = w̃(xn) and














Proof. The proof comes from direct computation. On the one hand, if we use the form of

























η̃(ȳ)(w̃(xn)− w̃(yn))(ηn(xn)− ηn(yn))KRn+(x, y) dxdy
=: J1 + J2.
Now, one can conclude that J1 = 0 due to the antisymmetry of the integrand with respect
to the variables x̄ and ȳ. Next, we can use the identity
ˆ
Rn−1
KRn+(x̄, xn, ȳ, yn) dx̄ = KR+(xn, yn), (2.5.17)
which can be easily checked in both frameworks: KΩ either of the form (2.2.2)-(2.2.3), or







On the other hand, if we use the form of v and η, add and subtract again different
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yiη̃(ȳ)(w(xn)− w(yn))(ηn(xn)− ηn(yn))KRn+(x, y) dxdy
= I1 + I2 + I3 + I4.
Now, we show that the first three integrals are zero while the last one give us the desired
result. That is, by symmetrization with respect to the variables x̄ and ȳ and the translation


























ηn(xn)(w(xn)− w(yn))ziη̃(ȳ)KRn+(z + ȳ, xn, ȳ, yn) dzdxndy
= 0
The computations of I2 and I3 are completely analogous, although we do not have to do














Finally we present the proof of Theorem 2.5.1.
Proof of Theorem 2.5.1. First, by applying Proposition 2.5.10 with σ = 2s−1+ε we know
that





Now, we are going to take advantage of Lemma 2.5.11 to prove that every wi satisfies
LΩwi = 0 in R+ (2.5.18)
in the weak sense with Neumann boundary condition at 0. To do this, let us take any test
function with separated variables, i.e., η(z) = η̃(z̄)ηn(zn). Then, by applying Lemma 2.5.11














for any given η̃ ∈ C∞0 (Rn−1) and ηn ∈ C∞0 (R+).
We claim that this equality is equivalent to BR+(wi, ηn) = 0 for any ηn ∈ C∞0 (R+) and
therefore that wi satisfies (2.5.18), as we wanted. In order to show that we only need to
choose η̃ properly. On the one hand, by taking a radial η̃, we get that BR+(w0, ηn) = 0.
On the other, if we choose the test function η̃ to be odd with respect to the ith-variable
and even with respect to the others we conclude BR+(wi, ηn) = 0 for i > 0.
Moreover, it is clear that each wi satisfies the same growth condition as v, i.e., ||wi||L∞(B+R) ≤







2.6 Higher regularity by blow-up
The aim of this final section is to establish a C2s−1+α estimate (in case s > 12), by combining
the Cα estimate from Section 2.4, a blow-up argument in the spirit of [165], and the Liouville
theorem with nonlocal Neumann conditions established in Section 2.5.
We will also need the following.
Lemma 2.6.1. Let Ω ⊂ Rn be any Lipschitz domain, f ∈ L2loc(Ω) and x0 ∈ Ω. Let LΩ
and KΩ be given by either (2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Assume that u satisfies
LΩu = f in Ω
with Neumann conditions on ∂Ω. Assume that
|u(x)| ≤M0(1 + |x|s−ε) in Rn.








with C depending only on n, s, x0, ε, r and R.
Proof. Fix x0 ∈ Ω and 0 < r < R. Let ϕ ∈ C∞0 (BR(x0)), such that 0 ≤ ϕ ≤ 1 and ϕ = 1












u(x)ϕ(x)− u(y)ϕ(y) = [u(x)− u(y)]ϕ(x) + u(y)[ϕ(x)− ϕ(y)],
we deduce by symmetry
2[u(x)−u(y)][u(x)ϕ(x)−u(y)ϕ(y)] = [u(x)−u(y)]2[ϕ(x)+ϕ(y)]+[u2(x)−u2(y)][ϕ(x)−ϕ(y)].












[u2(x)− u2(y)][ϕ(x)− ϕ(y)]KΩ(x, y)dxdy









(1 + |x|2s−2ε)|LΩϕ(x)|dx ≤ CM20 , (2.6.1)





and combining Young’s inequality with the growth condition on u we complete the proof.
Hence, it only remains to prove (2.6.1).





which gives a universal bound whenever s < 12 . However, in case s ≥
1
2 the bound is
nontrivial, since we cannot immediately symmetrize the integral. In that case, we separate
the proof into two cases.








:= I + J.






















with C depending only on n, s and ϕ.
99
Consequently, we have proved
|LΩϕ(x)| ≤ C(1 + d1−2s(x)), x ∈ B2R(x0). (2.6.2)









≤ C(1 + |x|)n+2s . (2.6.3)
Thus, combining (2.6.2) and (2.6.3), (2.6.1) follows.



















Exactly as above, the first integral is bounded, by symmetry. Moreover, thanks to Propo-
sition 2.2.1, in Bd/2(x) we have |kΩ(x, y)| ≤ Cd−n−2s, and thus since ϕ is Lipschitz we
deduce that
|I| ≤ C(1 + d1−2s(x)).
On the other hand, using (2.2.5) and the fact that ϕ is Lipschitz, it is not difficult to
see that










dy ≤ C(1 + | log d(x)|)(1 + d(x)1−2s).
Therefore,
|LΩϕ(x)| ≤ C(1 + | log d(x)|)(1 + d1−2s(x)), x ∈ B2R(x0). (2.6.4)




|ϕ(y)|KΩ(x, y)dy ≤ C
ˆ
suppϕ
KΩ(x, y) dy ≤
C| log d(x)|
(1 + |x|)n+2s , (2.6.5)
and thus (2.6.1) follows.
We can now proceed with the blow-up argument.
Proposition 2.6.2. Let Ω ⊂ Rn be a bounded C1 domain, s > 12 , and f ∈ L
q(Ω) with
q > n. Let LΩ and KΩ be given by either (2.2.1)-(2.2.2)-(2.2.3), or (2.1.7). Assume that
u ∈ HK(Ω) is a weak solution to
LΩu = f in Ω,
with Neumann conditions on ∂Ω in the sense of Definition 2.2.2.
Then, there exist C and γ > 0, depending only on n, s, q and Ω, such that for any
z ∈ ∂Ω and x ∈ Ω, we have






In particular, for any z ∈ ∂Ω,
lim
λ→0+
u(z)− u(z − λν(z))
λ2s−1
= 0, (2.6.7)
where ν(z) denotes the exterior unit normal to ∂Ω at z.
Proof. Recall that, thanks to Proposition 2.3.2, we have u ∈ L∞(Ω). So, dividing u by
a constant if necessary, we may assume that ‖u‖L∞(Ω) + ‖f‖Lq(Ω) ≤ 1, and (2.6.6) can be
written as
|u(x)− u(z)| ≤ C|x− z|2s−1+γ, (2.6.8)
for all x ∈ Ω and z ∈ ∂Ω. Now, we prove (2.6.8) with a blow-up and contradiction
argument, for some γ > 0 small enough, to be chosen later.
Assume by contradiction that there are sequences:
• (uk)k∈N and (fk)k∈N of weak solutions to LΩuk = fk in Ω with Neumann conditions on
∂Ω, satisfying ‖uk‖L∞(Ω) + ‖fk‖Lq(Ω) ≤ 1 for all k ∈ N,
• (xk)k∈N ∈ Ω and (zk)k∈N ∈ ∂Ω,




where σ := 2s− 1 + γ.
It follows |xk− zk| → 0 as k → +∞ and so, up to passing to a subsequence, xk, zk → z0















r−σ‖uk − uk(zk)‖L∞(Br(zk)) = +∞. (2.6.10)
Indeed, choosing rk = |xk − zk|, we have




and thus, in view of (2.6.9), we can pass to the limit as k → +∞ and (2.6.10) follows.
Furthermore, by the definition of ϑ we deduce the existence of two sequences rj → 0+
and (kj)j∈N such that
r−σj ‖ukj − ukj(zkj)‖L∞(Brj (zkj )) ≥
ϑ(rj)
2 , j ∈ N. (2.6.11)




, j ∈ N,
which satisfies vj(0) = 0 for all j ∈ N and
‖vj‖L∞(B1) ≥
1
2 , for all j ∈ N, (2.6.12)
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where we have used the definition of ϑ and its monotonicity: ϑ(rjR) ≤ ϑ(rj) for j ∈ N and
all R ≥ 1. Thus:
‖vj‖L∞(BR) ≤ Rσ, j ∈ N, R ≥ 1. (2.6.13)




f(rjx+ zkj) := f̃j(x), x ∈ Ωj := r−1j (zkj − Ω), (2.6.14)








, for all j ∈ N. (2.6.15)
Now, fix R ≥ 1 and define wj := vjχB4R , j ∈ N. Following the proof of Lemma 2.5.9 and
setting DjR := BR ∩ Ωj, it is not difficult to verify that








Using (2.6.15) and that q > n, we can choose γ > 0 small enough so that 2s−n/q−σ > 0,
and thus ‖f̃j‖Lq(Ωj) is uniformly bounded. Further, using (2.6.13) and repeating the proof
of Lemma 2.5.9, we find that also the second term in the definition of f j is bounded in
Lq(Dj2R), uniformly w.r.t. j (recall that we can reduce consider the case Ωj = Rn+ by
using a local bi-Lipschitz transformation of Ωj). In particular, f j is bounded in Lq(D
j
2R),









By the argument above and since ‖wj‖L∞(Ωj) = ‖vj‖L∞(Ωj∩B4R) ≤ CRσ (see (2.6.13)), it
follows that [wj]Cα(DjR) ≤ CR for all j ∈ N and some constant CR > 0 (independent of j).
In particular, since wj = vj in DjR, we obtain
[vj]Cα(DjR) ≤ CR. (2.6.16)
Moreover, choosing γ > 0 small enough so that σ < s, we combine Lemma 2.6.1, (2.6.13)
and (2.6.15), to deduce
[vj]2Hs(DjR) ≤ CR, (2.6.17)
for any fixed R ≥ 1 and some new constant CR > 0 independent of j ∈ N.
Step 2: Compactness. Using simultaneously (2.6.13), (2.6.16), the fact that Ω is of class
C1 together with zkj → z0 ∈ ∂Ω, and the Ascoli-Arzelà theorem, it follows that for any
R ≥ 1 and any ν ∈ (0, α),
vj → v,
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uniformly in BR ∩H (and in Cν), where H := {e ·x > 0}, for some unit vector e depending
on z0 ∈ ∂Ω. Moreover, v ∈ Cν(BR ∩H) and v(0) = 0. Further, in view of (2.6.17), the
sequence {vj}j∈N is uniformly bounded in HK,loc(Ωj) and so v ∈ HK,loc(H).




∞(BR) ≤ Rσ, for all R ≥ 1, (2.6.18)
once we pass to the limit in (2.6.12) and (2.6.13).
Step 3: Passage to the limit into the equation. Since the vj’s satisfy (2.6.14) in the weak
sense with Neumann conditions on ∂Ωj, they satisfy the same equation in the distributional








for all η ∈ C∞0 (Rn), and all j ∈ N. To justify this, we fix η ∈ C∞0 (Rn), j ∈ N, ε ∈ (0, 1)













[vj(x)− vj(y)][η(x)− η(y)]KΩj(x, y)dxdy,
(2.6.20)





Notice that Lεjη → Ljη a.e. in Rn as ε→ 0+ and
|Lεjη(x)| ≤
hj(x)
(1 + |x|)n+2s , (2.6.21)
for some hj ∈ L1loc(Rn) independent of ε ∈ (0, 1); see (2.6.2)-(2.6.3) and (2.6.4)-(2.6.5) in
the proof of Lemma 2.6.1. Noticing that the function x → (1 + |x|)−n−αhj(x) belongs to











as ε → 0, thanks to the dominated convergence theorem. On the other hand, since
Dεj → Ωj × Ωj, we find
¨
Dεj




and so, in view of (2.6.20), (2.6.19) is proved.
Now, we fix an arbitrary η ∈ C∞0 (Rn) and we pass to the limit as j → +∞ in (2.6.19).
Using (2.6.15) and that 2s − n/q − σ > 0, the right hand side of the equation converges
to 0 as j → +∞. Further, using that χj → χH and KΩj → KH a.e. in Rn, we apply
103
the Vitali’s convergence theorem (here we use again (2.6.2)-(2.6.3) and (2.6.4)-(2.6.5)), to

















∣∣∣∣∣ := Ij + Ij,
we easily see that both Ij and Ij go to 0 as j → +∞. Indeed, since Ljη → LHη, the
vj’s satisfy (2.6.13) and σ < 2s, we obtain Ij → 0 as j → +∞, applying the Vitali’s
convergence theorem again. Similar for Ij, using that vj → v uniformly on compact sets
of Rn.
As a consequence, we can pass to the limit and deduce that v satisfies
ˆ
H
v LHηdx = 0, for all η ∈ C∞0 (Rn). (2.6.22)
From interior regularity estimates and (2.6.17), we know that v ∈ C∞(H)∩HK,loc(H) and
thus v is a weak solution to
LHv = 0 in H, (2.6.23)





[η(x)− η(y)]KH(x, y) dy.








[v(x)− v(y)][η(x)− η(y)]KH(x, y)dxdy, (2.6.24)












[v(x)− v(y)][η(x)− η(y)]KH(x, y)dxdy = 0.
Recalling that v ∈ HK,loc(H), (2.6.23) follows.
Step 4: Conclusion. In view of (2.6.18) and Theorem 2.5.1, we deduce that v is constant
in H. On the other hand, recalling that v(0) = 0, it must be v ≡ 0 in H, a contradiction
with (2.6.18).
We will also need the following observation.
Lemma 2.6.3. Let Ω ⊂ Rn be a bounded C1 domain, σ ∈ (0, 2s), and assume that u
satisfies:
• |u| ≤ C0 in Ω,
• Nsu = 0 in Ωc,
• |u(x)− u(z)| ≤ C0|x− z|σ for all z ∈ ∂Ω, x ∈ Ω.
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Then, we have
|u(x)− u(z)| ≤ CC0|x− z|σ for all z ∈ ∂Ω, x ∈ Rn. (2.6.25)
The constant C depends only on Ω.
























for any z ∈ ∂Ω.
When d(x) > 1 the bound (2.6.25) holds trivially, so we will assume d(x) ≤ 1. In that




















(d(x) + |y − z|)n+2s dy,










dy ≤ Cdσ−2s(x) = C|x− z|σ−2s.
Combining the previous estimates, the result follows.
Finally, to prove Theorems 2.1.1 and 2.1.3, we will also need the following interior regu-
larity results. The first one is probably well known, we give a short proof for completeness.
Lemma 2.6.4. Let n ≥ 2 and s > 12 . Assume that u ∈ L
∞(B1), (1+|x|)−n−2su(x) ∈ L1(Ω),
satisfies
(−∆)su = f in B1,
for some f ∈ Lq(B1) with q > n/(2s). Then, for any γ ≤ 2s− n/q,
‖u‖Cγ(B1/2) ≤ C(||f ||Lq(B1) + ||(1 + |x|)
−n−2su(x)||L1(Rn) + ||u||L∞(B1)),
where C is a positive constant depending only on n, s, q and γ.
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Proof. We can decompose u = v + w, where v = (−∆)−sf (in the sense that v is the
Riesz potential of order 2s of the function f extended by zero outside B1) and w satisfies
(−∆)sw = 0 in B1. Then, if we apply the estimates in [164, Theorem 1.6 (ii)] and [163,
Corollary 2.5], we get
[v]Cγ(Rn) ≤ C||f ||Lq(B1), ||(1 + |x|)−n−2sv(x)||L1(Rn) ≤ C||f ||Lq(B1),
and
[w]Cγ(B1/2) ≤ C(||(1 + |x|)
−n−2sw(x)||L1(Ω) + ||w||L∞(B2)).
The result then follows from these estimates.
The second one is for the regional fractional Laplacian.
Lemma 2.6.5. Let Ω ⊂ Rn be any domain with n ≥ 2 and s > 12 . Let LΩ be given by
(2.1.7). Assume that u ∈ L∞(B2), (1 + |x|)−n−2su(x) ∈ L1(Ω) and satisfies
LΩu = f in B3 ⊂ Ω,
for some f ∈ Lq(B3) with q > n/(2s). Then, for any γ ≤ 2s− n/q,
[u]Cγ(B1/2) ≤ C(||f ||Lq(B2) + ||(1 + |x|)
−n−2su(x)||L1(Ω) + ||u||L∞(B2)),
where C is a positive constant depending only on n, s, q and γ.
Proof. Extend u to be zero outside Ω. Then, for any x ∈ B2, it is clear that
(−∆)su(x) = LΩu(x) + u(x)
ˆ
Ωc
|x− y|−n−2s = f(x) + u(x)
ˆ
Ωc
|x− y|−n−2s dy =: g(x).
Moreover,
|g| ≤ |f |+ C|u|
ˆ
Bc3
|y|−n−2s dy ≤ |f |+ C|u|,
which means that ||g||Lq(B2) ≤ C(||f ||Lq(B2) + ||u||L∞(B2)).
Hence, u satisfies
(−∆)su = g in B2 ⊂ Ω,
for some g ∈ Lq(B2) with norm depending only on n, s and f . The result then follows
from Lemma 2.6.4.
We can now give the:
Proof of Theorem 2.1.1. We divide the proof in two steps:
Step 1: Cα estimate. Since Ω is bounded and Lipschitz, it can be covered with a finite
number of balls in such way that ∂Ω∩B is a Lipschitz graph for any ball B. Consequently,
combining the interior estimate of Lemma 2.6.4 and the boundary one of Theorem 2.4.1,
we deduce





for every x, y ∈ Ω with α and C depending only on n, s, q and Ω.
Step 2: C2s−1+α estimate for s > 12 . Dividing u by a constant if needed, we may assume
‖f‖Lq(Ω) +‖u‖L2(Ω) ≤ 1. Now, given x, y ∈ Ω, we define r = |x−y| and ρ = min{d(x), d(y)}
and, without loss of generality, we assume ρ = d(x). We divide the proof in two cases.
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On the one hand, when ρ ≤ 2r, we take z ∈ ∂Ω such that |z − x| = ρ and, using
Proposition 2.6.2, we conclude
|u(x)− u(y)| ≤ |u(x)− u(z)|+ |u(y)− u(z)| ≤ C
(




d(x)2s−1+α + (d(x) + r)2s−1+α
)
≤ C r2s−1+α = C |x− y|2s−1+α,
for some α > 0 small enough.
On the other, if ρ > 2r we have B2r(y) ⊂ Ω. We define the auxiliary function ur(x) =
u(y + rx)− u(y) and the set Ωr := (Ω− x)/r. Then, it is clear that ur satisfies
LΩr ur(x) = r2sf(y + rx) =: fr(x) in B2,
with ||fr||Lq(B2) ≤ Cr2s−n/q. Moreover, by using Proposition 2.6.2 and Lemma 2.6.3 we
know that |ur(x)| < C|rx|2s−1+α for some α small enough, which yields
||ur||L∞(B2) < Cr2s−1+α and ||(1 + |x|)−n−2sur(x)||L1(Rn) < Cr2s−1+α.
Furthermore, since q > n, we can take α small enough such that 2s − n/q > 2s − 1 + α.
Thus, applying Lemma 2.6.4 with γ = 2s− 1 + α, we arrive at
[ur]C2s−1+α(B1) ≤ C(||fr||Lq(B2) + ||(1 + |x|)−n−2sur(x)||L1(Rn) + ||ur||L∞(B2))
≤ C(r2s−n/q + r2s−1+α + r2s−1+α) ≤ Cr2s−1+α,
which is equivalent to say
[u]C2s−1+α(Br(y)) ≤ C,
for some constant independent of y and r. Consequently,






≤ r2s−1+α[u]C0,2s−1+α(Br(y)) ≤ Cr2s−1+α = C|x− y|2s−1+α.
Since x, y ∈ Ω have been arbitrarily chosen, the thesis follows.
Finally, we give the:
Proof of Theorem 2.1.3. The proof is basically the same as the previous one, applying
Lemma 2.6.5 instead of Lemma 2.6.4.
2.7 Appendix: Equivalence for weak solutions
For completeness, we prove here the equivalence established in [1] for classical solutions,
in the setting of weak solutions.
Proposition 2.7.1. Let u ∈ C2(Rn) ∩ L∞(Rn) be such that(−∆)su = f in Ω,Nsu = 0 in Rn \ Ω.
Then, it satisfies ˆ
Ω
{u(x)− u(y)} KΩ(x, y) dy = f(x) in Ω,
where KΩ is given by (2.2.2)-(2.2.3).
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Proof. Given any z ∈ Ωc, we have


















Ω u(y)|z − y|
−n−2s dy´
Ω |z − z|−n−2s dz
in Rn \ Ω.





























































|x− z|−n−2s|y − z|−n−2s´
Ω |z − z|−n−2s dz
dz dy,
and the result follows.


















{v(x)− v(y)} {w(x)− w(y)}
|x− y|n+2s
dx dy,
where KΩ is given by (2.2.2)-(2.2.3).
Proof. Note that adding and subtracting the terms w(z)(v(x)+v(y)+v(z)) and v(z)(w(x)+
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{v(x)− v(y)} {w(x)− w(y)}
|x− z|n+2s|y − z|n+2s
´



















{v(x)− v(z)} {w(x)− w(z)}
|x− z|n+2s|y − z|n+2s
´











{v(z)− v(y)} {w(x)− w(z)}
|x− z|n+2s|y − z|n+2s
´











{v(x)− v(z)} {w(z)− w(y)}
|x− z|n+2s|y − z|n+2s
´











{v(z)− v(y)} {w(z)− w(y)}
|x− z|n+2s|y − z|n+2s
´
Ω |z − z|−n−2s dz
= I1 + I2 + I3 + I4 + I5.
By symmetry in the variables x and y it is clear that I2 = I5 and I3 = I4. Now, let us
simplify them. On the one hand










{v(x)− v(z)} {w(x)− w(z)}
|x− z|n+2s|y − z|n+2s
´








{v(x)− v(z)} {w(x)− w(z)}
|x− z|n+2s
´
Ω |z − z|−n−2s dz
(ˆ
Ω









{v(x)− v(z)} {w(x)− w(z)}
|x− z|n+2s
.
On the other hand, using the condition Nsw = 0 in Rn \ Ω we obtain










{v(z)− v(y)} {w(x)− w(z)}
|x− z|n+2s|y − z|n+2s
´




























Ω |z − z|−n−2s dz
= 0.




































for all v ∈ HK(Ω), where KΩ is given by (2.2.2)-(2.2.3). Moreover, Nsu = 0 in Rn \ Ω.
Proof. Given any test function v ∈ HK(Ω) we define v : Rn → R in the following way
v(x) =








if x ∈ Rn \ Ω.
Indeed, this is the extension of v outside Ω that ensures Nsv = 0 in Ωc. Then, applying
Lemma 2.7.2, we obtain
ˆ ˆ
Ω×Ω








{u(x)− u(y)} {v(x)− v(y)}
|x− y|n+2s
dx dy.















Thus, (2.7.2) follows by putting together the previous identities. Notice that applying
Lemma 2.7.2 with w = v, we conclude that v ∈ HsΩ. Thus, we can use it as a test function
in (2.7.1).













and so we get that Nsu = 0 in R \ Ω. Furthermore, we can apply Lemma 2.7.2 with












Uniqueness and stability of the
saddle-shaped solution to the
fractional Allen-Cahn equation
In this chapter, which corresponds to [111] in collaboration with T. Sanz-Perela, we prove
the uniqueness of the saddle-shaped solution to the semilinear nonlocal elliptic equation
(−∆)γu = f(u) in R2m, where γ ∈ (0, 1) and f is of Allen-Cahn type. Moreover, we
prove that this solution is stable if 2m ≥ 14. As a consequence of this result and the
connection of the problem with nonlocal minimal surfaces, we show that the Simons cone
{(x′, x′′) ∈ Rm × Rm : |x′| = |x′′|} is a stable nonlocal (2γ)-minimal surface in dimensions
2m ≥ 14.
Saddle-shaped solutions of the fractional Allen-Cahn equation are doubly radial, odd
with respect to the Simons cone, and vanish only in this set. It was known that these
solutions exist in all even dimensions and are unstable in dimensions 2, 4 and 6. Thus,
after our result, the stability remains an open problem only in dimensions 8, 10 and 12.
The importance of studying this type of solution is due to its relation with the fractional
version of a conjecture by De Giorgi. Saddle-shaped solutions are the simplest non 1D
candidates to be global minimizers in high dimensions, a property not yet established in
any dimension.
3.1 Introduction
This chapter is devoted to the study of saddle-shaped solutions to the fractional Allen-Cahn
equation
(−∆)γu = f(u) in Rn , (3.1.1)
where n = 2m is an even integer, f is of bistable type (see (3.1.2) below), and (−∆)γ is
the fractional Laplacian, defined for γ ∈ (0, 1) by






Here cn,γ > 0 is a normalizing constant depending only on n and γ, and P.V. stands for
principal value. This problem is motivated by the fractional De Giorgi conjecture and it is
closely related to the theory of nonlocal minimal surfaces, as we will explain later in this
introduction.
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, for some α ∈ (0, 1), and
that is of bistable type, i.e.,
f is odd, f(0) = f(1) = 0, and f ′′ < 0 in (0, 1). (3.1.2)
Note that as a consequence we have f > 0 in (0, 1). A typical example of this kind of
nonlinearity is f(u) = u− u3.
An important role in this chapter is played by the Simons cone, which is defined in R2m
by
C := {x = (x′, x′′) ∈ Rm × Rm : |x′| = |x′′|} .
It is well known that the Simons cone has zero mean curvature at every point x ∈ C \ {0},
in every dimension 2m ≥ 2. However, it is only in dimensions 2m ≥ 8 that C is a
minimizer of the area functional, as established by Bombieri, De Giorgi, and Giusti in
[38]. Regarding the fractional setting, for every γ ∈ (0, 1/2), C has zero nonlocal mean
curvature in every even dimension but it is not known if, in addition, it is a minimizer
of the fractional perimeter in dimensions 2m ≥ 8. We recall that it is only in dimension
2m = 2 where we have a complete classification of minimizing nonlocal minimal cones,
establishing that they must be flat (see [171]). The same classification result for stable
nonlocal minimal cones holds also in R2 (see [172]), and in R3 and for γ close to 1/2
(see [51]). Recall that by stability we understand that the second variation of the energy
functional is nonnegative (and thus, it is a weaker property than minimality). In higher
dimensions n, the classification of nonlocal minimal cones is widely open and the main
result in this direction is the one in [64], establishing that minimizing nonlocal minimal
cones are flat in dimensions 2 ≤ n ≤ 7 for γ close to 1/2. It is also an open problem to
find, in high dimensions, an example of nonsmooth minimizing nonlocal minimal surface.
A main candidate for this is, as in the local case, the Simons cone.
The only other result (apart from the previous ones) concerning the possible minimality
of the Simons cone refers to its stability, and it is proved in [86] by Dávila, del Pino, and
Wei. In that paper, the authors characterize the stability of Lawson cones through an
inequality involving only two hypergeometric constants which depend only on γ and the
dimension n. It is a hard task to verify the criterion analytically, and this has not been
accomplished. It seems also delicate to check it numerically, but some cases are treated in
[86]. With a numerical computation, [86] finds that, in dimensions n ≤ 6 and for γ close to
zero, no Lawson cone with zero nonlocal mean curvature is stable. The Simons cone is a
particular case of Lawson cone corresponding to Cmm(2γ) in the notation of [86]. Numerics
also shows that all Lawson cones in dimension 7 are stable if γ is close to zero. These
results for small γ fit with the general belief that, in the fractional setting, the Simons
cone should be stable (and even a minimizer) in dimensions 2m ≥ 8 (as in the local case),
probably for all γ ∈ (0, 1/2), though this is still an open problem.
In the present chapter, we make a first contribution to the previous question by showing
that the Simons cone is a stable (2γ)-minimal cone in dimensions 2m ≥ 14. Our proof uses
the so-called saddle-shaped solution to the Allen-Cahn equation. As we will see in more
detail, by the fractional Modica-Mortola type Γ-convergence result, the remarks above on
the stability of the Simons cone are expected to hold also for saddle-shaped solutions.
Indeed, our proof proceeds by establishing the stability of such solution to the fractional
Allen-Cahn equation in dimensions 2m ≥ 14 (see Theorem 3.1.6 below). Then, as a
consequence of this and a recent result by Cabré, Cinti, and Serra in [50] (see also the
comments in [51]) concerning the preservation of stability along a blow-down procedure
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for the fractional Allen-Cahn equation, we deduce the stability of the Simons cone as a
nonlocal minimal surface in these dimensions (see Corollary 3.1.7).
To introduce saddle-shaped solutions, we define the following variables:
s :=
√
x21 + . . .+ x2m and t :=
√
x2m+1 + . . .+ x22m ,
for which the Simons cone becomes C = {s = t}. Through the chapter we will also use
the letter O to denote one of the sets in which the cone divides the space:
O := {x = (x′, x′′) ∈ Rm × Rm : |x′| > |x′′|} = {s > t}.
We define saddle-shaped solutions as follows.
Definition 3.1.1. We say that a bounded solution u to (3.1.1) is a saddle-shaped solution
(or simply saddle solution) if
(i) u is a doubly radial function, that is, u = u(s, t).
(ii) u is odd with respect to the Simons cone, that is, u(s, t) = −u(t, s).
(iii) u > 0 in O = {s > t}.
Saddle-shaped solutions for the classical Allen-Cahn equation involving the Laplacian
were first studied by Dang, Fife, and Peletier in [84] in dimension 2m = 2. They estab-
lished the existence and uniqueness of this type of solutions, as well as some monotonicity
properties and asymptotic behavior. In [174], Schatzman studied the instability property
of saddle solutions in R2. Later, Cabré and Terra proved the existence of a saddle solu-
tion in every dimension 2m ≥ 2, and they established some qualitative properties such as
asymptotic behavior, monotonicity properties, as well as instability in dimensions 2m = 4
and 2m = 6 (see [59, 60]). The uniqueness in dimensions higher than 2 was established
by Cabré in [46], where he also proved that the saddle solution is stable in dimensions
2m ≥ 14.
In the nonlocal framework, there are only two works concerning saddle-shaped solutions
to (3.1.1). In [75, 76], first for γ = 1/2 and then for γ ∈ (0, 1), Cinti proved the existence of
a saddle-shaped solution to (3.1.1) as well as some qualitative properties such as asymptotic
behavior, monotonicity properties, and instability in low dimensions (see Theorem 3.1.2
below).
In the present chapter, we prove further properties of these solutions, the main ones
being uniqueness and, when 2m ≥ 14, stability. Uniqueness is important since then the
saddle-shaped solution becomes a canonical object associated to the Allen-Cahn equation
and the Simons cone.
In [75, 76], the main tool used is the extension problem for the fractional Laplacian,
due to Caffarelli and Silvestre [63] (see (3.1.3) below). This is also the approach of the
present chapter. It should be remarked that the extension technique has the limitation
that it only works for the fractional Laplacian, and therefore the same arguments cannot




{u(x)− u(x̃)}K(x− x̃) dx̃.
In Chapters 4 and 5 we address this problem by studying saddle-shaped solutions to equa-
tion LKu = f(u) in R2m, where LK is an elliptic integro-differential operator of the previous
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form with a radially symmetric kernel K. One of the most basic tools that we need is a
maximum principle for the operator acting on functions which are odd with respect to the
Simons cone. In Chapter 4 we find a necessary and sufficient condition to have such a
maximum principle and, as we will see there, this will require a certain convexity property
of the kernel K.
Let us now introduce the extension problem for the fractional Laplacian, which is the
main tool used in this chapter. First we should settle the notation. We call Rn+1+ :=
Rn × (0,+∞) and denote points by (x, λ) ∈ Rn+1+ with x ∈ Rn and λ > 0. As it is well
known, see [63], if u : Rn+1+ → R solves div(λa∇u) = 0 in Rn+1+ with a = 1− 2γ, then
∂u
∂νa






where dγ is a positive constant depending only on γ. Therefore, problem (3.1.1) is equiva-
lent to  div(λ




= f(u) on ∂Rn+1+ = Rn .
(3.1.3)
We will always consider functions defined in Rn+1+ and not only in Rn, and we will use
the same letter to denote both the function and its trace on Rn. Regarding sets in Rn+1+ ,
we use the following notation. If Ω ⊂ Rn+1+ , we define




(x, λ) ∈ Rn+1+ : |(x, λ)| < R
}
,
for half-balls in Rn+1+ . If x0 ∈ Rn, B+R(x0) = (x0, 0) +B+R .
A certain solution of problem (3.1.1) in dimension 1, the so-called layer solution, plays
a crucial role through this chapter. It is the unique solution of the following problem:




= f(u0) on ∂R2+ = R ,
∂xu0 > 0 on ∂R2+ = R ,
u0(0, 0) = 0 ,
lim
x→±∞
u0(x, 0) = ±1 .
(3.1.5)
Under the assumptions on f in (3.1.2), the existence and uniqueness of such solution are
well known (see [56]).
The importance of the layer solution comes from the fact that the associated function






for x ∈ R2m and λ > 0, (3.1.6)
which is odd with respect to the Simons cone and positive in O × [0,+∞), describes
the asymptotic behavior of saddle-shaped solutions at infinity (as shown in [75, 76]; see
Theorem 3.1.2 below). Note that from Lemma 4.2 in [59], we know that |s− t|/
√
2 is the
distance to the Simons cone. Therefore, we can understand the function U as the layer
solution centered at each point of the Simons cone and oriented in the normal direction to
the cone. Moreover, in this chapter we show (see Proposition 3.1.5) that the saddle-shaped
solution lies below U in O, as it occurs in the local case (see Proposition 1.5 in [59]).
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It is sometimes useful to consider also the following variables:
y := s+ t√
2
and z := s− t√
2
,
which satisfy y ≥ 0 and −y ≤ z ≤ y. In these variables, C = {z = 0} and O = {z > 0}.
Therefore, we can write U(x, λ) = u0(z, λ).
To study the minimality and stability of the saddle-shaped solution, we recall the energy







G(w) dx , where G′ = −f .
We say that u is a minimizer for problem (3.1.3) in Ω ⊂ R2m+1+ if
E(u,Ω) ≤ E(w,Ω)
for every w such that w = u on ∂LΩ. Observe that the admissible competitors do not have
the boundary condition prescribed on ∂0Ω. This is in correspondence with the Neumann
condition in (3.1.3). We say that u is a global minimizer if it is a minimizer in every
bounded domain Ω of R2m+1+ .
A bounded solution to (3.1.3) is said to be stable if the second variation of the energy
with respect to perturbations ξ which have compact support in R2m+1+ is nonnegative. That
is, if ˆ
R2m





λa |∇ξ|2 dx dλ (3.1.7)
for every ξ ∈ C∞c (R2m+1+ ).
In the following theorem we collect the known results concerning saddle-shaped solu-
tions to (3.1.1).






(i) For every even dimension 2m ≥ 2, there exists a saddle-shaped solution to prob-
lem (3.1.1) with |u| < 1.
(ii) For every even dimension 2m ≥ 2, every saddle-shaped solution to problem (3.1.1)
satisfies ∣∣∣∣∣∣ |u− U |+ |∇x(u− U)| ∣∣∣∣∣∣
L∞(R2m\BR)
→ 0, as R→ +∞,
where U is defined in (3.1.6).
(iii) In dimension 2m with 2 ≤ 2m ≤ 6, every saddle-shaped solution is unstable.
Here ∇x denotes the gradient only in the horizontal variables x ∈ R2m, not to be
confused with the gradient ∇ = ∇(x,λ) in (3.1.3) or (3.1.7), for instance.
Points (i) and (ii) of Theorem 3.1.2 were proved by Cinti, first for γ = 1/2 in [75] and
then extended to all powers γ ∈ (0, 1) in [76]. Instability in dimension 2m = 2 follows from
a general result on stable solutions established in [57] (previously proved for γ = 1/2 in
[58]). Instead, instability in dimensions 2m = 4 and 2m = 6 was proved in [75, 76].
Our first main result is the uniqueness of the saddle-shaped solution. As a consequence,
such solution to the fractional Allen-Cahn equation becomes a canonical object associated
to the cone C .
119
Theorem 3.1.3. Let γ ∈ (0, 1) and let f be a function satisfying (3.1.2). Then, for every
even dimension 2m ≥ 2, there exists a unique saddle-shaped solution to problem (3.1.3).
As in the paper of Cabré [46] for the classical case, the proof of the uniqueness result
follows from the asymptotic behavior of the saddle solution (point (ii) in Theorem 3.1.2)
and a maximum principle in O for the linearized operator at a saddle-shaped solution. The
maximum principle is the following.
Proposition 3.1.4. Let u be a saddle-shaped solution of (3.1.3). Let Ω ⊂ O× (0,+∞) ⊂
R2m+1+ be an open set such that ∂0Ω is nonempty. Let v ∈ C2(Ω) ∩ C(Ω) be bounded from
above and such that λavλ ∈ C(Ω).




− f ′(u)v on ∂0Ω ⊂ R2m × {0}, (3.1.8)
and assume that
− div(λa∇v) ≤ b(x, λ)v in Ω ⊂ O × (0,+∞) ,
Luv ≤ 0 on ∂0Ω ⊂ O ,
v ≤ 0 on ∂LΩ ,
lim sup
x∈∂0Ω, |x|→+∞
v(x, 0) ≤ 0 ,
with b ≤ 0. Then, v ≤ 0 in Ω.
To establish the previous maximum principle we follow the proof of the analogous result
for the local case (γ = 1) in [46]. It involves a maximum principle in “narrow” sets (see
also [45, 30]). The main difference between our proof and the one in [46] is that, since we
are using the extension problem, a new notion of narrowness is needed to carry out the
same type of arguments (see Section 3.2 for the details).
The second main result of this chapter is the following pointwise estimate for the saddle-
shaped solution. We prove that the function U(s, t, λ) := u0((s− t)/
√
2, λ) is a barrier for
the saddle-shaped solution. This result was established in the local setting (γ = 1) in [59],
but in such case the proof is quite simple by using the so-called Modica estimate (see [59]
for the details). In the fractional framework, this estimate is only available (in a nonlocal
form) in dimension 1 (see [58, 56]) and therefore we need another type of argument. Our
strategy is to use a maximum principle for the linearized operator at U , similar to the one
in Proposition 3.1.4. The pointwise estimate we establish is the following.
Proposition 3.1.5. Let u be the saddle-shaped solution of (3.1.3), let u0 be the layer
solution given by (3.1.5) and let U be defined by (3.1.6). Then,
|u(x, λ)| ≤ |U(x, λ)| = |u0(dist(x,C ), λ)| for every (x, λ) ∈ R2m+1+ . (3.1.9)
The third main result of the present chapter establishes the stability of the saddle
solution in high dimensions. This is an extension of Theorem 1.4 in [46] to the nonlocal
case. For its proof, it is crucial to use the extension problem.
Theorem 3.1.6. Assume that f satisfies (3.1.2). If 2m ≥ 14, then the saddle-shaped
solution u of (3.1.3) is stable in R2m+1+ , i.e., (3.1.7) holds.
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Its stability is a consequence of the following fact. For every constant b > 0 satisfying
b(b−m+ 2) ≤ −(m− 1), the function
ϕ := t−b us − s−but,
defined in R2m+1+ \ {st = 0}, is even with respect to the Simons cone and is a positive
supersolution of the linearized operator. More precisely, − div(λa∇ϕ) ≥ 0 in R2m+1+ \{st =
0} and Luϕ ≥ 0 in R2m \ {st = 0}, where Lu is defined in (3.1.8).
An important consequence of this result is Corollary 3.1.7, stated next, on the stability
of the Simons cone as a (2γ)-minimal surface in dimensions 2m ≥ 14. This is the first
analytical proof of its stability for some γ and m. It follows directly from the convergence
results proved in [50] for stable solutions to the Allen-Cahn equation after a blow-down,
together with the preservation of the stability along this procedure (see also the comments
at the end of this introduction).
Corollary 3.1.7. Let γ ∈ (0, 1/2) and 2m ≥ 14. Then, the Simons cone C ⊂ R2m is a
stable (2γ)-minimal surface.
The key ingredients to prove Theorem 3.1.6 are some monotonicity and second deriva-
tive properties for the saddle-shaped solution. In fact, ϕ being a positive supersolution will
follow from such properties. More precisely, our arguments will use the following.
Proposition 3.1.8. Let u be the saddle-shaped solution to (3.1.3). Then,
(i) uy > 0 in O × [0,+∞) .
(ii) −ut > 0 in (O \ {t = 0})× [0,+∞).
(iii) ust > 0 in (O \ {t = 0})× [0,+∞).
As a consequence, for every direction ∂η = α∂y − β∂t, where α and β are nonnegative
constants, ∂ηu > 0 in {s > t > 0, λ ≥ 0}.
The monotonicity properties (i) and (ii) were proved in the papers of Cinti [75, 76] for
the so-called maximal saddle solution —note that in those papers the uniqueness of the
saddle-shaped solution was not known yet. From her result and our uniqueness theorem, (i)
and (ii) in Proposition 3.1.8 follow. Nevertheless, we present here a new proof of them by
applying the maximum principle for the linearized operator to certain equations satisfied
by us and ut. A similar argument will establish the new property (iii) for the crossed
second derivative ust.
To conclude this introduction, let us comment briefly on the importance of problem
(3.1.1) and its relation with a conjecture of De Giorgi and the theory of minimal surfaces.
The interest on problem (3.1.1) originates from a famous conjecture of De Giorgi for
the classical Allen-Cahn equation. It reads as follows. Let u be a bounded solution to
−∆u = u − u3 in Rn which is monotone in one direction, say ∂xnu > 0. Then, if n ≤ 8,
u is one dimensional, i.e., u depends only on one Euclidean variable. This conjecture was
proved to be true in dimension n = 2 by Ghoussoub and Gui in [123], and in dimension




u(x′, xn) = ±1 for all x′ ∈ Rn−1 . (3.1.10)
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the conjecture was established by Savin [167] (see also the previous work of Ghoussoub
and Gui [124] in dimensions 4 and 5 for antisymmetric solutions). A counterexample to
the conjecture in dimensions n ≥ 9 was given by del Pino, Kowalczyk and Wei [89].
The corresponding conjecture in the nonlocal setting, where one replaces the operator
−∆ by (−∆)γ, has been widely studied in the last years. In this framework, the conjecture
has been proven to be true in dimension n = 2 by Cabré and Solà-Morales in [58] for
γ = 1/2, and extended to every power 0 < γ < 1 by Cabré and Sire in [57] and also
by Sire and Valdinoci in [182]. In dimension n = 3, the conjecture has been proved by
Cabré and Cinti for 1/2 ≤ γ < 1 in [48, 49] and by Dipierro, Farina, and Valdinoci for
0 < γ < 1/2 in [94]. Recently, in [168, 169] Savin has established the validity of the
conjecture in dimensions 4 ≤ n ≤ 8 and for 1/2 ≤ γ < 1, but assuming the additional
hypothesis (3.1.10). Under the same extra assumption, the conjecture is true in the same
dimensions for 0 < γ < 1/2 and γ close to 1/2, as proved by Dipierro, Serra, and Valdinoci
in [97]. The most recent result concerning the proof of the conjecture is the one by Figalli
and Serra in [116], where they have established the conjecture in dimension n = 4 and
γ = 1/2 without requiring the additional limiting assumption (3.1.10). Note that, without
(3.1.10), the analogous result for the Laplacian in dimension n = 4 is not known. In the
forthcoming paper [50], Cabré, Cinti, and Serra prove the conjecture in dimension n = 4 for
0 < γ < 1/2 and γ sufficiently close to 1/2. A counterexample to the De Giorgi conjecture
for fractional Allen-Cahn equation in dimensions n ≥ 9 for γ ∈ (1/2, 1) has been very
recently announced in [66].
Coming back to the local Allen-Cahn equation, while studying this conjecture by De
Giorgi, another question arose naturally: do global minimizers in Rn of the Allen-Cahn
energy have one-dimensional symmetry? A deep result from Savin [167] states that in
dimension n ≤ 7 this is indeed true. On the other hand, Liu, Wang, and Wei [146] have
constructed minimizers in dimensions n ≥ 8 which are not one-dimensional. We should
mention that the same question for stable solutions (instead of minimizers) is still largely
open, only solved in dimension n = 2 (see [123, 26]).
The saddle-shaped solution is of special interest regarding the previous two questions.
It is expected to be a simple example of non one-dinsional minimizer to the Allen-Cahn
equation in high dimensions, having the same role as the Simons cone for the theory of
minimal surfaces. In addition, regarding the conjecture by De Giorgi, if the saddle-shaped
solution was proved to be a minimizer in some even dimension 2m, we would automatically
have a counterexample to the conjecture in higher dimensions. This is due to a result by
Jerison and Monneau [135], where they show that such a counterexample in dimension Rn+1
can be constructed with a rather natural procedure if there exists a non one-dimensional
global minimizer of −∆u = f(u) in Rn which is bounded and even with respect to each
coordinate. The saddle-shaped solution is of special interest in relation with the Jerison-
Monneau program since it is even with respect to all the coordinate axis and it is expected
to be a minimizer in high dimensions. If proved to be a minimizer, the saddle-shaped
solution would provide an alternative construction of a counterexample to the original
conjecture of De Giorgi, different from the one of [89].
Let us explain why the Allen-Cahn equation has a very strong connection with the
theory of minimal surfaces. A deep result from the seventies by Modica and Mortola (see
[150, 151]) states that considering an appropriately rescaled version of the Allen-Cahn
equation, the corresponding energy functionals Γ-converge to the perimeter functional.
Thus, the minimizers of the equation converge to the characteristic function of a set of
minimal perimeter. This same fact holds for the equation with the fractional Laplacian,
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though we have two different scenarios depending on the parameter γ ∈ (0, 1). If γ ≥ 1/2,
the rescaled energy functionals associated to (3.1.1) Γ-converge to the classical perimeter
(see [5, 127]), while in the case γ ∈ (0, 1/2) they Γ-converge to the fractional perimeter
(see [170]). As a consequence, if the saddle-shaped solution was proved to be a minimizer
in a certain dimension for some γ ∈ (0, 1/2), it would follow that the Simons cone C would
be a minimizing nonlocal (2γ)-minimal surface in such dimensions. As mentioned before,
this last statement is an open problem in any dimension. Our Corollary 3.1.7 on stability
is related to this question, but for a weaker property than minimality.
By a result of Cabré, Cinti, and Serra in [50], also the stability is preserved in the blow-
down limit when γ ∈ (0, 1/2). Therefore, a limit of stable solutions to (3.1.1) with γ ∈
(0, 1/2) will be a stable set for the (2γ)-perimeter. Thus, as a consequence of Theorem 3.1.6
we deduce Corollary 3.1.7.
The chapter is organized as follows. In section 3.2 we prove the maximum principle
for the linearized operator in O, Proposition 3.1.4. Section 3.3 is devoted to show The-
orem 3.1.3 concerning the uniqueness of the saddle-shaped solution. In Section 3.4 we
establish some monotonicity properties of the layer solution u0, as well as the pointwise
estimate for the saddle solution in terms of the layer u0, stated in Proposition 3.1.5. In
Section 3.5 we prove the monotonicity and second derivative properties of the saddle so-
lution stated in Proposition 3.1.8. Finally, Section 3.6 concerns the proof of the stability
results, Theorem 3.1.6 and Corollary 3.1.7.
3.2 Maximum principles for the linearized operator
In this section we establish Proposition 3.1.4, a maximum principle for the linearized op-
erator. To prove it, we follow the ideas appearing in [46], where an analogous maximum
principle is proved for the local case γ = 1. The proof for the Laplacian uses a maximum
principle in “narrow” sets (see for instance [45, 30]). In our case, the use of the exten-
sion problem requires a similar maximum principle but in pairs of sets that we will call
“extension-narrow”, defined next.
Definition 3.2.1 (“Extension-narrow” pair of sets). Let Ω ⊂ Rn+1+ be an open set, not
necessarily bounded, and let Γ ⊂ ∂0Ω be nonempty —recall that ∂0Ω is defined by (3.1.4).
Given θ ∈ (0, 1) and a ∈ (−1, 1), we define Ra(Ω,Γ, θ) ∈ (0,+∞] to be the smallest positive
constant R for which
|B+R(x) \ Ω|a
|B+R(x)|a





λa dx dλ .
We say that Ra(Ω,Γ, θ) = +∞ if no such radius exists. From this definition, we will say
that a pair (Ω,Γ) is “extension-narrow” if Ra(Ω,Γ, θ) is small enough depending on certain
quantities.
Note that if in (3.2.1) we consider a = 0 and full balls centered at every point x ∈ Ω,
we recover the usual definition of “narrow” set. Here, instead, we only consider half-balls
centered at points x ∈ Γ ⊂ ∂0Ω.
Let us remark that both sets Ω ∈ Rn+1+ and Γ ⊂ ∂0Ω play an important role in this










Figure 3.1: (a) A pair (Ω1,Γ1) satisfying R0(Ω1,Γ1, 1/2) = +∞ but with Γ1 being “narrow”
in R. (b) An “extension-narrow” narrow pair (Ω2,Γ2) with Γ2 not “narrow” in R.
Ω1 = {λ > (x−ε)/2}∩{λ > −(x+ε)/2}∩{λ > 0} ⊂ R2+ and let Γ1 = ∂0Ω1 = (−ε, ε) ⊂ R
—see Figure 3.1 (a). This pair has R0(Ω1,Γ1, 1/2) = +∞ for all ε > 0 even though Γ1
is “narrow” in R in the usual sense if ε is small enough. On the other hand, the pair
consisting of Ω2 = {0 < λ < ε} and Γ2 = ∂0Ω2 = R is “extension-narrow” if ε is small
enough, while Γ2 is not “narrow” in the usual sense in R —see Figure 3.1 (b).
Once the quantity Ra(Ω,Γ, θ) is defined, we can state precisely the maximum principle
in “extension-narrow” pairs.
Proposition 3.2.2 (Maximum principle in “extension-narrow” pairs). Let Ω ⊂ Rn+1+ be
an open set and let Γ ⊂ ∂0Ω be nonempty. Assume that there exists a nonempty open cone
E ⊂ ∂0Rn+1+ = Rn such that (E × (0,+∞)) ∩ Ω = ∅.
Let a ∈ (−1, 1) and let v ∈ C2(Ω) ∩ C(Ω) be a function bounded from above such that
λavλ ∈ C(Ω), and assume that it satisfies
− div(λa∇v) ≤ b(x, λ)v in Ω ,
∂v
∂νa
+ c(x)v ≤ 0 on Γ ,
v ≤ 0 on ∂Ω \ Γ ,
(3.2.2)
where b ≤ 0 in Ω and c is bounded from below on Γ.
Then, for every θ ∈ (0, 1) there exists a constant R∗, depending only on n, a, θ, and
||c−||L∞(Γ), such that v ≤ 0 in Ω whenever Ra(Ω,Γ, θ) ≤ R∗.
Before proving this result, let us explain why we need to introduce the notion of
“extension-narrowness”. In the proof of Proposition 3.1.4 we will use this maximum princi-
ple in a pair (Ω,Γ) with Ω ⊂ O× (0,+∞), and Γ ⊂ ∂0Ω in an ε-neighborhood in O of the
cone C . In this case, Ω could be very big (and not “narrow” in the usual sense) in R2m+1+ ,
as in Figure 3.2. However, Oc× (0,+∞) is contained in the complement of Ω — even if Ω
filled all O × (0,+∞). Thus, it follows readily that (Ω,Γ) is “extension-narrow” by using
that balls in this notion are centered in Γ (see Corollary 3.2.5 below for the details).
To prove Proposition 3.2.2 we need the following weak Harnack inequality.
Proposition 3.2.3 (Proposition 3.2 of [187]). Let v ∈ H1(B+R , λa) be a nonnegative func-
tion that weakly satisfies  − div(λ
a∇v) ≥ 0 in B+R ,
∂v
∂νa









Figure 3.2: An example of a pair (Ω,Γ) which is “extension-narrow”.
Then, there exists a constant p0 > 0, depending only on n and a, such that for all








for a positive constant Ch depending only on n and a.
With this result available, we can now present the proof of the maximum principle in
“extension-narrow” pairs.
Proof of Proposition 3.2.2. Define the sets
Ω+ := {(x, λ) ∈ Ω : v(x, λ) > 0} and Γ+ := ∂Ω+ ∩ Γ ,
and by contradiction assume that Ω+ is nonempty. Then, since b ≤ 0, v satisfies
− div(λa∇v) ≤ 0 in Ω+ ,
∂v
∂νa
+ c(x)v ≤ 0 on Γ+ (if this set is nonempty) ,
v ≤ 0 on ∂Ω+ \ Γ+ .
Now, we proceed in two steps in order to arrive at a contradiction.
Step 1. First, we claim that if Γ+ is nonempty then supΩ+ v = supΓ+ v. That is, if we
call
v := v − sup
Γ+
v,
we then have v ≤ 0 in Ω+. To prove this, we use a classical Phragmen-Lindelöf-type argu-
ment, as follows. Similar methods appear, among many others, in the proof of Theorem 1.2
of [27], or Section 2.4 of [58].
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We now claim that, since the cone E is open, there exists a nonempty open cone F ⊂ E
satisfying
|x− y| ≥ c0 > 0 for every x ∈ Ec and y ∈ F , (3.2.4)
for some positive constant c0.
Indeed, since E is an open cone (with vertex, say, z ∈ ∂E), there exists a circular cone
E ′ ⊂ E with the same vertex z. Then, by sliding this circular cone in the direction of its
axis, which can be assumed to be en = (0, ..., 0, 1), we obtain a new open cone F ⊂ E. Let
us now show (3.2.4). Since F ⊂ E ′ ⊂ E, it is enough to prove (3.2.4) for x ∈ ∂E ′ and
y ∈ ∂F . Hence, we have
xn − zn = ω|x′ − z′| and yn − zn = τ + ω|y′ − z′|,
for some positive constants ω and τ . Here, we are using the notation z = (z′, zn). Now, if
we call σ = |x′ − z′| − |y′ − z′|, we have |x′ − y′| ≥ |σ| and thus
|x− y|2 = |x′ − y′|2 + |xn − yn|2 ≥ σ2 + (ωσ − τ)2
=
(√





1 + ω2 ≥
τ 2
1 + ω2 ,
where the last constant is in fact the minimum distance between points on ∂E ′ and ∂F .
Now, without loss of generality, we may assume that the vertex of F is the origin. Let
F ′ be an open cone with the same vertex as F , and such that F ′ ∩ Sn−1 ⊂ F ∩ Sn−1. Let
φ be the first eigenfunction of the Laplace-Beltrami operator in Sn−1 \ F ′ ⊂ Rn with zero
Dirichlet boundary conditions on ∂F ′ ∩ Sn−1, and let µ > 0 be its associated eigenvalue.
Since ∂F ′ ∩ Sn−1 is contained in F , there exists a positive constant δ such that φ ≥ δ > 0
in Sn−1 \ F . Now, define the auxiliary function
ψ(x, λ) = (1 + λ2γ)|x|βφ(x/|x|),
where β is a positive real number and γ = (1− a)/2 ∈ (0, 1). Then, φ(x/|x|) ≥ δ for each
(x, λ) ∈ Ω+, since x/|x| ∈ Sn−1 \ F . Moreover, by (3.2.4) with y = 0, we deduce that
ψ(x, λ) ≥ δ(1 + λ2γ)|x|β ≥ δcβ0 > 0 in Ω+,
since 0 is the vertex of F . On the other hand, note that if we choose β > 0 solving
β(β + n− 2) = µ, we have that ψ satisfies − div(λ








v − supΓ+ v
ψ
,
proving that v ≤ 0 in Ω+ is equivalent to showing that w ≤ 0 in Ω+, since ψ is positive.
Now, since supΓ+ v ≥ 0, it is easy to show that w satisfies
− div(λa∇w)− 2λa∇ψ
ψ
· ∇w ≤ 0 in Ω+ ,
w ≤ 0 on ∂Ω+ ,
lim
(x,λ)∈Ω+, |(x,λ)|→+∞
w ≤ 0 .
(3.2.5)
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Then, by the classical maximum principle we deduce that w ≤ 0 in Ω+, which yields v ≤ 0
in Ω+.
Note that if Γ+ is empty, the same argument applied to v instead of v yields a con-
tradiction with the assumption that Ω+ is nonempty. From now on in this proof, we will
assume that Γ+ 6= ∅.
Step 2. By Step 1 and the definition of Ω+, we have that
M := sup
Γ+
v > 0 . (3.2.6)
Therefore, since v ≤ 0 on ∂Ω+ \ Γ+, there exists a sequence (xk, 0) ∈ Γ+ such that






where we are identifying v with its trace on Rn to simplify the notation.
Now, given any R > 0, let cn,γ be the constant such that
(−∆)γ{cn,γ(R2 − |x− xk|2)γ+} = 1 in BR(xk) ,
(see [35] for its explicit value) and take φ = φ(x, λ) to be the γ-harmonic extension of
φ(x, 0) = c1Mcn,γ(R2 − |x− xk|2)γ+ ,
where c1 is a positive constant to be chosen later. Thus, φ solves







Moreover, on ∂0B+R(xk) ∩ Γ+ we have
∂v
∂νa
≤ −cv ≤ ||c−||L∞(Γ) v ≤ ||c−||L∞(Γ) M ≤
∂φ
∂νa
if we choose c1 > dγ ||c−||L∞(Γ) .
Thus, v−φ is γ-subharmonic in B+R(xk)∩Ω+ and has a nonpositive flux on ∂0B+R(xk)∩
Γ+. In addition, v−φ ≤ v ≤ 0 in B+R(xk)∩(∂Ω+\Γ+). Therefore, its positive part (v−φ)+
extended to be zero in B+R(xk) \ Ω+ is a continuous function which is γ-subharmonic in
B+R(xk) and has a nonpositive flux on ∂0B+R(xk), both properties in a weak sense.
We define w := M − (v− φ)+, which is a continuous nonnegative function and satisfies
in a weak sense  − div(λ
a∇w) ≥ 0 in B+R(xk) ,
∂w
∂νa
≥ 0 on ∂0B+R(xk) .
Hence, w fulfills the hypotheses of Proposition 3.2.3 and thus (3.2.3) holds. As a conse-
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quence, if we take R = 2Ra(Ω,Γ, θ) and p as in (3.2.3), we have
θ1/pM ≤


































p |B+1 |−1/pa Chw(xk).
Here we have used the definition of Ra(Ω,Γ, θ), the fact that w ≡ M in B+R(xk) \ Ω+, the
scaling properties of | · |a and the weak Harnack inequality (3.2.3).
Now, if c1cn,γR2γ ≤ 1/2, then w(xk) = M−v(xk)+φ(xk) for k large enough. Therefore,
for such indices k we conclude
θ1/pM ≤ 2
n+1+a
p |B+1 |−1/pa Ch{M − v(xk) + φ(xk)}
≤ 2
n+1+a
p |B+1 |−1/pa Ch{1/k + c1cn,γR2γ}M .
Hence, if we takeRa(Ω,Γ, θ) small enough such that c1cn,γ(2Ra(Ω,Γ, θ))2γ < 1 and 2
n+1+a
p |B+1 |−1/pa Chc1cn,γ(2Ra(Ω,Γ, θ))2γ <







for some positive constant C independent of k. Letting k → +∞, this leads to M ≤ 0,
which contradicts (3.2.6).
Therefore, our initial assumption stating Ω+ 6= ∅ is false. This means that v ≤ 0 in
Ω.
Remark 3.2.4. It will be useful later to note that Proposition 3.2.2 (and as a consequence,
Proposition 3.1.4) is also valid not requiring v to be C2 in the whole Ω. Indeed, we only
need to assume that v ∈ C(Ω), that the equation div(λa∇v) ≤ b(x, λ)v holds pointwise
where v is regular, and that v cannot have a local maximum at a nonregular point.
This will be used in the proof of Proposition 3.1.5 with v = u−CU in Ω = O×(0,+∞),
where u is a saddle-shaped solution, U is defined by (3.1.6), and C is a positive constant.
Note that U is Lipschitz but not C2 across {t = 0, λ ≥ 0}. Therefore, as we will see in
Section 3.4, U is only γ-superharmonic (pointwise) in Ω \ {t = 0, λ ≥ 0}. Nevertheless, by
this remark, Proposition 3.2.2 will hold in this case thanks to the fact that the graph of
v = u − CU in its nonregular points makes the “good angle” for the maximum principle
to hold (see the proof of Proposition 3.1.5 for the details).
As a consequence of Proposition 3.2.2, next we establish that the maximum princi-
ple holds in pairs (Ω,Γ) with Ω ⊂ O × (0,+∞) ⊂ R2m+1+ and Γ ⊂ ∂0Ω lying in an
ε-neighborhood of the Simons cone.
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Corollary 3.2.5. Let Ω ⊂ O × (0,+∞) ⊂ R2m+1+ and let Γ ⊂ ∂0Ω be nonempty. Assume
that Γ ⊂ Nε := {t < s < t+ ε, λ = 0}.
Then, if ε is small enough, depending only on n, γ, and ||c−||L∞(Γ), the maximum
principle holds in Ω in the sense of Proposition 3.2.2. That is, if v ∈ C2(Ω) ∩ C(Ω) is
bounded from above, λavλ ∈ C(Ω), and v satisfies (3.2.2), then v ≤ 0 in Ω.
To prove it, it is enough to realize that the Simons cone separates every ball centered
at a point in the cone into two regions with comparable measure. In fact, it is interesting
to note that these two regions have exactly the same measure, as stated next.
Lemma 3.2.6. Let x0 ∈ C ⊂ R2m. Then,
|Br(x0) ∩ O| = |Br(x0) \ O| =
1
2 |Br(x0)| for all r > 0 .
This result was stated in [46], but without a proof. For the sake of completeness, we
include here a simple one.
Proof of Lemma 3.2.6. First, let us call I := R2m \ O. Since x0 ∈ C , we have that
x0 = (x′0, x′′0) ∈ Rm × Rm satisfies that |x′0| = |x′′0|. Therefore, there exists an orthogonal
transformation R ∈ O(m) such that Rx′0 = x′′0. Let us define R : R2m → R2m by R(x′, x′′) =
(Rx′, x′′), which is a linear isometry that keeps invariant O and I. With these properties
it is easy to check that for every y ∈ R2m it holds
|Br(y) ∩ I| = |R (Br(y) ∩ I) | = |Br(Ry) ∩ I| , (3.2.7)
and the same replacing I with O.
On the other hand, let us define S : R2m → R2m by S(x′, x′′) = (x′′, x′), which is also a
linear isometry and transforms O into I and vice versa. Therefore, for every y ∈ R2m we
have
|Br(y) ∩ I| = |S (Br(y) ∩ I) | = |Br(Sy) ∩ O| . (3.2.8)
Finally, note that by the definition of R, it is satisfied SRx0 = Rx0. By combining this
with (3.2.7) and (3.2.8) applied to y = x0 and y = Rx0 respectively, we obtain
|Br(x0) ∩ I| = |Br(Rx0) ∩ I| = |Br(SRx0) ∩ O| = |Br(Rx0) ∩ O| = |Br(x0) ∩ O| .
With this lemma available we proceed with the proof of Corollary 3.2.5.
Proof of Corollary 3.2.5. Note that R2m \ O is an open cone outside O, and thus {(R2m \
O) × (0,+∞)} ∩ Ω is empty. Hence, we can use Proposition 3.2.2 by noticing that, if we
take θ = 2−4m−3−2a, then Ra(Ω,Γ, θ) ≤ ε. Indeed, recall first that by Lemma 4.2 in [59],
|s− t|/
√
2 is the distance to the cone. Then, let x ∈ Γ and let x ∈ C a point realizing this
distance. Since x ∈ Γ ⊂ Nε, we have that |x− x| ≤ ε/
√





⊂ B+ε/4(x) \ Ω ⊂ B
+
ε (x) \ Ω .
Hence, by the scaling properties of | · |a and Lemma 3.2.6 —used at each level {λ = λ0},











|a ≤ |B+ε (x) \ Ω|a .
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With this result at hand we can now establish the maximum principle for the linearized
operator in O × (0,+∞) at a saddle-shaped solution.
Proof of Proposition 3.1.4. Let u be a saddle-shaped solution. A key point in the proof is
that u is a positive supersolution in O × (0,+∞) of the linearized problem at u. Indeed,




− f ′(u)u = f(u)− f ′(u)u > 0 on ∂0Ω . (3.2.9)
We have used that since f ′′ < 0 in (0, 1) and f(0) = 0, it satisfies f ′(τ)τ < f(τ) for all





Note that w is well defined in Ω, since u is positive in such set. The usual strategy (see
[30]) in some proofs of the maximum principle is to assume that the supremum of w in Ω
is positive and then arrive at a contradiction. Nevertheless, a priori we do not know that
supΩ w < +∞, since u vanishes on C × [0,+∞) and ∂Ω could intersect this set. Thus,
in the following arguments we will consider the supremum of w in a subset of ∂0Ω that
is at a positive distance to the zero level set of u. Then, using the maximum principle in
“extension-narrow” pairs we will see that, assuming this supremum to be positive, it will
indeed agree with the supremum in the whole set Ω (see the details below). After some
arguments, we will arrive at a contradiction. A similar strategy was used by Cabré in [46],
to prove an analogous maximum principle in the local case γ = 1.
Les us proceed with the details. For ε > 0, set
Oε := {t+ ε < s, λ = 0} and Nε := {t < s < t+ ε, λ = 0} ,
and take ε small enough such that for each set Γ ⊂ ∂0Ω satisfying Γ ⊂ Nε, the pair (Ω,Γ)
is “extension-narrow”. Hence, the maximum principle, as in Corollary 3.2.5, holds for the
pair (Ω,Γ).
Next, we claim that
u ≥ δ > 0 in Oε (3.2.10)
for some positive constant δ. Indeed, thanks to the asymptotic behavior of u (see part (ii)
of Theorem 3.1.2), and since U(x) ≥ u0(ε/
√
2) for x ∈ Oε, there exists a radius R > 0
such that u(x) ≥ u0(ε/
√
2)/2 if |x| > R and x ∈ Oε. Since u is positive in the compact set
Oε ∩BR, we conclude the claim.
We define





which is finite by the fact that u is bounded from below by δ > 0 in Oε and v is bounded
from above. Assume by contradiction that S > 0.
First, we claim that S = supΩ w. To see this, we only need to show that w ≤ S in Ω.
Define ϕ := v − Su and note that since S ≥ 0, ϕ satisfies
− div(λa∇ϕ) ≤ b(x, λ)ϕ in Ω ,
∂ϕ
∂νa
≤ c(x)ϕ on Γ ,
ϕ ≤ 0 on ∂Ω \ Γ ,
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with c(x) = f ′(u)/dγ. By the maximum principle in the “extension-narrow” pair (Ω,Γ),
we have ϕ ≤ 0 in Ω, which yields w = v/u ≤ S in Ω. Thus, the claim is proved.
Now, by the hypothesis on ∂LΩ and at infinity on v, and the fact that u > δ in Oε, we
have that S is attained at some point (x0, 0) ∈ ∂0Ω ⊂ O. At this point we have
∂w
∂νa
(x0) = − lim
λ↓0
λawλ(x0, λ) = lim
λ↓0
w(x0, 0)− w(x0, λ)
λ2γ
≥ 0 , (3.2.11)
since w(x0, 0) is the maximum.










v = uLuv − vLuu ≤ −vLuu on ∂0Ω ⊂ O ,







Luu(x0) < 0 ,
which contradicts (3.2.11). Note that in this last argument is crucial the fact that x0 ∈
∂0Ω ⊂ O and thus u(x0) > 0 and Luu(x0) > 0.
Hence, the assumption S > 0 is false and therefore w ≤ 0 in ∂0Ω ∩ Oε. Since u > 0
in O, this yields that v ≤ 0 in ∂0Ω ∩ Oε. Finally, by the maximum principle in the
“extension-narrow” pair (Ω,Γ) applied to v, it follows that v ≤ 0 in Ω.
3.3 Uniqueness of the saddle-shaped solution
Thanks to the maximum principle in O × (0,+∞) for the linearized operator we can now
establish the uniqueness of the saddle-shaped solution.
Proof of Theorem 3.1.3. Let u1 and u2 be two saddle-shaped solutions. Define v := u1 −
u2, a function that depends only on s and t and that is odd with respect to C . Then,




= f(u1)− f(u2) ≤ f ′(u2)(u1 − u2) = f ′(u2)v on O × {0} ,




v(x, 0) = 0 .
Finally, by the maximum principle for the linearized operator in O × (0,+∞), see
Proposition 3.1.4, we deduce that v ≤ 0 inO×[0,+∞), which yields u1 ≤ u2 inO×[0,+∞).
Interchanging u1 and u2, we obtain u1 ≥ u2 in O × [0,+∞). Therefore, u1 = u2 in
R2m+1+ .
3.4 The layer solution and a pointwise estimate for
the saddle-shaped solution
This section is devoted to establish some monotonicity properties of the layer solution u0
and a pointwise estimate for the saddle-shaped solution (Proposition 3.1.5). We start with
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a maximum principle similar to Proposition 3.1.4, but for the linearized operator at u0 in
the set {u0 > 0}, which plays the role that O×(0,+∞) had for the saddle-shaped solution.





− f ′(u0)v on R = ∂0R2+ .
Let Ω ⊂ (0,+∞)× (0,+∞) be an open set such that ∂0Ω is nonempty.
Let v ∈ C2(Ω)∩C(Ω) be bounded from above and satisfying λavλ ∈ C(Ω). Assume that
− div(λa∇v) ≤ b(x, λ)v in Ω ⊂ (0,+∞)× (0,+∞) ,
Lu0v ≤ 0 on ∂0Ω ⊂ (0,+∞) ,
v ≤ 0 on ∂LΩ ,
lim sup
x∈∂0Ω, |x|→+∞
v(x, 0) ≤ 0 ,
with b ≤ 0. Then, v ≤ 0 in Ω.
Proof. Since it is analogous (and simpler) to the proof of Proposition 3.1.4, we just sketch
it here pointing out what needs to be adapted. The key fact is that u0 is a positive superso-
lution to the linearized problem. This is an analogous situation to that of Proposition 3.1.4




= f(u0) > f ′(u0)u0 on (0,+∞)× {0} , (3.4.1)
where we have used that f ′′ < 0 in (0, 1) and f(0) = 0.
Then, one defines w := v/u0 and proceeds exactly as in the proof of Proposition 3.1.4,
replacing u by u0 in the whole argument, and also replacing Oε and Nε by (ε,+∞) and
(0, ε) respectively. In addition, (3.2.10) follows immediately from the fact that u0(x, 0) is
increasing. The rest of the proof is completely analogous by using (3.4.1).
With this maximum principle we can now prove the following monotonicity and con-
cavity properties of the layer solution.
Lemma 3.4.2. Let u0 be the layer solution of (3.1.5). Then,
∂
∂x




u0(x, λ) < 0 in (0,+∞)× [0,+∞) .
Proof. First of all, let us remark that u0 has the required regularity to apply the following
arguments by the results of [56] (see Section 3.5 for more details in the more involved
setting of the saddle-shaped solution).
The monotonicity of the first derivative was already stated in Remark 4.7 of [56], but
we include here the short proof for completeness. By differentiating (3.1.5) with respect to
x, we obtain that div(λa∇(∂xu0)) = 0 in R× (0,+∞). Moreover, ∂xu0(x, 0) > 0 for x ∈ R;
see (3.1.5). Then, the result follows directly from the Poisson formula.
Next, we show the second statement. If we call
v(x, λ) := ∂xxu0(x, λ) ,
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by differentiating (3.1.5) twice with respect to x, we get




− f ′(u0)v = f ′′(u0)(∂xu0)2 ≤ 0 on (0,+∞)× {0} ,
v = 0 on {0} × (0,+∞) .
Notice that v = 0 on {0} × (0,+∞) since v is an odd function with respect to the first
variable (recall that u0 is odd in x).
Moreover, by repeating the argument of Lemma 4.8 in [56] for ∂xxu0, it is easy to see
that ∂xxu0(x, 0)→ 0 as |x| → +∞. Therefore, by Proposition 3.4.1 we deduce that v ≤ 0
in [0,+∞) × [0,+∞). Finally, we get that it is in fact negative in (0,+∞) × [0,+∞) by
applying the strong maximum principle.
Now we prove that the function






is a barrier for the saddle-shaped solution. To do it, we will use a maximum principle in
O × (0,+∞) for the linearized problem at U .
Proof of Proposition 3.1.5. The idea is to repeat the arguments in the proof of Proposi-

















and U cannot have a local minimum at {t = 0, λ ≥ 0}. Indeed, for every λ ≥ 0,
lim
τ→0−























Note that the same property concerning a local minimum at {t = 0, λ ≥ 0} holds if we
add to U a regular function.
Next, we claim that U is a positive supersolution in O to the linearized problem for
LU . Indeed, by the concavity of f , we have that
LUU = f(U)− f ′(U)U > 0 in O .
Moreover, a simple computation in the (s, t, λ) variables shows that










in R2m+1+ \ {st = 0, λ > 0} . (3.4.2)
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Therefore, U is γ-superharmonic in (O× (0,+∞)) \ {t = 0, λ > 0} —recall that ∂xu0 > 0
by Lemma 3.4.2.
Now, we define
v := u− U and Ω := O × (0,+∞) ,
and we want to see that v ≤ 0 in Ω. First, since u is γ-harmonic, we have that
− div(λa∇v) ≤ 0 in Ω \ {t = 0, λ > 0}
and that v cannot have a local maximum at {t = 0, λ ≥ 0}. In addition, both u and U
vanish at C × [0,+∞) and by the asymptotic behavior of u (see Theorem 3.1.2), we have




= f(u)− f(U) ≤ f ′(U)v on ∂0Ω .
Collecting all these facts, we can repeat the proof of Proposition 3.1.4, using U instead
of u as the positive supersolution to the linearized problem for LU to see that v ≤ 0 in
Ω. All the arguments are analogous, taking into account Remark 3.2.4 when using the
maximum principles in “extension-narrow” pairs. Therefore, we conclude that v ≤ 0 in Ω
and, by the odd symmetry of u and U , we get (3.1.9).
3.5 Monotonicity properties
In this section we establish the monotonicity properties of u stated in Proposition 3.1.8.
For this, we will apply the maximum principle of Proposition 3.1.4 to some derivatives of
u. Therefore, we need some regularity results that we collect next.
Recall that we assume that f ∈ C2,α for some α ∈ (0, 1). Since u is a bounded
solution to the first equation in (3.1.3), then u ∈ C∞(R2m+1+ ). Regarding the regularity on
{λ = 0}, u(·, 0) ∈ C2,α(R2m) by applying Lemma 4.4 from [56]. Moreover, [56] also gives









) + ||D2xu||Cα(R2m+1+ ) ≤ C,
for some C > 0 depending only on m, γ , ||f ||C2,α , and ||u||L∞(R2m+1+ ).
Next, since the horizontal first derivatives of u satisfy div(λa∇uxi) = 0 and also
dγ∂νauxi = f ′(u)uxi ∈ Cα(R2m), and the horizontal second derivatives of u satisfy div(λa∇uxixj) =
0 and also dγ∂νauxixj = f ′′(u)uxi uxj + f ′(u)uxi xj ∈ Cα(R2m) for all indices i and j from 1
to 2m, we can apply Lemma 4.5 from [56] to obtain that
||λa uλ||Cβ(R2m×[0,1]) + ||λa (uxi)λ||Cβ(R2m×[0,1]) + ||λa (uxi xj)λ||Cβ(R2m×[0,1]) ≤ C,
for some C > 0 and β ∈ (0, 1) depending only on m, γ, ||f ||C2,α , and ||u||L∞(R2m+1+ ).
Now, since u depends only on s, t and λ, from the previous results we obtain
us ∈ C2,α(R2m+1+ \ {s = 0, λ ≥ 0}), λa (us)λ ∈ Cα(R2m+1+ \ {s = 0, λ ≥ 0}),
ut ∈ C2,α(R2m+1+ \ {t = 0, λ ≥ 0}), λa (ut)λ ∈ Cα(R2m+1+ \ {t = 0, λ ≥ 0}),
ust ∈ C2,α(R2m+1+ \ {st = 0, λ ≥ 0}), λa (ust)λ ∈ Cα(R2m+1+ \ {st = 0, λ ≥ 0}).
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Furthermore, as it is explained in Section 4 of [46], the regularity and the symmetry of u,
in s and t, yield
us = 0 in {s = 0, λ ≥ 0}, ut = 0 in {t = 0, λ ≥ 0}, ust = 0 in {st = 0, λ ≥ 0},
and
us, ut, ust ∈ C(R2m+1+ ).
Before proceeding to the proof of Proposition 3.1.8, we first need the following asymp-
totic result for the second derivatives in x of u. This derivative was not included in the
asymptotic theorem of [75, 76]. We will use it to show that ust > 0 in {s > t > 0}×[0,+∞).
Lemma 3.5.1. Let f satisfy conditions (3.1.2), and let u be the saddle-shaped solution of
(3.1.3). Then, denoting U(x, λ) := u0((s− t)/
√
2, λ) = u0(z, λ), we have
||D2xu(·, λ)−D2xU(·, λ)||L∞(R2m\BR) → 0, as R→ +∞,
for every λ ∈ [0,+∞).
Proof. The proof follows the ones of the analogous results in [76, 46, 60], where a com-
pactness argument is used. Therefore, we only give here the main ideas, since the details
can be found in those papers. Arguing by contradiction, we suppose that the asymptotic
result does not hold. Hence, there exists an ε > 0 and a sequence {xk} ⊂ O such that
|D2xu(xk, λ)−D2xU(xk, λ)| ≥ ε and |xk| → +∞. (3.5.1)
Now we distinguish two cases, depending on whether the sequence {dist(xk,C )} is
unbounded or bounded. In the first case, we show that, up to a subsequence, the function
uk(x, λ) := u(x+ xk, λ) converges to a solution u∞ of the semilinear Neumann problem in
the half-space R2m+1+ appearing in the statement of Theorem 5.3 in [76] (see [145] for the
proof). Using this result and the stability of u∞ we get that u∞ ≡ 1. Thus, |D2xu(xk, λ)| →
0, and since |D2xU(xk, λ)| → 0, we arrive at a contradiction with (3.5.1).
In the second case, we have dist(xk,C ) = |xk − x0k| bounded, where x0k ∈ C . Since the
Simons cone converges to a hyperplane at infinity (see the details in [60]), it can be proved
that, up to a subsequence and a rotation, the function uk(x, λ) := u(x + x0k, λ) converges
to a positive solution u∞ of an equation in the quarter-space R2m+1++ = R2m+1+ ∩ {x2m > 0}
with zero Dirichlet boundary conditions, as in the statement of Theorem 5.5 in [76] (see
[186] for the proof). Applying this last theorem and the stability again, we conclude that
u∞ must be the 2D solution u0 depending only on x2m and λ. Hence, D2x(u − U)(xk, λ)
converges to zero, and we arrive at a contradiction with (3.5.1).
With the help of the maximum principle of Proposition 3.1.4, the asymptotic result for
the saddle-shaped solution, and the monotonicity properties of the layer solution, we can
prove Proposition 3.1.8.
Proof of Proposition 3.1.8. We write (3.1.3) in (s, t, λ) variables:









uλ in {st > 0, λ > 0},
us = 0 on {s = 0, λ ≥ 0},




= f(u) on {λ = 0}.
(3.5.2)
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Differentiating the previous equation with respect to s we find that
div(λa∇us) = (m− 1)
λa
s2




= f ′(u)us on {s > t, λ = 0} .
Since u = 0 on {s = t, λ ≥ 0} and u > 0 in {s > t, λ ≥ 0}, we have that us ≥ 0 on
∂L{s > t, λ > 0} = {s = t, λ ≥ 0}. Moreover, by the asymptotic result (point (ii) of




us(s, t, 0) ≥ 0 .














||(us − ∂sU)(·, 0)||L∞(R2m\BR) = 0 .
Thus, by the maximum principle for the linearized operator (Proposition 3.1.4) applied to
v = −us, with b(x, λ) = −(m− 1)λa/s2 ≤ 0, we conclude that us ≥ 0 in {s ≥ t, λ ≥ 0}.
Similarly, if we differentiate (3.5.2) with respect to t, we obtain
div(λa∇ut) = (m− 1)
λa
t2




= f ′(u)ut on {s > t > 0, λ = 0} .
In the lateral boundary ∂L{s > t > 0, λ > 0} = {s = t, λ ≥ 0} ∪ {t = 0, λ ≥ 0} we
have −ut ≥ 0. Indeed, ut = 0 on {t = 0, λ ≥ 0}, and since u = 0 on {s = t, λ ≥ 0} and
u > 0 in {s > t, λ ≥ 0}, it holds −ut ≥ 0 on {s = t, λ ≥ 0}. Furthermore, the asymptotic
behavior of u and the monotonicity properties of the layer solution u0 yield
lim sup
{s>t>0}, |(s,t)|→+∞
ut(s, t, 0) ≤ 0 .
Indeed,













||(ut − ∂tU)(·, 0)||L∞(R2m\BR) = 0 .
Thus, using again the maximum principle for the linearized operator we find that −ut ≥ 0
in {s ≥ t, λ ≥ 0}.
By the odd symmetry of u, i.e., u(s, t) = −u(t, s), we conclude that us ≥ 0 and ut ≤ 0
in R2m × [0,+∞). This fact and the strong maximum principle give that us > 0 in
(R2m \ {s = 0})× [0,+∞) and −ut > 0 in (R2m \ {t = 0})× [0,+∞).
Now we check the sign of the y-derivative. We use that ∂y = (∂s + ∂t)/
√
2 to see that



















Hence, using that ut ≤ 0 in {s > t > 0, λ > 0} we get
div(λa∇uy) ≤ (m− 1)
λa
s2




= f ′(u)uy on {s > t > 0, λ = 0} .
Note that, since u vanishes at C × [0,+∞), uy = 0 on {s = t, λ ≥ 0}. Moreover, us ≥ 0
and ut = 0 on {t = 0, λ ≥ 0}. Therefore, uy ≥ 0 on ∂L{s > t > 0, λ > 0} = {s = t, λ ≥
0} ∪ {t = 0, λ ≥ 0}. Furthermore, by the asymptotic behavior of u and the monotonicity
properties of the layer solution u0 we have
lim inf
{s>t>0}, |(s,t)|→+∞
uy(s, t, 0) = 0 ,
since
∂yU(x, 0) = ∂yu0(z, 0) = 0 and lim
R→+∞
||(uy − ∂yU)(·, 0)||L∞(R2m\BR) = 0 .
Again, by using the maximum principle of Proposition 3.1.4, we deduce that uy ≥ 0 in
{s ≥ t, λ ≥ 0}, and the strong maximum principle yields uy > 0 on {s > t, λ ≥ 0}.
Finally, we prove the last statement concerning the crossed derivatives. By differenti-
ating (3.5.2), first with respect to s and then with respect to t, we find










= f ′(u)ust + f ′′(u)usut ≥ f ′(u)ust on {s > t > 0, λ = 0} .
Here we have used that f ′′(τ) ≤ 0 if τ ∈ (0, 1) and that usut ≤ 0 in {s > t > 0, λ = 0}.
Note that, by symmetry, ust = 0 on {s = t, λ ≥ 0}. Moreover, since ut(s, 0, λ) = 0 for every
s > 0 and λ ≥ 0, ust = 0 on {t = 0, λ ≥ 0}. Therefore, ust = 0 on ∂L{s > t > 0, λ > 0}.
In addition, by the asymptotic result of Lemma 3.5.1 and the monotonicity properties of
the layer solution u0 (Lemma 3.4.2), we have
lim inf
{s>t>0}, |(s,t)|→+∞
ust(s, t, 0) ≥ 0 ,
since














||(ust − Ust)(·, 0)||L∞(R2m\BR) = 0 .
Hence, by the maximum principle for the linearized operator (Proposition 3.1.4), we deduce
that ust ≥ 0 in {s ≥ t, λ ≥ 0}, and the strong maximum principle yields ust > 0 in
{s > t > 0, λ ≥ 0}.
3.6 Stability of the saddle-shaped solution and the
Simons cone in dimensions 2m ≥ 14
In this last section we prove our stability results. The first one is Theorem 3.1.6 and it
establishes the stability of the saddle-shaped solution in dimensions 2m ≥ 14. The proof
follows the strategy of its analogue in [46] and it is based on finding a positive supersolution
to the linearized problem.
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Proof of Theorem 3.1.6. Let us show that ϕ = t−bus−s−but, with b(b−m+2)+m−1 ≤ 0
and b > 0, is a positive supersolution of the linearized operator. That is, it satisfies
ϕ > 0 in R2m+1+ \ {st = 0, λ > 0} , (3.6.1)
− div(λa∇ϕ) ≥ 0 in R2m+1+ \ {st = 0, λ > 0} , (3.6.2)
and
Luϕ ≥ 0 on R2m \ {st = 0} . (3.6.3)
Indeed, note that ϕ > 0 in {s > t > 0, λ ≥ 0} by the monotonicity properties of
u (Proposition 3.1.8). Since ϕ is even with respect to the Simons cone, i.e., ϕ(t, s, λ) =




= f ′(u)ϕ .
Let us now show (3.6.2). Since ϕ is even with respect to the Simons cone, it is enough
to check that div (λa∇ϕ) ≤ 0 in {s > t > 0, λ > 0}. By using that div(λa∇u) = 0, we
obtain by a direct computation that
λ−a div(λa∇ϕ) = b(b−m+ 2)
(











Now, by using that ust > 0, uy > 0 and −ut > 0 in {s > t > 0, λ > 0}, and the fact that
b > 0 satisfies b(b−m+ 2) ≤ −(m− 1), we arrive at
λ−a div(λa∇ϕ) ≤ t−b(us + ut)
(
































t−bs−2 + s−bt−2 − t−2−b − s−2−b
)
≤ (−ut)(m− 1)(s−b − t−b)(t−2 − s−2)
≤ 0 .
Note that the existence of b > 0 such that b(b−m + 2) ≤ −(m− 1) is guaranteed by the
assumption 2m ≥ 14.
Finally, let us show that since we have a positive supersolution to the linearized operator
on R2m \ {st = 0}, the stability of u follows. We must check that (3.1.7) holds. To
do it, let us first take nonnegative functions ζ ∈ C1(R2m+1+ ) with compact support in
{st > 0, λ ≥ 0}. Multiply (3.6.2) by ζ and integrate by parts. Using (3.6.3) we obtain
ˆ
{st>0}





λa∇ϕ · ∇ζ dx dλ . (3.6.4)
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Now, let ξ ∈ C∞c (R2m+1+ \ {st = 0, λ ≥ 0}). Since ϕ > 0 in {st > 0, λ ≥ 0}, taking
ζ = ξ2/ϕ in (3.6.4) and using the Cauchy-Schwarz inequality, we get
ˆ
{st>0}






































λa |∇ξ|2 dx dλ .
To conclude the proof, let us show that the last inequality holds for every smooth
function ξ with compact support in R2m+1+ . This will yield the stability of u. Take ηε ∈
C∞(R) such that 0 ≤ ηε ≤ 1 and
ηε =
1 in [ε,+∞) ,0 in [0, ε/2) .
Then, since ξ ηε(s) ηε(t) has compact support in {st > 0, λ ≥ 0}, we can replace ξ by





f ′(u) ξ2 η2ε(s) η2ε(t) dx ≤
ˆ
R2m+1+
λa |∇(ξ ηε(s) ηε(t))|2 dx dλ .
Now, we compute the terms in the right-hand side of this inequality. By using Cauchy-









by letting ε→ 0, it is enough to show that
ˆ
R2m+1+
λa|∇ηε(s)|2 dx dλ→ 0 as ε→ 0 ,
and the same with ηε(s) replaced by ηε(t). To see this, letR > 0 be such that supp(ξ) ⊂ B+R .
Then, since m ≥ 3,
ˆ
R2m+1+












≤ C Rm+a+1 εm−2 → 0 as ε→ 0 ,
The computation is analogous for ηε(t).
Finally, we present the proof of the stability of the Simons cone as a nonlocal (2γ)-
minimal surface whenever 2m ≥ 14 and γ ∈ (0, 1/2).
Proof of Corollary 3.1.7. Let u be the saddle-shaped solution of (3.1.1) in dimension 2m ≥
14. Consider the blow-down sequence uk(x) = u(kx) with k ∈ N. On the one hand, since
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u is stable in such dimensions and γ ∈ (0, 1/2), by Theorem 2.6 in [50] there exists a
subsequence kj such that
ukj → χΣ − χR2m\Σ in L1(B1) as kj → +∞ ,
for some cone Σ that is a stable set for the fractional perimeter.
On the other hand, by the asymptotic behavior of u (point (ii) in Theorem 3.1.2) it is
clear that
uk → χO − χR2m\O a.e. as k → +∞ .
Putting all together we conclude that O is a stable set for the fractional perimeter if
2m ≥ 14 and γ ∈ (0, 1/2). This is the same as saying that the Simons cone is a stable




equations, I: odd solutions with
respect to the Simons cone
This chapter corresponds to [110], in collaboration with T. Sanz-Perela, and it is the first
of two chapters concerning saddle-shaped solutions to the semilinear equation LKu = f(u)
in R2m, where LK is a linear elliptic integro-differential operator and f is of Allen-Cahn
type.
Saddle-shaped solutions are doubly radial, odd with respect to the Simons cone {(x′, x′′) ∈
Rm × Rm : |x′| = |x′′|}, and vanish only on this set. By the odd symmetry, LK coincides
with a new operator LOK which acts on functions defined only on one side of the Simons
cone, {|x′| > |x′′|}, and that vanish on it. This operator LOK , which corresponds to reflect
a function oddly and then apply LK , has a kernel on {|x′| > |x′′|} which is different from
K.
In this first chapter, we characterize the kernels K for which the new kernel is positive
and therefore one can develop a theory on the saddle-shaped solution. The necessary and
sufficient condition for this turns out to be that K is radially symmetric and τ 7→ K(
√
τ)
is a strictly convex function.
Assuming this, we prove an energy estimate for doubly radial odd minimizers and
the existence of saddle-shaped solution. In Chapter 3, further qualitative properties of
saddle-shaped solutions will be established, such as their asymptotic behavior, a maximum
principle for the linearized operator, and their uniqueness.
4.1 Introduction
In this chapter we study solutions to the semilinear integro-differential equation
LKu = f(u) in R2m (4.1.1)
which are odd with respect to the Simons cone — defined in (4.1.5). The interest on these
solutions, often called saddle-shaped solutions, is motivated by the nonlocal version of a
conjecture by De Giorgi on the Allen-Cahn equation (see details below) with the aim of
finding a counterexample in high dimensions. Moreover, this problem is related to the
regularity theory of nonlocal minimal surfaces.
There are only three works in the literature concerning saddle-shaped solutions to
(4.1.1) with LK being the fractional Laplacian: [75, 76] by Cinti and [111], which corre-
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sponds to Chapter 3 of the present thesis, by the author and Sanz-Perela. In all of them
the main tool is the extension problem. In the this chapter and the next one, we study
for the first time (4.1.1) without the extension. For this reason our arguments are purely
nonlocal and hold for a more general class of kernels.




{u(x)− u(y)}K(x− y) dy, (4.1.2)
where the kernel K satisfies







K(z) dz < +∞ . (4.1.3)
The integral in (4.1.2) has to be understood in the principal value sense. The most canonical







where cn,γ is a normalizing constant.
Recall that the fractional Laplacian has an associated extension problem (see [63]) that
allows the use of local arguments to deal with equations such as (4.1.1). This is not the
case for general operators LK , and therefore some purely nonlocal techniques are developed
along this work.




≤ K(z) ≤ Λ cn,γ
|z|n+2γ
, (4.1.4)
where λ and Λ are two positive constants. This condition is frequently adopted since
it yields Hölder regularity of solutions (see [162, 176]). The family of linear operators
satisfying conditions (4.1.3) and (4.1.4) is the so-called L0(n, γ, λ,Λ) ellipticity class. For
short we will usually write L0 and we will make explicit the parameters only when needed.
Moreover, for many purposes we will need the operators to be invariant under rotations.
This is equivalent to saying that the kernel is radially symmetric, K(z) = K(|z|).
The Simons cone will be a central object along this chapter. It is defined in R2m by
C :=
{
x = (x′, x′′) ∈ Rm × Rm = R2m : |x′| = |x′′|
}
. (4.1.5)
This cone is of special importance in the theory of local and nonlocal minimal surfaces,
and its variational properties are related to the conjecture of De Giorgi (see the end of this
introduction for more details). Through the whole chapter we will use O and I to denote
each of the parts in which R2m is divided by the cone C :
O :=
{




x = (x′, x′′) ∈ R2m : |x′| < |x′′|
}
.
Both O and I belong to a family of sets in R2m which are called of double revolution.
These are sets that are invariant under orthogonal transformations in the first m variables,
as well as under orthogonal transformations in the last m variables. That is, Ω ⊂ R2m
is a set of double revolution if RΩ = Ω for every given transformation R ∈ O(m)2 =
O(m)×O(m), where O(m) is the orthogonal group of Rm.
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In this chapter we deal with functions that are doubly radial. These are functions
w : R2m → R that only depend on the modulus of the first m variables and on the
modulus of the last m ones, i.e., w(x) = w(|x′|, |x′′|). Equivalently, w(Rx) = w(x) for
every R ∈ O(m)2.
In order to define oddness and evenness of functions with respect to the Simons cone,
we consider the following isometry, which will play a significant role in this chapter:
(·)? : R2m = Rm × Rm → R2m = Rm × Rm
x = (x′, x′′) 7→ x? = (x′′, x′) . (4.1.6)
Note that this isometry is actually an involution that maps O into I (and vice versa) and
leaves the cone C invariant —although not all points in C are fixed points of (·)?. Taking
into account this transformation, we say that a doubly radial function w is odd with respect
to the Simons cone if w(x) = −w(x?). Similarly, we say that a doubly radial function w is
even with respect to the Simons cone if w(x) = w(x?).
Regarding the doubly radial symmetry we define the following variables
s := |x′| and t := |x′′| .
They are specially useful when dealing with the Laplacian in these coordinates, since







becomes an expression suitable to work with. A similar formula appears in the case of
the fractional Laplacian thanks to the local extension problem. Having a PDE in the two
variables (s, t) ∈ R2 is useful to perform certain computations (see [59, 60, 46, 54] for the
local case and [75, 76, 111] for the fractional framework).
If we try to follow the same strategy by writing a rotation invariant operator LK in (s, t)
variables, the expression of the new operator is quite complex. Indeed, if w : R2m → R is
doubly radial and we define w̃(s, t) := w(s, 0, ..., 0, t, 0, ..., 0), it holds









w̃(s, t)− w̃(σ, τ)
)
J(s, t, σ, τ) dσ dτ (4.1.8)
and







s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω̃1
)
dω dω̃ .
Note that L̃K is an integro-differential operator in (0,+∞)×(0,+∞), but the expression
of its kernel is quite involved. Indeed, such an expression does not become simpler even
when LK is the fractional Laplacian. In this case, the kernel J involves hypergeometric
functions of two variables, the so-called Appell functions (see Appendix 4.8 for more details
on it), but this does not simplify computations.
Instead of working with the (s, t) variables, we follow another approach that we find
more clear and concise. It consists on rewriting the operator LK with a different kernel
K : R2m×R2m → R that is doubly radial with respect to its both arguments, but in such a
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way that it still acts on functions defined in R2m —and not in (0,+∞)2. As it is explained
in detail in Section 4.2, if K is a radially symmetric kernel, then we can write LK acting




{w(x)− w(y)}K(x, y) dy , (4.1.9)




K(|Rx− y|) dR . (4.1.10)
Here, dR denotes integration with respect to the Haar measure on O(m)2 (see Section 4.2
for the details).
This new expression (4.1.9) has some advantages compared with (4.1.8). First, the
computations in this new setting are shorter and more transparent than the analogous
ones using (s, t) variables. This also makes the notation more concise. Furthermore we
avoid some issues of the (s, t) variables such as the special treatment of the set {st = 0}.
Although in this chapter we do not work in (s, t) variables, we include an appendix at the
end with some computations using them (see Appendix 4.8). We think that this could be
useful in future works.
Once we have rewritten LK with a doubly radial kernel K, as in (4.1.9), we shall find
a suitable expression of the operator when acting on odd functions with respect to the
Simons cone. Note that such functions are defined by their values in O and therefore we




{w(x)− w(y)}K(x, y) dy +
ˆ
O




{w(x)− w(y)}{K(x, y)−K(x, y?)} dy + 2w(x)
ˆ
O
K(x, y?) dy ,
(4.1.11)
where (·)? is defined in (4.1.6). As we show in Section 4.2, LOK acting on a doubly radial
function w : O → R coincides with LK acting on the odd extension of w with respect to
the Simons cone.
Our first main result concerns necessary and sufficient conditions on the original kernel
K for this operator to have a positive kernel. As we will stress through this chapter, and
also in the next one, the positivity of the kernel in (4.1.11) is crucial in order to develop
a theory on the saddle-shaped solution. In particular, under this assumption a maximum
principle for doubly radial odd functions will hold (see Proposition 4.1.2 below).
Theorem 4.1.1. Let K : (0,+∞)→ (0,+∞) and consider the radially symmetric kernel




τ) is a strictly convex function of τ , (4.1.12)
then LK has a positive kernel in O when acting on doubly radial functions which are odd
with respect to the Simons cone C . More precisely, it holds
K(x, y) > K(x, y?) for every x, y ∈ O . (4.1.13)
In addition, if K ∈ C2((0,+∞)), then (4.1.12) is not only a sufficient condition for
(4.1.13) to hold, but also a necessary one.
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This theorem is proved in Section 4.2 (see Propositions 4.2.4 and 4.2.5). Its proof is
based on breaking the integral defining K in four clever regions —see (4.2.6)— that allow
to compare the integrands for y ∈ O and for its reflected y∗ ∈ I. We will use a result on
convex functions proved in Appendix 4.6 (Proposition 4.6.1). In the previous statement,






for every τ1, τ2 ∈ (0,+∞).
In [134], Jarohs and Weth study solutions to general integro-differential equations which
are odd with respect to a hyperplane. Here the natural sufficient condition on K to have
a positive kernel when acting on odd functions is that K is decreasing in the orthogonal
direction to the hyperplane. That this suffices is readily deduced after making a change of
variables given by the symmetry with respect to such hyperplane. In our case, since we deal
with a more complex symmetry, the kernel K is required to satisfy further assumptions
than just monotonicity. Moreover, the proof of Theorem 4.1.1 is quite involved and requires
a finer argument. Indeed, if we simply make the change y 7→ y? in (4.1.2), following [134],
we should prove that K(|x − y|) > K(|x − y?|) for every x and y in O, but this is false
even in the easiest case LK = (−∆)γ and 2m = 2. Instead, if we write LK in the form
(4.1.9) with the kernel K, the analogous positivity condition (4.1.13) holds if we assume
K(
√
·) to be convex. Here the use of the (s, t) variables would not simplify the proof of
Theorem 4.1.1. As mentioned in Appendix 4.8, an analogous result can be established for
the kernel J in (4.1.8), but its proof presents exactly the same difficulties as the one for K.
The first direct consequence of the positivity condition (4.1.13) is the following maxi-
mum principle.
Proposition 4.1.2 (Maximum principle for odd functions with respect to C ). Let Ω ⊂ O
be an open set and let LK be an integro-differential operator with a radially symmetric
kernel K satisfying the positivity condition (4.1.13). Let u ∈ Cα(Ω) ∩ Cγ(Ω) ∩ L∞(R2m),
with α > 2γ, be a doubly radial function which is odd with respect to the Simons cone.
(i) (Weak maximum principle) Assume that{
LKu+ c(x)u ≥ 0 in Ω ,
u ≥ 0 in O \ Ω ,
with c ≥ 0, and that either
Ω is bounded or lim inf
x∈O, |x|→+∞
u(x) ≥ 0 .
Then, u ≥ 0 in Ω.
(ii) (Strong maximum principle) Assume that LKu + c(x)u ≥ 0 in Ω, with c any con-
tinuous function, and that u ≥ 0 in O. Then, either u ≡ 0 in O or u > 0 in
Ω.
This statement differs from the usual maximum principle for LK in the fact that we
only assume that u is nonpositive in O \ Ω, instead of in R2m \ Ω (an assumption that
makes no sense for odd functions). This form of maximum principle is analogous to the
ones in [71, 134], where similar statements are considered for functions that are odd with
respect to a hyperplane.
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Since in this chapter we will always consider doubly radial functions u which are odd
with respect to the Simons cone, LKu = LOKu in O. Thus, to simplify the notation we will
always write LK for LOK . To mean that Proposition 4.1.2 holds, we will say that LK has a
maximum principle in O when acting on doubly radial odd functions.
Let us now turn to the variational problem from which equation (4.1.1) arises. As it is



















where G a C2 function satisfying G′ = −f . In this chapter, we assume the following
conditions on G:
G is even and G ≥ G(±1) = 0 in R . (4.1.15)
Note that the previous conditions on G yield that f is a C1 odd function with f(0) =
f(±1) = 0. In some cases, as in Theorem 4.1.4 below, we will further assume that G(0) > 0.
In such situation, equation (4.1.1) can be seen as a model for phase transitions. The Allen-
Cahn nonlinearity, f(u) = u− u3, is the most typical example.
Using the same type of arguments as for the operator LK , we can rewrite the energy of
doubly radial odd functions with a suitable new expression that involves the kernel
K(x, y)−K(x, y?) > 0
and that only takes into account the values of the functions in O. This will be extremely
useful in many computations and estimates involving the nonlocal energy E (see Sections 4.3
and 4.4). To write this new expression, we introduce the following notation. For A, B ⊂ O,



















K(x, y?) dx dy .
Then, as proved in Section 4.3 (see Lemma 4.3.2), we can rewrite the energy of a doubly
radial odd function w as
E(w,Ω) = 14
{





G(w) dx . (4.1.16)
Thanks to this new expression for the energy, we are able to establish the second main
result of this chapter. It is the following energy estimate for doubly radial odd minimizers
of E . To define such minimizers properly, we denote by H̃K0,odd(BR) the space of doubly
radial odd functions that vanish outside BR and for which the energy E is well defined (see
Section 4.3 for the precise definition). We say that u ∈ H̃K0,odd(BR) is a doubly radial odd
minimizers of E in BR if
E(u,BR) ≤ E(w,BR)
for every w ∈ H̃K0,odd(BR).
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Theorem 4.1.3. Let K be a radially symmetric kernel satisfying the convexity assumption
(4.1.12)1 and such that LK ∈ L0(2m, γ, λ,Λ). Assume that G is a potential satisfying
(4.1.15). Let S ≥ 2 and let u ∈ H̃K0,odd(BR) be a doubly radial odd minimizer of E in BR,
with R > S + 4. Then
E(u,BS) ≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−1 logS if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1),
(4.1.17)
where C is a positive constant depending only on m, γ, λ, Λ, and ||G||C2([−1,1]).
In the proof of this result, a first basic ingredient is that −1 ≤ u ≤ 1, as provided by
Lemma 4.3.3. This information, |u| ≤ 1, is also of importance for a solution of an Allen-
Cahn equation, as in the existence Theorem 4.1.4 below. That |u| ≤ 1 is proved with a
variational cutting argument: cutting above 1 and below −1 reduces de energy. We believe
that this property requires K(x, y) − K(x, y?) to be nonnegative. In addition, the proof
of Lemma 4.3.3 is a priori not simple since it involves a nonlocal energy of functions with
symmetries. We succeeded to greatly simplify the computations by writing the energy as
in (4.3.4), obtaining a short proof.
Note that Theorem 4.1.3 does not follow from the energy estimate for general minimizers
stated in [173] by Savin and Valdinoci. The minimizers that they consider do not have
any type of symmetry. In our case, the function u in the previous statement minimizes the
energy in a smaller class of functions and the result in [173] cannot be applied. Nevertheless,
we are able to adapt the arguments of Savin and Valdinoci to our setting. The strategy
they follow is to compare the energy of u with the one of a suitable competitor which is
constructed by taking the minimum between u and a radially symmetric auxiliary function
—see (4.4.5) below. Such competitor is not permitted in our case, since it is not odd
with respect to the Simons cone. Nevertheless, we show in Section 4.4 how to modify
the auxiliary functions of [173] to carry out the same type of arguments. The assumption
(4.1.12) will be crucial to guarantee that 0 ≤ u ≤ 1 in O.
The particular result of Theorem 4.1.3 for the fractional Laplacian has been proved
by Cabré and Cinti [48] in the case of the half-Laplacian, and extended to all the powers
0 < γ < 1 by Cinti [76] (see [49] for an extension to non-doubly radial minimizers). These
papers use the local extension problem and therefore their proofs cannot be extended to
general operators like LK . Our proof, following [173], overcomes this issue.
As an application of the previous results, we prove, by using standard variational meth-
ods, the existence of saddle-shaped solution to (4.1.1) when f is of Allen-Cahn type. We
say that a bounded solution u to (4.1.1) is a saddle-shaped solution if u is doubly radial,
odd with respect to the Simons cone, and positive in O.
Theorem 4.1.4 (Existence of saddle-shaped solution). Let G satisfy (4.1.15), G(0) > 0,
and let f = −G′. Let K be a radially symmetric kernel satisfying the convexity assumption
(4.1.12) and such that LK ∈ L0(2m, γ, λ,Λ).
Then, for every even dimension 2m ≥ 2, there exists a saddle-shaped solution u to
(4.1.1). In addition, u satisfies |u| < 1 in R2m.
1In this theorem, as well as in Theorem 4.1.4, we assume (4.1.12) instead of the positivity condition
(4.1.13) —recall that for C2 kernels they are equivalent. The reason for this is that in the proofs we
will make use of some estimates that require the Lipschitz regularity of the kernel K (see Remark 4.3.5
below). Such regularity for K holds if (4.1.12) is satisfied, but it is not clear if this happens, when K /∈ C2,
assuming (4.1.13) instead.
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We are interested in the study of this type of solutions since they are relevant in
connection with a famous conjecture for the (classical) Allen-Cahn equation raised by De
Giorgi, that reads as follows. Let u be a bounded monotone (in some direction) solution to
−∆u = u−u3 in Rn, then, if n ≤ 8, u depends only on one Euclidean variable, that is, all its
level sets are hyperplanes. This conjecture is not completely closed (see [108] and references
therein) but a counterexample in dimension n = 9 was build in [89] by using the so-called
gluing method. Saddle-shaped solutions are natural objects to build a counterexample in a
simpler way, as explained next. On the one hand, Jerison and Monneau [135] showed that
a counterexample to the conjecture of De Giorgi in Rn+1 can be constructed with a rather
natural procedure if there exists a global minimizer of −∆u = f(u) in Rn which is bounded
and even with respect to each coordinate, but is not one-dimensional. On the other hand,
by the Γ-converge results from Modica and Mortola (see [150, 151]) and the fact that the
Simons cone is the simplest nonplanar minimizing minimal surface, saddle-shaped solutions
are expected to be global minimizers of the Allen-Cahn equation in dimensions 2m ≥ 8
(this is still an open problem).
Similar facts happen in the nonlocal setting (see the introduction of Chapter 3 for
further details). For this reason, saddle-shaped solutions are of interest in the study of the
nonlocal version of the conjecture of De Giorgi for equation (4.1.1).
Saddle-shaped solutions to the local Allen-Cahn equation involving the Laplacian were
studied in [84, 174, 59, 60, 46]. In these works, it is established the existence, uniqueness,
and some qualitative properties of this type of solutions, such as their instability when
2m ≤ 6 and their stability if 2m ≥ 14. Stability in dimensions 8, 10, and 12 is still an open
problem, as well as minimality in dimensions 2m ≥ 8.
In the fractional framework, there are only three works concerning saddle-shaped so-
lutions to the equation (−∆)γu = f(u). In [75, 76], Cinti proved the existence of saddle-
shaped solution as well as some qualitative properties such as their asymptotic behavior,
some monotonicity properties, and their instability in low dimensions. In Chapter 3, which
corresponds to [111], further properties of these solutions have been established, the main
ones being uniqueness and, when 2m ≥ 14, stability. In the present chapter and the next
one we first study saddle-shaped solutions for general integro-differential equations of the
form (4.1.1). In the three previous works [75, 76, 111], the main tool used is the extension
problem for the fractional Laplacian (see [63]). As mentioned, this technique cannot be
carried out for general integro-differential operators different from the fractional Laplacian.
Therefore, some purely nonlocal techniques are developed through both works.
In Chapter 5, we study saddle-shaped solutions to (4.1.1) in more detail taking advan-
tage of the setting for odd functions built in the present chapter. We give an alternative
proof for the existence of a saddle-shaped solution by using monotone iteration and max-
imum principle techniques. As in the proof of Theorem 4.1.4, the assumtion (4.1.13) is
crucial. Furthermore, we prove the asymptotic behaviour of this type of solutions by using
some symmetry and Liouville type results for general integro-differential operators that we
establish in the same chapter. Finally, we also show there the uniqueness of the saddle-
shaped solution through a maximum principle for the linearized operator, which we also
prove in that chapter.
Let us make some final remarks on the minimality and stability properties of the Simons
cone. Recall that, in the classical theory of minimal surfaces, it is well known that the
Simons cone has zero mean curvature at every point x ∈ C \ {0}, in all even dimensions,
and it is a minimizer of the perimeter functional when 2m ≥ 8. Concerning the nonlocal
setting, C has also zero nonlocal mean curvature in all even dimensions, although it is
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not known if it is a minimizer of the nonlocal perimeter in any dimension. If 2m = 2
it cannot be a minimizer since in [171] it is proven that all minimizing nonlocal minimal
cones in R2 are flat. In higher dimensions, the only available results appear in [86, 111] but
concern stability, a weaker property than minimality. In [86], Dávila, del Pino, and Wei
characterize the stability of Lawson cones —a more general class of cones that includes
C— through an inequality involving only two hypergeometric constants which depend
only on γ and the dimension n. This inequality is checked numerically in [86], finding that,
in dimensions n ≤ 6 and for γ close to zero, no Lawson cone with zero nonlocal mean
curvature is stable. Numerics also shows that all Lawson cones in dimension 7 are stable if
γ is close to zero. These results for small γ fit with the general belief that, in the fractional
setting, the Simons cone should be stable (and even a minimizer) in dimensions 2m ≥ 8
(as in the local case), probably for all γ ∈ (0, 1/2), though this is still an open problem. In
[111], we proved, by using the saddle-shaped solution to the fractional Allen-Cahn equation
and a Γ-convergence result of [50], that the Simons cone is a stable (2γ)-minimal cone in
dimensions 2m ≥ 14. To the best of our knowledge, this is the first analytical proof of a
stability result for the Simons cone in any dimension.
This chapter is organized as follows. Section 4.2 is devoted to study the operator LK
acting on doubly radial odd functions. We deduce the expression of the kernel K and
rewrite the operator acting on doubly radial odd functions, finding the expression (4.1.11).
We also show Theorem 4.1.1 and Proposition 4.1.2. In Section 4.3 we study the energy
functional associated to (4.1.1) and in Section 4.4 we establish the energy estimate stated
in Theorem 4.1.3. Finally, in Section 4.5 we prove the existence of a saddle-shaped solution
to the integro-differential Allen-Cahn equation. At the end of the chapter there are three
appendices. Appendix 4.6 is devoted to some results on convex functions, and Appendix 4.7
contains some auxiliary computations. Both are used in the proof of Theorem 4.1.1. In
Appendix 4.8 we include some results and expressions in (s, t) variables for future reference.
4.2 Rotation invariant operators acting on doubly ra-
dial odd functions
This section is devoted to study rotation invariant operators of the class L0 when they act
on doubly radial odd functions. First, we deduce an alternative expression for the operator
in terms of a doubly radial kernel K. Then, we present necessary and sufficient conditions
on the kernel K in order to (4.1.13) hold (we establish Theorem 4.1.1). Finally, we show
two maximum principles for doubly radial odd functions (Proposition 4.1.2).
4.2.1 Alternative expressions for the operator LK
The main purpose of this subsection is to deduce an alternative expression for a rotation
invariant operator LK ∈ L0 acting on doubly radial functions. This expression is more
suitable to work with and it will be used throughout the chapter. Our first remark is that
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{w(x)− w(ỹ)}K(|x− ỹ|) dỹ
= LKw(x) .
Here we have used the change y = Rỹ and the fact that w(R·) = w(·) for every R ∈ O(m)2.
Next, we present an alternative expression for the operator LK acting on doubly radial
functions. This expression involves the new kernel K, which is also doubly radial.
Lemma 4.2.1. Let LK ∈ L0(2m, γ) have a radially symmetric kernel K, and let w be a




{w(x)− w(y)}K(x, y) dy




K(|Rx− y|) dR .
Here, dR denotes integration with respect to the Haar measure on O(m)2.
Recall (see for instance [155]) that the Haar measure on O(m)2 exists and it is unique
up to a multiplicative constant. Let us state next the properties of this measure that will be
used in the rest of the chapter. In the following, the Haar measure is denoted by µ. First,
since O(m)2 is a compact group, it is unimodular (see Chapter II, Proposition 13 of [155]).
As a consequence, the measure µ is left and right invariant, that is, µ(RΣ) = µ(Σ) = µ(ΣR)







for every g ∈ L1(O(m)2) —see [155] for the details.
Proof of Lemma 4.2.1. Since LKw(x) = LKw(Rx) for every R ∈ O(m)2, by taking the




















{w(x)− w(y)}K(x, y) dy .
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K(|Ry − x|) dR =
 
O(m)2




K(|R−1x− y)|) dR = K(x, y) .
It remains to show that K is invariant by O(m)2 in its two arguments. By the symmetry,




K(|RR̃x− y|) dR =
 
O(m)2
K(|Rx− y|) dR = K(x, y) ,
where we have used the right invariance of the Haar measure.
In the following lemma we present some properties of the involution (·)? defined by
(4.1.6) and its relation with the doubly radial kernel K and the transformations of O(m)2.
In particular, in the proof of Theorem 4.1.1 it will be useful to consider the following
transformation. For every R ∈ O(m)2, we define R? ∈ O(m)2 by
R? := (R(·)?)? . (4.2.2)
Equivalently, if R = (R1, R2) with R1, R2 ∈ O(m), then R? = (R2, R1).
Lemma 4.2.2. Let (·)? : R2m → R2m be the involution defined by x? = (x′, x′′)? = (x′′, x′)
—see (4.1.6). Then,






g(R) dR , (4.2.3)
for every g ∈ L1(O(m)2).
2. K(x?, y) = K(x, y?). As a consequence, K(x?, y?) = K(x, y).






























K(|Rx? − y|) dR =
 
O(m)2











K(|Rx− y?|) dR = K(x, y?) .
As a consequence, we have that K(x?, y?) = K(x, (y?)?) = K(x, y).
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To conclude this subsection, we present two alternative expressions for the operator
LK when it acts on doubly radial odd functions. These expressions are suitable in the
rest of the present chapter and also in the next one, since the integrals appearing in the
expression are computed only in O, and this is important to prove maximum principle and
other properties.
Lemma 4.2.3. Let w be a doubly radial function which is odd with respect to the Simons






{w(x)− w(y)}K(x, y) dy +
ˆ
O




{w(x)− w(y)}{K(x, y)−K(x, y?)} dy + 2w(x)
ˆ
O
K(x, y?) dy .






K(x, y?) dy ≤ Cdist(x,C )−2γ, (4.2.4)
where C > 0 is a constant depending only on m, γ, λ, and Λ.
Proof. The first statement is just a computation. Indeed, using the change of variables
ȳ = y? and the odd symmetry of w, we see that
ˆ
I
{w(x)− w(y)}K(x, y) dy =
ˆ
O













{w(x)− w(y)}K(x, y) dy +
ˆ
I




{w(x)− w(y)}K(x, y) dy +
ˆ
O
{w(x) + w(y)}K(x, y?) dy .




{w(x)− w(y)}{K(x, y)−K(x, y?)} dy + 2w(x)
ˆ
O
K(x, y?) dy .
Note that we can add and subtract the term w(x)K(x, y?) since it is integrable with respect
to y in O. This is a consequence of (4.2.4).
Let us show now (4.2.4). In the following arguments we will use the letters C and c to
denote positive constants, depending only on m, γ, λ, and Λ, that may change its value in
each inequality.
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On the one hand, for the upper bound in (4.2.4) we only need to use the ellipticity of
the kernel and the inclusion I ⊂ {y ∈ R2m : |x− y| ≥ dist(x,C )} for every x ∈ O. Indeed,
ˆ
O
K(x, y?) dy =
ˆ
O
K(|x− y?|) dy =
ˆ
I











= Cdist(x,C )−2s .
On the other hand, for the lower bound in (4.2.4), let be x ∈ C such that |x − x| =
dist(x,C ). Then, given y ∈ Bdist(x,C )(x), it is clear that |x − y| ≤ |x − x| + |x − y| ≤
2dist(x,C ). Therefore, we have
ˆ
O
K(x, y?) dy =
ˆ
I








≥ c (2dist(x,C ))−2m−2γ|Bdist(x,C )(x) ∩ I| = c dist(x,C )−2γ.
Here we have used a property of the Simons cone: |BR(z) ∩ I| = 1/2|BR| for every z ∈ C
(see Lemma 3.2.6 for the proof).
4.2.2 Necessary and sufficient conditions for ellipticity
In this subsection, we establish Theorem 4.1.1. As we have mentioned in the introduction,
the kernel inequality (4.1.13) is crucial in the rest of the results of this chapter, as well as
in the ones in Chapter 5. We will see in the next subsection that this inequality guarantees
that the operator LK has a maximum principle for odd functions (see Proposition 4.1.2).
First, we give a sufficient condition on a radially symmetric kernel K so that K satisfies
(4.1.13). It is the following result.
Proposition 4.2.4. Let K : (0,+∞) → R define a positive radially symmetric kernel
K(|x− y|) in R2m. Define K : R2m×R2m → R by (4.1.10). Assume that K(
√
·) is strictly
convex in (0,+∞). Then, the associated kernel K satisfies
K(x, y) > K(x, y?) for every x, y ∈ O . (4.2.5)
Proof. Since K is invariant by O(m)2, it is enough to choose a unitary vector e ∈ Sm−1























Recall that given R = (R1, R2) ∈ O(m)2, then R? = (R2, R1) ∈ O(m)2 —see (4.2.2).
Moreover, note that the sets Qi are disjoint, have the same measure and cover all O(m)2
up to a set of measure zero.
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Therefore,

































Thus, if we prove
K(|x−Ry|) +K(|x+Ry|) +K(|x−R?y|) +K(|x+R?y|)
≥ K(|x−Ry?|) +K(|x+Ry?|) +K(|x−R?y?|) +K(|x+R?y?|) ,
(4.2.7)
for every R ∈ Q1, we immediately deduce (4.2.5) with a non strict inequality. To see that it
is indeed a strict one, we will show that the inequality in (4.2.7) is strict for every R ∈ Q1.
For a short notation, we call
α := e ·R1e and β := e ·R2e . (4.2.8)
Now, note that since x = (|x′|e, |x′′|e) and y = (|y′|e, |y′′|e), we have
|x±Ry|2 = |x′ ±R1y′|2 + |x′′ ±R2y′′|2
= |x′|2 + |y′|2 ± 2x′ ·R1y′ + |x′′|2 + |y′′|2 ± 2x′′ ·R2y′′
= |x|2 + |y|2 ± 2|x′||y′|α± 2|x′′||y′′|β.
Similarly,
|x±R?y|2 = |x|2 + |y|2 ± 2|x′||y′|β ± 2|x′′||y′′|α,
|x±Ry?|2 = |x|2 + |y|2 ± 2|x′||y′′|α± 2|x′′||y′|β,
and

































Aα,β := |x′||y′|α + |x′′||y′′|β , Bα,β := |x′||y′′|α + |x′′||y′|β ,
Cα,β := |x′′||y′|α + |x′||y′′|β , Dα,β := |x′′||y′′|α + |x′||y′|β .
With this notation and taking into account that g is even, (4.2.9) is equivalent to
g(|Aα,β|) + g(|Dα,β|) ≥ g(|Cα,β|) + g(|Bα,β|) , (4.2.10)
for every α, β ∈ [−1, 1] such that α > |β|. Note that g is defined in the open interval
I = (−(|x|2 + |y|2)/2, (|x|2 + |y|2)/2) and that Aα,β, Bα,β, Cα,β, Dα,β ∈ I.
To show (4.2.10), we use Proposition 4.6.1 of the Appendix 4.6. There, it is stated that
in order to establish (4.2.10) it is enough to check that|Aα,β| ≥ |Bα,β|, |Aα,β| ≥ |Cα,β|, |Aα,β| ≥ |Dα,β| ,|Aα,β|+ |Dα,β| ≥ |Bα,β|+ |Cα,β| .
The verification of these inequalities is a simple but tedious computation and it is presented
in Appendix 4.7 —see point (1) of Lemma 4.7.1. Once this is proved, we deduce (4.2.10)
by Proposition 4.6.1.
To finish, we see that the inequality in (4.2.10) is always strict for every α, β ∈ [−1, 1]
such that α > |β| (that corresponds to Q1). By contradiction, assume that equality
holds in (4.2.10). Thus, by Proposition 4.6.1, if follows that the sets {|Aα,β|, |Dα,β|} and
{|Bα,β|, |Cα,β|} coincide. This fact and point (2) of Lemma 4.7.1 yield α = β = 0, a
contradiction. Thus, the inequality in (4.2.10) is strict, as well as the inequality in (4.2.7).
This leads to (4.2.5).
Now, we give a necessary condition on the kernel K so that inequality (4.1.13) holds.
Proposition 4.2.5. Let K : (0,+∞) → R define a positive radially symmetric kernel
K(|x− y|) in R2m. Define K : R2m × R2m → R by (4.1.10).
If
K(x, y) > K(x, y?) for almost every x, y ∈ O , (4.2.11)
then K(
√
·) cannot be concave in any open interval I ⊂ [0,+∞).
Proof. It suffices to show that if there exists an open interval where K(
√
·) is concave, then
we can find a nonempty open set in O ×O where (4.2.11) is not satisfied.
Let `2 > `1 > 0 be such that K(
√
·) is concave in (`1, `2) and define the set Ω`1,`2 ⊂ R4m
as the points (x, y) ∈ O ×O satisfying{
(|x′| − |y′|)2 + (|x′′| − |y′′|)2 > `1,
(|x′|+ |y′|)2 + (|x′′|+ |y′′|)2 < `2.
(4.2.12)
First, it is easy to see that Ω`1,`2 is a nonempty open set. In fact, points of the form
(x′, 0, y′, 0) ∈ (Rm)4 such that (|x′| − |y′|)2 > `1 and (|x′|+ |y′|)2 < `2 belong to Ω`1,`2 .
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We need to prove that K(x, y) ≤ K(x, y?) in Ω`1,`2 for any (x, y) ∈ O × O satisfying
(4.2.12). For such points, we are going to show, as in the previous proof, that
K(|x−Ry|) +K(|x+Ry|) +K(|x−R?y|) +K(|x+R?y|)
≤ K(|x−Ry?|) +K(|x+Ry?|) +K(|x−R?y?|) +K(|x+R?y?|) ,
(4.2.13)
for any R ∈ Q1, where Q1 is defined in (4.2.6) (see the proof of Proposition 4.2.4). As
before, we can assume that x and y are of the form x = (|x′|e, |x′′|e) and y = (|y′|e, |y′′|e),
with e ∈ Sm−1 an arbitrary unitary vector. Then, by defining α and β as in (4.2.8), we see
that proving (4.2.13) is equivalent to establish that
g(Aα,β) + g(Dα,β) ≤ g(Bα,β) + g(Cα,β) , (4.2.14)
for every α, β ∈ [−1, 1] such that α > |β|, where
Aα,β = |x′||y′|α + |x′′||y′′|β , Bα,β = |x′||y′′|α + |x′′||y′|β ,








|x|2 + |y|2 − 2τ
)
.
Now, by (4.2.12), we have `1 < |x|2 + |y|2 < `2. As a consequence of this and the
concavity of K(
√
·) in (`1, `2), it is easy to see (by using Lemma 4.6.2 stated for −h, a




, and decreasing in (0, `), where
` := min
{
`2 − |x|2 − |y|2
2 ,




Note that, since `1 < |x|2 + |y|2 < `2, we have ` > 0.
We claim that Aα,β, Bα,β, Cα,β, and Dα,β belong to (−`, `) for every α, β ∈ [−1, 1] such
that α > |β|. Indeed, it is easy to check that for every α, β ∈ [−1, 1] such that α > |β|, the
numbers Aα,β, Bα,β, Cα,β, and Dα,β belong to the open interval (−|x′||y′|−|x′′||y′′|, |x′||y′|+
|x′′||y′′|). Furthermore, since x, y ∈ Ω`1,`2 , we obtain from (4.2.12) that
|x′||y′|+ |x′′||y′′| < `2 − |x|
2 − |y|2
2
|x′||y′|+ |x′′||y′′| < |x|
2 + |y|2 − `1
2
and thus |x′||y′|+ |x′′||y′′| < ` and the claim is proved.
Finally, by applying Lemma 4.6.2 to the function −g in (0, `) (using again point (1) of
Lemma 4.7.1), we obtain that inequality (4.2.14) is satisfied, which yields (4.2.13). Finally,
by integrating (4.2.13) with respect to all the rotations R ∈ Q1 we get
K(x, y) ≤ K(x, y?),
for every (x, y) ∈ Ω`1,`2 , contradicting (4.2.11).
From the two previous results, Theorem 4.1.1 follows immediately.
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Figure 4.1: An example of kernel K(
√
τ) (m = 1 and γ = 1/2) which is not strictly convex
in (0,+∞) but does not have any interval of concavity.
Proof of Theorem 4.1.1. The first statement is exactly the same as Proposition 4.2.4. As-
sume now that K is a C2 function and that (4.1.13) holds. Then, by Proposition 4.2.5,
h(·) := K(
√
·) is not concave in any interval of [0,+∞). Therefore, we cannot have h′′ < 0
at any point. Thus, h′′ ≥ 0 in [0,+∞) or, in other words, h′ is nondecreasing. Using
again that h is not concave in any interval, we deduce that h′ must be, in fact, increas-
ing. It follows that h(·) = K(
√
·) is strictly convex as defined after the statement of
Theorem 4.1.1.
Remark 4.2.6. Note that a priori we cannot relax the K ∈ C2 assumption in the necessary
condition of Theorem 4.1.1, since there are C1 functions that are neither convex nor concave
in any interval (they can be constructed as a primitive of a Weierstrass function, whose
graph is a non rectifiable curve with fractal dimension). Besides these “exotic” examples,
there are also simple radially symmetric kernels K that are not C1 for which we do not






10τ 2m+2γ − 9χ[1,+∞)(τ),
it is easy to check that K is continuous and decreasing but K(
√
τ) is not convex in (0,+∞)
even though it does not have any interval of concavity (see Figure 4.1).
4.2.3 Maximum principles for doubly radial odd functions
In this subsection we prove Proposition 4.1.2, a weak and a strong maximum principles for
doubly radial functions that are odd with respect to the Simons cone. The formulation of
these maximum principles is very suitable since all the hypotheses refer to the set O and
not R2m. The key ingredient in the proofs is the kernel inequality (4.1.13).
Proof of Proposition 4.1.2. (i) By contradiction, suppose that u takes negative values in
Ω. Under the hypotheses we are assuming, a negative minimum must be achieved. Thus,
there exists x0 ∈ Ω such that
u(x0) = minΩ u =: m < 0 .
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{m− u(y)}{K(x0, y)−K(x0, y?)} dy + 2m
ˆ
O
K(x0, y?) dy .
Now, sincem−u(y) ≤ 0 in O, m < 0, c ≥ 0, and K(x0, y) ≥ K(x0, y?) > 0 —by (4.1.13)—,
we get









(ii) Assume that u 6≡ 0 in O. We shall prove that u > 0 in Ω. By contradiction, assume
that there exists a point x0 ∈ Ω such that u(x0) = 0. Then, using the expression of LK
for odd functions given in Lemma 4.2.3, the kernel inequality (4.1.13), and the fact that
u ≥ 0 in O, we obtain







dy < 0 ,
a contradiction.
Remark 4.2.7. Note that since the operator LK includes a term of order zero with positive
coefficient in addition to the integro-differential part, the condition c ≥ 0 in point (i) of






suffices. This hypothesis seems hard to be checked for applications apart from the case




?) dy in terms of the function dist(x,C ). This fact will be crucial
for establishing a maximum principle in “narrow” sets close to the Simons cone —see
Proposition 5.6.1.
4.3 The energy functional for doubly radial odd func-
tions
This section is devoted to the energy functional associated to the semilinear equation
(4.1.1). We first define appropriately the functional spaces where we are going to apply
classic techniques of calculus of variations. Next we rewrite the energy in terms of the new
kernelK and we give an alternative expression for the energy of doubly radial odd functions.
Finally, we establish some results that are useful when using variational techniques, and
that will be exploited in the next section.
Let us start by defining the functional spaces that we are going to consider in the rest
of the chapter. Given a set Ω ⊂ Rn and a translation invariant and positive kernel K
satisfying (4.1.3), we define the Hilbert space
HK(Ω) :=
{


















w ∈ HK(Rn) : w = 0 a.e. in Rn \ Ω
}
.
Assume that Ω ⊂ R2m is a set of double revolution. Then, we define
H̃K(Ω) :=
{






w ∈ HK0 (Ω) : w is doubly radial a.e.
}
.
We will add the subscript ‘odd’ and ‘even’ to these spaces to consider only functions that
are odd (respectively even) with respect to the Simons cone.
Remark 4.3.1. If H̃K0 (Ω) is equipped with the scalar product












K(x− y) dx dy ,
then it is easy to check that H̃K0 (Ω) can be decomposed as the orthogonal direct sum of
H̃K0, even(Ω) and H̃K0, odd(Ω).
Note that when K satisfies (4.1.4), then HK0 (Ω) = H
γ
0(Ω), which is the space associated
to the kernel of the fractional Laplacian, K(z) = cn,γ|z|−n−2γ. Furthermore, Hγ(Ω) ⊂
Hγ(Ω), where Hγ(Ω) is the usual fractional Sobolev space where interactions of x and y
are only computed in Ω × Ω (see [92]). For more comments on this, see [83], and the
references therein.
Once presented the functional setting of our problem, we proceed with the study of the
energy functional associated to equation (4.1.1).
Given a kernel K satisfying (4.1.3), a potential G, and a function w ∈ HK(Ω), with
Ω ⊂ Rn, we write the energy defined in (4.1.14) as










We will call EK and EP the kinetic and potential energies respectively. Recall that sometimes


















Roughly speaking, we have EK split into two parts: “interactions inside-inside” and “inter-
actions inside-outside”.
Note that, for functions w ∈ HK0 (Ω), it holds EK(w,Ω) = EK(w,Rn). Moreover, if
G ≥ 0, the energy satisfies E(w,Ω) ≤ E(w,Ω′) whenever Ω ⊂ Ω′.
Our goal is to rewrite the kinetic energy of doubly radial odd functions in terms of
the kernel K and with integrals computed only in O, in the spirit of the previous section
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with the operator LK . In particular, we are interested in finding an expression similar to
(4.3.1), where the positive kernel K(x, y)−K(x, y?) appears. To do this, we introduce the



















K(x, y?) dx dy .
(4.3.2)
Thanks to this notation, we rewrite the kinetic energy as follows.
Lemma 4.3.2. Let Ω1,Ω2 ⊂ R2m be two sets of double revolution that are symmetric with
respect to the Simons cone, i.e., Ω?i = Ωi, and let w ∈ H̃K0, odd(Rn). Let K be a radially




|w(x)− w(y)|2K(x− y) = Iw(Ω1 ∩ O,Ω2 ∩ O), (4.3.3)
where Iw(·, ·) is the interaction defined in (4.3.2).
As a consequence, given a doubly radial set Ω ⊂ R2m with Ω? = Ω, and a function





Iv(Ω ∩ O,Ω ∩ O) + 2Iv(Ω ∩ O,O \ Ω)
}
. (4.3.4)
Proof. First, note that equality (4.3.4) for the kinetic energy follows directly combining
expressions (4.3.1) and (4.3.3). Hence, we only need to prove (4.3.3).









|w(x)− w(y)|2K(x, y) dx dy ,
once we consider the change y = Rỹ and take the average among all R ∈ O(m)2 as in
Lemma 4.2.1.
Finally, we split Ωi into Ωi∩O and Ωi\O = (Ωi∩O)?. By using the change of variables





























K(x, y?) dx dy
= Iw(Ω1 ∩ O,Ω2 ∩ O).
Here we have used that K(x?, y?) = K(x, y) —see Lemma 4.2.2.
Using the previous expression for the energy, we can establish now the following lemma
regarding the decrease of the energy under some operations. This result will be crucial
in the next section, since it will allow us to assume that the minimizers of the energy are
bounded by 1 by above (respectively by −1 by below) and that are nonnegative in O.
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Lemma 4.3.3. Let Ω ⊂ R2m be a set of double revolution that is symmetric with respect to
the Simons cone, and let K be a radially symmetric kernel satisfying the positivity condition
(4.1.13). Given u ∈ H̃K0,odd(Ω), we define
v(x) =
 |u(x)| if x ∈ O,−|u(x)| if x ∈ I , and w(x) =
 min{1, u(x)} if x ∈ O,max{−1, u(x)} if x ∈ I .
If G satisfies (4.1.15), then
E(v,Ω) ≤ E(u,Ω) and E(w,Ω) ≤ E(u,Ω) .
Proof. We first establish the result for v. Let us show that EK(v) ≤ EK(u). Note that
v ∈ H̃K0,odd(Ω). Thus, by using the expression of the kinetic energy given in (4.3.4) and the
fact that K(x, y) > K(x, y?) > 0 if x, y ∈ O —see (4.1.13)—, we only need to check that
|v(x) − v(y)|2 ≤ |u(x) − u(y)|2 and v2(x) ≤ u2(x) whenever x, y ∈ O. The first condition
follows from the equivalence∣∣∣|u(x)| − |u(y)|∣∣∣2 ≤ |u(x)− u(y)|2 ⇐⇒ u(x)u(y) ≤ |u(x)u(y)|,
while the second one is trivial and it is in fact an equality. Concerning the potential energy,
since G is an even function we have that EP(v) = EP(u), and therefore we get the desired
result for v by adding the kinetic and potential energies.
We show now the result for w. Let us show that EK(w) ≤ EK(u). As before, w ∈
H̃K0,odd(Ω) and thus, in view of (4.3.4) and the kernel inequality (4.1.13), we only need to
check that |w(x) − w(y)|2 ≤ |u(x) − u(y)|2 and w2(x) ≤ u2(x) whenever x, y ∈ O. The
first inequality is trivial whenever u(x) ≤ 1 and u(y) ≤ 1, or u(x) ≥ 1 and u(y) ≥ 1. If
u(x) ≥ 1 and u(y) ≤ 1, then |u(x)−u(y)|2−|w(x)−w(y)|2 = |u(x)−u(y)|2−|1−u(y)|2 =
(u(x)− 1))2 + 2(u(x)− 1)(1− u(y)) ≥ 0. The second inequality follows from the fact that
w2(x) = u2(x) when u(x) ≤ 1, while w2(x) = 1 ≤ u2(x) if u(x) ≥ 1. Concerning the
potential energy, since G is such that G(x) ≥ G(1) = G(−1) = 0 if |x| ≤ 1, then clearly
EP(w) ≤ EP(u), and therefore we get the desired result by adding the kinetic and potential
energies.
Next we present a result that will be used later, and concerns weak solutions to semilin-
ear Dirichlet problems. Its main consequence is that a function u ∈ H̃K0 (Ω) that minimizes
the energy E , but only among doubly radial functions, is actually a weak solution to a
semilinear Dirichlet problem in Ω. We remark that to show the following result we do not
need to use the kernel K.
Proposition 4.3.4. Let Ω ⊂ R2m be a bounded set of double revolution and let LK ∈ L0









for every ξ ∈ C∞c (Ω) that is doubly radial. Then, u is a weak solution to{
LKu = f(u) in Ω ,











for every η ∈ C∞c (Ω) (not necessarily doubly radial).
As a consequence, if u ∈ H̃K0 (Ω) is a doubly radial odd minimizer of the energy E(u,Ω),
then it is a weak solution to (4.3.5).





Now, on the one hand, given R ∈ O(m)2 and using the change x = Rx̃, y = Rỹ and











{u(x)− u(y)}{η(Rx)− η(Ry)}K(|x− y|) dx dy .



















{u(x)− u(y)} {η(x)− η(y)}K(|x− y|) dx dy .








































and thus the first result is proved.
We next show that if u is a doubly radial odd minimizer, then it is a weak solution
to (4.3.5). To see this, we consider perturbations u + εξ with ε ∈ R and ξ ∈ H̃K0 (Ω). By
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Remark 4.3.1, it suffices to consider only even and odd functions ξ. Let first ξ ∈ H̃K0, odd(Ω).




E(u+ εξ,Ω) = 〈u, ξ〉H̃K0 (Ω) − 〈f(u), ξ〉L2(Ω) .
Next, take ξ ∈ H̃K0, even(Ω). Since u is odd with respect to the Simons cone, the same holds
for f(u) —recall that f is odd. Thus,
〈u, ξ〉H̃K0 (Ω) = 0 and 〈f(u), ξ〉L2(Ω) = 0 .
Therefore,
〈u, ξ〉H̃K0 (Ω) = 〈f(uR), ξ〉L2(Ω)








for every ξ ∈ C∞c (Ω) that is doubly radial. Finally, by the first statement of the proposition,
that we just proved, we obtain that u is a weak solution to (4.3.5).
The previous proposition, combined with the regularity results of the following remark,
yields that bounded minimizers among doubly radial functions of the energy E(·,Ω) are
classical solutions to LKu = f(u) in Ω.
Remark 4.3.5. Let us present here some interior estimates that will be used in the sequel.












where the previous two constants C depend only on n, γ, λ, and Λ (see [162, 176] and the
references therein). Note that in some situations these estimates are not suitable enough to
be applied repeatedly due to the term ||w||Cα(Rn) in (4.3.7). Let us show how to overcome
this difficulty in our setting, that is, when K is radially symmetric and K(
√
·) is convex.
In this case, using the ellipticity property (4.1.4) and the convexity assumption (4.1.12)
for K, it is not difficult to show that K is locally Lipschitz in Rn \ {0} and
[K]Lip(Rn\BR) ≤ CR
−n−2γ−1, for all R > 0, (4.3.8)
with a positive constant C depending only on n, γ, λ, and Λ. Using for LK the same
cut-off argument as in Corollary 2.4 of [163] for the fractional Laplacian, and taking into
account (4.3.8), one can modify (4.3.7) to obtain the estimate
||w||Cα+2γ(B1/4) ≤ C
||h||Cα(B1) + ||w||Cα(B1) +
∣∣∣∣∣





for all α ∈ (0, 1) with α + 2γ not an integer, and with C depending only on n, γ, λ, and
Λ. This, combined with (4.3.6), will be used in the following section to obtain uniform
Lipschitz interior estimates for the semilinear equation LKu = f(u).
163
4.4 An energy estimate for doubly radial odd mini-
mizers
In this section we present an estimate for the energy in the ball BS of minimizers in the
space H̃K0,odd(BR) with R > S + 4. That is, we prove Theorem 4.1.3. In order to establish
this result, we follow the ideas of Savin and Valdinoci in [173], where they show the same
estimate but for minimizers without any restriction on their symmetry.
First of all, let us comment briefly the strategy used in [173]. The argument is based
on comparing the energy of the minimizer u in BR ⊂ Rn with the energy of a suitable
competitor v. This function v satisfies, in BS+2 ⊂ BR ⊂ Rn, the following properties:
(i) −1 ≤ v ≤ 1.
(ii) v = u in ∂BS+2.
(iii) The set {v 6≡ −1} ∩BS+2 has measure bounded by CSn−1 for some constant C.
(iv) v ∈ Lip(BS+2) with a Lipschitz constant independent of R and S.
By the second property, v can be extended to coincide with u outside BS+2, becoming an
admissible competitor. Then, the desired estimate follows by finding precise bounds on
the energy of v in BS+2. The function v is constructed in BS+2 as v = min{u, φS}, where
φS(x) = −1 + 2 min{(|x| − S − 1)+, 1} —we will also use this function below, see (4.4.5).
In our case, the strategy will be the same but adapting some ingredients, namely, the
competitor v. First, note that the previous construction for v cannot be used in our setting,
since it would not produce a doubly radial odd function. To overcome this problem, we will
construct a function w defined in BS+2 ∩ O and satisfying the four previous assumptions
on v. In addition, we will require w to be doubly radial and to vanish on the Simons cone
(then we will consider its odd extension through C ).
To state the precise properties of w, we need to consider the Lipschitz constant of u in
BS+3, namely
µ := [u]Lip(BS+3) . (4.4.1)
By Proposition 4.3.4, we know that u solves LKu = f(u) in BR with R > S+ 4. Moreover,
by Lemma 4.3.3 we know that u is bounded. Therefore, by applying repeatedly the esti-
mates (4.3.6) and (4.3.9) in balls centered at points in BS+3, it is easy to see that µ ≤ C
with a positive constant C depending only on m, γ, λ, Λ, and ||f ||C1([−1,1]) (and thus,
independent of R and S). Recall that G′ = −f and hence ||f ||C1([−1,1]) ≤ ||G||C2([−1,1]).







BS+2 ∩ {µdist(·,C ) ≤ 1}
)
, (4.4.2)
—see Figure 4.2 (a). It is easy to see that
|ΩS| ≤ C S2m−1, (4.4.3)
with a constant C depending only on m and µ. This can be checked following the com-
putations in the proof of the energy estimate for the local equation in Theorem 1.3 of
[59].
In the following lemma we state the precise properties for the competitor w that suffice
















Figure 4.2: (a) The set ΩS. (b) The 1 and −1 level sets of ΨS in BS+2 ∩ O.
Lemma 4.4.1. Let S ≥ 2 and R > S + 4. Let u ∈ H̃K0,odd(BR) be a doubly radial odd
minimizer of the energy (4.1.14) and let µ be defined by (4.4.1). Then, there exists a
function w : BS+2 ∩ O → R satisfying the following:
(H1) −1 ≤ w ≤ 1.
(H2) w doubly radial and w = 0 in C .
(H3) w = u on ∂BS+2 ∩ O.
(H4) w ≡ −1 on (BS+2 ∩ O) \ ΩS = BS ∩ {µdist(·,C ) > 1}.
(H5) w ∈ Lip(BS+2) with a Lipschitz constant independent of R and S. In addition,
|w(x)− w(y)| ≤ Cdist(x,C ) |x− y| (4.4.4)
whenever x, y ∈ BS+1 ∩ O, µdist(x,C ) ≥ 1 and µdist(y,C ) ≤ 1, and with C a
constant independent of R and S.
Proof. To construct the function w we first define
φS(x) :=

−1 if |x| ≤ S + 1 ,
−1 + 2(|x| − S − 1) if S + 1 ≤ |x| ≤ S + 2 ,
1 if S + 2 ≤ |x| ,
(4.4.5)
which is the function used in [173]. Now, we modify it in order to make it vanish on C .
We define
ΨS(x) :=
φS(x)µdist(x,C ) if µdist(x,C ) ≤ 1 ,φS(x) if µdist(x,C ) ≥ 1 ,
—see Figure 4.2 (b) for an schematic representation.
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With this function on hand, we construct the competitor w : BS+2 ∩ O → R as
w := min{u,ΨS}.
We check next that (H1)-(H5) hold.
First of all, recall that by Lemma 4.3.3, 0 ≤ u ≤ 1 in O. Since −1 ≤ ΨS ≤ 1 in
BS+2 ∩ O, (H1) holds trivially. Moreover, since both functions are doubly radial and
vanish on C , (H2) follows —recall that the distance to the cone, in O, is the doubly radial
function given by (|x′| − |x′′|)/
√
2. The verification of (H4) is easy, since ΨS ≡ −1 ≤ u in
(BS+2 ∩ O) \ ΩS.
Now, we check that (H3) holds. On the one hand, if x ∈ ∂BS+2∩O and µdist(x,C ) ≥ 1,
we have ΨS(x) = φS(x) = 1 ≥ u(x), and therefore w(x) = u(x). On the other hand, for
x ∈ ∂BS+2 ∩ O with µdist(x,C ) ≤ 1, we have ΨS(x) = µdist(x,C ). By (4.4.1),
|u(y)− u(z)| ≤ µ|y − z| for every y, z ∈ BS+3,
and thus, by taking y = x and z ∈ C to be a point realizing dist(x,C ), we obtain that
u(x) = |u(x)| ≤ µ|x− z| = µdist(x,C ) = ΨS(x).
Thus, w(x) = u(x) and (H3) holds.
Finally, we verify (H5). Obviously, w is Lipschitz in BS+2 since it is the minimum
of two Lipschitz functions —with Lipschitz constants depending only on µ. From this it
follows that (4.4.4) also holds, for a large constant C depending on µ, at points where
dist(x,C ) ≤ 2/µ. Finally, assume that dist(x,C ) ≥ 2/µ. Then, by using the triangular
inequality and the definition of distance to the Simons cone, we have
|x− y| ≥ dist(x,C )− dist(y,C ) ≥ 12dist(x,C ).
From this and (H1), we readily deduce that (4.4.4) holds for a large constant C.
To estimate the energy of w in BS+2, it will be important to control the double integrals
in the nonlocal energy first in the set where |x−y| ≥ dS(x), and then in {|x−y| ≤ dS(x)},
where
dS(x) := min{dist(x, ∂BS+1), µdist(x,C )} for x ∈ BS .
A similar technicality was used by Savin and Valdinoci in [173] with the function dist(x, ∂BS+1),
and it is the key point to get (4.1.17). We can now establish the energy estimate of Theo-
rem 4.1.3.
Proof of Theorem 4.1.3. Take w constructed in Lemma 4.4.1 and extend it oddly through
C and then to coincide with u outside BS+2. Hence, since u is a doubly radial odd
minimizer in BR, and w an admissible competitor, E(u,BR) ≤ E(w,BR). Moreover, u ≡ w
in R2m \BS+2, and thus it follows that
E(u,BS+2) ≤ E(w,BS+2).
By the monotonicity of the energy E by inclusions we get
E(u,BS) ≤ E(w,BS+2).
Therefore, to obtain the desired result it remains to estimate E(w,BS+2).
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In the following inequalities, the letter C will be a constant depending only on m, γ,
λ, Λ, and ||G||C2([−1,1]). Recall that µ defined in (4.4.1) depends only on these quantities.
First, note that using the upper bound for the kernel K —(4.1.4)— and the change of














Now we estimate separately the potential and kinetic energies.
Estimate for the potential energy. Since, w = ±1 inBS+2\ΩS by (H4), −1 ≤ w ≤ 1






G(w) ≤ C|ΩS| ≤ CS2m−1.
Here we have used (4.4.3).




































=: I1 + I2 + I3.
Here (·)c denotes the complementary set. Now we control each term separately.









































= C|ΩS| ≤ C S2m−1.
We have used that w is Lipschitz in BS+3 —see (H5) and (4.4.1)— to bound the first
integral, while the second one is controlled using only that w is bounded, by (H1).
Next, we estimate I2. To do it, we first claim that, if |x− y| ≤ dS(x), then
|w(x)− w(y)| ≤ C
dS(x)
|x− y| (4.4.6)
for every x ∈ (BS \ ΩS) ∩ O and y ∈ BS+1 ∩ O. Recall that dS is defined as dS(x) =
min{dist(x, ∂BS+1), µdist(x,C )}, and therefore it suffices to show that
|w(x)− w(y)| ≤ Cdist(x,C ) |x− y|
167
for x ∈ BS ∩ O with µdist(x,C ) ≥ 1 and y ∈ BS+1 ∩ O (recall that C may depend on µ).
Now, if we assume that µdist(y,C ) ≥ 1, it follows that w(x) = w(y) = −1 and (4.4.6) is
trivially true. On the other hand, if we assume that µdist(y,C ) ≤ 1, then (4.4.6) follows
from (H5). Therefore, the claim is proved.
































Here we have used (4.4.6) to estimate the first term, while for the second one we have only
used that w is bounded, by (H1). The last integral for dS(x)−2γ will be bounded later on.
Next, we estimate I3. To do it, we first claim that if x ∈ (BS \ ΩS) ∩ O and y ∈
(BS+1∩O)c = I∪BcS+1, then |x−y| ≥ cdS(x) for some constant c > 0 depending only on µ.
Indeed, on the one hand it is clear that, if y ∈ BcS+1, then |x−y| ≥ dist(x, ∂BS+1) ≥ dS(x).
On the other hand, if y ∈ I, then |x− y| ≥ dist(x,C ) ≥ dS(x)/µ.














































We next control these two integrals.
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The first integral can be estimated by using spherical coordinates and the change τ =
r/(S + 1). Indeed,
ˆ
BS




(S + 1− r)2γ dr













C S2m−2γ if γ ∈ (0, 1/2),
C S2m−1 logS if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1).
To bound the second integral (note that it only appears in the proof when 1/µ ≤ S), we








Note that t is the signed distance to the cone (see Lemma 4.2 in [59]). Thus, still denoting
by BS the ball of radius S in R2,ˆ
BS∩{µdist(x,C )>1}
dist(x,C )−2γ dx ≤ C
ˆ ˆ
BS∩{s≥|t|>1/µ}














C S2m−2γ if γ ∈ (0, 1/2),
C S2m−1 logS if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1).
Using these two estimates, combined with (4.4.7) and (4.4.8), the desired result follows
by noticing that the term CS2m−1 in (4.4.7) is of lower order when γ ≤ 1/2.
4.5 Existence of saddle-shaped solutions: variational
method
In this section we establish the existence of saddle-shaped solutions to the integro-differential
Allen-Cahn equation. The proof is based on the direct method of the calculus of variations,
and it uses most of the results appearing in the previous sections.
Proof of Theorem 4.1.4. Since E(w,BR) is bounded from below —by 0—, we can take
a minimizing sequence in H̃K0, odd(BR), that we call u
j
R with j ∈ Z+. Note that, by
Lemma 4.3.3 we can assume that −1 ≤ ujR ≤ 1 and that u
j
R ≥ 0 in O and u
j
R ≤ 0 in
I.
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E(ujR, BR) ≤ C
for a constant C that does not depend on j. Therefore, by combining this with the
fractional Poincaré inequality (recall that ujR ≡ 0 in R2m \ BR) we get that the sequence
{ujR} is bounded in Hγ(BR). Hence, by the compact embedding Hγ(BR) ⊂⊂ L2(BR) (see
[3] and Theorem 7.1 of [92]), there exists a subsequence, still denoted by ujR, that converges
to some doubly radial uR ∈ L2(BR), and thus, a.e. in BR. By Fatou’s lemma, we have
E(uR, BR) ≤ lim inf
j→∞
E(ujR, BR) = inf
{
E(w,BR) : w ∈ H̃K0, odd(BR)
}
.
Therefore, uR ∈ H̃K(BR). In addition, uR(x) = −uR(x?) for every x ∈ R2m, and uR ≡ 0
in R2m \ BR. Thus, uR is a minimizer of E(·, BR) in H̃K0, odd(BR). Moreover, it satisfies
−1 ≤ uR ≤ 1 in BR and uR ≥ 0 in O. As a consequence, by Proposition 4.3.4 and the
regularity for operators in LK (see Remark 4.3.5), we have that uR is a classical solution
to {
LKuR = f(uR) in BR ,
uR = 0 in R2m \BR.
The next step is to pass to the limit in R to obtain a solution in R2m. This is done
using a compactness argument. Let S > 0 and consider the family {uR}, for R > S + 1,
of solutions to LKuR = f(uR) in BS. Note first that, if w solves LKw = f(w) in Bρ and
|w| ≤ 1 in R2m with f ∈ Cα([−1, 1]) for some α > 0, the combination of the estimates
(4.3.6) and (4.3.9) yields
||w||C2γ+ε(Bρ/8) ≤ C
(
n, γ, λ, Λ, ||f ||Cα([−1,1])
)
.
for some ε > 0. By applying this to uR in balls of radius ρ = 1 and centered at points
in BS, we obtain a uniform C2γ+ε(BS) bound for uR. By the Arzelà-Ascoli theorem, as
R → +∞, a subsequence of {uR} converges in C2γ+ε/2(BS) to a (pointwise) solution in
BS. Taking now S = 1, 2, 3, . . . and using a diagonal argument, we obtain a sequence uRj
converging uniformly on compacts in the C2γ+ε/2 norm to a solution u ∈ C2γ+ε/2(R2m) of
(4.1.1).
Therefore, we have obtained a solution u to LKu = f(u) in R2m which is doubly radial.
Furthermore, u is odd with respect to the Simons cone C , i.e., u(x) = −u(x?) for x ∈ R2m,
and 0 ≤ u ≤ 1 in O.
Finally, we show that 0 < u < 1 in O. This will ensure that u is a saddle-shaped
solution. First, note that |u| < 1 by the usual strong maximum principle (since u vanishes
at C and is continuous, we have u 6≡ 1 and u 6≡ −1 in R2m). Let us show now that u 6≡ 0.
To do this, we use the energy estimate of Theorem 4.1.3. That is, if we consider uR the
minimizer of E(·, BR) with R > 8, we have
E(uR, BS) ≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−2γ logS if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1),
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for every 2 < S < R−5 and with a constant C independent of R and S. By letting R→∞
we obtain the same estimate for u. By contradiction, assume u ≡ 0. Then, the previous
estimate leads to
cmG(0)S2m = E(0, BS) ≤

C S2m−2γ if γ ∈ (0, 1/2),
C S2m−2γ logS if γ = 1/2,
C S2m−1 if γ ∈ (1/2, 1),
and, since G(0) > 0, this is a contradiction for S large enough. Therefore, u 6≡ 0 and the
strong maximum principle for odd functions (see Proposition 4.1.2) yields that u > 0 in
O.
4.6 Appendix: Some auxiliary results on convex func-
tions
In this appendix we present some auxiliary results concerning convex functions. The main
result, used in the proof of Theorem 4.1.1, is the following.
Proposition 4.6.1. Let K : (0,+∞) → (0,+∞) be a measurable function. Then, the
following statements are equivalent:
i) K(
√
·) is strictly convex in (0,+∞).
ii) For every positive constants c1 and c2, the function g : (0, 1/c2)→ R defined by
g(z) := K(c1
√




g(A) + g(D) ≥ g(B) + g(C) (4.6.2)
whenever A, B, C, and D belong to (0, 1/c2) and satisfy
A = max{A, B, C, D} and A+D ≥ B + C.
In addition, still assuming A = max{A, B, C, D} and A + D ≥ B + C, equality
holds in (4.6.2) if and only if the sets {A,D} and {B,C} coincide.
To prove this proposition, we need a lemma on convex functions.
Lemma 4.6.2. Let 0 < M ≤ +∞ and let h : (0,M) → R be a measurable nondecreasing
function. Then, the following statements are equivalent.
(a) h is convex in (0,M).
(b) For every 0 ≤ L ≤ 2M , the function hL(x) := h(x)+h(L−x) is convex in (max{L−
M, 0},min{L,M}).
(c) For every A, B, C, D in the interval (0,M) such that
A = max{A, B, C, D} and A+D ≥ B + C ,
it holds
h(A) + h(D) ≥ h(B) + h(C) . (4.6.3)
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Proof. (a) ⇒ (c). Since B and C are interchangeable and h is nondecreasing, we may
assume that A ≥ B ≥ C ≥ D. Now, let MC be the maximum slope of the supporting lines
of h at C, and let mB be the minimum slope of the supporting lines of h at B. By the
convexity and monotonicity of h, it holds mB ≥MC ≥ 0 and also
h(x) ≥ h(B) +mB(x−B) and h(x) ≥ h(C) +MC(x− C)
for every x ∈ (0,M).
Hence, since A−B ≥ C −D ≥ 0, we have
h(A)− h(B) ≥ mB(A−B) ≥MC(C −D) ≥ h(C)− h(D) .
(c)⇒ (b). Let x, y ∈ (max{L−M, 0},min{L,M}) and assume that x > y. By taking








Similarly, by taking A = L− y, B = C = L− (x+ y)/2, and D = L− x in (4.6.2), we get














(b)⇒ (a). Let x0, y0 ∈ (0,M) and choose L = x0 + y0 ≤ 2M . By (b) we have













for every x and y in the interval (max{L −M, 0},min{L,M}). By choosing x = x0 and
y = y0 we obtain






Remark 4.6.3. We can replace convexity by strict convexity in (a) and (b), and then the
inequality in (4.6.3) is strict unless the sets {A,D} and {B,C} coincide.
Remark 4.6.4. Note that the function hL is even with respect to L/2. Thus, if it is convex,
it is nondecreasing in (L/2,min{L,M}).
Remark 4.6.5. The assumption of h being nondecreasing is only used to deduce (c) from
(a). It is not required to show the equivalence between (a) and (b), neither to deduce (a)
from (c).
With this result available we can show now Proposition 4.6.1
Proof. i) ⇒ ii) We take M = +∞ and h(·) = K(
√
·) in Lemma 4.6.2. Since h is strictly
convex, the function hL is strictly convex in (0, L) for every L > 0 (recall that we do
not need to assume that h is monotone to deduce this, see Remark 4.6.5). Moreover, by
Remark 4.6.4, hL is nondecreasing in (L/2, L). Thus, the function φ(·) = hL(· + L/2)
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is strictly convex in (−L/2, L/2) and nondecreasing in (0, L/2). If we choose L = 2c21,
we have that φ((L/2)c2·) = g(·), where g is defined by (4.6.1). Therefore, g is strictly
convex in (−1/c2, 1/c2) and nondecreasing in (0, 1/c2). Thus, the result follows by applying
Lemma 4.6.2 to g in (0, 1/c2) (taking into account Remark 4.6.3).
ii) ⇒ i) By Lemma 4.6.2 applied to g we deduce that g is strictly convex and non-
decreasing in (0, 1/c2) —take C = D to see that g is monotone. Thus, since g is even
and nondecreasing, g is strictly convex in (−1/c2, 1/c2) and ϕ(·) = g(·/(c21c2)) is strictly
convex in (−c21, c21). Hence, if we call h(·) := K(
√
·) and L := 2c21, we have that ϕ(·− c21) =
h(·) + h(L − ·) =: hL(·), and thus hL is strictly convex in (0, L). Note that since c1 > 0
is arbitrary, hL is strictly convex in (0, L) for all L > 0. Therefore, by Lemma 4.6.2, with
M = +∞, we conclude that h(·) = K(
√
·) is strictly convex in (0,+∞).
4.7 Appendix: An auxiliary computation
In this appendix we present an auxiliary computation that is needed in Section 4.2 in order
to complete the proof of Proposition 4.2.4.
Lemma 4.7.1. Let α, β be two real numbers satisfying α ≥ |β|. Let x = (x′, x′′), y =
(y′, y′′) ∈ O ⊂ R2m. Define
A = |x′||y′|α + |x′′||y′′|β , B = |x′||y′′|α + |x′′||y′|β ,
C = |x′′||y′|α + |x′||y′′|β , D = |x′′||y′′|α + |x′||y′|β .
Then,
1. It holds |A| ≥ |B|, |A| ≥ |C|, |A| ≥ |D| ,|A|+ |D| ≥ |B|+ |C| .
2. If the sets {|A|, |D|} and {|B|, |C|} coincide, then necessarily α = β = 0.
Proof. The proof is elementary but requires to check some cases. In all of them we will
use the following inequalities. Since α ≥ |β|,
α ≥ 0 and − α ≤ β ≤ α .
Moreover, since x, y ∈ O, it holds
|x′| > |x′′| and |y′| > |y′′| .
We start establishing the first statement. We show next that A ≥ 0 and that
A ≥ |B|, A ≥ |C|, A ≥ |D| .
• A ≥ 0:
A = |x′||y′|α + |x′′||y′′|β ≥ (|x′||y′| − |x′′||y′′|)α ≥ 0 .
• A ≥ |B|:
A±B = (|x′|α− |x′′|β)(|y′| ± |y′′|) ≥ 0 .
• A ≥ |C|:
A± C = (|y′|α− |y′′|β)(|x′| ± |x′′|) ≥ 0 .
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• A ≥ |D|:
A±D = (|x′||y′| ± |x′′||y′′|)(α± β) ≥ 0 .
It remains to show
A+ |D| ≥ |B|+ |C| .
The proof of this fact is just a computation considering all the eight possible configurations
of the signs of B, C, and D. Since the roles of B and C are completely interchangeable,
we may assume that B ≥ C and we only need to check six cases. To do it, note first that
A+D −B − C = (|x′| − |x′′|)(|y′| − |y′′|)(α + β) ≥ 0 , (4.7.1)
A−D −B + C = (|x′|+ |x′′|)(|y′| − |y′′|)(α− β) ≥ 0 , (4.7.2)
and
A+D +B + C = (|x′|+ |x′′|)(|y′|+ |y′′|)(α + β) ≥ 0 , (4.7.3)
With these three relations at hand we check the six cases.
• If B ≥ 0, C ≥ 0, and D ≥ 0, then by (4.7.1) we have
A+ |D| − |B| − |C| = A+D −B − C ≥ 0 .
• If B ≥ 0, C ≥ 0, and D ≤ 0, we use the sign of D and (4.7.1) to see that
A+ |D| − |B| − |C| = A−D −B − C = (A+D −B − C) + (−2D) ≥ 0 .
• If B ≥ 0, C ≤ 0, and D ≥ 0, we use the sign of D and (4.7.2) to see that
A+ |D| − |B| − |C| = A+D −B + C = (A−D −B + C) + 2D ≥ 0 .
• If B ≥ 0, C ≤ 0, and D ≤ 0, then by (4.7.2) we have
A+ |D| − |B| − |C| = A−D −B + C ≥ 0 .
• If B ≤ 0, C ≤ 0, and D ≥ 0, then by (4.7.3) we have
A+ |D| − |B| − |C| = A+D +B + C ≥ 0 .
• If B ≤ 0, C ≤ 0, and D ≤ 0, we use the sign of D and (4.7.3) to see that
A+ |D| − |B| − |C| = A−D +B + C = (A+D +B + C) + (−2D) ≥ 0 .
This concludes the proof of the first statement.
We prove now the second point of the lemma. Since the roles of B and C are completely
interchangeable, we only need to show the result in the case |A| = |B| and |C| = |D|.
Recall that A ≥ 0. Hence, since A = |B| and |C| = |D|, a simple computation shows
that
α = sign(B) |x
′′|
|x′|




Hence, combining both equalities we obtain




Finally, if we assume α 6= 0, then necessarily sign(B) sign(C) sign(D) = 1 and |x′| = |x′′|,
but this is a contradiction with x ∈ O. Therefore, α = 0 and thus β = 0.
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4.8 Appendix: The integro-differential operator LK in
the (s, t) variables
The goal of this appendix is to take advantage of the doubly radial symmetry of the
functions we are dealing with to write equation (4.1.1) in (s, t) variables, passing from an
equation in R2m to an equation in (0,+∞) × (0,+∞) ⊂ R2. Although we do not use
these computations in this chapter, we include them here to show the usefulness of having
introduced the K kernel obtained after integration with respect to the Haar measure on
O(m)2. Moreover, the following expressions could be useful for future reference. In the case
of the fractional Laplacian, the kernel that we obtain involves essentially an hypergeometric
function which is the so-called Appell function F2 (see [12] for its definition).
Lemma 4.8.1. Let m ≥ 1, γ ∈ (0, 1), and let w ∈ Cα(R2m), with α > 2γ, be a doubly
radial function, i.e., depending only on the variables s and t. Let LK be a rotation invariant
operator, that is, K(z) = K(|z|), of the form (4.1.2). Then, if we define w̃ : (0,+∞) ×
(0,+∞)→ R by w̃(s, t) = w(s, 0, ..., 0, t, 0, ..., 0), it holds









w̃(s, t)− w̃(σ, τ)
)
J(s, t, σ, τ) dσ dτ ,
where:
1. If m = 1,







s2 + t2 + σ2 + τ 2 − 2sσ(−1)i − 2tτ(−1)j
)
. (4.8.1)
2. If m ≥ 2,












s2 + t2 + σ2 + τ 2 − 2sσθ − 2tτθ
)






Proof. Let x = (sxs, txt) with xs, xt ∈ Sm−1 and y = (σyσ, τyτ ) with yσ, yτ ∈ Sm−1. Then,





























Now, we define the kernel







|sxs − σyσ|2 + |txt − τyτ |2
)
dyσ dyτ . (4.8.3)
First of all, it is easy to see that J does not depend on xs nor xt. Indeed, consider a
different point (zs, zt) ∈ Sm−1×Sm−1 and letMs andMt be two orthogonal transformations
such thatMs(xs) = zs andMt(xt) = zt. Then, making the change of variables yσ = Ms(ỹσ)
and yτ = Mt(ỹτ ), and using that Ms(Sm−1) = Mt(Sm−1) = Sm−1, we find out that






































|sxs − σỹσ|2 + |txt − τ ỹτ |2
)
dỹσ dỹτ
= J(xs, xt, s, t, σ, τ) .
Therefore, we can replace xs and xt in (4.8.3) by e = (1, 0, . . . , 0) ∈ Sm−1. Thus, we
have







|se− σyσ|2 + |te− τyτ |2
)
dyσ dyτ .
For an easier notation, we rename ω = yσ and ω̃ = yτ , and thus we have
|se− σyσ|2 + |te− τyτ |2 = |se− σω|2 + |te− τ ω̃|2
= s2 + σ2 − 2sσe · ω + t2 + τ 2 − 2tτe · ω̃
= s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω̃1 .
Then, we can rewrite J as







s2 + σ2 − 2sσω1 + t2 + τ 2 − 2tτ ω̃1
)
dω dω̃ .
At this point we have to distinguish the cases m = 1 and m ≥ 2. For the first one, since
S0 = {−1, 1} we directly obtain (4.8.1). For the second one, since the integrand only
depends on ω1 and ω̃1, defining ρ(·) =
√
1− | · |2 we proceed as follows






















dω̃2 · · · dω̃m
K
(√














Finally, we obtain (4.8.2) once we replace |∂Bρ(·)| = cm ρ(·)m−2 = cm(1 − | · |2)
m−2
2 , where
cm is the measure of the boundary of the unitary ball in Rm−1.
If the operator LK is the fractional Laplacian, the previous expression of the kernel
J can be rewritten in terms of a hypergeometric function of two variables, the so-called
Appell function F2 (see [12]). This expression does not simplify any of the arguments of
this chapter. Nevertheless, we think that it is worthy to point out the relation between J
and F2, since the known properties of the last one could provide some information about
the kernel J .
Lemma 4.8.2. Let F2 be the Appell hypergeometric function defined in [12]. If LK =
(−∆)γ and m ≥ 2, then


























[(s+ σ)2 + (t+ τ)2]m+γ .
(4.8.4)
Proof. If we take K(z) = c2m,γ|z|−2m−2γ in (4.8.2) we get





(1− θ2)m−22 (1− θ2)m−22
(s2 + t2 + σ2 + τ 2 − 2sσθ − 2tτθ)m+γ
dθ dθ .
Then, if we make the change of variables θ = 2$1 − 1 and θ = 2$2 − 1 we arrive at
J(s, t, σ, τ) = c2m,γ2
2m−4c2m



































(s+ σ)2 + (t+ τ)2 ,
4tτ
(s+ σ)2 + (t+ τ)2
)
.
We finally obtain (4.8.4) by using the duplication formula for the Γ-function.
To conclude the appendix, we rewrite the kernel inequality (4.1.13) in (s, t) variables
and in terms of the kernel J . We do not present a proof of this result since it is identical
to the one of Proposition 4.2.4 but changing the notation.
Lemma 4.8.3. Let m ≥ 1 and let J the kernel defined in (4.8.1)-(4.8.2) with K(
√
·) strictly
convex. Then, if s > t and σ > τ , we have





equations, II: one-dimensional and
saddle-shaped solutions to the
Allen-Cahn equation
This chapter, which corresponds to [112] in collaboration with T. Sanz-Perela, addresses
saddle-shaped solutions to the semilinear equation LKu = f(u) in R2m, where LK is a
linear elliptic integro-differential operator with a radially symmetric kernel K, and f is
of Allen-Cahn type. Saddle-shaped solutions are doubly radial, odd with respect to the
Simons cone {(x′, x′′) ∈ Rm × Rm : |x′| = |x′′|}, and vanish only in this set.
We establish the uniqueness and the asymptotic behavior of the saddle-shaped solu-
tion. For this, we prove a Liouville type result, the one-dimensional symmetry of positive
solutions to semilinear problems in a half-space, and maximum principles in “narrow” sets.
The existence of the solution was already proved in Chapter 4.
5.1 Introduction
In this chapter we study saddle-shaped solutions to the semilinear equation
LKu = f(u) in R2m, (5.1.1)
where LK is a linear integro-differential operator of the form (5.1.2) and f is of Allen-Cahn
type. These solutions (see Definition 5.1.1 below) are particularly interesting in relation to
the nonlocal version of a conjecture by De Giorgi, with the aim of finding a counterexample
in high dimensions. Moreover, this problem is related to the regularity theory of nonlocal
minimal surfaces (see Subsection 5.1.3).
Previous to our results from Chapter 4 and the present one, there are only three works
devoted to saddle-shaped solutions to the equation (5.1.1) with LK being the fractional
Laplacian. In [75, 76], Cinti proved the existence of a saddle-shaped solution as well as
some qualitative properties, such as asymptotic behavior, monotonicity properties, and
instability in even dimensions 2m ≤ 6. In Chapter 3, further properties of these solutions
were proved, the main ones being uniqueness and, when 2m ≥ 14, stability. The possible
stability in dimensions 8, 10, and 12 is still an open problem, as well as the possible
minimality of this solution in dimensions 2m ≥ 8. Concerning saddle-shaped solutions to
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the classical Allen-Cahn equation −∆u = f(u), the same results are established; see [46]
and the references therein. The stability of the saddle-shaped solution to −∆u = u − u3
in dimensions n = 8, 10, and 12 has been recently announced [147].
The present chapter together with the previous one are the first works in the litera-
ture studying saddle-shaped solutions for general integro-differential equations of the form
(5.1.1). In the previous ones [75, 76, 111], the extension problem for the fractional Laplacian
was a key tool. Since this technique cannot be carried out for general integro-differential
operators, some purely nonlocal techniques were developed in Chapter 4 and we exploit
them in the present one.
In part I, we established an appropriate setting to study solutions to (5.1.1) that are
doubly radial and odd with respect to the Simons cone, a property that is satisfied by
saddle-shaped solutions (see Subsection 5.1.1). We found an alternative and useful expres-
sion for the operator LK when acting on doubly radial odd functions —see (5.1.5). This
was used to establish maximum principles for odd functions under a convexity assumption
on the kernel K of the operator LK —see (5.1.8). Moreover, we proved an energy estimate
for doubly radial and odd minimizers of the energy associated to the equation, as well as
the existence of saddle-shaped solutions to (5.1.1).
In the current chapter, we further study saddle-shaped solutions to (5.1.1), by proving
their uniqueness and asymptotic behavior. To establish the uniqueness (Theorem 5.1.2)
we use a maximum principle for the linearized operator LK − f ′(u) (Proposition 5.1.4).
To prove the asymptotic behavior (Theorem 5.1.3), we use two ingredients: a Liouville
type theorem (Theorem 5.1.5) and a one-dimensional symmetry result (Theorem 5.1.6),
both for semilinear equations of the form (5.1.1) under some hypotheses on f . The first of
these results is obtained by adapting the ideas of Berestycki, Hamel, and Nadirashvili [29]
to the nonlocal framework, and requires a Harnack inequality and a parabolic maximum
principle. The second one requires the sliding method and the moving planes argument,
extended to a general integro-differential setting.
In addition to the previous results, in this chapter we establish further properties of
the so-called layer solution u0 (see Section 5.5). We also include an alternative proof of
the existence of the saddle-shaped solution using the monotone iteration method (as an
alternative to the proof in Chapter 4 where we used variational techniques).







K(x− y) dy. (5.1.2)
The most canonical example of such operators is the fractional Laplacian, which corre-
sponds to the kernel K(z) = cn,γ|z|−n−2γ, where γ ∈ (0, 1) and cn,γ is a normalizing posi-
tive constant —see (5.5.2). Note that some of the results in this chapter are new even for
the fractional Laplacian (namely Proposition 5.1.4 and the statement on odd solutions of
Theorem 5.1.6), while others are only proved in the literature using the extension problem
(in contrast with our proofs).
Throughout the chapter, we assume that K is symmetric, i.e.,
K(z) = K(−z), (5.1.3)








where λ and Λ are two positive constants. Conditions (5.1.3) and (5.1.4) are frequently
adopted since they yield Hölder regularity of solutions (see [162, 176]). The family of linear
operators satisfying these two conditions is the so-called L0(n, γ, λ,Λ) ellipticity class. For
short we will usually write L0 and we will make explicit the parameters only when needed.
When dealing with doubly radial functions we will assume that the operator LK is
rotation invariant, that is, K is radially symmetric. This extra assumption allows us to
rewrite the operator in a suitable form when acting on doubly radial odd functions, as
explained next.
5.1.1 Integro-differential setting for odd functions with respect
to the Simons cone
In this subsection we present the basic definitions and terminology used along the chapter.
We also recall the setting established in Chapter 4.




x = (x′, x′′) ∈ Rm × Rm = R2m : |x′| = |x′′|
}
.
This cone is of importance in the theory of (local and nonlocal) minimal surfaces (see
Subsection 5.1.3). We will use the letters O and I to denote each of the parts in which
R2m is divided by the cone C :
O :=
{




x = (x′, x′′) ∈ R2m : |x′| < |x′′|
}
.
Both O and I belong to a family of sets in R2m which are called of double revolution.
These are sets that are invariant under orthogonal transformations in the first m variables,
as well as under orthogonal transformations in the lastm variables. Related to this concept,
we say that a function w : R2m → R is doubly radial if it depends only on the modulus of
the first m variables and on the modulus of the last m ones, i.e., w(x) = w(|x′|, |x′′|).
We recall now the definition of (·)?, an isometry that played a significant role in part I.
It is defined by
(·)? : R2m = Rm × Rm → R2m = Rm × Rm
x = (x′, x′′) 7→ x? = (x′′, x′) .
Note that this isometry is actually an involution that maps O into I (and vice versa)
and leaves the cone C invariant —although not all points in C are fixed points of (·)?,
for instance, x = (1, 0, . . . , 0, 1). Taking into account this transformation, we say that a
doubly radial function w is odd with respect to the Simons cone if w(x) = −w(x?).
Now we can define saddle-shaped solutions.
Definition 5.1.1. We say that a bounded solution u to (5.1.1) is a saddle-shaped solution
(or simply saddle solution) if
1. u is doubly radial.
2. u is odd with respect to the Simons cone.
3. u > 0 in O = {|x′| > |x′′|}.
Note that these solutions are even with respect to the coordinate axes and that their
zero level set is the Simons cone C = {|x′| = |x′′|}.
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In part I, we developed a purely nonlocal theory regarding the integro-differential op-
erator LK when acting on odd solutions with respect to the Simons cone. First, recall that








K(x, y) dy ,




K(|Rx− y|) dR .
Here, dR denotes integration with respect to the Haar measure on O(m)2, where O(m) is
the orthogonal group of Rm. It is important to notice that, in contrast with K = K(x−y),
the kernel K is no longer translation invariant (i.e., it is a function of x and y but not of
the difference x− y).
If we consider doubly radial functions that are, in addition, odd with respect to the



















K(x, y?) dy ≤ Cdist(x,C )−2γ, (5.1.6)
with C > 0 depending only on m, γ, λ, and Λ.
Note that the expression (5.1.5) has an integro-differential part plus a term of order
zero with a positive coefficient. Thus, the most natural assumption to make in order to
have an elliptic operator (when acting on doubly radial odd functions) is that the kernel
of the integro-differential term is positive. That is,
K(x, y)−K(x, y?) > 0 for every x, y ∈ O . (5.1.7)
One of the main results in part I established a necessary and sufficient condition on the
original kernel K for LK to have a positive kernel when acting on doubly radial odd
functions. It turns to be
K(
√
τ) is a strictly convex function of τ . (5.1.8)
The positivity of the kernel of LK when acting on doubly-radial odd functions was
crucial in order to obtain the existence of the saddle-shaped solution. As we will see, it is
essential as well to establish the uniqueness. Therefore, (5.1.8) will be a key assumption
in some of our results.
5.1.2 Main results
Through all the chapter we will assume that f , the nonlinearity in (5.1.1), is a C1 function
satisfying
f is odd, f(±1) = 0, and f is strictly concave in (0, 1). (5.1.9)
It is easy to see that these properties yield f > 0 in (0, 1), f ′(0) > 0 and f ′(±1) < 0.
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In some statements in this chapter, we will denote by L1γ(Rn) the space of measurable
functions w satisfying ˆ
Rn
|w(x)|
1 + |x|n+2γ dx < +∞ .
This regularity will be required on a function w (in addition to Cα Hölder continuity, with
α > 2γ) to ensure that LKw is well-defined.
The first main result of this chapter concerns uniqueness of saddle-shaped solution.
Theorem 5.1.2. Let f satisfy (5.1.9). Let K be a radially symmetric kernel satisfying the
convexity assumption (5.1.8) and such that LK ∈ L0(2m, γ, λ,Λ). Then, for every even
dimension 2m ≥ 2, there exists a unique saddle-shaped solution u to (5.1.1). In addition,
u satisfies |u| < 1 in R2m.
To establish the uniqueness of the saddle-shaped solution we will need two ingredients:
the asymptotic behavior of saddle-shaped solutions and a maximum principle for the lin-
earized operator in O. Both results will be described below. The existence of saddle-shaped
solutions was already proved in Chapter 4 using variational techniques. Here, we show that
it can also be established using, instead, the monotone iteration procedure. Let us remark
that, in both methods, having the convexity assumption (5.1.8) is crucial.
The second main result of this chapter is Theorem 5.1.3 below, on the asymptotic
behavior of a saddle-shaped solution at infinity. To state it, let us introduce an important
type of solutions in the study of the integro-differential Allen-Cahn equation: the layer
solutions.
We say that a solution v to LKv = f(v) in Rn is a layer solution if v is increasing in one
direction, say e ∈ Sn−1, and v(x) → ±1 as x · e → ±∞ (not necessarily uniform). When
n = 1, a result of Cozzi and Passalacqua (Theorem 1 in [83]) establishes the existence and
uniqueness (up to translations) of a layer solution. In addition, this solution is odd with
respect to some point. They assume the kernel to be in the ellipticity class L0(1, γ, λ,Λ)
and the nonlinearity satisfying (5.1.9). In the case of the fractional Laplacian this result
was proved in [58, 57] using the extension problem.




K (θ, τ) dθ = |τ |n−1
ˆ
Rn−1
K (τσ, τ) dσ.
Then, we denote by u0 the (unique) layer solution in R associated to LK1 that vanishes at
the origin. That is, 
LK1u0 = f(u0) in R ,
u̇0 > 0 in R ,





This solution will play an important role to establish the asymptotic behavior of saddle-







will describe the asymptotic behavior of saddle solutions at infinity. Note that (|x′| −
|x′′|)/
√
2 is the signed distance to the Simons cone (see Lemma 4.2 in [60]). Therefore,
183
the function U consists of “copies” of the layer solution u0 centered at each point of the
Simons cone and oriented in the normal direction to the cone.
The precise statement on the asymptotic behavior of saddle-shaped solutions at infinity
is the following.
Theorem 5.1.3. Let f ∈ C2(R) satisfy (5.1.9). Let K be a radially symmetric kernel
satisfying the convexity assumption (5.1.8) and such that LK ∈ L0(2m, γ, λ,Λ). Let u be a
saddle-shaped solution to (5.1.1) and let U be the function defined by (5.1.11). Then,





Let us now describe some of the main ingredients that are used to prove Theorems 5.1.2
and 5.1.3. Concerning the uniqueness of the saddle-shaped solution, besides the asymptotic
behavior described in Theorem 5.1.3 we also need the following maximum principle in O
for the linearized operator LK − f ′(u).
Proposition 5.1.4. Let Ω ⊂ O be an open set (not necessarily bounded) and let K be a
radially symmetric kernel satisfying the convexity assumption (5.1.8) and such that LK ∈
L0(2m, γ, λ,Λ). Let u be a saddle-shaped solution to (5.1.1), and let v ∈ L1γ(R2m) be a
doubly radial function which is Cα in Ω and continuous up to the boundary, for some
α > 2γ. Assume that v satisfies
LKv − f ′(u)v − c(x)v ≤ 0 in Ω ,
v ≤ 0 in O \ Ω ,
−v(x?) = v(x) in R2m,
lim sup
x∈Ω, |x|→∞
v(x) ≤ 0 ,
with c ≤ 0 in Ω. Then, v ≤ 0 in Ω.
To establish it, the key tool is to use a maximum principle in “narrow” sets, also
proved in Section 5.6. Our proof of this result is much simpler than that of the analogue
maximum principle for the classical Laplacian. This is an example of how the nonlocality
of the operator can make some arguments easier and less technical (informally speaking,
the reason would be that LK “sees more”, or “further”, than the Laplacian). It is also
interesting to notice that the proof of Proposition 5.1.4 is by far simpler than the one
using the extension problem in the case of the fractional Laplacian (Proposition 3.1.4). In
the proof, the positivity condition (5.1.7) —guaranteed by the convexity of the kernel— is
crucial, together with the bounds (5.1.6).
Regarding the proof of Theorem 5.1.3, to establish the asymptotic behavior of saddle-
shaped solutions we use a compactness argument as in [60, 75, 76], together with two
important results presented next and established in Section 5.4. The first one, Theo-
rem 5.1.5, is a Liouville type principle for nonnegative solutions to a semilinear equation
in the whole space. This result, in contrast with the previous ones, does not require the
kernel K to be radially symmetric, but only to satisfy (5.1.3) and (5.1.4).
Theorem 5.1.5. Let LK ∈ L0(n, γ, λ,Λ) and let v be a bounded solution to{
LKv = f(v) in Rn ,
v ≥ 0 in Rn , (5.1.12)
with a nonlinearity f ∈ C1 satisfying
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• f(0) = f(1) = 0,
• f ′(0) > 0,
• f > 0 in (0, 1), and f < 0 in (1,+∞).
Then, v ≡ 0 or v ≡ 1.
Similar classification results have been proved for the fractional Laplacian in [72, 145]
(either using the extension problem or not) with the method of moving spheres, which uses
crucially the scale invariance of the operator (−∆)γ. To the best of our knowledge, there
is no similar result available in the literature for general kernels in the ellipticity class L0
(which are not necessarily scale invariant). Thus, we present here a proof based on the
techniques introduced by Berestycki, Hamel, and Nadirashvili [29] for the local equation
with the classical Laplacian. It relies on a maximum principle for a nonlinear heat equation,
the translation invariance of the operator, a Harnack inequality, and a stability argument.
The second ingredient needed to prove the asymptotic behavior of saddle-shaped solu-
tions is a symmetry result for equations in a half-space, stated next. Here and in the rest
of the chapter we use the notation Rn+ = {(xH , xn) ∈ Rn−1 × R : xn > 0}.
Theorem 5.1.6. Let LK ∈ L0(n, γ, λ,Λ) and let v be a bounded solution to one of the
following two problems: either to
LKv = f(v) in Rn+,
v > 0 in Rn+,
v(xH , xn) = −v(xH ,−xn) in Rn,
(P1)
or to 
LKv = f(v) in Rn+,
v > 0 in Rn+,
v = 0 in Rn \ Rn+.
(P2)
Assume that, in Rn+, the kernel K of the operator LK is decreasing in the direction of xn,
i.e., it satisfies
K(xH − yH , xn − yn) ≥ K(xH − yH , xn + yn) for all x, y ∈ Rn+.
Suppose that f ∈ C1 and
• f(0) = f(1) = 0,
• f ′(0) > 0, and f ′(τ) ≤ 0 for all τ ∈ [1− δ, 1] for some δ > 0,
• f > 0 in (0, 1), and
• f is odd in the case of (P1).
Then, v depends only on xn and it is increasing in this direction.
The result for (P2) has been proved for the fractional Laplacian under some assumptions
on f (weaker than the ones in Theorem 5.1.6) in [161, 98, 20, 21, 107]. Instead, no result
was available for general integro-differential operators. To the best of our knowledge,
problem (P1) on odd solutions with respect to a hyperplane has not been treated even for
the fractional Laplacian. In our case, the fact that f is of Allen-Cahn type allows us to
use rather simple arguments that work for both problems (P1) and (P2) —moving planes
and sliding methods, similarly as done in [98]. Moreover, the fact that the kernel of the
operator is | · |−n−2γ or a general K satisfying uniform ellipticity bounds does not affect
significantly the proof. Although (P2) will not be used in this chapter, we include it here
for future reference since the proof for this problem is analogous to the one for (P1).
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5.1.3 Saddle-shaped solutions in the context of a conjecture by
De Giorgi and the theory of nonlocal minimal surfaces
To conclude this introduction, let us make some comments on the importance of problem
(5.1.1) and its relation with the theory of (classical and nonlocal) minimal surfaces and a
famous conjecture raised by De Giorgi.
A main open problem (even in the local case) is to determine whether the saddle-shaped
solution is a minimizer of the energy functional associated to the equation, depending on
the dimension 2m. This question is deeply related to the regularity theory of local and
nonlocal minimal surfaces, as explained next.
It is well-known that, for powers γ ∈ [1/2, 1], the rescaled energy functionals associated
to the equation (−∆)γu = f(u) Γ-converge to the classical perimeter functional (see [5,
127]), while in the case γ ∈ (0, 1/2), they Γ-converge to the fractional perimeter functional
(see [170]). Thus, a blow-down sequence of minimizers of the Allen-Cahn energy converges
to the characteristic function of a set whose classical or fractional perimeter (depending on
the power γ) is minimal.
In the recent years there has been an increasing interest in developing a regularity
theory for nonlocal minimal surfaces, although very few results are known for the moment.
It is beyond the scope of this work to describe all of them in detail, and we refer the
interested reader to [81, 43] and the references therein. Let us just make some comments
on the scarce available results concerning the possible minimality of the Simons cone as a
nonlocal minimal surface, since this is connected to our work on saddle-shaped solutions.
Note first that, due to all its symmetries, it is easy to check that the Simons cone C is
stationary for the fractional perimeter. If 2m = 2, a purely geometric argument shows that
it cannot be a minimizer (see [189]). Note indeed that in [171] Savin and Valdinoci proved
that all minimizing nonlocal minimal cones in R2 are flat, and that dimension 2 is the only
one where a complete classification of minimizing nonlocal minimal cones is available. In
higher dimensions, the only available results regarding the possible minimality of C appear
in [86] and in our paper [111] (Chapter 3), but they concern stability, a weaker property
than minimality.
In [86], Dávila, del Pino, and Wei found a very interesting characterization of the stabil-
ity of the Simons cone. It consists of an inequality involving two hypergeometric constants
which depend only on γ and the dimension. This inequality is checked numerically in [86],
finding that, in dimensions 2m ≤ 6 and for γ close to zero, the Simons cone is not stable.
Numerics also show that the Simons cone should be stable in dimension 8 if γ is close to
zero. These two facts for small γ fit with the general belief that, in the fractional setting,
the Simons cone should be stable (and even a minimizer) in dimensions 2m ≥ 8 (as in the
local case), probably for all γ ∈ (0, 1/2), though this is still an open problem.
In contrast with the numeric computations in [86], our arguments in [111] (Chapter 3)
establishing the stability of C in dimensions 2m ≥ 14 are the first analytical proof of
a stability result for the Simons cone in any dimension (in the nonlocal setting). Our
approach, which is completely different from theirs, relies on establishing the stability of
the saddle-shaped solution and using that this property is preserved along a blow-down
limit. This shows that the saddle-shaped solution does not only have its interest in the
context of the Allen-Cahn equation, but it can also provide strategies to prove stability
and minimality results in the theory of nonlocal minimal surfaces.
In addition to all this, saddle-shaped solutions are natural objects to build a coun-
terexample to a famous conjecture raised by De Giorgi, asking whether bounded monotone
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solutions to −∆u = u − u3 in Rn are one-dimensional if n ≤ 8. This conjecture is still
nowadays not completely closed (see [108] and references therein), but a counterexample in
dimensions n ≥ 9 was given in [89] by using the gluing method. An alternative approach
to the one of [89] to construct a counterexample to the conjecture was given by Jerison
and Monneau in [135]. They showed that a counterexample in Rn+1 can be constructed
with a rather natural procedure if there exists a global minimizer of −∆u = f(u) in Rn
which is bounded and even with respect to each coordinate but is not one-dimensional.
The saddle-shaped solution is of special interest in search of this counterexample, since it
is even with respect to all the coordinate axis and it is canonically associated to the Simons
cone, which in turn is the simplest nonplanar minimizing minimal surface. Therefore, by
proving that the saddle solution to the classical Allen-Cahn equation is a minimizer in
some dimension 2m, one would obtain automatically a counterexample to the conjecture
in R2m+1.
For a more complete account on the available results concerning the conjecture by De
Giorgi in the nonlocal setting, as well as to related conjectures on minimizers and stable
solutions (in which the saddle-shaped solution is expected to have a role as a counterex-
ample), we refer the interested reader to [166] and the references therein.
5.1.4 Plan of the chapter
The chapter is organized as follows. In Section 5.2 we present some preliminary results that
will be used in the rest of the chapter. Section 5.3 contains the proof of the uniqueness of
a saddle-shaped solution, as well as the alternative proof of existence —via the monotone
iteration method. In Section 5.4 we establish the Liouville type and symmetry results,
Theorems 5.1.5 and 5.1.6. Section 5.5 is devoted to the layer solution u0 of problem (5.1.1),
and to the proof of the asymptotic behavior of saddle-shaped solutions, Theorem 5.1.3.
Finally, Section 5.6 concerns the proof of a maximum principle in O for the linearized
operator LK − f ′(u) (Proposition 5.1.4).
5.2 Preliminaries
In this section we collect some preliminary results that will be used in the rest of this
chapter. First, we summarize the regularity results needed in the forthcoming sections.
Then, we state a remark on stability that will be used later in this chapter, and finally we
recall the basic maximum principles for doubly radial odd functions proved in Chapter 4.
5.2.1 Regularity theory for nonlocal operators in the class L0
In this subsection we present the regularity results that will be used in the chapter. For
further details, see [162, 176, 83] and the references therein.
We first give a result on the interior regularity for linear equations.
Proposition 5.2.1 ([162, 176]). Let LK ∈ L0(n, γ, λ,Λ) and let w ∈ L∞(Rn) be a weak














where C is a constant that depends only on n, γ, λ, and Λ.
Throughout the chapter we consider u to be a saddle solution to (5.1.1) that satisfies







1 + ||f ||L∞([−1,1])
)
.
Note that the estimate is independent of the point x0, and thus since the equation is
satisfied in the whole Rn,
||u||C2γ(Rn) ≤ C
(
1 + ||f ||L∞([−1,1])
)
.
Then, we use estimate (5.2.2) repeatedly and the same kind of arguments yield that, if
f ∈ Ck([−1, 1]), then u ∈ Cα(Rn) for all α < k + 2γ. Moreover, the following estimate
holds:
||u||Cα(Rn) ≤ C ,
for some constant C depending only on n, γ, λ, Λ, k, and ||f ||Ck([−1,1]).
Let us now state a result on the boundary regularity of solutions to a Dirichlet problem
for an operator LK ∈ L0.
Proposition 5.2.2 ([83, 162]). Let LK ∈ L0(n, γ, λ,Λ) and let w ∈ L∞(Rn) be a weak
solution to {
LKw = h in Ω ,
w = ϕ in Rn \ Ω ,
with h ∈ L∞(Ω) and ϕ ∈ C2γ+η(Rn \ Ω) for some η ∈ (0, 2 − 2γ). Assume that Ω is a
bounded C1,1 domain. Then, there exists an α0 ∈ (0, γ), depending only on n, γ, λ, Λ, and
η, such that





where C is a constant that depends only on n, γ, λ, Λ, η, and Ω.
Note that this result can be combined with the interior estimate (5.2.2) to prove that
weak solutions are indeed classical solutions.
5.2.2 A remark on stability
Recall that we say that a bounded solution w to LKw = f(w) in Ω ⊂ Rn is stable in Ω if







|ξ(x)− ξ(y)|2K(x− y) dx dy −
ˆ
Ω
f ′(w)ξ2 dx ≥ 0
for every ξ ∈ C∞c (Ω).
The following fact regarding stability will be used in Sections 5.4 and 5.5. Let w ≤ 1
be a positive solution to LKw = f(w) in a set Ω ⊂ Rn, with f satisfying (5.1.9). Then w
is stable in Ω. The proof of this fact is standard and rather simple, and it is a consequence
of the fact that w is a positive supersolution of the linearized operator LK − f ′(w). We
present it here for completeness (a more detailed discussion can be found in [132]). On
the one hand, since f is strictly concave in (0, 1) and f(0) = 0, then f ′(w)w < f(w) in Ω
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(recall that w is positive there). On the other hand, it is easy to check that the following







≤ |ξ(x)− ξ(y)|2 . (5.2.3)
Using these two facts and the symmetry of K, for every ξ ∈ C∞c (Ω) we haveˆ
Ω





























|ξ(x)− ξ(y)|2K(x− y) dx dy .
Thus, w is stable in Ω.
5.2.3 Maximum principles for doubly radial odd functions
In this last subsection, we state the basic maximum principles for doubly radial odd func-
tions. Note that in the following result we only need assumptions on the functions at one
side of the Simons cone thanks to their symmetry. This was proved in part I and follows
readily from the expression (5.1.5) by using the key inequality (5.1.7) for the kernel K.
Proposition 5.2.3 (Maximum principle for odd functions with respect to C [110]). Let
Ω ⊂ O be an open set and let LK be an integro-differential operator with a radially symmet-
ric kernel K satisfying the positivity condition (5.1.7) and such that LK ∈ L0(2m, γ, λ,Λ).
Let w ∈ Cα(Ω) ∩ C(Ω) ∩ L∞(R2m), with α > 2γ, be a doubly radial function which is odd
with respect to the Simons cone.
(i) (Weak maximum principle) Assume that{
LKw + c(x)w ≥ 0 in Ω ,
w ≥ 0 in O \ Ω ,
with c ≥ 0, and that either
Ω is bounded or lim inf
x∈O, |x|→+∞
w(x) ≥ 0 .
Then, w ≥ 0 in Ω.
(ii) (Strong maximum principle) Assume that LKw + c(x)w ≥ 0 in Ω, with c any con-
tinuous function, and that w ≥ 0 in O. Then, either w ≡ 0 in O or w > 0 in
Ω.
Remark 5.2.4. Following the proof of this result in part I, it is easy to see that the interior
regularity assumptions on w in the previous statement can be weakened. Indeed, we are
assuming that w ∈ Cα(Ω) with α > 2γ in order to guarantee that LKw is finite everywhere
in Ω. Instead of this, we can simply assume that w is Hölder continuous in Ω (with Hölder
exponent arbitrarily small), as long as LKw = +∞ at the points of Ω where w is not
regular enough for LKw to be finite. In such case, LKw + c(x)w ≥ 0 holds as well and
we can proceed with the argument as done in part I. Proposition 5.2.3 with these weaker
assumptions on w will used later in the proof of Theorem 5.1.2 (see Remark 5.3.3 below):
we will apply it to a function w being no more regular than Cα0 at some points in the
interior of Ω, where α0 is given by Proposition 5.2.2.
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5.3 Existence and uniqueness of the saddle-shaped so-
lution: monotone iteration method
In this section we prove the existence and uniqueness result of Theorem 5.1.2. The proof
of the existence is based on the maximum principle and the first ingredient that we need
is a version of the monotone iteration procedure for doubly radial functions which are odd
with respect to the Simons cone C . In order to prove the uniqueness we will use the
asymptotic behavior result of Theorem 5.1.3 together with the maximum principle for the
linearized operator LK − f ′(u), given in Proposition 5.1.4; both results will be proved in
the subsequent sections.
We next present the monotone iteration method for doubly radial odd functions. In
this result and along the section, we will call odd sub/supersolutions to problem (5.3.2)
the functions that are doubly radial, odd with respect to the Simons cone, and satisfy the
corresponding problem in (5.3.1).
Proposition 5.3.1. Let γ ∈ (0, 1) and let K be a radially symmetric kernel satisfying the
convexity assumption (5.1.8) and such that LK ∈ L0. Assume that v ≤ v are two bounded
functions which are doubly radial, odd with respect to the Simons cone, and belonging to
C2γ+ε(BR) for some ε > 0. Furthermore, assume that v ∈ Cε(BR) and that v and v satisfy
respectively{
LKv ≤ f(v) in BR ∩ O ,
v ≤ ϕ in O \BR ,
and
{
LKv ≥ f(v) in BR ∩ O ,
v ≥ ϕ in O \BR ,
(5.3.1)
with f a C1 odd function and ϕ ∈ C2γ+ε(Rn) a bounded doubly radial odd function. Then,
there exists a classical solution v to the problem{
LKv = f(v) in BR ,
v = ϕ in R2m \BR ,
(5.3.2)
such that v ∈ C2γ+ε̃(BR) ∩ C ε̃(BR) for some ε̃ > 0, it is doubly radial, odd with respect to
the Simons cone, and v ≤ v ≤ v in O.
In the previous statement we required C2γ+ε regularity on v and v in order to LK be
finite when applied to them. In view of Remark 5.2.4, we can relax this assumption, since
we do not need the operator to be finite in the whole set BR when applied to a subsolution
(respectively supersolution), it can take the value −∞ (respectively +∞) at some points.
Note, however, that we cannot drop the assumption v ∈ Cε(BR) if we want v to have the
desired regularity.
Proof of Proposition 5.3.1. The proof follows the classical monotone iteration method for
elliptic equations (see for instance [102]). We just give here a sketch of the proof. First,









L̃Kw := LKw + bw and g(τ) := f(τ) + bτ .
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Therefore, our problem is equivalent to find a solution to{
L̃Kv = g(v) in BR ,
v = ϕ in R2m \BR ,
such that v is doubly radial, odd with respect to the Simons cone and v ≤ v ≤ v in O. Here
the main point is that g is also odd but satisfies g′(τ) ≥ 0 for τ ∈ [−M,M ]. Moreover, since
b ≥ 0, L̃K satisfies the maximum principle for odd functions in O (as in Proposition 5.2.3).
We define v0 = v and, for k ≥ 1, let vk be the solution to the linear problem{
L̃Kvk = g(vk−1) in BR ,
vk = ϕ in R2m \BR .
It is easy to see by induction and the regularity results from Proposition 5.2.1 that vk ∈
L∞(Rn) ∩ C2γ+2ε̃(BR) ∩ C2ε̃(BR) for some ε̃ > 0. Moreover, given Ω ⊂ BR a compact set,
then ||vk||C2γ+2ε̃(Ω) is uniformly bounded in k. Then, using the maximum principle it is not
difficult to show by induction that
v = v0 ≤ v1 ≤ . . . ≤ vk ≤ vk+1 ≤ . . . v in O ,
and that each function vk is doubly radial and odd with respect to C . Finally, by the
Arzelà-Ascoli theorem and the compact embedding of Hölder spaces we see that, up to a
subsequence, vk converges to the desired solution v ∈ C2γ+ε̃(BR) ∩ C ε̃(BR).
In order to construct a positive subsolution to (5.3.2) with zero exterior data, we also
need a characterization and some properties of the first odd eigenfunction and eigenvalue
for the operator LK , which are presented next. This eigenfunction is obtained though a
minimization of the Rayleigh quotient in the appropriate space, defined next.















|w(x)− w(y)|2K(x− y) dx dy . (5.3.3)
Recall also that when K satisfies the ellipticity assumption (5.1.4), then HK0 (Ω) = H
γ
0(Ω),
which is the space associated to the kernel of the fractional Laplacian, K(y) = cn,γ|y|−n−2γ.
We also define, for Ω doubly radial and symmetric with respect to C , the space
H̃K0, odd(Ω) :=
{
w ∈ HK0 (Ω) : w is doubly radial a.e. and odd with respect to C
}
.
Recall that when K is radially symmetric and w is doubly radial, we can replace the kernel
K(x − y) in the definition (5.3.3) by the kernel K(x, y). This is readily deduced after a
change of variables and taking the mean among all R ∈ O(m)2 (see the details in Section 3
of Chapter 4.
Lemma 5.3.2. Let Ω ⊂ R2m be a bounded set of double revolution and let K be a ra-
dially symmetric kernel satisfying the positivity condition (5.1.7) and such that LK ∈
L0(2m, γ, λ,Λ). Let us define














Then, such infimum is attained at a function φ1 ∈ H̃K0, odd(Ω) ∩ L∞(Ω) which solves{
LKφ1 = λ1, odd(Ω, LK)φ1 in Ω ,
φ1 = 0 in R2m \ Ω ,
and satisfies that φ1 > 0 in Ω ∩ O. We call this function φ1 the first odd eigenfunction of
LK in Ω, and λ1, odd(Ω, LK), the first odd eigenvalue. Moreover, in the case Ω = BR, there
exists a constant C depending only on n, γ, and Λ, such that
λ1, odd(BR, LK) ≤ CR−2γ .
Proof. The first two statements are deduced exactly as in Proposition 9 of [177], using the
same arguments as in Lemma 4.3.3 to guarantee that φ1 is nonnegative in O. The fact
that φ1 > 0 in Ω ∩ O follows from the strong maximum principle (see Proposition 5.2.3).





































= λ1, odd(B1, (−∆)γ)ΛR−2γ .
Remark 5.3.3. Note that, by the regularity results for LK stated in Section 5.2, we have
that φ1 ∈ Cα0(Ω)∩Cα0+2γ(Ω) for some 0 < α0 < γ, and the regularity up to the boundary
is optimal. Due to this and the fact that φ1 > 0 in Ω ∩ O while φ1 = 0 in R2m \ Ω, it is
easy to check by using (5.1.5) that −∞ < LKφ1 < 0 in O \ Ω and that LKφ1 = −∞ on
∂Ω ∩ O.
With these ingredients, we can proceed with the proof of Theorem 5.1.2.
Proof of Theorem 5.1.2. We divide it into two parts. i) Existence: The strategy is to
build a suitable solution uR of{
LKuR = f(uR) in BR ,
uR = 0 in R2m \BR ,
(5.3.4)
and then let R → +∞ to get a saddle-shaped solution. Let φR01 be the first odd eigen-
function of LK in BR0 ⊂ R2m, given by Lemma 5.3.2, and let λR01 := λ1, odd(BR0 , LK). We
claim that for R0 big enough and ε > 0 small enough, uR := εφR01 is an odd subsolution
of (5.3.4) for every R ≥ R0. To see this, note first that, without loss of generality, we can
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assume that
∣∣∣∣∣∣φR01 ∣∣∣∣∣∣L∞(BR) = 1. Now, since f is strictly concave in (0, 1) and f(0) = 0, we
have that f ′(τ)τ < f(τ) for all τ > 0. Thus, using that εφR01 > 0 in BR0 ∩ O, it follows
that for every x ∈ BR0 ∩ O,
f(εφR01 (x))
εφR01 (x)
> f ′(εφR01 (x)) ≥ f ′(0)/2
if ε is small enough, independently of x (recall that we assumed |φ1| ≤ 1). Therefore, since
f ′(0) > 0, taking R0 big enough so that λR01 < f ′(0)/2 (this can be achieved thanks to




LKuR = λR01 εφR01 < f(εφR01 ) = f(uR) in BR0 ∩ O .
In addition, if x ∈ (BR \BR0) ∩ O, by Remark 5.3.3 we have that
LKuR < 0 = f(0) = f(uR) in (BR \BR0) ∩ O .
Note that in ∂BR0 we have LKuR = −∞. Hence, the claim is proved. Now, if we define
uR := χO∩BR−χI∩BR , a simple computation shows that it is an odd supersolution to (5.3.4).
Therefore, using the monotone iteration procedure given in Proposition 5.3.1 (taking into
account Remarks 5.2.4 and 5.3.3 when using the maximum principle), we obtain a solution
uR to (5.3.4) such that it is doubly radial, odd with respect to the Simons cone, and
εφR01 = uR ≤ uR ≤ uR in O. Note that, since uR > 0 in O ∩ BR0 , the same holds for
uR. Using a standard compactness argument, we let R → +∞ to obtain a sequence uRj
converging on compacts in C2γ+η(R2m) norm, for some η > 0, to a solution u ∈ C2γ+η(R2m)
of LKu = f(u) in R2m. Note that u is doubly radial, odd with respect to the Simons cone
and 0 ≤ u ≤ 1 in O. Let us show that 0 < u < 1 in O, which will yield that u is a saddle-
shaped solution. By the usual strong maximum principle it follows readily that u < 1 in
O. Moreover, since uR ≥ εφR01 > 0 in O∩BR0 for R > R0, this holds also the limit, that is,
u ≥ εφR01 > 0 in O ∩ BR0 . Therefore, by applying the strong maximum principle for odd
functions (see Proposition 5.2.3) we obtain that 0 < u < 1 in O. ii) Uniqueness: Let
u1 and u2 be two saddle-shaped solutions. Define v := u1 − u2, which is a doubly radial
function that is odd with respect to C . Then,
LKv = f(u1)− f(u2) ≤ f ′(u2)(u1 − u2) = f ′(u2)v in O ,




v(x) = 0 .
Then, by the maximum principle in O for the linearized operator LK−f ′(u2) (see Proposi-
tion 5.1.4), it follows that v ≤ 0 in O, which means u1 ≤ u2 in O. Repeating the argument
with −v = u2 − u1 we deduce u1 ≥ u2 in O. Therefore, u1 = u2 in R2m.
Remark 5.3.4. Since the saddle-shaped solution u is positive in O, it follows that u is stable
in this set, as explained in Section 5.2. This fact will be used in Section 5.5.
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5.4 Symmetry and Liouville type results
This section is devoted to prove the Liouville type result of Theorem 5.1.5 and the one-
dimensional symmetry result of Theorem 5.1.6. Both of them will be needed in the following
section to establish the asymptotic behavior of the saddle-shaped solution.
5.4.1 A Liouville type result for positive solutions in the whole
space
In the proof of Theorem 5.1.5 we will need two main ingredients, that we present next.
The first one is a Harnack inequality for solutions to the semilinear problem (5.1.12). This
inequality follows readily from the results of Cozzi in [79], although the precise result that
we need is not stated there. For the reader’s convenience and for future reference, we
present the result here and indicate how to deduce it from the results in [79].
Proposition 5.4.1. Let LK ∈ L0(n, γ, λ,Λ) and let w be a solution to (5.1.12) with f a




w ≤ C inf
BR(x0)
w,
with C > 0 depending only on n, γ, λ,Λ, and R.
Proof. Following the notation of [79], since f is Lipschitz and f(0) = 0, we have
|f(u)| ≤ d1 + d2|u|q−1 in Rn ,
with d1 = 0, d2 = ||f ||Lip and q = 2. With this choice of the parameters, we only need to
repeat the proof of Proposition 8.5 in [79] (with p = 2 and Ω = Rn) in order to obtain that
u belongs to the fractional De Giorgi class DGγ,2(Rn, 0, H,−∞, 2γ/n, 2γ,+∞) for some
constant H > 0 (see [79] for the precise definition of these classes). Therefore, the Harnack
inequality follows from Theorem 6.9 in [79].
The second ingredient that we need in the proof of Theorem 5.1.5 is the following
parabolic maximum principle in the unbounded set Rn × (0,+∞).
Proposition 5.4.2. Let LK ∈ L0(n, γ, λ,Λ) and let v be a bounded function, Cα with
α > 2γ in space and C1 in time, such that{
∂tv + LKv + c(x) v ≤ 0 in Rn × (0,+∞) ,
v(x, 0) ≤ 0 in Rn ,
with c(x) a continuous and bounded function. Then,
v(x, t) ≤ 0 in Rn × [0,+∞).
This result can be deduced from the usual parabolic maximum principle in a bounded
(in space and time) set with a rather simple argument. Since we have not found a specific
reference where such result is stated, let us present its proof with full detail for the sake of
clarity. First of all, we present the usual parabolic maximum principle in a bounded set in
Rn × (0,+∞). The proof for cylindrical sets Ω × (0, T ) can be found for instance in [23].
Although the argument for general bounded sets is essentially the same, we include here a
short proof for the sake of completeness.
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Lemma 5.4.3. Let Ω ⊂ BR× (0, T ) ⊂ Rn× (0,+∞) be a bounded open set. Let LK be an
integro-differential operator of the form (5.1.2) with a symmetric kernel satisfying (5.1.4),
and let v be a bounded function, Cα with α > 2γ in space and C1 in time, satisfying
∂tv + LKv ≤ 0 in Ω ⊂ BR × (0, T ) ,
v(x, 0) ≤ 0 in Ω ∩ {t = 0} ⊂ BR ,
v ≤ 0 in (Rn × (0, T )) \ Ω .
Then, v ≤ 0 in Rn × [0, T ].




By the sign of the initial condition and since v ≤ 0 in (Rn×(0, T ))\Ω, v attains this positive
valueM at a point (x0, t0) ∈ Ω with t0 ≤ T −ε. If t0 ∈ (0, T −ε), then (x0, t0) is an interior
global maximum (in Rn× (0, T − ε)) and it must satisfy vt(x0, t0) = 0 and LKv(x0, t0) > 0,
which contradicts the equation. If t0 = T − ε, then vt(x0, t0) ≥ 0 and LKv(x0, t0) > 0,
which is also a contradiction with the equation. Thus, v ≤ 0 in Rn × [0, T − ε) and since
this holds for ε > 0 arbitrarily small, we deduce v ≤ 0 in Rn× [0, T ), and by continuity, in
Rn × [0, T ].
To establish Proposition 5.4.2 from Lemma 5.4.3, we need to introduce an auxiliary
function enjoying certain properties (see Lemma 5.4.5 below). Before presenting it, we
need the following result.
Lemma 5.4.4. There is no bounded solution to LKv = 1 in Rn for any LK ∈ L0.
Proof. Assume by contradiction that such solution exists. Then, by interior regularity (see
Section 5.2) v ∈ C1(Rn) and |∇v| ≤ C in Rn. For every i = 1, . . . , n, we differentiate the
equation with respect to xi to obtain{
LKvxi = 0 in Rn ,
|vxi | ≤ C in Rn .
By the Liouville theorem for the operator LK (it is proved exactly as in [165], see also
[176]), vxi is constant. Hence, ∇v is constant, and thus v is affine. But since v is bounded,
v must be constant, and we arrive at a contradiction with LKv = 1.
With this result we can introduce the auxiliary function that we will use to prove the
parabolic maximum principle of Proposition 5.4.2.
Lemma 5.4.5. Let LK ∈ L0(n, γ, λ,Λ). Then, for every R > 0 there exists a constant
MR > 0 and a continuous function ψR ≥ 0 solution to{
LKψR = −1/MR in BR ,
ψR = 1 in Rn \BR ,
(5.4.1)
satisfying
ψR → 0 pointwise and MR → +∞ as R→ +∞ .
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Proof. First, consider φR the solution to{
LKφR = 1 in BR ,
φR = 0 in Rn \BR .
Note that the existence of a weak solution to the previous problem is given by the Riesz
representation theorem. Moreover, by standard regularity results (see Section 5.2.1), φR
is in fact a classical solution and by the maximum principle, φR > 0 in BR. Define
MR := supBR φR. Since MR is increasing (to check this, use the maximum principle to
compare φR and φR′ with R > R′), it must have a limit M ∈ R ∪ {+∞}. Assume by
contradiction that M < +∞ and consider the new function ϕR := φR/MR, which satisfies
LKϕR = 1/MR in BR ,
ϕR = 0 in Rn \BR ,
ϕR ≤ 1 .
(5.4.2)
By a standard compactness argument, we deduce that as R → +∞, ϕR converges (up
to a subsequence) to a function ϕ that solves LKϕ = 1/M in Rn and satisfies |ϕ| ≤ 1.
This contradicts Lemma 5.4.4 and therefore, MR → +∞ as R → +∞. Define now ψR :=
1 − φR/MR = 1 − ϕR, which solves trivially (5.4.1). Thus, it only remains to show that
ψR → 0 as R→ +∞. We will see that ϕR → 1 as R→ +∞. Recall that ϕR solves problem
(5.4.2), and by the previous arguments, by letting R→ +∞ we have that a subsequence of
ϕR converges uniformly in compact sets to a bounded function ϕ ≥ 0 that solves LKϕ = 0
in Rn. By the Liouville theorem, ϕ must be constant, and since its L∞ norm is 1 and
ϕ ≥ 0, we conclude ϕ ≡ 1.
With these ingredients, we establish now the parabolic maximum principle in Rn ×
(0,+∞).
Proof of Proposition 5.4.2. First of all, note that with the change of function ṽ(x, t) =
e−α tv(x, t) we can reduce the initial problem in the statement of Proposition 5.4.2 to
∂tṽ + LK ṽ ≤ 0 in Ω ⊂ Rn × (0,+∞) ,
ṽ ≤ 0 in (Rn × (0,+∞)) \ Ω ,
ṽ(x, 0) ≤ 0 in Rn ,
if we take α > ||c||L∞ and Ω := {(x, t) ∈ Rn × (0,+∞) : v(x, t) > 0}. Now, consider the
function







where ψR and MR are defined in Lemma 5.4.5. Then, it is easy to check that wR satisfies
∂twR + LKwR = 0 in BR × (0, T ) ,
wR(x, 0) ≥ 0 in BR ,
wR(x, t) ≥ ||ṽ||L∞(Rn×(0,+∞)) in (Rn \BR)× (0, T ) ,
for every T > 0 and R > 0. Since wR ≥ 0 ≥ ṽ in (Rn × (0,+∞)) \ Ω, by the maximum
principle in (BR × (0, T )) ∩ Ω (see Lemma 5.4.3) we can easily deduce that wR ≥ ṽ in
BR × (0, T ). Finally, given an arbitrary point (x0, t0) ∈ Ω, take R0 > 0 and T > 0 such
that (x0, t0) ∈ BR0 × (0, T ). Thus,






, for every R ≥ R0.
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Letting R → +∞ and using that ψR(x0) → 0 and MR → +∞ (see Lemma 5.4.5), we
conclude ṽ(x0, t0) ≤ 0, and therefore v(x0, t0) = eα t0 ṽ(x0, t0) ≤ 0.
By using the Harnack inequality and the parabolic maximum principle we can now
establish Theorem 5.1.5. The proof follows the ideas of Berestycki, Hamel, and Nadirashvili
from Theorem 2.2 in [29] but adapted to the whole space and with an integro-differential
operator.
Proof of Theorem 5.1.5. Assume v 6≡ 0. Then, by the strong maximum principle v > 0.
Our goal is to show that v ≡ 1, and this will be accomplished in two steps. Step 1: We
show that m := infRn v > 0. By contradiction, we assume m = 0. Then, there exists a
sequence {xk}k∈N such that v(xk) → 0 as k → +∞. On the one hand, by the Harnack
inequality of Proposition 5.4.1, given any R > 0 we have
sup
BR(xk)
v ≤ CR inf
BR(xk)
v ≤ CR v(xk)→ 0 as k → +∞. (5.4.3)
Moreover, since f(0) = 0 and f ′(0) > 0, it is easy to show that f(t) ≥ f ′(0)t/2 if t is small
enough. Therefore, from this and (5.4.3) we deduce that there exists M(R) ∈ N such that
LKv −
f ′(0)
2 v ≥ 0 in BR(xM(R)) . (5.4.4)















which decreases to zero uniformly in x0 as R → +∞ from being LK ∈ L0 (see the proof
of Lemma 5.3.2 and also Proposition 9 of [177]). Therefore, there exists R0 > 0 such that
λxR < f
′(0)/2 for all x ∈ Rn and R ≥ R0. In particular, by choosing x = xM(R0) there













Finally, to get the contradiction, multiply (5.4.4) by w2/v ≥ 0 and integrate in Rn. After









































which contradicts (5.4.5). Here we have used that the kernel is positive and symmetric and
the inequality (5.2.3). Therefore, infRn v > 0. Step 2: We show that v ≡ 1. Choose
0 < ξ0 < min{1,m}, which is well defined by Step 1, and let ξ(t) be the solution of the
ODE {
ξ̇(t) = f(ξ(t)) in (0,+∞) ,
ξ(0) = ξ0 .
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Since f > 0 in (0, 1) and f(1) = 0 we have that ξ̇(t) > 0 for all t ≥ 0, and lim
t→+∞
ξ(t) = 1.
Now, note that both v(x) and ξ(t) solve the parabolic equation
∂tw + LKw = f(w) in Rn × (0,+∞) ,
and satisfy
v(x) ≥ m ≥ ξ0 = ξ(0).





/(v − ξ), we deduce that v(x) ≥ ξ(t) for all x ∈ Rn and t ∈ (0,∞).
By letting t→ +∞ we obtain
v(x) ≥ 1 in Rn .
In a similar way, taking ξ̃0 > ||v||L∞ ≥ 1, using f < 0 in (1,+∞), f(1) = 0 and the
parabolic maximum principle, we obtain the upper bound v ≤ 1.
5.4.2 A one-dimensional symmetry result for positive solutions
in a half-space
In this subsection we establish Theorem 5.1.6. To do it, we proceed in three steps. First, we
show that the solution is monotone in the xn direction by using a moving planes argument
(see Proposition 5.4.6 below). Once this is shown, we can deduce that the solution v has
uniform limits as xn± → ∞. Finally, by using the sliding method (see Proposition 5.4.12
below), we deduce the one-dimensional symmetry of the solution.
We proceed now with the details of the arguments. As we have said, the first step is to
show that the solution is monotone. We establish the following result.
Proposition 5.4.6. Let v be a bounded solution to one of the problems (P1) or (P2), with
LK ∈ L0 such that the kernel K is nonincreasing in the direction of xn in Rn+, that is,
K(xH − yH , xn − yn) ≥ K(xH − yH , xn + yn) for all x, y ∈ Rn+.
Let f be a Lipschitz nonlinearity such that f > 0 in (0, ||v||L∞(Rn+)). Then,
∂v
∂xn
> 0 in Rn+.
To prove this monotonicity result, we use a moving planes argument, and for this
reason we need a maximum principle in “narrow” sets for odd functions with respect to a
hyperplane (see Proposition 5.4.10). Recall that for a set Ω ⊂ Rn, we define the quantity
R(Ω) as the smallest positive R for which
|BR(x) \ Ω|
|BR(x)|
≥ 12 for every x ∈ Ω. (5.4.6)
If no such radius exists, we define R(Ω) = +∞. We say that a set Ω is “narrow” if R(Ω)
is small depending on certain quantities.
An important result needed to establish the maximum principle in “narrow” sets is the
following ABP-type estimate. It is proved in [161] for the fractional Laplacian, following
the arguments in [44] (see also [45]). The proof for a general operator LK does not differ
significantly from the one for the fractional Laplacian. Nevertheless, we include it here for
the sake of completeness.
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Theorem 5.4.7. Let Ω ⊂ Rn with R(Ω) < +∞. Let LK ∈ L0(n, γ, λ,Λ) and let v ∈
L1γ(Rn) ∩ Cα(Ω), with α > 2γ, such that supΩ v < +∞ and satisfying{
LKv − c(x)v ≤ h in Ω ,
v ≤ 0 in Rn \ Ω ,
with c(x) ≤ 0 in Ω and h ∈ L∞(Ω). Then,
sup
Ω
v ≤ CR(Ω)2γ ||h||L∞(Ω) ,
where C is a constant depending on n, γ, and Λ.
The only ingredient needed to show Theorem 5.4.7 is the following weak Harnack in-
equality proved in [80].
Proposition 5.4.8 (see Corollary 4.4 of [80]). Let Ω ⊂ Rn and LK ∈ (n, γ, λ,Λ). Let
w ∈ L1γ(Rn)∩Cα(Ω), with α > 2γ, such that w ≥ 0 in Rn. Assume that w satisfies weakly
LKw ≥ h in Ω, for some h ∈ L∞(Ω). Then, there exists an exponent ε > 0 and a constant
C > 1, both depending on n, γ and Λ, such that 
BR/2(x0)
wε dx




for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω).
With the previous weak Harnack inequality we can now establish the ABP estimate.
Proof of Theorem 5.4.7. First, note that it is enough to show it for v > 0 in Ω satisfying{
LKv ≤ h in Ω ,
v ≤ 0 in Rn \ Ω .
Indeed, if we consider Ω0 = {x ∈ Ω : v > 0}, then since c ≤ 0 we have LKv ≤
LKv − c(x)v ≤ h in Ω0. Define M := supΩ v. Then, for every δ > 0 there exists a point
xδ ∈ Ω such that v(xδ) ≥ M − δ. Consider now the function w := M − v+. Note that
0 ≤ w ≤ M , w(xδ) ≤ δ, and w ≡ M in Rn \ Ω. If we extend h to be 0 outside Ω, we can
easily verify that LKw ≥ −h in BR(xδ). Now, by choosing R = 2R(Ω), and using the weak































The conclusion follows from letting δ → 0.
As a consequence of this result, one can deduce easily a general maximum principle in
“narrow” sets.
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Corollary 5.4.9. Let Ω ⊂ Rn with R(Ω) < +∞. Let LK ∈ L0(n, γ, λ,Λ) and let v ∈
L1γ(Rn) ∩ Cα(Ω), with α > 2γ, such that supΩ v < +∞ and satisfying{
LKv + c(x)v ≤ 0 in Ω ,
v ≤ 0 in Rn \ Ω ,
with c(x) bounded by below. Then, there exists a number R > 0 such that v ≤ 0 in Ω
whenever R(Ω) < R.













Hence, if CR(Ω)2γ ||c−||L∞(Ω) < 1, we deduce that v ≤ 0 in Ω.
The previous maximum principle in “narrow” sets is not suitable enough to apply the
moving planes method, and we need to adapt it to the setting of odd functions with respect
to a hyperplane (see Proposition 5.4.10 below, which will be deduced from Corollary 5.4.9).
The reason why we need it is the following. In the moving the argument, we would want to
use a maximum principle in a “narrow” band and applied to an odd function with respect
to a hyperplane. However, odd functions cannot have a constant sign in the exterior of
a band, and in the hypotheses of Corollary 5.4.9 there is a prescribed constant sign of
a function outside the set Ω. Thus, we need another version of a maximum principle in
“narrow” sets that applies to odd functions and only requires a constant sign of the function
at one side of a hyperplane (in the spirit of the maximum principles of Proposition 5.2.3).
This is accomplished with the following result.
Proposition 5.4.10. Let H be a half-space in Rn, and denote by x# the reflection of any
point x with respect to the hyperplane ∂H. Let LK ∈ L0 with a positive kernel K satisfying
K(x− y) ≥ K(x− y#), for all x, y ∈ H. (5.4.7)
Assume that v ∈ L1γ(Rn) ∩ Cβ(Ω), with β > 2γ, satisfies
LKv ≥ c(x) v in Ω ⊂ H,
v ≥ 0 in H \ Ω,
v(x) = −v(x#) in Rn,
with c(x) bounded below. Then, there exist a number R such that v ≥ 0 in H whenever
R(Ω) ≤ R.
Proof. Let us begin by defining Ω− = {x ∈ Ω : v < 0}. We shall prove that Ω− is empty.
Assume by contradiction that it is not empty. Then, we split v = v1 + v2, where
v1(x) =
v(x) in Ω−,0 in Rn \ Ω−, and v2(x) =
0 in Ω−,v(x) in Rn \ Ω−.









Now, we split Rn \ Ω− into
A1 = Ω#−, and A2 = (H \ Ω−) ∪ (H \ Ω−)# ,
and we compute the previous integral in these two sets separately using that v is odd. On




v(y)K(x− y) dy = −
ˆ
Ω−
v(y#)K(x− y#) dy =
ˆ
Ω−
v(y)K(x− y#) dy ≤ 0.




v(y)K(x− y) dy = −
ˆ
H\Ω−












Thus, we get LKv2 ≤ 0 in Ω−. Finally, since LKv2 ≤ 0 in Ω−, it holds
LKv1 = LKv − LKv2 ≥ LKv ≥ c(x) v = c(x) v1 in Ω−.
Therefore v1 solves {
LKv1 ≥ c(x) v1 in Ω−,
v1 = 0 in Rn \ Ω−,
and we can apply the usual maximum principle for “narrow” sets (Corollary 5.4.9) to v1 in
Ω−. We deduce that v1 ≥ 0 in all Rn whenever R(Ω) ≤ R. This contradicts the definition
of v1 since we assumed that Ω− was not empty. Thus, Ω− = ∅ and this yields v ≥ 0 in
Ω.
Remark 5.4.11. A maximum principle such as Proposition 5.4.10 was already proved for the
fractional Laplacian in [71], but with the additional hypothesis that either Ω is bounded
or lim infx∈Ω, |x|→∞ v(x) ≥ 0. In the proof of Theorem 3.1 in [161], Quaas and Xia use a
suitable argument (the truncation used in the previous proof, previously used by Felmer
and Wang in [113]) to avoid the requirement of such additional hypotheses on Ω or v.
With the maximum principle in “narrow” sets for odd functions with respect to a
hyperplane we can use the moving plane argument. Now we establish Proposition 5.4.6.
Proof of Proposition 5.4.6. The proof is based on the moving planes method, and is exactly
the same as the analogue proof of Theorem 3.1 in [161], where Quaas and Xia establish an
equivalent result for the fractional Laplacian. For this reason, we give here just a sketch.
As usual, for λ > 0 we define wλ(x) = v(xH , 2λ− xn)− v(xH , xn) (recall that xH ∈ Rn−1)
and since the nonlinearity is Lipschitz, wλ solves, in both cases —(P1) or (P2)—, the
following problem:
LKwλ = cλ(x)wλ in Σλ ⊂ Hλ,
wλ ≥ 0 in Hλ \ Σλ,
wλ(xH , 2λ− xn) = −wλ(xH , xn) in Rn,
where Σλ := {x = (xH , xn) : 0 < xn < λ} and Hλ := {x = (xH , xn) : xn < λ} and cλ is
a bounded function. Note that wλ is odd with respect to ∂Hλ. Then, using the maximum
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principle in “narrow” sets for odd functions (Proposition 5.4.10) we deduce that, if λ is
small enough, wλ > 0 in Σλ. To conclude the proof, we define
λ∗ := sup{λ : wη > 0 in Σλ for all η < λ}.
Note that λ∗ is well defined (but may be infinite) by the previous argument. To conclude
the proof, one has to show that λ∗ =∞. This can be done by proving that, if λ∗ is finite,
then there exists a small δ0 > 0 such that for every δ ∈ (0, δ0] we have
wλ∗+δ(x) > 0 in Σλ∗−ε \ Σε
for some small ε. This can be established using a compactness argument exactly as in
Lemma 3.1 of [161] and thus we omit the details. In the argument a Harnack inequality
is needed, one can use for instance Proposition 5.4.1. Finally, by the maximum principle
in “narrow” sets we deduce that wλ∗+δ(x) > 0 in Σλ∗+δ if δ is small enough, contradicting
the definition of λ∗.
Now, we present the other important ingredient needed in the proof of Theorem 5.1.6.
It is the following symmetry result.
Proposition 5.4.12. Let LK ∈ L0 and let v be a bounded solution to one of the following
problems: {
LKv = f(v) in Rn ,
lim
xn→±∞
v(xH , xn) = ±1 uniformly. (P3)
LKv = f(v) in Rn+ = {xn > 0} ,
v = 0 in Rn \ Rn+ = {xn ≤ 0} ,
lim
xn→+∞
v(xH , xn) = 1 uniformly.
(P4)
Assume that there exists a δ > 0 such that
f ′ ≤ 0 in [−1,−1 + δ] ∪ [1− δ, 1],
for problem (P3) and
f ′ ≤ 0 in [1− δ, 1]
for problem (P4). Then, v depends only on xn and is increasing in that direction.
Proof. It is based on the sliding method, exactly as in the proof of Theorem 1 in [28]. The
idea is, as usual, to define vτ (x) := v(x + ντ) for every ν ∈ Rn with |ν| = 1 and νn > 0,
and the aim is to show that vτ (x) − v(x) ≥ 0 for all τ ≥ 0. Despite the fact that LK is
a nonlocal operator, the proof is exactly the same as the one in [28] —it only relies on
the maximum principle, the translation invariance of the operator and the Liouville type
result of Theorem 5.1.5. Therefore, we do not include here the details.
Finally, we can proceed with the proof of Theorem 5.1.6.
Proof of Theorem 5.1.6. Note that by Proposition 5.4.12 we only need to prove that
lim
xn→+∞
v(xH , xn) = 1
uniformly. Therefore we divide the proof in two steps: first, we prove that the limit




v(xH , xn) = 1. By Proposition 5.4.6 we know that v is strictly increasing in the
direction xn. Since v is also bounded by hypothesis, we know that, given xH ∈ Rn−1,
the one variable function v(xH , ·) has a limit as xn → +∞, which we call v(xH). Note
that, since v(xH , 0) = 0 and vxn > 0, it follows that v(xH) > 0. Let xkn be any increasing
sequence tending to infinity. Define vk(xH , xn) := v(xH , xn +xkn). By the regularity theory
of the operator LK (see Section 5.2) and a standard compactness argument, we see that,
up to a subsequence, vk converge uniformly on compact sets to a function v∞ which is a
classical solution to {
LKv∞ = f(v∞) in Rn,
v∞ ≥ 0 in Rn.
(5.4.8)
By Theorem 5.1.5, either v∞ ≡ 0 or v∞ ≡ 1. But, by construction,
v∞(xH , 0) = lim
k→+∞
vk(xH , 0) = lim
k→+∞
v(xH , xkn) = v(xH) > 0,
and therefore the only possibility is
lim
xn→∞
v(xH , xn) = 1 for all xH ∈ Rn−1.
Step 2: The limit is uniform in xH . Let us proceed by contradiction. Suppose that the
limit is not uniform. This means that given any ε > 0 small enough, there exists a sequence
of points (xkH , xkn) with xkn → +∞ such that v(xkH , xkn) = 1 − ε. Similarly as before, the
sequence of functions ṽk(xH , xn) = v(xH + xkH , xn + xkn) converge uniformly on compact
sets to a function ṽ∞ that also solves (5.4.8). By Theorem 5.1.5, either ṽ∞ ≡ 0 or ṽ∞ ≡ 1.
But, by construction
ṽ∞(0, 0) = lim
k→+∞
ṽk(0, 0) = lim
k→+∞
v(xkH , xkn) = 1− ε,
which is a contradiction for ε > 0 small enough. Thus, the limit is uniform. Finally, by
applying Proposition 5.4.12, we get that v depends only on xn and is increasing in that
direction.
5.5 Asymptotic behavior of a saddle-shaped solution
In this section, we show Theorem 5.1.3, concerning the asymptotic behavior of the saddle-
shaped solution.
In order to establish the result, it is important to study one-dimensional layer solutions
in Rn. Actually, in relation with the available results concerning a conjecture by De Giorgi,
in low dimensions all layer solutions are one-dimensional (see Subsection 5.1.3).
One-dimensional layer solutions in Rn are in correspondence with the ones in R. This
comes for free when dealing with the local case, since if v is a solution to −v̈ = f(v) in R,
then w(x) = v(x · e) solves −∆w = f(w) in Rn for every unitary vector e ∈ Rn. The same
fact also happens for the fractional Laplacian, that is, if v is a solution to (−∆)γv = f(v)
in R, then w(x) = v(x · e) solves the same equation in Rn. We can easily see this relation
via the local extension problem.
Nevertheless, for a general operator LK this is not true anymore and we need a way
to relate a solution to a one-dimensional problem with a one-dimensional solution to a
n-dimensional problem. This is given in the next result. Some of its points appear in [83]
with a different notation but we state and prove them here for completeness.
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Proposition 5.5.1. Let LK ∈ L0(n, γ, λ,Λ) be a symmetric and translation invariant
integro-differential operator of the form (5.1.2) with kernel K : Rn \ {0} → (0,+∞).




K (θ, τ) dθ = |τ |n−1
ˆ
Rn−1
K (τσ, τ) dσ. (5.5.1)
(i) Let v : R → R and consider w : Rn → R defined by w(x) = v(xn). Then,
LKw(x) = LK1v(xn). If we assume moreover that K is radially symmetric, then
the same happens with w(x) = v(x · e) for every unitary vector e ∈ Sn−1. That is,
LKw(x) = LK1v(x · e).
(ii) If K is nonincreasing/decreasing in the xn-direction in {xn > 0}, then K1(τ) is
nonincreasing/decreasing in (0,+∞).
(iii) LK1 ∈ L0(1, γ, λ,Λ), and moreover, if LK is the fractional Laplacian in dimension n,
then LK1 is the fractional Laplacian in dimension 1.














K (xH − yH , xn − yn) dyH dyn.















K1(xn − yn) dyn = LK1v(xn).
This shows the first equality in (5.5.1). The alternative expression of the kernel K1, that
is useful in some cases, can be obtained from the change of variables θ = τσ. Furthermore,
in the case of K radially symmetric, the result is valid for u(x) = v(x · e) for every unitary
vector e ∈ Sn−1 after a change of variables in the previous computations. The proof of








dθ ≥ 0 for any τ2 > τ1 > 0.
We establish now point (iii). To do it, we bound the kernel K1 using the ellipticity
condition on K:
K1(τ) = |τ |n−1
ˆ
Rn−1













































πn/2Γ(1− γ) , (5.5.2)
and the definition of the Beta and Gamma functions. The upper bound for K1 is obtained
in the same way. Note that the previous computation is an equality with λ = 1 in the case
of the fractional Laplacian.
In the proof of Theorem 5.1.3 we will use some properties of the layer solution u0,
defined in (5.1.10). First, in [83] it is proved that there exists a constant C such that
|u0(x)− sign(x)| ≤ C|x|−2γ and |u̇0(x)| ≤ C|x|−1−2γ for large |x|. (5.5.3)
In our arguments we need also to show that the second derivative of the layer goes to zero
at infinity. This is the first statement of the following lemma.
Lemma 5.5.2. Let K1 : R \ {0} → (0,+∞) be a symmetric kernel satisfying (5.1.4) and
assume that it is decreasing in (0,+∞). Let u0 be the layer solution associated to the kernel
K1, that is, u0 solving (5.1.10). Then,
(i) ü0(x)→ 0 as x→ ±∞.
(ii) ü0(x) < 0 in (0,+∞).
We prove here the first statement of this lemma, and we postpone the proof of the second
one until the next section, since we need to use a maximum principle for the linearized
operator LK1 − f ′(u0).
Proof of point (i) of Lemma 5.5.2. By contradiction, suppose that there exists an unbounded
sequence {xj} satisfying |ü0(xj)| > ε for some ε > 0. Note that by the symmetry of u0 we
may assume that xj → +∞. Now define wj(x) := ü0(x+ xj). By differentiating twice the
equation of the layer solution, we see that ü0 solves
LK1ü0 = f ′′(u0)u̇20 + f ′(u0)ü0 in R.
Hence, as xj → +∞ a standard compactness argument combined with the asymptotic
behavior given by (5.5.3) yields that wj converges on compact sets to a function w that
solves
LK1w = f ′(1)w in R.
In addition, since |ü0(xj)| > ε we have |w(0)| ≥ ε. At this point we use Lemma 4.3 of [83]
to deduce that, since f ′(1) < 1, then w → 0 as |x| → +∞. Therefore, if w is not identically
zero, it has either a positive maximum or a negative minimum, but this contradicts the
maximum principle (recall that f ′(1) < 1). We conclude that w ≡ 0 in R, but this is a
contradiction with |w(0)| ≥ ε.
Now we have all the ingredients to establish the asymptotic behavior of the saddle-
solution. The proof follows exactly the same compactness arguments used to prove the
analogous result in the local case (see [60]) and for the fractional Laplacian using the
extension problem (see [75, 76]). Thus we will omit some details. The main ingredients
too establish this results are the translation invariance of the operator, the Liouville type
and symmetry results of Theorems 5.1.5 and 5.1.6 and a stability argument (recall the
comments in Section 5.2).
205
Proof of Theorem 5.1.3. By contradiction, assume that the result does not hold. Then,
there exists an ε > 0 and an unbounded sequence {xk}, such that
|u(xk)− U(xk)|+ |∇u(xk)−∇U(xk)|+ |D2u(xk)−D2U(xk)| > ε. (5.5.4)
By the symmetry of u, we may assume without loss of generality that xk ∈ O, and by
continuity we can further assume xk /∈ C . Let dk := dist(xk,C ). We distinguish two
cases: Case 1: {dk} is an unbounded sequence. In this situation, we may assume that
dk ≥ 2k. Define
wk(x) := u(x+ xk),
which satisfies 0 < wk < 1 in Bk and
LKwk = f(wk) in Bk.
Letting k → +∞, by standard estimates for the operators of the class L0 (see Section 5.2)
and the Arzelà-Ascoli theorem, we have that, up to a subsequence, wk converges on compact
sets to a function w which is a pointwise solution to{
LKw = f(w) in Rn ,
w ≥ 0 in Rn .
Then, by Theorem 5.1.5, either w ≡ 0 or w ≡ 1. First, note that w cannot be zero. Indeed,
since wk are stable with respect to perturbations supported in Bk (see the comments in
Section 5.2 and Remark 5.3.4), w is stable in Rn, which means that the linearized operator
LK − f ′(w) is a positive operator. Nevertheless, if w ≡ 0, then the linearized operator
LK−f ′(w) = LK−f ′(0) is negative for sufficiently large balls, since f ′(0) > 0 and the first
eigenvalue of LK is of order R−2γ in balls of radius R (as in Lemma 5.3.2, see Proposition 9
of [177]). Therefore w ≡ 1. On the other hand, since dk → +∞ and U(xk) = u0(dk), we
get by the properties of the layer solution that U(xk)→ 1, ∇U(xk)→ 0 and D2U(xk)→ 0
—see (5.5.3) and Lemma 5.5.2. From this and condition (5.5.4) we get
|u(xk)− 1|+ |∇u(xk)|+ |D2u(xk)| > ε/2,
for k big enough. This yields that
|wk(0)− 1|+ |∇wk(0)|+ |D2wk(0)| > ε/2,
and this contradicts w ≡ 1. Case 2: {dk} is a bounded sequence. In this situation,
at least for a subsequence, we have that dk → d. Now, for each xk we define x0k as its
projection on C . Therefore, we have that ν0k := (xk − x0k)/dk is the unit normal to C .
Through a subsequence, ν0k → ν with |ν| = 1. We define
wk(x) := u(x+ x0k),
which solves
LKwk = f(wk) in Rn.
Similarly as before, by letting k → +∞, up to a subsequence wk converges on compact
sets to a function w which is a pointwise solution to
LKw = f(w) in H := {x · ν > 0} ,
w ≥ 0 in H ,
w is odd with respect to H.
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For the details about the fact that O + x0k → H, see [60]. As in the previous case, by
stability w cannot be zero, and thus w > 0 in H (by the strong maximum principle for odd
functions with respect to a hyperplane, see [71]). Hence, by Theorem 5.1.6, w only depends
on x · ν and is increasing. Finally, by the uniqueness of the layer solution, w(x) = u0(x · ν)
and
u(xk) = wk(xk − x0k) = w(xk − x0k) + o(1)
= u0((xk − x0k) · ν) + o(1) = u0((xk − x0k) · ν0k) + o(1)
= u0(dk|ν0k |2) + o(1) = u0(dk) + o(1) = U(xk) + o(1),
contradicting (5.5.4). The same is done for ∇u and D2u.
Remark 5.5.3. The previous result yields that, for ε > 0 the saddle-shaped solution satisfies
u ≥ δ in the set Oε := {(x′, x′′) ∈ Rm × Rm : |x′′|+ ε < |x′|}, for some positive constant
δ. That is, thanks to the asymptotic result, and since U(x) ≥ u0(ε/
√
2) for x ∈ Oε, there
exists a radius R > 0 such that u(x) ≥ U(x)/2 ≥ u0(ε/
√
2)/2 if x ∈ Oε \ BR. Moreover,
since u is positive in the compact set Oε ∩ BR it has a positive minimum in this set, say
m > 0. Therefore, if we choose δ = min{m,u0(ε/
√
2)/2} we obtain the desired result.
5.6 Maximum principles for the linearized operator
In this section we show that the linearized operator LK − f ′(u) satisfies the maximum
principle in O. This, combined with the asymptotic result of Theorem 5.1.3, yields the
uniqueness of the saddle-shaped solution.
In order to prove the maximum principle of Proposition 5.1.4, we need a maximum
principle in “narrow” sets, stated next.
Proposition 5.6.1. Let ε > 0 and let
Nε ⊂ {(x′, x′′) ∈ Rm × Rm : |x′′| < |x′| < |x′′|+ ε} ⊂ O
be an open set (not necessarily bounded). Let K be a radially symmetric kernel satisfying
the positivity condition (5.1.7) and such that LK ∈ L0. Let v ∈ C(Nε)∩Cα(Nε)∩L1γ(R2m),
for some α > 2γ, be a doubly radial function satisfying
LKv + c(x)v ≤ 0 in Nε ,
v ≤ 0 in O \ Nε ,
−v(x?) = v(x) in R2m,
lim sup
x∈Nε, |x|→∞
v(x) ≤ 0 ,
(5.6.1)
with c a function bounded by below. Under these assumptions there exists ε > 0 depending
only on λ,m, γ and ||c−||L∞ such that, if ε < ε, then v ≤ 0 in Nε.
Proof. Assume, by contradiction, that
M := sup
Nε
v > 0 .
Under the assumptions (5.6.1), M must be attained at an interior point x0 ∈ Nε. Then,
0 ≥ LKv(x0) + c(x0)v(x0) ≥ LKv(x0)− ||c−||L∞(Nε) M . (5.6.2)
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Now, we compute LKv(x0). Since v is doubly radial and odd with respect to the Simons

















where the inequality follows from beingM the supremum of v inO and the kernel inequality
(5.1.7). Combining this last inequality with (5.6.2), we obtain





K(x0, y?) dy − ||c−||L∞(Nε)
)
.





















Therefore, for ε small enough, we arrive at a contradiction that follows from assuming that
the supremum is positive.
Remark 5.6.2. Using same arguments as in the proof of Proposition 5.4.10, the previous
result can be extended to general doubly radial “narrow” sets (that is, assuming that the
set Nε in the statement of Proposition 5.6.1 satisfies (5.4.6), instead of just being contained
in an ε-neighborhood of the cone). Indeed, we only need to replace the symmetry with
respect to a hyperplane by the symmetry with respect to the Simons cone and use the
kernel inequality (5.1.7) —note that in this case, the assumption at infinity in (5.6.1) is
not needed. Nevertheless, we preferred to present the result for sets that are contained
in an ε-neighborhood of the Simons cone, since we are only going to use the maximum
principle in such sets. In addition, the crucial fact that the sets are contained in {(x′, x′′) ∈
Rm × Rm : |x′′| < |x′| < |x′′|+ ε} makes the argument rather simple.
Once this maximum principle in “narrow” sets is available, we can proceed with the
proof of Proposition 5.1.4.
Proof of Proposition 5.1.4. For the sake of simplicity, we will denote
Lw := LKw − f ′(u)w − cw .
A crucial point in this proof is that u is a positive supersolution of the operator L . Indeed,
since f is strictly concave in (0, 1) and f(0) = 0, then f ′(τ)τ < f(τ) for all τ > 0, and thus
L u = LKu− f ′(u)u− cu ≥ f(u)− f ′(u)u > 0 in Ω ⊂ O , (5.6.3)
where in the first inequality we have used that u > 0 in O and that c ≤ 0. By contradiction,
assume that there exists x0 ∈ Ω such that v(x0) > 0. We will show next that, if we assume
this, we deduce v ≤ 0 in Ω, arriving at a contradiction. Let ε > 0 be such that the
maximum principle of Proposition 5.6.1 is valid and define the following sets:
Ωε := Ω ∩ {|x′| > |x′′|+ ε} and Nε := Ω ∩ {|x′′| < |x′| < |x′′|+ ε} .
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Define also, for τ ≥ 0,
w := v − τu.
First, we claim that w ≤ 0 in Ω if τ is big enough. To see this, note first that by the
asymptotic behavior of the saddle-shaped solution, we have
u ≥ δ > 0 in Ωε , (5.6.4)
for some δ > 0 (see Remark 5.5.3). Therefore, w < 0 in Ωε if τ is big enough. Moreover,
since v ≤ 0 in O \ Ω, we have
w ≤ 0 in O \ Nε .





Lw = L v − τL u ≤ 0 in Nε .
Thus, since w is odd with respect to C , we can apply Proposition 5.6.1 in Nε to deduce
that
w ≤ 0 in Ω ,
if τ is big enough. Now, define
τ0 := inf {τ > 0 : v − τu ≤ 0 in Ω} .
By the previous claim, τ0 is well defined. Moreover, it is easy to see that τ0 > 0. Indeed, it is
obvious v−τ0u ≤ 0 in Ω and thus, since v(x0) > 0, we have −τ0u(x0) < v(x0)−τ0u(x0) ≤ 0.
Using that u(x0) > 0, it follows that τ0 > 0. We claim that v − τ0u 6≡ 0. Indeed, if
v − τ0u ≡ 0 then v = τ0u and thus, by using (5.6.3), the equation for v, and the fact that
τ0 > 0, we get
0 ≥ L v(x0) = τ0L u(x0) > 0 ,
which is a contradiction. Then, since v − τ0u 6≡ 0, the strong maximum principle for odd
functions (see Proposition 5.2.3) yields
v − τ0u < 0 in Ω .
Therefore, by continuity, the assumption on v at infinity and (5.6.4), there exists 0 < η < τ0
such that
w̃ := v − (τ0 − η)u < 0 in Ωε .
Note that here we used crucially (5.6.4), and this is the reason for which we needed to
introduce the sets Ωε and Nε. Using again the maximum principle in “narrow” sets with
w̃ in Nε, we deduce that
v − (τ0 − η)u ≤ 0 in Ω ,
and this contradicts the definition of τ0. Hence, v ≤ 0 in Ω and, as we said, this contradicts
our initial assumption on the existence of a point x0 where v(x0) > 0.
Note that if in the previous result we assume that ∂Ω ∩ C is empty, then Ω is at a
positive distance to the cone and the lower bound on u in (5.6.4) holds in Ω. In this case
no maximum principle in “narrow” sets is required in the previous argument. Instead, if
we want to consider sets with ∂Ω ∩ C 6= ∅, we need to introduce the set Ωε to have the
uniform lower bound (5.6.4) and be able to carry out the proof.
The same argument used in the previous proof can be used to establish the remaining
statement of Lemma 5.5.2.
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Proof of point (ii) of Lemma 5.5.2. Let v = ü0. First we show that v ≤ 0 in (0,+∞). To
see this, note that since f is concave and by point (i) of Lemma 5.5.2, we have that
LK1v − f ′(u0)v ≤ 0 in (0,+∞) .
v(x) = −v(−x) for every x ∈ R ,
lim sup
x→+∞
v(x) = 0 .
Now, we follow the proof of Proposition 5.1.4 but with the previous problem, replacing u
by u0 and using that
LK1u0 − f ′(u0)u0 > 0 in (0,+∞) .
All the arguments are the same, using the maximum principle of Proposition 5.4.10 in the
set (0, ε), and yield that v ≤ 0 in (0,+∞). The fact that ü0 = v < 0 in (0,+∞) can
be readily deduced from the strong maximum principle for odd functions in R, as follows.
Suppose by contradiction that there exists a point x0 ∈ (0,+∞) such that v(x0) = 0.
Then,
0 ≥ LK1v(x0) = −
ˆ +∞
−∞






K1(x0 − y)−K1(x0 + y)
)
dy > 0 ,
arriving at a contradiction. Here we have used that v 6≡ 0 and the fact thatK1 is decreasing








Null-Lagrangians and calibrations for
nonlocal functionals
In this chapter we build a null-Lagrangian and a calibration for nonlocal energy functionals
assuming the existence of a foliation formed by graphs of solutions to the Euler-Lagrange
equation. This result requires a certain ellipticity assumption on the nonlocal Lagrangian.
As an application we deduce the minimality of each leaf in the foliation. Our results extend
for the first time the classical theory of extremal fields in the Calculus of Variations to the
nonlocal framework. The model case in our setting corresponds to the energy functional
for the fractional Laplacian, for which such null-Lagrangian was still unknown.
6.1 Introduction
In this chapter we extend certain features of the classical Weierstrass theory of extremal
fields to the nonlocal setting. Our principal result is the construction of a calibration (see












where s ∈ (0, 1), cn,s is a normalizing constant, and
Q(Ω) := (Rn × Rn) \ (Ωc × Ωc) = (Ω× Ω) ∪
(




(Rn \ Ω)× Ω
)
.
The functional EsF is known to be the energy associated to the semilinear equation
(−∆)su = F ′(u) in Ω,
where






is the fractional Laplacian.
An interesting feature of our construction is that it does not use the Caffarelli-Silvestre
extension technique for the fractional Laplacian and extends naturally to general nonlocal






GN(x, y, w(x), w(y)) dx dy. (6.1.1)
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Our construction requires the nonlocal Lagrangian GN(x, y, a, b) to satisfy a certain
ellipticity condition, as well as the existence of a family of critical points of EN (or rather,
of sub/supersolutions to the Euler-Lagrange equation) whose graphs make up a foliation,
in some sense.
6.1.1 Examples
The functional (6.1.1) includes several important examples of nonlocal energies:
• The case
GN(x, y, a, b) =
|a− b|p
2p|x− y|n+ps
corresponds to the fractional p-Dirichlet energy, which gives rise to the fractional
p-Laplace equation. Furthermore, nonlinearities can be added to this example, for
instance, by letting




2|Ω|1Ω×Ω(x, y)(F (a) + F (b)).
In particular, for p = 2 this is the energy functional associated to the semilinear
equation (−∆)su = F ′(u) in Ω.
• The Lagrangian










(1 + τ 2)n+s+12
and g′(0) = g(0) = 0,
gives the fractional area functional for graphs; see [82].
• The case
GN(x, y, a, b) = K(x− y) a b 1Ω×Ω(x, y)
includes convolution operators.
• The structure
GN(x, y, a, b) = G(x− y, a− b) 1Ω×Ω(x, y)
appears naturally in Peridynamics; see [178].
6.1.2 The notion of calibration
A classical problem in the Calculus of Variations consists of finding conditions for a function
to be a minimizer of an energy functional. Abstractly, given E : A → R defined on some
set of functions A, and given u ∈ A, we ask whether u minimizes the energy functional E
among competitors in A with the same Dirichlet conditions.
In classical local problems, the Dirichlet condition refers to the value of u on the bound-
ary of a bounded domain Ω, while in nonlocal problems one must consider the value in the
whole exterior of Ω, i.e., in Ωc = Rn \ Ω.
One effective strategy to establish the minimality of a function u consists of constructing
a calibration functional:
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Definition 6.1.1. A functional C : A → R is a calibration for E and u ∈ A if the following
conditions hold:
(C1) C(u) = E(u).
(C2) C(w) ≤ E(w) for all w ∈ A.
(C3) C(w) = C(w̃) for all w, w̃ ∈ A with the same Dirichlet conditions.
Once a calibration is available, the minimality of u follows immediately. Indeed, if C is
a calibration for E and u ∈ A, then, for any w ∈ A with the same Dirichlet conditions as
u, applying (C1), (C2), and (C3) in this order we obtain
E(u) = C(u) = C(w) ≤ E(w),
and u is a minimizer. Here, an a priori existence and regularity result for minimizers is not
needed.
Functionals satisfying (C3) are known as null-Lagrangians in the literature. The null-
Lagrangian property imposes strong restrictions on the form of the functional, leading to
a complete characterization of such functionals in the local case; see [125, Chapter 1.4.2].
Instead, if we are only interested in proving the minimality of u, it is clear from the
argument above that conditions (C2) and (C3) can be relaxed to the less stringent
(C2′) C(w) ≤ E(w) for all w ∈ A with the same Dirichlet conditions as u.
(C3′) C(u) ≤ E(w) for all w ∈ A with the same Dirichlet conditions as u.
Indeed, these conditions appear naturally in the applications (for instance, see [88, 47]).
6.1.3 The classical theory of calibrations
Historically, a fundamental question in the classical theory of the Calculus of Variations
was to determine necessary and sufficient conditions for a function to be a minimizer.









In this framework, the function GL(x, λ, q) is called the Lagrangian of the functional.






η(x)LL(u)(x) dx = 0 for all η ∈ C∞c (Ω),
which leads to the function satisfying the Euler-Lagrange equation LL(u) = 0 in Ω (in a
weak sense). We call these critical points extremals of the energy functional EL.
Further necessary conditions can be derived depending on the topology with respect to
which the functional is being minimized. If u ∈ C1(Ω) is a minimizer of EL with respect
to small Cc(Ω) perturbations1, then it is well-known that it must satisfy the Weierstrass
necessary condition
E(x, u(x),∇u(x), ξ) ≥ 0 for all x ∈ Ω, ξ ∈ Rn, (6.1.3)
1This type of local minimizers are often referred to as strong minimizers in the classical literature.
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where E is the Weierstrass excess function defined as
E(x, λ, q, q̃) := GN(x, λ, q̃)−GN(x, λ, q)− ∂qGN(x, λ, q) · (q̃ − q).
Turning to sufficient conditions, a basic one in known for energy functionals that are
convex, since in this case every extremal is already a minimizer. Many models from Physics
exhibit such a convexity property, however, there are also numerous nonconvex energies
that appear in the applications. This is the case of the Allen-Cahn energy or of minimal
surfaces, among many others. These energy functionals may have several extremals, with
only a few of them being minimizers.
In order to discuss further sufficient conditions we give the following definition:
Definition 6.1.2. We say that a family of functions {ut}t∈R is a field if
• the functions t 7→ ut(x) are increasing for each x
• the map (x, t) 7→ ut(x) is continuous
Moreover, we always assume that the ut are defined on the same domain, which will be
Ω or Rn, depending on the local or nonlocal nature of the problem.
A classical result first proven for ODEs by Weierstrass asserts that if u is embedded in
an extremal field {ut}t∈R, that is, a field such that each of the functions ut is an extremal
of the energy functional EL, and moreover each of the functions ut satisfies the Weierstrass
necessary condition, then u is a minimizer.
The Weierstrass theory of extremal fields is strongly related to the construction of
calibrations for EL. If {ut}t∈R is a field, the region
G = {(x, λ) ∈ Rn × R : λ = ut(x) for some t ∈ R}
has a foliation whose leaves are the graphs of the ut. In particular, we can define a leaf–
parameter function
t : G → R
as the unique t = t(x, λ) ∈ R such that
ut(x) = λ.
From the continuity assumption in Definition 6.1.2 it follows that the leaf–parameter func-
tion t is also continuous.
Given an extremal field {ut}t∈R, one can define the functional CL on functions w with


















It can be checked that CL satisfies (C1) and (C3) with u := ut, for all t. Moreover, it
is well-known that the energy functional EL can be decomposed in terms of CL and the
Weierstrass excess function E as








Hence, if each ut satisfies the Weierstrass necessary condition, it follows that (C2) is also
satisfied, and CL is a calibration for each ut.
An important class of local functionals are those for which the Lagrangian GL(x, λ, q)
is convex with respect to q, which can be understood as an ellipticity condition. In this
case, the Weierstrass excess function is always nonnegative, and the necessary condition
(6.1.3) is always satisfied.























Calibrations and extremal fields have also found important applications in the theory
of minimal surfaces. For instance, in [88], a simple calibration argument was used to show
the minimality of the Simons cone in dimensions n ≥ 8. This is a fundamental result in
the classification of minimal surfaces.
6.1.4 Nonlocal calibrations
While the theory of calibrations for local energies is well understood, there are almost no
results when dealing with nonlocal energies. To the best of our knowledge, the only result
in this direction is due to Cabré [47] for the fractional perimeter. He gave a calibration for
such a particular nonlocal energy as explained in Section 6.2. Independently, Pagliari [158]
investigated the analytical structure of calibrations for the nonlocal total variation and
succeeded in constructing a calibration tailored to half-space solutions, although extremal
fields are not mentioned in this approach.
Even when the nonlocal energy functional is as simple as EsF , which is the energy asso-
ciated to the fractional Laplacian and nonlocal counterpart of EF , the form of a calibration
was not known prior to this thesis. The following is our main result, which builds a cali-
bration for EsF in the presence of a field. Let us point out that the regularity assumptions
on the field can be significantly weakened as explained in Section 6.4:
Theorem 6.1.3. Let {ut}t∈R be a field, u := u0, and A = {w ∈ C(Rn) : graphw ⊂ G}.
Assume that (x, t)→ ut(x) is a bounded C2 function, and let CsF be the functional



















Then, it follows that:
(a) CsF satisfies (C1) and (C2′).
(b) Assume in addition that the family {ut}t∈R satisfies
(−∆)sut − F ′(ut) ≥ 0 in Ω for t ≥ 0,
(−∆)sut − F ′(ut) ≤ 0 in Ω for t ≤ 0.
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Then CsF satisfies (C3′). In particular, u minimizes EsF among functions w in A such
that w ≡ u in Ωc.
(c) Assume in addition that {ut}t∈R is an extremal field, that is,
(−∆)sut − F ′(ut) = 0 in Ω for all t ∈ R.
Then CsF satisfies (C3). In particular, each ut minimizes EsF among functions w in A
such that w ≡ ut in Ωc.
The construction of the calibration functional was not evident since the expression
for CF has not clear analogues from the fractional point of view. A natural approach
consists of replacing the gradient terms appearing in the expression of CF by fractional
ones. Nevertheless, such a construction leads to a functional that fails to be a calibration.
The use of the extension problem for the fractional Laplacian was an alternative approach,
but we could not arrive to the desired results.
The key to finding the calibration is to review, from a PDE point of view, the classical
theory for local functionals. Inspired by the structure of the calibration for the nonlocal
perimeter, we observed that the functional CL given by (6.1.4) can be written in terms of

















dλ dHn−1 + EL(u0).
To the best of our knowledge, this is the first time that the classical calibration is written
in this form. The importance of this expression comes from the fact that its structure can
be extrapolated to the nonlocal setting, since each of the terms above has a clear nonlocal
counterpart. Indeed, this structure gives us, after simple manipulations, the right definition
of the calibration functional CsF from the statement of the theorem.
The theorem above can be extended to nonlocal functionals EN of the form (6.1.1).
Theorem 6.1.4. Let {ut}t∈R be a sufficiently regular field, u := u0, and A an appropriate
space of functions w : Rn → R with graphw ⊂ G. Assume that GN is pairwise symmetric,
i.e.,
GN(y, x, b, a) = GN(x, y, a, b) for all (x, y, a, b) ∈ Rn × Rn × R× R,
and satisfies the nonlocal ellipticity condition
∂bGN(x, y, a, b) is nonincreasing in a.






∂aGN(x, y, ut(x), ut(y))
∣∣∣
t=t(x,λ)
dλ dx dy + EN(u0)




∂aGN(x, y, w(x), w(y)) dy.
Then, it follows that:
(a) CN satisfies (C1) and (C2).
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(b) Assume in addition that the family satisfies the inequalities
LN(ut) ≥ 0 in Ω for t ≥ 0,
LN(ut) ≤ 0 in Ω for t ≤ 0,
where LN is the Euler-Lagrange operator associated to EN . Then CN satisfies (C3′).
In particular, u minimizes EN among functions w in A such that w ≡ u in Ωc.
(c) Assume in addition that {ut}t∈R is an extremal field, that is,
LN(ut) = 0 in Ω for all t ∈ R.
Then CN is a calibration. In particular, each ut minimizes EN among functions w in
A such that w ≡ ut in Ωc.
Let us point out that in this chapter we only give a formal derivation of the previous
result since it includes a very wide class of energy functionals, each with their own partic-
ularities. For instance, it includes the fractional p-Dirichlet energy, the fractional s-area
functional for graphs, as well as convolution energies. Nevertheless, we could give rigorous
theorems for specific families, as done for the fractional Dirichlet energy, by assuming the
adequate regularity conditions for each particular case.
Finally, we give an interpretation of the nonlocal ellipticity condition, which turns out
to have a strong connection with a comparison principle for the associated Euler-Lagrange
equation. More specifically, we see that if a function v is below another function w, and
they touch at a point x0, then the monotonicity in b of ∂aGN(x, y, a, b) gives the inequality
LN(v)(x0) ≥ LN(w)(x0). We elaborate on this further in Appendix 6.7.
6.1.5 Organization of the chapter
The chapter is organized as follows. In Section 6.2 we review the work of Cabré on cal-
ibrations for the nonlocal perimeter [47], underlining the ideas that led us to the correct
result for the fractional Laplacian. In Section 6.3 we recall some known facts about the
classical theory for calibrations in extremal fields. The most important result in this sec-
tion is Proposition 6.3.1, where we rewrite the calibration in a new way, the structure of
which can be extrapolated to the nonlocal setting. In Section 6.4 we study the case for the
fractional Laplacian, where we investigate the properties of CsF under minimal assumptions
on the field and prove Theorem 6.1.3. In Section 6.5 we study the general nonlocal case
and exhibit formal arguments that justify Theorem 6.1.4. In Section 6.6 we show how to
combine local and nonlocal calibrations to yield calibrations for compound energies. In
Appendix 6.7 we relate the ellipticity condition for the nonlocal Lagrangian appearing in
Theorem 6.1.4 with a comparison principle for nonlocal nonlinear operators.
6.2 The nonlocal perimeter
In this section we briefly revisit the work by Cabré [47] concerning the construction of
a calibration for the fractional perimeter. Identifying the key feature that makes the
functional a calibration will give us a candidate to extend the theory to other nonlocal
problems.
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Consider the K−nonlocal perimeter of a set F ⊂ Rn inside Ω defined by
P(F ) := 12
¨
Q(Ω)
|1F (x)− 1F (y)|K(x− y) dx dy.
It is well-known that the nonlocal mean curvature HK defined for sets A ⊂ Rn at boundary








is the Euler-Lagrange operator associated to the energy functional P ; see [61]. In particular,
if E minimizes the functional P with respect to sets with the same exterior condition and
is regular enough, then HK [E](x) = 0 for x ∈ ∂E ∩ Ω.






sign(φ(x)− φ(y))(1F (x)− 1F (y))K(x− y) dx dy (6.2.1)
is a calibration for the nonlocal perimeter P when the superlevel sets {x ∈ Rn : φ(x) > λ}
have zero nonlocal mean curvature. As a consequence, each superlevel set is a minimizer
of the functional P with respect to sets with their own exterior data.
Let us point out that Definition 6.1.1 can be easily modified to treat subsets of Rn
instead of functions. For instance, in reference to property (C3), we say that two sets E
and F have the same Dirichlet/exterior condition if E \ Ω = F \ Ω.
Properties (C1) and (C2) are easy to check from expression (6.2.1) directly, without
any additional assumptions on the superlevel sets. In order to show the null-Lagrangian
property (C3), however, it requires to find an alternative expression for CP . For this, let
us introduce a different notation for the superlevel sets that better resembles the one for
extremal fields mentioned at the beginning of the chapter. The notation will also be useful
to tie the ideas from this section together with our developments in later parts of the
section.
For t ∈ R we define
Et := {x ∈ Rn : φ(x) > t}.
We assume for simplicity that φ is smooth and ∇φ(x) 6= 0 for all x. Hence, the level sets
are regular and
∂Et = {x ∈ Rn : φ(x) = t}






for a.e. (x, y) ∈ Rn × Rn.
Substituting this identity in the definition of the calibration functional (6.2.1), we see










(1F (x)− 1F (y))K(x− y) dx dy. (6.2.2)
































Passing from (6.2.1) to (6.2.3) is the crucial step in [47]. The structure of the alternative
expression (6.2.3) for the calibration functional CP is what we find most interesting, since
the functional appears decomposed into two distinct terms: the first one involves the Euler-
Lagrange equation of P at each of the superlevel sets Et, while the second one depends
only on the set F outside Ω. Thus, if for all t we have HK [Et] = 0 in Ω, then the quantity
CP(F ) depends only on the exterior condition F \ Ω, which makes it a null-Lagrangian.
As mentioned after defining the concept of calibration, to show minimality one does not
actually need the null-Lagrangian property (C3) but rather the weaker condition (C3′). For
instance, to prove that the set E0 minimizes P , from identity (6.2.3) it can be shown that it
is sufficient that the sets Et “above” E0 are supersolutions and the Et “below” subsolutions.
For more details see [47] and compare with Theorem 6.1.3 and Propositions 6.3.4, 6.5.1,
and 6.6.1 in the following sections.
Remark 6.2.1. It is interesting to compare the calibration functional for the fractional
perimeter (that is, the K−nonlocal perimeter with K(z) = |z|−n−2s for some s ∈ (0, 1))
with the one for the classical perimeter functional PL. Indeed, given
PL(F ) := Hn−1(Ω ∩ ∂F ),








where ν∂A denotes the outward normal vector to the surface ∂A. Let us point out that this
expression is the local analogue to (6.2.2).
Our goal in the next section will be to rewrite the calibration from the classical theory
in a way that shares the same structure with formula (6.2.3). A calibration functional for
nonlocal equations will be then easy to derive.
6.3 The local theory of calibrations
In this section we review the classical theory of extremal fields and calibrations for local
functionals from a PDE point of view. Inspired by the structure of the calibration (6.2.3) for
the nonlocal perimeter, we find an alternative expression for classical calibrations which
involves the Euler-Lagrange and Neumann operators on the field. This expression will
allow us to extrapolate part of the local theory to the nonlocal setting as explained in
the following sections. To the best of our knowledge, it is the first time that the classical
calibration has been written in this way.









where the Lagrangian GL(x, λ, q) is bounded from below and of class C2 in all arguments.
Assume moreover that GL is convex with respect to q. This assumption still includes many
interesting examples, such as the p-Dirichlet energy and the area functional for minimal
graphs.
Given a field of functions ut : Ω→ R (in the sense of Definition 6.1.2) we let
G := {(x, λ) ∈ Ω× R : λ = ut(x) for some t ∈ R}
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and consider the set of admissible functions
A := {w ∈ C1(Ω) : graphw ⊂ G}.
If the field is regular enough, it is a classical result that the functional CL : A → R defined


















is a calibration for EL and each leaf ut under the additional assumption that {ut}t∈R is a


















The key point in our approach is to rewrite the calibration functional CL in an alternative
form involving only those operators which are of interest to the theory of PDE. We compute

























η(x)∂qGL(x,w(x),∇w(x)) · νΩ(x) dHn−1,






























In particular, if u is a minimizer of the energy functional EL among functions with the
same boundary conditions, then it must weakly satisfy LL(u) = 0 in Ω.
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dλ dHn−1 + EL(u0).
(6.3.2)
This identity is a consequence of the following explicit formula for the difference of CL on
two arbitrary functions:
Proposition 6.3.1. Let {ut}t∈R be a field such that (x, t)→ ut(x) is C2 in Ω×R. Then,
for all w and w̃ in A we have

















The proof of the result follows the usual strategy when establishing that CL is a cali-
bration. It consists of writing the difference CL(w)− CL(w̃) as the integral of a directional
derivative, see [4]. While in the literature the functions w and w̃ are assumed to have the
same boundary conditions, here we do not impose such a restriction.
Proof of Proposition 6.3.1. We let ζ := w − w̃ and wθ := (1− θ)w + θw̃ = w̃ + θζ. Then,

































































































The second term in (6.3.3) can be integrated by parts to yield
ˆ
Ω
































Next, we use the definition of the leaf-parameter function t to simplify the expressions




















∂λt(x, λ) = 1.




















































































which was the claim.
Remark 6.3.2. Proposition 6.3.1 has a nice geometric interpretation via the divergence
theorem in Rn+1. Consider the vector field X : Ω× R ⊂ Rn+1 → Rn+1 given by
X(x, λ) =
(














Figure 6.1: Geometric interpretation of Proposition 6.3.1
where
Xx(x, λ) := −∂qGL(x, ut(x),∇ut(x))
∣∣∣
t=t(x,λ)







Then, it is easy to check that




where div is the divergence in Rn+1, that is,
divX(x, λ) := divxXx(x, λ) + ∂λXλ(x, λ).
From the definition of the vector field X, it can be checked that the calibration func-




X · n dHn,
where Γw ⊂ Rn+1 is the graph of w and n is the unit vector normal to Γw pointing
“upwards”. In coordinates, n reads n(x,w(x)) = (1 + |∇w(x)|2)−1/2(−∇w(x), 1).
Consider now the region between the graphs, distinguishing the parts that are above
or below each function
R+ = {(x, λ) ∈ Ω× R : w̃(x) < λ < w(x)}
R− = {(x, λ) ∈ Ω× R : w(x) < λ < w̃(x)},
as well as their boundaries on ∂Ω
S+ = {(x, λ) ∈ ∂Ω× R : w̃(x) < λ < w(x)}
S− = {(x, λ) ∈ ∂Ω× R : w(x) < λ < w̃(x)},
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see Figure 6.1.
Applying the divergence theorem to the field X separately in each of the regions R+
and R−, one can obtain









X · νΩ dHn +
ˆ
S−
X · νΩ dHn,
where νΩ is the unit normal vector pointing outwards of R+ ∪R− on S+ ∪ S−, see Figure
6.1. It is also easy to check that
X · νΩ = NL(ut)
∣∣∣
t=t(x,λ))
on S+ ∪ S−. Thus, we obtain the passage from formula (6.3.1) to (6.3.2) as a simple
application of the divergence theorem.
An important property of CL is that it coincides with the energy functional EL on each
of the leaves, while being smaller on all other functions.
Proposition 6.3.3. Let {ut}t∈R be a field such that (x, t)→ ut(x) is C2 in Ω×R. Then,
for all t ∈ R, we have
CL(ut) = EL(ut).
Moreover, for all w in A we have
CL(w) ≤ EL(w).
Proof. On the one hand, given τ ∈ R, we deduce from the definition of the leaf-parameter








GL(x, uτ (x),∇uτ (x)) dx = EL(uτ ).
On the other hand, by convexity of the lagrangian GL(x, λ, ·), for all x ∈ Ω, λ ∈ R and
q, q̃ ∈ Rn we have
GL(x, λ, q) + ∂qGL(x, λ, q) · (q̃ − q) ≤ GL(x, λ, q̃).
For each x ∈ Ω we now take λ = w(x) = ut(x)|t=t(x,w(x)), q = ∇ut(x)|t=t(x,w(x)), and
q̃ = ∇w(x). The claim follows after integrating the inequality in Ω.
The following property follows readily from the alternative expression (6.3.2) for CL :
Proposition 6.3.4. Let {ut}t∈R be a field such that (x, t)→ ut(x) is C2 in Ω× R.
Assume that the leaves satisfy
LL(ut) ≥ 0 in Ω for t ≥ 0,
LL(ut) ≤ 0 in Ω for t ≤ 0.
(6.3.6)
Then, for all w in A such that w ≡ u0 on ∂Ω, we have
CL(u0) ≤ CL(w).
Assume, moreover, that the functions {ut}t∈R satisfy the Euler-Lagrange equation in Ω,
that is,
LL(ut) = 0 in Ω for all t. (6.3.7)
Then, for all w as above, we have
CL(w) = CL(u0).
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Proof. We use identity (6.3.6). Since CL(u0) = EL(u0) and the last term in (6.3.2) depends







This is clear by (6.3.6) and the fact that ut are increasing with respect to t. If we addi-
tionally have (6.3.7), then the integral above is zero and the proof is complete.
6.4 The calibration for the fractional Laplacian












where F ∈ C1(R), s ∈ (0, 1), and cn,s is a normalizing constant.
If u is a minimizer of the energy functional EsF with respect to functions with the same
exterior data, then it is well known that it must satisfy the nonlocal semilinear equation
(−∆)su− F ′(u) = 0 in Ω. (6.4.1)
Given a field of functions ut : Rn → R we let
G := {(x, λ) ∈ Rn × R : λ = ut(x) for some t ∈ R}
and consider the set of admissible functions
A := {w ∈ C(Rn) : graphw ⊂ G}.
In the statement of Theorem 6.1.3 in the introduction we have assumed by simplicity
that the joint function (x, t) 7→ ut(x) belongs to C2(Rn ×R) ∩ L∞(Rn ×R). Nevertheless,
the regularity assumption on (x, t) 7→ ut(x) can be significantly weakened. The following
assumptions on the field are enough to establish the result:
(A1) For each x ∈ Rn, the map t 7→ ut(x) is locally Lipschitz in R















1 + |y|n+2s dy < +∞.
Essentially, one needs a reasonable regularity of the joint function as well as some further
regularity separately in each of the variables, but uniformly in the other parameter.
For instance, by (A1) the paths t 7→ ut(x) are differentiable for almost every t ∈ R and,





By (A2), the fractional Laplacian (−∆)sut is locally bounded uniformly in t.
We let u := u0 and introduce the functional CsF , defined on A as




















Note that given w ∈ A, it is possible that EsF (w) = +∞ since functions in A are no more
than continuous. Nevertheless, this will not bother us in the definition of the functional
CsF , which will always be finite by the regularity assumptions on the filed {ut}t∈R.
Next, we present different expressions for CsF when acting on functions w ∈ A such
that w ≡ u in Ωc. These alternative representations will be crucial to deduce that CsF is a
calibration for the energy functional EsF and the function u.
First, we find that the functional in (6.4.2) can be cast in an alternative form which
involves the Euler-Lagrange equation of the field {ut}t∈R :
Lemma 6.4.1. Let {ut}t∈R be a field satisfying (A1) and (A2). Then, for all w ∈ A such









dλ dx+ EsF (u). (6.4.3)
Proof. Splitting the domain Q(Ω) = (Ω× Rn) ∪ (Ωc × Ω) and using that w(x) = u(x) for





















































Since u, w, and the map t(x, λ) are continuous, we have that
T = sup
{
|t(x, λ)| : x ∈ Ω, u(x) ≤ λ ≤ w(x) or w(x) ≤ λ ≤ u(x)
}
< +∞,
from which it follows that the integrands are dominated by
1
2 |2u


















for x ∈ Ω and |z| ≥ 1.





















Writing the nonlinearity as




and using the relation ut(x,λ)(x) = λ, the claim follows.
From identity (6.4.3) it is clear that CsF (w) is well defined and finite for all w ∈ A such
that w ≡ u in Ωc.
Before we prove the main theorem of this section, it is convenient to rewrite the func-
tional CsF in yet another way:
Lemma 6.4.2. Let {ut}t∈R be a field satisfying (A1) and (A2). Then, for all w ∈ A such
that w ≡ u in Ωc we have























Proof. For each x ∈ Rn, we apply the change of variables λ 7→ t with ut(x) = λ in the



















t(x) dt dx dy.
(6.4.5)



























t(y) dt dx dy.
(6.4.6)
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t(x,w(x)) dt and rearranging terms,


















t(y) dt dx dy.
(6.4.7)
Moreover, since































































t(y) dt dx dy,
which substituted in (6.4.2) gives the claim.
We can finally give the proof of Theorem 6.1.3. We show that the functional CsF is a
calibration for EsF and each ut when the family {ut}t∈R is an extremal field, that is, when
each ut solves the semilinear equation (6.4.1). In particular, each of the ut is a minimizer.
More generally, we show that u0 minimizes EsF if the ut above u0 are supersolutions of
(6.4.1) and the ut below are subsolutions.
Proof of Theorem 6.1.3. (a) From (6.4.2) it is clear that CsF (u) = EsF (u), which gives (C1).
In order to obtain (C2′) we will use Lemma 6.4.2. Let w ∈ A such that w ≡ u in Ωc




appearing inside the last integral in (6.4.4).
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Assume first that t(x,w(x)) ≤ t(y, w(y)). Since ut is increasing in t, we have ut(x) ≥
ut(x,w(x))(x) = w(x) for t ∈ [t(x,w(x)), t(y, w(y))], as well as ∂tut(y) ≥ 0. Therefore,
ˆ t(y,w(y))
t(x,w(x))
(ut(x)− ut(y))∂tut(y) dt ≥
ˆ t(y,w(y))
t(x,w(x))
(w(x)− ut(y))∂tut(y) dt. (6.4.8)
A similar argument shows that (6.4.8) is also satisfied when t(y, w(y)) ≤ t(x,w(x)).
Now, we observe that the LHS in (6.4.8) can be integrated explicitly as
ˆ t(y,w(y))
t(x,w(x))








= −12 |w(x)− w(y)|




























which substituted in the expression (6.4.4) yields CsF (w) ≤ EsF (w).







for x ∈ Ω, which is already clear from the hypothesis (6.1.3).
We have already seen in the introduction how properties (C1), (C2′), and (C3′) yield
the minimality of u.
(c) By identity (6.4.3) and using (6.1.3) we have








dλ dx = 0.
Thus, CsF (w) = EsF (u) = CsF (u) for all w ∈ A such that w ≡ u in Ωc.
For w ∈ A such that w ≡ ut in Ωc we can simply take CsF with u ≡ ut in (6.4.2). By the
above, it is then clear that this functional is a calibration for EsF and ut, and the minimality
of each ut follows.
6.5 Calibration for nonlocal functionals
Having obtained a calibration for the semilinear problem involving the fractional Lapla-
cian, we are now interested in extending this construction to a general class of nonlocal
functionals. This way, we plan to obtain a picture similar to that of the general local the-
ory treated in Section 6.3. We will give a functional CN that, at least at the formal level,
is a calibration for the nonlocal energy functional. In general, the appropriate regularity
assumptions on the extremal field will depend on the problem under investigation.
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GN(x, y, w(x), w(y)) dx dy,
where we write GN(x, y, a, b) with (x, y) ∈ Q(Ω), a, b ∈ R.
Using that Q(Ω) is invariant with respect to the reflection (x, y) 7→ (y, x), we may
assume without loss of generality that the nonlocal Lagrangian GN is pairwise symmetric,
i.e.,
GN(y, x, b, a) = GN(x, y, a, b) for all (x, y) ∈ Q(Ω) and a, b ∈ R. (6.5.1)
In particular, from the pairwise symmetry it follows that
∂bGN(x, y, a, b) = ∂aGN(y, x, b, a) for all (x, y) ∈ Q(Ω) and a, b ∈ R. (6.5.2)
The first variation of the energy functional EN at u in the direction of η ∈ C∞c (Rn)


























∂aGN(x, y, u(x), u(y)) η(x) dx dy,
where we have used the symmetry of Q(Ω) and the identity (6.5.2).
Writing the domain Q(Ω) as the disjoint union Q(Ω) = (Ω × Rn) ∪ (Ωc × Ω), we can





















∂aGN(x, y, u(x), u(y)) dy.
As in the local case, we refer to LN as the Euler-Lagrange operator associated to EN , while
NN is the nonlocal Neumann operator.
Since we are interested in minimization problems with respect to functions with the
same exterior data, from now on we only consider variations that are compactly supported
in Ω. Thus, an extremal u of EN will satisfy the Euler-Lagrange equation
LN(u) = 0 in Ω. (6.5.3)
Let ut : Rn → R be a field (in the sense of Definition 6.1.2) which covers the region
G := {(x, λ) ∈ Rn × R : λ = ut(x) for some t ∈ R},
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and let us also consider the class of admissible functions
A := {w : Rn → R : w is regular enough and graphw ⊂ G}.
Since we are not making any growth or structure assumption on GN , the class of
functions w for which EN(w) is well-defined is not clear a priori. This admissible class
must be chosen according to each nonlinear functional under investigation. We do not
pursue the question of finding appropriate regularity assumptions in this work.






∂aGN(x, y, ut(x), ut(y))
∣∣∣
t=t(x,λ)
dλ dx dy + EN(u0). (6.5.4)



















Note that (6.5.5) is the “canonical” nonlocal analogue of identity (6.3.2).
Next, we show the analogue of Proposition 6.3.4 in the general nonlocal case, that is,
if the field {ut}t∈R is made up of supersolutions above u0 and subsolutions below, then u0
minimizes CN among functions in A with the same exterior data. Furthermore, if all the
functions ut satisfy the Euler-Lagrange equation (i.e. ut is an extremal field), then CN is a
null-Lagrangian and its value depends only on the exterior datum. This property follows
readily from the identity (6.5.5) for CN :
Proposition 6.5.1. Let {ut}t∈R be a sufficiently regular field. Assume that the leaves
satisfy the inequalities
LN(ut) ≥ 0 in Ω for t ≥ 0,
LN(ut) ≤ 0 in Ω for t ≤ 0.
(6.5.6)
Then, for all w in A such that w ≡ u0 in Ωc, we have
CN(u0) ≤ CN(w).
Assume in addition that the leaves satisfy the Euler-Lagrange equation (6.5.3), that is,
LN(ut) = 0 in Ω for all t. (6.5.7)
Then, for all w in A such that w ≡ u0 in Ωc, we have
CN(u0) = CN(w).
















dλ ≥ 0. (6.5.8)
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If w(x) ≥ u0(x), using that the functions {ut}t∈R are increasing in t, we have t(x, λ) ≥ 0
for λ ∈ [u0(x), w(x)]. Then, by assumption we find that LN(ut)
∣∣∣
t=t(x,λ)
≥ 0, whence (6.5.8)
follows in this case. The case w(x) ≤ u0(x) is similar.
If we further assume (6.5.7), then the integral in (6.5.8) above is zero and the claim
follows.
The functional CN can be rewritten in an alternative form that will be helpful when
dealing with the calibration properties below:















∂bGN(x, y, us(x), us(y))∂sus(y) ds dx dy.
(6.5.9)
Proof. Looking at the integral in the expression (6.5.4) for CN , if for each x we apply the














∂aGN(x, y, us(x), us(y))∂sus(x) ds dx dy,




















∂bGN(y, x, us(y), us(x))∂sus(y) ds dx dy.
(6.5.10)































∂bGN(x, y, us(x), us(y))∂sus(y) ds dx dy,
(6.5.11)




G(x, y, us(x), us(y))
}
= ∂aGN(x, y, us(x), us(y))∂sus(x) + ∂bGN(x, y, us(x), us(y))∂sus(y).
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Integrating the s−integral of the RHS of (6.5.11) explicitly and using that ut(x,w(x))(x) =


















∂bGN(x, y, us(x), us(y))∂sus(y) ds dx dy.
(6.5.12)
Finally, the claim follows by adding EN(u0) to both sides of (6.5.12).
The following property now follows directly from Lemma 6.5.2:
Proposition 6.5.3. Let {ut}t∈R be a sufficiently regular field.
Then, for all t ∈ R, we have
CN(ut) = EN(ut).






GN(x, y, uτ (x), uτ (y)) dx dy = EN(uτ ).
We now state our fundamental nonlocal “ellipticity” assumption, which will be crucial
in establishing the next proposition below. We say that nonlocal Lagrangian GN is elliptic
if
∂bGN(x, y, a, b) is nonincreasing in a. (6.5.13)
This ellipticity condition turns out to have a strong connection with a comparison principle
for the associated Euler-Lagrange equation as explained in Appendix 6.7.
As explained in Section 6.3, in the case of local functionals, the convexity assumption
of the Lagrangian ensures that the Weierstrass excess function is always nonnegative. The
next proposition says that our ellipticity assumption (6.5.13) gives a nonlocal analogue of
this fact. We have:
Proposition 6.5.4. Let {ut}t∈R be a sufficiently regular field. Assume that the ellipticity
condition (6.5.13) holds.
Then, for all w in A we have
CN(w) ≤ EN(w).
Proof. If we compute the difference EN(w)−CN(w), using the alternative expression (6.5.9)














∂bGN(x, y, us(x), us(y))∂sus(y) ds dx dy.
(6.5.14)
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∂bGN(x, y, w(x), us(y))∂sus(y) ds dx dy.
(6.5.15)








∂bGN(x, y, w(x), us(y))− ∂bGN(x, y, us(x), us(y))
}
ds ∂sus(y) dx dy.




∂bGN(x, y, w(x), us(y))− ∂bGN(x, y, us(x), us(y))
}
ds ∂sus(y) ≥ 0 (6.5.16)
for all (x, y) ∈ Q(Ω).
Let (x, y) ∈ Q(Ω) and assume first that t(x,w(x)) ≤ t(y, w(y)). For s ∈ [t(x,w(x)), t(y, w(y))],
by the monotonicity of ut in t we have
w(x) = ut(x,w(x))(x) ≤ us(x),
and by property (6.5.13),
∂bGN(x, y, w(x), us(y))∂sus(y) ≥ ∂bGN(x, y, us(x), us(y))∂sus(y),
whence (6.5.16) follows. The case t(x,w(x)) ≥ t(y, w(y)) is similar.
Finally, combining Propositions 6.5.1, 6.5.3, and 6.5.4, we immediately obtain Theo-
rem 6.1.4:
Proof of Theorem 6.1.4. (a) Property (C1) follows from Proposition 6.5.3 and property
(C2) follows from Proposition 6.5.4.
(b) This follows from the first part of Proposition 6.5.1.
(c) This follows from the second part of Proposition 6.5.1.
6.6 Calibration for functionals involving both local
and nonlocal terms
The results derived in Section 6.5 may be combined with those in Section 6.3 to yield a
theory that applies to functionals involving both local and nonlocal interactions. Indeed,
let us consider the compound energy










where EL, GL, EN , and GN are defined as in Sections 6.3 and 6.5. Then, we can prove that
CT (w) := CN(w) + CL(w), (6.6.2)
where CN and CL are defined as in the sections above is a calibration functional. Let us
point out that as in Section 6.5, the functional CT is defined in a set A of sufficiently regular
functions.































LT (w) := LN(w) + LL(w),
with LL, NL, LN , and NN are defined as in Sections 6.3 and 6.5.
The following results are the analogues of Propositions 6.5.1, 6.5.3, and 6.5.4 for the
compound energy. The proofs do not differ from the ones above, and they also use the
properties of the local functionals from Section 6.3.
Proposition 6.6.1. Let {ut}t∈R be a sufficiently regular field. Assume that the leaves
satisfy the inequalities
LT (ut) ≥ 0 in Ω for t ≥ 0,
LT (ut) ≤ 0 in Ω for t ≤ 0.
(6.6.4)
Then, for all w in A such that w ≡ u0 in Ωc, we have
CT (u0) ≤ CT (w).
Assume in addition that the leaves satisfy the Euler-Lagrange equation in Ω, that is,
LT (ut) = 0 in Ω for all t. (6.6.5)
Then, for all w as above, we have
CT (w) = CT (u0).
Proof. First, notice that CT (u0) = ET (u0). The last two integrals in (6.6.3) depend only on
the boundary datum and must be zero if w ≡ u0 in Ωc. Thus, assuming (6.6.4), it suffices







This is now clear by (6.6.4).
If we further have (6.6.5), then the integral above is zero and the second claim follows.
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Proposition 6.6.2. Let {ut}t∈R be a sufficiently regular field. Then, for all t ∈ R, we
have
CT (ut) = ET (ut).
Proof. Let τ ∈ R. By Proposition (6.5.1) we have CN(uτ ) = EN(uτ ), and by Proposition
(6.3.4) we have CL(uτ ) = EL(uτ ). Combining both results, by definitions (6.6.1) and (6.6.2)
we obtain the claim.
Proposition 6.6.3. Let {ut}t∈R be a sufficiently regular field. Assume that the nonlocal
ellipticity condition (6.5.13) holds and that GL is convex with respect to q.
Then, for all w in A we have
CT (w) ≤ ET (w).
Proof. By assumption, we may apply Propositions 6.5.4 and 6.3.3, whence CN(w) ≤ EN(w)
and CL(w) ≤ EL(w). Combining these inequalities, the claim follows.
6.7 Appendix: Ellipticity boils down to a comparison
principle
In this appendix we try to understand the consequences of having an ellipticity condition
such as (6.5.13) for the nonlocal Lagrangian GN described in Section 6.5. Essentially, this
condition will result in the Euler-Lagrange operator LN satisfying a comparison principle.
Given GN a pairwise symmetric nonlocal Lagrangian it is convenient to consider a
stronger condition than ellipticity. We say that GN is uniformly elliptic if
∂bGN(x, y, a, b) is strictly decreasing in a. (6.7.1)




∂aGN(x, y, w(x), w(y)) dy.
Since we are not making any concrete assumptions on the regularity or growth of GN , the
expression above must be understood in a formal sense. In the applications, LN(w) will
make sense for sufficiently regular functions w.
First, we establish the following result:
Lemma 6.7.1. Let u, v ∈ C(Rn) be sufficiently regular functions such that
u(x) ≤ v(x) for x ∈ Rn
and
u(x0) = v(x0) for some x0 ∈ Rn.
Assume that GN satisfies the ellipticity condition (6.5.13). Then, we have
LN(u)(x0) ≥ LN(v)(x0).




Proof. By the monotonicity of ∂aGN(x, y, a, b) in b, letting a = u(x0) = v(x0) and using
that u(y) ≤ v(y), we find that
∂aGN(x0, y, v(x0), v(y)) ≥ ∂aGN(x0, y, u(x0), u(y)) for all y ∈ Rn. (6.7.2)
Integrating (6.7.2) with respect to y in Rn yields the first claim of the proposition.
If u 6= v, then by continuity there is an open ball B ⊂ Rn such that u(y) < v(y) for
y ∈ B. By the strict monotonicity of ∂aGN(x, y, a, b) in b, we then have
∂aGN(x0, y, v(x0), v(y)) > ∂aGN(x0, y, u(x0), u(y)) for all y ∈ B. (6.7.3)
Integrating (6.7.3) in B and (6.7.2) in Rn\B now yields the second claim of the proposition.
Lemma 6.7.1 suggests an alternative way of proving the minimality of a solution that
is embedded in an extremal field or, more generally, in a field made of sub/supersolutions.
The method does not use the concept of a calibration, although it relies on the existence
of regular enough minimizers for the nonlocal energy EN . For instance, in the case of
semilinear equations driven by the fractional Laplacian, the direct method of the Calculus
of Variations yields a weak solution for subcritical nonlinearities, which is then regular
enough for the operator to make sense; see [163]. For linear problems, existence results are
available for integro-differential operators involving a range of kernels; see [114]. Note that
the method of calibrations does not require the a priori existence of a minimizer.
We have the following corollary:
Corollary 6.7.2. Assume that GN satisfies the uniform ellipticity condition (6.7.1). Let
{ut}t∈R be a sufficiently regular field (in the sense of Definition 6.1.2) such that the leaves
satisfy the inequalities
LN(ut) ≥ 0 in Ω for t ≥ 0,
LN(ut) ≤ 0 in Ω for t ≤ 0.
Assume that there exists a sufficiently regular function v such that v ≡ u0 in Ωc and
EN(v) ≤ EN(w) for all functions w such that w ≡ u0 in Ωc.
Then v = u0 and it is the unique minimizer of EN among functions with the same
exterior datum.
Proof. Assume the result to be false. Therefore, u0 is not a minimizer with respect to
functions with the same exterior condition. In particular, we have that v 6= u0 and there
is a first leaf ut0 that touches v from above or below at an interior point x0 ∈ Ω. Assume
without loss of generality that ut0 touches v from above (and hence t0 > 0). By Lemma 6.7.1
we deduce that
0 = LN(v)(x0) > LN(ut0)(x0) ≥ 0,
which is a contradiction.
Thus, u0 is a minimizer and, by the argument above, must be equal to v. Since v was
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