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On the sizes of large subgraphs of the binomial random
graph∗
Jo´zsef Balogh† Maksim Zhukovskii‡
Abstract
In the paper, we answer the following two questions. Given e(k) = p
(k
2
)
+ O(k),
what is the maximum k such that G(n, p) has an induced subgraph with k vertices and
e(k) edges? Given k > εn, what is the maximum µ such that a.a.s. the set of sizes of
k-vertex subgraphs of G(n, p) contains a full interval of length µ? We prove that the
value Xn from the first question is not concentrated in any finite set (in contrast to the
case of a small e = e(k)). Moreover, we prove that for an ωn → ∞, a.a.s. the size of
the concentration set is smaller than ωn
√
n/ lnn. Otherwise, for an arbitrary constant
C > 0, a.a.s. it is bigger than C
√
n/ lnn. Our answer on the second question is the
following: µ = Θ
(√
(n − k)n ln (nk)).
1 Introduction
Consider a sequence Fk of sets of graphs on k vertices (i.e., for every k ∈ N, Fk is a set of
graphs on k vertices). Let Xn be the maximum k such that there exists F ∈ Fk and an
induced subgraph H in the binomial random graph G(n, p) (see, e.g., [2, 4, 12, 20]) such
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that H and F are isomorphic. Below, we briefly discuss the main results on an asymptotical
behaviour of Xn (although we focus on constant p, we try to state all known results in most
general settings).
The first related result describes an asymptotical behaviour of the independence number
(the maximum size of an independent set) and the clique number (the maximum size of a
clique) of G(n, p) [6, 16, 17]. It states that, for arbitrary constant p ∈ (0, 1), there exists
f(n) such that asymptotically almost surely (a.a.s.) the clique number of G(n, p) belongs to
{f(n), f(n) + 1} (below, in such situations we say that there is a 2-point concentration). By
symmetry reasons, the same is true for the independence number. For the latter parameter,
the same techniques work when p = p(n) is large enough (p ≥ n−ε for small enough constant
ε > 0). By symmetry reasons, the same (but for small enough p — e.g., for p ≤ 1− n−ε) is
true for the clique number. Certain improvements and generalizations of these results can
be found in [14, 19].
Clearly, the above concentration results are special cases of the considered general prob-
lem. Indeed, Xn is the independence number (the clique number), if each Fk contains only
the empty (complete) graph.
A natural question to ask is, what about other ‘common’ graph sequences, such as paths,
cycles, etc.? Let, for k ∈ N, Fk = {Fk}. In [7], 2-point concentration results are obtained for
Fk = Pk (simple path on k vertices) and Fk = Ck (simple cycle on k vertices). Both results
hold when p ≥ n−1/2(lnn)2.
Let us turn to larger graph families Fk. The following families were considered by sev-
eral researchers: trees, regular graphs, complete bipartite graphs and complete multipartite
graphs. Unfortunately, for all these families, it is still unknown, if there is a 2-point con-
centration, or even an m-point concentration for some fixed number m. In 1983, Erdo˝s and
Palka [10] proved that, for trees (i.e., Fk consists of all trees on k vertices), Xnlnn
P→ 2
ln[1/(1−p)]
as n → ∞ (hereinafter, P→ denotes the convergence in probability). In 1987, Rucin´ski [21]
obtained a similar law of large numbers type general result for a respectively wide class of
graph families Fk. In particular, from his result follows that: if Fk are sets of ck(1 + o(1))-
regular graphs, then Xn
lnn
P→ 2
c ln[1/p]+(1−c) ln[1/(1−p)] as n→∞. For several families of complete
bipartite and multipartite graphs, similar results were obtained in [18, 21].
In [13], families of graphs having different edge conditions are considered. More formally,
given a sequence e = e(k), Fk = Fk(e) is a set of all graphs on k vertices having at most e(k)
edges. The main result of [13] states, in particular, the following. Let n−1/3+ε < p < 1 − ε
for some ε ∈ (0, 1/3). Let e = e(k) = o(pk ln k
ln lnk
) be a sequence of non-negative integers. Then
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there is a function f(n) such that a.a.s. Xn ∈ {f(n), f(n) + 1}.
It is easy to show, using the so-called second moment method, that a similar result holds
for families of graphs having exactly e edges: if 0 ≤ e(k) = O(k) (for sure, this bound can be
improved, but there is no point to be very precise here), Fk = Fk(e) is the set of all graphs
on k vertices with exactly e(k) edges, then there is a 2-point concentration of Xn. For the
sake of convenience, let us denote this random variable Xn by Xn[e].
One of the main goals of our study is to find a natural sequence of graph families such that,
for the respective Xn, there is no sequence f(n) and fixed number m such that a.a.s. Xn ∈
[f(n), f(n) + m] (in such cases, we say that Xn is not tightly concentrated). In particular,
we want to find a sequence e = e(k) such that Xn[e] is not tightly concentrated. It is quite
natural to check, if the ‘average’ number of edges e(k) = p
(
k
2
)
+ O(1) is appropriate (since
the number of edges is integer, the right side should be integer as well — this is why O(1)
appears). In other words, how many vertices should we remove from the random graph to
make the number of edges equal to the expected number? Is this number of vertices tightly
concentrated? We give the following answer for both questions for a much wider class of
functions e(k).
Theorem 1 Let e(k) =
(
k
2
)
p+O(k) be a sequence of non-negative integers.
(i) There exists t > 0 such that, for c > t and C > 2c+ t, we have
0 < lim infn→∞P
(
n− C
√
n
lnn
< Xn(e) < n− c
√
n
lnn
)
≤
lim supn→∞P
(
n− C
√
n
lnn
< Xn(e) < n− c
√
n
lnn
)
< 1.
(ii) Let, for a sequence mk = O(
√
k/ ln k) of non-negative integers, the following smooth-
ness condition hold:
∣∣(e(k)− (k
2
)
p
)− (e(k −mk)− (k−mk2 )p)∣∣ = o(k). Then, for every
ε > 0, there exist c, C such that
lim infn→∞P
(
n− C
√
n
lnn
< Xn(e) < n− c
√
n
lnn
)
> 1− ε.
Remark. The first part of Theorem 1 implies that Xn(e) is not tightly concentrated.
Moreover, the size of the concentration set is O(
√
lnn
n
), and this asymptotical bound is best
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possible. The smoothness condition in (ii) holds for all e(k) =
(
k
2
)
p + o(k).
This result is closely related to a study of possible sizes (i.e., number of edges) of sub-
graphs of the random graph that was started by Alon and Kostochka [1]. Let us ask the
following question. What is the maximum µ = µ(k), k ∈ N, such that a.a.s., for every k, the
set of sizes of k-vertex induced subgraphs of G(n, p) contains a full interval of length µ(k)?
In [1] it is proved that, for k ≤ 10−3n and p = 1/2, µ = Ω(k3/2).
This result is motivated by the following conjecture of Erdo˝s, Faudree and So´s (see [8, 9]):
for every constant c > 0, there exists a constant b = b(c) > 0 so that if G is a c-Ramsey
graph on n vertices, then the number of distinct pairs (|V (H)|, |E(H)|), as H ranges over
all induced subgraphs of G, is at least bn5/2 (an n-vertex graph is c-Ramsey, if both its
independence number and clique number are at most c lnn; V (H) and E(H) denotes the set
of vertices and the set of edges of H respectively). The result of [1] immediately implies that
the conjecture is true for almost all graphs. Recently, the conjecture was proved by Kwan
and Sudakov [15].
Extending results of [1], we get asymptotically close upper and lower bounds (that differ
in a constant multiplicative factor) on µ for k > εn.
Theorem 2 Let ε > 0 be an arbitrary small constant, m(k) =
√
(n− k)n ln (n
k
)
for k ≥ εn
and m(k) = k
√
ln
(
n
k
)
for k < εn.
(i) There exists q > 0 such that a.a.s., for every k ∈ {⌊εn⌋, . . . , n− 1}, the set of sizes of
induced k-vertex subgraphs of G(n, p) contains a full interval of length at least qm(k).
Moreover, a.a.s., for every k ∈ {1, . . . , ⌊εn⌋ − 1}, the set of sizes of induced k-vertex
subgraphs of G(n, p) contains a full interval of length at least qk3/2.
(ii) There exists Q > 0 such that a.a.s., for every k ∈ {1, . . . , n − 1}, the set of sizes of
induced k-vertex subgraphs of G(n, p) does not contain any full interval of length at
least Qm(k).
Therefore, for k ≥ εn, µ = Θ
(√
(n− k)n ln (n
k
))
. For k < εn, µ ∈ [qk3/2, Qk3/2 ln(n/k)]
for some constants q, Q. The latter lower bound (µ ≥ qk3/2) follows immediately from the
result of [1] since their proof works for arbitrary constant p. However, our result is of the
most interest when k = n− o(n) and m(k) becomes much smaller than k3/2.
Notice that, for all k < (2−δ)
max{ln(1/p),ln(1/(1−p))} lnn, the exact value of µ(k) is known: µ(k) =(
k
2
)
+ 1 since a.a.s., for every such k and every graph F on k vertices, there is an induced
subgraph in G(n, p) isomorphic to F (this is a simple exercise that can be solved using the
second moment method; for p = 1/2, it appears as exercise 1 in [2]).
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2 Preliminaries
Given a graph Γ and a set U ⊂ V (Γ), we call the number of edges of Γ having vertices in U
the degree of U and denote it δ(U) (i.e., δ(U) = |{{u, v} ∈ E(Γ) : either u ∈ U, or v ∈ U}|).
We also use notations v(Γ) and e(Γ) for the number of vertices and the number of edges
in Γ respectively; ∆[Γ] denotes the maximum degree of Γ.
As usual, the vertex set of G(n, p) is {1, . . . , n} and we denote it by Vn. We will use the
following fact: a.a.s. the maximum degree of G(n, p) is at most pn+
√
2p(1− p)n lnn [5].
Let Φ(x) =
∫ x
−∞
1√
2π
e−t
2/2dt. Consider a binomial random variable ξ with parameters N
and p. Then, by DeMoivre–Laplace theorem (see, e.g., [3] and [11]), for h = o(N1/6),
P
[
ξ ≤ Np + h
√
Np(1− p)
]
∼ Φ(h), (1)
for integer Np+h
√
Np(1− p), P
[
ξ = Np + h
√
Np(1− p)
]
∼ 1√
2πNp(1− p)e
−h2/2 (2)
as N →∞. In our proofs, we multiple times use the following relation:
1− Φ(x) ∼ 1√
2πx
e−x
2/2 as x→∞ (3)
(see relation (1′) in [3]).
3 Proof of Theorem 1
Denote f(k) = e(k) − (k
2
)
p. Below in the proof, we assume that Q ∈ R is such that
−Qk ≤ f(k) ≤ Qk for all k ∈ N.
The proof is divided into three parts.
In Section 3.1, we consider several bounds on the number of edges in G(n, p) that are
true with positive asymptotical probabilities. That is, we consider two intervals I1n, I
2
n and
a set In(ε) such that the left bound a2 + Q of I
2
n is bigger than the right bound b1 − Q of
I1n, and the difference between them is bigger than 2Q. All intervals are of sizes O(n), the
asymptotical probability that the number of edges is inside Ijn, j ∈ {1, 2}, is positive, and
the probability of the same event but for In(ε) is bigger than 1− ε.
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In Section 3.2, we obtain upper bounds on Xn[e]. First, we assume that e(G(n, p)) ∈ I in
and obtain upper bounds Bi = n− ci
√
n/ lnn. Second, we assume that e(G(n, p)) ∈ In(ε),
and obtain an upper bound B(ε) = n− c√n/ lnn.
In Section 3.3, we obtain lower bounds on X . First, we assume that e(G(n, p)) ∈ I in and
obtain lower bounds Ai = n − Ci
√
n/ lnn. Second, we assume that e(G(n, p)) ∈ In(ε) and
obtain a lower bound A(ε) = n− C√n lnn.
Combining the second and the third part, we obtain that, first, the lower bound A2 is
bigger than the upper bound B1 whenever a2 > 2b1. This finishes the proof of Theorem 1.(i).
Second, since both bounds A(ε) and B(ε) are true with asymptotical probabilities at least
1− ε, we get Theorem 1.(ii).
3.1 Bounds on the number of edges
Fix real numbers a1 < b1 < a2 < b2 such that a1 > 0, b1 > a1 + 2Q, a2 > 2b1, b2 > a2 + 2Q.
Consider the sets
I1n =
(
p
(
n
2
)
+ (a1 +Q)n, p
(
n
2
)
+ (b1 −Q)n
)
,
I2n =
(
p
(
n
2
)
+ (a2 +Q)n, p
(
n
2
)
+ (b2 −Q)n
)
.
Let γ > 0 be such that, for n large enough,
min
{
P(e(G(n, p)) ∈ I1n), P(e(G(n, p)) ∈ I2n)
}
> γ. (4)
Such γ exists since e(G(n, p)) ∼Bin((n
2
)
, p), see Section 2.
Moreover, for every ε > 0, consider a = a(ε) and b = b(ε) such that, for n large enough,
P (e(G(n, p)) ∈ In(ε)) > 1− ε, where
In(ε) =
(
p
(
n
2
)
− (b−Q)n, p
(
n
2
)
+ (b−Q)n
)
\ [e(n)− an, e(n) + an] . (5)
3.2 Upper bounds on Xn(e)
Consider a sequence of integers m = m(n) ≤ c√
2p(1−p)
√
n
lnn
. Denote M = M(m) =
(
m
2
)
+
m(n−m) the maximum possible degree of an m-set. Then, for a fixed m-set, the expected
value of its degree equals pM . Consider the random variable
Ym = max
U∈(Vnm )
δ(U).
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Then Y1 = ∆[G(n, p)] is the maximum degree ofG(n, p). Since Y1 < pn+
√
2p(1− p)n lnn
holds a.a.s. (see Section 2), we immediately get that, a.a.s.
Ym ≤ mY1 < mpn +m
√
2p(1− p)n lnn =Mp +m
√
2p(1− p)n lnn+ o(n).
A.a.s. Ym < Mp+ cn+ o(n). Under the assumption that e(G(n, p)) > p
(
n
2
)
+ (ai +Q)n,
we should “kill” at least ain extra edges to obtain at most Qn edges more than the average
value. Thus, if c < ai, a.a.s. we cannot reach the desired number of edges by removing an
m-set. Therefore, for every δ > 0, from (4), we get that
P
(
Xn(e) < n− ai(1− δ)√
2p(1− p)
√
n
lnn
)
> γ (6)
for all large enough n and i ∈ {1, 2}.
Since |f(n)− f(n−m)| = o(n), in the same way, from (5), we get that
P
(
Xn(e) < n− a(1− δ)√
2p(1− p)
√
n
lnn
)
> 1− ε (7)
for all large enough n.
3.3 Lower bounds on Xn(e)
This part of the proof is divided into five parts. The overall idea is to use a small set of
vertices (we extract it in Section 3.3.1) to make the number of edges precisely e(k). This
small set appears helpful after the major part of extra edges is destroyed. More precisely,
having (b + Q)n edges more than the average, we can easily destroy extra bn edges by
removing a set of O(
√
n/ lnn) vertices. We do that in Section 3.3.2. But this is far from
what we need since f may differ a lot from its bound Q. In Section 3.3.3, we show how to
reduce the number of extra edges up to O(
√
n lnn). We use the supplementary small set in
Sections 3.3.4 and 3.3.5 where we get the precise number of edges in two steps exploiting
two equal parts of the set.
3.3.1 Extracting a supplementary part
Let n0 =
⌊√
n
lnn
⌋
, n˜ = n − 2n0. Consider the partition Vn = {1, . . . , 2n0} ⊔ V˜n˜, where
V˜n˜ = {2n0 + 1, . . . , n}. Divide the supplementary set {1, . . . , 2n0} into two disjoint parts
of equal sizes V1 = {1, . . . , n0} and V2 = {n0 + 1, . . . , 2n0}. Denote by Gn˜ the subgraph of
G(n, p) induced by V˜n˜.
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For A ∈ R, let ζ(A) be the number of vertices in Gn˜ with degrees greater than
n˜p+ A
√
n˜p(1− p) ln n˜ = np+ A
√
np(1− p) lnn +O(√n).
3.3.2 Estimating from above the number of vertices we need to remove
Fix c > 0. Let us estimate the probability
gc := P
[
ζ
(√
1
2
)
> c
√
n
π lnn
]
.
By (1) and (3), the expectation Eζ of ζ := ζ
(√
1
2
)
is equal to
(1 + o(1))n
∫ ∞
√
lnn/2
1√
2π
e−x
2/2dx ∼
√
n3/2
π lnn
,
and the variance is
Dζ = (1 + o(1))n(n− 1)
(∫ ∞
√
lnn/2
1√
2π
e−x
2/2dx
)2
+ EY − (EY )2 = o((EY )2).
So, by the Chebyshev’s inequality,
1− gc ≤ o((Eζ)
2)
(Eζ)2(1 + o(1))
= o(1).
Therefore, a.a.s. there are more than mc := c
√
n
π lnn
vertices having degrees bigger than
np +
√
1
2
np(1− p) lnn+O(√n). So, a.a.s.
Ymc [Gn˜] >
(
np+
√
1
2
np(1− p) lnn+O(√n)
)
mc − (mc)2 =
M(mc)p+ cn
√
p(1− p)
2π
+ o(n).
Roughly speaking, in order to remove extra Cn edges, we need to remove at most C
√
2n
p(1−p) lnn
vertices. We do that in the next section.
8
3.3.3 Removing a major part of extra edges
For m ∈ N, set
M˜(m) = m(n˜−m) +
(
m
2
)
, δ˜(U) = δ[Gn˜](U).
Moreover, let En˜ := e(Gn˜)−
(
n˜
2
)
p. From (4), P(En˜ ∈ ((ai +Q)n˜, (bi −Q)n˜)) > γ for n large
enough and i ∈ {1, 2}.
Let us describe an algorithm of constructing a set of m = O(
√
n/ lnn) vertices U ⊂ V˜n˜
such that Gn˜|V˜n˜\U has
(
n˜−m
2
)
p+ f(n˜−m) +O(√n lnn) edges.
At step 1, U1 = {v1} where v1 has maximum degree in Gn˜. If
δ˜(U1) > pM˜(1) + En˜ − f(n˜− 1),
then the algorithm terminates, and U = U0 := ∅.
Assume that, at step i ≥ 1, we have a set Ui of i vertices. If the algorithm still works,
then consider the set Ui+1 = Ui ∪ {vi+1} of i+ 1 vertices having maximum degrees in Gn˜. If
δ˜(Ui+1) > pM˜(i+ 1) + En˜ − f(n˜− i− 1),
then the algorithm terminates, and U = Ui.
By results from Section 3.3.2, for n large enough, with probability at least γ, the algo-
rithm terminates in time O(
√
n/ lnn).
Let us prove that the algorithm gives a set of vertices V˜n˜ \ U inducing a graph with the
desired amount of edges but O(
√
n lnn).
Let i = O(
√
n
lnn
). Let us estimate from above
(δ˜(Ui+1)− pM˜(i+ 1))− (δ˜(Ui)− pM˜(i)) = δ˜(Ui+1)− δ˜(Ui)− p(n˜− i− 1).
Obviously, it cannot be bigger than ∆[Gn˜] − p(n˜ − i − 1). But the latter is bigger than
2
√
np(1− p) lnn+O(√n) with probability O( 1
n
). Indeed, by (1) and (3),
P(∆[Gn˜] > n˜p+ 2
√
n˜p(1− p) ln n˜) ≤ Eζ(2) ∼ n
∫ ∞
2 ln n˜
1√
2π
e−x
2/2dx ∼ 1
n
√
2π
.
Therefore, for every δ > 0, for n large enough, with probability at least γ, using the
described algorithm, for some m ≤ (bi + δ)
√
2
p(1−p)
√
n
lnn
, we can find an m-set U ⊂ V˜n˜ such
that the subgraph induced on the remaining set of vertices V˜n˜ \ U has(
n˜−m
2
)
p+ f(n˜−m) + f0(n)
√
np(1− p) lnn
edges, where f0(n) ∈ (3, 6) (note that f0 is random).
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3.3.4 Exploiting the first part of the supplementary set
Here, we assume that the above algorithm constructs the desired set U (this happens with
a probability at least γ) of size m, and all the below events are conditioned by this event.
Since all the below events are defined by edges chosen independently of G(n, p)|V˜n˜, we are
still working with independent Bernoulli random variables.
For V ⊂ V1, denote δU(V ) =
∑
v∈V δU(v) where δU (v) is the number of neighbors of v in
V˜n˜ \ U . Here, we find a subset V 01 ⊂ V1 of a constant size such that its recovering corrects
the deviation from the desired number of edges up to o(
√
n). For doing this, we consider
the following algorithm.
For a subset U0 ⊆ V1 and a positive integer h, let ph(U0) (p˜h(U0)) be the probability that
all but at most h − 1 (all) vertices of U0 have more than (n˜ − m)p − 1hf0
√
n lnnp(1− p)
neighbors in V˜n˜ \ U . Set κ := |U0|. By (1) and (3),
ph(U0) =
h−1∑
i=0
(
κ
i
)(
n−
f20
2h2
+o(1)
)i(
1− n−
f20
2h2
+o(1)
)κ−i
, p˜h(U0) =
(
1− n−
f20
2h2
+o(1)
)κ
.
Surely, there exists the minimum h ≤ 7 such that the probability ph(V1) approaches 0. Fix
such h. Since
f20
2h2
> 9
98
, there exists β ∈ (0, 1
2
) such that p˜h(U0)→ 1 for U0 := {1, . . . , ⌊nβ⌋}
(e.g., any β < 9/98 is appropriate). Fix such β.
Start from V 11 = U0. Consider h vertices u
1
1, . . . , u
1
h of V
1
1 that have minimum number
of neighbors in U . If δU({u11, . . . , u1h}) ≤ h(n˜ − m)p − f0
√
n lnnp(1− p), then the algo-
rithm terminates, and V 01 = V
1
1 . Let, at step κ ≥ 1, the set V κ1 be considered and the
algorithm still works. Then, at step κ + 1, consider V κ+11 = V
κ
1 ∪ {⌊nβ⌋ + κ − 1} and
choose h vertices uκ+11 , . . . , u
κ+1
h from it that have minimum number of neighbors in U . If
δU ({uκ+11 , . . . , uκ+1h }) ≤ h(n˜−m)p− f0
√
n lnnp(1− p), then the algorithm terminates, and
V 01 = V
κ+1
1 .
Clearly, the probability that the algorithms terminates at the first step is at most 1 −
p˜h(U0) → 0 as n → ∞. It remains to prove that a.a.s., whatever the last κ is, δU(uκ−1) −
δU (uκ) = o(
√
n) where uκ ⊂ V κ1 is the set of h vertices with minimum number of neighbors
in V˜n˜ \ U .
Clearly, the sets uκ and uκ−1 have at least h − 1 vertices in the intersection. Let
u1, . . . , uh+1 be the vertices of V
κ
1 having minimum number of neighbors in V˜n˜ \ U , and
δU (u1) ≤ . . . ≤ δU(uh+1). Then, δU (uκ−1)− δU (uκ) ≤ δU (uh+1)− δU(u1).
Set κ˜ = κ + ⌊nβ⌋ − 1. Let Zκ(x) be the number of vertices in V κ1 having at most
(n˜−m)p− x√(n˜−m)p(1− p) ln κ˜ neighbors in V˜n˜ \ U . Clearly, by (1) and (3), EZκ(x) =
10
κ˜P (x), DZκ(x) = κ˜P (x)(1− P (x)) < EZκ(x),
P (x) =
∫ −x√ln κ˜
−∞
1√
2π
e−t
2/2dt(1+o(1)) =
1√
2π ln κ˜x
κ˜−x
2/2(1+o(1)) =
1
κ˜
eλ(1+o(1)), where
λ = ln
κ˜1−x
2/2
√
2π ln κ˜x
.
First, let λ = − 4√lnn. Then x = √2 + 4
√
lnn√
2 ln κ˜
(1 + o(1)) and P(Zκ(x) ≥ 1) ≤ EZκ(x) =
eλ = e−
4√lnn. Therefore,
P(∃κ ∈ {1, . . . , n0 − ⌊nβ⌋+ 1} Zκ(x) ≥ 1) ≤
EZ1(x) +
n0−⌊nβ⌋+1∑
κ=2
1
κ + ⌊nβ⌋ − 1e
λ(1 + o(1))
=
(
1
2
− β
)
lnne−
4√
lnn(1 + o(1)).
Then, for every κ ∈ {1, . . . , n0 − ⌊nβ⌋+ 1}, with probability 1− o
(
1√
n
)
,
δU(v⌊nβ⌋ + κ− 1) > (n˜−m)p−
√
2p(1− p)(n˜−m) ln κ˜−
√
np(1− p)√lnn
√
2 ln κ˜
(1 + o(1)). (8)
Second, let λ = 4
√
lnn. Then x =
√
2 − 4
√
lnn√
2 ln κ˜
(1 + o(1)) and EZκ(x) = e
4√lnn. From
Chernoff inequality, for some β > 0,
P(Zκ(x) ≤ h) ≤ e− 38e
4√
lnn(1+o(1)) = o
(
1√
n
)
.
Then, for every κ ∈ {1, . . . , n0 − ⌊nβ⌋+ 1}, with probability 1− o
(
1√
n
)
,
δU(v⌊nβ⌋ + κ− 1) < (n˜−m)p−
√
2p(1− p)(n˜−m) ln κ˜+
√
np(1− p)√lnn
√
2 ln κ˜
(1 + o(1)). (9)
Finally, from (8), (9), we get that a.a.s., for every κ,
δU(Uκ)− δU(Uκ−1) = O
( √
n
4
√
lnn
)
= o(
√
n).
Let the algorithm terminate at step κ. Define U˜ = (V˜n˜ \ U) ⊔ {uκ1 , . . . , uκh}.
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3.3.5 Exploiting the second part of the supplementary set
Here, we exploit the set V2 and finish the construction of the induced graph with exactly eX
edges.
Let 0 ≤ ϕ = o(√n). Below, we prove that, a.a.s. for every non-negative γ = γ(n) ≤ ϕ
such that 3(n˜ − m + h + 1)p − γ is an integer, there exist three vertices w1, w2, w3 in V2
such that the number of edges in G(n, p)|U˜∪{w1,w2,w3} adjacent to at least one of w1, w2, w3 is
exactly 3(n˜−m+ h+ 1)p− γ.
Let V 12 , V
2
2 be a partition of V2 such that ||V 12 | − |V 22 || ≤ 1. We will find w1 ∈ V 12 and
w2, w3 ∈ V 22 .
Fix γ as above and find an integer σ = σ(γ) such that γ ∈ [σ 4√n, (σ + 1) 4√n). Let us
estimate from above the probability that, for every vertex w ∈ V 12 , its number of neighbors
in U˜ is outside D(γ) := [p(n˜ −m + h) + σ 4√n, p(n˜ −m + h) + (σ + 1) 4√n). Let W be the
number of vertices in V 12 having so many (in this interval) neighbors in U˜ . The probability
that w ∈ V 12 has so many neighbors equals Θ
(
1
4
√
n
)
. Since W has binomial distribution, and
EW = Θ
(
4
√
n
lnn
)
, we get that P(W = 0) ≤ e−Θ(
4√n
lnn
). Therefore, a.a.s. for every γ ≤ ϕ, there
exists a vertex w1 ∈ V 12 such that its number of neighbors in U˜ belongs to D(γ).
Above, we have found a vertex w1 ∈ V 12 having the number of neighbors in U˜ that dif-
fers from (n˜ −m + h)p − γ on at most 4√n. Let d be this difference. It remains to find a
pair of vertices w2, w3 ∈ V 22 having exactly [2(n˜ −m + h) + 3]p− d edges between them or
going to U˜ ∪ {w1}. Given d, let W˜ be the number of such pairs. Since EW˜ = Θ
( √
n
ln2 n
)
,
DW˜ = O
( √
n
ln3 n
)
, by the Chebyshev’s inequality, P(W˜ = 0) = O
(
lnn√
n
)
. Then the probabil-
ity of the existence of such a pair for every d equals 1 − O
(
lnn
4
√
n
)
→ 1, and this finishes the
construction.
Indeed, the graph G(n, p)|U˜∪{w1,w2,w3} has
k := n˜−m+ h+ 3 ≥ n− (bi + δ)
√
2
p(1− p)
√
n
lnn
+O
(√
n
lnn
)
vertices and exactly ek edges.
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Finally, we get that, for every δ > 0,
lim infn→∞P
(
X > n− bi(1 + δ)
√
2√
p(1− p)
√
n
lnn
)
> γ (10)
for both i ∈ {1, 2}.
First, let i = 1. Both (6) and (10) are obtained from (4) (i.e., both events are intersec-
tions of one common event having a probability bigger than γ with events that hold a.a.s.).
Therefore,
lim infn→∞P
(
n− b1(1 + δ)
√
2√
p(1− p)
√
n
lnn
< X < n− a1(1− δ)√
2p(1− p)
√
n
lnn
)
> γ.
Second, let i = 2. Since a2 > 2b1, from (6) and (10), we get that
lim supn→∞P
(
n− a2(1− δ)√
2p(1− p)
√
n
lnn
≤ X ≤ n− b1(1 + δ)
√
2√
p(1− p)
√
n
lnn
)
< 1− 2γ.
Putting t = 2Q
√
2√
p(1−p) , we finish the proof of Theorem 1.(i).
In the same way, from (5), we get that
lim infn→∞P
(
X > n− b(1 + δ)
√
2√
p(1− p)
√
n
lnn
)
> 1− ε.
Together with (7), this finishes the proof of Theorem 1.(ii).
4 Proof of Theorem 2
4.1 Proof of Theorem 2.(ii)
First, let k ∈ {⌊εn⌋, . . . , n− 1}, Q = 3√p and µ = Qm(k).
Let U be a k-vertex subset of Vn. Then, by the Chernoff inequality, the number of edges
eU in G(n, p) having at least one vertex outside U does not belong to the interval
Ik :=
(
p
(
k(n− k) +
(
n− k
2
))
− µ
2
, p
(
k(n− k) +
(
n− k
2
))
+
µ
2
)
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with probability at most 2e
− µ2
8(pn(n−k)+µ6 ) = e−
9
8
ln (nk)(1+o(1)) since m =
√
n(n− k) ln (n
k
)
<
(n − k)√n lnn = o(n(n − k)). The expected number of k-vertex sets U having so many
edges is at most (
n
k
)
2e
− m2
8(pn(n−k)+m6 ) = e−
1
8
ln(nk)(1+o(1)).
Therefore, the probability that there exist k ≥ ⌊εn⌋ and a k-vertex subset U of Vn such that
eU /∈ Ik is at most
n−1∑
k=⌊εn⌋
e−
1
8
ln (nk)(1+o(1)) ≤
8∑
ℓ=1
n−ℓ/8+o(1) + n(1− ε)n−9/8+o(1) → 0 as n→∞.
Second, let k ∈
{⌈
1
p
lnn
⌉
, . . . , ⌊εn⌋ − 1
}
, Q = 3
√
p and µ = Qm(k) as well.
Let U be a k-vertex subset of Vn. Then, by the Chernoff inequality, the number of edges
e˜U in the induced subgraph G(n, p)|U does not belong to the interval
Jk :=
(
p
(
k
2
)
− µ
2
, p
(
k
2
)
+
µ
2
)
with probability at most 2e
− µ2
8(pk2+µ6 ) = O
(
e−
9
8
ln(nk)(1+o(1))
)
since pk
2
2
≥
√
pk
√
k lnn
2
> µ
6
.
The expected number of k-vertex sets U having so many edges is at most e−
1
8
ln(nk)(1+o(1)).
Therefore, the probability that there exist k ≥ ⌊εn⌋ and a k-vertex subset U of Vn such that
e˜U /∈ Jk is at most
⌊εn⌋−1∑
k=⌈lnn/p⌉
e−
1
8
ln(nk)(1+o(1)) = e−
1
8
ln(nk)(1+o(1)) → 0 as n→∞.
Finally, for k ∈
{
1, . . . ,
⌈
1
p
lnn
⌉
− 1
}
set Q = 1
4
√
p
. Then, the number of edges of
a k-vertex graph should belong to the interval {0, 1, . . . , (k
2
)} of the length smaller than
k2
2
≤ 1
4
k
√
k 1
p
ln n
k
< 1
4
√
p
k
√(
n
k
)
for n large enough. The latter expression equals Qm(k), and
this finishes the proof.
4.2 Proof of Theorem 2.(i)
Let us remind, that, for ǫ > 0 small enough, the case k < εn was already considered
in [1]. Fix such an ε < 1
4
. Since, for every ε∗ ∈ (ε, 1), and every k ∈ [εn, ε∗k], m(k) =
14
Θ
(√
n(n− k)(n
k
))
, we may assume that m(k) is exactly
√
n(n− k)(n
k
)
for all k ≥ εn.
Here, we consider three cases separately: 1) k < n−n1/4 ln2 n, 2) n−n1/4 ln2 n ≤ k ≤ n−2
and 3) k = n− 1.
4.2.1 εn ≤ k < n− n1/4 ln2 n
Let q =
ε
√
εp(1−p)
23
.
Divide the set {1, . . . , n − k − 14} into three ‘almost equal’ parts V1, V2, V3 (such that
||Vi| − |Vj|| ≤ 1 for i, j ∈ {1, 2, 3}). Set n˜ = k + 14 and let V ∗n˜ = {n− n˜+ 1, . . . , n}. Let Gn˜
be the induced subgraph of G(n, p) on V ∗n˜ .
We start with two technical statements.
Claim 1 A.a.s., for every integer k ∈ [εn, n− n1/4 ln2 n), in Gn˜ there are more than ε(n−k)15
vertices having degrees greater than ζk(1/2), where
ζk(x) = n˜p+
√
n˜p(1− p)
(√
x ln(n/(n− k))− 1
)
.
Proof. Fix k and let Yk be the number of vertices in Gn˜ having degrees greater than
ζk(2). Then, by (1) and (3), for n large enough,
EYk ∼ n˜ 1√
2π
√
2 ln(n/(n− k))e
−
(√
2 ln(n/(n−k))−1
)2
/2 ≥ ε(n− k)√
2πe
and
DYk = EYk(Yk − 1) + EYk − (EYk)2 <
n˜(n˜− 1)
(
P(deg(n) > ζk, deg(n− 1) > ζk)− [P(deg(n) > ζk)]2
)
+ EYk.
Conditioning on n ∼ n− 1 (here, ∼ denotes the adjacency relation) n ≁ n− 1, we get
P(deg(n) > ζk, deg(n−1) > ζk) = p[P(degGn˜−1(n) > ζk−1)]2+(1−p)[P(degGn˜−1(n) > ζk)]2 =
[P(degGn˜−1(n) > ζk)]
2+p
(
2P(degGn˜−1(n) > ζk)P(degGn˜−1(n) = ζk)+[P(degGn˜−1(n) = ζk)]
2
)
15
P(deg(n) > ζk) = pP(degGn˜−1(n) > ζk − 1) + (1− p)P(degGn˜−1(n) > ζk) =
P(degGn˜−1(n) > ζk) + pP(degGn˜−1(n) = ζk).
By (2),
P(degGn˜−1(n) = ζk) ∼
1√
2πn˜p(1− p)e
−
(√
2 ln(n/(n−k))−1
)2
/2
.
Therefore,
DYk < n˜(n˜− 1)p(1− p)[P(degGn˜−1(n) = ζk)]2 + EYk = O(EYk).
By the Chebyshev’s inequality,
P
(
Yk <
ε(n− k)
5
)
= O
(
EYk
(EYk − ε(n− k)/5)2
)
= O
(
1
n− k
)
.
Let k∗ ∈ {k + 1, . . . , 2k} and k∗ < n − n1/4 ln2 n. Denote n˜∗ = k∗ + 14. Consider the
partition V ∗n˜∗ = {n− n˜∗ + 1, . . . , n− n˜} ⊔ V ∗n˜ . Notice that nn−k > 12 nn−k∗ . Then,
ζk∗(1/2)− n˜∗p <
√
n˜p(1− p)
(√
ln(n/(n− k∗))− 1
)
< ζk(2)− n˜p.
Let v1, . . . , vν be the vertices of Gn˜ having degrees greater that ζk(2). Every vertex vi has
at least p(n˜∗− n˜) neighbors among n− n˜∗+ 1, . . . , n− n˜ with probability 1/2+ o(1). Then,
by the Chernoff inequality, with a probability at most e−
ν
48
(1+o(1)), the number of vertices vi
having so many neighbors is less than 1
3
ν.
So, under the condition {ν > ε(n−k)
5
}, with a probability at least 1 − e−Θ(n−k), we get
Yk∗ ≥ ε(n−k)15 > ε(n−k
∗)
15
.
Summing up, we have proved that, for every k ∈ [εn, 1
2
(n − n1/4 ln2 n)), with a proba-
bility 1 − O(1/(n − k)), for every k∗ ∈ {k, k + 1, . . . , 2k}, Yk∗ ≥ ε(n−k∗)15 . Therefore, with a
probability 1− O( 1
n1/4 lnn
), the latter inequality holds for all k∗ ∈ [εn, (n− n1/4 ln2 n)). 
Claim 2 A.a.s., for every integer k ∈ [εn, n−n1/4 ln2 n), in Gn˜ there are no vertices having
degrees at least n˜p+
√
6n˜p(1− p) ln n˜.
Proof. Fix k and let Zk be the number of vertices in Gn˜ having degrees at least n˜p +√
6n˜p(1− p) ln n˜. Then, by (1) and (3), for n large enough,
EZk ∼ n˜ 1√
12π ln n˜
e−3 ln n˜ <
1
n˜2
.
16
Then, the desired property holds with a probability at least 1 − ∑k∈[εn,n−n1/4 ln2 n) 1k2 =
1− O(n−1/4 ln−2 n). 
Finding every O(
√
n lnn)-subgraph in the interval
Let us describe an algorithm of finding τ ∈ N and constructing sequences of subsets
U1 ⊂ . . . ⊂ Uτ in V ∗n˜ and U˜1 ⊂ . . . ⊂ U˜τ in V1 such that a.a.s.
e
(
G(n˜, p)|V ∗n˜∪U˜τ\Uτ
)
≤ e (G(n˜, p))− qm (11)
and, for every i ∈ {1, . . . , τ}, |Ui| = |Ui˜| = i,
−(
√
2 +
√
6)
√
n˜p(1− p) ln n˜ < e
(
G(n˜, p)|V ∗n˜∪U˜i\Ui
)
− e
(
G(n˜, p)|V ∗n˜∪U˜i−1\Ui−1
)
<
−
√
n˜p(1− p)
(√
1
2
ln(n/(n− k))− 1
)
, (12)
where U0 = U˜0 = ∅.
It would mean that, up to an (2 +
√
6)
√
n˜p(1− p) ln n˜-error, every value from
(e(G(n˜, p))− qm, e(G(n˜, p))) (13)
is admissible by the number of edges in an induced n˜-vertex subgraph of G(n, p).
Note that, having sequences of sets U1 ⊂ U2 ⊂ . . . and U˜1 ⊂ U˜2 ⊂ . . . with |Ui| = |U˜i| = i
satisfying (12), the inequality (11) becomes true once
τ ≥ qm√
n˜p(1− p)
(√
1
2
ln(n/(n− k))− 1
) . (14)
Below, we show that our algorithm works at least ε(n−k)
15
steps, and this immediately
implies the inequality (14): for n large enough,
ε(n− k)
15
>
ε
√
εp(1− p)/2
√
n(n− k) ln
[(
n
n−k
)n−k]
16
√
εnp(1− p)
(√
1
2
ln(n/(n− k))− 1
) ≥ qm√
n˜p(1− p)
(√
1
2
ln(n/(n− k))− 1
) .
At step 1, U1 = {v1}, where v1 is a vertex having maximum degree in Gn˜. Consider the
set A1 ⊂ V1 of vertices having at most (n˜− 1)p and at least
(n˜− 1)p−
√
2n˜p(1− p) ln n˜ (15)
17
edges going to V ∗n˜ \ {U1}. Let v˜1 ∈ A1 (if A1 is non-empty; otherwise, the algorithm
terminates), and U˜1 = {v˜1}.
Since a vertex from V1 has at most (n˜− 1)p and at least (15) neighbors in V ∗n˜ \ U1 with
probability 1/2 + o(1) (see Section 2), the set A1 is non-empty with probability at least
1− (1/2 + o(1))|V1|.
Assume that, at step 1 ≤ i < ε(n−k)
15
, we construct the target sets Ui, U˜i having i vertices.
At step i+ 1, take a set Ui+1 = Ui ∪ {vi+1} of i+ 1 vertices having maximum degrees in
Gn˜. Consider the set Ai+1 ⊂ V1\U˜i of vertices having at most (n˜−1)p and at least (15) edges
going to (V ∗n˜ ∪ U˜i) \ Ui+1. Let v˜i+1 ∈ Ai+1 (if Ai+1 is non-empty; otherwise, the algorithm
terminates), and U˜i+1 = U˜i ∪ {v˜i+1}.
Let us prove that, with high probability, the set Ai+1 is non-empty. Given an (n˜−1)-set,
the probability that an outside vertex has at most (n˜ − 1)p and at least (15) neighbors in
this set, equals 1/2 + o(1) (see Section 2). By the Chernoff inequality, the probability that
there exists an i-set U˜ in V1 such that every vertex in V1 \ U˜ has either at least (n˜− 1)p or
at most (15) neighbors in (V ∗n˜ ∪ U˜) \ Ui+1 is at most(|V1|
i
)
e−
|V1|−i
4
(1+o(1)) ≤ e|V1|
(
i
|V1| ln
|V1|
i
+ 5i
4|V1|−
1
4
)
(1+o(1))
< e−
|V1|
54
since the function −x ln x + 5
4
x increases in (0, 1), the inequality i|V1| ≤ 118 holds (since
i < ε(n−k)
15
, |V1| ≥ n−k−163 and ε < 14) and ln 18− 134 < −13 .
Summing up, with a probability at least 1− e−Ω(n), for every k ∈ [εn, n− n1/4 ln2 n), the
described algorithm works at least ⌈ ε(n−k)
5
⌉ steps. By Claims 1, 2, a.a.s. for every k in the
range, it gives the desired sets.
Fix i ∈ {1, . . . , ⌈ε(n−k)
5
⌉} and consider the algorithm output V ∗n˜ [i] := V ∗n˜ ∪ U˜i \Ui. Notice
that this set still has k + 14 vertices.
Finding all the remaining subgraphs
Now, let us prove that, a.a.s., for any real f0 ∈ (3, 7), we may find a set of h ≤ 10 vertices
in V2 having phn˜ − f0
√
n˜p(1− p) ln n˜ + o(√n) neighbors in V ∗n˜ [i]. It would mean that, up
to an o(
√
n)-error, every value from (13) is admissible (since
√
6 +
√
2 < 4).
For a subset U0 ⊆ V2 and a positive integer h, let
• ph(U0) be the probability that all but at most h − 1 vertices of U0 have more than
n˜p− 7
h
√
n˜ ln n˜p(1− p) neighbors in V ∗n˜ [i],
18
• p˜h(U0) be the probability that all vertices of U0 have more than n˜p− 3h
√
n˜ ln n˜p(1− p)
neighbors in V ∗n˜ [i].
For κ := |U0|, by (1) and (3).
ph(U0) =
h−1∑
ℓ=0
(
κ
ℓ
)(
n˜−
49
2h2
+o(1)
)ℓ (
1− n˜− 492h2+o(1)
)κ−ℓ
, p˜h(U0) =
(
1− n˜− 92h2+o(1)
)κ
.
Surely, there exists the minimum h ≤ 10 such that the probability ph(V2) approaches 0. Fix
such h. Let us assume, without loss of generality, that V2 = {1, . . . , ⌊(n− k − 14)/3⌋}.
Set β = 10−2. Clearly, p˜10(U0) → 1 (and, therefore, the same is true for p˜h(U0) for all
h ≤ 10) for U0 := {1, . . . , ⌊nβ⌋}.
The algorithm of constructing the desired set of h vertices is described in Section 3.3.4:
we start from V 12 = U0; at every step j ≥ 1, we find a set Uj ⊂ V j2 of h having minimum
number of neighbors in V ∗n˜ [i] and, if these vertices have more than hn˜p− 7
√
n˜ ln n˜p(1− p)
neighbors in V ∗n˜ [i] (we denote this number by δV ∗n˜ [i](Uj)), we add one more vertex to V
j
2 and
move to step j+1. In Section 3.3.4, we have proved that, there exists a constant a such that,
for |V2| = ⌊
√
n
lnn
⌋, |V ∗n˜ [i]| = n−O(
√
n/ lnn), with a probability at least 1− e−Ω( 4
√
lnn), for all
j ≥ 1, the difference δV ∗n˜ [i](Uj)−δV ∗n˜ [i](Uj+1) is at most a
√
n√
lnn
. It is straightforward to check
the same is true for |V2| = ⌊(n−k−14)/3⌋, |V ∗n˜ [i]| = k+14 for all εn ≤ k < n−n1/4 ln2 n. The
problem is that we can not immediately move the quantification over k after the probability
since n ≫ eΩ( 4
√
lnn). But we can easily solve it in the following way. Recall that the bound
on the probability follows from the fact that there exists a vertex in V j2 having at most
n˜p− x√n˜p(1− p) ln(j + nβ) (where x = √2− 4√lnn√
2 ln(j+nβ)
(1 + o(1))) neighbors in V ∗n˜ [i] with
a probability at most e−
4√
lnn(1+o(1)). We can improve this bound by dividing the set V2 into
lnn almost equal parts, and observing that the algorithm with the same probability bounds
can be running on each of the sets of the partition. Then, the probability that, in every
set from the partition, there exists a vertex having at most n˜p − x√n˜p(1− p) ln(j + nβ)
neighbors in V ∗n˜ [i], is at most e
− lnn 4√lnn(1+o(1)) ≪ 1
n
.
Therefore, there exists a such that a.a.s., for k ∈ [εn, n−n1/4 ln2 n), i ∈ {1, . . . , ⌈ε(n−k)
5
⌉}
and any real f0 ∈ (3, 7), there exists j such that, at step j, the algorithm outputs with
a set Uj ⊂ V2 of h ≤ 10 vertices having phn˜ − f0
√
n˜p(1− p) ln n˜ + ξ neighbors in V ∗n˜ [i],
|ξ| ≤ an1/2(lnn)−1/4.
Finally, consider the set V3.
19
Let h ∈ {0, 1, . . . , 10}. Let Uˆ be a union of V ∗n˜ [i] with a subset of V2 having h vertices.
It remains to prove that, a.a.s., for every ℓ ∈ {4, 5, . . . , 14} and every γ = γ(n) such
that 0 ≤ γ ≤ 4an1/2(lnn)−1/4 and (ℓ(n˜ + h) + (ℓ
2
)
)p− γ is an integer, there exist ℓ vertices
w1, . . . , wℓ in V3 such that the number of edges in G(n, p)|Uˆ∪{w1,...,wℓ} adjacent to at least one
of w1, . . . , wℓ is exactly (ℓ(n˜ + h) +
(
ℓ
2
)
)p− γ.
Consider a partition V3 = V
1
3 ⊔ V 23 such that ||V 13 | − |V 23 || ≤ 1. Fix γ as above and
find an integer σ = σ(γ) such that γ ∈ [σ 4√n, (σ + 1) 4√n). Let us estimate from above
the probability that, for every vertex w in V 13 , its number of neighbors in Uˆ is outside
D(γ) := (p(n˜ + h) − (σ + 1) 4√n, p(n˜ + h) − σ 4√n]. Let W be the number of vertices in V 13
having so many (in this interval) neighbors in Uˆ . The probability that w ∈ V 13 has so many
neighbors equals Θ
(
1
4
√
n
)
. Since W has binomial distribution, and EW = Ω
(
ln2 n
)
, we get
that P(W = 0) ≤ e−Θ(ln2 n). Therefore, with a probability at least 1 − e−Θ(ln2 n), for every γ
in the range, there exists a vertex w1 ∈ V 13 such that its number of neighbors in Uˆ belongs
to D(γ).
For every d ∈ (− 4√n, 4√n), it remains to find vertices w2, . . . , wℓ ∈ V 23 having exactly
[(ℓ − 1)(n˜ + h) + (ℓ
2
)
]p − d edges between them or going to Uˆ ∪ {w1}. Given d, let W be
the number of such (ℓ − 1)-tuples. Since EW = Θ
(
(n−n˜)ℓ−1√
n
)
, DW = O
(
(n−n˜)2ℓ−3
n
)
, by the
Chebyshev’s inequality, P(W = 0) = O
(
1
n−n˜
)
. Then the probability of the existence of such
an (ℓ− 1)-tuple for every d equals 1 − O
(
4
√
n
n−n˜
)
. Unfortunately, we again face the problem
that we can not move the quantification over k after the probability. Nevertheless, here the
solution is the same: divide the set V 23 into two almost equal parts; the probability that,
for some d, in both parts there are no (ℓ− 1)-tuples is O
(
4
√
n
(n−n˜)2
)
. This solves the problem
since
∑
k∈[εn,n−n1/4 ln2 n)
4
√
n
(n−n˜)2 = O
(
1
ln2 n
)
.
4.2.2 n− n1/4 ln2 n ≤ k ≤ n− 2
The result immediately follows from the following three technical statements.
Claim 3 A.a.s., for every
d ∈ I :=
[
(n− 1)p−
√
1
5
n lnnp(1− p), (n− 1)p+
√
1
5
n lnnp(1− p)
]
,
in G(n, p), there are at least n3/10/ ln2 n vertices having degree d.
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Proof. Let Gn˜ be the subgraph of G(n, p) induced on {1, . . . , n˜}, n˜ = ⌊n−n1/5 ln2 n⌋. Let
I˜ be the maximum subset of I such that min I = min I˜, and every two consequtive elements
of I˜ are at the distance ⌊n1/10 lnn⌋.
Fix d ∈ I˜. The probability that a fixed vertex in Gn˜ has degree d is P(ξn˜−1,p = d), where
ξn˜−1,p is a binomial random variable with parameters n˜− 1 and p. Then, by (2),
Pd := P(ξn˜−1,p = d) ∼ 1√
2π(n˜− 1)p(1− p)e
− ((n˜−1)p−d)2
2(n˜−1)p(1−p) = Ω
(
n−3/5
)
.
Let X be the number of vertices in Gn˜ having degree d. Then EX = nP(ξn˜−1,p = d) =
Ω(n2/5). Moreover,
EX(X − 1) = n(n− 1) (p [P(ξn˜−2,p = d− 1)]2 + (1− p) [P(ξn˜−2,p = d)]2) ,
(EX)2 = (nPd)
2 > n(n− 1)(pP(ξn˜−2,p = d− 1) + (1− p)P(ξn˜−2,p = d))2.
Then
DX = EX(X−1)+EX−(EX)2 < n(n−1)p(1−p) [P(ξn˜−2,p = d− 1)− P(ξn˜−2,p = d)]2+EX =
n(n− 1)p(1− p)P 2d
(
d− p(n− 1)
(n− 1)p(1− p)
)2
+ EX = (EX)2O
(
lnn
n
)
+ EX.
Then, by the Chebyshev’s inequality,
P(X ≤ EX/2) ≤ 4DX
(EX)2
= O(n−2/5).
Let ξ1, . . . , ξX be the vertices of Gn˜ having degree d. Let d0 ∈ [0, n1/10 lnn] be a real number.
Then, by (2), for every i ∈ {1, . . . , X}, the probability p0 that ξi has exactly ⌊(n− n˜)p+ d0⌋
neighbors among the vertices n − n˜ + 1, . . . , n equals Ω ( 1
n1/10 lnn
)
. Let Y be the number
of vertices i ∈ {1, . . . , X} having exactly ⌊(n − n˜)p + d0⌋ neighbors among the vertices
n− n˜ + 1, . . . , n. We get EY = Xp0. By the Chernoff inequality, P(Y ≤ 12Xp0) ≤ e−Xp0/8.
Therefore, for every d ∈ I˜, with a probability 1 − O(n−2/5), for every d˜ ∈ {d, d +
1, . . . , ⌊n1/10 lnn⌋}, in G(n, p) there are at least Ω
(
n3/10
lnn
)
vertices having degree d˜. It re-
mains to notice that the target event is the intersection of O
(
n2/5√
lnn
)
events, each of which
happens with a probability bounded from below (uniformly) by 1 − O(n−2/5). Then, the
probability of the target event is 1−O(1/√lnn). 
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For a subset U ⊂ Vn of size s, let δ0(U) = δ(U) − (
(
s
2
)
+ s(n − s))p be the difference
between δ(U) and its expected value.
Let q = 1
3
√
p(1− p), k ∈ [n− n1/4 ln2 n, n− 2].
Claim 4 Let, in a graph G on Vn, for every d ∈ I, there are at least n3/10/ ln2 n vertices
having degree d. Then, there exists a sequence D1 ≤ D2 ≤ . . . ≤ Dκ such that Dκ > qm/2,
D1 < −qm/2, for every i ∈ {1, . . . , κ− 1}, Di+1 −Di ≤ n1/4 ln2 n, and, in G, there are sets
of vertices U1, . . . , Uκ of size n− k − 1 having δ0(Ui) = Di for i ∈ {1, . . . , κ}.
Proof. Since n− k− 1 < n3/10/ ln2 n, we can find n− k− 1 vertices v1, . . . , vn−k−1 having
degrees equal to
d∗ =
⌊
(n− 1)p+
√
1
5
n lnnp(1− p)
⌋
.
Clearly, for the set U∗ of these vertices and large enough n, the following holds:
δ0(U
∗) ≥ (n− k − 1)d∗ −
(
n− k − 1
2
)
−
[(
n− k − 1
2
)
+ (n− k − 1)(k + 1)
]
p >
(p−1)
(
n− k − 1
2
)
−(n−k−1)+(n−k−1)
√
1
5
n lnnp(1− p) > 1
6
(n−k)
√
n lnnp(1− p) > qm
2
.
At every step, replace v1 with a vertex having degree deg(v1)− 1. Once
deg(v1) = d∗ :=
⌈
(n− 1)p−
√
1
5
n lnnp(1− p)
⌉
,
we proceed with replacing v2 in the same way. In the final sequence of steps, we replace the
vertex vn−k−1. Once deg(vT−1) = d∗, we stop and get a set U∗ having
δ0(U∗) ≤ (n− k − 1)d∗ −
[(
n− k − 1
2
)
+ (n− k − 1)(k + 1)
]
p <
p
(
n− k − 1
2
)
+(n−k−1)−(n−k−1)
√
1
5
n lnnp(1− p) < −1
6
(n−k)
√
n lnnp(1− p) < −qm
2
.
Clearly, at every step, the value of δ0 is changed on at most n− k − 2 < n1/4 ln2 n. 
It remains to prove the following.
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Claim 5 A.a.s., for every integer k ∈ [n−n1/4 ln2 n, n−2], every non-negative d ≤ n1/4 ln2 n
such that pk+ d is integer and every (n− k− 1)-set U ⊂ Vn, there exists a vertex z ∈ Vn \U
having exactly pk + d neighbors in Vn \ U .
Proof. Fix an integer k ∈ [n − n1/4 ln2 n, n − 2] and a non-negative d ≤ n1/4 ln2 n such
that pk + d is integer. Let U ⊂ Vn be an (n− k− 1)-set. Without loss of generality, assume
that Vn \ U = {1, . . . , k + 1}. For ℓ ∈ {1, . . . , k + 1}, let Aℓ = Aℓ(d) be the event that the
vertex vℓ has exactly pk + d neighbors in Vn \ U . We should estimate P(A1 ∩ . . . ∩Ak+1).
Divide the set {1, . . . , k + 1} into K :=
⌊
k+1
⌊n3/4 ln5 n⌋
⌋
sets W1, . . . ,WK of the same size
⌊n3/4 ln5 n⌋ (up to a remainder of a size less than ⌊n3/4 ln5 n⌋ — we remove it and do not
consider it any more).
Fix i ∈ {1, . . . , K}. Let Si be the event that all the degrees of the subgraph induced on
Wi are inside
J :=
(
(|Wi| − 1)p−
√
n, (|Wi| − 1)p+
√
n
)
.
By the Chernoff bound, for every i ∈ {1, . . . , K},
P
(Si) ≤ |Wi|e− n1/42 ln5 n (1+o(1)) = e− n1/42 ln5 n (1+o(1)).
Without loss of generality, assume that Wi = {1, . . . , w}, w = ⌊n3/4 ln5 n⌋. For every
possible graph G on Wi having all degrees inside J (we denote Γi the set of all possible
graphs), let B[G] = {G(n, p)|Wi = G}. Clearly, for such G,
P
(A1 ∩ . . . ∩ Aw∣∣B[G]) = P(A1[G]) · . . . · P(Aw[G]) ,
where Aℓ[G] is the event that the number of neighbors of vℓ in Vn \ (U ∪Wi) equals pk+ d−
degG(vℓ). By (2), for some constant c > 0, P (Aℓ[G]|W) ≥ c√n .
Finally, we get
P
(A1 ∩ . . . ∩Ak+1) ≤
P
(A1 ∩ . . . ∩Ak+1 ∩ {∃i ∈ {1, . . . , K} Si})+ P({∃i ∈ {1, . . . , K} Si}) ≤
K∑
i=1
P
( ⋂
ℓ∈Wi
Aℓ ∩ Si
)
+ P
(
K⋂
i=1
Si
)
=
K∑
i=1
∑
G∈Γi
P
( ⋂
ℓ∈Wi
Aℓ
∣∣∣∣∣B[G]
)
P (B[G]) + P
(
K⋂
i=1
Si
)
≤
(
1− c√
n
)w K∑
i=1
∑
G∈Γi
P (B[G]) + exp
(
− n
1/2
2 ln10 n
(1 + o(1))
)
≤
23
e
− cw√
n
K∑
i=1
P (Si) + exp
(
− n
1/2
2 ln10 n
(1 + o(1))
)
≤
Kexp
(−cn1/4 ln5 n(1 + o(1))) = exp (−cn1/4 ln5 n(1 + o(1))) .
Then, the probability that there exists an integer k ∈ [n−n1/4 ln2 n, n−2], a non-negative
d ≤ n1/4 ln2 n such that pk + d is integer and an (n − k − 1)-set U ⊂ Vn such that every
vertex z ∈ Vn \ U does not have exactly pk + d neighbors in Vn \ U is at most(
n1/2 ln4 n
)
nn
1/4 ln2 ne−cn
1/4 ln5 n(1+o(1)) → 0 as n→∞. 
4.2.3 k = n− 1
Let q =
√
p(1−p)
2
. We should prove that a.a.s. the set of sizes of (n − 1)-vertex subgraphs
of G(n, p) contains a full interval of length q
√
n lnn, or, equivalently, the set of degrees of
G(n, p) contains a full interval of the same size. But this follows from Claim 3.
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