We study the Jordan Canonical Forms of complex orthogonal and skew-symmetric matrices, and consider some related results.
Introduction and notation
Every square complex matrix A is similar to its transpose, A T ([2, Section 3.2.3] or [1, Chapter XI, Theorem 5]), and the similarity class of the n-by-n complex symmetric matrices is all of M n [2, Theorem 4.4.9], the set of n-by-n complex matrices. However, other natural similarity classes of matrices are non-trivial and can be characterized by simple conditions involving the Jordan Canonical Form.
For example, A is similar to its complex conjugate, A (and hence also to its adjoint, A * = A T ), if and only if A is similar to a real matrix [2, Theorem 4.1.7];
the Jordan Canonical Form of such a matrix can contain only Jordan blocks with real eigenvalues and pairs of Jordan blocks of the form J k (λ) ⊕ J k (λ) for non-real λ. We denote by J k (λ) the standard upper triangular k-by-k Jordan block with eigenvalue
The complex orthogonal case
Our first, and key, observation is that the similarity class of the complex orthogonal group is generated by complex symmetric similarities. Proof. Assuming (a), suppose that X is nonsingular and XAX −1 = L is complex orthogonal. The algebraic polar decomposition [3, Theorem 6.4 .16] ensures that there is a nonsingular complex symmetric G and a complex orthogonal Q such that X = QG. Then L = XAX −1 = QGAG −1 Q T , so GAG −1 = Q T LQ is a product of complex orthogonal matrices and hence is complex orthogonal. Assuming (b), suppose that A = GQG −1 for some complex symmetric G and complex orthogonal
which is (c) with
is therefore complex orthogonal and so (a) follows. The equivalence of (c) and (d) is clear.
Since a complex orthogonal matrix A is similar to A T = A −1 , to each Jordan block J k (λ) of A there is a corresponding Jordan block J k (λ −1 ). When λ 2 = 1, these two Jordan blocks are different, so they are paired; when λ 2 = 1, they are the same, so there is no evident pairing-but there is a pairing if k is even. As a first step, we show that each of the pairs of Jordan blocks described in Theorem 1 (a)-(c) is similar to a complex orthogonal matrix.
Lemma 2. For any positive integer k and any
Proof. Let B be any symmetric matrix to which J k (λ) is similar, and define the symmetric matrix
Then
is similar to B ⊕ B −1 , which by Lemma 1 is similar to a complex orthogonal matrix.
Our next step is to show that each of the Jordan blocks described in Theorem 1 (d) and (e) is similar to a complex orthogonal matrix. Proof. Since J k (−1) is similar to −J k (1) , it is sufficient to prove that J k (1) is similar to a complex orthogonal matrix whenever k is an odd positive integer. We use Lemma 1 and note that the case k = 1 is trivial:
. For each successive n = 1, 2, . . . we show how to construct a nonsingular symmetric S 2n+1 such that
For n = 1, look for an S 3 of the form
which is automatically symmetric and nonsingular. It satisfies the constraints (6), and hence the identity (2), if and only if −1 + x 1 + x 1 = 0; the choice x 1 = 1/2 is forced on us. For n = 2, look for an S 5 of the form
which again is automatically symmetric and nonsingular. The constraints (6) require that −1 − 1/2 + x 1 = 0 and −1/2 + 0 + x 2 = 0, so the choices x 1 = 3/2 and x 2 = 1/2 are forced on us. The pattern of the construction is now clear: with n 3 and a constructed S 2n−1 in hand (necessarily symmetric and nonsingular), look for an S 2n+1 of the form
for some
Let e k ∈ C 2n−1 have a 1 in position k and zeroes elsewhere. Then
where the last equality relies on (2) for n − 1 and the requirements in (3) and (4) that the lower right entry of S 2n−1 and the last entry of x are both zero. In order to satisfy (2), x must satisfy
which is equivalent to
fortunately, this equation has a unique solution of the form (4). Alternatively, we may use the constraints (6) to determine (uniquely) x 1 , x 2 , . . . , x 2n−2 in succession.
Since a direct sum of matrices that are individually similar to complex orthogonal matrices must be similar to a complex orthogonal matrix, the preceding two results establish the sufficiency of the conditions in Theorem 1. We now turn to establishing their necessity. The only issue is the asserted impossibility of having an odd number of Jordan blocks of a given even dimension associated with either of the eigenvalues +1 or −1. The following technical lemma is the key to our explanation of this phenomenon.
Lemma 4. Suppose
Then the first column of X is zero if either (a) n < m, or (b) n = m, n is even, and X is symmetric. . . , n if n < m. Now suppose that m = n. We already know that the entire triangular portion of X above its counter-diagonal is filled with zeroes; in particular,
Proof. A computation reveals that (5) holds if and only if
If X is symmetric, then x n,1 = x 1,n as well, so x n,1 = 0 if X is symmetric and n is even.
We now apply this observation to exclude unpaired Jordan blocks of the form J k (±1) with k even.
Lemma 5. Let r, k 1 , . . . , k r be positive integers with k 1 even, and suppose that
is similar to a complex orthogonal matrix.
Proof. First consider the case λ = 1 and suppose that
is similar to a complex orthogonal matrix. Lemma 1 guarantees that there is a nonsingular symmetric S such that A simple argument permits us to combine the two exclusions described in the preceding lemma. r, k 1 , . . . , k r and p, l 1 , . . . , l p be positive integers with k 1 and l 1 even; suppose that
Theorem 3. Let
is not similar to a complex orthogonal matrix. The last ingredient in our proof of necessity is the following cancellation lemma.
Lemma 6. Let C ∈ M k be similar to a complex orthogonal matrix. If B ⊕ C is similar to a complex orthogonal matrix for some B ∈ M n , then B is similar to a complex orthogonal matrix.
Proof. If SCS −1 is complex orthogonal, then (I n ⊕ S)(B ⊕ C)(I n ⊕ S) −1 = B ⊕ SCS −1 , so there is no loss of generality if we assume that C is complex orthogonal. Suppose C and A ≡ X (B ⊕ C) X −1 are complex orthogonal. Then
and we see that there is an S such that
Partition S = S ij i,j =1,2 conformally to B ⊕ C, so S 21 = S T 12 and both S 11 and S 22 are symmetric. We now show that there is an S satisfying (7) for which S 22 is nonsingular. Adding 0 ⊕ tC T to both sides of (7) gives
and define the polynomial p(t) ≡ det S(t).
Then p(0) = 0, so p is not the zero polynomial. Since there are only finitely many values of t ∈ C for which p(t) = 0 and S 22 + tI is singular, we may assume that S 22 is nonsingular and S satisfies (7). The identity 22 S T 12 , the Schur complement of S 22 in S, is nonsingular; it is also symmetric since S 11 and S 22 are both symmetric. Comparing the block entries of both sides of (7) Proof. Take the direct sum of all the pairs of Jordan blocks of A of the form J k (λ) and J k (λ −1 ) and denote it by C 1 ; notice that C 1 contains all pairs of Jordan blocks of A with eigenvalues ±1. Now take the direct sum of all the remaining (necessarily unpairable) odd-sized Jordan blocks of A with eigenvalues +1 or −1, if any, and denote it by C 2 . Let C ≡ C 1 ⊕ C 2 . If C contains all the Jordan blocks of A, we are done; if not, let B denote the direct sum of all the remaining Jordan blocks of A that have not been incorporated into C. Notice that B must be a direct sum of only single unpairable even-sized Jordan blocks with eigenvalues either +1 or −1. Theorem 3 ensures that B is not similar to a complex orthogonal matrix. According to Lemmata 2 and 3, C is similar to a complex orthogonal matrix. Lemma 6 now guarantees that B is similar to a complex orthogonal matrix, so the direct sum forming B must be empty.
The skew-symmetric case
Let A ∈ M n be a given skew-symmetric matrix. Since A is similar to A T = −A, to each Jordan block J k (λ) of A there is a corresponding block J k (−λ). When λ = 0, these two Jordan blocks are different, so they are paired; when λ = 0, they are the same, so it is not evident that there is any pairing-but again there is in the evendimensional case. Our approach to Theorem 2 parallels our approach to Theorem 1 and relies on it.
The same argument as in the proof of Lemma 1 shows that complex symmetric similarities play a special role in the similarity class of the complex skew-symmetric matrices. Proof. Using Lemma 7, it suffices to exhibit a nonsingular symmetric S such that
Lemma 7. A given A ∈ M n is similar to a complex skew-symmetric matrix if and only if there is a nonsingular symmetric S such that
. . and zero entries elsewhere:
Then S is nonsingular and, since k is odd, it is symmetric.
The preceding two results establish the sufficiency of the conditions in Theorem 2. The following lemma relies on Lemma 5 and the observation that e A is complex orthogonal whenever A is skew-symmetric: e A T = e A T = e −A = e A −1 .
Lemma 10. Let r, k 1 , . . . k r be positive integers with k 1 even, and suppose that
is not similar to a skewsymmetric matrix.
is similar to a skew-symmetric matrix, then e J is similar to a complex orthogonal matrix, whose Jordan Canonical Form is J k 1 (1) ⊕ · · · ⊕ J k r (1) , which contradicts Lemma 5 .
The following cancellation lemma is an analog of Lemma 6.
Lemma 11. Let C be similar to a skew-symmetric matrix. If B ⊕ C is similar to a skew-symmetric matrix, then B is also similar to a skew-symmetric matrix.
Proof. Using the argument and notation of Lemma 6, one shows that there is a nonsingular symmetric S with S 22 nonsingular such that
The four identities obtained from (8) 
Other results
The matrix e S is complex orthogonal whenever S ∈ M n is skew-symmetric, but not every complex orthogonal matrix can be achieved in this way. For example, when n = 1, the only skew-symmetric matrix is S = [0], and Q = [−1] / = e 0 . More generally, consider a complex orthogonal Q that is similar to J k (−1) with k odd. If Q = e S for some skew-symmetric matrix S, then S can have only one block in its Jordan Canonical Form, and that block must be J k (imπ) for some odd integer m; this violates Theorem 2. Using Theorem 2, it is not difficult to characterize the complex orthogonal matrices that can be represented as e S for some complex skew-symmetric S. 
