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 10 
In recent years, an evaluation technique for Earth System Models (ESMs) has arisen –11 
emergent constraints (ECs) – which rely on strong statistical relationships between aspects of 12 
current climate and future change across an ESM ensemble. Combining the EC relationship 13 
with observations could reduce uncertainty surrounding future change. Here we articulate a 14 
framework to assess ECs, and provide indicators whereby a proposed EC may move from a 15 
strong statistical relationship to confirmation. The primary indicators are verified 16 
mechanisms and out-of-sample testing. Confirmed ECs have the potential to improve ESMs 17 
by focusing attention on the variables most relevant to climate projections. Looking forward, 18 
there may be undiscovered ECs for extremes and teleconnections and ECs may help identify 19 
climate system tipping points. 20 
  21 
ESMs involving both atmosphere and ocean components were first developed in the 1970s and 22 
1980s, prompting individual modelling groups to evaluate their quality through comparison of 23 
simulations against observations of basic climate system features, such as spatial variation in 24 
mean temperature and precipitation. The exercise was perfectly sensible:  a climate model 25 
should simulate rudimentary metrics of the current climate. Since then, observations have 26 
improved dramatically, both in spatial and temporal coverage and in the numbers of observed 27 
variables. ESMs have also become more complex, encompassing many more elements of the 28 
Earth system, most notably aggregated components of the biosphere that simulate the global 29 
carbon cycle. These advances have led to ever more comprehensive evaluations of ESMs, 30 
expanding the number of variables examined and including higher order statistics 31 
characterizing variability.  32 
 33 
Despite greater ESM complexity, the fundamental nature of model evaluation has not changed: 34 
if an ESM can simulate a suite of observed variables believed to characterize the current climate 35 
system’s basic features reasonably well, it is considered appropriate for producing simulations 36 
of future climate. However, even for the basic variables, it is unclear how relevant these are to 37 
an ESM’s ability to simulate the climate perturbation that results from increasing greenhouse 38 
gases. Thus this approach has been unkindly, but perhaps not inaccurately, compared to a 39 
‘beauty contest’.  While traditional evaluation may make sense as a basic first step in certifying 40 
that an ESM is in fact an ESM, its utility in identifying those that produce trustworthy 41 
simulations of future climate is unclear. Conversely, an ESM regarded as less attractive in a 42 
‘beauty contest’ could be dismissed; yet it may contain more accurate and useful estimates of 43 
some key attribute of future change.  44 
 45 
The disconnect between the traditional form of model evaluation and the core ESM purpose of 46 
credibly simulating future climate change may explain a key disappointment of the climate 47 
science community in recent decades. Even as ESMs agree on basics aspects of climate change, 48 
the spread across ESM ensembles remains uncomfortably large, as seen in the IPCC reports. 49 
The most recent 5th Assessment Report (AR5) 1 bases assessment of expected changes in 50 
climate on ESMs contributing to the CMIP5 ensemble 2. However, there remains a large spread 51 
in even the most basic quantities, such as equilibrium global warming for a doubling of 52 
atmospheric CO2. How to reduce these uncertainties is more than an interesting academic 53 
question, with accurate information needed by policymakers to plan climate mitigation and 54 
adaptation measures.  55 
 56 
In recent years, a new model evaluation method - the “Emergent Constraint” (EC) approach - 57 
has gained prominence that offers hope to constrain projections of future quantities of interest.  58 
It is a novel way to achieve uncertainty reduction through the combination of an ensemble of 59 
climate simulations with contemporary measurements. The core concept is that despite major 60 
differences across ESMs, relationships between elements of current and future climate (X and 61 
Y) are implicit within ESM solutions of the partial differential equations governing physical and 62 
biogeochemical systems and associated parameterizations. The spread in contemporary 63 
variable X and future variable Y may be large across ESMs, but the relationship f linking the two 64 
is sometimes clear. That is, Y=f(X)+ε, where ε is a relatively small departure from f. If X is also a 65 
quantity that can measured, then relationship f may place a useful “constraint” on Y, provided 66 
the measurement uncertainty in X is small compared to the range of simulated values. This 67 
approach has the label “emergent” because the function f cannot be diagnosed from a single 68 
ESM. It only becomes apparent through analysis of a suitably large and structurally diverse ESM 69 
ensemble such as CMIP3, CMIP5, or the nascent CMIP6 ensemble. Indeed the EC technique 70 
would not have been possible without the high level of organization and systematisation of 71 
ESM climate change experiments in CMIP. Figure 1 illustrates differences between traditional 72 
model evaluation and the EC approach. 73 
 74 
Though we have differentiated between traditional model evaluation and the EC technique, 75 
traditional model evaluation and associated tuning of ESM parameters has sometimes focused 76 
on climate variables seen as very important for simulating climate change. The attention on 77 
such variables often arose because they were perturbed within a single ESM, and shown to be 78 
important for that model’s climate change signals. One example is the sensitivity of the water 79 
vapor response to temperature and the failure of models without such a water vapor feedback 80 
to reproduce the observed response to external forcing3,4. Another is the demonstration in the 81 
mid 1990s of the influence of biases in sea ice extent and thickness on climate sensitivity within 82 
a single ESM5,6, which may have led to those variables being included in traditional model 83 
evaluation studies7,8. Such proto-EC research enabled the development of the EC technique 84 
before the advent of the CMIP-type ESM ensembles. It illustrates how even traditional model 85 
evaluation has been inclusive of variables thought to matter for future projections.  However, 86 
with the EC approach, there is a deliberate and much more targeted search for those 87 
observable aspects of current climate, X, that matter most to the aspect of future projections, 88 
Y. Moreover, the emergent relationship between X and Y across structurally-diverse ESM 89 
ensembles is made quantitative. Finally, it is worth emphasising that the EC technique is 90 
complementary to traditional model evaluation, which the scientific community must keep 91 
doing. As ESMs become more complex, there will be a continued need to document basic 92 
model quality, which traditional model evaluation now does very efficiently9. 93 
 94 
Note that the EC technique is limited by the knowledge space represented by the ESM 95 
ensemble, that is there may be uncertainty in Y that the ESMs collectively fail to capture. For 96 
example, if the ESMs are systematically biased, say by sharing some unrealistically simple 97 
parameterization of a process affecting Y, the EC technique cannot identify this bias and correct 98 
for it. Similarly, if the ESMs are all missing an important process relating to future climate 99 
change, the EC technique cannot be used to identify that process. Rather, the technique 100 
identifies spread in Y values that cannot be justified given how the ESMs are formulated.  101 
 102 
1. Emergent constraints found so far  103 
 104 
As an example, we describe the earliest documented EC, for the snow-albedo feedback 10. This 105 
feedback amplifies simulated surface warming over northern hemisphere continents through 106 
snow retreat and the associated reduction in land surface albedo. Its strength in amplifying 107 
future warming can be quantified in ESMs, and the magnitude varies by roughly a factor of 108 
three across contemporary ESMs. This feedback has an analogue in contemporary climate. As 109 
springtime proceeds in the northern hemisphere, the snow retreat amplifies seasonal warming 110 
through surface albedo reduction. The strength of this seasonal cycle version of the feedback 111 
can be diagnosed in individual ESMs. A comparison of the feedback strength in future climate 112 
change (i.e. “Y”) versus in the seasonal cycle (i.e. a different, but related “X” quantity), reveals a 113 
linear, nearly one-to-one relationship (Figure 1a). This relationship suggests that the simulated 114 
feedback strength in the seasonal cycle is predictive of its strength in climate change. 115 
Moreover, X in this case is measurable in the real climate, with smaller observational 116 
uncertainty bounds than the ESM spread in X.  Thus it possible to declare certain ESMs biased, 117 
which may be consequential for their ability to simulate snow-albedo feedback in future 118 
climate.    119 
 120 
Another prominent example of the technique involves constraining uncertain elements of 121 
climate-carbon cycle feedbacks. In this case, Y is the projected carbon loss from tropical land 122 
under climate change 11. The simulated tropical land carbon released per degree warming 123 
exhibited a spread of more than a factor of four in the ESM ensemble associated with AR4. The 124 
ecological and carbon cycle implications of this spread are potentially dramatic, as the upper 125 
end of the range corresponds to catastrophic “dieback” of the Amazon rainforest 12,13. Similar to 126 
snow albedo feedback, this dimension of future climate can be related to an observable 127 
quantity in the current climate – the present-day sensitivity of the annual atmospheric CO2-128 
growth-rate to temperature variation, a quantity strongly influenced by carbon storage 129 
fluctuations in tropical land areas. Creating a scatter plot across ESMs of the modelled tropical 130 
land carbon sensitivity to future warming (Y) against the X sensitivity variable, a nearly linear 131 
relationship is found (Figure 1b). As with the above example, the CO2-growth-rate sensitivity to 132 
temperature is observable, and hence this EC allows for inferences about future tropical land 133 
carbon stability under climate change. 134 
 135 
Many other ECs spanning physical and biogeochemical components of the Earth System have 136 
been proposed in roughly the past decade. To capture the growing number, we list nearly three 137 
dozen examples (Table 1), grouped by component, an indication of the intensity of interest in 138 
EC research.  139 
 140 
2. Why Emergent Constraints might exist 141 
 142 
Given the extent to which ECs have become commonplace in climate research, there is a need 143 
to develop a more theoretically-based understanding of how, when, and why they should work. 144 
The most basic question is whether emergent relationships should be expected in ESM 145 
ensembles. A starting null hypothesis might be that they emerge by chance and are not 146 
indicative of deeper mechanistic relationships. With enough analyses of systems as complex as 147 
GCMs, some correlations between two analysed variables will be high by chance. Indeed, blind 148 
data mining has shown that it is possible to obtain statistically-significant correlations between 149 
current and future climate variables that are devoid of any obvious mechanistic interpretation 150 
14.  151 
 152 
Alternatively, there are two reasons strong relationships between X and Y variables might 153 
emerge from an ESM ensemble: (1) There is a broadly-accepted and profound mechanistic 154 
relationship between variability and sensitivity in near-linear systems, as characterised by the 155 
Fluctuation-Dissipation Theorem 15. ESMs are highly complex, with a mix of relatively linear 156 
thermodynamics and biogeochemical processes, and highly nonlinear dynamics in many key 157 
subsystems such as the atmosphere and ocean 16. Such complexity may prevent direct 158 
application of the Fluctuation-Dissipation Theorem to ESMs 17,18,19 especially where the slower 159 
feedbacks relevant to climate projections are not evident in shorter-term internal variability. 160 
However, emergent relationships between variability and sensitivity might be expected to be 161 
common where the sensitivity of a net flux, say energy or carbon, and the sensitivity of a near-162 
linear store of those same quantities, are connected by a conservation principle20,21. The two 163 
types of sensitivity are indeed connected in a broad-class of models22. (2) It is not unreasonable 164 
that there would be similarities in how ESMs respond to relatively short-time-scale natural 165 
forcings such as the diurnal cycle, annual cycle, and volcanic forcing, and their response to more 166 
sustained anthropogenic forcing. Analogous feedback processes may be at work in the two 167 
cases; in fact, this intuition was behind the snow-albedo-feedback example.  168 
 169 
These considerations underscore the possibility that ESM-simulated climate variations on a 170 
variety of time scales captured within the observational record might be mechanistically-linked 171 
to the responses of those ESMs to future increasing greenhouse gases. In the next section, we 172 
argue that demonstrating those mechanisms is key to full development of an EC.  173 
 174 
3. Confirmation indicators  175 
 176 
With so many ECs documented in the literature (Table 1), there is a need to evaluate their 177 
validity, meaning, and usefulness. As a starting point, we offer a classification of ECs into two 178 
categories. The first is a “proposed” EC, which is an emergent relationship with strong statistical 179 
underpinnings, but which is not accompanied by a strong physical or theoretical explanation, or 180 
even intuition that the two variables will be linked.  An example of a proposed emergent 181 
constraint is the strong correlation between Intertropical Convergence Zone (ITCZ) bias and 182 
climate sensitivity 23, two quantities both shaped by multiple processes that currently are not 183 
connected in any obvious way. The second category is a “confirmed” EC, where in addition to 184 
strong statistical underpinnings, it has been documented that an emergent relationship arises 185 
from a mechanism at work in the ESM ensemble. Though we have differentiated between 186 
proposed and confirmed ECs, in practice probably no EC can ever be completely confirmed, and 187 
is associated with degrees of confirmation. As we discuss below, an emergent relationship 188 
becomes increasingly useful, i.e. it can be combined with observations to constrain future 189 
climate, as evidence mounts that a mechanism underpins it, and it migrates from proposed to 190 
confirmed. What, therefore, are the indicators that a mechanism underpins an emergent 191 
relationship? Here we argue that there are three such confirmation indicators (illustrated 192 
schematically in Figure 3).  193 
 194 
Plausible mechanism. The first, and most basic, is that the emergent relationship has some 195 
plausible and intuitive proposed mechanism associated with it. This initial requirement involves 196 
expert judgment to determine the emergent relationship’s credibility. An example of an EC 197 
associated with a plausible mechanism is the high correlation between sensitivity of 198 
extratropical cloud reflectivity to temperature in the current climate (X) and in climate change 199 
(Y) in CMIP5 models24,25. The main mechanism proposed is that a warm temperature anomaly 200 
causes a general microphysical conversion of cloud particles from ice to liquid, increasing the 201 
cloud optical depth and brightening the clouds, whether the temperature anomaly is internally-202 
generated or externally-forced.  The reason for the brightening with warmer temperatures is 203 
that liquid drops are typically smaller and precipitate less efficiently than their frozen 204 
counterparts26,27. CMIP5 ESMs all show this brightening of extratropical clouds as temperature 205 
increases, though the magnitude of the effect varies significantly. In this case the mechanism 206 
was not proven to be at work in the ESMs when the EC was first proposed, but it was plausible 207 
because it was linked to previously observed thermodynamic and microphysical behaviour of 208 
clouds28. 209 
 210 
Verification of mechanism. The second indicator builds on the first, and involves scientific 211 
understanding of the proposed mechanism underpinning the emergent relationship. The 212 
evidence leading to this understanding could take the form of more detailed analysis of ESM 213 
output, demonstrating the mechanistic links whereby intermodel variation in X leads to 214 
corresponding intermodel variations in Y.  This approach was undertaken for the snow albedo 215 
feedback example 29,30. Verification of mechanism could also take the form of theoretical 216 
arguments that support the existence of the emergent relationship, possibly even through 217 
formal analytical solution of a reduced equation set that retains the dominant equation terms. 218 
Verification of mechanism may be most straightforward for ECs involving the same feedback 219 
process for both X and Y variables, the only difference being the time scale on which the 220 
process operates. It becomes less straightforward as the number of processes shaping X and Y 221 
variables increases. For example, verification of mechanism is more difficult for X variables that 222 
are outcomes of complex system interactions, such as ENSO frequency, or Y variables where 223 
multiple feedbacks are inputs, such as climate sensitivity. We do not wish to discourage ECs 224 
based on such variables. However, confirming those ECs is more challenging because 225 
discovering the true mechanism behind the emergent relationship involves the 226 
disentanglement of processes. 227 
 228 
Out-of-sample testing. A third indicator operates in parallel to the first two, and involves 229 
neither naming nor understanding of a mechanism, but rather indirect empirical evidence that 230 
a mechanism is at work: The emergent relationship can be seen in an ESM ensemble that is 231 
independent of the one in which the relationship was first diagnosed. The benefits of such out-232 
of-sample testing can be also stated in statistical terms. Testing the emergent relationship with 233 
a new ensemble is equivalent to enlarging the original ensemble and checking whether the high 234 
correlation of the emergent relationship remains. If so, then the probability the relationship 235 
emerged by chance has declined accordingly. Out-of-sample verification of a previously-236 
diagnosed emergent relationship can take place when a new ESM ensemble is generated 237 
through climate model coordination activities (i.e. CMIP). However, ESMs are developed based 238 
on a previous version, and so successive generations of ESMs are not entirely independent of 239 
another 31-34. Thus true out-of-sample verification is not possible. Indeed, even within an 240 
ensemble, ESMs are not entirely independent, effectively reducing the statistical significance of 241 
any emergent relationship 33. Nevertheless, when a previously-diagnosed emergent 242 
relationship is seen in a new ensemble in which each the ESMs have evolved from the previous 243 
generation, and which may include new ESMs, this is useful evidence of an underlying, 244 
mechanistically-based emergent relationship. A form of out-of-sample testing may also be done 245 
with perturbed parameter or physics ensembles of single models 35,36 providing additional 246 
testing in ensembles of larger size, but reduced structural diversity. Out-of-sample testing was 247 
done for the snow-albedo-feedback and tropical carbon loss examples described above. For 248 
both cases, the emergent relationship was found to be equally strong in the CMIP5 models 249 
after having first been discovered in an earlier ensemble (Figure 1). Conversely, failure of out-250 
of-sample testing occurred for some ECs when tested in an ensemble other than the one in 251 
which they were originally proposed 37. We consider such a failure to be a strong indicator that 252 
the EC cannot be confirmed, and therefore cannot offer a constraint on future climate change.    253 
 254 
Ideally, a published EC in the proposed category should migrate to the confirmed category. This 255 
migration may require multiple analyses and related publications to produce indicators of 256 
confirmation. An example is the further research that has been done to demonstrate that the 257 
plausible mechanism associated with the previously discussed brightening of extratropical 258 
cloud with warmer temperatures is at work in ESMs 38. While process understanding from the 259 
outset is desirable, it would be inappropriate to discourage publication of research on ECs if 260 
they are initially only in the proposed category, as early publication provides an incentive to 261 
discover mechanistic links. Openness to emergent relationships that are purely statistical allows 262 
for more complex emergent relationships requiring many years of verification to be fully vetted. 263 
In fact, there is evidence this process is occurring for the strong correlation between ITCZ bias 264 
and climate sensitivity, the example we cited above as being an EC in the “proposed” 265 
category39.  It is also possible that the scientific community will eventually demonstrate that a 266 
particular proposed EC arose by chance in the ESM ensemble, in which case it is appropriate to 267 
discard it entirely. Likewise, further work could demonstrate that the research showing 268 
confirmation of a proposed EC is flawed, in which case the EC can be “demoted” back to the 269 
proposed category. Such back-and-forth may be frustrating, and may not always be conclusive. 270 
But we believe it is the only way to develop confidence in those emergent relationships that 271 
truly reflect mechanisms at work in ESM ensembles, and discard those that do not. 272 
 273 
4. Using emergent constraints for uncertainty reduction now  274 
 275 
If an emergent relationship becomes a confirmed EC, then it can be confidently combined with 276 
observations to produce a constraint on the value of “Y”, i.e. it can reduce uncertainty in Y. 277 
However, as discussed above, few ECs may show all confirmation indicators, and the 278 
confirmation process may take years. This raises questions about the extent to which the 279 
scientific community can rely on only partially confirmed ECs for uncertainty reduction. This is a 280 
dilemma, because the time scale of knowledge generation about the climate system (of order 281 
decades) is comparable to the time frame of decision-making surrounding climate change 282 
adaptation and mitigation (the coming decades). Should emergent relationships be used now to 283 
provide answers to urgent societally-relevant questions about the future, even if there is not 284 
complete confidence they are real? As it can take years to confirm an emergent relationship, 285 
we argue that it would be omitting important evidence not to use them in this way, as long as 286 
their constraints on future climate are associated with likelihood statements. Such statements 287 
should be informed by how far along the emergent relationship is in the confirmation process 288 
we have described here.  289 
 290 
We give an illustration of this dilemma. Projections of Arctic sea ice extent made in AR5 are a 291 
prime example of how emergent relationships have been invoked to narrow uncertainty 292 
surrounding elements of future climate. When AR5 was drafted, it had been shown that 293 
simulated September Arctic sea ice trends in CMIP3 models showed significant biases 294 
compared to observations, with most models exhibiting unrealistically weak trends 40. 295 
Emergent relationships between simulated Arctic sea ice characteristics of the current climate 296 
and the 21st century timing of future summertime Arctic sea ice loss had been documented for 297 
CMIP3 models 41,42, and the IPCC AR5 authors found similar relationships in the CMIP5 models 298 
43. Mean extent, volume, and seasonal cycle amplitude, as well as recent sea ice trends are each 299 
correlated in varying degrees with the first year of Arctic sea ice disappearance (Figure 4). 300 
Collectively, these four Xs appear to be systematically biased in the ESMs, when compared to 301 
measurements. When the emergent relationships are taken into account, they mostly favour a 302 
significantly earlier disappearance of sea ice than the ensemble mean would suggest. The IPCC 303 
authors decided to select ESMs that were as realistic as possible in the four X variables, as 304 
compared to data. The resultant EC-based sea ice projections were described in the Summary 305 
for Policymakers44: “A nearly ice-free Arctic Ocean in September before mid-century is likely for 306 
RCP8.5,” i.e. roughly two decades earlier than the CMIP5 ensemble-mean.  The mechanisms 307 
underpinning the individual ECs in Figure 4 are currently imperfectly understood. Although 308 
plausible, they remain unanalysed. An additional gap in understanding is their likely connection 309 
to one another, and the difficulty in devising an objective means of combining them to produce 310 
a single narrow bound of uncertainty about the future. (See New Directions below.) Yet despite 311 
this lack of understanding, it would have been problematic to ignore the evidence from these 312 
ECs. The CMIP5 ESMs are systematically biased in a way that likely matters for their ability to 313 
simulate a very consequential attribute of future climate. Considering this evidence, the 314 
approach taken by the IPCC authors can be justified. If they had waited until the emergent 315 
relationships were fully analysed and based their projections on the conventional ensemble-316 
mean, they risked inappropriately deflating the urgency about the future of Arctic sea ice. 317 
 318 
When ECs are used to make predictions, care must be taken to characterise the uncertainty in 319 
the observational values of the X variable. The translation of observed X values into predicted Y 320 
values is not trivial. It is certainly not as simple as finding the intersection of the most likely 321 
value of observed X and the regression line relating Y to X, and “reading off” the predicted Y 322 
value. Instead both observed X and predicted Y must be treated probabilistically. In one recent 323 
work45, a probability density function for predicted Y is derived given observational uncertainty 324 
in X and the correlation between X and Y. As one might expect, tighter bounds on observed X 325 
and higher correlations between X and Y produce the least uncertainty in Y. 326 
 327 
 328 
5. New directions 329 
 330 
We have discussed existing ECs, emphasizing how they gain credibility and usefulness through a 331 
confirmation process, and examined the circumstances under which they can be used now to 332 
reduce uncertainty, even if not completely confirmed. Now we shift to the future of EC 333 
research, and suggest four directions that the technique could take the scientific community.  334 
 335 
Targeted Model Development. An appealing feature of ECs is their use to narrow uncertainty 336 
surrounding a particular aspect, Y, of future climate change. ECs can be also used to launch a 337 
process of ESM improvement and bias reduction in the current climate variable (X) correlated 338 
with Y. Once this ESM development process is complete, the ESMs themselves will exhibit less 339 
spread in Y if the EC is confirmed. That is, when spread in X is reduced through ESM 340 
improvement, a corresponding spread reduction in Y will occur provided Y’s correlation with X 341 
is underpinned by a mechanism. In such cases, it is unlikely the ESM model development 342 
community will be able to reduce biases in X without further analysis as to how specific 343 
structural and parametric variations in the ESM ensemble lead to spread in X. This type of 344 
analysis has only been completed for ECs relating to hydrologic cycle intensification 46 and snow 345 
albedo feedback 47. Unfortunately, these publications appeared after the CMIP5 model 346 
development cycle, but it will be interesting to see whether spread will be reduced in the 347 
forthcoming CMIP6 ensemble.  348 
 349 
For all confirmed ECs, the scientific community should be encouraged to perform analysis to 350 
understand why ESMs produce spread in their associated values of X. An advantage of activities 351 
along these lines is that other climate system components affected by the corresponding values 352 
of Y will also exhibit less spread, consistent with the climate system’s internal dynamics. In this 353 
way, uncertainty surrounding many linked attributes of climate change will be generally 354 
reduced. Paradoxically these efforts could eventually lead to the disappearance of the 355 
confirmed ECs. That is, if model development removes the spread in the X and then the Y 356 
quantities, the emergent relationship resulting from the variation of each is no longer available. 357 
Despite this effect, we believe general uncertainty reduction is always worthwhile, and is 358 
arguably a principal demand made of climate science.  359 
 360 
These EC-led activities must be coordinated as the task of improving models to agree with X 361 
variables in confirmed ECs will typically not be a small effort. Coordination would also allow EC-362 
led model development activities to occur prior to the ESM development cycles set in motion 363 
by CMIP. Such a disciplined approach has the potential to significantly reduce climate change 364 
uncertainty. It could also help determine the limits beyond which uncertainty reduction is not 365 
possible, an important issue the scientific community has only partly confronted 48.  366 
 367 
New and Important Climate Variables. The ECs proposed to date have tended to focus on 368 
constraining globally-aggregated quantities Y. That is, on variables related to the climate 369 
system’s mean state, e.g. variables relating to climate sensitivity. We believe that part of the 370 
unrealized promise of the EC technique is to apply it to a much broader suite of variables, 371 
including higher order moments of climate statistics, many of which are of societal importance.  372 
For example, features of simulated temporal distributions of precipitation in the current climate 373 
may be systematically related across ensembles to how ESMs simulate future changes in the 374 
precipitation distribution, including in extremes.  Satellite-based time series are now long 375 
enough to characterize observed precipitation distributions, putting in place the observational 376 
element necessary for development of ECs in this category. Spatial variability may be another 377 
underexploited dimension of climate. For example, pattern biases in teleconnections within the 378 
current climate may be systematically related to ESM response of those patterns to external 379 
forcing. Biases in the position and strength of key features of the climate system, such as jet 380 
streams, subtropical highs, monsoon systems, and the ITCZ, are likely related in systematic 381 
ways across ESM ensembles to future changes in those features. Initial research has begun 382 
49,50,51, but we believe there are many more latent spatial relationships to be discovered, a 383 
process that may be guided in part by the high spatial fidelity of emerging Earth Observations.   384 
 385 
Combining Predictions from Multiple Constraints. A new challenge is how to combine 386 
information content from multiple emergent constraints for the same Y variable into a single 387 
rational prediction, such as for the Arctic sea ice example (viz. Figure 4). It also exists for climate 388 
sensitivity – a critical variable associated with approximately a dozen ECs (Table 1) in varying 389 
degrees of confirmation 37. When various X variables converge on a prediction, combining ECs 390 
may be relatively straight-forward, although one must consider whether various constraints are 391 
independent or merely different manifestations of the same underlying mechanism.  As many 392 
constraints for climate sensitivity exhibit statistical relationships with each other 37, predictions 393 
that do not consider dependencies may be over-confident. ECs for the same Y could also make 394 
contradictory predictions. It is easy to see how this situation might arise if Y variables involve 395 
multiple processes. For example, suppose statistically significant emergent relationships 396 
between two different X variables and climate sensitivity exist, but that the emergent 397 
relationships arise because the X variables are each tightly linked to different feedbacks shaping 398 
climate sensitivity. The two ECs may give different predictions for the true climate sensitivity, 399 
but it makes little sense to consider them as two independent and valid estimates. Instead, the 400 
fact that the ECs contradict one another should be taken as an indication that neither is 401 
confirmed. The ECs should be reformulated to focus on the feedbacks that lead to the 402 
correlations with climate sensitivity in the first place. This recommendation echoes our earlier 403 
remarks that ECs are easiest to confirm if the Xs and Ys of the emergent relationship involve as 404 
few processes as possible. We urge the scientific community to think more carefully about the 405 
circumstances under which ECs can and cannot be combined, and how to perform such 406 
combinations. 407 
 408 
Detecting Tipping Points. ECs linking Earth System sensitivities (Y) to temporal variability (X) are 409 
closely related to tipping point precursors 52. Both depend on a relationship between a system’s 410 
internal variability and its sensitivity to external forcing, as embodied mathematically in the 411 
Fluctuation-Dissipation Theorem 19 and linear response theory 53. Some ECs depend on 412 
relationships between variability and sensitivity across a model ensemble 20.  Similarly, in the 413 
case of tipping point precursors, temporal changes in variability within a system are used to 414 
detect the reducing system resilience that occurs prior to many tipping points 54. The most 415 
common technique is to check for ‘critical slowing down’ as the tipping point is approached, 416 
identified by increased autocorrelation of a state variable such as global mean temperature 55.  417 
The underlying assumption of tipping point precursors is that changes in system variability 418 
indicate changes in sensitivity, and there is circumstantial evidence this occurred in many past 419 
climate transitions 52.  420 
 421 
Building stronger links between those working on tipping point precursors and on ECs could 422 
have major benefits.  As an example, we highlight the issue of tropical forest dieback under 423 
climate change, evident in early climate-carbon cycle projections 12,13, and also detectable in a 424 
subset of CMIP5 models 56. It is difficult to detect the imminent transition to forest dieback via 425 
the critical slowing-down metrics typically used in the tipping points community 57. This is 426 
because the rate of climate change, in conjunction with the relatively slow response-time of 427 
forest cover, means the system is far from the quasi-equilibrium state where variability changes 428 
most clearly reveal changes in sensitivity. By contrast, take an X variable designed to provide an 429 
EC on carbon loss from tropical forests under climate change 11 – a metric that relies on the 430 
sensitivity of the tropical land carbon fluxes, rather than forest cover, to tropical climate 431 
variability. This X variable provides a much clearer signal of future tropical forest dieback in a 432 
given model realization 57. In cases where the EC community is focused on Earth System 433 
components suspected of harbouring tipping points (e.g. the cryosphere and carbon cycle), it 434 
may be fruitful to consider the X variables in question as possible tipping point precursors.  435 
 436 
6. Conclusions 437 
 438 
ECs are attractive in this era of multiple impressive – albeit imperfect – ESMs because the full 439 
ensemble of models along with observations is exploited to reduce uncertainties in the real 440 
climate system.  Indeed, ECs are dependent on a collection of ESM biases. It is rare that model 441 
inter-comparison approaches find value in ESM biases, and offer the promise of ‘more than the 442 
sum of the parts’. Since the first emergent relationship was discovered in an ESM ensemble 10, 443 
there has been great interest among climate scientists in the potential of ECs to reduce climate 444 
change uncertainty. This interest has translated into a very large number of proposed ECs. 445 
However, as might be expected for a rapidly developing methodology, there has been some 446 
confusion as to its capabilities. Indeed, ECs remain widely misunderstood, and sometimes 447 
emergent relationships are combined with observations and assumed to have constraining 448 
power even if they are unconfirmed. Such overinterpretations risk undermining this promising 449 
approach. 450 
 451 
This Perspective article strives to clarify issues surrounding ECs, and to provide a hierarchy of 452 
approaches to assess the credibility of proposed ECs. At the top of this hierarchy is a form of 453 
hypothesis testing, in which physical reasoning, or simpler mathematical models, are used to 454 
explain a relationship between an observable aspect of current climate and some uncertain 455 
aspect of future climate. This hypothesis is then tested through analysis of outputs of complex 456 
ESMs. Even where analysis of full complexity ESMs looks to be consistent (or at least not 457 
inconsistent) with the hypothesis, most ECs identified so far remain in essence statistical 458 
relationships between observables and projections, i.e. in the proposed category. Hence it is 459 
advantageous to test them out-of-sample, which has been difficult to date owing to the 460 
relatively small number (~20-30) of ESMs available in the CMIP5 archive. However, with next 461 
generation CMIP6 models coming online, there is the unique opportunity to test ECs derived 462 
from CMIP5 against the new CMIP6 models. It would be useful for such analyses to include an 463 
assessment of how and whether the ESMs have evolved in the simulation of variables used to 464 
construct the emergent relationship. This exercise would shed light on whether the CMIP6 465 
ensemble offers an out-of-sample test of the CMIP5-derived EC. 466 
 467 
The reasons why emergent relationships should exist in an ESM ensemble provide a guide to 468 
those searching for ECs in CMIP6: When trying to connect variability to sensitivity, researchers 469 
should examine system components that behave the most linearly. When trying to connect the 470 
system’s forced response on the shorter time scales of the historical record to the response to 471 
future anthropogenic forcing, focus should be placed on feedbacks and processes that behave 472 
similarly on both time scales. Data-mining of an ESM ensemble may also be a pathway to 473 
discovery of ECs, with the caveat that they, like all other purely statistical emergent 474 
relationships, must remain in the proposed category until associated with confirmation 475 
indicators. 476 
 477 
Despite major advances in representation of key processes, model resolution, and the inclusion 478 
of Earth System feedbacks, the spread in climate change projections has not reduced 479 
substantially. The lack of progress represents a disappointment for climate science, and hinders 480 
society’s ability to plan for future impacts. We believe the EC approach offers a promising way 481 
to reduce key uncertainties in future climate. However, it will require a concerted effort from 482 
theorists, modellers, and observational scientists to ensure the ECs produced are valid. If best 483 
practices in EC research are adopted, we expect these can pave the way for further discoveries 484 
about climate system behaviour and true uncertainty reduction in critical aspects of climate 485 
change, some of which have so far received little attention. Here we envisioned what a few of 486 
those aspects might be – climate extremes, teleconnections, combinations of ECs, and warning 487 
of system tipping points. But it will be up to the scientific community to apply the EC technique 488 
to the forthcoming CMIP6 ensemble, and in so doing take it to the next levels of credibility and 489 
sophistication.  490 
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Sensitivity 
Equilibrium climate 
sensitivity 
Climatological precipitation in the 
“double-ITCZ” region 
Ref23 
Climate 
Sensitivity 
Equilibrium climate 
sensitivity 
Climatological latitude of the 
Southern Hemisphere Hadley Cell 
edge in December-January-
February 
Ref69 
Climate 
Sensitivity 
Equilibrium climate 
sensitivity 
Climatological difference between 
tropical and Southern Hemisphere 
midlatitude total cloud fraction 
Ref70 
Cloud 
Feedback & 
Climate 
Sensitivity 
Global mean cloud feedback 
and Equilibrium climate 
sensitivity 
Climatological latitudinal gradient 
in the reflectivity of clouds 
Ref71 
Cloud 
feedback 
Low cloud feedback sign  Low cloud sensitivity to Pacific 
internal variability 
Ref72 
Cloud 
feedback  
Low cloud optical depth 
change per degree climate 
warming 
Low cloud optical depth response 
to temperature anomalies  
Ref24 
Cloud 
feedback 
Low cloud cover change 
under climate warming  
Low cloud cover response to inter-
annual temperature and stability 
anomalies 
Ref73 
Snow-albedo 
feedback 
Snow-albedo feedback 
(climate change) 
Snow-albedo feedback (seasonal 
cycle)  
Refs10,
30 
Hydrologic 
Cycle 
Indian summer monsoon 
rainfall increase with climate 
warming 
Climatological mean precipitation 
in the Western Tropical Pacific 
Ref51 
Hydrologic 
Cycle 
Global mean precipitation 
increase with climate 
warming 
Sensitivity of shortwave radiation 
absorption to changes in column 
water vapor 
Ref46 
Hydrologic 
Cycle 
Change in tropical 
precipitation extremes under 
climate warming 
Sensitivity of tropical precipitation 
extremes to temperature 
variability  
Ref74 
Circulation 
Sensitivity 
Poleward shift of Southern 
Hemisphere eddy-driven jet 
stream with climate warming 
Climatological latitudinal position 
of Southern Hemisphere eddy-
driven jet stream 
Ref50 
Circulation 
Sensitivity 
Poleward jet shifts under 
climate warming 
Climatological Position of jet 
stream 
Ref49 
Regional 
warming 
Summertime increase in 
surface air temperature over 
the Central U. S. A. with 
climate warming  
Climatological summertime surface 
air temperature over the Central U. 
S. A. 
Ref75 
Radiative 
forcing 
Anthropogenic Ozone 
radiative forcing 
Tropospheric ozone effect on 
outgoing longwave radiation 
Ref76 
Arctic sea ice Time in 21st century when 
Arctic becomes ice-free in 
summer  
September Arctic sea ice trend 
over satellite era 
Ref41 
Arctic 
warming 
Arctic thermal feedbacks Different aspects of Northern 
Latitude regional temperatures 
Ref77 
Carbon Cycle Tropical land carbon carbon 
store response to climate 
warming 
Simultaneous tropical fluctuations 
in temperature and CO2 
concentration 
Refs11,
21 
Carbon Cycle Permafrost extent Permafrost extent in temperature 
features 
Ref78 
Carbon Cycle Vegetation fertilisation and 
photosynthesis 
Fluctuations in CO2 concentration Ref79 
Carbon Cycle Change in tropical primary 
production to temperature 
anomalies 
Sensitivity of tropical primary 
production 
Ref80 
Table 1: List of existing ECs derived from CMIP3 and CMIP5 models. Note that some of these 771 
ECs involve correlations that are lower than those portrayed in Figure 1, with correspondingly 772 
less potential for uncertainty reduction. 773 
 774 
 775 
 776 
