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Abstract
The post-Newtonian (PN) perturbative framework has been successful in understand-
ing the slow-motion, weak field limit of Einstein’s theory of gravity on solar system
scales, and for isolated astrophysical systems. The parameterized post-Newtonian
(PPN) formalism extended the PN framework to put very tight constraints on
deviations from Einstein’s theory on the aforementioned scales and systems. In
this work, we extended and applied the post-Newtonian formalism to cosmological
scales. We first used it to construct a cosmological model to understand the effect
of regularly arranged point sources on the background expansion. Here we found
that at higher orders we obtained a small radiation-like correction to the standard
Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) equations, for a matter-dominated
universe. This radiation-like correction was purely due to the inhomogeneity of our
model, and the non-linearity of Einstein’s field equations. We also extended the
post-Newtonian formalism to include other forms of matter that are cosmologically
relevant, such as radiation and a cosmological constant, and studied the non-linear
effects they might have on the background expansion. Then we constructed an
extension of the parameterized post-Newtonian formalism (PPN) to cosmological
scales. We used it to parameterize the background expansion of the universe as
well as first-order perturbations in cosmology, using four functions of time. In the
future, this could allow us to put constraints on deviations from Einstein’s theory
of gravity on cosmological scales. We gave examples of how our parameterization
would work for dark energy models and scalar-tensor and vector-tensor theories of
gravity. In the final part of this work, we studied how light propagation behaves in an
inhomogeneous post-Newtonian cosmology with matter and a cosmological constant.
We used it to understand the effect that inhomogeneities would have on observables
such as angular diameter distances as compared to those that are expected from a
homogeneous and isotropic FLRW universe.
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1. Introduction
Over a hundred years after the inception of Einstein’s theory of gravity, we are
entering one of the most exciting periods in its history. In the strong gravitational
field regime, the recent discovery of gravitational waves by LIGO due to the merging
of two black holes, has opened up a new avenue into testing Einstein’s theory of
gravity [5]. Einstein’s theory of gravity has already been extensively tested in the
weak field regime, for isolated astrophysical systems and on the scales of the solar
system [215]. In all of these tests, the post-Newtonian perturbative scheme has
played a crucial role.
However, we are still trying to understand the full implications of Einstein’s theory
of gravity in cosmology and whether we need to go beyond it. In the era of precision
cosmology, with the advent of new technology, we might have the opportunity to
test the weak field limit of Einstein’s theory of gravity in cosmology. The next
generation of galaxy surveys have the promise to map the structure in the Universe
to unprecedented levels [1, 2]. It is becoming increasingly important to understand
the relativistic corrections that could be required in order to accurately interpret the
data that results from these galaxy surveys. To this end, higher-order corrections in
perturbation theory are already being calculated (see, e.g., [46]). Our application
of the post-Newtonian perturbative framework to cosmology provides a way of
consistently and simultaneously tracking the effects of relativistic gravity in both the
regime of non-linear density contrasts, and in the large-scale cosmological expansion.
A proper understanding of these effects is required to ensure we understand all
possible sources of error that could arise in the interpretation of the data, and also
if we are to use the data to test and understand Einstein’s theory, and the dark
components of the Universe.
The standard approach to late-time cosmological modelling is a top-down one in
which the first step is to solve for the homogeneous and isotropic large-scale expansion.
Small fluctuations on large scales are then included using first-order perturbation
theory [154], and large fluctuations on small scales are included by appealing to
Newtonian theory [34, 132, 197]. This approach has many features that commend
it as a good way to build cosmological models. Among the foremost of these is the
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mathematical simplicity involved at every step, as well as the fact that the resulting
model has been found to be consistent with a wide array of cosmological observations
(as long as dark matter and dark energy are allowed to be included).
Nevertheless, while the top-down approach to late-time cosmological modelling
is simple and functional, it is not necessarily self-consistent or well-defined. This
is because the standard approach assumes, from the outset, that the large-scale
expansion of a statistically homogeneous and isotropic universe can be accurately
modelled using a single homogeneous and isotropic solution of Einstein’s equations. It
is far from obvious that such an assumption should be valid, as Einstein’s equations
are non-linear, and because it has not yet been possible to find a unique and
mathematically useful way of averaging tensors in cosmology. This makes it extremely
difficult to assess the effect that the formation of structure has on the late-time
large-scale expansion of the Universe, without assuming that it is small from the
outset. This is known as the “back-reaction” problem, which, despite much study,
has uncertain consequences for the actual Universe [54, 55, 60, 70].
Part of the difficulty with the investigation of the back-reaction problem is that it
is hard to do cosmology without first assuming that the geometry of the Universe can
be treated (to at least a first approximation) as being a homogeneous and isotropic
solution of Einstein’s equations. This is, unfortunately, assuming the thing that
one wants to question in the first place, which is obviously not ideal. The problems
with studying back-reaction in the standard top-down approach to cosmological
modelling become increasingly apparent if one allows small-scale perturbations to
the homogeneous and isotropic background. On small scales density contrasts must
become highly non-linear, and extrapolation from the linear regime (which is assumed
to be valid on large scales) can result in divergences [62]. On the other hand, appealing
to the Newtonian theory results in a situation where the perturbations to the metric
contribute terms to the field equations that are at least as large as the terms that
come from the dynamical background, making the perturbative expansion itself
poorly defined [178].
In chapter 2, we review the foundations of General Relativity (GR). In particular,
we study how GR can be modified to give us scalar-tensor and vector-tensor theories
of gravity. We also review the slow-motion, weak field limit of GR, which is known
as the post-Newtonian (PN) perturbative scheme. We discuss how the PN formalism
can be modified to give us a parameterized framework to test GR. This is known as
parameterized post-Newtonian (PPN) formalism. In this chapter, we also review the
standard approach to cosmology. This involves using a homogeneous and isotropic
solution to Einstein’s field equations as a background, and using cosmological pertur-
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bation theory and Newtonian N-body simulations to study higher order corrections.
In the final part of this chapter, we discuss the Cosmological Principle and the backre-
action problem in cosmology. We review some of the approaches that have been used
to address the backreaction problem. We also review the basics of geometric optics
that is required to understand how light behaves in an inhomogeneous cosmology.
We then use this to understand how we might calculate cosmological observables in
an inhomogeneous cosmological model.
In chapter 3, we attempt to sidestep some of the problems associated with the
backreaction problem by developing a new approach to building cosmological models.
In this approach, small pieces of perturbed Minkowski space are joined together at
reflection-symmetric boundaries in order to form a global, dynamical space-time.
Each piece of this patchwork universe is described using post-Newtonian gravitational
physics, with the large-scale expansion of the Universe being an emergent phenomenon.
This approach to cosmology does not require any assumptions about non-local
averaging processes. Our framework clarifies the relation between the weak-field limit
of general relativity, and the cosmological solutions that result from solving Einstein’s
equations with a set of symmetry assumptions. It also allows the effects of structure
formation on the large-scale expansion of the Universe to be investigated without
averaging anything. As an explicit example, we use this formalism to investigate the
cosmological behaviour of a large number of regularly arranged point-like masses. In
this case we find that the large-scale expansion is well modelled by a Friedmann-like
equation that contains terms that take the form of dust, radiation, and spatial
curvature. The radiation term, while small compared to the dust term, is purely a
result of the non-linearity of Einstein’s equations [185, 187].
In chapter 4, we construct high-precision models of the Universe that contain
radiation, a cosmological constant, and periodically distributed inhomogeneous
matter. The density contrasts in these models are allowed to be highly non-linear, and
the cosmological expansion is treated as an emergent phenomenon. This is achieved
by employing a generalised version of the post-Newtonian formalism, and by joining
together inhomogeneous regions of space-time at reflection symmetric junctions.
Using these models, we find general expressions that precisely and unambiguously
quantify the effect of small-scale inhomogeneity on the large-scale expansion of space
(an effect referred to as “back-reaction”, in the literature). We then proceed to
specialize our models to the case where the matter fields are given by a regular
array of point-like particles. This allows us to derive extremely simple expressions
for the emergent Friedmann-like equations that govern the large-scale expansion
of space. It is found that the presence of radiation tends to reduce the magnitude
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of back-reaction effects, while the existence of a cosmological constant has only a
negligible effect [186].
Given the potential of future surveys to probe cosmological scales to high precision,
it is a topic of much contemporary interest to construct a theoretical framework to
link Einstein’s theory of gravity and its alternatives to observations on cosmological
scales. Einstein’s theory of gravity has been extensively tested on solar system scales,
and for isolated astrophysical systems, using the perturbative framework known
as the parameterized post-Newtonian (PPN) formalism [214]. This framework is
designed for use in the weak-field and slow-motion limit of gravity, and can be used
to constrain a large class of metric theories of gravity with data collected from
the aforementioned systems. In chapter 5, we attempt to address this problem by
adapting and extending the existing PPN formalism for use in cosmology. We derive
a set of equations that use the same parameters to consistently model both weak
fields and cosmology. This allows us to parameterize a large class of modified theories
of gravity and dark energy models on cosmological scales, using just four functions
of time. These four functions can be directly linked to the background expansion of
the Universe, first-order cosmological perturbations, and the weak-field limit of the
theory. They also reduce to the standard PPN parameters on solar system scales.
We illustrate how dark energy models and scalar-tensor and vector-tensor theories of
gravity fit into this framework, which we refer to as “parameterized post-Newtonian
cosmology” (PPNC) [188].
On small scales the observable Universe is highly inhomogeneous, with galaxies
and clusters forming a complex web of voids and filaments. The optical properties
of such configurations can be quite different from the perfectly smooth Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) solutions that are frequently used in cosmology,
and must be well understood if we are to make precise inferences about fundamental
physics from cosmological observations. In chapter 6, we investigate this problem by
calculating redshifts and luminosity distances within a class of cosmological models
that are constructed explicitly in order to allow for large density contrasts on small
scales. Our study of optics is then achieved by propagating one hundred thousand
null geodesics through such space-times, with matter arranged in either compact
opaque objects or diffuse transparent haloes. We find that in the absence of opaque
objects, the mean of our ray tracing results faithfully reproduces the expectations
from FLRW cosmology. When opaque objects with sizes similar to those of galactic
bulges are introduced, however, we find that the mean of distance measures can
be shifted up from FLRW predictions by as much as 10%. This bias is due to the
viable photon trajectories being restricted by the presence of the opaque objects,
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which means that they cannot probe the regions of space-time with the highest
curvature. It corresponds to a positive bias of order 10% in the estimation of ΩΛ and
highlights the important consequences that astronomical selection effects can have
on cosmological observables [189].
In chapter 7, we conclude by summarising the results we have obtained, and by
providing the outlook for future work.
1.0.1. Notations and Conventions
Throughout this thesis, the metric signature we use is −+++ and we generally
work in units where the speed of light, c = 1. We follow the conventions of Misner,
Wheeler and Thorne [160] for the definitions of the Ricci tensor, Riemann tensor and
Einstein tensor. We also use latin letters (a, b, c, ...) to denote space-time indices,
and greek letters (µ, ν, ρ, ...) to denote spatial indices. We reserve the first half of
the capital latin alphabet (A, B, C, ...) to denote the spatial components of tensors
in 1 + 2-dimensional subspaces, and the latter half (I, J , K, ...) as labels to denote
quantities associated with our various different matter fields. As usual, a comma will
be used to denote a partial derivative, such that
ϕ,t =
∂
∂x0
ϕ and ϕ,γ =
∂
∂xγ
ϕ , (1.1)
where x0 = t here is a time coordinate, and ϕ denotes any arbitrary function on
space-time. Covariant derivatives will be represented by semi-colons. Any other
notation that is introduced will be be defined at the time of use. Repeated spatial
indices, whether raised or lowered, indicate a summation over the spatial components.
For example, ∇2 ≡ ∂α∂α = ∂2x + ∂2y + ∂2z .
2. Background
Part of sections 2.1.9 and 2.3.3 are taken from [185, 187], part of sections 2.3.3 and
2.3.4 are taken from [189] and part of sections 2.1.7 and 2.1.10 are taken from [188].
2.1. General Relativity and its Alternatives
General Relativity (GR) is the most successful theory of gravity to date. In this
section we will introduce some of its essential features. We will first describe the
Einstein Equivalence Principle (EEP), which lies at the heart of GR. We will also
review some alternate theories of gravity, such as scalar-tensor and vector-tensor
theories of gravity. After that we will discuss the weak field, small velocity limit of
GR, which is known as the post-Newtonian formalism. We will conclude by reviewing
how can we can parameterize deviations from Einstein’s theory of gravity using the
parameterized post-Newtonian (PPN) formalism.
Metric theories of gravity are generalisations of Einstein’s theory of special relativity,
and Einstein’s general theory was motivated by the fact that Newtonian gravity
was incompatible with special relativity. Newtonian gravity suggested action-at-a-
distance for the force F mediated between two massive objects, m1 and m2. As per
Newton’s universal law of gravitation, the magnitude of the force, F , is given by
F = −Gm1m2
r2
, (2.1)
where r is the distance between the centre of the masses m1 and m2, and G is Newton’s
gravitational constant. However, special relativity tells us that no information should
propagate faster than the speed of light. Einstein wanted to reconcile gravity with
special relativity. This motivated Einstein’s theory of General Relativity, which he
published in 1915 [95].
Einstein’s theory of gravity, and indeed all metric theories of gravity, are based
upon Einstein’s principle of equivalence. Einstein’s Equivalence Principle (EEP) is
founded upon the Weak Equivalence Principle (WEP), Local Position Invariance
(LPI) and Local Lorentz Invariance (LLI). These three components can be sum-
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marised in the following statements [214]:
1. The WEP states that once we prescribe the initial position and velocity of an
uncharged freely falling test particle, it will follow the same trajectory, independent
of its internal composition and structure.
2. Local Position Invariance tells us that the laws of all non-gravitational physics
will remain the same, independent of the location in the Universe one chooses to
conduct an experiment.
3. Local Lorentz Invariance tells us that the laws of all non-gravitational physics
will remain the same, independent of the velocity of the inertial reference frame in
which one chooses to conduct an experiment.
The EEP tells us that all non-gravitational laws of physics (excluding tidal forces
and rotations) remain the same in any freely falling local inertial reference frame. In
addition to General Relativity, there are many other metric theories of gravity (such
as scalar-tensor and vector-tensor theories of gravity) which obey the EEP. However,
there are also more exotic theories. Some of these are motivated to unify quantum
mechanics and gravity at high energies, and could introduce effective violations of
the EEP. Hence, the postulates of the EEP must be thoroughly tested. Testing the
EEP is also a test for all metric theories of gravity and doesn’t distinguish one from
the other. In what follows we will discuss some of these tests.
In addition to the EEP, we also have the strong equivalence principle (SEP) that
is valid for massive self-gravitating objects as well as test particles and tells us that
the laws of all non-gravitational physics will remain the same, independent of the
velocity of the inertial reference frame or the location one chooses to conduct an
experiment. Most alternate theories of gravity violate the SEP in some way but
General Relativity does not. The reader may note that some authors refer to the
EEP as the SEP [76].
2.1.1. Test of the Weak Equivalence Principle
The WEP follows on from Galileo’s law, which tells us that two freely falling objects
will have the same acceleration in a gravitational field, independent of their masses.
If there is any discrepancy between the acceleration of two objects, for example
between an iron ball and a feather, this can normally be attributed to the effect
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of air resistance. This also implies that the gravitational mass is equivalent to the
inertial mass. Quantitatively one can measure the relative acceleration of two freely
falling bodies using the fractional difference, η such that [215, 216]
η = 2
|a1 − a2|
|a1 + a2| , (2.2)
where a1 and a2 is the acceleration of the two bodies and η is also often referred to as
the “Eo¨tvo¨s ratio”. Common experimental tests of the WEP are referred to as Eo¨tvo¨s
type experiments. There are usually two types of experiments that fit within this
category, pendulum type experiments and torsion-balance experiments. The most
high precision test of the Eo¨tvo¨s type experiments are the Eo¨t-Wash experiments
carried out at the University of Washington [208]. The experimental set-up is based
on a highly sophisticated version of the torsion-balance experiment. In torsion-
balance experiments, two objects of different composition are connected to each other
horizontally using a rod or placed on a tray. These objects are suspended using a fine
wire. Any gravitational acceleration induced in the direction perpendicular to the
fine wire due to relative acceleration of the two bodies causes a torque on the wire. In
the Eo¨t-Wash experiments they used beryllium-aluminium and beryllium-titanium
test body pairs. Their relative acceleration, η, was found to a precision of one part
in 1013 [208]. The precision of this experiment is about four orders of magnitude
better than the original Eo¨tvo¨s experiment [101]. New methods to test the WEP
anticipate to improve upon this precision. Some of the methods being developed are
using atom interferometry or drag-compensated satellites [215, 216].
2.1.2. Test of Local Position Invariance
If the WEP is valid, we can use gravitational redshift experiments to test for local
position invariance (LPI). These experiments were first proposed by Einstein as a test
of General Relativity. Today it is known that this test cannot distinguish between
GR and any other metric theory of gravity. However, it does act as a test of LPI (if
the WEP is valid), and hence, acts as a test of EEP. Historically, this test was first
done in the 1960s by Pound-Rebka-Snider [175–177]. They fired gamma ray photons
from 57Fe and measured the shift in frequency, δν, in a static gravitational field, U
such that the shift is given by [215]
Z = (1 + αz)δU =
δν
ν
, (2.3)
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where αz is the amount by which LPI is violated and depends on the nature of the
clock. In the 1960s αz was measured to a high precision of 1% using the Mo¨ssbauer
effect - the resonant spectral line due to the recoilless emission and absorption of
a gamma ray photon. In the 1970s, the highest precision gravitational redshift
experiment was done by flying a Hydrogen maser clock to an altitude of 10,000m and
comparing its frequency to a similar clock on the ground [207]. The experiment was
known as Gravity Probe A and had a precision of one part in ten thousand. Today
the most precise measurements of αZ are done using Rubidium or Caesium atomic
fountain clocks to a precision of about one part in a million [216].
2.1.3. Test of Local Lorentz Invariance
Local Lorentz Invariance (LLI) can be tested most precisely by using Hugh-Drevers
type experiments [89, 122]. In these experiments we test for local spatial anisotropies
by studying the spacing between atomic spectral lines. Modern versions of these
experiments have been made very precise by using atoms that are trapped and laser
cooled to very low temperatures. This narrows the broadening of the resonance lines.
One of the consequences of LLI is that it puts very tight constraints on the possible
coupling of a second rank-2 tensor to matter fields [76].
Testing the EEP is much more difficult than testing the WEP alone. This is
because we need to show that all the laws of special relativity hold in every local
inertial reference frame. However, all the above tests of the postulates of the EEP
seem to suggest that the EEP is valid to a high degree of accuracy. In the coming
subsections we will look at examples of metric theories of gravity that obey the EEP.
2.1.4. General Relativity
General Relativity is our best candidate for the fundamental theory of gravity.
However, there is still some ambiguity as to what ‘General Relativity’ refers to. For
particle physicists, General Relativity refers to any theory of gravity that incorporates
a spin-2 field and whose field equations exhibit general covariance. This allows for
additional fields. For example, theories with additional scalar degrees of freedom
such as Brans-Dicke would still fall into this category of ‘General Relativity’. For
most cosmologists, General Relativity is referred to as the theory of gravity that
incorporates a spin-2 field, exhibits general covariance and satisfies Einstein’s field
equations [76]. This is a four-dimensional theory and is constructed from the metric
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tensor alone. For the purpose of this thesis, we will adhere to this convention. To be
more specific, the postulates of General Relativity tell us that [95, 160, 209]
• Space-time is a four-dimensional Lorentzian manifold.
• This manifold has a unique connection ∇ that is torsion-free and that satisfies
∇cgab = 0, where gab is the metric of the space-time. This is known as the
Levi-Civita connection.
• Einstein’s field equations tell us that matter is related to curvature so that
Gab ≡ Rab − 1
2
Rgab = 8piGTab , (2.4)
where Gab is the Einstein tensor, Rab is the Ricci tensor, gab is the metric
of space-time, G is Newton’s gravitational constant, and Tab is the energy-
momentum tensor (dependent on the matter content of the Universe). These
are a set of ten non-linear partial differential equations in four variables. There
is still some ambiguity here as we could have included a cosmological constant
in Einstein’s field equations. In fact, as we will see in the next subsection,
in General Relativity, the cosmological constant is the only additional term
that could be added to the Einstein tensor, without introducing either more
dimensions, more fields, or higher derivatives of the metric.
• Energy-momentum and the stresses of matter are all contained in the symmetric
rank-2 tensor Tab, which is conserved so that ∇aTab = 0.
• Free particles follow timelike or null geodesics on the space-time manifold.
2.1.5. Lovelock’s Theorem
Lovelock’s theorem tells us that for theories constructed from the metric tensor alone,
in four dimensions, the only additional term that can be added to Einstein’s field
equations is a cosmological constant so that [152, 153]
Gab + Λgab = 8piGTab , (2.5)
where Λ is the cosmological constant. To understand this in more detail, let Hab be
a symmetric tensor. Lovelock’s theorem tells us [152, 153]
• Hab can only be a function of the metric and first and second derivatives of the
metric.
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• Hab must be covariantly conserved so that ∇aHab = 0.
• Hab is linear in the second derivative of the metric and space-time is four
dimensional.
Then, the Bianchi identity, ∇aGab = 0 and the torsion-free nature of the Levi-Civita
connection tells us that Hab = AGab +Bgab, where A and B are constants. Equating
Hab to the energy-momentum tensor results in Eq. (2.5).
Lovelock’s theorem also tells us how to construct metric theories of gravity with
field equations that differ from Einstein’s field equations. In order to this, we must
use one of the following methods [76]:
• Introduce additional fields beyond the metric tensor such as scalar fields or
vector fields.
• Allow higher than second derivatives of the metric in the field equations.
• Allow space-time dimensions that are greater than four.
• Give up the rank-2 tensor that forms the field equations, give up its symmetry
or give up conservation of the energy-momentum tensor.
• Allow the theory of gravity to be non-local.
For a comprehensive review on possible modified theories of gravity the reader is
referred to [76] and [125]. For further details on Lovelock’s theorem the reader is
referred to [76, 152, 153]. In the next subsections we will look at examples of modified
theories of gravity.
2.1.6. Scalar-Tensor Theories of Gravity
Scalar-tensor theories of gravity are one of the simplest ways of modifying general rel-
ativity. It is also the effective or dimensionally reduced version of higher-dimensional
high energy theories such as string theory [76]. It has been used to model a fifth force
[12, 125]. It has also been motivated by applications in cosmology. Models based
on scalar-tensor theories have been used to model inflation in the early universe
[18, 20, 56]. They have also been used to explain the late-time large-scale accelerated
expansion of the Universe [169]. There are very stringent constraints on scalar-tensor
theories on solar system scales. Hence, more recently, scalar-tensor theories with
screening mechanisms have been constructed so that they can satisfy solar system
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tests and provide a possible explanation for the late-time accelerated expansion on
cosmological scales [125].
We define scalar-tensor theories of gravity as those theories where the coupling
between gravity and the scalar field is non-minimal. Hence, we cannot treat it as an
extra term contributing to the energy momentum tensor in the field equations1. For
general scalar tensor theories, there are two frames in which we work in. The first is
the Jordan frame in which there is no interaction between the scalar field(φ) and the
matter fields(ψ). In this frame, test particles follow geodesics of the metric. Also,
energy-momentum is conserved and all laws of special relativity hold. The second
frame is known as the Einstein frame. In this frame, the strong equivalence principle
(SEP) is violated as energy-momentum is not conserved and test particles do not
follow geodesics of the metric [76]. These two frames are related by a conformal
transformation. To distinguish between quantities in the Jordan frame and Einstein
frame, all quantities with a tilde on top represent quantities in the Einstein frame
(e.g. the metric is g˜ab) and those without a tilde represent quantities in the Jordan
frame (e.g. metric is gab).
The Lagrangian for a particular class of scalar-tensor theories is given by [76]
L =
1
16piG
[
f(φ)R− l(φ)gabφ;aφ;b − 2φΛ(φ)
]
+ Lm(ψ, h(φ)gab) (2.6)
where the semicolons denote covariant derivative with respect to the metric, gab,
f(φ), l(φ),Λ(φ) and h(φ) are general functions of φ, R is the Ricci scalar and Lm is
the Lagrangian density of matter fields ψ. We pick out the Jordan frame by redefining
h(φ)gab → gab so that there is no direct interaction between φ and ψ. As f(φ), l(φ)
and Λ(φ) are arbitrary functions, this redefinition can be absorbed into them without
changing them. Without loss of generality, we can also set f(φ)→ φ and redefine
l(φ)→ ω(φ)/φ, as ω(φ) and l(φ) are general functions of φ. The Lagrangian (2.6)
then reduces to
L =
1
16piG
[
φR− ω(φ)
φ
gabφ;aφ;b − 2φΛ(φ)
]
+ Lm(ψ, gab) , (2.7)
so that the effective gravitational constant Geff , as determined by local weak-field
experiments, is modified by the space-time varying scalar field φ(t, xµ). This class
of theories reduces to Brans-Dicke theory when Λ = 0 and ω is a constant [47]. We
1There is some ambiguity here. By our definition, minimally coupled scalar fields will be referred
to as a quintessence field, usually in the context of dark energy. However there are theories that
have non-minimally coupled scalar-fields under the name of ‘extended quintessence’.
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recover General Relativity with a cosmological constant when ω →∞, ω′/ω2 → 0
and Λ is a constant (where ω′ = dω/dφ).
We can use a conformal transformation and a field redefinition to rewrite the
Lagrangian in the Einstein frame as [125]
L =
1
16piG
[
R˜− 1
2
g˜abφ˜;aφ˜;b − V (φ˜)
]
+ Lm(ψ,A
2(φ˜)g˜ab) , (2.8)
where semicolons denote covariant derivatives with respect to g˜ab, φ˜ is the redefined
scalar field, A2(φ˜) is the conformal transformation and V (φ˜) is the potential in the
Einstein frame. The transformation between the two frames is useful because some
calculations are easier in the Einstein frame. We can transform back to the Jordan
frame if we want to understand the observational consequences of a theory as that
is still the physical frame. However, we must be careful that this transformation is
non-singular.
In chapter 5 we will use scalar-tensor theories as an example theory.
2.1.7. Vector-Tensor Theories of Gravity
Vector-tensor theories of gravity can be thought of as the next simplest modification
to General Relativity beyond adding scalar degrees of freedom to it. These theories
are conventionally constructed using a metric gab and a time-like vector field A
a. The
most general Lagrangian for a vector-tensor theory with at most quadratic terms in
the vector field and its first derivative is given by [215]
L =
1
16piG
[
R + ωAaA
aR−HabcdτAc;aAd;b + λ(AaAa + 1)
]
+ Lm(ψ, gab) , (2.9)
where ω and λ are arbitrary constants of the theory and Habcd is defined as
Habcd ≡ c1gabgcd + c2δac δbd + c3δadδbc − c4AaAbgcd , (2.10)
where c1, c2, c3 and c4 are arbitrary constant parameters of the theory. Depending
on whether the norm of this vector field is constrained or unconstrained, we can
split the types of vector-tensor theories into two generic types. We could have also
included a AaAbRab term to the Lagrangian (2.9). However, by using integration by
parts, this can be shown to be a linear combination of terms containing parameters
c2 and c3.
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General vector-tensor theory
For historical reasons, theories with an unconstrained vector field are referred to as
general vector-tensor theory of gravity. These theories were initially constructed in
the 1970s as a ‘straw-man’ argument to show the possible vector modifications to
general relativity. Their Lagrangian is given by [163, 164, 212]
L =
1
16piG
[
R+ ωAaA
aR+ ηAaAbRab − F abFab + τAa;bAa;b
]
+ Lm(ψ, gab) , (2.11)
where Aa is a dynamical time-like vector field, and the 2-form Fab is defined by
Fab ≡ Ab;a −Aa;b. The parameters ω, η,  and τ in this Lagrangian are all constants,
and ψ denotes the matter fields present in the theory. We could also have included a
term dependent on AaA
a in (2.11), but this would behave in the same way as the Λ(φ)
term in scalar-tensor theories of gravity and would needlessly complicate the situation.
The parameters in these theories are related to the constant parameters in equations
(2.9) and (2.10) in the following way − c1 = 2−τ , c2 = −η, c1 +c2 +c3 = −τ , c4 = 0
and λ = 0. The last of these conditions implies that the norm of these theories is
unconstrained, as the vector field satisfies the linear homogeneous vacuum equation
LAa = 0 [215]. This is one of the undesirable properties of these theories.
Historically, the Will-Nordtvedt [163] and Hellings-Nordtvedt theories [164] led
to what we now refer to as general vector-tensor theory. The parameters in Will-
Nordtvedt theory are given by c1 = −1, c2 = c3 = c4 = λ = 0 and in Hellings-
Nordtvedt theory they are given by c1 = 2, c2 = 2ω, c1 + c2 + c3 = 0, c4 = 0 and
λ = 0. These theories can be considered special cases of general vector-tensor theory.
Einstein - Æther theories
Einstein - Æther theories are theories with a constrained vector field Aa so that its
norm is given by AaA
a = −1. The parameters c1, c2, c3 and c4 are arbitrary in this
theory. The constant λ behaves as a Lagrange multiplier to impose the unit normal
constraint of the vector field. The parameter ω = 0 or can be absorbed into the
rescaling of the gravitational constant. Einstein - Æther theories single out a preferred
frame and are used to study Lorentz violations in the context of a gravitational
theory. They also have applications in cosmology such as leaving an imprint on
perturbations in the early universe [128, 143] and affecting the late-time growth rate
of structure [222, 223]. Theoretical bounds can also be imposed on Einstein - Æther
theories. For example, to have real gravitational wave modes in these theories, one
must impose the following bounds: c1/(c1 + c4) ≥ 0 and (c1 + c2 + c3)/(c1 + c4) ≥ 0
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[215, 216]. In addition to general-vector tensor theories and Einstein - Æther theories,
we can also have more exotic theories such as Khronometric theory, which is the
low-energy limit of ‘Hor˘ava gravity’ [215, 216].
So far we have only considered scalar-tensor theories and vector-tensor theories as
alternatives to General Relativity. For a comprehensive review on modifications to
General Relativity in cosmology the reader is referred to [76] and [125]. In chapter 5,
we will use general vector-tensor theory as an example. In subsequent subsections
we will focus on the weak field limit of General Relativity and how it can be used to
constrain deviations from it.
2.1.8. Birkhoff’s Theorem
So far we have focused on the theoretical foundations of General Relativity and
its modifications. However, now we want to understand the weak-field limit of
General Relativity. A good starting point is Birkhoff’s Theorem which is crucial to
understanding this. Birkhoff’s Theorem states that [36] all spherically symmetric
solutions of Einstein’s equations in vacuum that are asymptotically flat, are static.
This is assuming there is no cosmological constant present. In fact in cosmology
there are no asymptotically flat regions and in the real universe true vacua do not
exist. Hence, Birkhoff’s theorem can only be applied as an approximation. For an
isolated spherically symmetric distribution of matter, the geometry outside of it is
given by the Schwarzschild geometry whose metric is given by
ds2 = −
(
1− 2GM
r
)
dt2 +
1(
1− 2GM
r
)dr2 + r2(dθ2 + sin2 θdϕ2) , (2.12)
where t is a time coordinate that corresponds to the proper time measured at an
infinite distance from the matter by a stationary clock, r is the radial coordinate, θ
and φ are the angular coordinates and M is the mass of the matter present. This
metric is a solution to Einstein’s field equations in vacuum, i.e. Rab = 0. The
solution is valid outside any spherically symmetric distribution of matter such as
black holes. In the context of weak-field gravity and far from a black hole, Newtonian
gravity gives an analogous solution for the gravitational field around a spherically
symmetric isolated source. This leads us naturally to the construction of the post-
Newtonian perturbative expansion. By using Einstein’s field equations we can go
beyond Newtonian gravity in weak-field regions.
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2.1.9. Post-Newtonian Formalism
Mathematical Background
In this part much of our discussion will follow closely that of Poisson and Will
[174]. The post-Newtonian (PN) perturbative scheme can be constructed within a
rigorous mathematical framework by starting from Landau-Lifshiftz’s formulation of
Einstein’s field equations in the harmonic gauge2 ∂ag
ab = 0, which is given by [139]
hab = −16piGτab , (2.13)
where gab is the inverse metric,  = ηab∂ab, ηab = diag(−1, 1, 1, 1) is the metric
of Minkowski space, hab = gab − ηab and τab = −g(T ab + tabLL + tabH ) is the effective
energy-momentum pseudo-tensor, g is the determinant of the metric, tabLL is the
Landau-Lifshitz pseudo-tensor and tabH is the harmonic gauge contribution to τ
ab.
Here we have not assumed that hab is a perturbation, and in its current form (2.13)
is known as the relaxed Einstein field equations. For simplicity we can rewrite (2.13)
as
ψ = −4piS , (2.14)
where we have neglected tensorial indices and the potential ψ is sourced by S. Using
the Green’s function method set out in [174], the retarded solution to (2.14) is
ψ(t,x) =
∫
S(t− |x− x′|,x′)
|x− x′| d
3x′ , (2.15)
where xα are the components of x, we have assumed certain boundary conditions
and the domain of integration of the field point (t, x) extends over its past light
cone L (t, x). So far we have not imposed any of the approximations associated
with a post-Newtonian expansion. Now we can can split the past light cone domain
L (t, x) into a near-zone domain N and a wave-zone domain W. The near zone,
N , is defined as r  λc = tc, where λc is the characteristic wavelength of radiation
associate with the source, tc is the characteristic time scale over which significant
changes occur in the source and r = |x| is the radius of the 3-dimensional region. For
the near zone, r is much smaller than the characteristic wavelength. Similarly, the
wave zone is defined as r  λc. In the near zone, time derivatives are small compared
2For much of this thesis we will work in the standard post-Newtonian gauge which differs from
the harmonic gauge at higher post-Newtonian orders, i.e. for orders greater than 2 in the
metric. However, from a mathematical standpoint, it is easier to understand the post-Newtonian
expansion in the harmonic gauge [174].
2.1: General Relativity and its Alternatives 30
to spatial derivatives, while in the wave zone, time derivatives are comparable to
spatial derivatives.
For this thesis, we will be concerned with the near zone region, and this is also
the region where conventional post-Newtonian gravity is applied. This also tells us
that in the near zone the source is slowly varying in time as compared to its spatial
variation so that
r
∂S
∂t
∼ r
λc
 S . (2.16)
So far we have assumed that the source S is arbitrary so that it could extend
over all space or be confined to a particular region. However, if the source has
compact support then we can define it as S = Sc, where Sc vanishes outside a
characteristic scale for this compact supported source rc. This also allows us to
define a characteristic velocity for this compact supported source vc ≡ rc/tc.
The equations of General Relativity are known to reduce to those of Newtonian
gravity in the limit of slow motions (vc  c) and weak gravitational fields (Φ 1).
In the solar system, for example, gravity is weak enough for Newton’s theory to
adequately explain almost all phenomena. However, there are certain effects that
can only be explained using relativistic gravity. These include, for example, the
shift in the perihelion of Mercury, which requires the use of relativistic gravity.
To describe such situations it is useful to consider post-Newtonian gravitational
physics. The post-Newtonian formalism is essentially based on small fluctuations
around Minkowski space. Both the geometry of space-time, and the components of
the energy-momentum tensor, are then treated perturbatively, with an expansion
parameter
 ≡ |vc|
c
 1, (2.17)
where vc = v
α
c is the characteristic 3-velocity associated with the matter fields, and c
is the speed of light3. The first step in the post-Newtonian formalism is to associate
all quantities with an “order of smallness” in . This is done for Newtonian and
post-Newtonian gravitational potentials, as well as for every component of the energy-
momentum tensor. In Table 2.1 we give examples of the values the post-Newtonian
expansion parameter can take for different objects in the Universe.4
3This is the only equation where we include the speed of light c for dimensionality. Generally we
work in units of c = 1.
4It is worth mentioning that the near zone-wave zone mathematical construction (also known as
‘post-Minkowskian’ theory) along with post-Newtonian expansions to very high orders (up to 8
in the metric) [38] have been very useful in the discovery of gravitational waves from LIGO [5].
They have been used to predict part of the gravitational waveform that we should expect from
a gravitational wave from binary black hole mergers.
2.1: General Relativity and its Alternatives 31
Different gravitational systems Value of 2
Earth’s Orbit around Sun ∼ 10−8
Solar system’s orbit around galaxy ∼ 10−6
Surface of the Sun ∼ 10−5
Surface of a white dwarf ∼ 10−4
Surface of a neutron star ∼ 0.1
Event horizon of a black hole ∼ 1
Table 2.1.: Values of the post-Newtonian expansion parameter  for different gravi-
tating systems in the Universe. This table is taken from [174].
Before we assign orders of magnitude to the matter and metric perturbations, we
can consider how the potential ψ behaves in the near-zone region. We find that the
solution to (2.14) can be split up into a near-zone part and wave-zone part so that
the potential ψ = ψN + ψW . In the near zone, the solution to the wave-zone part,
ψW , only contributes at very high PN orders and can be neglected for the purpose of
this thesis. Then the solution of ψ in the near zone is given by a multipole expansion
whose leading-order contribution is given by
ψ(t,x) =
∫
S(t,x′)
|x− x′|d
3x′ . (2.18)
This is exactly the solution we expect for potentials in post-Newtonian gravity where
asymptotically flat boundary conditions are assumed for isolated systems.
Now what exactly do we mean by Newtonian order and post-Newtonian order?
This usually depends on the context that one is talking about. We require different
terms in the metric depending on whether we want to find a first post-Newtonian
order correction to the trajectory of a massive object or of light. In the remainder
of this subsection we will outline the post-Newtonian expansion, and the quantities
that are useful for solving the equations that result. Much of our discussion closely
follows that of Will [214] and Poisson and Will [174].
Motion of massive objects
It is convenient to rewrite Einstein’s equations in the following form:
Rab = 8piG
(
Tab − 1
2
Tgab
)
, (2.19)
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where T = gabTab is the trace of the energy-momentum tensor. In the vicinity of
weakly gravitating systems we take the metric to be given by
gab = ηab + hab , (2.20)
where ηab is the Minkowski metric, and hab are perturbations to that metric. We also
take the energy-momentum tensor to be given by
T ab = µMu
a
Mu
b
M + pM(g
ab + uaMu
b
M) (2.21)
where µM is the energy density of the matter fields measured by an observer following
uaM , pM = pM(t,x) is the isotropic pressure, and u
a
M is a time-like unit 4-vector,
given by uaM =
dxa
dτ
, where τ is the proper time along the integral curves of uaM ,
and where uaM is normalized such that u
a
MuMa = −1. In this subsection, we use
the subscript M to represent quantities associated with non-relativistic matter that
are conventionally described by the standard post-Newtonian formalism. This is
necessary to distinguish between quantities defined in chapters 4 and 5, where we
modify the standard post-Newtonian formalism for use in cosmology. Anisotropic
pressure could have been included in Eq. (2.21), but would only appear at O(4) in
gαβ, and O(
6) in the equation of motion of time-like particles. This is beyond the
level of accuracy used in this thesis, and so we do not include it here. We can now
expand hab, µM , pM and u
a
M in orders of , and relate the resultant quantities to
each other via Eq. (2.19).
To begin this we first note that, in the post-Newtonian formalism, the motion of
massive objects or time-like particles have a velocity vM that is comparable to the
characteristic velocity of the source so that vM ∼ vc. As we have already seen above,
this also implies that time derivatives add an extra degree of smallness to the object
they operate on, as compared to spatial derivatives. This follows because the time
variations of the metric and energy-momentum tensors are taken to be a result of
the motion of the matter in the space-time, such that
ϕ,t ∼ |vM | ϕ,γ , (2.22)
where vM is the 3-velocity of the matter fields, and ϕ is any space and time dependent
function in the system (such as one of the components of hab or Tab).
To find the lowest-order part of htt we note that the leading-order part of the
equation of motion for a time-like particle takes the same form as in Newtonian
theory. That is, uγM ,t =
1
2
htt,γ. As u
γ
M ∼ , we therefore have that the leading-order
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part of htt is
htt ∼ 2 . (2.23)
Similar considerations lead to the conclusion that the leading-order part of the spatial
components of the metric are given by
hαβ ∼ 2 , (2.24)
while those of the tα-components are given by
htα ∼ 3 . (2.25)
The next-to-leading-order parts of each of these components is O(2) smaller than
the leading-order part, in every case. In addition to equations (2.23) - (2.25), we
require the 4 part of htt to evaluate the first post-Newtonian order correction to the
time-like motion of a massive object.
Similarly, the lowest-order part of µM can be determined from the leading-order
part of the tt-component of Eq. (2.19). This takes the form of the Newton-Poisson
equation, htt,γγ = −8piGµM , so that the lowest-order part of µ can be seen to be
µM ∼ 2 . (2.26)
Here, and throughout, we have chosen units such that spatial derivatives do not
change the order-of-smallness of the object on which they operate. To find the
lowest-order contribution to the pressure we can consider the conservation of energy-
momentum, T ab ;b = 0. The lowest-order part of the spatial component of these
equations is µM(u
α
M),t + µMu
β
M(u
α
M),β =
1
2
µMhtt,α − pM,α, from which it can be seen
that
pM ∼ 4 . (2.27)
Again, the next-to-leading-order part of the energy density is O(2) smaller than
the leading-order part, while the higher-order corrections to the pressure will not be
required for what follows.
In order to solve the equations of both Newtonian and post-Newtonian gravitational
physics it is useful to define some potentials, as well as make some identifications
for the components of the energy-momentum tensor. The first of these involves the
leading-order part of the energy density, which we write as
µ
(2)
M = ρ
(2)
M , (2.28)
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where ρ
(2)
M = ρ
(2)
M (t,x) is the density of mass. Here, and throughout, a superscript in
brackets denotes a quantity’s order-of-smallness in . The next-to-leading order part
of the energy density is then written as
µ
(4)
M = ρ
(2)
M ΠM , (2.29)
where ΠM is known as the specific energy density and contains the internal energy
of the source. In what follows, we will also use vαM to denote the spatial components
of ua at lowest order.
Using ρM we can define the first of our potentials, which is simply the Newtonian
gravitational potential, defined implicitly as the solution to
∇2UM ≡ −4piGρ(2)M , (2.30)
where ∇2 = ∂α∂α is the 3-dimensional Laplacian operator of flat space. The reason
for defining the potential in this way is very simple: it allows us to write the solution
to h
(2)
tt,γγ = −8piGµ(2)M as h(2)tt = 2UM . At this point the “solution” for htt is little more
than a change of notation (with obvious historical significance). When it comes to
post-Newtonian potentials, however, the equations become much more complicated.
This change of notation is then much more useful, especially if the potentials that
we define are simply solutions to Poisson’s equations.
With this in mind, it is useful to make the following implicit definitions for new
gravitational potentials
∇2χM ≡ −2UM ,
∇2VMµ ≡ −4piGρ(2)M vMµ ,
∇2Φ1 ≡ −4piGρ(2)M v2M ,
∇2Φ2 ≡ −4piGρ(2)M U , (2.31)
∇2Φ3 ≡ −4piGρ(2)M ΠM ,
∇2Φ4 ≡ −4piGp(4)M ,
where v2M = vMαvMα, χM ∼ 2, VMµ ∼ 3 and Φ1 ∼ Φ2 ∼ Φ3 ∼ Φ4 ∼ 4. In what
follows, we will not require any potentials of order higher than 4. This form of the
post-Newtonian formalism will be particularly useful in chapters 3 and 4, where we
will adapt it for cosmology.
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Motion of Light
The motion of light requires slightly different terms in the metric to obtain the first
post-Newtonian order correction to the trajectory of light in the presence of a massive
object. In the case of a photon, the velocity vp = c. Hence we cannot make an
expansion in terms of vp/c. However, we can make an expansion in terms of vc/c,
where vc is the characteristic velocity of the massive object that deflects the light ray.
To understand deflection of light in a Newtonian context, there are two possibilities.
These two possibilities are best understood in terms of the metric of the space-time.
The first possibility is that there is no deflection. Light travels in a straight line in
Newtonian gravity and the background metric is simply given by the Minkowski
metric. This seems rather simplistic and is not what we will consider Newtonian.
Newton himself speculated on the potential effect of gravitational forces on light.
The second possibility is what is generally referred to as the Newtonian deflection
of light and it can be derived in many ways. One of them is if we treated light as
a massive particle or as a ‘corpuscle’ as Newton believed. We consider the weak
equivalence principle to hold and the trajectory of the light ray to be independent of
its mass. Then we take the limit in which the speed of this light particle tends to the
speed of light, c. In such a situation, the following metric can be used to calculate
the deflection of light:
ds2 = −(1− 2UM)dt2 + dx2 + dy2 + dz2 , (2.32)
where UM ∼ 2 is the Newtonian gravitational potential. This is what we shall refer
to as Newtonian order when considering the motion of light.
However, this gives us half the deflection angle that one would expect from General
Relativity. This can be corrected for by making the first post-Newtonian order
correction to the metric. In the context of the motion of light this simply turns out
to be adding a leading order correction to the spatial part of the metric so that
ds2 = −(1− 2UM)dt2 + (1 + 2UM)(dx2 + dy2 + dz2) . (2.33)
This takes into account the fact that the background space around the massive
object (that deflects the light) has some curvature associated to it. For the first
post-Newtonian correction to the trajectory of light, we can neglect higher-order
terms such as h
(4)
tt , h
(3)
tµ , µ
(4)
M and p
(4)
M . Further details on how exactly we calculate
the deflection angle using post-Newtonian gravity can be found in Poisson and Will
[174]. The post-Newtonian treatment of light will be particularly important when
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we study ray-tracing in a cosmological model in chapter 6.
2.1.10. Parameterized Post-Newtonian Formalism
Once we understand the implications of the EEP, and consider it be valid, we
can devise tests to distinguish between metric theories of gravity. It is useful to
construct a theoretical framework that links observations to theory in a generic way.
This allows us to effectively constrain a large number of metric theories of gravity
using observations. This has been done successfully on solar system scales and for
isolated astrophysical systems, by extending the post-Newtonian formalism to the
so-called “Parameterized Post-Newtonian (PPN) Formalism”. The PPN formalism
parameterizes deviations from Einstein’s theory of gravity in the weak-field and
slow-motion limit.
Let’s outline what the PPN formalism entails. In this formalism, no field equations
are assumed from the outset. We prescribe the matter content we expect to be
present in a late-time matter-dominated universe for an isolated system such as the
solar system. Then we prescribe a generalised PPN test metric that will describe the
space-time for a large class of metric theories of gravity. For any given theory, in
the weak field limit, we can evaluate the components of the metric as a perturbation
about Minkowski space so that gab = ηab +hab. First we would use the field equations
of the theory in consideration to calculate h
(2)
tt . Then, along with the field equations,
we use the lower order solutions to simultaneously calculate h
(2)
µν and h
(3)
tµ . At this
point, usually a gauge choice is made to simplify the equations. Then we can use
the solutions to these three lower order perturbations to calculate h
(4)
tt . Finally we
can make a gauge transformation using the infinitesimal coordinate transformation
xµ → xµ + ξµ to put the solutions of the perturbations into the “standard post-
Newtonian gauge”. This is the gauge in which the spatial part of the metric is
diagonal and isotropic at O(2) and all potentials in the metric that depend on time
derivatives are removed. We also remove any O() contributions to the time-space
part of the metric. After this procedure, we can now compare the components of
the perturbations to the components of the PPN test metric to read off the values
of PPN parameters for the theory in consideration. These PPN parameters can
themselves be constrained effectively by using observations on solar system scales
[214].
To understand this procedure in detail, we will define the matter content and PPN
test metric for a large class of metric theories of gravity. The energy-momentum
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content of any theory of gravity in the weak field limit is given by [214]
T tt =ρ
(2)
M (1 + ΠM + v
2
M + 2αUM) , (2.34)
T tµ =ρ
(2)
M v
µ
M
(
1 + ΠM + v
2
M + 2αUM +
p
(4)
M
ρ
(2)
M
)
, (2.35)
T µν =ρ
(2)
M v
µ
Mv
ν
M
(
1 + ΠM + v
2
M + 2αUM +
p
(4)
M
ρ
(2)
M
)
+ p
(4)
M δ
µν(1− 2γUM) , (2.36)
where α and γ are constants and constitute 2 out of the 11 PPN parameters. The
parameter α is degenerate with Newton’s Gravitational constant G so that Gc ≡ αG,
where Gc is a coupling constant. In any given theory we also assume that energy-
momentum is conserved, so that T ab;a = 0.
The PPN test metric is given by [214]
gtt =− 1 + 2αUM − 2βU2M + 2(1 + ζ3)Φ3 − (ζ1 − 2ξ)A+ (2γ + 2 + α3 + ζ1 − 2ξ)Φ1
+ 2(3γ − 2β + 1 + ζ2 + ξ)Φ2 − 2ξΦW − α2wµwνUMµν + 2(α3 − α1)wµVMµ
− (α1 − α2 − α3)w2UM + 2(3γ + 3ζ4 − 2ξ)Φ4 +O(6) , (2.37)
gtµ =− 1
2
(4γ + 3 + α1 − α2 + ζ1 − 2ξ)VMµ − 1
2
(1 + α2 − ζ1 + 2ξ)WMµ
− 1
2
(α1 − 2α2)wµUM − α2wνUMµν +O(5) , (2.38)
gµν =(1 + 2γUM)δµν +O(
4) , (2.39)
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where the metric potentials are defined by [214]
UM ≡G
∫
ρ′(2)M
|x− x′|d
3x′ ,
UMµν ≡G
∫
ρ′(2)M (x− x′)µ(x− x′)ν
|x− x′| d
3x′ ,
ΦW ≡G2
∫
ρ′(2)M ρ
′′(2)
M (x− x′)
|x− x′|3 .
(
x′ − x′′
|x− x′′| −
x− x′′
|x′ − x′′|
)
d3x′ d3x′′ ,
A ≡G
∫
ρ′(2)M [v
′
M .(x− x′)]2
|x− x′|3 d
3x′ ,
Φ1 ≡G
∫
ρ′(2)M v
′
M
2
|x− x′| d
3x′ , (2.40)
Φ2 ≡G
∫
ρ′(2)M U
′
M
|x− x′|d
3x′ ,
Φ3 ≡G
∫
ρ′(2)M Π
′
M
|x− x′|d
3x′ ,
Φ4 ≡G
∫
p′(4)M
|x− x′|d
3x′ ,
VMµ ≡G
∫
ρ′(2)M v
′
Mµ
|x− x′| d
3x′ ,
WMµ ≡G
∫
ρ′(2)M [v
′
M .(x− x′)](x− x′)µ
|x− x′|3 d
3x′ ,
where ρ′(2)M = ρ
′(2)
M (t,x
′), p′(4)M = p
′(4)
M (t,x
′) and so on. In the standard PPN formalism,
we assume asymptotically flat boundary conditions so that the metric potentials can
be written in the form of (2.40). The constant parameters α, β, γ, ξ, α1, α2, α3, ζ1,
ζ2, ζ3 and ζ4 in equations (2.37) - (2.39) are known as the PPN parameters. The
spatial vector wµ is the velocity of the local PPN system relative to the Universe
rest frame.
For GR, the PPN parameters take the following values: α = β = γ = 1, ξ = α1 =
α2 = α3 = ζ1 = ζ2 = ζ3 = ζ4 = 0 [214]. For scalar-tensor and vector-tensor theories
of gravity the PPN parameters are a complicated function of the parameters and
additional degrees of freedom present in the theory. However, if we want to calculate
explicit expressions for these PPN parameters, in addition to matter and the metric,
we must also consider how additional degrees of freedom can be expanded for any
given theory of gravity. For an additional scalar field, φ, this expansion is usually
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taken to be
φ = φ¯+ δφ(t, xµ) +O(4) , (2.41)
where φ¯ ∼ 0 is the constant background value of the scalar field, and where
δφ(t, xµ) ∼ 2 is the leading-order perturbation. Similarly, for a theory with a
time-like vector field Aa, one can expand its components as
At = A¯t + δAt(t, x
µ) +O(4) , (2.42)
Aµ = δAµ(t, x
µ) +O(5) , (2.43)
where A¯t ∼ 0 is the background value of the time-component, and δAt(t, xµ) ∼ 2 and
δAµ(t, x
µ) ∼ 3 are the leading-order perturbations to the time and space components
of the vector field, respectively. Of course, other types of additional fields can be
included, depending on the types of theory that one wishes to consider. For further
details on this, and other theoretical aspects of the standard PPN formalism, the
reader is referred to [214].
One of the biggest advantages of the PPN parameters is that they can be linked
to a physical effect and constrained directly using experiments on solar system scales.
Let us now discuss how each PPN parameter can be constrained observationally.
First we work in units where the local gravitational constant we measure is Newton’s
gravitational constant G, so that α = 1 today. The 2014 CODATA recommended
value of Newton’s gravitational constant is G = (6.67408 ± 0.00031) × 10−11 m3
kg−1s−2 [81]. Despite this, G is the least precise universally measured constant.
Relative to GR, γ measures the amount of rest mass produced by the curvature
of space-time. It can be measured in numerous ways - for examples, using the
Shapiro time delay and the deflection of light. Historically, in 1919, Eddington first
measured γ by studying the bending of light from the sun during a solar eclipse.
This was used as a confirmation of Einstein’s theory of gravity. However, the errors
on this experiment were as large as 30 percent. More modern experiments to verify
this effect were done using very long baseline radio interferometry (VLBI). In these
experiments, radar signals from very strong quasistellar radio sources, passed very
close to the sun (as seen from the earth). Recent experiments on deflection of light
from these radio sources have put constraints on γ to about 0.01 percent so that
γ−1 = (−0.8±1.2)×10−4 [138]. The most precise constraint on γ has been obtained
using the Shapiro time delay effect. This effect is the result of a time delay for the
round trip of a radar signal that is sent across the solar system. It goes past the sun
to a satellite or another planet before returning back. The tightest constraint on γ
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was obtained by using the Cassini satellite. The value of the γ parameter was found
to be γ − 1 = (2.1± 2.3)× 10−5 [33]. This constraint on γ directly constrains the
theory of gravity on solar system scales. As an example, scalar-tensor theories with
constant ω (also known as Brans-Dicke theory) must have ω & 40, 000, to 2σ (For
the definition of ω, see (2.7)).
The parameter β measures the non-linearity present in the superposition law
of gravity and is measured, for example, using the precession of the perihelion of
Mercury. The bounds on this parameter rely on the quadrupole moment of the sun J2
and our understanding of helioseismology. Helioseismology is the study of the normal
mode oscillations of the sun while it is rotating and constrains J2 = (2.2±0.1)×10−7
[157, 165, 172, 183]. Mercury’s orbital data from the Messenger spacecraft, along
with the limit on J2 and the bounds on the γ parameter from Cassini, give us bounds
on β of β − 1 = (−4.1± 7.8)× 10−5 [104, 206]. A cleaner measurement on β can be
made using the so called “Nordtvedt effect”. This effect is due to violation of the
strong equivalence principle and measures the self-acceleration, a, of a spherically
symmetric object with the Nordtvedt parameter ηN so that a = (1− ηNEg/m)∇U ,
where Eg is the the negative of the gravitational self-energy of the body (Eg > 0), m
is the mass of the body and U is an external gravitational potential in which the
body accelerates from rest [215]. The Nordtvedt parameter ηN can be written as
combination of the other PPN parameters so that
ηN = 4β − γ − 3− 10
3
ξ − α1 + 2
3
α2 − 2
3
ζ1 − 1
3
ζ1 (2.44)
The work of Williams, Turyshev and Boggs [217, 218] on lunar laser ranging tests of
gravity gives bounds of |ηN | = (4.4± 4.5)× 10−4. If we focus on the leading-order
effects to ηN and assume the value of γ from Cassini, we can obtain constraints on β
of (β − 1) = (1.2± 1.1)× 10−4 [217, 218].
We can also discuss the physical origin of the remaining parameters. The parameter
ξ constrains preferred location effects, α1, α2 and α3 constrain preferred frame effects
and ζ1, ζ2, ζ3, ζ4 check for the violation of conservation of total momentum [214].
Now we can see how these parameters can be constrained using observations. In
the solar system, bounds on ξ of |ξ| < (3× 10−3) are found using ocean tidal effects
on Earth [214]. Even stronger bounds on ξ of |ξ| < (4× 10−9) can be obtained by
studying the spin precession of millisecond pulsars [192–194]. The parameter α1 is
measured in the solar system by using lunar laser ranging to study orbital polarisation.
This puts constraints on α1 of α1 = (−8± 4)× 10−5 [161]. Again stronger bounds
on α1 of |α1| < (4 × 10−5) can be obtained from the pulsar-white-dwarf system
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J1738+0333 [193]. The parameter α2 is dependent on the alignment of the sun’s
spin axis and is constrained by solar observations to one part in 107 [162]. This
can again be improved upon by using the torque on solitary millisecond pulsars
to give bounds of |α2| < (2 × 10−9) [192–194]. The parameter α3 has a very tight
constraint of |α3| < (4× 10−20) from the periodic derivative of 21 millisecond pulsars
[198]. The constant ζ2 is constrained using the acceleration of the periods of binary
pulsar systems to be |ζ2| < (4 × 10−5) [213]. The parameter ζ3 has been strongly
constrained by studying the composition of the moon and limiting any anomalous
lunar acceleration. The bounds on this are |ζ3| < 10−8 [214]. The bound |ζ1| < 10−2
is observed from combined PPN bounds and for any reasonable theory of gravity, it
is expected that ζ4 is dependent on the other parameters [215]. Strictly speaking, the
constraints on the PPN parameters from pulsar data are the strong field counterparts
of the weak field PPN parameters, and are also dependent on the internal structure
of the neutron stars. Here we have treated them as the same. For further details on
tests of the PPN parameters the reader is referred to [76, 215, 216].
This subsection will be particularly useful for chapter 5, when we will adapt the
PPN formalism for cosmology.
2.2. Standard Approaches in Cosmology
In cosmology there are certain approaches that have worked extremely well to link
theory to observations. The advantage of these approaches is their mathematical
simplicity and their good fit to the data. In these approaches we start off with
a homogeneous and isotropic background that is referred to as the Friedmann-
Lemaˆıtre-Robertson-Walker(FLRW) background. On top of this background we
impose cosmological perturbations, to explain cosmological phenomena on the very
largest scales, and also at very early times. On the other hand, late-time small-scale
cosmological structure has been well explained by Newtonian N-body simulations.
In this section we will review these approaches.
2.2.1. Friedmann-Lemaˆıtre-Robertson-Walker Background
As a first approximation it seems a homogeneous and isotropic background describes
our universe extremely well. In this situation, we can assume a Friedmann-Lemaˆıtre-
Robertson-Walker (FLRW) background metric to describe the space-time, which is
given by [88, 211].
ds2 = −dtˆ2 + a(tˆ)2γµˆνˆdxˆµdxν , (2.45)
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where the hatted coordinates tˆ, xˆµ are the standard co-moving coordinates in an
FLRW universe, a(tˆ) is the scale factor and γµν is the metric on constant time
hypersurfaces given by [88, 211]:
γµˆνˆdxˆ
µdxˆν = dχ2 + SK(χ)
2dΩ2 , (2.46)
where χ is the co-moving radial coordinate and dΩ2 = dθ2 + sin2(θ)dφ2, is the
infinitesimal solid angle. The function SK(χ) is the co-moving angular distance and
is defined as
SK(χ) ≡

sin (
√
Kχ)/
√
K, if K > 0
χ, if K = 0
sinh (
√−Kχ)/√−K, if K < 0 ,
(2.47)
where the parameter K is the curvature and is related to what we refer to as the
Gaussian curvature of the Universe, k by K = k/a2. For a choice of normalisation
of the scale factor today a0 = 1, k = 1 corresponds to a closed universe, k = 0
corresponds to a flat universe and k = −1 corresponds to an open universe.
This also means that as a first approximation we can treat the energy-momentum
content of our universe as a continuous perfect fluid and we can choose a frame where
observers are co-moving with this fluid with a 4-velocity uaˆ = (1, 0, 0, 0). Isotropy
implies that at leading order the anisotropic components of the energy-momentum
tensor vanish so that Ttˆµˆ = Tµˆtˆ = 0. The time-time component of the energy-
momentum tensor is given by Ttˆtˆ = ρˆ(tˆ), where ρˆ = ρˆ(tˆ) is the homogeneous energy
density of matter present in the Universe, and is only a function of time. Similarly,
the spatial part of the energy-momentum tensor must be diagonal and isotropic and
is related to the isotropic pressure, Pˆ = Pˆ (tˆ), so that Tµˆνˆ = Pˆ (tˆ)a
2γµˆνˆ . This allows
us to write the evolution equations of the Universe solely in terms of the scale factor
a, the energy density of matter, ρˆ, the cosmological constant Λ, curvature k and
pressure of matter Pˆ . The cosmological constant, Λ, and curvature k can be treated
as components of the energy density. We will leave them separate for now.
We can derive the acceleration and constraint equations using the FLRW metric
(2.45) and Einstein’s field equations (2.5). These are given by [88, 211]:
a¨
a
=− 4piG
3
(ρˆ+ 3Pˆ ) +
Λ
3
(2.48)
(
a˙
a
)2
=
8piG
3
ρˆ+
Λ
3
− k
a2
. (2.49)
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The conservation of energy-momentum ∇aˆTaˆbˆ = 0 gives us the continuity equation
˙ˆρ+ 3
a˙
a
(ρˆ+ Pˆ ) = 0 (2.50)
These three equations together are commonly known as the Friedmann equations.
The constraint equation can be conveniently rewritten in terms of the density
parameter Ωi,0, which is defined by
Ωi,0 ≡ ρˆi,0
ρˆcrit,0
. (2.51)
The term ρˆi,0 is the energy density of the particular type of matter associated to i,
ρˆcrit,0 ≡ 3H20/(8piG) is the critical energy density and H0 is the Hubble rate today.
Then the constraint equation takes the form
H2 = H20
(
Ωr,0a
−4 + Ωm,0a−3 + Ωk,0a−2 + ΩΛ,0
)
(2.52)
where H ≡ a˙/a is the Hubble rate, Ωr,0 is the density parameter for radiation today,
Ωm,0 is the density parameter for dark and baryonic matter today, Ωk,0 ≡ −k/(a0H0)2
is density parameter for curvature today and ΩΛ,0 ≡ Λ/(3H20 ) is density parameter
for Λ today. The parameters in (2.52) are strongly constrained by the temperature
anisotropies of the Cosmic Microwave Background (CMB) and the latest results from
Planck tell us that the Hubble constant today is given by H0 = (67.8± 0.9) km s−1
Mpc−1, the density parameter of matter is given by Ωm,0 = 0.308± 0.012, the density
parameter of curvature is given by |Ωk,0| < 0.005 and the density parameter of Λ is
given by ΩΛ,0 = 0.692± 0.012. The amount of radiation present today is negligible
and the bound on Ωk,0 tells us that the Universe is very close to flat [9]. This is also
often referred to as the Concordance Model or ΛCDM Model, where Λ represents a
cosmological constant or some form of dark energy and CDM represents cold dark
matter and together they form about 95% of our universe.
The acceleration equation at late times can be rewritten as
a¨
a
= −4piG
3
(
ρˆΛ(1 + 3WΛ) + ρˆm
)
, (2.53)
where we have neglected radiation, ρˆm is the energy density of matter, WΛ is the
equation of state dark energy and ρˆΛ =
Λ
8piG
is the energy density contribution of
the constant dark energy. If a¨/a > 0, the Universe expands at an accelerated rate.
This corresponds to an equation of state WΛ < −1/3. Observational results show
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that the value of WΛ today is close to −1 and a joint analysis of Planck results along
with baryonic acoustic oscillation (BAO) data and Joint Light Curve Analysis (JLA)
supernova data constrains WΛ to be WΛ = −1.006± 0.045 [9]. Of course we could
still have time varying equation of state for dark energy [10] and we hope that the
higher precision of future surveys will help resolve this issue.
Despite the excellent constraints the Planck results give on cosmological parameters,
there are still a few unanswered questions that we hope upcoming cosmological data
will help to address. Firstly the most recent measured value of the Hubble constant
from Type Ia supernova data is H0 = (73.24 ± 1.74) km s−1 Mpc−1 [181]. This
local value of the Hubble constant H0 has about a 3σ tension with that expected
from Planck [31]. There is also a possible tension between the locally measured
value of Ωm,0 from galaxy clusters and that expected from the primordial CMB
[11]. There have been several suggestions to resolve these tensions and to do this
completely we must first fully understand any systematics that might be involved in
local experiments such as Type Ia supernova measurements. In chapter 6, we simulate
light propagation in an inhomogeneous post-Newtonian cosmology to understand the
effect inhomogeneous small-scale structure might have on cosmological observables
from supernova data.
2.2.2. Cosmological Perturbations
Distinguishing a ΛCDM model based on GR from a modification of gravity from
the background alone can be very difficult. Hence, we need to impose cosmological
perturbations on the FLRW background to understand the evolution of the Universe.
In fact, the constraints on the cosmological parameters that we obtained from the
temperature anisotropies of the Cosmic Microwave Background (CMB) were also
done using cosmological perturbation theory. We can begin by using a linearly
perturbed FLRW metric of the form [154, 170]
ds2 = a2
[
(−1 + 2φ˜)dηˆ2 + B˜µdηˆdxˆµˆ + [(1 + 2ψ˜)γµˆνˆ + E˜µˆνˆ ]dxˆµˆdxˆνˆ
]
(2.54)
where the conformal time ηˆ is related to cosmic time tˆ by dηˆ = dtˆ/a, φ˜ is the lapse,
ψ˜ is the curvature perturbation, B˜µ is the shift, responsible for vector perturbations
and E˜µˆνˆ are the tensor perturbations. The reader may note that we have used a
tilde over perturbations to denote cosmological perturbations. The functions φ˜ and
ψ˜ are scalar perturbations. The vector B˜µˆ is sourced from rotating objects and the
tensor E˜µˆνˆ is sourced from gravitational waves. The vector B˜µˆ is transverse and the
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tensor E˜µˆνˆ must be transverse and traceless. These conditions imply that
E˜µˆµˆ = DµˆB˜
µˆ = 0 = DµˆE˜
µˆ , (2.55)
where Dµˆ is the covariant derivative associated with the 3-metric γµˆνˆ . It appears that
the Universe is very close to flat at early times and on very large scales. Therefore to
simplify calculations, a flat perturbed FLRW metric is used by setting γµˆνˆ = δµˆνˆ . The
vector perturbation B˜µˆ can be decomposed into a scalar part, B and an intrinsically
vector part S˜µˆ. Similarly, the tensor perturbation E˜µˆνˆ can be decomposed into a
scalar part E˜, a vector part F˜µˆ and a tensor part h˜µˆνˆ . Then these decompositions
are given by [154, 170]
B˜µˆ =B˜,µˆ − S˜µˆ , (2.56)
E˜µˆνˆ =E˜,µˆνˆ +
1
2
(F˜µˆ,νˆ + F˜νˆ,µˆ) +
1
2
h˜µˆνˆ . (2.57)
At linear order tensor, vector and scalar perturbations do not mix. This also allows
the Fourier modes to decouple. Hence, the perturbation φ˜ can be Fourier transformed
as
φ˜(ηˆ, xˆµ) =
1
(2pi)3/2
∫
d3k φ˜(ηˆ,k)eik.x , (2.58)
and the remaining perturbations follow a similar procedure, and spatial derivatives
∂µˆ → ik, where k is the wavevector.
So far we have only dealt with metric perturbations. However, we must understand
the perturbed matter sector before we use the linearised Einstein field equations
to relate the matter to the metric. The perturbed energy-momentum tensor up to
linear order in cosmological perturbations is given by [154, 170]
T tˆtˆ =− (ρˆ+ δρˆ), (2.59)
T tˆµˆ =(ρˆ+ Pˆ )(vˆµˆ + B˜µˆ), (2.60)
T νˆtˆ =− (ρˆ+ Pˆ )vˆνˆ , (2.61)
T µˆνˆ =(Pˆ + δPˆ )δµˆνˆ + a
−2pˆiµˆνˆ , (2.62)
where δρˆ(ηˆ, xˆµ) is the first order perturbation to the background energy density,
δPˆ (ηˆ, xˆµ) is the first order perturbation to the background pressure, vˆνˆ is the 3-
velocity of the fluid and pˆiµˆνˆ is the anisotropic stress. The anisotropic stress is non-zero
at linear order in the presence of free-streaming neutrinos or a non-minimally coupled
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scalar field.
Before we solve the linearised Einstein equations we must understand the gauge
problem in cosmological perturbation theory. By splitting the metric and matter
into a background + perturbations we could introduce fictitious perturbations or
spurious gauge modes if we are not careful with our gauge choice. In this case,
a gauge choice refers to a choice of map from the background space-time to the
perturbed space-time. Using these transformations one can construct gauge invariant
variables in a particular gauge5. Then we can relate these gauge invariant variables
to observations [154]. For example, we can construct the gauge invariant Bardeen
potentials, Φ˜ and Ψ˜ that are given by [19]
Φ˜ ≡φ˜−H(B˜ − E˜ ′)− (B˜ − E˜ ′)′ , (2.63)
Ψ˜ ≡ψ˜ +H(B˜ − E˜ ′) , (2.64)
where H ≡ aH is the conformal Hubble rate and primes denote derivatives with
respected to conformal time ηˆ. In the longitudinal gauge or conformal Newtonian
gauge, B˜ = E˜ = 0 and the Bardeen potentials correspond to the scalar metric
perturbations. We can now relate these gauge invariant variables to observables.
As an example, we will study the effect of the Bardeen potentials on the evolution
of cold dark matter perturbations. In turn, the cold dark matter perturbations
can be directly related to cosmological observables. Firstly, at linear order, in the
longitudinal gauge, we use the spatial components of Einstein’s field equations to
obtain the Poisson equation of the form [88, 211]
k2Ψ˜ = 4piGa2ρˆdm
(
δdm + iv
3aH
k
)
, (2.65)
where we have transformed the equation into Fourier space, ρˆdm is the total back-
ground energy density of the dark matter, and δdm is the fractional mass density
contrast of dark matter defined by
δdm(ηˆ, k) ≡ δρˆdm
ρˆdm
. (2.66)
Here we neglect baryons as they are in much smaller proportion to dark matter and
have a negligible effect on the evolution of δdm. Taking the trace-free part of the µˆνˆ
5Gauge invariance is not the same thing as gauge independence. At the linear order, the tensor
perturbation h˜µˆνˆ is gauge independent. This means it takes the same value in every gauge. This
also means it is gauge invariant. However, in general, this is not true for all gauge invariant
variables [154].
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component of the linearised Einstein equation gives us
Φ˜− Ψ˜ = 8piGa2Πˆ , (2.67)
where Π is the scalar part of the the anisotropic stress pˆiµˆνˆ . In GR, we can also
neglect the negligible anisotropic stress from neutrinos, which then gives us Φ˜ = Ψ˜.
At linear order, the conservation of energy-momentum gives us the continuity and
momentum conservation equations as
δ′dm + ikvˆdm = −3Ψ˜′ , (2.68)
vˆ′dm +Hvˆdm = ikΦ˜ , (2.69)
where vdm is the 3-velocity of the dark matter fluid and vˆ
′
dm = dvˆm/dηˆ. In Fourier
space, δdm can decomposed as δdm(a, k) = D(a)δdm(a = 1, k), where D(a) is the
linear growth factor of dark matter perturbations. At late times, for a universe with
dark matter and dark energy we can show that the linear growth factor has a solution
given by [88, 211]
D(a) = D(a = 1)H(a)
∫
da˜
(a˜H(a˜))3
, (2.70)
where we have used Φ˜ = Ψ˜ and equations (2.65) - (2.69). The actual observable
that is measured is the linear growth rate f(a) ≡ d lnD/d ln a. More specifically, the
observable quantity that is measured is fσ8, where σ8 is the the root mean squared
density on a scale of 8 Mpc and characterises the amplitude of power on this scale
[211]. The reason it is more convenient to measure fσ8 is it is insensitive to galaxy
bias. From the theory side, the growth rate can be parameterized using the power
law relation f ≈ Ωm(a)γgrowth , where γgrowth is the growth index. For a ΛCDM model
in GR, it can be shown that γgrowth ≈ 0.55 and this can vary for other dark energy
or modified gravity models [145, 146].
We can also study the evolution of photons in a perturbed FLRW space-time.
We can use the momentum of the photon and the geodesic equation to relate the
temperature fluctuations in the CMB to the Bardeen potentials. After subtracting
the dipole anisotropy due to the relative motion of the solar system to the CMB, at
a given direction on the sky nˆ, the temperature fluctuations are given by [91]
∆T
Tˆ
(nˆ) =
(
1
4
δγ − Φ˜ + nˆ.vˆb
)∣∣∣∣
ηˆrec
+
∫ rec
O
dηˆ (Ψ˜′ + Φ˜′) (2.71)
where δγ is the density contrast of photons, vˆb is the velocity of electrons or baryons,
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ηˆrec denotes time of last scattering during recombination and ηˆO denotes time of
observation. The
(
(1/4)δγ − Φ˜
)
term corresponds to what is known as the Sachs-
Wolfe effect. The density contrast of photons δγ is an intrinsic temperature variation
on the CMB background. The Φ˜ term is due to the redshift of photons climbing out
of a gravitational potential well. The (nˆ.vˆb) term is the Doppler blueshift of electrons
from the last scattering surface towards the observer. The time varying potential
terms are due to the gravitational redshift along the line of sight and together they
are known as the integrated Sachs Wolfe effect.
Observationally, we are normally lacking distance information and can only measure
the 2D angular power spectrum of the CMB. Hence, we perform a spherical harmonic
decomposition of the temperature fluctuations, which is given by [88, 211]
∆T
Tˆ
(nˆ) =
∞∑
l=0
l∑
m=−l
almYlm(nˆ) , (2.72)
where alm are the multipole moments and Ylm(nˆ) are harmonic functions. The
2-point correlation function of the multipole moments is related to the 2D angular
power spectrum Cl by
〈alma∗kn〉 = Clδlkδmn (2.73)
where Cl is the 2D angular power spectrum. The ensemble average of the temperature
fluctuations is related to the 2D angular power spectrum by〈
∆T
Tˆ
(nˆ)
∆T
Tˆ
(mˆ)
〉
=
∑
l
2l + 1
4pi
ClPl(cosθ) , (2.74)
where nˆ and mˆ are two points on the sky and Pl(cosθ) are the Legendre polynomials.
In reality, the observed angular power spectrum, Cobsl , is not calculated by averaging
over all positions. However, Cobsl ≈ Cl for large l. Theoretically, we can calculate the
2D projection of the 3D power spectrum and relate it to Cl.
So far we have only considered linear cosmological perturbations. As we go to
higher order perturbations it becomes increasingly more complicated. However,
cosmological perturbation theory has been studied in great detail to second and
higher orders. For further details the reader is referred to Malik and Wands [154]. For
further details on cosmological tests one could do using cosmological perturbations,
the reader is referred to [125].
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2.2.3. Newtonian N-body Simulations
Newtonian N-body simulations have been highly successful in describing the evolution
of non-linear structure that we see in the Universe [34, 132, 182, 197]. They have
several astrophysical applications from studying the evolution of galaxies and dark
matter haloes to the study of statistical processes such as halo correlation functions
and biases. High powered supercomputers together with coding efficiencies have
allowed us to expand these simulations to cosmological scales. Then we have been
able to use cosmological N-body simulations to give us theoretical predictions that we
can compare with observations. This has been possible because recent observations
from large-scale structure surveys such as the Sloan Digital Sky Survey (SDSS) [3]
have mapped large volumes of the Universe to high precision. N-body simulations
also allow us to look for and identify complicated features that we expect to find in
the real Universe.
Traditionally Newtonian N-body simulations require 6N ordinary differential equa-
tions to solve for the motion of particles. For N particles in a system, the computation
of particle-particle interactions typically scale as O(N2). This can be improved to
O(NlogN) or better, by using tree methods or adaptive particle mesh methods, to
speed up computation. This is necessary when N is very large, as is normally the
case in cosmology.
Newtonian N-body simulations made a lot of progress in the 1990s [34]. One of the
first major cosmological developments on these was done using the Millennium simu-
lation run, for which results were first published in 2005 [197]. In these simulations,
just over 10 billion particles were traced (N= 21603). Each ‘particle’ corresponded to
109 solar masses of dark matter and the cubic volume of space simulated was (2× 109
light years)3. About 20 million galaxies were used. The simulations were started at
the emission of the CMB, about 380,000 years after the Big Bang and evolved up
to today. They reproduced quasars at early times. This agreed with cosmological
observations of quasars at high redshifts and confirmed the initial application of
N-body simulations to cosmology as a success.
The Millennium simulations and initial Bolshoi simulation [132, 197] runs were
done by using cosmological parameters from Wilkinson Microwave Anisotropy Probe
(WMAP) [119] which are now considered obsolete. This led to the Bolshoi-Planck
simulations [182] which are using Planck 2013 cosmological parameters and higher
resolutions for the dark matter in their simulations. They also start them at later
times of about redshift z = 80. Initial parameters are set by using linear cosmological
perturbation theory and a Boltzmann solver code called CAMB [142]. This has been
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one of the most successful cosmological N-body simulations to date, as it reproduces
filaments and voids and the cosmic web structure that we observe from SDSS [3].
2.3. Inhomogeneous Cosmology
2.3.1. The Cosmological Principle
The standard approaches in cosmology are based on the assumption that the Universe
is homogeneous and isotropic at all points in space and time on large enough scales.
This is often referred to as the Cosmological Principle. The question is whether
an FLRW space-time is the only geometry that can fit the data and prove beyond
reasonable doubt that the cosmological principle holds. The Cosmological Principle is
currently impossible to test directly. However, we can make some indirect arguments
based on work by Clarkson and Maartens [61, 100], sometimes referred to as the
almost-Ehlers-Geren-Sachs (EGS) theorem. The almost-EGS theorem tells us that
approximate isotropy about every point in the CMB implies that the Universe is
almost homogeneous and isotropic on large enough scales and can be well described
by a space-time that is close to FLRW. However, this theorem requires observations
at all points in space-time, which is not possible. However, if we assume that current
observations of the CMB are typical of all observers, we can replace the Cosmological
Principle with the Copernican Principle. The Copernican Principle tells us that
we do not live in a special place in the Universe and observations made by all
observers is the same on large enough scales. The Copernican Principle is potentially
testable by future experiments such as the Square Kilometer Array (SKA) [2, 191].
In order to prove the Universe is isotropic around us, it is necessary and sufficient to
have isotropic observations of luminosity distances, galaxy number counts, lensing
of structure, and angular peculiar velocities of galaxies at every redshift and in
every direction. To determine spatial homogeneity, we need an extra independent
observable beyond these four or we need to understand the nature of Λ a priori (and
specify a value for it if its constant) [100].
2.3.2. Backreaction Problem in Cosmology
So far we have considered the observational challenges of testing homogeneity and
isotropy on large enough scales. However, understanding the effect of small-scale
non-linear structures on the large-scale expansion or understanding the effect of the
cosmic expansion on small scale structures poses its theoretical challenges as well.
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This is because the Universe we see around us appears to be close to homogeneous
and isotropic on large scales, but is very inhomogeneous and anisotropic on small
scales. The standard approach to modelling this situation is to assume the existence
of a Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) geometry that obeys Einstein’s
equations for some averaged matter density. Using this solution as a background,
one can then perform a perturbative expansion of both the metric and the energy-
momentum tensor, in order to incorporate inhomogeneous astrophysical structures
and their gravitational fields. A possible drawback of using this approach is that it
assumes that the evolution and averaging operations commute. This is not true in
Einstein’s equations, where we have
R[g¯] 6= R¯[g] , (2.75)
due to the non-linearity of the Ricci tensor. This non-commutativity means that the
original solution, used to model the background, may not stay a faithful description
of the Universe on large scales, even if it started out as such at early times. In other
words, there is the possibility in Einstein’s theory that small-scale structures could
influence the large-scale cosmic expansion; a possibility referred to as “back-reaction”
in the cosmology literature [54, 55, 60, 70]. What complicates matters further is that
there is no unique way to average tensors. Some progress has been made towards the
averaging problem by the spatial averaging of scalar functions in Einstein’s equations,
known as Buchert’s equations [54].
There are three questions that arise when trying to construct inhomogeneous
models to understand the backreaction problem [70]. Firstly, there is no unique
choice of background in an inhomogenous universe. In an FLRW space-time, the high
degree of symmetry allows a unique description to present itself. On the other hand,
in an inhomogeneous space-time, there is no unique definition of distance between
two points, without a choice of background, and therefore, no unique description
of the large-scale expansion. Hence, the calculation of any effect of structure on
the background will somehow be foliation dependent. Even if we make a choice of
background, the second question we need to answer is how we link this large-scale
expansion to cosmological observables in an inhomogeneous space-time. Traditionally,
in cosmology, we are interested in the ensemble averages of observables, which further
complicates matters. Lastly, even if we overcome questions 1 and 2, the last question
we need to address is can we create models that are sophisticated enough to capture
the inhomogeneous features of the real Universe but not too complicated that the
model is beyond comprehension. Most exact inhomogeneous solutions of Einstein’s
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field equations are restricted by a high degree of symmetry. However, over the years,
some progress has been made in inhomogeneous cosmological modelling. We will
discuss some of these models in the next subsection.
Finally, I want to discuss why we need to go beyond the standard approaches in
cosmology to address some of the problems outlined above. Firstly, we normally
start of with a global FLRW background. In this case, we are starting off with an
assumption that we want to question in the first place. However, say we start off
with an FLRW background and we assume we are not necessarily close to it. If
we use linear cosmological perturbation theory to describe large non-linear density
contrasts, we quickly find this perturbative scheme breakdowns. As an example,
in the longitudinal gauge, we can relate a linearly perturbed metric to the density
contrast in a matter-dominated universe using Einstein’s field equations, so that
[178]
δm = − 2
3(aH)2
∇2Φ˜ + 2Φ˜ + 2
H
Φ˜′ (2.76)
where a ∝ tˆ2/3 and Φ˜ = A(x) +B(x)tˆ−5/3 [178]. If we re-insert the solution of Φ˜ back
into (2.76), we find terms that decay with time, terms that are constant and terms
that are ∝ a. The terms ∝ a can grow without limit. However, from its definition, we
know that underdense regions cannot have density contrasts, δm that are less than −1.
Clearly, linear cosmological perturbation theory isn’t sufficient to describe non-linear
density contrasts [178]. Even if we go to higher orders in cosmological perturbation
theory to address this problem, we are normally interested in the ensemble averages
of perturbations to calculate cosmological observables. In this situation, what we
find is that the ensemble average of second-order perturbations are the same size as
first order perturbations and the ensemble average of fourth-order perturbations are
the same size as the second-order perturbations [62]. We must understand whether
this procedure is consistent.
We also want to consider why we would want to go beyond standard Newtonian-N
body simulations. Firstly, we want to understand why these simulations work so
well in describing the Universe, in a relativistic context. Secondly, there is a more
subtle mathematical issue. The magnetic part of the Weyl tensor vanishes for all
time in Newtonian gravity [178]. However, in General Relativity, even if this might
be true for a given point of time, this might not necessarily hold for all time. This
also means that Newtonian gravity might admit solutions that cannot exist in GR.
In the next subsection, we will discuss how relativistic N-body simulations have been
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used to study the backreaction problem.
2.3.3. Inhomogeneous Models of Cosmology
There are several different approaches to inhomogeneous cosmological modelling
depending on one’s motivation. Broadly speaking, we can try and split them up into
two categories - bottom-up and top down approaches. For bottom-up approaches to
cosmology, we do not assume a global FLRW background from the outset whereas
in top-down approaches we do assume a global FLRW background geometry. This
means that in top-down approaches the large-scale cosmological behaviour is pre-
specified, and cannot be easily affected by the formation of structure. However, the
optical properties in these models can still differ from an FLRW one and this can
affect our interpretation of observables.
Two of the most well-known of top-down approaches are standard cosmological
perturbation theory on an FLRW background [170, 211], which we we have already
discussed at length, and Swiss cheese models originally constructed by Einstein and
Straus [96, 97]. The former of these approaches is of course extremely versatile,
but is strictly only valid in the regime where density contrasts are small (of the
same order as the expansion parameter). The latter allows for arbitrarily large
density contrasts by modelling inhomogeneity as patches of either Schwarzschild [92–
94, 96, 97, 107, 110, 111, 129], Lemaˆıtre-Tolman-Bondi [37, 41, 48, 49, 80, 105, 140,
141, 155, 156, 200, 204, 205] or Szekeres solutions [40, 42, 133, 166, 202], but is
somewhat less versatile due to its reliance on matter being well-modelled by these
exact solutions.
To understand these models in further detail, we can focus on Einstein and Straus’
Swiss cheese models [96, 97]. They started off with an FLRW background and excised
spherically symmetric vacuole regions from this background. The vacuole regions
are then replaced by the Schwarzchild metric. The boundary conditions between
the Schwarzchild geometry and the FLRW background are strictly FLRW boundary
conditions. The dynamical evolution of the space-time, therefore, follows close to that
of an FLRW space-time. However, recently, observables have also been calculated in
these models and one finds that the presence of these vacuole regions could bias our
interpretation of cosmological parameters such as Ωm by as much as 20% [110]. This
is quite high in the era of precision cosmology.
Recent approaches to bottom-up cosmological modelling include the application of
geometrostatics to cosmology [73, 79, 90], as well as numerical relativity techniques
[26–29, 86, 136, 158, 219–221], relativistic N-body simulations [6–8], Regge calculus
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techniques [150, 151], perturbative approximation schemes [52, 69], and the re-
discovery of the Lindquist-Wheeler models [63–65]. These studies have allowed the
evolution of subspaces to be calculated [67, 77, 78], numerical approximations to
both the space-time and the optical properties of the space-time to be determined
[30, 53, 66, 115, 149], and the proof of interesting results such as the limit of many
particles approaching a fluid [135], and the non-perturbative nature of some structures
[71, 134]. We will elaborate on some of these models below.
In 1957, Lindquist and Wheeler constructed an inhomogeneous model that was
inspired by the success of the Wigner Seitz construction in solid-state physics [63–65].
In this model we construct a regular lattice by tiling the 3-spacing with regular
polyhedra. Each cell is approximated as a sphere and has a mass at the centre
of it. The geometry of each cell is described by the Schwarzchild geometry of the
closest mass. The difference from solid state physics is that the lattice in GR is
dynamical. The cosmological expansion is similar to that of an FLRW model. One
of the drawbacks of this model is that it relies upon approximations that are difficult
to quantify. Recently Clifton et al. [66] calculated the effect of inhomogeneties on
cosmological observables in these Lindquist-Wheeler models by using numerical ray-
tracing simulations. They found that we would require corrections to the standard
FLRW model to account for the discretized matter content in these models. However,
these corrections are not large enough to account for dark energy in the Universe.
More recently, geometrostatic inhomogeneous models have been constructed using
black hole lattices [73, 79, 90]. Geometrostatics refers to models where there is a
configuration for which it is instantaneously static. In a cosmological context, this
refers to dust models which are instantaneously static at the maximum of expansion.
In these models, regular black hole lattices are constructed from tiling 3-spheres
with regular polyhedra. They are similar to the Lindquist Wheeler models with a
mass at the centre of each cell. The advantage of these models is that they can be
solved for using exact solutions to Einstein’s equations and they are not restricted by
spherically symmetric approximations, as in the Lindquist Wheeler models. In these
models, as the number of masses and cells are increased, the cosmological expansion
approaches the expansion expected from an FLRW model.
There have also been several novel numerical approaches to the backreaction
problem. One of these was constructed by using full numerical relativity to the
study the evolution of eight black hole lattices with discrete symmetries in a closed
universe [28]. The large expansion in these models was close to that of closed FLRW
universe with no noticeable backreaction effects. The only difference was a rescaling
of the mass in the expansion which was greater than the sum of the mass of the
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individual black holes. Similar results were obtained for expanding cubic cells in a
closed universe with periodic boundary conditions. The main backreaction effect was
again due to the discrepancy between the initial effective mass and the ADM mass of
the black hole [29]. Recently light propagation has also been studied in these black
hole lattices for special trajectories, like along a cell edge [30]. The empty beam
approximation seems to fit the distance-redshift relationship the best. This is not
surprising as the light ray is propagating mostly through vacuum along a cell edge.
In chapter 6, we will compare our approach to these results in further detail.
Another novel numerical approach was using relativistic N-body simulations to
search for backreaction effects. Usually in second-order cosmological perturbation
theory, the amplitude of this effect depends on the ratio between the Hubble scale of
matter-radiation equality and today. This effect is expected to be small. Adamek et
al. [6] initially used a 3-D Newtonian simulation and a 1-D full relativistic N-body
simulation to study this effect. They found that the virialisation of structure saturated
the backreaction effect and this effect was expected to be small and independent
of the initial conditions. Adamek et al. [7] then implemented a full 3-D relativistic
N-body code and used it to study non-Newtonian effects. The largest of these effects
is from frame dragging, which is still a small effect. Nevertheless, these effects could
potentially be detected by future observations.
A perturbative approach is the Bruneton-Larena lattice Universe [52, 53], which is
based on perturbatively solving the Einstein field equations after performing a Fourier
decomposition, and which results in a cosmological model that can be used for short
periods of cosmic time. The emergent expansion in these models corresponds to that
of an FLRW model and the observables in these models deviate from FLRW ones by
a small amount, before the perturbative scheme breaks down.
There are several other inhomogeneous models of cosmology that have not been
discussed. Some of these are exact solutions to Einstein’s field equations. For further
details on inhomogeneous models that one can construct based on mathematical
symmetries, the reader is referred to Ellis, Maartens and MacCallum [100].
In chapters 3 and 4, we will construct an inhomogeneous cosmological model by
applying the post-Newtonian formalism to cosmology. In chapter 6, we will calculate
observables in these types of models. In the next subsection we will discuss exactly
how one uses light propagation in inhomogeneous models to calculate cosmological
observables.
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2.3.4. Optics in Inhomogeneous Cosmologies
So far we have discussed the properties of some inhomogeneous models of cosmology.
However, to determine the optical properties of these types of models we must
understand how light propagates in curved space-times. In this subsection, we
therefore provide a brief overview of the main results of geometric optics in the
presence of gravitation. This will serve to introduce the reader to the subject, as
well as to specify the conventions and notation we will use in chapter 6. For more
detailed descriptions see [108, 167, 173, 190].
Rays of light
Light is an electromagnetic wave, and therefore propagates according to Maxwell’s
equations. Assuming a minimal coupling between the electromagnetic and gravi-
tational fields, and under the eikonal approximation of geometric optics, it can be
shown that rays of light must follow null geodesics. The four-vector k tangent to
each ray must therefore satisfy
kaka = 0 (2.77)
and
Dka
dλ
≡ kb∇bka = dk
a
dλ
+ Γabck
bkc = 0 , (2.78)
with ka ≡ dxa/dλ and dka/dλ ≡ kbka,b, and where λ denotes an affine parameter
along the ray of light. If the rays of light are non-rotating then the four-vector
components ka can also be written as the gradient of the wave’s phase, such that ka =
∂aφ.
For an observer following an integral curve of the time-like four-velocity u, the
wave four-vector k can be split into a temporal part ω = −uaka and a spatial part
ea = (gab + uaub)k
b. These quantities encapsulate the cyclic frequency and the
direction of propagation, respectively. If we now write e = ωd, then
k = ω(u+ d) , (2.79)
whence it can be seen that uad
a = 0 and dada = 1. In writing eq. (2.79) we have
chosen k to be future oriented, so that λ increases to the future.
The redshift involved in most cosmological observations is defined as the fractional
difference between the frequency ω emitted by a light source and the frequency ω0 at
which it is observed, such that
1 + z =
ω
ω0
. (2.80)
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Now suppose that a collection of sources lie along the light ray, forming a field of
four-velocities u(λ). In this case the evolution of z with λ can be shown to read
dz
dλ
= −kakb∇aub ≡ −(1 + z)2H|| , (2.81)
where H|| is the local rate of expansion of space in the direction of propagation of the
ray of light, and where we have chosen units so that ω0 = 1. The function z = z(λ)
therefore contains information about the expansion of the Universe.
Narrow beams of light
To calculate other astronomical observables, such as measures of distance, requires
a mathematical description of beams of light. For these purposes we will consider
narrow beams of light, which can be modelled as bundles of null geodesics that are
infinitesimally separated from each other. The distance between two neighbouring
photons within the beam is then described by the separation vector ξ, which is
defined as being geodesic and orthogonal to k. We therefore have kaξ
a = 0 and
D2ξa
dλ2
= Rabcdk
bkcξd , (2.82)
where Rabcd are the components of the Riemann curvature tensor. This last expression
is the geodesic deviation equation, which (after projection and integration) allows us
to determine the angular diameter distance and luminosity distance along the beam.
In order to study the morphology of the beam it is convenient to project it onto
a screen that is orthogonal to its direction of propagation. A set of orthonormal
basis vectors that span such a screen can be written as (s1, s2) = (sA)A=1,2, where
uas
a
A = das
a
A = 0. The basis vectors on screens at different positions along the beam
can then be related by imposing the partial parallel-transportation condition (δab +
uaub−dadb)DsbA/dλ = 0, which for computational purposes can be more conveniently
written as
DsaA
dλ
=
ka
ω
Dub
dλ
sbA . (2.83)
Transporting the basis vectors of the screen-space in this way prevents the beam’s mor-
phology from spuriously rotating as one proceeds along its direction of propagation,
and results in what is usually referred to as the Sachs basis.
The components of the separation vector in the Sachs basis can now be written
as ξA ≡ ξasaA. These new objects exist entirely within the plane of the screen, and
give us direct information about the separation between photons within the beam
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(i.e. the separation that an observer would measure if he or she replaced the screen
with a photographic plate). Using eq. (2.82), the projected separation vectors can
be seen to obey the following evolution equation:
d2ξA
dλ2
= RABξB , (2.84)
where RAB ≡ RabcdsaAkbkcsdB is referred to as the optical tidal matrix, and the whole
equation is known as the vector Sachs equation. The reader may note that the
position of the indices A,B, . . . does not matter, as they are raised and lowered by
δAB. The optical tidal matrix can be decomposed into a scalar part and a trace-free
part as
R =
(
R 0
0 R
)
+
(
−W1 W2
W2 W1
)
. (2.85)
The scalar part depends only on the Ricci curvature Rab of the space-time, with
R = −(1/2)Rabkakb, and causes the beam of light to be focussed without distortion.
Meanwhile, the trace-free part depends only on the Weyl curvature Cabcd of the
space-time, with W1 ≡ Cabcdsa1kbkcsd1 = Cabcdsa2kbkcsd2, W2 ≡ Cabcdsa1kbkcsd2, and
causes distortion of the beam (by tidal gravitational forces).
Equivalently, the effect of inhomogeneity on the brightness and shear of a source
can be rewritten using the Sachs optical equations [184]:
dθ
dλ
+ θ2 − ω2 + σ∗σ = R (2.86)
dσ
dλ
+ 2σθ = W1 + iW2 (2.87)
dω
dλ
+ 2ωθ = 0 , (2.88)
where θ ≡ (1/2)∇aka is the expansion rate, σ is the shear rate, where σ2 ≡
(1/2)gcagdbk(a;b)kc;d − θ2, and ω is the vorticity scalar of the rays of light that are
being modelled. Generally, the vorticity of light rays, ω is always zero by construction
and we only require equations (2.86) and (2.87). The angular diameter distance can
be calculated by integrating the expansion scalar, such that DA ∝ exp(
∫ o
e
θdλ).
One can immediately notice that, when light propagates in the near-vacuum regions
between galaxies, the driving term in the evolution equation for θ is absent, while
the driving term in the corresponding equation for σ is non-zero. This is exactly
the opposite of what happens in homogeneous and isotropic space-times [32]. Such
quantities are of vital importance not only for constructing Hubble diagrams, but
also for correctly interpreting data from galaxy surveys and the CMB. It is therefore
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important that the models used to interpret these observations are as robust as
possible.
However, we will only use the vector Sachs equation (2.84) for our computations.
As the vector Sachs equation (2.84) is linear in ξA, any solution must be linearly
related to its initial conditions at λ0. More precisely, there must exist a 4 × 4
Wronskian matrix W such that [106, 108]
ξ1
ξ2
ξ˙1
ξ˙2
 (λ) =W(λ← λ0)

ξ1
ξ2
ξ˙1
ξ˙2
 (λ0) , (2.89)
where an over-dot denotes d/dλ, and where W(λ0 ← λ0) = 14. From eq. (2.84), we
can then write
dW
dλ
=
(
02 12
R 02
)
W , (2.90)
where 0n and 1n denote the n×n zero and unity matrices, respectively. This reduces
the problem of finding ξA along the beam to solving a set of first-order ordinary
differential equations. It also allows us to use the following matrix multiplication
rule:
W(λ2 ← λ0) =W(λ2 ← λ1)W(λ1 ← λ0) , (2.91)
which is extremely advantageous when considering a cosmological model that is
constructed in a piecewise fashion, as we will do in this thesis. We will therefore use
eq. (2.90) as the final form of the geodesic deviation equation when we numerically
solve these equations in chapter 6.
Although we will integrate eq. (2.90) to find W at all values of λ, the most
interesting parts of this matrix are the 2× 2 cells in the top-right corner. These are
collectively referred to as the Jacobi matrix, D, and are sufficient to determine the
angular diameter distances of astrophysical objects that lie within the beam, as we
will now discuss.
Distance measures
The first step in calculating the angular diameter distance of a source is recognising
that the initial condition at the point of observation should be taken to be ξA(λ0) = 0,
as this is the point at which the beam converges. The projection of the separation
vector ξA(λ) is then linearly related to ξ˙A(λ0) only, and must therefore be given by
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the Jacobi matrix D = (DAB)A,B=1,2. This gives
ξA(λ) = −DABθB , (2.92)
where θA = −ξ˙A(λ0) is the angular separation between the two light rays separated
by ξ, as measured at the point of observation. In other words, the matrix −D is the
map from observed angular separations to spatial separations in the screen space at
λ. This is exactly what is required to define the angular diameter distance.
The definition of the angular diameter distance to a source with cross-sectional
area AS, and that subtends the angle Ω0 on the observer’s sky, is
DA ≡
√
AS
Ω0
. (2.93)
This quantity is defined in analogy to the way that one would infer distance in a
flat space-time, if the same source subtended the same angle. Using eq. (2.92), and
recognising that the area of a parallelogram is given by the determinant of the matrix
formed from the vectors that define it, one can directly deduce that
DA =
√
detD . (2.94)
Once the Wronskian matrix W has been obtained, the angular diameter distance
at all points along the beam can therefore be readily deduced by simple algebraic
operations. This gives DA as a function of λ, and can be used to obtain DA as a
function of redshift by using the solution of eq. (2.81). In a spatially flat FLRW
universe, for example, one can use these equation to obtain the following well-known
result:
DA(z) =
1
1 + z
∫ z
0
dζ√
Ωm(1 + ζ)3 + ΩΛ
, (2.95)
where Ωm and ΩΛ are the fractional energy densities of dust and a cosmological
constant, respectively. For more complicated space-times the functions must be
obtained numerically.
From knowledge of the angular diameter distance, it is relatively straightforward
to obtain an expression for the luminosity distance. This latter measure is defined as
DL ≡
√
L
4piI
, (2.96)
which would be the distance that one would infer in a flat space for a sources that
has luminosity L, and is measured to have intensity I. In this case the beam of light
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must be taken to be focussed at the emitting source, such that ξA(λS) = 0. If the
cross-sectional area of this beam is A0 at the observer, and the angle it subtends
at the source is ΩS, then by photon conservation the luminosity distance is simply
given by
DL = (1 + z)
√
A0
ΩS
= (1 + z)2DA . (2.97)
The last of these equalities comes from Etherington’s reciprocity theorem, which
states that A0Ω0 = (1 + z)
2ASΩS in any space-time [102]. The remarkable nature of
this theorem means that DL(z) can now be obtained without integrating the light
beam forward from the source, if one already has knowledge of the beam that is
focussed at the observer.
In astronomy, the luminosity distance is usually given in terms of magnitude m or
distance modulus µ, such that
µ = 5 log10
(
DL
10 kpc
)
. (2.98)
Our understanding of light propagation in curved space-times will help us determine
both distance measures and redshifts. In chapter 6 we will simulate light propagation
in post-Newtonian cosmological models and use this to construct Hubble diagrams.
3. Post-Newtonian Cosmological
Modeling
This chapter is based on [185, 187] and part of section 3.4 is from [189].
3.1. Introduction
In this chapter, we report on a new approach to address the backreaction problem.
We construct cosmological models from the bottom up, by taking regions of per-
turbed Minkowski space, and patching them together using the appropriate junction
conditions. We take the boundaries between these regions to be reflection symmetric,
in order to make the problem tractable. The model that results is a space-time that
is periodic, and statistically homogeneous and isotropic on large scales, while being
highly inhomogeneous and anisotropic on small scales. The equations that govern
the large-scale expansion of the space are determined up to post-Newtonian accuracy.
The Newtonian-order equations reproduce the expected behaviour of a Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) model filled with pressureless dust, while to
post-Newtonian order we find new terms that appear in the effective Friedmann
equations. For the case of a single mass at the centre of each region, these terms all
take the form of either dust or radiation.
Our models do not rely on any assumptions about the large-scale expansion being
well-modelled by any homogeneous and isotropic solutions of Einstein’s equations.
They are also well defined on small scales, as they are explicitly constructed from
the post-Newtonian expansions that are routinely used to study the weak-field and
slow-motion limit of General Relativity. We are therefore able to model non-linear
structure within the context of a cosmological model without falling foul of any of
the problems that appear to be inherent in any top-down approach to cosmological
modelling. The large-scale expansion of our model simply emerges, as a consequence
of the junction conditions. We do not have to make any assumptions about the
averaging of tensors, and do not have to assume anything about the existence of any
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background cosmology. Our study extends previous ones, we believe, by allowing
increased flexibility for the distribution of matter, while maintaining a high degree of
mathematical simplicity.
In section 3.2 we apply the post-Newtonian formalism to cosmology. In section
3.3 we then explain how we will apply the junction conditions, in order to build a
cosmological model from regions described using the post-Newtonian approximation
to gravity. In section 3.4 we briefly compare the post-Newtonian cosmological model
we’ve constructed to other approaches to inhomogeneous cosmological modelling.
Section 3.5 contains a detailed presentation of the field equations and the junction
conditions, both expanded to post-Newtonian levels of accuracy. In section 3.6 we
then manipulate these equations into a form that can be used to determine the
motion of the boundaries of each of our regions, and hence the expansion of the global
space-time. We then proceed, in section 3.7, to explain how the general solution to
the global expansion can be calculated, for arbitrary distributions of matter, as well
as for the special case of a single mass at the centre of each region. In both cases the
lowest-order Newtonian-level solution to the equations of motion give a large-scale
expansion that is similar to the dust dominated homogeneous and isotropic solutions
of Einstein’s equations. To post-Newtonian order we find that, for the case of isolated
masses, the only new terms that appear in the effective Friedmann equation look
like dust and radiation. After that, in section 3.8, we transform our solutions so
that they are written as the evolution of proper distances in proper time, and on
time-dependent backgrounds. Finally, in section 3.9 we conclude by discussing the
implications of our results.
3.2. Applying the Post-Newtonian Formalism to
Cosmology
When applying the post-Newtonian formalism to isolated gravitational systems,
such as the Sun, it is usual to assume that the space-time is asymptotically flat.
This allows the boundary terms of Green’s functions to be neglected, so that the
solutions to Poisson’s equation are given by simple integrals over spatial volumes.
This simplicity is a substantial benefit when solving for the potentials defined in
(2.31). In the case of a cosmological model, however, we cannot assume asymptotic
flatness. We must, therefore, be more careful with the boundary terms.
From equations (2.30) and (2.31), we see that the equations we want to solve
3.2: Applying the Post-Newtonian Formalism to Cosmology 64
usually take the form of the Poisson equation,
∇2ϕ = F , (3.1)
where ϕ is now being used to denote a potential, and where F is some function on
space-time (such as the mass density). To solve this equation we consider the Green’s
function, G(x,x′, t), that satisfies
∇2G = −δ(x− x′) + C1 , (3.2)
where x and x′ denote spatial positions, where δ(x− x′) is the Dirac delta function,
and where C1 is a constant over spatial hypersurfaces (the need for C1 in this equation
will become apparent shortly).
We want to solve (3.1) over a spatial volume Ω, with boundary ∂Ω. The Green’s
function we will use for this must, of course, satisfy Gauss’ theorem on this domain,
such that ∫
Ω
∇2G dV =
∫
∂Ω
n · ∇G dS , (3.3)
where n is the unit-vector normal to the boundary. If we now choose n · ∇G|∂Ω = 0
as the boundary condition for G, then equations (3.2) and (3.3) imply
C1 =
1
V
, (3.4)
where V is the spatial volume of the cell. The solution to (3.1) is then given, in
terms of G, by considering∫
Ω
GF dV =
∫
Ω
G∇2ϕ dV
=
∫
Ω
[∇ · (G∇ϕ)−∇G · ∇ϕ] dV
=
∫
Ω
[∇ · (G∇ϕ)−∇ · (ϕ∇G) + ϕ∇2G] dV
=
∫
Ω
∇ · (G∇ϕ− ϕ∇G) dV − ϕ+ ϕ¯ ,
where ϕ¯ = C1
∫
Ω
ϕ dV = 1
V
∫
Ω
ϕ dV is a constant over Ω. Rearranging, the potential
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ϕ can be seen to be given by
ϕ = ϕ¯−
∫
Ω
GF dV +
∫
∂Ω
Gn · ∇ϕ dA , (3.5)
where we have again made use of the boundary condition n · ∇G|∂Ω = 0.
If one were now to assume that ϕ was asymptotically flat, then the first and last
terms on the right-hand side of (3.5) would vanish. The Green’s function would then
take the form of the Newton kernel, such that
ϕ(x, t) = − 1
4pi
∫
Ω
F
|x− x′|d
3x′ . (3.6)
However, these assumptions are not true in general, and especially not in the
case of cosmological modelling. This is because cosmological models do not have
asymptotically flat regions, by their very definition. In what follows, we must
therefore be more careful. We have to specify appropriate boundary conditions for
our potentials, and include the boundary terms in (3.5), if we are to use the Green’s
function formalism to determine the form of our gravitational potentials.
3.3. Building a Cosmology Using Junction
Conditions
In this chapter, we will take a bottom-up approach to cosmological modelling. This
will involve considering cosmological models that are constructed from large numbers
of cells, that can be put next to each other to form a periodic lattice structure. The
shape of each cell will be taken to be a regular polyhedron, and will be assumed to
be identical to every other cell, up to rotations, reflections and translations.
The physical systems that we intend to model with these cells will depend on the
size of cell that we are considering. For example, for cells that are approximately the
size of the homogeneity scale (about 100 Mpc), we could consider modelling clusters
of galaxies, as illustrated in Figure 3.1. Other systems, such as individual galaxies,
could equally well be modelled with cell sizes of the order of about 1 Mpc. The
only requirement we have is that the system must satisfy the requirements of the
post-Newtonian formalism. Specifically, this means that v  c and p ρ, so that
the bulk of the interior of each cell is described by Newtonian and post-Newtonian
gravitational physics.
The post-Newtonian formalism is expected to work well in the regime of non-
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linear density contrasts, and so should be expected to be adequate for modelling
most aspects of the gravitational fields of galaxies and clusters of galaxies. This
formalism is, however, limited to scales much smaller than the cosmological horizon.
We therefore require each of our cells to be much smaller than the Hubble radius,
H−10 . A violation of this requirement would result in matter at the boundary of a
cell moving at close to the speed of light. Apart from this limitation on the cell size,
we don’t need to impose a specific cell size from the outset. We also assume each
cell is filled with normal matter, so that pressures are small with respect to energy
densities.
We note that the post-Newtonian framework cannot, and should not, be used to
describe multiple cells simultaneously. However, due to the periodicity of our lattice
structure, we only need to know the space-time geometry of any one cell, and its
boundary conditions with neighbouring cells. As we will show below, this information
is sufficient to tell us how we should expect the entire Universe to evolve.
Let us now turn to a more detailed consideration of the conditions required in
order to join two cells together at a boundary. First and foremost, the cells must
satisfy certain smoothness requirements across their respective boundaries, known as
the Israel junction conditions, if their union is to be a solution to Einstein’s equations.
These conditions, in the absence of surface layers, are given by [123, 124]
[γij] = 0 (3.7)
[Kij] = 0 , (3.8)
where [ϕ] = ϕ(+) − ϕ(−) denotes the jump across the boundary for any quantity ϕ,
and the i and j indices denote tensor components on the boundary. The (+) and
(−) superscripts here show that a quantity is to be evaluated on either side of the
boundary (i.e. on the sides labelled by + or −, respectively).
In these equations, γij is the induced metric on the boundary, and Kij is the
extrinsic curvature of the boundary, defined by
γij ≡ ∂x
a
∂ξi
∂xb
∂ξj
gab (3.9)
and
Kij ≡ ∂x
a
∂ξi
∂xb
∂ξj
na;b , (3.10)
where ξi denotes the coordinates on the boundary, and na is the space-like unit vector
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Figure 3.1.: Two adjacent cubic cells, with example matter content, consisting of
filaments and voids. The second cell is the mirror image of the first.
This figure was produced using an image from [85].
normal to the boundary.
In our construction we choose to consider reflection symmetric boundaries. The
Israel junction conditions can then be simplified. The situation we wish to consider
is illustrated in Figure 3.2, for two cubic cells. We use xa and xa˜ to denote the
coordinates used within the first and second cells, respectively. Reflection symmetry
means that (3.7) is automatically satisfied. The second junction condition, given by
(3.8), can be written as
∂xa
∂ξi
∂xb
∂ξj
n
(+)
a;b =
∂xa˜
∂ξi
∂xb˜
∂ξj
n
(−)
a˜;b˜
, (3.11)
where n
(+)
a and n
(−)
a˜ are outward and inward pointing normals, in the first and second
cells, respectively. They are shown in Figure 3.2. Now, mirror symmetry implies
that n
(−)
a˜ = −n(+)a . Symmetry therefore demands that
∂xa
∂ξi
∂xb
∂ξj
n
(+)
a;b = −
∂xa˜
∂ξi
∂xb˜
∂ξj
n
(+)
a˜;b˜
. (3.12)
This implies that Kij = −Kij, or, in other words, that the extrinsic curvature must
vanish on the boundary of every cell, i.e.
Kij = 0 . (3.13)
This equation must be satisfied on each and every boundary in our lattice. For a
covariant derivation of (3.13), the reader is referred to Appendix A.1.
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x
y
z
Figure 3.2.: A schematic diagram showing the normal vectors involved in the junction
conditions, n
(+)
a and n
(−)
a˜ . The vector −n(+)a is shown as a dashed arrow,
and is the mirror image of n
(−)
a˜ .
Lattice
Structure
Lattice
Curvature
Cell
Shape
Cells per
Lattice
{333} + Tetrahedron 5
{433} + Cube 8
{334} + Tetrahedron 16
{343} + Octahedron 24
{533} + Dodecahedron 120
{335} + Tetrahedron 600
{434} 0 Cube ∞
{435} - Cube ∞
{534} - Dodecahedron ∞
{535} - Dodecahedron ∞
{353} - Icosahedron ∞
Table 3.1.: A summary of all regular lattice structures that can exist on 3-surfaces of
constant curvature. Hyper-spherical lattices are denoted by +, flat lattices
by 0, and hyperbolic lattices by −. The lattice structure is given by the
Schla¨fli symbols, {pqr}, which are explained in the text. The shape of the
cells, and the number of cells in the lattice are also given. For further
details of these structures see [84].
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The equation (3.13) is valid for any cell shape, as long as the boundaries are
reflection symmetric. In general, however, there are only a finite number of ways
that spaces of constant curvature can be tiled with regular convex polyhedra. These
are listed in Table 3.1, where we have also included the Schla¨fli symbols that allow
the structure of the lattice to be inferred, and the number of cells in each of the
different structures. A Schla¨fli symbol {pqr} corresponds to a lattice with p edges to
every cell face, q cell faces meeting at every vertex of every cell, and r cells meeting
around every cell edge. One may note that regular lattices on hyper-spherical spaces
have a maximum of 600 cells, while those on flat and hyperbolic lattices always have
an infinite number of cells.
In what follows we will often require knowledge of the total surface area of a cell,
A. For each of the five different polyhedra in Table 3.1 we can write A = ακX
2,
where X is the distance from the centre of a cell to the centre of a cell face, and
where κ denotes the number of faces per cell (e.g. a cube has κ = 6 faces). The
values of ακ can be found in Table 3.2. For the purposes of creating the diagram
in Figure 3.2, we chose to consider cube-shaped cells. In what follows we will also
often consider this particular case. One of the advantages of tessellating the Universe
into cubic cells is that tilings of this type exist for open, closed and flat universes.
Another advantage is that Cartesian coordinates can be used, and aligned with the
symmetries of the cells.
Let us now finish this section by briefly considering the motion of a boundary at
x = X(t, y, z), where the x-direction has been chosen to be orthogonal to the centre
of a cell face (as in Figure 3.2). The 4-velocity of this boundary is then given by the
following expression
Ua ≡ dx
a
dτ
=
dt
dτ
(
1;
dX
dt
, 0, 0
)
, (3.14)
where xa are the coordinates of points on the boundary, where τ is the proper time
measured along a time-like curve in the boundary, and where we have chosen the
integral curves of Ua to stay at fixed y and z coordinates. This vector is orthogonal
to the space-like normal to the cell face, such that Uana = 0.
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Cell
Shape
Faces per
Cell, κ
Surface Area
Coefficients, ακ
Tetrahedron 4 24
√
3
Cube 6 24
Octahedron 8 12
√
3
Dodecahedron 12 120
√
25+10
√
5
25+11
√
5
Icosahedron 20 120
√
3
7+3
√
5
Table 3.2.: The five possible different cell shapes, together with the number of faces
per cell, and the numerical coefficients for the surface area, ακ ≡ A/X2.
We can now define two types of derivatives along the boundary, in time-like and
space-like directions, respectively. These are given to lowest order by
∂U ≡ Ua∂a ≡ ∂t +X,t∂x
|A ≡ ma∂a ≡ ∂A +X,A∂x , (3.15)
where ma is a space-like vector in the cell face, which satisfies mana = 0. These
expressions allow us to write the lowest-order parts of nt and nA as
nt = −nxX,t
nA = −nxX,A . (3.16)
We know that X,t ∼  and nx ∼ 1, which means that the leading-order part of nt ∼ .
This information will be used below.
3.4. Comparison with other Approaches
Before solving for the geometry and cosmological expansion in the post-Newtonian
cosmological models described above, we can be compare them to other approaches
to inhomogeneous cosmological modelling. The post-Newtonian cosmological model
we have built is a bottom-up approach to cosmology. In comparison to top-down
approaches, post-Newtonian cosmological models do not contain any global assump-
tions at the level of the metric, but do assume that the matter distribution can be
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modelled as periodic (and hence statistically homogeneous). The post-Newtonian
method has the advantage of extra versatility, when compared to other approaches.
As well as the dichotomy between top-down and bottom-up approaches, we
could also classify inhomogeneous cosmological models according to whether or not
inhomogeneities are ‘screened’ (in the sense that what happens in a given region
of a model depends only on its immediate neighbourhood, or if it is affected by
all matter that exists in the Universe). By construction, Swiss cheese models and
Lindquist-Wheeler lattices belong to the first category, as within a Swiss cheese hole
or a Lindquist-Wheeler cell space-time is entirely determined by the closest mass.
By contrast, most other approaches result in individual inhomogeneities affecting
all of the rest of space-time i.e. ‘not screened’. The comparison of these approaches
to inhomogeneous cosmology are summarised in Table 3.3. The reader may note
that post-Newtonian cosmology combines the advantages of being background-free
(bottom-up), as well as being realistic (not screened) and versatile.
Top-Down Bottom-Up
Screened Swiss cheese models Lindquist-Wheeler lattice
Not Screened perturbation theory Bruneton-Larena & black hole lattices
exact solutions post-Newtonian cosmology
Table 3.3.: Classification of various approaches to inhomogeneous cosmological mod-
elling. Top-down versus bottom-up refers to whether an FLRW back-
ground is assumed or not. Screening refers to whether inhomogeneities
can affect the entire space-time, or only their own locale.
3.5. Governing Equations
In this section we will present the equations that govern the dynamics of each cell,
and its matter content. We will first use Einstein’s field equations (2.19) to relate
the space-time metric (given in (2.20)) to the energy-momentum content of the cell
(given in (2.21)). After this, we will evaluate the extrinsic curvature of the cell
boundaries, using the same geometry. The extrinsic curvature will be required to
vanish, in order to satisfy the reflection symmetric boundary conditions, and will
provide us with the information required to study the evolution of the boundary.
3.5: Governing Equations 72
3.5.1. Einstein’s Field Equations
To begin this study, we need to evaluate the Ricci tensor for the perturbed Minkowski
space given in (2.20). Recall that the leading-order contributions to the metric
perturbations are at htt ∼ hµν ∼ 2, and htµ ∼ 3. The leading-order components of
the Ricci tensor are then given by
R
(2)
tt = −
∇2h(2)tt
2
, (3.17)
R(2)µν =
1
2
[h(2)µα,να + h
(2)
να,µα − h(2)µν,αα − h(2)αα,µν + h(2)tt,µν ] , (3.18)
and
R
(3)
tµ = −
1
2
[−h(2)µν,tν + h(2)νν,tµ + h(3)tµ,νν − h(3)tν,νµ] . (3.19)
Here we have used the short-hand notation ∇2 = ∂µ∂µ, |∇h(2)tt |2 = h(2)tt,αh(2)tt,α and
repeated spatial indices indicate a summation over the spatial components. As before,
we have chosen units such that spatial derivatives do not add an order of smallness,
and have used super-scripts in brackets to denote the order of a quantity.
The only higher-order part of the Ricci tensor that we require will be the O(4)
part of the tt-component, which is given by
R
(4)
tt =
1
2
[
2h
(3)
tν,νt −
1
2
|∇h(2)tt |2 −∇2h(4)tt − h(2)µµ,tt (3.20)
+ h
(2)
tt,ν(h
(2)
να,α −
1
2
h(2)αα,ν) +
1
2
h(2)ναh
(2)
tt,να
]
.
No other components of the Ricci tensor will be required at this order.
To proceed further we now need to make a gauge choice, in order to eliminate
superfluous degrees of freedom. For this we use the standard post-Newtonian gauge,
which is given by [214]
1
2
h
(2)
tt,µ + h
(2)
µν,ν −
1
2
h(2)νν,µ = 0 , (3.21)
and
h
(3)
νt,ν −
1
2
h
(2)
νν,t = 0 . (3.22)
Note that this is not the same as the harmonic gauge.
The perturbed metric, (2.20), and the definition of the 4-velocity can now be used
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to write the 4-velocity as
ua =
(
1 +
h
(2)
tt
2
+
v2
2
)
(1; vµ) +O(4) , (3.23)
where v2 = vµvµ. We can use this equation to give us the components of Tab, up
to post-Newtonian levels of accuracy. We note that in order to evaluate the field
equations at O(2) we only need to know Ttt = −T = ρ. Using equations (3.17) and
(3.18), and the gauge conditions (3.21) and (3.22), the field equations (2.19) then
give us
∇2h(2)tt = −8piGρ+O(4) , (3.24)
∇2h(2)µν = −8piGρδµν +O(4) . (3.25)
Using the potential defined in (2.30), we then find
h
(2)
tt = 2UM , (3.26)
and
h(2)µν = 2UMδµν . (3.27)
The reader may note that here we do not assume that UM has an asymptotically flat
solution as in standard post-Newtonian gravity. In general UM will take the form of
(3.5).
These solutions, together with our gauge conditions (3.21) and (3.22), allow us to
simplify (3.19), to get
R
(3)
tµ = −
1
2
[
h
(3)
tµ,νν + UM,tµ
]
. (3.28)
The field equations (2.19) then give
h
(3)
tµ,νν + UM,tµ = 16piGρvµ , (3.29)
which has the solution
h
(3)
tµ = −4Vµ +
1
2
χ,tµ , (3.30)
where we have again made use of the potentials defined in (2.31). Equations (3.26),
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(3.27) and (3.30) give the leading-order contributions to all of the components of the
perturbed metric.
To go further, we now need to evaluate h
(4)
tt . This will be done using (3.20), our
gauge conditions (3.21) and (3.22), and the lowest-order solutions found above. The
relevant part of the Ricci tensor then simplifies to
R
(4)
tt =
1
2
[
− 4|∇UM |2 −∇2h(4)tt + 4UM∇2UM
]
, (3.31)
which, using the identity |∇UM |2 = 12∇2U2M − UM∇2UM , can be written as
R
(4)
tt = −
1
2
[
∇2(2U2M)− 8UM∇2UM +∇2h(4)tt
]
. (3.32)
Similarly, we can write the tt-component of the right-hand side of (2.19) as
Ttt − 1
2
Tgtt = ρ
(
v2 − UM + 1
2
Π +
3
2
p
ρ
)
+O(6) . (3.33)
Equating equations (3.32) and (3.33), and using the field equations (2.19), we then
find that
h
(4)
tt = −2U2M + 4Φ1 + 4Φ2 + 2Φ3 + 6Φ4 . (3.34)
Once more, this solution has been written in terms of the potentials defined in (2.31).
Equations (3.26), (3.27), (3.30) and (3.34) give all of the components of the metric
that we will require.
3.5.2. Extrinsic Curvature Equations
Let us now calculate the extrinsic curvature of the boundary. To do this we require
the covariant derivative of the normal, na;b. As stated earlier, the leading order parts
of nt and nµ are O() and O(1), respectively. The components of na;b can then be
seen to be given, up to the required order, by
nt;t = nt,t +
h
(2)
tt,µnµ
2
(3.35)
− nµ
[
h
(2)
µν h
(2)
tt,ν
2
− h
(4)
tt,µ
2
+ h
(3)
tµ,t
]
+
h
(2)
tt,tnt
2
+O(6) ,
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and
nt;µ = nt,µ (3.36)
+
h
(2)
tt,µnt
2
− nν
2
[
h
(2)
µν,t − h(3)tµ,ν + h(3)tν,µ
]
+O(5) ,
and
nµ;ν = nµ,ν (3.37)
− 1
2
nα(−h(2)µν,α + h(2)αµ,ν + h(2)αν,µ) +O(4) .
New lines have been used, in each of these equations, to separate terms of different
orders.
The extrinsic curvature of the cell boundaries can now be calculated using (3.10).
The tt-component of this equation is given, to lowest order, by
K
(2)
tt = −nxX,tt +
h
(2)
tt,µnµ
2
, (3.38)
where we have used nt = −nxX,t. At next-to-leading-order have
K
(4)
tt =
X2,t
2
nα(h
(2)
xx,α − 2h(2)αx,x) +
h
(2)
tt,µn
(2)
µ
2
− n(2)x X,tt − nµ
[
h
(2)
µν h
(2)
tt,ν
2
− h
(4)
tt,µ
2
+ h
(3)
tµ,t
]
− 2X,t
[
h
(2)
tt,xnxX,t
2
+
nν
2
(h
(2)
xν,t − h(3)tx,ν + h(3)tν,x)
]
− h
(2)
tt,tX,t
2
.
(3.39)
These equations can be simplified even further by making use of the result nA =
−nxX,A.
Similarly, the leading-order parts of tA and AB-components of the extrinsic
curvature tensor are given by
K
(1)
tA = −X,At , (3.40)
and
K
(0)
AB = −X,AB . (3.41)
These two equations, together with the result Kij = 0, imply that X,A is independent
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of t, y and z at lowest order. This implies that X,A also vanishes at lowest order, as
X,A is forced by symmetry to vanish at the centre of every cell face.
This information allows us to write simplified versions of the next-to-leading-order
parts of the tA and AB-components of the extrinsic curvature tensor as
K
(3)
tA = −X(2),At +
1
2
[
h
(3)
tA,x − h(3)tx,A
]
− h
(2)
tt,AX,t
2
, (3.42)
and
K
(2)
AB = −X(2),AB +
1
2
nαhAB,α . (3.43)
This is all the information we require about the extrinsic curvature of the boundaries
in our lattices.
Using (3.13), we can finally obtain from equations (3.38) - (3.43) the conditions
X,tt =
[
UM,x − 2UMUM,x +
h
(4)
tt,x
2
− h(3)tx,t (3.44)
− 3UM,xX2,t − 3UM,tX,t −X(2),A UM,A
]∣∣∣∣
x=X
+O(6) ,
and
X,tA =
1
2
[
h
(3)
tA,x − h(3)tx,A − 4UM,AX,t
]∣∣∣∣
x=X
+O(5) , (3.45)
and
X,AB = δABUM,x
∣∣∣
x=X
+O(4) , (3.46)
where we have made explicit the requirement that each equation is to be evaluated
on the boundary, at x = X. The equation (3.44) is similar to the geodesic equation,
as shown in Appendix A.2.
3.6. Cosmological Expansion
We now have enough information to find the equations for the acceleration of the
boundary of each cell, up to post-Newtonian accuracy. These will be the analogue
of the Friedmann equations, of homogeneous and isotropic cosmological models. In
this section, we begin by reproducing the lowest order Friedmann-like equations at
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Newtonian order. We then proceed to obtain the post-Newtonian contributions to
the same equations.
3.6.1. Newtonian Order
We can begin by defining the gravitational mass within each cell as
M ≡
∫
Ω
ρ dV (0) , (3.47)
where dV (0) is the spatial volume element at zeroth order, and Ω is now the spatial
volume of the interior of a cell. We can apply Gauss’ theorem to this equation, so
that
4piGM = −
∫
Ω
∇2UM dV (0) = −
∫
∂Ω
n · ∇UM dA(0) , (3.48)
where n = nα is the spatial normal to a cell face, and dA
(0) is the area element of
the boundary of the cell, ∂Ω.
By noting that the cell face is flat to lowest order (i.e. that X,A = O(
2)), we can
see that it is possible to write X = X(t). Together with the lowest-order part of
(3.44), this implies that n · ∇UM is constant on the boundary. We therefore have
4piGM = −An · ∇UM , (3.49)
where A is the total surface area of a cell. For a cell that is a regular polyhedron, we
can take the surface area to be A = ακX
2, where X is the coordinate distance from
the centre of the cell to the centre of the cell face, where κ is the number of faces of
the cell, and where ακ are the numerical coefficients that are given in Table 3.2.
The lowest-order part of (3.44), along with (3.49), then gives us
X,tt = (n · ∇UM)|x=X = −4piGM
A
= −4piGM
ακX2
. (3.50)
We can solve this equation by multiplying both sides by X,t. This gives
1
2
((X,t)
2),t = −4piGMX,t
ακX2
, (3.51)
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which can be integrated to find
X,t = ±
√
8piGM
ακX
− C , (3.52)
where C = C(y, z) is an integration constant in t. However, if this equation is to
satisfy X,tA = O(
3), we see that C must also be a constant in y and z. The equation
(3.52) is similar in form to the Friedmann equation, with X behaving like the scale
factor, and the constant C behaving like the Gaussian curvature of homogeneous
spatial sections.
From now on, we will take the positive branch in (3.52), which corresponds to an
expanding universe. The solution to this equation depends on the sign of C. For
C = 0 we have
X =
(
3
2
)2/3(√
8piGM
ακ
t− t0
)2/3
+O(2) , (3.53)
where t0 is a constant, which can be absorbed into t by a coordinate re-definition.
For C 6= 0, we can obtain parametric solutions. For C > 0 we have
X =
8piGM
ακ|C| sin
2
(
η
2
)
,
t− t0 = 4piGM
ακ|C|3/2 (η − sin η) , (3.54)
where η =
∫
dt/X is the analogue of conformal time. Similarly, for C < 0, we get
X =
8piGM
ακC
sinh2
(
η
2
)
,
t− t0 = 4piGM
ακC3/2
(sinh η − η) . (3.55)
These solutions represent parabolic, closed, and hyperbolic spaces, respectively. At
this order, they expand in the same way as a dust-dominated homogeneous-and-
isotropic geometry with the same total gravitational mass.
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3.6.2. Post-Newtonian Order
To find the post-Newtonian contributions to the acceleration of the boundary of each
cell it will be useful to replace all of the terms in (3.44) by more physically relevant
quantities. The first step in doing this will be to include all orders in the calculation
of Gauss’ theorem, up to O(4). We can begin by expanding the normal derivative of
the potential on the boundary to post-Newtonian order, so that
1
2
∫
S
n · ∇htt dA =κ
∫
S
(
UM,x + n
x(2)UM,x + n
A(2)UM,A +
h
(4)
tt,x
2
)
dS(0)
+ κ
∫
S
UM,xdS
(2) +O(6) , (3.56)
where dS is the area element of one face of the cell, where κ is the number of faces of
the cell, where S is the area of one face of the cell, where A = κS is the total surface
area of the cell, and where dS(2) is the O(2) part of the area element.
We can then apply Gauss’ theorem, making sure we use covariant derivatives, in
order to ensure we include all post-Newtonian terms. This gives
1
2
∫
S
n · ∇htt dA = 1
2
∫
Ω
g(3)
µν
htt;µν dV
=
∫
Ω
(
1
2
∇2htt − 2UM∇2UM + |∇UM |2
)
dV +O(6) . (3.57)
Note that here htt is being used to denote both h
(2)
tt and h
(4)
tt . Expanding, and using
the lower-order parts of the field equations, allows us to write the first and last terms
on the right-hand side of (3.57) as
1
2
∫
S
∇2htt dV = −4piG
∫
Ω
ρ dV (0) − 4piG
∫
Ω
ρ dV (2)
+
1
2
∫
Ω
∇2h(4)tt dV (0) +O(6) , (3.58)
and ∫
Ω
|∇UM |2 dV =
∫
Ω
(
4piGUMρ+
1
2
∇2U2M
)
dV (0)
= 4piG〈ρUM〉+ κ
∫
S
UMUM,x dS
(0) , (3.59)
where dV (2) is the O(2) correction to the volume element, and where we have
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introduced the new notation
〈ϕ〉 =
∫
Ω
ϕ dV , (3.60)
where ϕ is some scalar function on the space-time.
To find the area and volume elements up to O(2) we need the induced 2-metric
on the boundary, g
[2]
AB, and the spatial 3-metric, g
[3]
µν , both up to O(2). These are
given by
g
[2]
AB ≡ g[3]AB − nAnB
= (1 + 2UM)δAB +O(
4) , (3.61)
and
g[3]µν = (1 + 2UM)δµν +O(
4) . (3.62)
The determinants of these two quantities, up to the required accuracy, are given by
det(g
[2]
AB) = 1 + 4UM +O(
4) , (3.63)
and
det(g[3]µν) = 1 + 6UM +O(
4) . (3.64)
By taking the square root of these determinants, and Taylor expanding them, we
obtain the higher-order area and volume elements in terms of their lower-order
counterparts:
dS(2) = 2UM dS
(0) , (3.65)
dV (2) = 3UM dV
(0) . (3.66)
We can now evaluate the higher-order corrections to the normal.
As X,A vanishes at lowest order, n
A(2) is given by
nA
(2)
= −X(2),A . (3.67)
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We can also use the normalisation of the space-like normal, nαn
α = 1, to obtain
nx(2) = −UM . (3.68)
Using equations (3.56)–(3.68) we can now write
κ
∫
S
(
UM,x +
h
(4)
tt,x
2
)
dS =− 4piGM + 1
2
∫
Ω
∇2h(4)tt dV (0) + 2κ
∫
S
UMUM,x dS
(0)
+ κ
∫
S
X
(2)
,A UM,A dS
(0) . (3.69)
To understand this equation further, we note that the second term on the right-hand
side can be written as
1
2
∫
Ω
∇2h(4)tt dV (0) =
∫
Ω
(−∇2U2M + 2∇2Φ1 + 2∇2Φ2 +∇2Φ3 + 3∇2Φ4) dV (0)
=−
∫
S
n · ∇U2M dA(0) +
∫
Ω
(2∇2Φ1 + 2∇2Φ2 +∇2Φ3 + 3∇2Φ4) dV (0)
=− 2κ
∫
S
UMUM,x dS
(0)
+
∫
Ω
(2∇2Φ1 + 2∇2Φ2 +∇2Φ3 + 3∇2Φ4) dV (0) , (3.70)
where we have now used (3.34) and Gauss’ theorem. Using equations (3.60) and
(3.70), we can now re-write (3.69) as
κ
∫
S
[
UM,x +
h
(4)
tt,x
2
−X(2),A UM,A
]
dS =− 4piGM − 8piG〈ρv2〉 − 8piG〈ρUM〉
− 4piG〈ρΠ〉 − 12piG〈p〉 . (3.71)
To proceed further, let us now determine the functional form of X up to O(2).
Using the lowest order parts of equations (3.44) and (3.46), this is given by
X = ζ(t) +
1
2
(y2 + z2)n · ∇UM +O(4) , (3.72)
where ζ(t) is some function of time only. Taking time derivatives, and substituting
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from (3.44), then gives
ζ,tt =X,tt − 1
2
(y2 + z2)(n · ∇UM),UU +O(6)
=UM,x − 2UMUM,x +
h
(4)
tt,x
2
− h(3)tx,t − 3UM,xX2,t − 3UM,tX,t
−X(2),A UM,A −
1
2
(y2 + z2)(n · ∇UM),UU +O(6) , (3.73)
where all terms in this equation should be taken as being evaluated on the boundary.
Many of the terms in this equation can be simplified using the lower-order solutions.
For example, using equations (3.50) and (3.52), and taking time derivatives, gives
(n · ∇UM),UU = −224pi
2G2M2
α2κX
5
+
24piGMC
ακX4
. (3.74)
We are now in a position to express the equation of motion in terms of variables
that can be easily associated with the matter fields in the space-time. Recall that
the total surface area of the cell at lowest order is given by A = κS = ακ(X
(0))2,
where X(0) is the zeroth-order part of X, which we solved for earlier. As (3.73) is a
function of t only, we can integrate over the area on a cell face to obtain
Aζ,tt =− 4piGM + κS
ακX2
(
96pi2G2M2
ακX
− 12piGMC
)
+ κ
∫
S
(
8piGMUM
ακX2
− htx,t − 3UM,tX,t
)
dS
− 8piG〈ρv2〉 − 8piG〈ρUM〉 − 4piG〈ρΠ〉 − 12piG〈p〉
+ κ
(
112pi2G2M2
α2κX
5
− 12piGMC
ακX4
)∫
S
(y2 + z2) dS +O(6) , (3.75)
where we have used equations (3.71) and (3.74), and substituted in for lower-order
solutions.
We can make use of our gauge condition, htν,ν =
1
2
hνν,t = 3UM,t, and Gauss’
theorem, to replace one of the terms in this equation in the following way:
κ
∫
S
nαhtα,t dS = 3
∫
Ω
UM,tt dV . (3.76)
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Using equation (3.76), we can write (3.75) as
Aζ,tt =− 4piGM + κS
ακ(X(0))2
(
96pi2G2M2
ακX(0)
− 12piGMC
)
+ κ
∫
S
(
8piGMUM
ακ(X(0))2
− 3UM,tX(0),t
)
dS − 3
∫
Ω
UM,tt dV
− 8piG〈ρv2〉 − 8piG〈ρUM〉 − 4piG〈ρΠ〉 − 12piG〈p〉
+ κ
(
112pi2G2M2
α2κ(X
(0))5
− 12piGMC
ακ(X(0))4
)∫
S
(y2 + z2) dS +O(6) . (3.77)
Then we must find the O(2) correction to the surface area. This is to ensure that we
include all O(4) corrections to the equation of motion. To find the O(2) correction
to the surface area, we must take into account that the edges of the boundaries are
curved at O(2) and the background is also curved at O(2). Then the surface area
is given by
A = κS = κ
∫
S
(1 + 2UM) dS
(0) +O(4) (3.78)
In general, this is dependent on the cell shape. Therefore, the equation of motion of
the boundaries can be written in its final form as
X,tt =− 4piGM
A
− 12piGMC
ακ(X(0))2
− 4piG
ακ(X(0))2
[
2〈ρv2〉+ 2〈ρUM〉+ 〈ρΠ〉+ 3〈p〉
]
+
κ
ακ(X(0))2
∫
S
(
8piGMUM
ακ(X(0))2
− 3UM,tX(0),t
)
dS − 3
ακ(X(0))2
∫
Ω
UM,tt dV
+
(
112pi2G2M2
α2κ(X
(0))5
− 12piGMC
ακ(X(0))4
)[
κ
ακ(X(0))2
∫
S
(y2 + z2) dS − (y2 + z2)
]
+
1
ακ(X(0))3
[
96pi2G2M2
ακ
]
+O(6) . (3.79)
This gives us the post-Newtonian correction to the acceleration of the boundary, and
hence the post-Newtonian correction to the accelerated expansion of the Universe.
This equation is the main result of this section.
The first term in (3.79) is the standard Friedmann-like term for a dust-like source.
The second term is a higher-order correction due to the presence of the spatial
curvature-like term. The third term in the first line contains all post-Newtonian
corrections to the matter sector. In the second line, the terms integrated over the
area and volume are dependent on the potential, UM , and the rate of change of the
potential. In the third line of this equation, the post-Newtonian contributions depend
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on the cell shape that is being considered. Finally, in the last line, the terms that
go as X−3 behave like radiation terms, when compared to the standard Friedmann
equation. However, we remind the reader that these terms are purely a result of
geometry, and the non-linearity of Einstein’s equations.
3.7. Post-Newtonian Cosmological Solutions
In this section we will present solutions to (3.79). We start by specialising this
equation to lattices constructed from cubic cells. In this case we have ακ = 24, and
κ = 6. The total surface area is given by
A = 24ζ2 − 16piGMX
3
+ 12
∫
S
UM dS
(0) +O(4) (3.80)
where ζ is the time-dependent part of X. The lowest-order part of the limits of
integration in both the y and z-directions are also given simply by −X(0) and X(0).
The equation of motion, given in (3.79), then simplifies to
X,tt =− piG
6ζ2
[
M + 5MC + 2〈ρv2〉+ 2〈ρUM〉+ 〈ρΠ〉+ 3〈p〉
]
+
1
8(X(0))2
[ ∫
S
(
4UMpiGM
3(X(0))2
− 6UM,tX(0),t
)
dS −
∫
Ω
UM,tt dV
]
+
1
(X(0))3
[
7pi2G2M2
27
]
−
(
7pi2G2M2
36(X(0))5
− piGMC
2(X(0))4
)
(y2 + z2) +O(6) . (3.81)
The last term in this equation is a function of its position on the boundary, and
vanishes at the centre of a cell face.
We can solve (3.81) if we know the functional form of the potential, UM , and its time
dependence, as well as that of the post-Newtonian corrections to the matter sector.
However, we do not need to know the functional form of all the post-Newtonian
corrections, as we can replace one of the higher-order terms with the conserved
post-Newtonian mass. This is given by
MPN =
∫
V
ρ
(
1
2
v2 + 3UM
)
dV =
1
2
〈ρv2〉+ 3〈ρUM〉 . (3.82)
The proof that this object is conserved can be found in Appendix A.3.
We can now find the general functional form of the potential UM for our model,
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using the Green’s function formalism. We will do this below for the case of cubic
cells. Similar analyses can also be performed for the other platonic solids. This
result can then be used to evaluate the acceleration of the boundary. After this, we
proceed to study the special case of point sources, where the form of the potential UM
can be found somewhat more straightforwardly, and where the first post-Newtonian
correction to the acceleration of the boundary can be determined explicitly.
3.7.1. The General Solution: An Application of the Green’s
Function Formalism
In this section we will use the explanation of Green’s functions from section 3.2, and
in particular (3.5). To give a concrete example of how this works, let us now consider
a lattice of cubes arranged on R3. In Figure 3.3 we show a 2-D representation of
such a 3-D lattice. As before, we assume reflection symmetry about every boundary,
which imposes a periodicity on our structure. For cubic cells of edge length L = 2X,
the periodicity of the the lattice will be 2L. That is, if we move a distance of 2L in
any direction in our lattice, then two reflections will ensure we return to a point that
is identical to our starting position.
If we consider one example cell, then we can now use the method of images to
construct a Green’s function that is symmetric around each of its boundaries, and that
therefore satisfies the required boundary condition at each of its faces, n · ∇G|∂Ω = 0.
Due to the identical nature of every cell, such a Green’s function can then be re-used
for each of the cells. The way that this method will work is by introducing mirror
images of the points in our original cell. We therefore consider the point sources of
the Green’s function to be a set of Dirac delta functions, separated from infinitely
many identical point sources by pairwise distances of 2L. The structure that results
will be a superposition of several ‘Dirac combs’.
A Dirac comb can be expressed as a Fourier series in the following way:
∑
β∈Z3
δ(x− 2Lβ) =
∑
β∈Z3
1
8L3
epiiβ·
x
L , (3.83)
where β = (β1, β2, β3), and where β1, β2 and β3 are integers. To construct our
Green’s function, we must include the location of image points, in relation to the
location of points in the central cell. In Figure 3.3, in 2-D, we choose an arbitrary
point in the example cell, and use x(1) to represent its position with respect to the
centre of that cell. The mirror symmetry across the boundary of every cell results in
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Figure 3.3.: A 2-D representation of the vectors used to locate the position of
image points. In two dimensions we require only four unique vectors,
as compared to eight in 3-D. The four lattice vectors are given by
x′(1) = x′, x′(2) = x′ + Le1 − 2x′1e1, x′(3) = x′ + Le2 − 2x′2e2, and
x′(4) = −x′ + L(e1 + e2).
8 image points in the 8 surrounding cells. However, we only require 4 unique vectors
to describe the positions of the initial point source and its images. These 4 vectors
are shown in Figure 3.3. The other points can be added by considering Dirac combs,
with periodicity 2L, that contain these initial 4 points.
In 3-D we can do something similar, but we require 8 unique vectors to describe
the position of the initial point and its images. The source for the Green’s function is
then the sum of the Dirac combs that contain all 8 of the image points described by
these 8 position vectors, plus an additive time dependent constant. Using equations
(3.2) and (3.83), the source function is thus given by
∇2G = −
8∑
j=1
∑
β∈Z3
1
8L3
epiiβ·
(x−x′(j))
L +
1
L3
(3.84)
= −
8∑
j=1
∑
β∈Z3∗
1
8L3
epiiβ·
(x−x′(j))
L , (3.85)
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where Z3∗ does not include the null triplet β = (0, 0, 0), and where the x′(j) are given
by
x′(1) = x′ ,
x′(2) = x′ + Le1 − 2x′1e1 ,
x′(3) = x′ + Le2 − 2x′2e2 ,
x′(4) = −x′ + L(e1 + e2) + 2x′3e3 ,
x′(5) = x′ + Le3 − 2x′3e3 ,
x′(6) = −x′ + L(e1 + e3) + 2x′2e2 ,
x′(7) = −x′ + L(e2 + e3) + 2x′1e1 ,
x′(8) = −x′ + L(e1 + e2 + e3) , (3.86)
where x′1 = x
′ · e1, x′2 = x′ · e2 and x′3 = x′ · e3, and where e1, e2 and e3 are
orthogonal unit vectors.
The solution to (3.85) is then given by
G(x,x′, t) =
8∑
j=1
∑
β∈Z3∗
1
8pi2L|β|2 e
piiβ· (x−x′(j))
L . (3.87)
If we take, as an example equation, the Newton-Poisson equation (2.30), we can then
see from (3.5) that the Newtonian potential UM is given by
UM = U¯M + 4piG
∫
Ω
Gρ dV − piGM
6
∫
∂Ω
G
X2
dA , (3.88)
where we have used (3.50). This is the general solution for the potential. That is,
for any given energy density distribution we can simply evaluate the integral to find
the potential, as well as the rate of change of the potential. In (3.81), this, along
with the mass, velocity and pressure of the matter fields can be used to evaluate the
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acceleration of the boundary numerically, up to post-Newtonian accuracy. Hence,
this expression allows us to find the post-Newtonian correction to the expansion of
the Universe for general configurations of matter.
Of course, within the interior of each cell we can also solve for each of the post-
Newtonian potentials defined in section 2.1.9 using the same Green’s function, as
each of these potentials is defined as the solution to a Poisson equation. We therefore
have a complete solution, for the motion of the boundary of every cell, and for the
geometry interior to each cell.
3.7.2. A Special Case: Point Sources
In order to find an even more explicit solution, let us now consider the case of a single
point mass, located at the centre of each cell. In this case, the Poisson equation
simplifies to
∇2UM = −4piGMδ(x) , (3.89)
where M is the mass we defined in (3.47). We can again use the method of images to
solve for UM . In this case we want to place our image points such that UM satisfies
the inhomogeneous boundary condition given in (3.50). We therefore place an image
mass at the centre of each surrounding cell, so that image masses are separated by a
distance L from each other. We can then express the source of the potential, UM , as
a sum of Dirac delta functions that correspond to these masses. We then continue by
placing image masses at the centre of every cell that surrounds the cells that already
contain image masses (taking care not to place two masses in any one given cell).
We repeat this process N times, and then let N →∞.
This description may initially sound similar to the process used to find the Green’s
function, above. There is, however, a subtle difference. In order for there to be a
non-zero normal derivative of UM on the boundary, we need to take a sum whose
number of terms tends to infinity, rather than an array that is infinitely extended
from the outset. These two things are not equivalent, in this case.
The source of the potential can then be written as
∇2UM = −4piGM limN→∞
N∑
β=−N
δ(x− Lβ) , (3.90)
where L = 2X is again the edge length of the cubic cell, and where N is a positive
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integer. The solution to (3.90) is given by
UM = limN→∞
N∑
β=−N
GM
|x− Lβ| + f(t) , (3.91)
where f(t) is an arbitrary function of time.
We can use f(t) to regularize the value of UM at x = 0, such that it reduces to the
regular form for a Newtonian potential around a single point source. This can be
done by subtracting the contribution of all image points to the potential at x = 0:
UM = limN→∞
N∑
β=−N
GM
|x− Lβ| − limN→∞
N∑
β∗=−N
GM
|Lβ| , (3.92)
where β∗ indicates that the null triplet β = (0, 0, 0) is excluded from the sum. With
this choice, the value of UM near x = 0 does not change as the number of image
masses is increased. This can be considered as a boundary condition imposed at the
location of the mass. Note that this is different to the solution for UM that is used
in standard post-Newtonian gravity.
As L is the only time dependent quantity in (3.92), it can be seen that the rate of
change of UM is simply given by
UM,t = limN→∞
N∑
β=−N
GM(β · x− |β|2L)L,t
|x− Lβ|3 + limN→∞
N∑
β∗=−N
GML,t
|β|L2 . (3.93)
Likewise, the second time derivative of UM is given by
UM,tt = limN→∞
N∑
β=−N
GM(β · x− |β|2L)L,tt − |β|2GML,t2
|x− βL|3
+ lim
N→∞
N∑
β=−N
3GM(β · x− |β|2L)2L2,t
|x− βL|5
+ lim
N→∞
N∑
β∗=−N
GML,tt
|β|L2 − limN→∞
N∑
β∗=−N
2GML,t
2
|β|L3 . (3.94)
Now, in order to solve (3.81), we need to evaluate a few integrals. We need UM
and UM,t integrated over the boundary of a cell, and UM,tt integrated over the volume.
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These integrals are given explicitly below. Firstly,
∫ L/2
−L/2
UM |x=L/2 dydz =
∫ L/2
−L/2
[
lim
N→∞
N∑
β=−N
GM√
(L/2− β1L)2 + (y − β2L)2 + (z − β3L)2
− lim
N→∞
N∑
β∗=−N
GM
|β|L
]
dydz . (3.95)
This can be simplified by redefining coordinates such that y = Lyˆ, and z = Lzˆ. This
gives
∫ L/2
−L/2
UM |x=L/2 dydz =GML
∫ 1/2
−1/2
[
lim
N→∞
N∑
β=−N
1√
(1/2− β1)2 + (yˆ − β2)2 + (zˆ − β3)2
− lim
N→∞
N∑
β∗=−N
1
|β|
]
dyˆdzˆ
≡ GMDL , (3.96)
where the last line of this equation defines the quantity D. Secondly, UM,t integrated
over the boundary is given by
∫ L/2
−L/2
UM,t|x=L/2 dydz =
∫ L/2
−L/2
[
lim
N→∞
N∑
β=−N
GM(β1x+ β2y + β3z − |β|2L)L,t
[(x− β1L)2 + (y − β2L)2 + (z − β3L)2]3/2
+ lim
N→∞
N∑
β∗=−N
GML,t
|β|L2
]
dydz .
We can again simplify this integral by using yˆ and zˆ coordinates. This gives∫ L/2
−L/2
UM,t|x=L/2 dydz ≡ GMEL,t , (3.97)
where the definition of E is given by
E ≡
∫ 1/2
−1/2
[
lim
N→∞
N∑
β=−N
(β1(1/2) + β2yˆ + β3zˆ − |β|2)
[(1/2− β1)2 + (yˆ − β2)2 + (zˆ − β3)2]3/2
+ lim
N→∞
N∑
β∗=−N
1
|β|
]
dyˆdzˆ (3.98)
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Finally, the second time derivative of UM , integrated over the volume, is∫ L/2
−L/2
UM,tt dxdydz
=
∫ L/2
−L/2
[
lim
N→∞
N∑
β=−N
3GM(β1x+ β2y + β3z − |β|2L)2L2,t
|x− βL|5 − limN→∞
N∑
β=−N
|β|2GML,t2
|x− βL|3
+ lim
N→∞
N∑
β=−N
GM(β1x+ β2y + β3z − |β|2L)L,tt
|x− βL|3 + limN→∞
N∑
β∗=−N
GML,tt
|β|L2
− lim
N→∞
N∑
β∗=−N
2GML,t
2
|β|L3
]
dxdydz
=GML2,t
∫ 1/2
−1/2
[
lim
N→∞
N∑
β=−N
3(β1xˆ+ β2yˆ + β3zˆ − |β|2)2
|xˆ− β|5 − limN→∞
N∑
β=−N
|β|2
|xˆ− β|3
− lim
N→∞
N∑
β∗=−N
2
|β|
]
dxˆdyˆdzˆ
+GMLL,tt
∫ 1/2
−1/2
[
lim
N→∞
N∑
β=−N
(β1xˆ+ β2yˆ + β3zˆ − |β|2)
|xˆ− β|3 + limN→∞
N∑
β∗=−N
1
|β|
]
dxˆdyˆdzˆ
≡GML2,tF +GMLL,ttP , (3.99)
where F and P are defined by the last line.
For a single point source at the centre of a cell we take vα = p = Π = 〈ρUM〉 = 0.
Making use of equations (3.96), (3.97) and (3.99), as well as the lower-order solutions,
we then find that (3.81) reduces to
X,tt = −GM
6ζ2
[
pi + 5piC − 9EC − 3FC
]
+
piG2M2
6(X(0))3
[
2D +
P
2
− F − 3E + 14pi
9
]
−
(
7pi2G2M2
36(X(0))5
− piGMC
2(X(0))4
)
(y2 + z2) +O(6) . (3.100)
To solve this equation, we can evaluate it at the centre of the cell face, where y = 0
and z = 0. In this case,
ζ = X and it is convenient to recombine the terms involving X(0) and X(2), to find
X,tt = −GM
6X2
[
pi + 5piC − 9EC − 3FC
]
+
piG2M2
6X3
[
2D +
P
2
− F − 3E + 14pi
9
]
+O(6) .
≡ − N
X2
+
J
X3
+O(6) , (3.101)
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Figure 3.4.: The percentage difference from the asymptotic value of D,E, F and P ,
for various numbers of image points in the partial sum.
where the last line defines N and J .
As can be seen from Table 3.4, and the plots in Figure 3.4, the numerical constants
D,E, F and P are all of order unity, and converge rapidly as the number of image
masses becomes large. The two terms on the right-hand side of (3.101) look like dust
and radiation, respectively. However, J = 1.27piG2M2 is positive, so the radiation-like
term appears to have negative energy density, and hence contributes positively to
the acceleration of the boundary.
Integrating (3.101) gives the Friedmann-like equation
X2,t =
2N
X
− J
X2
− C +O(6) , (3.102)
where C is a constant. The solutions to (3.102) depend on the value of C. If C = 0
then
X =
N
2
η2 +
J
2N
,
t− t0 = J
2N
η +
N
6
η3 . (3.103)
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If 0 < C < N
2
J
then
X =
N
C
± 1
C
√
N2 − JC sin [√Cη] ,
t− t0 = N
C
η ∓ 1
C3/2
√
N2 − JC cos [√Cη] . (3.104)
In both of these equations η =
∫
dt/X is analogous to the conformal time parameter
used in Friedmann cosmology.
For C < 0, on the other hand, we obtain
±(t− t0) = N
(−C)3/2 ln
∣∣∣∣−N + CX +√−C√−CX2 + 2NX − J∣∣∣∣
+
√−CX2 + 2NX − J
(−C) , (3.105)
where we have written the inverted function t(X), for convenience. The arguments
under the square root must be positive for there to be real solutions, which is always
true if J > 0 and C < 0. For C > N2
J
there are no real solutions. In Figure 3.5 we
present the functional form of X(t) for three example values of C and J .
If we were to extrapolate these solutions beyond their reasonable regime of validity,
to very early times, then we would observe a bounce at the following minimum values
of X:
Xmin =
NC −
√
N2−JC
C
, if C 6= 0
J
2N
, if C = 0 .
(3.106)
This concludes our discussion of explicit solutions for X(t), in the presence of
point-like particles.
Constant Asymptotic Value
D 1.44 . . .
E 0.643 . . .
F −1.63 . . .
P 0.304 . . .
Table 3.4.: The asymptotic values of D, E, F and P , which are approached as the
number of image masses diverges to infinity.
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Figure 3.5.: Illustrations of the solutions of X(t) for different values of C and J . The
constant J will likely take much smaller values, for realistic configurations.
Its value is exaggerated here to illustrate the effect of the post-Newtonian
terms.
3.8. Relationship with FLRW models
So far, we have only calculated coordinate distances, in terms of coordinate time.
In this section we will transform these quantities into proper distances and proper
time. We will then perform a coordinate transformation that allows the space-time
within each cell to be written as perturbations on a homogeneous and isotropic
Robertson-Walker background. Finally, we will work out the expansion rates of our
cell edges in this new description. This will allow us the clearest possible comparison
with standard Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) cosmological models.
As an example, we will sometimes use the model described in section 3.7.2. Similar
analyses can be performed for other configurations, by adjusting the calculations
that follow.
3.8.1. The Proper Length of Cell Edges
For our example cubic cell, we choose to consider an edge defined by the intersection
of cell faces at x = X(t, y, z) and y = Y (t, x, z). The proper length of such a curve,
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in a hypersurface of constant t, is given by
L =
∫
edge
√
(1 + 2UM)(dx2 + dy2 + dz2) +O(
4) . (3.107)
Expanding this expression, and taking the locations of the relevant corners of the
cell to be at z = ±Zc, then gives
L =
∫ Zc
−Zc
(1 + UM) dz +O(
4) . (3.108)
Using equations (3.49) and (3.72), it can be seen that
Zc =
L
2
− piGM
6
+O(4) , (3.109)
where L is being used here to denote the coordinate distance between the centres of
two cell faces, on opposite sides of our cubic cell.
Using the solution derived in section 3.7.2, we can numerically evaluated the
integral in (3.108), between the limits specified in (3.109), to find
L ' L− 0.125GM . (3.110)
Using this result, the Friedmann-like equation (3.102) can then be written as
L2,t '
16N
L −
64.9G2M2
L2 − 4C , (3.111)
The functional form of this equation is obviously unaltered, with only a small
additional contribution to the radiation-like term.
Let us now write this equation in terms of proper time, τ , of an observer following
the boundary at the corner of the cell. In this case coordinate time can be related
to proper time using the normalisation of the 4-velocity tangent to the boundary,
UaUa = −1, so that
U t =
dt
dτ
= 1 + UM +
3
2
(X,t)
2 +O(4) , (3.112)
where all terms are to be evaluated at the corner of the cell, and where the observer
has been taken to be moving with velocity equal to ±X,t in each of the x, y and
z-directions. This equation can be re-written using the solution in section 3.7.2, to
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find
U t ' 1 + 3.61GML −
3C
2
, (3.113)
where we have used (3.110) to replace coordinate distances with proper length. In
terms of this proper time, (3.111) is given by(
dL
dτ
)2
' (16N − 54.0GMC)L −
4.41G2M2
L2 − 4C(1− 3C) . (3.114)
The functional form of this equation is again the same as (3.102), but now with
corrections to both the dust-like and spatial curvature-like terms, as well as the
radiation-like term.
3.8.2. Transformation to a Time-dependent Background
Up to this point we have treated the geometry within each cell as a perturbation to
Minkowski space. This is convenient, as it allows the apparatus constructed for the
study of post-Newtonian gravity in isolated systems to be applied with only minimal
modifications. When considering the case of a cosmological model, however, it is also
of use to be able to understand the form of the gravitational fields in the background
of a Robertson-Walker geometry. In this section we will show that the perturbed
Minkowski space description and the perturbed Robertson-Walker description are
isometric to each other, as long as we restrict our consideration to a single cell.
We will present coordinate transformations that make this isometry explicit. This
discussion follows, and extends, that presented in [69].
We begin by writing the unperturbed line-element for a Robertson-Walker geometry
as
ds2 = −dtˆ2 + a(tˆ)2 (dxˆ
2 + dyˆ2 + dzˆ2)
[1 + k
4
(xˆ2 + yˆ2 + zˆ2)]2
, (3.115)
where a(tˆ) and k are the scale factor and curvature of hypersurfaces of constant
tˆ, respectively. From the Friedmann equations we know that k ∼ (a,tˆ)2 ∼ a,tˆtˆ. As
a ∼ 1, this means that we must immediately require that k ∼ 2, which means that
k can be treated as a (homogeneous) perturbation to a spatially-flat background.
With this information, we can write the line-element of a perturbed Robertson-
3.8: Relationship with FLRW models 97
Walker geometry as
ds2 '− (1− hˆ(2)
tˆtˆ
− hˆ(4)
tˆtˆ
)dtˆ2 + 2a(tˆ)hˆ
(3)
tˆµˆ
dxµˆdtˆ
+ a(tˆ)2
(
δµˆνˆ + hˆ
(2)
µˆνˆ −
k
2
δµˆνˆ(xˆ
2 + yˆ2 + zˆ2)
)
dxµˆdxνˆ , (3.116)
where the hatted coordinates xµˆ = (xˆ, yˆ, zˆ), and where hˆaˆbˆ are small-scale perturba-
tions. In this expression we have written the tˆtˆ-component of the metric to O(4), the
µˆνˆ-component to O(2), and the tˆµˆ-component to O(3). For a full understanding
of how this perturbative expansion differs from standard cosmological perturbation
theory, the reader is referred to [116].
The lowest-order part of the Einstein’s field equations give, for the perturbed
metric in (3.116),
hˆ
(2)
µˆνˆ = hˆ
(2)
tˆtˆ
δµˆνˆ , (3.117)
and
8piGρˆa3 + a∇ˆ2hˆ(2)
tˆtˆ
= −6a,tˆtˆa2 = 3(a,tˆ)2a+ 3ka . (3.118)
An integrability condition of this latter equation is that
8piGρˆa3 + a∇ˆ2hˆ(2)
tˆtˆ
= constant ≡ 2C4 , (3.119)
where by constant we mean not a function of tˆ, xˆ, yˆ or zˆ. This result shows that the
∇2hˆ(2)
tˆtˆ
term in (3.118) behaves like dust, in the way that it sources the evolution of
the scale factor.
Let us now consider the following coordinate transformations:
tˆ = t− a,t
2a
(x2 + y2 + z2) + T (t, xµ) +O(5)
xˆ =
x
a
[
1 +
(a,t)
2
4a2
(x2 + y2 + z2)
]
+O(4)
yˆ =
y
a
[
1 +
(a,t)
2
4a2
(x2 + y2 + z2)
]
+O(4)
zˆ =
z
a
[
1 +
(a,t)
2
4a2
(x2 + y2 + z2)
]
+O(4) , (3.120)
where T (t, xµ) is an unspecified quantity of O(3). The scale factor on the right-hand
side of these equations is written as a function of the time coordinate t, and is related
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to a(tˆ) by
a(tˆ) = a(t)
[
1− (a,t)
2
2a2
(x2 + y2 + z2)
]
+O(4) . (3.121)
In the un-hatted coordinates, the perturbed metric in (3.116) transforms into the
one given in (2.20), where the perturbations around the Robertson-Walker geometry
are given in terms of the perturbations about Minkowski space in the following way:
hˆ
(2)
tˆtˆ
= h
(2)
tt −
a,tt
a
(x2 + y2 + z2) +O(4)
hˆ
(3)
tµ = h
(3)
tµ + T,µ + 2
a,t
a
xµh
(2)
tt +
(
2C4
3a
− k
2
)
a,t
a3
xµ(x2 + y2 + z2) +O(5)
hˆ
(4)
tˆtˆ
= h
(4)
tt + 2T,t + 2
a,t
a
(h
(3)
tµ + T,µ)x
µ +
(
C4
a3
− 6k
a2
)
h
(2)
tt (x
2 + y2 + z2)
+
(
5C4
2
36a6
− kC4
2a5
+
k2
4a4
)
(x2 + y2 + z2)2 +O(6) . (3.122)
These equations cannot be used to transform a global perturbed Robertson-Walker
geometry to a global perturbed Minkowski geometry, as the velocities that result
in the latter would be greater than the speed of light on scales of H−10 . They are,
however, perfectly sufficient to transform the geometry within any one of our cells. As
every cell is identical, this provides us with a way to transform the entire geometry.
We can use these transformations to relate the proper length calculated in the
Minkowski space background, L, to the proper length in a flat Robertson-Walker
background, Lˆ. The relevant corners in this background are given by zˆ = ±Zˆc, which
can be related to the positions of the cell corners in the Minkowski space background
using (3.120), so that
Zˆc =
Zc
a
+
3(a,t)
2X3
4a3
+O(4) (3.123)
For a flat Robertson-Walker background we do not need any O(2) corrections to Zˆc,
as we did for Zc in (3.109), because the boundaries are flat to this order [69].
Using equations (3.120) and (3.122), Lˆ is given by
Lˆ '
∫ Zˆc
−Zˆc
aˆ
(
1 + UˆM
)
dzˆ
'
∫ Zˆc
−Zˆc
a
(
1− (a,t)
2
4a2
(x2 + y2 + z2) + UM
)
dzˆ . (3.124)
Using z = azˆ at lowest order, and again choosing the edge of our cell at x = X and
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y = Y , we can integrate part of this equation to find
Lˆ '
∫ Zˆc
−Zˆc
(
a− a(a,t)
2
4
(
zˆ2 +
L2
2a2
))
dzˆ +
∫ Zc
−Zc
aUM
dz
a
+O(4)
' 2Zˆca− a(a,t)
2
4
(
2Zˆc
3
3
+
L2Zˆc
a2
)
+
∫ Zc
−Zc
UM dz . (3.125)
The last term in this equation can be evaluated numerically, in the same way we
evaluated the last term in (3.110). We will do this below, for the explicit solution
found in section 3.7.2, consisting of a single point-like mass at the centre of every
cell.
Using equations (3.123) and (3.125) we then obtain
Lˆ ' L− piGM
3
− 5X
3(a,t)
2
12a2
+ 0.922GM
' L− 5X
3C4
18a3
, (3.126)
where we have used equations (3.110) and (3.118) in the last line. For a flat FLRW
background we can use (3.118), together with the solution for the scale factor, to find
a(t) =
(
3
2
)2/3(√
2C4
3
t− t0
)2/3
, (3.127)
where C4 has been taken to be positive. Now, using equations (3.53) and (3.127),
for the solutions of X and a, respectively, we can infer that
C4 =
piGMa3
2X3
. (3.128)
The proper length of a cell edge in the Robertson-Walker background is therefore
given by
Lˆ ' L − 0.436GM . (3.129)
The Friedmann-like equation can then be written in terms of this quantity as(
dLˆ
dτ
)2
' (16N − 54.0GMC)Lˆ −
8.06G2M2
Lˆ2 − 4C(1− 3C) . (3.130)
This equation has the same form as (3.114), but with a different numerical coefficient
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for the radiation-like term. Again, we remind the reader that this term, although
it takes the form of a radiation fluid in the evolution equation for the scale of the
space, does not correspond to any actual matter field. It is purely a result of the
non-linearity of Einstein’s equations.
3.9. Discussion
In this chapter, as an example of how to apply post-Newtonian cosmological modeling,
we considered the case of a large number of isolated masses, each of which is positioned
at the centre of a cubic cell. We found that the large-scale evolution that emerges
from such a configuration is well modelled by an equation that looks very much like
the Friedmann equation of General Relativity, with pressureless dust and radiation
as sources. The radiation term is necessarily much smaller than the dust term (if
the post-Newtonian expansion is to be valid), and appears in the Friedmann-like
equation as if it had a negative energy density. This happens without any violation
of the energy conditions, as the term in question arises from the non-linearity of
Einstein’s equations, and does not directly correspond to any matter content.
While small, the radiation-like term appears as the first relativistic correction
to the large-scale expansion of the Universe, when the matter content is arranged
in the way described above. This term provides a small negative contribution to
the rate of expansion, and a small positive contribution to the rate of acceleration.
The existence of a radiation-like term has been found previously using exact results
derived for the evolution of reflection symmetric boundaries [67], and using the
shortwave approximation for fluctuations around a background metric [117].
The corrections we found for the large-scale expansion of our particular solution,
presented in section 3.7.2, were of the order of our cell size squared divided by the
Hubble radius squared. Taking cells the size of the homogeneity scale, this gives
corrections at the level of about 1 part in 104. Larger cells will give larger corrections.
By coincidence, this is about the same size as the contribution of Cosmic Microwave
Background (CMB) radiation to the expansion of the Universe at late-times. Our
corrections also scale like a radiation fluid, so naively extrapolating our results
suggests that our corrections may start to become significant in the evolution of
the Universe at about the same time as radiation starts to become important. For
high precision observables, such as the CMB, it is conceivable that this could have
some impact on the interpretation of data. Of course the caveat to this is that the
post-Newtonian perturbative scheme will potentially break down at early times when
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the quasi-static approximation is no longer valid. Hence we would have to find other
ways to study these effects more carefully. However to make our model more realistic,
we can extend the post-Newtonian formalism to include other forms of matter that
are cosmologically relevant such as radiation and a cosmological constant. This is
what we will do in the next chapter.
4. Post-Newtonian Cosmological
Model with Radiation and Λ
This chapter is based on [186].
4.1. Introduction
In the previous chapter we developed a new formalism for constructing cosmological
models with a periodic lattice structure [69, 185, 187]. This was done by taking
regions of space-time that we described using the post-Newtonian perturbative
expansion, and patching them together at reflection symmetric boundaries to form a
global solution to Einstein’s equations. The advantages of this approach are (i) that
it allows extremely large density contrasts to be consistently included in cosmology,
at higher orders in perturbation theory, without the imposition of any continuous
symmetries (i.e. Killing vectors), and (ii) that it allows the cosmological expansion
to be viewed as an emergent phenomenon, resulting from the junction conditions
between patches [123, 124], rather than being specified from the outset.
However, while they may constitute interesting devices for studying back-reaction,
and while they can help to illustrate the complementary nature of cosmology and
weak-field gravity, the lattice models constructed in [69, 185, 187] are not fully realistic.
One way in which this situation can be improved upon, and on which we focus in
this chapter, is by adding other types of matter fields, beyond the non-relativistic
matter that is usually included in studies of post-Newtonian gravity. In this regard,
particular matter fields that are of interest in cosmology are radiation, and the
cosmological constant, Λ. The former of these becomes increasingly important at
early times, while the latter (if it is non-zero) comes to dominate the expansion at
late times.
In this chapter, we extend the post-Newtonian formalism by including the con-
tribution of barotropic fluids with non-vanishing pressure, p = p(ρ), to the energy-
momentum tensor. Such an approach can be used to include a fluid of radiation, with
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p = 1
3
ρ, or a cosmological constant, with p = −ρ. It could also be used to include a
variety of other matter fields that are commonly considered in cosmology. We then
use this extended formalism to model the gravitational fields that exist within each
of our lattice cells, and proceed to determine (lengthy) general expressions for the
effect that such fluids have on the large-scale expansion of space. This is done in full
generality, without assuming anything about the distribution of matter within each
cell.
The physical set-up that we consider in the latter parts of this chapter, consisting of
a universe full of point sources, has received considerable attention over the past few
years. This includes studies of the initial data of such models [27, 79, 134, 135, 219],
as well as their evolution [28, 29, 67, 136, 220, 221]. Studies of back-reaction in
the presence of radiation and Λ have also been performed using both perturbative
methods [50, 51, 59], and by solving the full Einstein equations [144, 220]. Our work
is complementary to these previous studies. It builds on them by developing and
applying a versatile perturbative framework that incorporates non-linear density
contrasts, while avoiding the ambiguities that can arise when averaging in general
relativity.
The plan for the rest of this chapter is as follows: In section 4.2 we set out the
equations that describe the geometry and dynamics of our lattice cells. In section 4.3
we use these equations to determine the cosmological expansion of our lattice, in the
presence of an arbitrary barotropic fluid, and for any general distribution of matter.
In section 4.4 we then look at the specific case of regularly arranged point masses in
cubic cells in the presence of radiation, spatial curvature and a cosmological constant.
In section 4.5 we will consider the implications of these results.
4.2. The Geometry of a Lattice Cell
The lattice structure we considered is the same one we used in section 3.3 of the
previous chapter. In this section we present the equations that describe the geometry
within each of our lattice cells, and the dynamics of their boundaries. We begin by
discussing how we extend the post-Newtonian formalism to include a barotropic fluid,
as well as non-relativistic matter. After this, we make use of reflection symmetric
junction conditions to find the evolution of the boundary of every cell. Altogether,
this gives us just enough information to work out the expansion of each of our cells,
and hence the lattice as a whole, to the first post-Newtonian level of accuracy.
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4.2.1. Post-Newtonian Expansion
Again, the matter content and geometry within each of our cells is described using
the post-Newtonian perturbative expansion. The geometrical set-up we consider is
the same as the previous chapter. The explicit expansion of the metric is then given
by the following line element:
ds2 =
(
−1 + h(2)tt + h(4)tt
)
dt2 + 2h
(3)
tµ dtdx
µ +
(
δµν + h
(2)
µν
)
dxµdxν , (4.1)
where h
(2)
tt , h
(2)
µν , h
(3)
tµ and h
(4)
tt are perturbations to the Minkowski metric, and where
superscripts in brackets represent the order of smallness of a quantity.
We can similarly expand the matter fields in powers of . To do so, we define the
energy density, ρ, and isotropic pressure, p, as
ρ =Tabu
aub , (4.2)
p =
1
3
Tab(g
ab + uaub) , (4.3)
where Tab is the energy-momentum tensor, gab is the metric of space-time, and u
a is
a reference four-velocity that satisfies uaua = −1. We can expand the energy density
and pressure as
ρ =ρ(2) + ρ(4) +O(6) , (4.4)
p =p(2) + p(4) +O(6) , (4.5)
and write the expanded four-velocity as
ua =
(
1 +
h
(2)
tt
2
+
v2
2
)
(1; vµ) +O(4) , (4.6)
where v is the three-velocity of the fluid we are considering, and v2 = vµvµ. Equation
(4.6) is obtained in a similar way to (3.23) in chapter 3. The difference between this
chapter and the previous one is that we have included a contribution to the pressure
at O(2), which is usually taken to vanish in post-Newtonian gravity. We have done
this in order to include barotropic fluids, which generally have the leading-order
contribution to pressure at the same order as energy density. For further details of
post-Newtonian expansions, the reader is referred to section 2.1.9.
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4.2.2. Matter Content
Let us now consider the matter content of our space-time. We wish to model a
universe that contains both non-relativistic matter, with p(2) = 0, and a barotropic
fluid, with equation of state p = p(ρ). For simplicity, and as a first approximation, we
will take the latter of these to be a perfect fluid that does not strongly interact with
the non-relativistic matter. Such a fluid could be used to model radiation (p = 1
3
ρ),
vacuum energy (p = −ρ), or a massless scalar field (p = ρ). The non-relativistic
matter is intended to represent both baryonic matter and cold dark matter.
We therefore write the total energy-momentum tensor for these two fluids as
T ab = T abM + T
ab
I , (4.7)
where subscripts M and I refer to quantities associated with the non-relativistic
matter fields and the barotropic fluid, respectively. In what follows, the cosmological
constant, Λ, is included directly in the field equations. If we now take the reference
four-vector for each of the fluids to be given by
uaM =
(
1 +
h
(2)
tt
2
+
v2M
2
)
(1; vµM) +O(
4) ,
uaI =
(
1 +
h
(2)
tt
2
+
v2I
2
)
(1; vµI ) +O(
4) , (4.8)
where vM and vI are the three-velocities of our two fluids, then we can write the
components of the perturbed energy-momentum tensor as
Ttt =ρ
(2)(1− h(2)tt ) + ρ(2)I v2I + ρ(2)M v2M + ρ(2)M ΠM + ρ(4)I + p(2)I v2I +O(6) , (4.9)
Ttµ =− ρ(2)M vMµ − (ρ(2)I + p(2)I )vIµ +O(5) , (4.10)
Tµν =ρ
(2)
M vMµvMν + (ρ
(2)
I + p
(2)
I )vIµvIν + (p
(4)
M + p
(2)
I + p
(4)
I )gµν +O(
6) , (4.11)
where ρ(2) = ρ
(2)
M + ρ
(2)
I , and where ρ
(2)
M is the rest-mass energy density of the non-
relativistic matter fields, ΠM is their specific energy density, and p
(4)
M is their pressure.
Similarly, ρ
(2)
I and ρ
(4)
I are the two lowest-order parts of the energy density of the
barotropic fluid, and p
(2)
I and p
(4)
I are the two lowest-order contributions to its pressure.
The reader may note the we have set p
(2)
M = 0 for the non-relativistic matter fields,
as we want this to represent dust-like sources such as galaxies and clusters.
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Before considering Einstein’s equations, we note that we can use the energy-
momentum conservation equations for the non-interacting barotropic fluid to write
∇p(2)I = 0 . (4.12)
This is the leading-order part of the Euler equation of the barotropic fluid, and
it immediately implies that both p
(2)
I and ρ
(2)
I must be functions of time only [as
p = p(ρ), for this fluid]. It also means that the leading-order part of the continuity
equation for the barotropic fluid, which also follows directly from energy-momentum
conservation, is given by
ρ
(2)
I,t + (ρ
(2)
I + p
(2)
I )∇ · vI = 0 . (4.13)
This is very similar to the conservation equation for a homogeneous fluid in FLRW
models, and we later use it in the same way as that equation to determine the
cosmological evolution.
4.2.3. Einstein’s Field Equations
In order to find the geometry of the space-time within each cell, and to solve for
the motion of its boundary, we need to use Einstein’s field equations, which can be
rewritten in the form
Rab = 8piG
(
Tab − 1
2
Tgab
)
+ gabΛ , (4.14)
where Rab is the Ricci tensor, gab is the metric of space-time, Λ is the cosmological
constant, G is Newton’s constant, Tab is the energy-momentum tensor, and T = g
abTab
is its trace.
Using the perturbed metric given in (4.1), and the energy-momentum tensor from
(4.9), we can write the leading-order contributions to the tt-component of Einstein’s
equations as
∇2h(2)tt = −8piGρ(2) − 24piGp(2)I + 2Λ , (4.15)
where ∇2 = ∂α∂α is the three-dimensional Laplacian. Here we have taken the
cosmological constant Λ to contribute at O(2), which means we are modelling a
scenario where Λ ∼ ρ(2) ∼ h(2)tt . This happens on scales of about 100 Mpc, where
the cosmological constant is comparable to the background gravitational potential.
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This is still well below the cosmological horizon scale, where our post-Newtonian
formalism is satisfied.
The solution to (4.15) can be formally written as
h
(2)
tt ≡ 2Φ = 2UM + 2UI + 6UpI + 2UΛ , (4.16)
where the potentials UM , UI , UpI and UΛ are given implicitly as the solutions to
∇2UM ≡− 4piGρ(2)M , (4.17)
∇2UI ≡− 4piGρ(2)I , (4.18)
∇2UpI ≡− 4piGp(2)I , (4.19)
∇2UΛ ≡Λ . (4.20)
Using the symmetries of our lattice model, and the fact that p
(2)
I is a function of
time only, the potentials UpI and UΛ can be written explicitly as
UpI =−
2piGp
(2)
I
3
(x2 + y2 + z2) , (4.21)
UΛ =
Λ
6
(x2 + y2 + z2) . (4.22)
Solutions to equations (4.17) and (4.18) can be given in terms of Green’s functions,
as shown in section 3.2 [185, 187]. Auxiliary functions of time can also be added in
h
(2)
tt , and absorbed into the matter potential, UM .
To go further, we now need to make a gauge choice. We make the following choice
at O(2), so that we remain as close as possible to the standard post-Newtonian
gauge,
1
2
h
(2)
tt,µ + h
(2)
µν,ν −
1
2
h(2)νν,µ = 3UpI ,µ +
3
2
UΛ,µ . (4.23)
This ensures that the metric is diagonal at O(2), and there are no O() contributions
to the tµ-component of the metric. Using equations (4.11) and (4.22), the µν-
component of Einstein’s equations can now be written as
∇2h(2)µν = −(8piGρ(2) + Λ)δµν . (4.24)
The solution to this equation is given by
h(2)µν ≡ 2Ψδµν = (2UM + 2UI − UΛ)δµν . (4.25)
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The reader may note that in this formalism we have Ψ 6= Φ in the presence of either
a cosmological constant or a barotropic fluid (or both). This differs from the case of
cosmological perturbation theory, where Φ˜ = Ψ˜ in the absence of anisotropic stress.
This also differs from standard post-Newtonian gravity where Φ = Ψ = UM . Hence,
we need to track Φ and Ψ separately. The reader may also note that these solutions
reduce to those of de Sitter space in isotropic coordinates, when there is no matter
or barotropic fluid present. See Appendix A.4 for details.
To solve for the tµ-component of Einstein’s equations, we now need to make a
gauge choice at O(3), which we do as follows:
h
(3)
νt,ν −
1
2
h
(2)
νν,t = 0 . (4.26)
Using both of our gauge conditions, equations (4.23) and (4.26), the tµ-component
of Einstein’s equations can be written as
∇2h(3)tµ + Ψ,tµ = 16piG
[
ρ
(2)
M vMµ + (ρ
(2)
I + p
(2)
I )vIµ
]
. (4.27)
The solution to this equation is given by
h
(3)
tµ = −4VMµ − 4VIµ +
1
2
χ,tµ , (4.28)
where we have used the two vector potentials
∇2VMµ ≡− 4piρ(2)M vMµ , (4.29)
∇2VIµ ≡− 4piG(ρ(2)I + p(2)I )vIµ , (4.30)
and the superpotential
∇2χ ≡ −2Ψ . (4.31)
The gauge conditions imply that the divergence of these vector potentials must obey
VMµ,µ + VIµ,µ = −Ψ,t.
Finally, we can write the O(4) part of the tt-component of Einstein’s equations.
Using the energy-momentum tensor components, both our gauge conditions, and the
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lower-order solutions for h
(2)
tt , h
(2)
µν and h
(3)
tµ , this equation becomes
∇2h(4)tt =− 2∇(Φ∇Φ)−∇(Ψ∇Φ + Φ∇Ψ) + 4piGρ(2)Φ + 24piGp(2)I Φ−
5
2
ΛΦ
+ 5ΛΨ− 16piGρ(2)M v2M − 16piGρ(2)I v2I − 8piGρ(2)M ΠM − 8piGρ(4)I
− 20piGρ(2)Ψ− 60piGp(2)I Ψ− 16piGp(2)I v2I − 24piGp(4)M − 24piGp(4)I . (4.32)
These equations can also be solved using the Green’s functions from section 3.2
[185, 187]. Once this has been done, and the distribution of matter has been specified,
this gives us sufficient information to find the geometry of each of our lattice cells,
to post-Newtonian order of accuracy.
Nowhere in this analysis have we assumed asymptotic flatness, as is conventionally
done when applying the post-Newtonian formalism to the case of isolated systems.
Instead, we have a system of equations that can be directly applied to solve for the
gravitational fields of astrophysical bodies in a cosmological setting.
4.3. Cosmological Expansion
In this section, we derive the acceleration and constraint equations for the boundary
of each of our cells, up to the first post-Newtonian level of accuracy. Due to the
periodicity of our lattice models, these equations will also describe the large-scale
expansion of the Universe as a whole. At Newtonian order, these equations take
exactly the same form as the acceleration and constraint equations of a FLRW
universe containing dust, a barotropic fluid, spatial curvature and a cosmological
constant. At first post-Newtonian order, we obtain the leading-order corrections to
these equations in a lattice universe.
Using reflection symmetric boundary conditions, as we do in this study, implies
that the extrinsic curvature of each of the (2 + 1)-dimensional boundaries of every
cell must vanish (see section 3.3 for details) [185, 187]. This condition leads directly
to the equation of motion of the cell boundary, which to post-Newtonian accuracy
can be written as follows:
X,tt =
[
Φ,x − 2ΨΦ,x +
h
(4)
tt,x
2
− htx,t − (2Φ,x + Ψ,x)X2,t
− (2Ψ,t + Φ,t)X,t −X(2),A Φ,A
]∣∣∣∣
x=X
+O(6) , (4.33)
which can also be derived from the geodesic equation. Likewise, we obtain a set of
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equations that describes the spatial curvature of the cell boundaries, and their rate
of change, as
X,AB =δAB(Ψ,x)|x=X +O(4) , (4.34)
and
X,tA =
1
2
[
htA,x − htx,A − 2(Φ,A + Ψ,A)X,t
]∣∣∣∣
x=X
+O(5) . (4.35)
Each of the quantities in these equations must be evaluated on the boundary of
the cell. Together, they give us enough information to relate the evolution of the
boundaries of our cells to the matter content within them. We will now do this to
Newtonian, and then post-Newtonian, levels of accuracy.
4.3.1. Newtonian Accuracy
For a regular polyhedron, at the Newtonian order of accuracy, the total surface area
and volume of a cell are given by A = ακX
2 and V = 1
3
ακX
3, where αk is a set of
constants that depend on the cell shape in question (numerical values can be found
in section 3.3) [185, 187]. By applying Gauss’ theorem, and using (4.15), we can
re-write the evolution equation for X as
X,tt =
−4piGM − 4piG ∫
V
(ρ
(2)
I + 3p
(2)
I ) dV
(0)
ακX2
+
Λ
3
X , (4.36)
where M is the gravitational mass of the non-relativistic matter, defined by M ≡∫
V
ρ
(2)
M dV
(0), the integrals are over the spatial volume interior to the cell, and dV (0)
is the spatial volume element at zeroth order.
This equation can be simplified, and integrated, by making use of Reynold’s
transport theorem. This theorem states that for any function on space-time, f , we
have
d
dt
∫
f dV =
∫
f,t dV +
∫
fv · dA . (4.37)
Taking f to be the energy density, ρ
(2)
I , and using the conservation equations (4.12)
and (4.13), then gives
d
∫
ρ
(2)
I dV
dt
= −
∫
p
(2)
I vI · dA = −p(2)I X,tA . (4.38)
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where we have required the barotropic fluid to be co-moving with the boundary of
the cell, at all points on the boundary, and where we have made use of the fact that
ρ
(2)
I and p
(2)
I are functions of time only. We then have the following conservation
equation for the barotropic fluid
ρ
(2)
I,t + 3
X,t
X
(ρ
(2)
I + p
(2)
I ) = 0 . (4.39)
This is strongly reminiscent of the corresponding equation in FLRW cosmology, as it
should be.
We can now simplify the evolution equation (4.36), and integrate it using the
continuity equation (4.39), to get
X,tt
X
=
−4piGM
ακX3
− 4piG
3
(ρ
(2)
I + 3p
(2)
I ) +
Λ
3
, (4.40)
and (
X,t
X
)2
=
8piGM
ακX3
+
8piG
3
ρ
(2)
I −
C
X2
+
Λ
3
, (4.41)
where C is an integration constant. These equations are identical to the acceleration
and constraint equations of an FLRW universe filled with dust, a barotropic fluid,
and a cosmological constant, with C taking the role of the spatial curvature.
Finally, using equations (4.13) and (4.39), we can read off that ∇.vI = 3X,t/X.
The three-velocity of the barotropic fluid is therefore given by
vµI =
X,t
X
(x, y, z) . (4.42)
This expression will be very useful for evaluating some of the more complicated
post-Newtonian expressions that will follow.
4.3.2. Post-Newtonian Accuracy
In this section we calculate the post-Newtonian contributions to the equations of
motion of the boundary, following a similar approach to the one used in the previous
chapter [185, 187]. The principal difference in the present case is the inclusion of
the barotropic fluid, and of Λ. These lead directly to extra terms in the energy-
momentum tensor, but also result in Φ 6= Ψ. We must therefore keep track of each
of these potentials separately.
4.3: Cosmological Expansion 112
We begin by observing that the functional form of X, up to O(2), is given by
X = ζ +
1
2
(y2 + z2)n · ∇Ψ +O(4) , (4.43)
where ζ = ζ(t) is a function of time only, and corresponds to the position of the
centre of a cell face in the x-direction. This observation follows from the lowest order
parts of equations (4.33) - (4.35), from the gauge conditions (4.23) and (4.26), and
from symmetry arguments imposed at the centre of the cell face.
Taking time derivatives of (4.43), and substituting in from (4.33), then gives
ζ,tt =X,tt − 1
2
(y2 + z2)(n · ∇Ψ),UU +O(6)
=Φ,x − 2ΨΦ,x +
h
(4)
tt,x
2
− htx,t − (2Φ,x + Ψ,x)X2,t − (2Ψ,t + Φ,t)X,t −X(2),A Φ,A
− 1
2
(y2 + z2)(n · ∇Ψ),UU +O(6) , (4.44)
where . represents a time derivative along the boundary and where all quantities in
this equation should be evaluated on the boundary of the cell.
Several of the terms in (4.44) can be related to the matter content within the cell
by an application of Gauss’ theorem. For example, we can use (4.24) to obtain
n · ∇Ψ = −4piGM
ακX2
− 4piGρ
(2)
I X
3
− ΛX
6
. (4.45)
We can also replace a number of terms in (4.44) using either the gauge condition,
given in (4.26), or the lower-order solutions given in equations (4.40) and (4.41). As
an example of this, we can replace the htx,t term in (4.44) by using (4.26) and Gauss’
theorem. This gives
κ
∫
S
nαhtα,t dS =
∫
Ω
3Ψ,tt dV . (4.46)
Finally, using the lower-order solutions for Φ and Ψ, from equations (4.16) and
(4.25), we can write the generalized form of the acceleration equation in terms of the
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potentials defined in equations (4.17)-(4.20). This gives
X,tt =− 4piGM
A
+ (−4piGρ(2)I − 12piGp(2)I + Λ)
V
A
− 3κ
ακX2
∫
S
(
(UM + UI + UpI ),tX,t
)
dS
+
κ
ακX2
∫
S
(
2UM + 2UI + 3UpI +
1
2
UΛ
)(
4piGM
ακX2
+
4piG
3
(ρ
(2)
I + 3p
(2)
I )X −
ΛX
3
)
dS
+
1
ακX2
[
4piG〈ρ(2)I (UM + UI + 3UpI + UΛ)〉+ 4piG〈ρ(2)M (−2UM − 2UI + 3UpI +
5
2
UΛ)〉
+ 12piG〈p(2)I (UM + UI + 3UpI + UΛ)〉 − 〈Λ(UM + UI + 3UpI + UΛ)〉
− 8piG〈ρ(2)M v2M 〉 − 8piG〈ρ(2)I v2I 〉 − 4piG〈ρ(2)M ΠM 〉 − 4piG〈ρ(4)I 〉 − 8piG〈p(2)I v2I 〉
− 12piG〈p(4)M 〉 − 12piG〈p(4)I 〉
]
− 3
ακX2
∫
V
(UM + UI − 1
2
UΛ),tt dV
+
96pi2G2M2
α2κX
3
+
64pi2G2Mρ
(2)
I
ακ
− 12piGMC
ακX2
+
32pi2G2ρ
(2)
I
2
X3
3
− 4piGρ(2)I CX
+
64pi2G2Mp
(2)
I
ακ
+
8
3
piGp
(2)
I ΛX
3 +
64pi2G2ρ
(2)
I p
(2)
I X
3
3
− 8piGp(2)I CX −
Λ2X3
6
+
ΛCX
2
− 1
2
(n · ∇Ψ),UU
[
κ
ακX2
∫
S
(y2 + z2) dS − (y2 + z2)
]
+O(6) , (4.47)
where V is the volume of the cell, A is the total surface area of the cell, and κ is the
number of faces of the cell. The notation 〈ϕ〉 = ∫
V
ϕ dV is used to denote quantities
integrated over the volume interior to the cell, where ϕ is some scalar function on the
space-time. The quantity (n · ∇Ψ),UU in this equation, can be found to be given by
(n · ∇Ψ),UU = −224pi
2G2M2
α2κX
5
− 14piGMΛ
3ακX2
− 448pi
2G2Mρ
(2)
I
3ακX2
+
24piGMC
ακX4
− 112pi
2G2Mp
(2)
I
ακX2
− 224pi
2G2ρ
(2)
I
2
X
9
− 112pi
2G2ρ
(2)
I p
(2)
I X
3
− 14piGρ
(2)
I ΛX
9
− 16pi2G2p(2)I
2
X
− 2piGp
(2)
I ΛX
3
− Λ
2X
18
+
8piGρ
(2)
I C
X
+
8piGp
(2)
I C
X
+ 4piGp
(2)
I,tX,t . (4.48)
The acceleration equation (4.47) is fully general, being valid for any cell shape and
any distribution of matter in the presence of a barotropic fluid and a cosmological
constant. This complicated equation reduces to the one derived in section 3.6.2
[185, 187], in the absence of the barotropic fluid and the cosmological constant. In
addition, however, the present equation contains several cross terms between the
different types of matter. These arise due to the non-linearity of Einstein’s equations,
and should be expected to alter the effects of back-reaction.
Before moving on to consider simple matter distributions, we can simplify (4.47) a
little by looking at the specific case of cubic cells. In this case the total volume of a
4.4: Point Sources with Radiation, Spatial Curvature and Λ 114
cell is given by
V = 8ζ3 + 8(n · ∇Ψ)ζ4 + 3
∫
V
Ψ dV +O(4) , (4.49)
and the total surface area is given by
A = 24ζ2
(
1 +
4
3
(n · ∇Ψ)ζ + 1
2ζ2
∫
S
Ψ dS
)
+O(4) . (4.50)
We can also use κ = 6 and αk = 24, for the specific case of cubic cells, and rewrite
the acceleration equation (4.47) as
X,tt =
−piGM
6ζ2
− 4piG
3
(ρ
(2)
I + 3p
(2)
I )ζ +
Λζ
3
+
7pi2G2M2
27X3
+
118pi2G2Mρ
(2)
I
27
+
5piGMΛ
108
− 32piGp
(2)
I CX
3
+
ΛCX
2
+ 4pi2G2Mp
(2)
I +
496pi2G2ρ
(2)
I
2
X3
27
+ 32pi2G2ρ
(2)
I PX
3
− 20piGρ
(2)
I CX
3
+
16piGρ
(2)
I ΛX
3
27
+
8piGp
(2)
I ΛX
3
3
− 7Λ
2X3
54
− 5piGMC
6X2
+
1
4X2
∫
S
(
4UM + 4UI + 3UpI −
1
2
UΛ
)(
piGM
6X2
+
4piG
3
(ρ
(2)
I + 3p
(2)
I )X −
ΛX
3
)
dS
− 3
4X2
∫
S
(
(UM + UI + UpI ),tX,t
)
dS +
16pi2G2p
(2)
I
2
X
3
− 4piGp
(2)
I,tX,tX
2
3
+
1
24X2
[
〈(4piG(ρ(2) + 3p(2)I )− Λ)(−2UM − 2UI + 3UpI +
5
2
UΛ)〉 − 8piG〈ρ(2)M v2M 〉
− 8piG〈ρ(2)I v2I 〉 − 4piG〈ρ(2)M ΠM 〉 − 4piG〈ρ(4)I 〉 − 8piG〈p(2)I v2I 〉 − 12piG〈p(4)M 〉 − 12piG〈p(4)I 〉
]
− 1
8X2
∫
V
(UM + UI − 1
2
UΛ),tt dV +
1
2
(n · ∇Ψ),UU (y2 + z2) +O(6) . (4.51)
Every term in this equation can be solved for in complete generality using the
Green’s function formalism set out in section 3.2 [185, 187], but it still remains a very
complicated expression. Instead, and in order to show the effects of back-reaction in
a simple illustrative example, we look at the case of regularly arranged point-like
particles in a sea of radiation, and in the presence of a cosmological constant.
4.4. Point Sources with Radiation, Spatial
Curvature and Λ
To find an explicit solution to the acceleration equation, let us consider the case of
a point source located at the centre of each cell, in the presence of radiation and a
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cosmological constant. To simplify matters further, let us evaluate the acceleration
equation at the centre of a cell face (i.e. at y = z = 0).
4.4.1. Solutions
In the case of point sources we have vαM = p
(4)
M = ΠM = 〈ρ(2)M UM〉 = 〈ρ(2)M UI〉 =
〈ρ(2)M UpI 〉 = 〈ρ(2)M UΛ〉 = 0. Hence, in this case, the potentials defined in (4.17)-(4.20)
simplify to
∇2UM = −4piGMδ(x) , ∇2UI = −4piGρ(2)r , ∇2UpI = −
4piG
3
ρ(2)r , ∇2UΛ = Λ , (4.52)
where M is the gravitational mass of the point source at the centre of the cell, and
ρ
(2)
r is the energy density of the radiation. The first of these potentials can be solved
for, using the method of images, and can be used to absorb all auxiliary functions of
time (see [185, 187] for details). This gives
UM = limN→∞
N∑
β=−N
GM√
(x− 2β1X)2 + (y − 2β2X)2 + (z − 2β3X)2
− lim
N→∞
N∑
β∗=−N
GM
2|β|X , (4.53)
where β∗ indicates that the null triplet has been removed. The remaining potentials
are given by
UI = −2piGρ
(2)
r
3
r2 , UpI = −
2piGρ
(2)
r
9
r2 , and UΛ =
Λ
6
r2 . (4.54)
where r2 = x2 + y2 + z2.
If we now assume that the radiation does not interact with the point sources, then
we have p
(4)
r = 13ρ
(4)
r . Using the energy-momentum conservation equation at O(4),
the velocity of the barotropic fluid given in (4.42), and the lower-order acceleration
and constraint equations, the energy density of radiation at O(4) can then be seen
to be given by
ρ(4)r =
[
piGMρ
(2)
r
X3
+
16
3
piGρ(2)r
2 − 2ρ
(2)
r C
X2
+
2ρ
(2)
r Λ
3
]
r2 + 4ρ(2)r UM , (4.55)
Using all of this information, the acceleration equation (4.51) can then be found to
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Constant Numerical value
A1 1.27 . . .
A2 −9.29 . . .
A3 −0.219 . . .
A4 0.809 . . .
Table 4.1.: The numerical values of A1, A2, A3 and A4, from (4.56). These are the
numbers approached as the number of reflections in the method of images
diverges to infinity.
reduce to
X,tt =− piGM
6X2
− 8piG
3
ρ(2)r X +
ΛX
3
+
piG2M2
X3
A1 + piG2Mρ(2)r A2 +GMΛA3
+
GMC
X2
A4 − 64
9
pi2G2ρ(2)r
2
X3 − 8
9
piGρ(2)r ΛX
3 − 2
9
Λ2X3 +
4
3
piGρ(2)r CX
+
1
2
ΛCX +O(6) , (4.56)
where A1, A2, A3 and A4 are constants whose values are given in Table 4.1, and
whose relationship to the variables used in [185, 187] are given in the Appendix A.5.
Although already dramatically simplified, we can reduce this equation further by
transforming into a FLRW background. This can be achieved using the following
coordinate transformations [185, 187]:
t = tˆ+
a,tˆa
2
(xˆ2 + yˆ2 + zˆ2) +O(3) (4.57)
x = axˆ
[
1 +
(a,tˆ)
2
4
(xˆ2 + yˆ2 + zˆ2)
]
+O(4) (4.58)
y = ayˆ
[
1 +
(a,tˆ)
2
4
(xˆ2 + yˆ2 + zˆ2)
]
+O(4) (4.59)
z = azˆ
[
1 +
(a,tˆ)
2
4
(xˆ2 + yˆ2 + zˆ2)
]
+O(4) , (4.60)
where the new coordinates tˆ, xˆ, yˆ, zˆ are the standard set in an FLRW background,
and where a(tˆ) is the scale factor of that background.
The energy density in these new coordinates is given by
ρ(2)r (t) = ρ
(2)
r (tˆ)− 2a2,tˆρ(2)r (tˆ)(xˆ2 + yˆ2 + zˆ2) +O(4) . (4.61)
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Evaluating this expression at the centre of a cell face, and using the the lower-order
constraint equation (4.41), gives
ρ(2)r (t) =ρˆ
(2)
r −
(
2piG(ρˆ
(2)
r )M
3aXˆ30
+
16piG(ρˆ
(2)
r )2a2
3
+
2ρˆ
(2)
r Λa2
3
− 2ρˆ(2)r k
)
Xˆ20 . (4.62)
In this last equation we have introduced the abbreviated notation ρˆ
(2)
r = ρ
(2)
r (tˆ), and
used k to denote Gaussian curvature in the background FLRW geometry.
Similarly, at the centre of a cell face the position of the boundary transforms as
X =aXˆ0
[
1 +
a2
,tˆ
4
Xˆ20
]
(4.63)
=aXˆ0
[
1 +
(
piGM
12aXˆ30
+
2piGρˆ
(2)
r a2
3
+
Λ
12
a2 − k
4
)
Xˆ20
]
,
where a = a(tˆ) in this expression.
4.4.2. Results
Finally, using equations (4.57) - (4.63), the acceleration equation (4.56) simplifies
down to
a¨
a
=− 4piG
3
(ρˆ
(2)
M + 2ρˆ
(2)
r ) +
Λ
3
+ B1 +O(6) , (4.64)
where overdots in this equation denote derivatives with respect to tˆ, and where the
back-reaction term, B1, is given by
B1 '
(
4piGρˆ
(2)
M aXˆ0
)2(
1.50− 1.20 Ωr
ΩM
+ 0.88
Ωk
ΩM
)
. (4.65)
In writing these equations we have used the expression ρˆ
(2)
M ≡ M/8a3Xˆ30 for the
average mass density in a cell, and have introduced the usual cosmological parameters
ΩM ≡8piGρˆ
(2)
M
3H2
, Ωr ≡ 8piGρˆ
(2)
r
3H2
, Ωk ≡ − k
a2H2
,
where H ≡ a˙/a. The numerical values inside the brackets in (4.65) are calculated
from the constants in Table 4.1, and are quoted to the second decimal place only.
The reader will note that Λ does not appear in this expression, and so does not
contribute to this back-reaction term at this level of accuracy. It can also be seen
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Energy density parameter of different forms of matter, ΩY / ΩM
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Figure 4.1.: The effect of different forms of matter on the back-reaction term that
appears in the acceleration equation, (4.64). This is expressed in terms
of the fractional change in B1. The energy density parameter ΩY for
each type of matter is expressed as a fraction of ΩM .
that, in the absence of the point-like particles, the acceleration equation reduces to
the standard Friedmann equation for a universe with radiation, spatial curvature
and a cosmological constant, as expected.
The back-reaction term, B1, is strongly influenced by the presence of radiation and
spatial curvature, but not Λ. As can be seen from Figure 4.1, the magnitude of B1
decreases as the amount of radiation in the Universe increases. This is independent
of the expected suppression in the growth of structure that radiation is known to
cause, as the discrete nature of the non-relativistic matter in this example exists for
all time. Figure 4.1 also shows us that the back-reaction effect reduces for a closed
universe, and increases for an open universe. In Figure 4.2 we plot the consequences
of having non-zero amounts of both radiation and positive spatial curvature, while
in Figure 4.3 we show the corresponding plot for negative spatial curvature. In this
latter case the spatial curvature and radiation can have compensating effects as they
are simultaneously increased.
As well as an acceleration equation, we can integrate (4.64) to obtain a constraint
equation. This is given by(
a˙
a
)2
=
8piG
3
(ρˆ
(2)
M + ρˆ
(2)
r )−
k
a2
+
Λ
3
+ B2 +O(6) , (4.66)
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Figure 4.2.: The effect that simultaneously adding radiation and positive spatial
curvature has on the back-reaction term in the acceleration equation,
B1.
Figure 4.3.: The effect that simultaneously adding radiation and negative spatial
curvature has on the back-reaction term in the acceleration equation,
B1.
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Energy density parameter of different forms of matter, ΩY / ΩM
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Figure 4.4.: The effect of different forms of matter on the back-reaction term that
appears in the constraint equation, (4.66). This is expressed in terms of
the fractional change in B2.
where we have introduced B2 to denote the leading-order contribution to the back-
reaction in this equation, and written C = kXˆ20 +O(
4). The back-reaction term can
be written explicitly as
B2 ' −
(
4piGρˆ
(2)
M aXˆ0
)2(
1.50− 0.80 Ωr
ΩM
+ 1.76
Ωk
ΩM
)
. (4.67)
Let us now consider how different forms of matter affect the back-reaction in the
Hubble rate. From Figure 4.4 it can be seen that the effect of radiation is to decrease
the back-reaction term in this equation. In the Hubble rate, the back-reaction effect
from the non-relativistic matter itself is negative. This means that radiation increases
the value of the Hubble rate. The cosmological constant again makes a negligible
contribution to the back-reaction. Finally, at O(4), the Hubble rate is greater for
a universe with positive spatial curvature, and smaller for a universe with negative
spatial curvature. In Figs. 4.5 and 4.6 we plot the results of simultaneously adding
radiation and spatial curvature. Once again, if spatial curvature is negative, then the
effect it has on the back-reaction term can compensate that of radiation. If spatial
curvature is positive, however, the effect it has on back-reaction is complementary to
that of radiation.
Let us now consider the functional form of the different terms in the back-reaction
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equations. Recall that the lowest-order parts of the matter density and radiation
density both scale in exactly the same way as in a FLRW model. This means
that the leading-order correction arising from the non-relativistic matter itself is a
radiation-like term, as identified in [185, 187]. The non-linear effect from radiation,
on the other hand, scales as a fluid with equation of state p = 2
3
ρ. This is somewhere
between the behaviour expected from a free scalar field, and that of normal radiation.
The leading-order correction from the spatial curvature scales in the same way as
non-relativistic matter, and effectively renormalises the value of the gravitational
mass in the Universe.
Let us now consider the deceleration parameter, q0. Using equations (4.64) and
(4.66), we find this parameter to be given by
q0 ≡ − a¨a
a˙2
=
(ΩM + 2Ωr − 2ΩΛ)
2(ΩM + Ωr + ΩΛ + Ωk)
+ B3 +O(4) , (4.68)
where the back-reaction term in this equation is
B3 =− 3B1
8piGρˆ
(2)
M
(
1 + Ωr
ΩM
+ ΩΛ
ΩM
+ Ωk
ΩM
) − 3B2(1 + 2 ΩrΩM − 2 ΩΛΩM )
16piGρˆ
(2)
M
(
1 + Ωr
ΩM
+ ΩΛ
ΩM
+ Ωk
ΩM
)2 , (4.69)
where ΩΛ ≡ Λ/3H2, and where the values of B1 and B2 are given in equations (4.65)
Figure 4.5.: The effect that simultaneously adding radiation and positive spatial
curvature has on the back-reaction term in the constraint equation, B2.
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and (4.67).
The effect that radiation, spatial curvature and a cosmological constant have on
the back-reaction term B3 is displayed graphically in Figure 4.7. Unlike the cases of
B1 and B2, it can be seen that B3 is only of order 2. This is because the deceleration
parameter, q0, is itself an order 1 quantity. The back-reaction in this quantity is
therefore still small compared to the corresponding FLRW value, even though its
absolute magnitude has increased from the terms that enter into the Friedmann
equations. At scales of about 100 Mpc, we estimate that these corrections amount
to changes at the level of about 1 part in 104 in the deceleration parameter.
The value of B3 in the absence of radiation and a cosmological constant is nega-
tive, meaning that discretizing the matter in this way leads to a small increase in
acceleration. This is no surprise, as back-reaction has already been shown to increase
a¨/a and decrease a˙2/a2. As the value of q0 is simply given by the ratio of these two
quantities (with a minus sign), we have that both types of back-reaction contribute
cumulatively to the acceleration measured by this dimensionless parameter.
It can be seen from Figure 4.7 that radiation increases the back-reaction that
occurs in the deceleration parameter. Positive values of Λ have a small effect on B3,
even though it does not have a noticeable effect on B1 or B2. This is because, in
(4.69), we find that Λ enters into the background terms that multiply B1 and B2.
Negative values of Λ can make a more sizeable contribution to the back-reaction of
Figure 4.6.: The effect that simultaneously adding radiation and negative spatial
curvature has on the back-reaction term in the constraint equation, B2.
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Energy density parameter of different forms of matter, ΩY / ΩM
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Figure 4.7.: The effect of different forms of matter on the back-reaction term that
appears in the deceleration parameter, (4.68). This is expressed in terms
of the fractional change in B3.
Figure 4.8.: The effect that simultaneously adding radiation and positive spatial
curvature has on the back-reaction term in the deceleration equation,
B3.
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Figure 4.9.: The effect that simultaneously adding radiation and a cosmological
constant has on the back-reaction term in the deceleration equation, B3.
Figure 4.10.: The effect that simultaneously adding radiation and negative spatial
curvature has on the back-reaction term in the deceleration equation,
B3.
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q0, and can even cause the back-reaction term to contribute to deceleration, if its
magnitude is large enough. The effect of positive spatial curvature on B3 can also be
large, but in this case causes extra acceleration. One should keep in mind, however,
that for both of these last two cases the background value of the deceleration also
diverges as ΩΛ → −ΩM and Ωk → −ΩM . Finally, and unlike in the acceleration and
constraint equations, a negative value for the spatial curvature provides only a small
correction to the value of B3.
The effects on B3 of simultaneously adding negative spatial curvature, positive
cosmological constant, and non-zero radiation are displayed in Figs. 4.8-4.10. It can
be seen from Figure 4.8 that, in the presence of radiation, negative spatial curvature
has only a small effect on the back-reaction. Similarly, in Figure 4.9, it can be seen
that positive values of Λ have a small effect on the back-reaction term, when radiation
is present. On the other hand, in Figure 4.10, it can be seen that although positive
Λ and negative spatial curvature have only a small effect on the back-reaction in the
absence of radiation, these effects are comparable to each other when radiation is
absent. In this case, for small values of Λ, we have a small correction to the absolute
value of B3, with a maximum at ΩΛ = 0.5ΩM . Negative spatial curvature does not
affect B3 for small values of Λ, but does become increasingly significant as the value
of Λ increases.
4.5. Discussion
We derive the general evolution equations for a universe with regularly arranged non-
linear structures, radiation, spatial curvature and a cosmological constant. Having
derived the equations that govern the general case, we then simplified our equations
by considering the specific example of a point-like mass at the centre of each lattice
cell, in a sea of radiation and in the presence of a cosmological constant and spatial
curvature. The back-reaction terms generated by the matter fields alone behave
like radiation in the Friedmann equation, as found in chapter 3. The presence of
actual radiation, however, reduces the magnitude of the back-reaction in both the
acceleration and constraint equations. In contrast, we find that the cosmological
constant has a negligible effect on back-reaction, and that spatial curvature can
have a significant effect depending on whether the Universe is open or closed. These
results explain why the leading-order effects of back-reaction occur at the level of
linear-order perturbations in cosmological perturbation theory [50, 51, 59], even
though they require second-order gravity in order to be calculated.
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So far in this thesis, we have focused on the mathematical construction of post-
Newtonian cosmological models and their consequences for kinematical backreaction.
These backreaction effects turn out to be small. Now we will apply these bottom-
up approaches to cosmology to two different situations. In the next chapter, we
generalise this bottom up approach, to construct a parameterization to link theory
to observations on cosmological scales. This builds on the standard PPN formalism.
In chapter 6 we perform ray-tracing simulations in a late-time, inhomogeneous post-
Newtonian cosmological model with a cosmological constant, and construct Hubble
diagrams in this set up. We can compare the results from this set-up to observables
in a standard FLRW model.
5. Parameterized Post-Newtonian
Cosmology
This chapter is based on [188].
5.1. Introduction
Einstein’s theory of gravity has now been tested extensively in the solar system and
in binary pulsar systems, using a wide array of relativistic gravitational phenomena
[215]. These range from the deflection of light [33], to perihelion precession [104, 206],
geodetic precession [103], and frame dragging [103]. In all cases, the standard
framework that is used to interpret observations of these effects is the parameterized
post-Newtonian (PPN) formalism [214]. This formalism is constructed so that it
encompasses the possible consequences of a wide variety of metric theories of gravity,
and so that it can act as a half-way house between the worlds of experimental
and theoretical gravitational physics. The PPN formalism has been tremendously
successful not just in constraining particular modified theories of gravity, but also in
providing a common language that can be used to isolate and discuss the different
physical degrees of freedom in the gravitational field. Crucially, the form of the PPN
metric is independent of the field equations of the underlying theory of gravity, and
is simple enough to be effectively constrained with imperfect, real-world observations.
It is also applicable in the regime of non-linear density contrasts. These are all highly
desirable properties.
With the advent of a new generation of cosmological surveys [1, 2, 4], it becomes
pertinent to consider whether we can perform precision tests of Einstein’s theory
on cosmological scales. Of course, the standard PPN formalism itself cannot be
used directly for this purpose, as it is valid only for isolated astrophysical systems.
More specifically, it relies on (i) asymptotical flatness and (ii) the slow variation of
all quantities that might be linked to cosmic evolution. Neither of these conditions
should be expected to be valid when considering gravitational fields on large scales:
127
5.1: Introduction 128
there are no asymptotically flat regions in cosmology, and the time-scale of cosmic
evolution is no longer necessarily entirely negligible. We must therefore adapt and
extend the PPN approach, if it is to be used in cosmology. Some of this work has
already been performed within the context of Einstein’s theory [69, 185–187], but
more is required if we are going to attempt to port the entire formalism. This is
what we intend to make a step towards in the present chapter, in a formalism that
we will call parameterized post-Newtonian cosmology (PPNC).
Of course, we wish to retain as many of the beneficial properties of the PPN
formalism as possible. In particular, we want to ensure that the formalism is
still valid in the presence of non-linear structure after it has been transferred into
cosmology. We also want to ensure that it can encompass as large a class of theories
of gravity and dark energy models as possible, while remaining simple enough to
be constrained by real observations. These requirements are important as many
cosmological processes take place in the presence of non-linear structures, and because
we want to be able to represent as many theories as possible. The parameterization
that we end up with contains four functions of time that we expect to be able to link
to the large-scale expansion, the growth of structure, and the lensing of light in a
reasonably straightforward way. We do not assume any knowledge of the specific
underlying theory of gravity in order to end up with this result, other than insisting
that it fits into the class of conservative theories that can be described using the PPN
formalism. Our approach is built using a weak-field and slow-motion post-Newtonian
expansion, and so is naturally valid in the presence of non-linear structures (up to
neutron star densities).
We expect the work present in this chapter to complement the existing literature
on parameterized frameworks for testing gravity in cosmology, which come under
the umbrella terms of “parameterized post-Friedmannian” approaches [13, 16, 17,
120, 121, 196] and “effective field theory” approaches and their variants [14, 21–
23, 39, 118, 137, 171]. Our approach differs from most of this existing literature in
the fact that we emphasize the links between weak gravitational fields and cosmology,
and use this to constrain the possibilities for the large-scale properties of cosmology.
This means that we end up with a framework that is automatically consistent with
the PPN formalism on small scales, and that is constrained by this consistency in
the form that it can take on large scales. For reviews on modified theories of gravity
and parameterized frameworks in cosmology, the reader is referred to [76] and [125].
The plan for the rest of this chapter is as follows. In section 5.2 we introduce
the bottom-up constructions we will use to link weak-field gravity and cosmology
[69, 185–187]. Section 5.3 contains a review of the standard parameterized post-
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Newtonian approach, which we then modify for application to cosmology. In section
5.4, we build a cosmology from the weak field metric without assuming any field
equations. This results in a geometry with four unknown functions of time. In section
5.5, we work through four explicit example theories, to show how we expect our
formalism to function. Our examples include dark energy models, and scalar-tensor
and vector-tensor theories of gravity. Finally, in section 5.6 we discuss the implication
of the parameterization we have constructed.
5.2. From Weak Fields to Cosmology
In this section we wish to explore the relationship between weak-field gravity and
cosmology, without assuming anything about the field equations that govern the
gravitational interaction (i.e. without assuming a specific theory of gravity). These
two sectors are usually treated entirely separately in the standard approach to
cosmology, as they appear at different orders in cosmological perturbation theory.
They are, however, intimately linked, and given some knowledge about the weak-field
limit of gravity one can construct cosmological evolutions that are consistent with
that limit. We do not require a set of field equations in order to do this, as long as
we are considering metric theories of gravity. The end result is then a set of effective
Friedmann equations in which the large-scale expansion is driven by sources that
can be expressed in terms of weak-field potentials. The link between these potentials
and the energy-momentum content of the universe can subsequently be determined
by the particular field equations of the theory that one wishes to consider. The
great benefit of writing the Friedmann equations in this way is that they can be
directly expressed in terms of (an extended version of) the PPN parameters. This
facilitates both a direct comparison of cosmological and weak-field tests of gravity,
as well as constraining the otherwise near limitless freedoms that can exist when
parameterizing gravitational interactions in cosmology.
5.2.1. Expanding and Non-Expanding Coordinate Systems
The PPN formalism, and post-Newtonian expansion generally, are formulated as
an expansion about Minkowski space, such that the geometry can be described to
lowest non-trivial order by
ds2 = −(1− 2Φ)dt2 + (1 + 2Ψ)(dx2 + dy2 + dz2) , (5.1)
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where the gravitational potentials are now completely general and are of order
Φ ∼ Ψ ∼ 2. In the present context, it is useful to transform this line-element
so that it can be written as a perturbed Friedmann geometry. The coordinate
transformations required for this are equations (4.57) - (4.60) [69, 185–187]. The
scale factor a = a(tˆ) ∼ O(1) and a˙ = da(tˆ)/dtˆ ∼ O(), because time derivatives add
an order of smallness. Applying these coordinate transformations to the perturbed
Minkowski space in (5.1) gives, to lowest non-trivial order,
ds2 = −(1− 2Φˆ)dtˆ2 + a(tˆ)2(1 + 2Ψˆ) (dxˆ
2 + dyˆ2 + dzˆ2)
[1 + k
4
(xˆ2 + yˆ2 + zˆ2)]2
, (5.2)
where Φˆ and Ψˆ are defined, up to terms of O(4), by
Φ = Φˆ +
a¨a
2
(xˆ2 + yˆ2 + zˆ2) , (5.3)
Ψ = Ψˆ−
(
a˙2 + k
4
)
(xˆ2 + yˆ2 + zˆ2) . (5.4)
The quantity k ∼ 2, that appears in (5.4), is the Gaussian curvature of the conformal
3-space. The geometry and coordinate system used (5.2) look identical to those of
a global FLRW model with linear scalar perturbations. This is, however, only a
coordinate transformation of the perturbed Minkowski space from equation (5.1). It
is therefore only valid within the same region of space that the perturbed Minkowski
description was valid (i.e. a space much smaller than the size of the horizon). The
scale factor, a(tˆ), is not yet the solution to any set of Friedmann equations, and does
not yet correspond to the scale factor of any global Friedmann space. It is simply an
arbitrary function of time, introduced by the coordinate transformations in equations
(4.57) - (4.60). In order to associate it with a global scale factor, and determine the
relevant Friedmann equations, we must patch together many such regions of space,
using appropriate junction conditions.
5.2.2. Junction Conditions
The conditions required at the junction between neighbouring regions of space, in
order for their union to be considered a solution of the field equations, will now be
determined. Let us first choose to consider junctions that are (2 + 1)-dimensional
time-like submanifolds of the global space-time. In this case, the space-like unit
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vector normal to the junction is given as the solution to
na
∂xa
∂ξi
= 0 and nan
a = 1 , (5.5)
where ξi are the coordinates on the boundary. The first and second fundamental
forms on the boundary are then given by
γij =
∂xa
∂ξi
∂xb
∂ξj
γab and Kij ≡ 1
2
∂xa
∂ξi
∂xb
∂ξj
Lnγab , (5.6)
where γab = gab − nanb is the projection tensor onto the boundary. These equations
are the same ones defined in (3.9) and (3.10) in chapter 3. For a metric theory of
gravity, we will expect to be able to impose certain conditions on the values of γij
and Kij, on either side of the junction.
Strictly speaking, the junction conditions on the geometry will depend on the
specific field equations that apply to the theory of gravity that is being considered.
However, it is reasonable to expect that certain junction conditions should result
generically from conservatively constructed metric theories. In particular, we expect
that the Israel junction conditions in the absence of surface layers should be obeyed.
These conditions are given by [123, 124][
γij
](+)
(−)
= 0 , (5.7)
[
Kij
](+)
(−)
= 0 . (5.8)
where [ϕ]
(+)
(−) = ϕ
(+) − ϕ(−) for any object ϕ, and where superscripts (+) and (−)
indicate that a quantity should be evaluated on either side of the boundary. These
equations are the same ones defined in (3.7) and (3.8) in chapter 3. The first junction
condition (5.7) comes from the assumption of a continuous induced metric. This is
both natural and required so that no Dirac delta functions arise while computing
the affine connection. The second junction condition (5.8) comes from the Ricci
equation,
Rij = R
(3)
ij + 2KimK
m
j −KijKmm − LnKij + n˙(i;j) , (5.9)
where Rij is the Ricci curvature of space-time projected on the boundary, R
(3)
ij is
the Ricci curvature of the (2+1)-dimensional surface and n˙i ≡ ni;bnb. If Kij was
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discontinuous we would have a Dirac delta function in the LnKij term, and hence also
in the Ricci curvature. Generically, we expect the Ricci curvature to be related to the
energy-momentum tensor, in any theory of gravity that contains second derivatives
of the metric in the field equations. This means that if Eq. (5.8) were not satisfied
then we would generically expect to have a discontinuity in the energy-momentum
tensor. However, as we are considering situations where there are no surface layers
or branes on the boundary, this is not something that can be allowed. We therefore
expect the junction conditions (5.7) and (5.8) to apply to any covariant theory of
gravity that contains second derivatives of the metric in its field equations, as they
simply correspond to the metric being C1 smooth at the boundary. This expectation
has shown to hold true in scalar-tensor theories [199] and f(R) theories of gravity
[74, 75, 87]. If they were found to be untrue, for any particular theory of gravity,
then the theory in question would not fall into the domain of applicability of the
framework we are constructing. Such anomalous theories would then have to be
treated separately, as special cases.
The junction conditions (5.7) and (5.8) are sufficient to allow us to evaluate the
motion of the boundaries of each of our small regions of space, and therefore also
tell us the cosmological expansion we expect to obtain from regions described by
the geometry in (5.1) and (5.2). This will be described in terms of the potentials Φ
and Ψ in section 5.2.3, and in terms of (an extended set of) the PPN parameters in
section 5.4. In section 5.5 we will use these junction conditions, along with additional
conditions where required, to relate the weak field geometry to the cosmological
expansion in some specific example classes of modified theories that contain additional
scalar and vector degrees of freedom. This will allow us to write the functions that
appear in the Friedmann equation in terms of the parameters of these example
theories.
5.2.3. Emergent Cosmological Expansion
The junction condition in (5.8) is satisfied if Kij = 0, on the boundary of every small
region of space. This condition means that the boundary is extrinsically flat in the
3+1-dimensional space-time, and is probably the simplest way of satisfying the second
junction condition. Examples of constructions with time-like boundaries of this type
are the regular lattices of discrete masses studied in [27–29, 67, 69, 77, 79, 134–
136, 219–221], but it is also a perfectly good way to describe an FLRW space that
has been divided into small sub-regions with comoving flat boundaries. If we choose
to consider regions of space with extrinsically flat boundaries of this type, then we
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find that at leading order this implies [69, 185–187]
X,tt = n · ∇Φ|∂Ω +O(4) , (5.10)
X,AB = δAB n · ∇Ψ|∂Ω +O(4) , (5.11)
X,tA = 0 +O(
3) . (5.12)
where we have rotated coordinates so the boundary is located at x = X(t, y, z) (to
first approximation). The |∂Ω symbol in this equation indicates that the preceeding
quantity is being evaluated on the boundary of the region under consideration. These
equations describe the motion of the boundary of our small region of space, as well as
its shape and take the same form as the equations (4.33) - (4.35) in chapter 4. After
transforming to expanding coordinates via equations (4.57) - (4.60), and choosing
a(t) such that each part of the boundary is comoving with the (xˆ, yˆ, zˆ) coordinates,
we can use equation (5.10) to write one of the Friedmann equations for the global
space. This will be explained further in section 5.4, after introducing the relevant
formalism in section 5.3.
The other Friedmann equation requires us to derive a Hamiltonian constraint
equation. To do this we again assume that there exists a coordinate system where
every part of the boundary is comoving with the (xˆ, yˆ, zˆ) coordinates, and consider
a time-like 4-vector field that is both uniformly expanding and comoving with our
boundaries:
ua =
(
1;
X,t
X
xµ
)
, (5.13)
where we have kept only the leading-order term in each component, and where we
have expressed the components in the (t, x, y, z) coordinates. To derive (5.13) we use
a similar method to that used in (4.42) in chapter 4, for the velocity of a comoving
fluid. A spatial hyper-surface orthogonal to the time-like 4-vector field then gives,
from a post-Newtonian expansion of Gauss’ embedding equation, that(
X,t
X
)2
= −2
3
∇2Ψ− R
(3)
6
+O(4) , (5.14)
where R(3) is the Ricci curvature scalar of the space, which for the situation we are
considering can be related to the spatial curvature, k. The functional form of equation
(5.14) is strongly reminiscent of the Friedmann equations, and after transformation
to the expanding coordinates can also be used to construct an effective Friedmann
equation for the global space. Again, this will be explained further in section 5.4.
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We emphasize that nowhere in this section have we assumed anything about any
theory of gravity or a set of field equations, other than the junction conditions
(5.7) and (5.8). Nevertheless, we have ended up with a set of equations that looks
very similar to the Friedmann equations, with sources given by the derivatives of
weak-field potentials. A concrete realisation of the types of structure being described
here is a regular lattice, constructed from cells that are themselves regular convex
polyhedra. Such structures were considered in the context of Einstein’s theory in
[69, 185–187], and will often be what we have in mind in what follows in this chapter.
5.3. An Extended PPN formalism
Let us now consider how to extend the PPN framework, so that it can be used to
model weak gravitational fields in an expanding universe. We will begin by briefly
discussing the basics of the existing PPN formalism, as it is currently found in the
literature [214]. We will then discuss how we can extend it to include other forms of
matter that are relevant in cosmology, and to include the time dependence that is
a crucial feature of an expanding universe. This will require not only allowing the
parameters themselves to be dynamical, but also the boundary conditions that we
use for solving the relevant hierarchy of Poisson equations.
5.3.1. Review of the Standard PPN formalism
In this subsection we will review parts of the PPN formalism we require to extend it to
cosmological scales. The standard PPN formalism is built upon the post-Newtonian
expansions outlined in section 2.1.9. It does not assume any particular form for the
field equations, but does make an ansatz for the weak field metric (which is expected
to be valid for any metric theory of gravity). Up to O(2), this PPN metric is given
by equation (5.1), which has already been written in the standard post-Newtonian
gauge, so that it is diagonal and isotropic at leading order in perturbations. As
well as the metric, the energy-momentum tensor is also subject to a post-Newtonian
expansion. To lowest non-trivial order, this gives
Ttt =ρM(t, x
µ) +O(4) , (5.15)
Ttµ =− ρM(t, xµ) vMµ(t, xµ) +O(5) , (5.16)
Tµν =pM(t, x
µ)δµν +O(
6) , (5.17)
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where ρM(t, x
µ) ∼ 2 is the mass density of non-relativistic matter, vMµ(t, xµ) ∼ 
is the 3-velocity of this matter, and pM(t, x
µ) ∼ 4 is the isotropic pressure. This
energy-momentum tensor is assumed to be conserved, so that T ab;a = 0.
The relationship between gravitational potentials and energy-momentum content
is, of course, specified by the gravitational field equations. If these equations are
unknown, or we do not want to specify any particular theory of gravity, then the best
we can do is simply assume that the Laplacian of the gravitational potentials can be
expressed as a linear function of the energy-momentum content of the space-time.
This is done in the PPN framework by writing1
∇2Φ =− 4piGαρM , (5.18)
∇2Ψ =− 4piGγρM (5.19)
where G is Newton’s gravitational constant, and where α and γ are constants. Of
course, this description only applies to theories of gravity where Yukawa potentials
are either absent, neglected, or can be approximated by Coulomb-like potentials.
It also relies on the absence, or neglect, of any non-perturbative physics. Inclusion
of these types of gravitational interactions would require extending both the PPN
framework, and the PPNC that we construct here.
Now, the lowest-order equations of motion for time-like particles, from T ab;a = 0,
tells us that Φ is the gravitational potential that causes acceleration due to the
Newtonian part of the gravitational field. For agreement with local experiments (i.e.
so that G is the locally measured value of Newton’s constant), we must therefore
have α = 1 at the present time. The parameter γ then parameterizes the relativistic
deflection of light and Shapiro time delay, while further constants (not given explicitly
here) parameterize the zoo of other relativistic effects that are observable in the solar
system and elsewhere. The current best observational constraints on this parameter
are γ = 1 + (2.1± 2.3)× 10−5 [33], which is consistent with the value γ = 1 that is
expected from Einstein’s theory. To adapt these PPN parameters to cosmology, we
will allow them to be time-dependent.
The description given above is sufficient to calculate the leading-order gravitational
effects on both null and time-like particles. However, if we want to calculate explicit
expressions for α and γ, in terms of the parameters of a given theory of gravity, then
we must also expand the additional degrees of freedom present in that theory. For
1The usual definition of α and γ actually involves the solution to this equation written in terms of
the integrals of an asymptotically flat Green’s function. We have presented it in this way so
that it is more amenable for adaption to cosmology.
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how this is done for scalars and vectors the reader is referred to section 2.1.10.
Of course, other types of additional fields can be included, depending on the types
of theory that one wishes to consider. For further details on this, and other aspects
of the standard PPN formalism, the reader is referred to [214]. In the following
sections we will extend the PPN formalism by adding additional matter content,
additional gravitational potentials, and by allowing for additional time dependence
in the parameters. These extensions are all required in order to adapt the PPN
formalism for cosmology.
5.3.2. Additional Matter Content
The treatment above assumes p ρ, which is fine for the contents of the solar system,
but for cosmological studies would confine us to considering dust. We would like our
formalism to also be able to incorporate generic dark energy fluids, radiation, scalar
fields, and the variety of other types of matter that are often studied in cosmology.
We therefore take the total energy-momentum tensor of all matter fields to be given
by
T ab = T abM +
∑
I
T abI , (5.20)
where subscript M refers to quantities associated with non-relativistic pressureless
matter fields (i.e. baryons and dark matter), and where subscript I refers to quantities
associated with all other barotropic fluids. The energy-momentum tensor of each of
these fluids can then be written
T abJ = ρJu
a
Ju
b
J + pJ(g
ab + uaJu
b
J) , (5.21)
where we intend J ∈ {M, I}, and where the 4-velocity uaJ can be written
uaJ =
(
1 + Φ +
v2J
2
)
(1; vµJ ) +O(
4) , (5.22)
where vµJ is the 3-velocity of fluid J , and where v
2
J = v
µ
JvJµ. Equation (5.22) takes
the same form as (4.8) in chapter 4. The components of the total energy-momentum
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tensor are then given, to leading order, by
Ttt =ρM +
∑
I
ρI +O(
4) , (5.23)
Ttµ =− ρMvMµ −
∑
I
(ρI + pI)vIµ +O(
5) , (5.24)
Tµν =
∑
I
pIδµν +O(
4) , (5.25)
where ρI ∼ pI ∼ 2 and vI ∼ . In Chapter 4, we applied the post-Newtonian
expansion to fluids of this type and found that energy-momentum conservation
implies [186]
∇µ pI = 0 +O(4) . (5.26)
We therefore have that pI = pI(t) ∼ 2 is a function of time only, and not a function
of space. For a barotropic fluid with equation of state ρI = ρI(pI) this means that we
also have ρI = ρI(t), at O(
2). This further restricts the form of vI to correspond to
the velocity field of a uniformly expanding fluid, as we will explain further in section
5.4. The reader may note that nothing in this description relies on any specific theory
of gravity - only on the conservation of energy-momentum. For further details on
barotropic fluids with p ∼ ρ in post-Newtonian expansions, the reader is referred to
chapter 4.
5.3.3. Additional Potentials
The extra fluids described above, and the extra degrees of freedom that generically
exist in modified theories of gravity, require additional gravitational potentials to be
included in equations (5.18) and (5.19). We define these potentials implicitly through
the Poisson equations
∇2Φ ≡− 4piGαρM + αc +O(4) , (5.27)
∇2Ψ ≡− 4piGγρM + γc +O(4) , (5.28)
where Φ and Ψ are the metric perturbations from equation (5.1), and where
{α, γ, αc, γc} are a set of parameters (to be constrained by observation and ex-
periment). The first two of these are O(0), as before. The last two are of O(2), and
are constants in space. We intend these extra two parameters to include all sources
for gravitational fields that are independent of position, including the barotropic
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fluids discussed above and the additional degrees of freedom that occur in modified
theories of gravity2.
This choice of parameterization for the gravitational potentials Φ and Ψ is motivated
by (i) the fact that the potentials that appear in the PPN framework can be expressed
as a hierarchy of Poisson equations, and (ii) the fact that Poisson equations and Gauss’
divergence theorem guarantee that cosmological back-reaction will be small. The
first of these points means that our extended framework will be able to encompass all
theories that fit naturally into the PPN formalism. This includes an array of simple
scalar-tensor, vector-tensor, and bi-metric theories of gravity [214]. The second point
comes from the fact that the large-scale cosmological behaviour can be obtained
by integrating the weak-field gravitational equations over small regions of space
[69, 185–187]. It is only if these equations are of the form given in (5.27) and (5.28)
that Gauss’ theorem can be used to link the rate of cosmic expansion to energy
density in a straightforward way [114]. This will become clearer when we derive the
effective Friedmann equations in section 5.4. The solutions to equations (5.27) and
(5.28) are given by the Green’s function formalism described in section 3.2.
5.3.4. Additional Time Dependence
Finally, we must consider how the additional degrees of freedom from modified
theories of gravity should be expected to behave in our new formalism, and what
this means for the PPN parameters. For a theory with a scalar field, for example,
the expansion is given in (2.41). In the standard approach to the PPN formalism
one would assume φ¯ to be effectively constant, and only varying over cosmological
time-scales (if at all). When considering gravity in the solar system these variations
are entirely negligible. When considering modified gravity in cosmology, however,
they are not. We therefore cannot neglect the time dependence of φ¯ in scalar-tensor
theories. Similarly, we cannot neglect the time-dependence of A¯t in vector-tensor
theories, when we expand the extra vector field as in equations (2.42) and (2.43). As
the values of the PPN parameters depend on these quantities, this means we also
have to allow the PPN parameters to be functions of time, so that we have
α = α(t) , γ = γ(t) , αc = αc(t) and γc = γc(t) .
2The reason why extra potentials are required for the extra gravitational degrees of freedom in
cosmology will become clear when we consider examples, in section 5.5.
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This does not alter the functional form of the solutions to equations (5.27) and (5.28)
in space, as they are still Poisson equations, but it does add an extra degree of time
dependence to the source functions. This means that Gauss’ theorem can still be
used to derive the sources for the Friedmann equations, and that back-reaction can
be expected to be small. Spatial dependence of the parameters above would ruin
this result, and would not produce a Newtonian gravitational field on small scales.
This will be explained further in section 5.4, and explicit example theories will be
used to illustrate these points in section 5.5.
5.4. A Parameterized Approach to Cosmology
Let us now put together the emergent expansion considered in section 5.2 and the
effective field equations considered in section 5.3. This will allow us to obtain a set of
effective Friedmann equations without using any particular set of field equations. It
will also allow us to present parameterized, consistent expressions for both the large-
scale expansion, and the quasi-static limit of first-order cosmological perturbations,
in terms of our extended set of PPN parameters.
5.4.1. Review of the Conservation Equations
We will first derive conservation equations for each of the matter fluids using the
energy-momentum conservation equation, T ab;a = 0. Assuming that to leading order
each fluid is non-interacting, we obtain the result in (5.26) from the O(2) part of
the Euler equation. At next-to-leading order we find [186]
ρM,t +∇ · (ρMvM) = 0 +O(5) , (5.29)
ρI,t + (ρI + pI)∇ · vI = 0 +O(5) , (5.30)
where subscript M again refers to non-relativistic pressureless matter, and subscript
I corresponds to the barotropic fluids with pressure at O(2). The assumption that
fluids are not interacting at leading order gives standard dark energy models, with
interactions expected to occur at higher orders. One could potentially also consider
more exotic interacting dark energy models with interactions at leading order, but
have chosen to neglect this possibility here.
To integrate these equations we follow a similar approach to that in chapter 4
where we used (4.37). We make use of Reynold’s transport theorem, which for any
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space-time function f gives
d
dt
∫
Ω
f dV =
∫
Ω
f,t dV +
∫
∂Ω
fv · dA . (5.31)
Integrating equation (5.29) over our small region of space, and then using Gauss’
theorem and Reynold’s theorem, therefore gives
d
dt
∫
Ω
ρMdV ≡ dM
dt
= 0 , (5.32)
where the first equality defines M . This means that 〈ρM〉 = M/V , where the angle
brackets denote the average value of ρM in the spatial domain Ω, and V is the spatial
volume of Ω. In terms of the expanding coordinate system, equation (5.32) can be
written as
〈ρM〉,t + 3 a˙
a
〈ρM〉 = 0 , (5.33)
which is, of course, just the usual conservation equation for dust in an FLRW
space-time.
To derive a conservation equation for the barotropic fluid in (5.30) we do not
need to integrate it over space, as we have already found it to be homogeneously
distributed (to leading order). If instead we simply note that a homogeneous fluid
comoving with the boundaries of our region of space must have vaI = u
a, where ua
is the time-like 4-vector field from equation (5.13), then this gives ∇ · vI = 3a˙/a.
Substituting into equation (5.30) then gives
ρI,t + 3
a˙
a
(ρI + pI) = 0 , (5.34)
which is, of course, identical to the FLRW continuity equation for such a fluid. The
conservation laws for the leading-order parts of both the non-relativistic and the
barotropic fluid are therefore unaltered from the homogeneous and isotropic case,
even though we have allowed for extremely large density contrasts. These results
depend on energy-momentum conservation, but are otherwise independent of the
theory of gravity under consideration.
5.4.2. Background Expansion
Our next task it to write the emergent expansion, discussed in section 5.2.3, in terms
of the parameters and quantities from section 5.3.3. Let us start by integrating the
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constraint equation (5.14) over the spatial domain, Ω. The spatial curvature term in
this equation can be written
R(3) =
6k
a2
− 4
a2
∇ˆ2Ψˆ +O(4) , (5.35)
where we have chosen to use the expanding coordinates from equation (5.2). Inte-
grating this quantity over Ω, and using Gauss’ theorem, then gives∫
Ω
R(3)dV =
6k
a2
V − 4
a2
∫
∂Ω
∇ˆΨˆ · dA = 6k
a2
V , (5.36)
where in the last equality we have used the result that extrinsically flat boundaries
are totally geodesic, implying n · ∇ˆΨˆ|∂Ω = 0 [69, 98]. If we now consider the other
term on the right-hand side of equation (5.14), and similarly integrate this over Ω
then we get ∫
Ω
∇2Ψ dV = −4piGγ〈ρM〉V + γcV , (5.37)
where we have used equation (5.28). Note that if either γ or γc had been functions of
space, then the right-hand side of this equation would have been considerably more
complicated. Putting equations (5.36) and (5.37) together with equation (5.14) then
gives
a˙2
a2
=
8piGγ
3
〈ρM〉 − 2γc
3
− k
a2
, (5.38)
where we have written the left-hand side in terms of the quantities in the expanding
coordinates, and divided through by V . This equation has exactly the same form
as the first Friedmann equation of FLRW cosmology. It has, however, been derived
without reference to the field equations, using only (an extended version of) the PPN
metric.
Let us now derive an evolution equation. If we integrate equation (5.10) over ∂Ω,
and use Gauss’ theorem, then we get∫
∂Ω
X,ttdA = −4piGα〈ρM〉V + αcV . (5.39)
This equation can be simplified further by noting that X,tt must be constant over
∂Ω, in order for equation (5.11) to remain valid. We therefore have
a¨
a
= −4piGα
3
〈ρM〉+ αc
3
, (5.40)
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where we have divided through by V , written the left-hand side in terms of the
quantities used in the expanding coordinate system, and used the fact that A/V =
3/X for regular convex polyhedra. This equation is identical to the second Friedmann
equation, but has again been derived without recourse to the field equations. The
reader may again note that the right-hand side of this equation would have been
considerably more complicated if either α or αc had been functions of space.
By using the conservation equation (5.33), the constraint equation (5.38), and the
acceleration equation (5.40), we can derive one further constraint for this system.
This can be found by differentiating equation (5.38), and is given by
4piG〈ρM〉 =
(
αc + 2γc +
dγc
d ln a
)/(
α− γ + dγ
d ln a
)
. (5.41)
The existence of this constraint means that the first and second Friedmann equations,
(5.38) and (5.40), can be written entirely in term of the set of parameters {α, γ, αc, γc}.
5.4.3. First-order Perturbations
Finally, let us consider the small-scale, first-order cosmological perturbations that
arise within this framework. Using the transformations from equations (5.3) and
(5.4), the Poisson equations (5.27) and (5.28) transform to give
∇ˆ2Φˆ =− 4piGa2αδρ , (5.42)
∇ˆ2Ψˆ =− 4piGa2γδρ , (5.43)
where ∇ˆ2 = ∂ˆµ∂ˆµ, and where δρ = ρˆ− 〈ρM〉. These are exactly the type of equations
that one would expect to describe cosmological perturbations on small scales, in the
quasi-static limit. The often considered gravitational constant parameter, µ, and
gravitational slip parameter, ζ, can then be written in terms α and γ as
µ ≡ − ∇
2Ψˆ
4piGa2δρ
= γ and ζ ≡ Ψˆ− Φˆ
Ψˆ
= 1− α
γ
. (5.44)
These expressions provide a direct link between the parameters used to test gravity
in cosmology (µ and ζ), and those used in weak-field slow-motion world of post-
Newtonian gravity (α and γ).
We can now see that equations (5.33), (5.34), (5.38), (5.40), (5.42) and (5.43)
provide a consistent set of equations to evolve both the cosmological background,
and first-order cosmological perturbations in the quasi-static limit. This is all given
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in terms of a set of four parameters {α, γ, αc, γc} that are functions of time only, and
that can be directly related to the PPN parameters. We refer to this framework
as “parameterized post-Newtonian cosmology” (PPNC). In the next section we will
illustrate how our four parameters can be determined in some simple classes of
dark energy models, and modified theories of gravity. Such relations will allow
observational constraints on {α, γ, αc, γc} to be imposed on the parameters that
appear in each of these theories.
Before moving on, let us now provide some a posteriori justification for why
{α, γ, αc, γc} should be functions of time only. From the derivation of equations
(5.38) and (5.40) one can immediately see that any spatial dependence in either α or
γ would have resulted in sources proportional to 〈γρM〉 and 〈αρM〉 in the emergent
Friedmann equations. This would mean that any situation where α or γ have spatial
dependence should be expected to result in strong cosmological back-reaction, so that
the formation of structure would have a large effect on the background expansion.
This is because α and γ are expected to be related to the local distribution of mass.
The integrated quantities 〈γρM〉 and 〈αρM〉 would therefore be non-linear functions,
and their precise value would depend on how matter is clustered. Spatial dependence
of this type would modify the standard dust-like terms in the Friedmann equations.
So, while one would still have a consistent cosmology, the precise rate of expansion
would no longer be insensitive to the distribution of the mass of objects. This would
make the use of FLRW solutions, as a model to interpret observations, questionable,
at best.
Furthermore, if αc or γc had spatial dependence, then equations (5.42) and (5.43)
would have had an additional source on their right-hand sides. This would mean
that observations used to interpret Φˆ and Ψˆ may not be directly linked to the mass
density, and that one could (for example) have lensing of light in a situation where
the matter is perfectly homogeneous. None of these outcomes are desirable, and it
seems to us that they can only be avoided if {α, γ, αc, γc} do not vary in space. We
will see in the following section that simple dark energy models and conservative
theories of modified gravity do, in fact, obey these expectations.
5.5. Worked Examples
In this section will investigate how specific example theories of gravity can be
incorporated into the formalism described above. For each theory we will calculate
the value of the set of parameters {α, γ, αc, γc}, using the weak-field and slow-motion
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limit of the theory. We will then use the method outlined in section 5.2 to determine
the emergent cosmological expansion for each theory, by using the appropriate set
of junction conditions. This will give a set of Friedmann-like equations that govern
the emergent cosmological expansion, and which can be compared to the analogous
equations that one finds when considering the actual FLRW solutions for each of the
theories under consideration. The purpose of this is two-fold. Firstly, it shows that
the method used in section 5.4 does faithfully represent the perturbed Friedmann
solutions of a wide class of modified theories of gravity. Secondly, it confirms that
the effect of non-linear structure on the large-scale properties of the cosmology can
be neglected at leading order in perturbation theory. This latter property is required
if we are to make any sensible link between weak-field gravity and FLRW cosmology.
Our first worked example will be general dark energy models in Einstein’s theory. As
sub-cases of this we look at simple quintessence dark energy models with a minimally
coupled scalar field, as well as the standard ΛCDM model. We then consider scalar-
tensor and vector-tensor theories of gravity as further worked examples. These two
classes of theories require additional junction conditions for the additional degrees
of freedom that they contain. This is the case because theories in which the field
equations contain at most second-order derivatives of the fundamental fields should
generically be expected to obey junction conditions that imply the smoothness and
continuity of each of these fields. For Einstein’s theory, this just corresponds to
equations (5.7) and (5.8), as the metric is the only dynamical degree of freedom in
the theory. For modified theories of gravity, the extra degrees of freedom must satisfy
a similar set of conditions.
5.5.1. Dark Energy Models
Let us first consider a general dark energy model where a dark fluid is minimally
coupled to the metric. The gravitational theory in this case is still given by Einstein’s
field equations,
Rab = 8piG
(
Tab − 12Tgab
)
, (5.45)
where Tab = TMab + TIab, and TMab and TIab are the energy-momentum tensors
of non-relativistic matter and the dark fluid, respectively. Using the metric from
equation (5.1), the Poisson equations we obtain for the gravitational potentials in
5.5: Worked Examples 145
the weak-field limit are then given by
∇2Φ =− 4piGρM − 4piG(ρI + 3pI) , (5.46)
∇2Ψ =− 4piGρM − 4piGρI . (5.47)
This immediately gives the PPN parameters as
α = γ = 1 , (5.48)
which are, of course, the usual values of these parameters in Einstein’s theory.
Whenever α = γ = 1 we can use equations (5.38), (5.40) and (5.41) to find the
consistency relations
αc + 2γc +
dγc
d ln a
= 0 , (5.49)
2αc − 2γc = 6H˙ + 9H2 + 3k
a2
, (5.50)
where H = a˙/a is the Hubble rate. These equations must be obeyed by both αc and
γc. For the field equations given in (5.46) and (5.47) we find
αc =− 4piG(ρI + 3pI) , (5.51)
γc =− 4piGρI . (5.52)
equations (5.38) and (5.40) can then be used to write
a˙2
a2
+
k
a2
=
8piGγ
3
〈ρM〉+ 8piG
3
ρI , (5.53)
a¨
a
= −4piGα
3
〈ρM〉 − 4piG
3
(ρI + 3pI) . (5.54)
These are identical to the equations for an FLRW solution to Einstein’s equations
with a barotropic fluid. The consistency between these equations and the FLRW
equations of the same theory shows that our PPNC construction works for general
relativity with general barotropic fluids.
If we specialize further, to the case of a quintessence field [83], the we have that
the energy density and pressure are given by ρI =
1
2
φ˙2 + V (φ) and pI =
1
2
φ˙2 − V (φ),
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where φ˙ = dφ/dtˆ ∼ O() and V (φ) ∼ O(2). This gives
αc =− 8piG
(
φ˙2 − V (φ)
)
, (5.55)
γc =− 4piG
(
1
2
φ˙2 + V (φ)
)
, (5.56)
where φ is the minimally-coupled scalar field and V (φ) is the potential of that field.
We can now use equations (5.38) and (5.40) to write the emergent cosmological
expansion as
a˙2
a2
+
k
a2
=
8piGγ
3
〈ρM〉+ 8piG
3
(
1
2
φ˙2 + V (φ)
)
, (5.57)
a¨
a
= −4piGα
3
〈ρM〉 − 8piG
3
(
φ˙2 − V (φ)
)
. (5.58)
These are again identical to the equations for an FLRW solution to Einstein’s
equations with a minimally coupled quintessence field. The only extra equation we
get in this case is the propagation equation for the scalar field:
φ¨ = −3 a˙
a
φ˙− dV (φ)
dφ
, (5.59)
which can be derived from the continuity equation (5.34). This shows our parame-
terization is consistent with quintessence models of dark energy. It must therefore
also be consistent with the ΛCDM model, as this just correponds to the case where
both φ and V (φ) are constant. In this case we can set Λ = 8piGV (φ), and our pa-
rameters reduce to αc = Λ and γc = −Λ2 . The acceleration and constraint equations
then reduce to the Friedmann equations of ΛCDM universe. Our parameterization
therefore also works for the standard ΛCDM model.
5.5.2. Scalar-Tensor Theories of Gravity
Let us now turn our attention to a general class of scalar-tensor theories of gravity.
These theories are some of the simplest generic modifications that one can make to
general relativity, and involve the addition of only one non-minimally coupled scalar
field, φ. In order to fit into the formalism above, we choose to work in the Jordan
frame where energy-momentum is covariantly conserved. It then immediately follows
that the worldlines of test particles are geodesic [76, 214]. The Lagrangian for the
class of theories we wish to consider is given by the same equation we described in
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(2.7) in chapter 2. It is given by
L =
1
16piG
[
φR− ω(φ)
φ
gabφ;aφ;b − 2φΛ(φ)
]
+ Lm(ψ, gab) , (5.60)
so that the effective gravitational constant Geff , as determined by local weak-
field experiments, is modified by the space-time varying scalar field φ(t, xµ). The
semicolons denote covariant derivative with respect to the metric gab, and ω(φ) and
Λ(φ) are general functions of φ. Finally, ψ denotes matter fields. This class of theories
reduces to Brans-Dicke theory when Λ = 0 and ω is a constant [47]. We recover a
ΛCDM model when ω →∞, ω′/ω2 → 0 and Λ is a constant.
The field equations can be determined from the Lagrangian in (5.60) using varia-
tional principles, and can be manipulated into the form
φRab = 8piG
(
Tab − 1
2
gabT
)
+ gab
(
1
2
φ+ φΛ(φ)
)
+
ω(φ)
φ
φ;aφ;b + φ;ab , (5.61)
with a propagation equation for the scalar field given by
(2ω(φ) + 3)φ = 8piGT − ω′(φ)gcdφ;cφ;d − 2φΛ(φ) + 2φ2Λ′(φ) . (5.62)
In these equations Tab = TMab +
∑
I TIab is the sum of the energy-momentum tensors
of the non-relativistic matter and any non-interacting barotropic fluids that may be
present, and T ≡ Tabgab is the trace of the total energy-momentum tensor. We have
also written ω′(φ) = dω(φ)/dφ and Λ′(φ) = dΛ(φ)/dφ, and used  to denote the
covariant d’Alembertian operator.
The first thing to do, when considering the post-Newtonian limit of these theories,
is to expand the scalar field φ. We do this in the following way
φ = φ¯+ δφ+O(4) , (5.63)
where φ¯ ∼ 0 and δφ ∼ 2. This is so far the same as the treatment of this field in
the PPN formalism. However, we now note that the lowest-order field equations give
φ¯,α = 0 or, equivalently, φ¯ = φ¯(t) . (5.64)
This means that the lowest-order part of φ can be dependent on time, but not on
spatial position. At this point in the standard PPN formalism one assumes that
φ¯ is effectively constant (i.e. not varying in space or time). While this is likely to
be a very good approximation in the Solar System, it is unlikely to be valid on the
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scales we wish to consider in cosmology. Indeed, we will find that we must allow φ¯
to be a function of time in order for the emergent cosmological expansion to match
the behaviour predicted by the Friedmann equations. From now on we will refer to
φ¯(t) as the “background” value of the scalar field, and we will suppress its argument.
The perturbation δφ = δφ(xα, t) is dependent on both position in space and time, as
usual.
Using the weak-field metric from equation (5.1), and the field equations (5.61)-
(5.62), we can now write a set of Poisson equations for the gravitational potentials.
They are given by equations of the form given in (5.27) and (5.28), with the parameter
values
α(t) =
(
2ω + 4
2ω + 3
)
1
φ¯
, (5.65)
γ(t) =
(
2ω + 2
2ω + 3
)
1
φ¯
. (5.66)
These are exactly the same expression that one derives in the standard PPN formalism
[214], except that they are now functions of time. The fact that local gravitational
experiments determine the present day value of Newton’s constant to be given by G
then requires
α(t0) = 1 or, equivalently, φ¯(t0) =
(
2ω + 4
2ω + 3
)
, (5.67)
where t0 denotes the present time. This provides a boundary condition on the
function α(t), which is now generically expected to be non-constant in time. It also
allows us to write the present day value of γ as
γ(t0) =
(
ω + 1
ω + 2
)
, (5.68)
which is the usual value used in post-Newtonian gravitational experiments. One
may note that in our case this is only a boundary condition on γ(t), which is also
generically expected to be a non-constant function of time.
From equations (5.27) and (5.28) we can also read off the values of the cosmological
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parameters αc and γc. These are given by
αc(t) =−
(
2ω + 4
2ω + 3
)∑
I
4piGρI
φ¯
+
(
2ω + 2
2ω + 3
)(
−
∑
I
12piGpI
φ¯
+ Λ(φ¯)
)
− ω(φ¯)
φ¯2
˙¯φ2 −
¨¯φ
φ¯
+
(
1
2ω + 3
)(
ω′ ˙¯φ2
2φ¯
+ φ¯Λ′(φ¯)
)
, (5.69)
γc(t) =−
(
2ω + 2
2ω + 3
)∑
I
4piGρI
φ¯
−
(
1
4ω + 6
)(∑
I
24piGpI
φ¯
+ (2ω + 1)Λ(φ¯)
)
− ω(φ¯)
4φ¯2
˙¯φ2 −
¨¯φ
2φ¯
−
(
1
2ω + 3
)(
ω′
2φ¯
˙¯φ2 + φ¯Λ′(φ¯)
)
. (5.70)
These equations have no counterparts in the standard PPN formalism, as they are
neglected in that case. However, it can be seen that if φ¯ is a function of t, or if
barotropic fluids of a scalar field potential are present, then they are not equal to
zero. They can also not be neglected on cosmological scales, as we will see below.
Finally, one may note that in this case the potential Λ(φ¯) ∼ O(2) is not the same as
a non-interacting fluid with pI = −ρI .
The only other weak-field equation in this theory, other than equations (5.27) and
(5.28), is the propagation equation for the scalar field. This is given by
∇2δφ = 1
2ω + 3
(
ω′ ˙¯φ2 − 8piρM − 8pi
∑
I
(ρI − 3pI)− 2φ¯Λ(φ¯) + 2φ¯2Λ′(φ¯)
)
+ ¨¯φ . (5.71)
One may note that the terms responsible for screening mechanisms are absent at this
order, due to the post-Newtonian expansion we have deployed. They should, however,
be expected to appear at higher orders. In order to determine the cosmological
equations, we now need to know the appropriate junction conditions for φ. These
are given by [
φ
](+)
(−)
= 0 and
[
Lnφ
](+)
(−)
= 0 , (5.72)
which ensure the smoothness and continuity of the scalar field φ at the boundary
of the region of space we are considering. For the extrinsically flat boundaries we
consider here, these equations give Lnφ = 0, which can be expanded to obtain
n · ∇δφ|x=X = −a˙ ˙¯φXˆ0 +O(4) , (5.73)
where Xˆ0 is the constant position of the boundary in the expanding coordinate
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system.
Integrating equations (5.27), (5.28) and (5.71) over our region of space, using
Gauss’ theorem and equation (5.73), then gives the cosmological expansion equations
for a general scalar-tensor theory of gravity. These are given by
a˙2
a2
+
k
a2
=
8piG
3φ¯
〈ρM〉+ 8piG
3φ¯
∑
I
ρI +
ω(φ¯)
6φ¯2
˙¯φ2 −
˙¯φa˙
φ¯a
+
Λ(φ¯)
3
, (5.74)
and
a¨
a
=−
(
ω + 3
6ω + 9
)
8piG
φ¯
〈ρM〉 −
(
ω + 3
6ω + 9
)
8piG
φ¯
∑
I
ρI − 8piG
φ¯
∑
I
pI
(
ω
2ω + 3
)
− ω(φ¯)
3φ¯2
˙¯φ2 +
˙¯φa˙
φ¯a
+ Λ(φ¯)
(
2ω
6ω + 9
)
+
1
2ω + 3
(
ω′
2φ¯
˙¯φ2 + Λ′(φ¯)
)
, (5.75)
and
¨¯φ
φ¯
=
1
2ω + 3
(
8piG
φ¯
(
〈ρM 〉+
∑
I
(ρI − 3pI)
)
− ω
′ ˙¯φ2
φ¯
+ 2Λ(φ¯)− 2φ¯Λ′(φ¯)
)
− 3 a˙
˙¯φ
aφ¯
. (5.76)
Equations (5.74)-(5.76) are identical to the standard FLRW equations we expect to
obtain for scalar-tensor theories of gravity [76, 195], as well as corresponding precisely
to the parameterized equations (5.38) and (5.40). The corresponding first-order
quasi-static cosmological perturbations are also given precisely by equations (5.42)
and (5.43), with α and γ given by equations (5.65) and (5.66). One may note that
at this order of approximation, and with the assumptions we have made, we find no
Yukawa potentials. Again, the terms responsible for these in massive scalar-tensor
theories should be expected to appear at higher orders.
This shows our parameterization produces both the correct cosmological expansion,
and the correct first-order perturbations, for this class of scalar-tensor theories of
gravity. It also shows that the parameterized framework presented in section 5.4 is a
very compact way of presenting the cosmological dynamics.
5.5.3. Vector-Tensor Theories of Gravity
In this subsection we will consider a general class of vector-tensor theories of gravity.
These theories have a time-like vector field, Aa, that is non-minimally coupled
to gravity, and whose evolution equations are linear and at most second order in
derivatives. Their Lagrangian is given by (2.11). When the action obtained from
equation (2.11) is varied with respect to the metric, the field equations we obtain are
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given by [214]
Gab + ωΘ
(ω)
ab + ηΘ
(η)
ab + Θ
()
ab + τΘ
(τ)
ab = 8piGTab , (5.77)
where Gab = Rab − 12gabR is the Einstein tensor, Tab = TMab +
∑
I TIab is the total
energy-momentum tensor (including both matter and non-interacting fluids), and
the Θ’s are given by [214]
Θ
(ω)
ab = AaAbR+A
2Rab − 1
2
gabA
2R− (A2);ab + gab(A2) ;c;c , (5.78)
Θ
(η)
ab = 2A
cA(aRb)c −
1
2
gabA
cAdRcd − (AcA(a);b)c +
1
2
(AaAb)
;c
;c +
1
2
gab(A
cAd);cd , (5.79)
Θ
()
ab = −2(F caFbc −
1
4
gabF
cdFcd) , (5.80)
Θ
(τ)
ab = Aa;cA
;c
b +Ac;aA
c
;b −
1
2
gabAc;dA
c;d + (AcA(a;b) −Ac;(aAb) −A(aA ;cb) );c , (5.81)
where A2 = AaAa. The field equation obtained by varying the action from equation
(2.11) with respect to the vector field Aa is given by
F ab ;b +
1
2
τAa;b ;b −
1
2
ωAaR− 1
2
ηAbRab = 0 . (5.82)
The field equations (5.77) - (5.82) give the full set of field equations for the theories
we wish to consider in this subsection.
Let us now expand the components of the vector field Aa, in the post-Newtonian
limit. For this we write
At =A¯t + δAt +O(
4) , (5.83)
Aµ =δAµ +O(
3) , (5.84)
where A¯t ∼ 0, and δAµ ∼ 1, and δAt ∼ 2. The reader may note that we have
taken the leading-order perturbation to the spatial component of the vector field to
contribute at O(), which differs from the standard treatment in the PPN formalism,
where the lowest-order part of this component is usually taken to be O(3). We find
that this is necessary in order to reproduce the correct large-scale expansion.
Using the field equations (5.77) - (5.82) we find that the leading-order part of the
time component of the vector field must obey
At,α = 0 or, equivalently, A¯t = A¯t(t) . (5.85)
This also differs from the standard PPN formalism, which assumes that any time
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dependence in At can be neglected at this order. Again, such an assumption is likely
to be valid on small scales (such as in the Solar System), but will not generically
be valid on cosmological scales. In fact, just as with the scalar field in the previous
section, we find that we require A¯t to be time dependent in order to reproduce the
expected large-scale expansion. We will refer to A¯t as the “background” value of At,
and note that δAt is expected to be a function of both space and time.
Let us now consider the lowest-order field equations that feature δAµ. Using the
tµ-component of equation (5.77) and the spatial component of equation (5.82) we
find
τ(η + τ − 4)A¯tδAµ,νν = 0 . (5.86)
This means that if τ(η+τ−4)A¯t 6= 0 (as one should expect in general circumstances),
then we must have δAµ,νν = 0. We can then see that equation (5.82) implies that
δAµ,µν = 0, which implies δAµ,µ = f(t) for some function f(t). In general, the
solution for δAµ can therefore be written as
δAx =
1
3
f(t)x+ C1(t, y, z) , (5.87)
δAy =
1
3
f(t)y + C2(t, x, z) , (5.88)
δAz =
1
3
f(t)z + C3(t, x, y) , (5.89)
where C1, C2 and C3 are unknown functions to be determined.
At this point it is useful to consider the junction conditions on the vector field Aa.
For theories with at most two derivatives in the field equations we expect smoothness
and continuity to imply the following:[
A
‖
i
](+)
(−)
= 0 ,
[
A⊥
](+)
(−)
= 0 , and
[
(LnA)i
](+)
(−)
= 0 , (5.90)
where A
‖
i ≡ (∂xa/∂ξi)Aa is the component of the vector field that is parallel to the
boundary, where A⊥ ≡ naAa is the component of the vector field that is perpendicular
to the boundary, and where (LnA)i ≡ (∂xa/∂ξi)LnAa is the Lie normal derivative of
the vector field projected on the boundary. The ξi here refer to a set of coordinates
on the boundary of the region of space being considered.
Under reflection symmetric boundary conditions, the last two equations in (5.90)
simplify to A⊥ = 0 and (LnA)i = 0. Then, using equations (5.7), (5.8), and (5.90),
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we find that the value of the x-component of the vector field on the boundary should
be given by δAx|x=X = −a˙A¯tXˆ0, where Xˆ0 is a constant. From this and equation
(5.87) we can infer that f(t) = −3(a˙/a)A¯t and C1(t, y, z) = 0. Similar considerations
lead to the results C2(t, x, z) = C3(t, x, y) = 0, so that we end up with
δAx = − a˙
a
A¯tx , δAy = − a˙
a
A¯ty , δAz = − a˙
a
A¯tz . (5.91)
These results will be very useful for simplifying a lot of the terms that will occur in
the equations below.
Using the weak-field metric from equation (5.1), and the field equations (5.77)
- (5.91), we can now write another set of Poisson equations for the gravitational
potentials in these theories. They are again given by equations of the form given in
(5.27) and (5.28), with the parameter values
α =− 1D
[
2ωA¯2t (τ − 8ω − 2) + 2(2− τ)
]
, (5.92)
γ =− 1D
[
2ωA¯2t (−2η + τ − 4ω + 2) + 2(2− τ)
]
, (5.93)
where D is a function of time, and is given by
D =− ωA¯4t
(−η2 + 4ηω + τ 2 − 10τω + 12ω2 + 4(η − τ + 3ω))
+ A¯2t
(−η2 + 4ηω + τ 2 − 4τω + 12ω2 + 4(η − τ))+ 2τ − 4 . (5.94)
These expressions for α and γ are generally functions of time, but reduce to the usual
expression in PPN gravity when the time dependence of A¯t is neglected. As before,
the fact that local gravity experiments measure the value of Newton’s constant to be
G means that we have the boundary condition α(t0) = 1, which gives the present
day value of A¯t = A¯t(t0).
We can again read off the value of the cosmological parameters αc and γc from
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equations (5.27) and (5.28). These are still only functions of time, and are given by
αc =
1
D
[
8piG
∑
I
(
ωA¯2t (3pI(−2η + τ − 4ω + 2) + ρI(τ − 8ω − 2)) + (3pI + ρI)(2− τ)
)
− 6A¯2t
a¨
a
(
ωA¯2t
(
− 2η2 − 4ηω + τ2 − 6τω + (3η − τ + 6ω)
)
− τ(η + τ) + (η + 3τ + 2ω)
)
− 6A¯t ˙¯At a˙
a
(
ωA¯2t (−(2η + τ)(2η − τ + 4ω) + (5η + τ + 6ω))
− τ(2η + τ) + (3η + 3τ + 2ω)
)
− 3A¯2t
a˙2
a2
(−η + 2ω + 2) (2ωA¯2t (η + τ)− τ)
+ 2A¯t
¨¯At
(
ωA¯2t
(
3η2 − 2η(τ − 6ω) + 2ω(6ω − τ) + (−3η + τ − 6ω))
− ((3η + τ + 6ω)− 2τ(η + ω))
)
+ ˙¯A2t
(
2ωA¯2t
(
3η2 − 3ητ + 12ηω + τ2 − 8τω + 12ω2 + (−3η + τ − 6ω))
+ (2− τ)(−3η + 2τ − 6ω)
)]
, (5.95)
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and
γc =
1
4D
[
16piG
∑
I
(
3pIA¯
2
t (η − τ + 2ω)(−η − τ − 2ω + 4)
+ 2ρIA¯
2
tω(−2η + τ − 4ω + 2) + 2ρI(2− τ)
)
− 6A¯2t
a¨
a
(
A¯2t
(
− 2η3 − η2(τ + 8ω) + 2η (τ2 − 4τω − 4ω2)
+ τ
(
τ2 + 2τω − 12ω2)+ 4 (2η2 − ητ + 7ηω − τ2 + 6ω2))
− 2 (τ2 + 2(η − 2τ + 2ω)))
+ 12A¯t
˙¯At
a˙
a
(
(η − τ + 2ω)(2+ A¯2t ((2η + τ)(η + τ + 2ω)− 2(4η + 2τ + 3ω))
)
− 3A¯2t
a˙2
a2
(
A¯2t
(
− 2η3 − η2τ + 2η(τ − 2ω)2 + τ (τ2 + 6τω − 4ω2)
+ 
(
8η2 − 4η(τ − 2ω)− 4τ(τ + ω)))
+ 2(τ(4η + τ + 4ω)− 2(2η + 3τ))
)
+ 2A¯t
¨¯At
(
2τ(η + 2ω − 2)− A¯2t
(
− 3η3 − 18η2ω
+ η
(
3τ2 + 2τω − 36ω2)+ 2ω (τ2 + 2τω − 12ω2)
+ 4
(
3η2 − 3η(τ − 4ω) + ω(12ω − 5τ))))
+ ˙¯A2t
(
A¯2t
(
6η3 − 3η2(τ − 12ω)− 2η (3τ2 + 8τω − 36ω2)
− 4 (6η2 − 9ητ + 24ηω + 3τ2 − 19τω + 24ω2)
+ 3τ3 − 10τ2ω − 20τω2 + 48ω3
)
+ 2τ(2− τ)
)]
. (5.96)
Again, these equations do not exist in the standard PPN formalism, as time-
dependence of the background fields is neglected in that case. However, it can
be seen that if A¯t is a function of t, or if barotropic fluids are present, then they are
non-zero.
The final weak-field Poisson equation is the propagation equation for δAt. This is
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given by
∇2δAt = 1D
[
8piGρM
(
ωA¯3t (η − τ + 6ω)− A¯t(η − τ − 2ω)
)
+ 8piG
∑
I
(
ωA¯3t (ρI(η − τ + 6ω) + 9pI(η − τ + 2ω))
− A¯t(ρI(η − τ − 2ω) + 3pI(η − τ + 2ω))
)
+ 6A¯t
a¨
a
(
A¯2t
(
η2 + 2ηω − τ2 − 2η+ 2τ)+ ωA¯4t (−3η2 + η(τ − 6ω))
+ ωA¯4t (2τ(τ − 3ω) + 2(η − τ + 3ω)) + 2
)
+ 6 ˙¯At
a˙
a
(
ωA¯4t (2(η − τ + 3ω)− 3(2η + τ)(η − τ + 2ω))
− A¯2t (2(η − τ)− (2η + τ)(η − τ − 2ω)) + 2
)
− 3A¯t a˙
2
a2
(
ωA¯4t
(
η2 + 4ηω − τ2 − 10τω + 12ω2 + 4(η − τ + 3ω))
+ A¯2t
(
η2 − ητ − 8ηω − 12ω2 − 4η+ 4τ)+ 4)
+ ¨¯At
(
− ωA¯4t
(
9η2 − 10ητ + 36ηω + τ2 − 18τω + 36ω2)
+ A¯2t
(
3η2 − 4η(τ − 3ω) + τ2 − 8τω + 12ω2)+ 2τ)
+ ˙¯A2t
(
A¯t
(
3η2 − 5ητ + 12ηω + 2τ2 − 8τω + 12ω2)
− ωA¯3t
(
9η2 − 14ητ + 36ηω + 5τ2 − 30τω + 36ω2))] . (5.97)
In this case, taking the time component of the last of the expressions in (5.90) gives
n · ∇δAt|x=X = a˙2a A¯tXˆ0 − a˙ ˙¯AtXˆ0 − a¨A¯tXˆ0 . (5.98)
Integrating equations (5.27), (5.28) and (5.97) over our spatial domain, using Gauss’
theorem and equation (5.98), then gives the equations for the cosmological evolution
of the space-time. Firstly, the constraint equation in these theories is given by
a˙2
a2
= −16piG(〈ρM 〉+
∑
I ρI)a
2 + τa2 ˙¯A2t + 6(η + 2ω)a˙aA¯t
˙¯At − 6k(1− ωA¯2t )
3a2(−2 + (2η + τ + 2ω)A¯2t )
. (5.99)
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Next, the acceleration equation is given by
a¨
a
=
8piG(〈ρM 〉+
∑
I ρI)(−2τ + (8ητ + τ2 − 12ηω + 14τω − 24ω2)A¯2t )
3(−2 + (2η + τ + 2ω)A¯2t )(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
+
8piGτ
∑
I pI
(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
+
2 ˙¯A2t τ(3η − 2τ + 6ω + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
3(−2 + (2η + τ + 2ω)A¯2t )(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
+
6k(η + 2ω)A¯2t (2(η + τ)ωA¯
2
t − τ)
a2(−2 + (2η + τ + 2ω)A¯2t )(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
+
A¯t
˙¯Ata˙
a
(4ω − 2τ)
(−2 + (2η + τ + 2ω)A¯2t )
. (5.100)
Finally, the evolution equation for the background value of the vector-field is given
by
¨¯At
A¯t
=− 8piG(〈ρM 〉+
∑
I ρI)(η + 2τ − 2ω) + 24piG
∑
I pI(η + 2ω)
(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
− 3
˙¯Ata˙
A¯ta
− ˙¯A2t
(−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)
(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
− k 12ωA¯
2
t (η + τ)− 6τ
a2(−2τ + (−3η2 + τ2 + 2η(τ − 6ω) + 2τω − 12ω2)A¯2t )
. (5.101)
These three equations are again identical to the Friedmann equations of this class of
theories, showing that the emergent expansion proceeds as expected. They are also
identical to the parameterized expressions presented in equations (5.38) and (5.40),
with the appropriate values of {α, γ, αc, γc}. Once more, the first-order quasi-static
cosmological perturbations are given by equations (5.42) and (5.43), this time with
α and γ given by equations (5.92) and (5.93).
This shows that the parameterization we presented in section 5.4 is again applicable,
even though the equations are much more complicated in this case. This again
highlights the highly compact nature of the parameterized expressions presented in
section 5.4, and its ability to incorporate theories that fit into the PPN formalism.
5.6. Discussion
In this chapter we have constructed a parameterization that extends and transforms
the PPN formalism for use in cosmology. This framework is not simply built in
analogy to the PPN formalism, but is actually isometric to it on suitably defined
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spatial domains (that is, the two systems are actually equivalent in a physically
meaningful sense). The result is a set of parameterized cosmologies that are fully
consistent with the standard framework that is used to constrain gravity in the weak-
field slow-motion limit of gravity, and that can be used to test Einstein’s gravity and
its many alternatives on cosmological scales. The advantage of this approach is that
the consistency requirement with PPN requires that the parameters involved must be
functions of time only. It also gives constraints on the present day values of some of
these parameters, if local experiments are to measure the correct value of Newton’s
constant, G, and an experimentally acceptable value of the spatial curvature caused
by rest mass, γ. If one did allow for spatial dependence in our parameters then the
result would not be compatible with PPN, and should generically be expected to
lead to either strong back-reaction or a break down of the post-Newtonian expansion.
Formally, we end up with a generic system of Friedmann equations, and linear-order
scalar perturbations in the quasi-static limit, that are valid for any theories of gravity
that fit into the PPN approach. Our full set of parameters is given by the functions
{α(t), γ(t), αc(t), γc(t)}. The first two of these reduce to the corresponding PPN
parameters when t = t0, and the second two are new “cosmological” parameters that
determine the rate of expansion and acceleration in the large-scale cosmology. The
correspondence with PPN parameters means that cosmological observations can be
used to either (i) impose constraints on α and γ over cosmologically interesting scales
that complement those obtained from isolated astrophysical systems, or (ii) impose
the following boundary conditions on the initial values of α and γ:
α(t0) = 1 and γ(t0) = 1 + (2.1± 2.3)× 10−5 . (5.102)
The former of these ensures that local gravitational experiments measure the correct
value of G, and the latter is the experimentally determined value of γ from observa-
tions of the Shapiro time-delay effect of radio signals from the Cassini spacecraft as
they pass by the sun [33]. In case (ii), observations at high redshifts could be used
to impose constraints on the variation of G as the Universe evolves, by constraining
α(t) at times 0 < t < t0.
6. Ray Tracing and Hubble
Diagrams in Post-Newtonian
Cosmology
This chapter is based on [189]. The calculations for comparisons with the joint
light-curve analysis (JLA) supernova data in section 6.3.3 and the stochastic lensing
formalism in section 6.4.2 were performed by Pierre Fleury.
6.1. Introduction
While the kinematical back-reaction effects in these models have been precisely
quantified in chapters 3 and 4 [185–187], the optical properties have not until now
been explicitly calculated. These latter properties are of great practical importance,
as they are the direct observables upon which almost all astronomical probes are
based. Above and beyond any questions involving the large-scale expansion, the
influence of structure on the optical properties of a space-time are of very significant
interest for the determination of cosmological parameters. If non-linear structures
have any systematic effect on the propagation of rays of light, then this could
potentially have significant influence on any inferences of redshifts and distance
measures over cosmological scales, and could consequently bias the estimation of (for
example) the amount of dark energy in the Universe. The appropriate formalism
for investigating the optical properties of the Universe is geometric optics, which
is outlined in section 2.3.4. We will apply this formalism to our post-Newtonian
cosmological models, using direct ray tracing techniques, in order to determine the
influence of non-linear structure on observables such as the distance-redshift relation.
Of course, the optical properties of inhomogeneous cosmological models have been
extensively studied in the past, and various frameworks have been developed to
try to model the general behaviours that are expected from the effects of a lumpy
matter content. Of particular relevance for the present study are the Einstein-Straus
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Swiss cheese models in which regions of FLRW geometry are excised and replaced
by Schwarzschild [96, 97, 129], the Lindquist-Wheeler models that construct an
approximate space-time out of Schwarzschild directly [147, 148], and the Bruneton-
Larena model that creates an approximate model that is valid for a short period
of cosmic time [52]. In particular, the post-Newtonian cosmological models can be
considered an improved version of the Lindquist-Wheeler model as the approximation
scheme is under much better control. It could also be considered an improvement
on the Swiss cheese and Bruneton-Larena models, as it removes the need for a
background FLRW geometry and is valid for much longer periods of cosmic time.
In section 6.2 we first outline the method we use to calculate the optics along
very many lines of sight. Section 6.3 then gives a detailed account of the results of
our numerical integrations. This is followed in section 6.4 by a discussion of these
results in the context of the theorems of Weinberg, Kibble & Lieu, the stochastic
approach to lensing, and the recent results that have been obtained using methods
from numerical relativity. Finally, in section 6.5 we conclude. For the code used in
the simulations we work with geometrised units, where G = c = 1. Bold symbols can
refer to four-vectors, spatial vectors, or matrices.
6.2. Method
Let us now turn to the detailed implementation of light propagation in post-Newtonian
cosmology using ray tracing techniques. In order to capture the leading-order post-
Newtonian effects on the null geodesics that constitute the paths followed by individual
rays of light we require the metric to be specified to order 2:
ds2 = −(1− 2Φ)dt2 + (1 + 2Ψ)δµνdxµdxν +O(3) . (6.1)
The scalar gravitational potentials Φ and Ψ are both objects of order 2 in the
post-Newtonian expansion of the metric, and it can be noted that at this order
there can exist no vector or tensor perturbations. The required geometric quantities
associated with this metric are given in appendix A.6, up to order 2. While the
form of these scalar potentials is similar to those used in standard cosmological
perturbation theory, their precise meaning is different. In particular, the functions Φ
and Ψ in equation (6.1) contain information about the global expansion, as well
as the gravitational fields of nearby objects. The geometry of a cell will be similar
to the one constructed in chapter 4. However, we only consider late-times and for
simplicity, we neglect radiation and spatial curvature. Hence, our universe contains
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non-linear structures with a cosmological constant.
6.2.1. A Universe in a Cell
As the space-time we are considering is periodic, we only need to describe the
properties of a single cell in order to get the geometry of the entire universe. The
tessellation of space that we wish to consider here is based on a cubic cell, which
we use to tile a flat three-dimensional reference space. In this case, the volume of
the lattice cell can be taken to be V0 ' L30 = 1 Mpc3 today, where L0 is the proper
length of one of its edges at the present time. The condition that the lattice is
constructed in a flat space means that the total rest mass within each cell must be
exactly specified by [185–187]
M = ρ0L
3
0 =
3H20 ΩmL
3
0
8pi
≈ 4.5× 1010M , (6.2)
where H0 is the current value of the Hubble rate, ρ0 the current mean density of
matter (both dark and baryonic) in the Universe, and Ωm = 0.3 its ratio with the
critical density. In what follows we will assume this mass to be contained within
a spherically symmetric static body at the centre of the cell, with radius R  L0.
This setup is illustrated in Figure 6.1. One may note that other tessellations exist,
in three-dimensional spaces of positive and negative curvature.
We intend the matter within each cell to represent either a galaxy, or a galactic
dark matter halo. In the rest of this chapter we will therefore consider two different
simulations:
(i) Galaxy simulations: In this case the massive body at the centre of the cell
models the compact bulge of a spiral galaxy. We take this object to have
radius R = 3 kpc, and assume it to be opaque. This last condition is considered
to be largely true in the real Universe, where the density of luminous matter
and gas in a bulge makes it almost impossible to view any objects that lie
behind it. In practice, opacity is ensured in our models by artificially removing
from the simulation any rays that enters into the region r < 3 kpc. This
setup is comparable to the Einstein-Straus Swiss cheese model [96, 97], and
the black-hole lattice considered in [30].
(ii) Halo simulations: Here the central body represents a diffuse dark matter halo.
We take this object to have radius R = 30kpc, and to be completely transparent.
We assume for simplicity that the halo has uniform density ρH = 3M/4piR
3.
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L(t)
M
u
u
u
u
R
Figure 6.1.: An illustration of the cubic lattice cell we are considering, with a spherical
ball of matter with mass M and radius R. The size of the cell, L(t),
evolves with time, and the four-velocity of the faces serve to define a
four-velocity field u that can be continued into the interior of the cell.
This is far from being fully realistic, but is expected to be sufficient to address
the questions we pose in this chapter. More realistic density profiles will be
implemented in the future. This setup is comparable to those that are often
considered in the context of standard cosmological perturbation theory, as well
as the LTB and Szekeres Swiss cheese models.
In both cases (i) and (ii) the gravitational potentials can be shown to be given
by [185–187]
Φ(t,x) = Φ0(x) +
∑
p∈Z3∗
M
|x− L(t)p| −
M
|L(t)p|
+ Λ
6
, (6.3)
and Ψ(t,x) = Φ(t,x)−Λ/4, where the origin of the spatial coordinate system lies at
the centre of the cell, and where Φ0(x) is given by
Φ0(x) =

− M
2R3
(x2 − 3R2) if |x| ≤ R
M
|x| if |x| ≥ R .
(6.4)
Note that the case r ≤ R is relevant for the halo simulations only, as in the galaxy
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simulations light is not allowed to enter this region.
To the same order of accuracy, it can be shown that the global expansion in both
cases (i) and (ii) is given by the following emergent Friedmann equations:(
a˙
a
)2
=
8piGρ
3
+
Λ
3
+O(4) and a¨
a
= −4piGρ
3
+
Λ
3
+O(4) , (6.5)
where a is the scale factor, ρ = M/L3 is the averaged energy density of matter in
each cell (to order 2), and where Λ is the cosmological constant. At this level of
accuracy, these two equations are identical to the standard Friedmann equations of
homogeneous and isotropic cosmological models. They are, however, derived from
the Israel junction conditions applied at the boundaries between neighbouring cells,
as we did in chapter 4, rather than by assuming that averaged energy densities and
geometries can be substituted into Einstein’s equations directly. This means that
they are valid for arbitrary distributions of matter within each cell, including the
types of highly non-linear density contrasts required to describe galaxies and clusters
of galaxies. Once these equations have been solved, the length of the cell edge is
given by L(t) = a(t)L0, where a(t0) = 1.
The final piece of information required to compute observables such as redshift z
and angular diameter distance DA is a four-velocity field u that covers the whole of
the space-time (or, equivalently, the whole of a cell). Once specified, u can be taken
to define the rest frame of a hypothetical light source at any point in the space-time.
We require observers who follow the integral curves of this field to be comoving with
the boundary when they are coincident with it, and to be at rest at the centre of the
cell if they are located at that position. In other words, we choose our hypothetical
sources on the boundary to be comoving with the boundary. A vector field that
obeys these conditions, and that has been continued into the interior of the cell, is
given by [185, 187]
u =
(
1 + Φ +
1
2
H2x2
)
∂t +Hx
µ∂µ +O(3) , (6.6)
where H ≡ a˙/a. The observers who follow the integral curves of this field are analo-
gous to the fundamental (comoving) observers used in standard FLRW cosmology.
This is similar to our choice of observer in (5.13) in chapter 5. We use them to define
the frequency of light, the Sachs basis, and every other frame-dependent variable.
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6.2.2. Initial Conditions
The ray tracing procedure outlined in section 2.3.4 requires appropriate initial
conditions to be set. Specifically, we need to specify the position of the observer
in both space and time, as well as the direction on the observer’s sky in which the
beam of light will be propagated. Once this information has been given, the tangent
vector to the light ray, the Sachs basis vectors, and the Wronski matrix will be
found by integrating equations (2.78), (2.83), and (2.90) backwards in time, from
the observation event O to its source at affine distance λ.
We choose the coordinates of O by first performing a coordinate transformation,
as follows:
t0 = tˆ0 +
H0rˆ
2
0
2
+O(3)
xµ0 = xˆ
µ
0
[
1−
(
H0rˆ0
2
)2]
+O(4) ,
(6.7)
where hatted coordinates xˆa are the analogue of comoving synchronous coordi-
nates in the post-Newtonian cosmological framework [185, 187], and where rˆ0 ≡√
xˆ20 + yˆ
2
0 + zˆ
2
0 . We want our observer to remain at fixed position with respect to
these coordinates, so they are as similar as possible to the comoving observers used
in FLRW cosmology. We then make the further choice that the time of observation
is at
tˆ0 =
2
3H0
√
ΩΛ
arcsinh
√
ΩΛ
Ωm
, (6.8)
which is the time at which an observer in this model exists in order to measure
H = H0, for any given values of ΩΛ and Ωm. The remaining comoving spatial
coordinates are chosen to be {xˆ0, yˆ0, zˆ0} = {−0.4L0, 0.1L0, 0}. This places the
observer in the bulk of the cell, far from the central mass, the cell edge, and all axes
of discrete rotational symmetry [67].
If the observer at O is comoving, then his or her four-velocity u0 is given by
equation (6.6) at O. The rest space of such an observer is then spanned by a
triad (eα)α=1,2,3 with components
e0α = H0x
α
0 +O(3) , (6.9)
eµα = (1−Ψ0)δµα +
1
2
H20x
µ
0x
α
0 +O(3) , (6.10)
so that (u0, eα) forms an orthonormal basis at O. Our choice of units of time is now
such that the observed frequency of light at O is given by ω0 ≡ −(uaka)0 = 1, and
our specification of a spatial triad means the direction of incoming photons on the
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observer’s celestial sphere be written as
d0 = d
α
0eα = − sin θ cosϕ e1 − sin θ sinϕe2 − cos θe3 , (6.11)
where θ and φ are standard spherical coordinates. Once the pair of coordinates (θ, ϕ)
have been chosen, the initial conditions for the four-vector tangent to the rays of
light can then be seen to become
kt0 = 1 + Φ0 +
1
2
H20r
2
0 +H0d
α
0x
α
0 , (6.12)
kµ0 = H0x
µ
0 + (1−Ψ0)δµαdα0 +
1
2
H20d
α
0x
α
0x
µ
0 . (6.13)
For each light ray we randomly pick an observation direction, given by (θ, ϕ), in such
a way that the observer’s celestial sphere is homogeneously covered; the associated
probability density function thus reads p(θ, ϕ) = sin θ/4pi if θ ∈ [0, pi] and ϕ ∈ [0, 2pi),
and zero otherwise. This fully specifies all of the initial conditions for our ray tracing
experiment.
6.2.3. Reflection of Light at the Cell’s Boundary
The periodic nature of our lattice means that instead of propagating light rays
between neighbouring cells, which is the physical situation we wish to investigate,
we can simply reflect our light rays off the cell boundaries and continue propagating
it within the same cell. This will produce exactly the same result as propagating the
light between cells, as we have reflection symmetry about each of our boundaries
(see Figure 6.2). It is also a more economical way of modelling an infinitely extended
universe.
The reflection relations required at our cell boundaries can be derived using the
fact that all optical quantities (wave four-vector, Sachs basis, Jacobi matrix, etc.)
must be continuous. This fact is ensured to be true at our cell boundaries due to
the satisfaction of the Israel junction conditions between neighbouring cells, and
the fact that u has been taken to be comoving with the boundary. Thus, for any
four-vector v attached to the light beam, its reflected counterpart v′ must read
v′ = v − 2g(v,n)n , (6.14)
where n is the outward-pointing unit normal four-vector to the boundary, which for
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boundaries at coordinate positions xα = ±L(t)/2 is given by
n = na∂a = +
HL
2
∂t ±
[
1−Ψ + H
2L2
8
]
∂α +O(3) . (6.15)
The reflection equation (6.14) applies in particular to the wave four-vector k, Sachs
basis vectors sA, and separation four-vector ξ. The reader may note, however,
that by construction we have u′ = u, and hence ω′ = ω. A further consequence
of equation (6.14), applied to sA and ξ is that the screen components of ξ are
unchanged by the reflection:
ξ′A ≡ g(ξ′, s′A) = g(ξ, sA) ≡ ξA . (6.16)
This means the Jacobi matrix, the Wronski matrix, and all distance measures must
be continuous at reflection, as required. It also means we can apply the Wronski
multiplication rule (2.91) as if there were no reflection at all.
u
n
kk′
boundary
cell 1 cell 2
Figure 6.2.: A schematic illustration of the reflection of light at the boundary, with
time increasing in the vertical direction and spatial position varying
along the horizontal. The vector n denotes the normal to the boundary,
and u and k represent the four-velocities of the boundary (black line)
and the ray of light (red line), respectively. The reflection symmetry of
the model implies that continuously crossing a boundary from cell 1 to
cell 2 is entirely equivalent to reflecting all quantities at the boundary.
6.2: Method 167
6.2.4. The Ray-Tracing Code
To implement the integration of the optical equations, as outlined in section 2.3.4, we
developed a ray-tracing code in C. Initial conditions for the numerical integrations
we perform are set as described in section 6.2.2, and the reflection operations at cell
boundaries are performed as outlined in section 6.2.3. The pipeline that implements
this set of operations is sketched in Figure 6.3.
xµi+1 = x
µ
i + k
µ
i   
propagate
initial conditions i = 0
(t0, x
µ
0 ,k0, . . .)
zi+1 > zmax?
evaluate
u(ti, x
µ
i )
 (ti, x
µ
i ), ,⌫(ti, x
µ
i ), ,⌫⇢(ti, x
µ
i )
reflection
ki ! k0i
(sA)i ! (s0A)i
W i !W i+1
ki ! ki+1
ti ! ti+1
(sA)i ! (sA)i+1
propagate
xµi+1 out of the cell?
reposition xµi+1
on the boundary
yesno
yes
no
stop
detD  0?
Figure 6.3.: A pictorial representation of our ray-tracing code.
The code is iterated to look-back time t0 − t (in the coordinates of equation (6.1)),
with an evolving step ∆ti ≡ ti− ti+1 = a(ti)1.67× 104 yr. This choice is made so that
the ratio between the time step and the cell size L(t) remains essentially constant, at
∆t/L(t) = 5× 10−3. This ensures that the accuracy of the code is stable over time.
At each time step, we evaluate the gravitational potential Φ and its derivatives using
equation (6.3). The sum over p in this equation is truncated to p ∈ {−5, 5}3 \ 0, so
that only the 113 = 1, 331 closest masses are taken into account. The error that is
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made on the value of the potential due to this truncation is at most∣∣∣∣Φexact − ΦtruncΦexact
∣∣∣∣ ∼ 5× 10−3 , (6.17)
which essentially occurs in the region of space closest to the boundaries of the cell
(where the potential is smallest). We expect this to have a negligible impact on our
final results. The maximum value of the PN expansion parameter  is evaluated at
the edge of the cell to be  ∼ H0L0 ∼ 2×10−4; in terms of the gravitational potential,
it is maximum at the surface of the mass clumps, with  ∼√GM/R ∼ 10−3 in the
galaxy simulation.
Meanwhile, the differential equations of light propagation (2.78), (2.83), and (2.90)
are solved using a simple Euler integration with the above time step. The global
numerical error on the redshift along an individual line of sight is estimated to be
N×(∆t/LH)2, where N is the number of steps, and LH is the Hubble radius (which is
the typical distance over which u varies appreciably). As the integration is performed
over cosmological distances we have N ∼ LH/∆t, so that
global error on z ∼ H0∆t ∼ 10−6 . (6.18)
We have tested our code against known exact expressions in de Sitter space-time,
with the results detailed in appendix A.7. We find that the code exhibits an accuracy
for z(λ) in agreement with the above prediction. Estimating the global error on
the Euler integration of the Jacobi matrix is more subtle. On the one hand, the
local error is larger because the optical tidal matrix varies over distances comparable
to L  LH. On the other hand, its sign flips during the propagation through a
cell—curvature increases while the photon is approaching the central clump, and
then decreases while it moves away—so that local errors do not combine cumulatively.
A conservative estimate can be obtained by considering a random local error with
standard deviation (∆t/L)2, which along an individual line of sight yields
global error on D ∼
√
N ×
(
∆t
L
)2
∼ 10−3 . (6.19)
Numerical tests of the convergence of our numerical integrations indicate a slightly
smaller error, below one part in a thousand. This error cannot be tested with the de
Sitter case presented in appendix A.7, however, as the optical tidal matrix is exactly
zero in that case.
We will propagate a given light beam within our lattice cell until it reaches a
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boundary, at which point it will be reflected according to the rules described in
section 6.2.3. Due to the discrete nature of the time steps in the numerical integration,
the actual intersection between the photon’s path and the world-sheet of the boundary
generically occurs between two steps i and i+ 1, so that xµi+1 lies outside of the cell.
We correct for this by determining the actual point of intersection, and propagating
the ray of light back to this point. Observables such as the redshift z, the Jacobi
matrix D, and the associated angular distance DA are computed at each time step,
and saved in an output file at every z = 0.1n, with n ∈ N.
Finally, the code stops along each ray of light if any one of three cases occurs:
1. The maximum redshift zmax = 1.5 is reached;
2. A caustic occurs, at which point detD ≤ 0, and our approach breaks down;
3. The ray of light enters an opaque clump of matter (in the galaxy simulations
only).
6.3. Results
Let us now present the results produced by our ray-tracing code in post-Newtonian
cosmologies, before going on to compare these results with existing analytical and
numerical approaches in section 6.4. Our code is constructed so that it can build
up statistics associated with physical observables, such as redshift and angular
diameter distance, by integrating along large numbers of individual lines-of-sight.
Two examples of these individual paths are shown, for illustrative purposes, in
Figure 6.4. The left panel of this figure shows the deflection of light that occurs close
to a compact object, while the right panel shows the first 20 reflections of a beam of
light that stays far from the central mass. In both of these diagrams time flows from
light to dark colours, while the arrows indicate the direction of numerical integration.
Production of the first of these images required us to dramatically reduce the time
step of the numerical integrations, in order to resolve the gravitational potential in
the vicinity of the compact object1.
Let us now address the central question of the statistics of observables that are
calculated from considering many such beams of light, and how these relate to the
predictions of the homogeneous and isotropic FLRW models. We will do this by first
calculating the redshift as a function of affine distance in section 6.3.1, before moving
1Note that any light ray passing this close to a mass point in our galaxy simulations would be
excluded, due to our selection rules.
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Figure 6.4.: Left panel: Deflection of light passing very close to a compact object. The
black sphere indicates the Schwarzschild radius of the mass rS = 2GM ,
and the impact parameter of the ray of light is 10 rS. Right panel: The
first 20 reflections of a typical realisation of a ray of light in the halo
model. The central sphere indicates a halo with radius R = 30kpc, while
the box size is L0 = 1 Mpc.
on to consider the angular distance-affine parameter relation in section 6.3.2. With
both of these data sets in hand, we will then combine them to construct Hubble
diagrams in section 6.3.3. This last quantity is the direct observable, and is what
astronomers within our space-time should be expected to measure. In practice, for
each simulation (galaxy and halo) we shoot NL = 10
5 light beam in random directions
on the observer’s celestial sphere. The statistical average of an observable Q is then
defined by
〈Q〉Ω ≡
1
NL
NL∑
b=1
Qb , (6.20)
which can be seen to correspond to a directional average, as the random set of beams
evenly covers the sky.
6.3.1. Redshift
Let us start by considering the redshift along our rays of light. Figure 6.5 compares
the fractional difference between the z(λ) relation obtained in our simulation, using
the direct methods outlined in section 2.3.4, with the FLRW relation z¯(λ) obtained
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Figure 6.5.: Comparison of the redshift-affine parameter relation z(λ) obtained from
numerical integration of rays of light in our post-Newtonian simulations,
and the corresponding function z¯(λ) in an FLRW model. Dots indicate
the statistical mean 〈z〉Ω /z¯ − 1 over 105 light beams shot in random
directions from a single location. The error bars indicate the standard
deviation σz/z¯ of z within this data set. The errors associated with
numerical precision and truncation of the post-Newtonian expansion
at lowest non-trivial order are not displayed; they are evaluated in
appendix A.7.
by integrating the well-known expression
dz¯
dλ
= −(1 + z¯)2H(z¯) where H(z) = H0
√
Ωm(1 + z)3 + ΩΛ . (6.21)
We display results for both the galaxy simulation (with a compact opaque core), and
the halo simulation (with a transparent and diffuse distribution of mass). It can be
see that the mean deviation from the predictions of the corresponding FLRW models
is less than one part in 105, and decreases as the integration continues. While the
numerical values obtained for 〈z〉Ω /z¯ − 1 are larger than the error bars displayed,
which account for the statistical deviation of numerical results obtained along 105
different geodesics, they are not significantly larger than either the numerical error
estimates obtained for our routine (see appendix A.7) nor the errors that should
be expected from neglecting post-post-Newtonian gravitational potentials [185–187].
Both of these latter sources of error are conservatively estimated to be at the level of
about one part in 105.
The results displayed in Figure 6.5 lead us to conclude that the deviations of z(λ)
from their values in a corresponding FLRW universe are no greater than one part
in 105. This is an intrinsic limit to the accuracy that one could ever hope to obtain
from a perturbative approximation of the gravitational field, as used in this study,
and in this sense we have saturated the bound on deviations in redshift that can
6.3: Results 172
be induced from post-Newtonian gravity. To quantify the effect of inhomogeneity
on cosmological redshift one must therefore go to post-post-Newtonian order (i.e.
O(4)), and increase the precision of the numerical integrations to a comparable level
of accuracy (around one part in 1010). This is beyond the scope of the present study.
These results should not, of course, be confused with the effects of peculiar motions
on the z = z(λ) relation. These motions can have a very considerable impact
on redshifts [43, 159], as Doppler effects can contribute significantly to physical
observables such as redshift-space distortions. By choosing a set of observers who are
as close to comoving as possible, as specified by the four-vector field in equation (6.6),
we have explicitly neglected such contributions. In a fully realistic model these effects
can, and should, be added to the background cosmological redshift. This can be
done in a relatively straightforward way by simply boosting either the observer or
the source, but the effects of this are well studied, and would work in exactly the
same way here as they do in the standard approach to cosmological modelling. We
will therefore not consider them any further.
The negligible effect of inhomogeneity on background redshifts that we have
found here can be compared to similar results in the Einstein-Straus Swiss cheese
model [107], where deviations from z¯(λ) are due to the Rees-Sciama effect [179].
These models similarly neglect the contribution of peculiar velocities. On the other
hand, standard cosmological perturbation theory, LTB, and Szekeres Swiss cheese
models display much larger fluctuations in the observed redshifts. In each of these
cases the cause of the difference is the peculiar motion about the large-scale average
(although the exact models listed here do not require a background in order to be
defined). Such effects could be incorporated into the general framework of post-
Newtonian cosmological modelling, but would require a more realistic distribution of
matter in each cell.
6.3.2. Angular Distance
We now turn to angular diameter distance measurements. In this case, the FLRW
relation between angular distance DA and affine parameter λ is the solution of the
following differential equation:
d2D¯A
dλ2
= −4piGρ0(1 + z)5 D¯A , (6.22)
with D¯A(0) = 0 and dD¯A/dλ(0) = −1. In Figure 6.6 we compare the output DA(λ)
we obtain from ray tracing within our simulations to the D¯A(λ) expected from in a
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Figure 6.6.: The angular diameter distance as a function of affine parameter, DA(λ),
as a fraction of the value expected from FLRW cosmology. Dots indicate
the statistical mean 〈DA〉Ω /D¯A − 1 from 105 beams of light shot in
random directions, and error bars indicate the standard deviation for
the same data set. The errors bars are much larger than the estimated
numerical error, and correspond to physical phenomena that should have
a counterpart in the real Universe.
comparable FLRW model. Contrary to z(λ), the difference can be significant, and in
the galaxy simulations is much greater than the estimated numerical error.
In the galaxy simulation the mean distance 〈DA〉Ω, measured across the observer’s
sky at a given λ, is systematically greater than its FLRW counterpart. In other
words, light sources are systematically demagnified compared to observations in a
homogeneous Universe. This demagnification reaches ∼ 10% for values of λ that
correspond to z ∼ 1. The reason for this difference is that light never crosses the
opaque matter clumps in these simulations, but instead always propagates through
regions of perfect vacuum. This means that the sole source of focussing in the beam
is due to the Weyl curvature of the space-time, with no contribution from the Ricci
curvature (which vanishes in vacuum). This is the exact opposite of what happens
to a beam of light in an FLRW geometry, where Ricci focussing is always non-zero
while the Weyl curvature vanishes. The point of relevance here is that the shear
that is caused by the Weyl curvature is much less efficient than Ricci curvature at
focussing beams of light (except when light passes very close to clumps of matter). It
is this lack of focussing that is responsible for the behaviour seen in Figure 6.6. The
dispersion of our data, represented by the error bars in Figure 6.6, is due to the fact
that some light beams pass closer to galaxies than others, and are thus more sheared.
Such behaviour is reminiscent of what occurs in Einstein-Straus models [107]. These
issues will be discussed in more detail below.
In the halo simulation, on the other hand, light sources are not systematically
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demagnified. In fact, they are even slightly magnified on average (see section 6.4.1).
Since the haloes are transparent, the deficit of Ricci focussing that occurs when
light propagates through empty space is compensated when the haloes are crossed.
As well as this, the fact that the haloes are less compact means that they tend
to produce weaker Weyl curvature, meaning that the beams are less sheared. The
dispersion of the data, which is slightly smaller than in the galaxy case, is due to the
fact that some lines of sight pass through more haloes than others. Unlike redshifts,
distance measures are not directly affected by peculiar matter flows, but rather due
to gravitational lensing phenomena which is itself related to the local space-time
curvature experienced by the beams of light.
6.3.3. Hubble Diagram
Let us now combine the results from sections 6.3.2 and 6.3.1, to construct the Hubble
diagram that an observer would produce within our model space-time. By convention,
it is usual to present this information as a plot of the distance modulus µ, which is
related to the luminosity distance DL by
µ ≡ 5 log
(
DL
10 pc
)
. (6.23)
In Figure 6.7 we compare the Hubble diagrams generated from our simulations,
within a post-Newtonian model, to those expected in a comparable FLRW model.
As expected from section 6.3.2, the differences are most pronounced in the case
of galaxy simulations. This follows immediately from the result that redshifts are
largely unaffected by the inhomogeneity, leading to δDA(z) ≡ DA[λ(z)]− D¯A[λ¯(z)] ≈
δDA[λ¯(z)] . Note, however, that this approximate equality is no longer true when
second-order terms are taken into account. Such terms can bias the Hubble diagram
in a non-trivial way, with the quantitive magnitude of the effect depending on the
particular distance measure being considered (luminosity distance, luminous intensity,
distance modulus, etc.) [44, 109, 127].
It is interesting to note that in the galaxy simulation the effect of inhomogeneity
on the Hubble diagram acts to bias the inferred amount of dark energy. That is,
if we fit the data from our galaxy simulation to a spatially flat ΛCDM model by
minimizing the χ2 statistic,
χ2(Ωm) ≡
15∑
i=1
[〈µsim〉Ω (zi)− µΛCDM(zi; Ωm)
σ(zi)
]2
, (6.24)
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Figure 6.7.: Left panel: The Hubble diagram constructed in our two post-Newtonian
simulations, compared with the fiducial ΛCDM model constructed with
the same cosmological parameters (µ¯0.3(z) and ΩΛ = 0.7). Right panel:
A difference plot between the simulations and the fiducial ΛCDM model.
The ΛCDM that best fits the galaxy simulation is also shown. Again,
dots indicate the statistical mean of the data set and error bars indicate
the dispersion.
then we find that best-fitting model has Ωm = 0.22, rather than the value of 0.3
that would be obtained if one had direct access to the background rate of expansion.
In performing this fit we have taken zi = 0.1i and σ
2(zi) = σ
2
int + σ
2
lens(zi), where
σint = 0.1 is the intrinsic dispersion that is expected to encapsulate the astrophysics
of supernovae in real data [82] and σlens is the dispersion due to gravitational lensing
(corresponding here to the error bars in Figure 6.7). This is comparable to similar
results found in the Einstein-Straus Swiss cheese model [111]. It implies that if one
fits the observed Hubble diagram in such a universe, by wrongly assuming that it is
homogeneous and isotropic, then one overestimates its actual dark energy content by
about ∆ΩΛ = 0.08. When applied to supernova data, this effect tends to improve
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Figure 6.8.: Dispersion of the Hubble diagram σlens due to gravitational lensing in
each of our two simulations, compared with the ansatz of the joint
light-curve analysis [35].
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agreement with Planck [110] on Ωm.
Finally, let us close this section with a remark on the scatter of supernova data
due to gravitational lensing in the joint light-curve analysis (JLA) [35]. The results
of the JLA, which assume σlens(z) = 0.055z, are shown in Figure 6.8 together with
our numerical results from ray tracing. The JLA ansatz can be seen to lie somewhere
between our halo model and galaxy model. The shape of the JLA ansatz is closer
to the halo case, which starts to become linear around z = 0.4, while in the galaxy
case the behaviour is more complicated. This is not surprising as the JLA ansatz
is motivated by standard cosmological perturbation theory, where lensing is mostly
due to fluctuations in the Ricci curvature (as is the case in our halo simulation).
This can be seen as a confirmation of the JLA approach, but also warns that more
complicated effects can occur in a universe that contains high-density compact
astrophysical structures. However, the reader may note that the precise values of
σlens in our simulations must be taken with some caution as they strongly depend on
the parameters of the model, as discussed in section 6.4.2.
6.4. Comparisons
In section 6.3 we presented the basic results from our ray-tracing code, in terms of
redshifts and distance measures. The difference between the averages of some of
these data sets, and the expectations from FLRW models, were sometimes seen to be
significant. In addition, the variance within each data set has the potential to allow
interesting information about the structure in the Universe to be extracted from (for
example) supernova observations. It is therefore of considerable interest to be able
to relate these results to the underlying features of the model, in order to be able
to understand how different features of the each configuration affects cosmological
observations, and to be able to extrapolate these results from our idealized models
to the real Universe.
To this end, in this section, we will interpret the results from section 6.3 in terms
of some of the most prominent frameworks that have been constructed to understand
the effects of inhomogeneity on the propagation of light. In particular, we will
investigate (i) the theorem developed by Weinberg and Kibble & Lieu that relates
the mean of observables to FLRW expectations, (ii) the stochastic lensing formalism
that aims to model the statistical distribution of observations made along many
lines of sight, and (iii) the relationship with the empty beam approximation along
special lines of sight, as recently studied using full numerical relativity. This will
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allow us to probe the regimes in which these constructions and approximations are
valid, as well as provide ways to understand the results of the previous section within
well-established frameworks.
6.4.1. Weinberg-Kibble-Lieu Theorem
In 1976 it was argued by Weinberg that gravitational lensing due to inhomogeneity in
the Universe does not change the average relation between luminosity distance and
redshift [210]. However, it was later realised that this very general statement could
not be true; Weinberg overlooked the importance of choosing the observable that
one averages, as well as the importance of the choice of averaging procedure itself.
That is, averaging luminosity distances is not equivalent to averaging magnitudes or
luminous intensities, and averaging over angles is not equivalent to averaging over
sources or area [24, 25, 44, 109, 126, 127]. A more detailed and accurate statement
was proposed in 2005 by Kibble & Lieu [131], which stated that it is the directional
average of the angular diameter distance squared on surfaces of constant λ that is
unaffected by the presence of matter inhomogeneities. Mathematically, this can be
expressed as follows:
〈
D2A(λ)
〉
Ω
≡ 1
4pi
∫
λ=cst
D2A dΩ = D¯
2
A(λ) . (6.25)
Equivalently, one can say that the total area of surfaces of constant λ, A(λ) =
4pi 〈D2A(λ)〉Ω, is unchanged by gravitational lensing. We shall call this property the
Weinberg-Kibble-Lieu (WKL) theorem. If one further assumes that the z(λ) relation
is not significantly affected by inhomogeneities, the WKL theorem can be re-written
in terms of surfaces of constant z.
We can now test the validity of equation (6.25) in our PN simulations, by comparing
〈DA〉Ω and 〈D2A〉Ω to their FLRW counterparts. The results are shown in Figure 6.9,
for both the galaxy and halo simulations. The WKL theorem is clearly violated in
the case of the galaxy simulation, while it appears an extremely good approximation
in the case of the halo simulation. This difference is essentially due to the opacity of
the galaxies, which means that the light rays cannot sample every point in space.
The region that is excised in the galaxy simulation is the region of highest Ricci
curvature, meaning that the average density of matter along the allowed lines of sight
is lower than the cosmological average (or strictly zero, in the idealized simulation we
have performed). This biases the average of the inferred measures of distance, and
causes the discrepancy that can be seen in Figure 6.9. The halo simulation, on the
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Figure 6.9.: Evaluation of the Weinberg-Kibble-Lieu theorem, 〈D2A(λ)〉Ω = D¯2A(λ),
with ray-tracing in post-Newtonian simulations.
other hand, has no regions of space that the rays of light are forbidden from entering.
The average density they experience is therefore much closer to the cosmological
average. This is the essential reason why the WKL theorem works so well in the halo
case2.
The logic above is not only applicable to our post-Newtonian models alone, but
should apply to every model in which opaque structures are present (including the
real Universe). In particular, similar behaviour has been observed in the context of
Einstein-Straus Swiss cheese models [107]. A further property that causes violation
of the WKL theorem, that is not present in our models but may exist in more general
setups, is statistical anisotropy [113]. This can cause additional Weyl lensing, which
means that 〈D2A(λ)〉Ω 6= D¯2A(λ). Finally, the averaging over angles 〈. . .〉Ω that appears
in equation (6.25) is not always the relevant averaging procedure to perform for every
cosmological observable; it is the natural notion of averaging that one would use for
full sky observations such as the CMB [45, 140], but is not the type of averaging that
one usually uses when constructing a Hubble diagram from observations [109]. For
this latter case it would be more natural to perform an average over sources, which
could lead to violations of the relations one might expect from naive extrapolation.
6.4.2. Comparison with Stochastic Lensing
A useful formalism for modelling the effects of small-scale inhomogeneities on the
propagation of narrow light beams has recently been constructed by modelling lensing
events as stochastic processes [112]. In a nutshell, this approach consists of modelling
the fluctuations in the Ricci and Weyl focussing scalars as white noise. The moments
2The reader may note that the accuracy of these results is much greater than the random error on
any individual trajectory; we attribute this to the error on the mean decreasing as the inverse
square root of the number of trajectories in the sample (which is 105 here).
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of the distribution of angular diameter distance measures can then be calculated, and
compared to observations and ray-tracing models. It is instructive to compare this
approach to the results we obtained in section 6.3, in order to evaluate its efficacy,
and in order to determine the features of the real Universe that it should be expected
to faithfully capture.
The first step in the stochastic formalism of [112] is to decompose Ricci focussing
term from equation (2.85) as R = 〈R〉+ δR, where 〈R〉 = −4piG(1 + z)2 〈ρ〉 is the
mean Ricci focusing associated with the mean matter density 〈ρ〉 encountered by
the light beam, while δR encodes fluctuations about it. There is no need for such
a decomposition of (W1,W2), as in a statistically isotropic universe 〈WA〉 = 0. The
stochastic processes, δR and WA, are then characterised by covariance functions CR
and CW , defined by
〈δR(λ)δR(λ′)〉 = CR(λ)δ(λ− λ′) , (6.26)
〈WA(λ)WB(λ′)〉 = CW (λ)δABδ(λ− λ′) , (6.27)
where δ(λ−λ′) is the Dirac delta function and δAB is the Kronecker delta. From these
assumptions, it is now possible to calculate the mean and variance of the angular
diameter distance along different lines of sight.
In particular, the lowest-order contribution to the average of the angular dis-
tance 〈DA〉 due to shear can be written as [112]
〈DA(λ)〉 = D0(λ)
(
1 +
∫ λ
0
2 dλ1
D20(λ1)
∫ λ1
0
dλ2
D20(λ2)
∫ λ2
0
dλ3D
4
0(λ3)CW (λ3) +O(C2W )
)
(6.28)
where D0 denotes the angular diameter distance in a homogeneous space with
〈R〉 and W = 0. Next, the variance of angular diameter distances, σ2DA(z) ≡
〈D2A(z)〉Ω−〈DA(z)〉2Ω, can be shown to satisfy the following differential equation [112]:
(σ2DA)
′′′+
(
H ′
H
+
6
1 + z
)
(σ2DA)
′′+
[
H ′′
H
+
(
H ′
H
)2
+
8
1 + z
H ′
H
+
6
(1 + z)2
− 4 〈R〉
(1 + z)4H2
]
(σ2DA)
′
+
2 〈R〉′
(1 + z)4H2
+
4CW − 2CR
(1 + z)6H3
σ2DA
=
2D20CR
(1 + z)6H3
+
6
(1 + z)6H3D40
∫ z
0
dz1
(1 + z1)2HD20
[∫ z1
0
dz2
2D40CW
(1 + z2)2H
]2
,
(6.29)
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where it has been assumed that z(λ) is the same as in the corresponding FLRW
model, and where a prime denotes a derivative with respect to z. It can be seen that
both the Ricci term and an integrated Weyl term act as sources for σ2DA .
It now remains to determine the covariance functions CW and CR . In a universe
randomly filled with spherical opaque clumps of matter with mass M and size R,
the associated Weyl covariance is found to be [112]
CW ≈ 3g
2
H20 Ωm(1 + z)
6 , (6.30)
where g = GM/R2 is the gravitational acceleration at the surface of the clump.
This result was originally derived in the context of Swiss cheese models, but can be
easily generalised to the present case. Finally, it can be shown that for the galaxy
simulations we have CR = 0, while for halo simulations we have
CR ≈ 72
5
L30
R2
H40 Ωm(1 + z)
6 . (6.31)
We now have all the information required to compute 〈DA(λ)〉 and σ2DA for our two
simulations, and to compare these to our results from ray tracing.
In Figure 6.10 we compare the mean angular diameter distance from our ray
tracing experiment to the results from the stochastic lensing formalism. We see that
the prediction from equation (6.28) reproduce the results of our simulations very
accurately. In the galaxy case we have also indicated the results that one would
obtain from the empty-beam approximation, in which R = 0. We see that this empty
beam approximation, although not very good, is still better than FLRW at modelling
the results from ray tracing. This confirms that, in the case of our galaxy simulations,
most of the departure from FLRW is caused by the deficit of Ricci lensing due to
the opacity of the matter clumps. When the stochastic shear corrections are added
to D0, the numerical results are recovered to high accuracy. In the halo case, where
the FLRW model is already a good model for 〈DA〉Ω, the stochastic shear correction
from equation (6.28) can be seen to improve the fit even further.
Finally, in Figure 6.11 we compare the variance of our ray tracing results with
the results obtained from stochastic lensing. We see that equation (6.29) provides
an excellent description of the halo simulations, but fails in the galaxy case. The
inability of stochastic lensing to predict the correct variance of the angular distance
in a universe where light passes through vacuum regions is caused by the strong
non-Gaussianity of W , which cannot be reasonably modelled as a white noise. This
supports similar findings in the case of the Einstein-Straus Swiss cheese model [112].
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Figure 6.10.: Comparison between the sky-averaged angular diameter distance 〈DA〉Ω
in our post-Newtonian simulations, and the predictions of the stochastic
lensing formalism. In the galaxy case (left panel), we have also plotted
the results one would obtain from using the empty beam approximation.
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Figure 6.11.: Comparison between the dispersion σDA of the angular distance in our
post-Newtonian simulations, and the prediction from the stochastic
lensing formalism.
6.4.3. Comparison with Numerical Relativity
A recent field of study, within the field of inhomogeneous cosmology, is the study of
models created using the tools from numerical relativity [6–8, 26–29, 86, 115, 136,
158, 219–221]. The prospect of creating high-accuracy inhomogeneous cosmological
space-times without any continuous symmetries is a highly exciting one, and presents
the prospect of testing a number of the ideas around the possible consequences
of inhomogeneity in cosmology in a rigorous and well-defined way. Nevertheless,
the construction of numerical cosmological models is not without its difficulties.
Numerical artefacts in these solutions do not dissipate in the same way that they do
in asymptotically flat space-times, and the amount of computational time required
to calculate the space-time geometry (and observables within it) is not trivial.
These facts make comparison between numerical relativity and approximation
schemes potentially useful for those who are trying to eliminate the effects of numerical
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errors and artefacts in their simulations. In the future, such a comparison may also
provide a way for us to try and evaluate the extent to which approximation schemes
such as ours can be used as valid approaches for trying to create more versatile
frameworks for capturing the lead-order effects of inhomogeneity. To these ends, we
will compare our ray-tracing results to the only results of calculating observables
within a numerical cosmological model that are currently available; those of [30].
Although the two approaches to cosmological modelling are formally quite different,
the properties of the physical configuration they are trying to simulate are very
similar: In both cases indeed the Universe is periodic and made of compact matter
clumps.
As in our models, the authors of [30] considered a universe tiled with cubic lattice
cells. They then consider two fiducial light beams, A and B, as depicted in Figure 6.12.
These beams are very special, in that they are stable during their propagation; the
periodicity of the model implies that neither of them can be deflected by the masses
at the centre of the cells. This is guaranteed by the fact that reflection symmetric
surfaces are always totally geodesic, and that each beam lies at the intersection
of at least two reflection symmetric surfaces. Along each of their trajectories they
then computed the DL(z) relation, which is a direct observable for anyone inside the
lattice.
In [30], the authors then compared the results of numerically integrating the optical
equations in their numerical space-time with the following well-known cosmological
models:
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Figure 2: Top: the paths of geodesics A and B in one of the BHL cells. The geodesics
run close to the symmetry loci at all times. Middle: photon redshift as a function of the
coordinate distance from the source. Bottom: luminosity distance as a function of the
coordinate distance from the source. The error bars are indicated by shaded regions (when
not visible, they are included in the width of the curves).
– 15 –
Figure 6.12.: Light rays A and B within a cubic lattice cell. This figure has been
adapted from [30].
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(i) Einstein-de Sitter (EdS): An FLRW model with Ωm = 1 and ΩK = ΩΛ = 0;
(ii) ΛCDM: The concordance FLRW model with Ωm = 0.3, ΩK = 0, and ΩΛ = 0.7;
(iii) The Milne universe: An FLRW universe with Ωm = 0, ΩK = 1, and ΩΛ = 0;
(iv) The empty-beam approximation (EBA): A cosmology with DL = −(1+z)2λ,
and the EdS relation between redshift and affine parameter z(λ).
They found that the last of these approaches is the best (and a good) fit to their
numerical results. Initially, this may seem at odds with the results we presented in
the left panel of Figure 6.10, but we will show it is entirely consistent.
In Figure 6.13, we present the results of considering the special light beams, A and
B, in our post-Newtonian simulations (without the cosmological constant, in order
to facilitate a direct comparison with [30]). Indeed, it can be readily observed that
the EBA does indeed provide the best-fitting DA(z) along each of these beams in our
simulations, just as it does in the numerical relativity simulations of [30]. In fact, in
the case of beam A this result is exact, as along the edge of a cell tidal forces must
be exactly zero due to discrete rotational symmetry. Furthermore, the beam does
not encounter any form of matter along the cell edge, so both Ricci and Weyl lensing
terms must vanish (as assumed in the EBA). For beam A, the apparent discrepancy
with the results presented in Figure 6.10 can now be seen to be entirely due to the
very special choice of geodesics A, which is not representative of the experience of a
typical ray of light within the model. In particular, beam A experiences a drastically
lower rate of shear than almost all other trajectories.
Let us now consider beam B, which is slightly focused with respect to the EBA.
This is because along B the tidal forces due to the masses above and below are not
cancelled by the masses on the sides, which are further away. This beam is thus
consistently sheared along the z axis, which causes a correction with respect to the
EBA. It is interesting to note that, even though shear is consistently produced along
the same axis, the difference between DA(z) along the trajectory B and the EBA
remains very small (5× 10−5 at z ∼ 1). This can be compared with the left panel of
Figure 6.10, where the difference between 〈DA〉Ω and the EBA is at the level of one
percent at the same redshift. We attribute this to the fact that the beam is always
far from the central mass of each cell it passes. Consequently, this means that the
majority of the shear corrections in 〈DA〉Ω must come from very close encounters
with the central masses, and not from special trajectories where the contributions
to shear are all cumulative. We conclude from this that the results presented in
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Figure 6.13.: Comparison between the luminosity distance-redshift relation DL(z)
along the light rays A and B, as depicted in Figure 6.12, and the
following four models: (i) Einstein-de Sitter (EdS), (ii) ΛCDM, (iii)
Milne, and (iv) the empty-beam approximation (EBA) in an EdS
background.
section 6.3 are not artefacts of the lattice structure of the model, but should be quite
robust under changes of configuration.
6.5. Discussion
To summarise, in this chapter we have ray traced through a set of models that were
created to simultaneously model both large-scale expansion and non-linear structure.
We have found that the redshifts that an observer in such a space-time would model
are very close to those of an FLRW model with the same amount of total mass and
dark energy. This result was found to be independent of the way in which matter is
distributed within each of the primitive cells of our lattice model, and whether or not
the matter is opaque or transparent. On the other hand, we have found that angular
diameter and luminosity distances can differ considerably from the predictions of
FLRW cosmology, as long as the mass is clumped into compact and opaque non-
linear structures. In the extreme case, when all matter is clustered into high-density
galaxy-bulge-sized objects we find that the difference can be as much as 10%, with
objects appearing dimmer at the same redshift in the inhomogeneous cosmology.
This difference drops dramatically when the matter is taken to be dispersed and
transparent, however, and becomes less that 1% when dark matter halo-sized objects
are being modelled.
7. Conclusions and Future Work
We have constructed cosmological models by patching together many sub-horizon-
sized regions of space, each of which is described using post-Newtonian physics. The
boundaries between each of these regions were assumed to be reflection symmetric,
in order to make the problem tractable. This allowed us to find the general form
for the equation of motion of the boundary, as well as the general form of the post-
Newtonian gravitational fields that arise for general matter content. These results
both follow from a straightforward application of the junction conditions, which in
the latter case provides the appropriate boundary conditions for solving Einstein’s
field equations. We extend this approach to include radiation and a cosmological
constant. We then generalise this to construct a parameterization to link theory to
observations on cosmological scales. Finally, we perform ray-tracing simulations to
calculate observables in the context of a late-time universe with non-linear structures
and a cosmological constant.
We can summarise the key findings in this thesis in the following way:
• The backreaction from non-linear structure is small in a post-Newtonian cosmo-
logical model with a size of 10−4 times the background value for homogeneities
on scales of about a 100 Mpc. This effect will be smaller for homogeneities on
smaller scales.
• This correction takes the form of radiation, and could potentially affect early-
universe physics if we naively extrapolate our results.
• The cosmological constant has a negligible effect on the backreaction.
• Non-linear effects from radiation and spatial curvature could affect the backre-
action from non-linear structures.
• We have constructed a parameterization of a large class of modified theories of
gravity and dark energy models on cosmological scales that is isometric to the
standard PPN formalism on suitable scales.
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• Our parameterization requires just four functions of time, which can be directly
linked to the background expansion of the universe, first-order cosmological
perturbations, and the weak-field limit of the theory.
• We have calculated cosmological observables and constructed Hubble diagrams
in an inhomogeneous post-Newtonian cosmological model with a cosmological
constant.
• When the results from considering dense opaque objects are fitted to FLRW
cosmological models, we find that the best fitting spatially flat model has
ΩΛ = 0.78 when the actual value in the model is ΩΛ = 0.7. This constitutes a
bias of more than 10% in the estimation of this crucial cosmological param-
eter, compared to the perfectly homogeneous and isotropic case, which is a
considerable effect.
• By comparing our results to the expectations from the Weinberg-Kibble-Lieu
theorem, we find that when the matter is transparent and diffuse the relevant
averages in the inhomogeneous universe correspond to the FLRW values in a
very precise way.
• When matter is opaque and compact, on the other hand, there is no such corre-
spondence, and the averages of the relevant optical probes in the inhomogeneous
universe do not correspond to FLRW values in any obvious way.
• By applying the recently developed stochastic lensing formalism to PN cosmo-
logical models, we can extract the physical effects that bias the mean and the
variance of the angular diameter distance DA.
To conclude, the small size of kinematical backreaction effects suggests that using
an FLRW background to model the universe, even in the presence of large density
contrasts, seems to be well justified, if the matter is distributed regularly. However,
the optical properties in inhomogeneous models might differ from an FLRW one.
This in turn might affect the systematics of current and future experiments. This
then could significantly affect our interpretation of cosmological parameters. Hence,
we must understand the effect of light propagation in the real universe vs an FLRW
universe, if we want to do precision cosmology.
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7.1. Future Work
It remains to be seen what form the relevant relativistic corrections will take for more
general configurations of matter fields, or for structures built with less restrictive
symmetries. The former of these cases can be studied using the approach we have
prescribed in section 3.7.1, while the latter requires a generalisation of our post-
Newtonian cosmological models [116].
As for the PPNC formalism, observationally, one can constrain the parameters
{α(t), γ(t), αc(t), γc(t)} with the cosmological probes that are, by now, quite standard
in constraining modified theories of gravity. Importantly, however, we allow for the
background expansion to be a part of the parameterization. This is required for
most minimal modifications to Einstein’s theory, including the scalar-tensor and
vector-tensor theories considered in this thesis, and offers new ways to constrain
the underlying theory. We also have equation (5.41), which provides a consistency
relation between our parameters, and may reduce the number of observables required
to constrain our full set of parameters. In terms of specific observables, one could
for example use supernova data to constrain the Hubble rate H = a˙/a and the
acceleration a¨/a [35, 82, 168, 180, 181]. Independent information on the density
of baryons and dark matter (e.g. from primordial nucleosynthesis) together with
information on the spatial curvature of the Universe (e.g. from CMB [9] and BAO
observations [201]), should then provide constraints on αc(t) and γc(t). Cosmological
perturbations, on the other hand, can be used together with observations of the
growth rate of structure to determine α(t), and together with observations of weak-
lensing to determine the combination α(t) + γ(t). This is just a schematic of what
is possible of course, and a large number of other cosmological probes are also
available to provide additional constraints. In general, we expect there to be more
observational probes than parameters in this framework, meaning that the system
should be able to be constrained effectively with existing and upcoming data.
Of course, there are also certain limitations to our PPNC formalism. It does not,
for example, apply to many of the more complicated theories of gravity that are
now frequently considered in cosmology, as such theories do not always fit into the
PPN framework. This could include higher dimensional theories that do not have an
effective four-dimensional weak-field limit that fits into the standard PPN formalism.
Also, if such theories have surface layers at the junctions between neighbouring
regions, then our use of Israel’s junctions conditions would no longer be valid, and
we would need to consider these theories separately. More complicated theories
may also include Yukawa potentials [68, 72] or involve non-perturbative gravity
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[15, 130, 203] in the weak-field regime, both of which we have neglected here. We
have also only been concerned with small-scale perturbations, in what is often referred
to as the quasi-static limit of cosmological perturbation theory. The inclusion of
large-scale perturbations is required to complete the picture, and these may lead to
the presence of Yukawa potentials. These subjects will be addressed in future studies,
although it has already recently been shown that one should generically expect
Yukawa potentials to lead to strong back-reaction [114], and we strongly suspect
the same applies to theories that involve non-perturbative screening mechanisms.
Including more complicated theories, and large-scale perturbations, should therefore
be expected to lead to significant complication in the parameterized framework. In
this sense, one can consider the PPNC framework we have outlined here as a minimal
construction for testing minimal deviations from Einstein’s theory. This is sufficient
to use tests of gravity from cosmology to constrain conservative theories, as is usual
in both Solar System and binary pulsar applications of the PPN formalism.
As for the ray-tracing simulations there are plenty of avenues to pursue. In
subsequent work we could consider the detailed statistical behaviour of the observables
of gravitational lensing, such as optical shear and distance measures, as well as
including more realistic distributions of matter. A first step in doing this would be
to include opaque galaxy cores and, e.g., a Navarro-Frenk-White profile. A second
step would be to arrange these haloes within a cell according to the actual matter
power spectrum, and allowing for their peculiar motion under gravity. This should
provide further insight into the biases that inhomogeneous structures can cause,
as well as allowing interesting questions about the formation of caustics and the
statistics of optical shear and distance measures to be addressed. If caustics form in
any considerable number, then they could have profound consequences for both the
construction of Hubble diagrams and CMB observations [99].
A. Appendix
The following sections supplement the discussions in the main thesis.
A.1. On Reflection Symmetry and Junction
Conditions
In this section, bold symbols can refer to four-vectors, or vectors or tensors on the
(2+1) dimensional time-like boundary.
Here we propose a covariant derivation of the way the junction conditions are
ensured by the reflection symmetry of spacetime at the boundary. Let Σ denote the
boundary hypersurface, n its normal, and (ei)i=0,1,2 a triad field on Σ. The set of
vectors (e0, e1, e2,n) thus forms an orthonormal basis on Σ. Let finally (M±, g±,∇±)
be the two regions of spacetime separated by Σ, with their own metric and connection,
so that n points from M− to M+.
The key thing ensured by reflection symmetry is the following. On Σ, any vector
field X must be tangent to Σ
X|Σ = X iei. (A.1)
Indeed, if X had a component Xn over n, reflection symmetry would impose that
its value close to Σ on one side would be opposite to its value on the other side,
Xn|Σ+ = −Xn|Σ− whence Xn|Σ = 0, (A.2)
assuming that the vector field X is continuous on Σ, which is a reasonable require-
ment.
Let us now assume that the first junction condition is satisfied, the metric is
continuous on Σ, and see how the second condition is ensured. By definition, the
extrinsic curvature K of Σ is the tensor
(u,v) 7→K(u,v) ≡ −g(∇uv,n), (A.3)
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where u,v are tangent to Σ. Now since ∇uv is a vector field, we know by virtue
of the discussion above that it must be tangent to Σ whatever the side of Σ is is
evaluated on. therefore
g(∇±uv,n) = g
[
(∇±uv)iei,n
]
= 0. (A.4)
This shows that K+ = K− = 0.
I would like to thank Pierre Fleury for pointing this out.
A.2. Geodesic Equation
The geodesic equation, in terms of proper time along a curve, is given by
d2xa
dτ 2
+ Γabc
dxb
dτ
dxc
dτ
= 0 , (A.5)
where Γabc are the Christoffel symbols. Let us now consider the motion of a boundary
at x = X(t, y, z). The proper time derivatives of this boundary are given by
dX
dτ
=X,tt,τ +X,Ax
A
,τ , (A.6)
and
d2X
dτ 2
=X,tt(t,τ )
2 +X,tt,ττ + 2X,tAt,τx
A
,τ +X,ABx
A
,τx
B
,τ +X,Ax
A
,ττ . (A.7)
Eq. (A.6) then allows us to write the t, y and z components of the geodesic equation
in terms of partial derivatives as
t,ττ = −Γtbc(t,τ )2xb,txc,t +O(5) , (A.8)
x,ττ = −Γxbc(t,τ )2xb,txc,t +O(6) , (A.9)
xA,ττ = −ΓAbc(t,τ )2xb,txc,t +O(4) . (A.10)
Using these equations, Eq. (A.7) can be written as
d2X
dτ 2
=(t,τ )
2
[
X,tt −X,tΓtbcxb,txc,t + 2X,tAxA,t
+X,ABx
A
,tx
B
,t −X,AΓAbcxb,txc,t
]∣∣∣∣
x=X
, (A.11)
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The Christoffel symbols required for evaluating Eq. (A.5) can be simplified using Eq.
(A.11), and written explicitly as
Γtbcx
b
,tx
c
,t =− UM,t − UM,xX,t +O(5) , (A.12)
ΓAbcx
b
,tx
c
,t =− UM,A +O(4) , (A.13)
Γxbcx
b
,tx
c
,t =− UM,x + 2UMUM,x −
h
(4)
tt,x
2
+ h
(3)
tx,t
+ 2UM,tX,t + 2UM,xX,t
2 +O(6) , (A.14)
where each term in these equations is taken to be evaluated on the boundary.
Taking xA,t = 0, we can then see that Eqs. (A.9), (A.11), (A.12), (A.13), and
(A.14) allow the geodesic equation to be written as
X,tt =
[
UM,x − 2UMUM,x +
h
(4)
tt,x
2
− h(3)tx,t
− 3UM,xX2,t − 3UM,tX,t −X(2),A UM,A
]∣∣∣∣
x=X
+O(6) . (A.15)
This is identical to Eq. (3.44).
A.3. Post-Newtonian Mass
In this subsection we will follow the approach used by Chandrasekhar [57, 58]. If
the 4-velocity is given by Eq. (3.23), then the components of the energy-momentum
tensor are given by
T ab = (ρ+ ρΠ + p)uaub + pgab , (A.16)
such that
T tt = ρ(1 + v2 + Π + 2UM) +O(
6)
T tµ = ρ
(
1 + v2 + Π + 2UM +
p
ρ
)
vµ +O(7) ,
and
T µν = ρ
(
1 + v2 + Π + 2UM +
p
ρ
)
vµvν
+ (1− 2UM)pδµν +O(8) .
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Let us now define σ ≡ ρ(1 + v2 + 2UM + Π + pρ), and the total time derivative
d
dt
≡ ∂
∂t
+ v · ∇ . (A.17)
To derive the form of the conserved post-Newtonian mass let us consider
T tb;b = σ,t + (σv
µ),µ + ρUM,t − p,t . (A.18)
Using the continuity equations, and Eq. (A.17), the last two terms in this equation
can be written as
ρUM,t − p,t = ρdUM
dt
− dp
dt
− vµ
(
ρUM,µ − p,µ
)
= ρ
(
d
dt
(UM − 1
2
v2)
)
− dp
dt
. (A.19)
Eq. (A.17) can then be re-written as
T tb;b =
(
d
dt
+∇ · v
)
σ + ρ
(
d
dt
(
UM − 1
2
v2
))
− dp
dt
. (A.20)
We can now use the continuity equations to relate the time dependence of the
post-Newtonian energy density to the pressure:
ρ
dΠ
dt
=
p
ρ
dρ
dt
= −p∇ · v . (A.21)
Thus, Eq. (A.20) simplifies to
T tb;b =
(
d
dt
+∇ · v
)
ρ
(
1 +
1
2
v2 + 3UM
)
(A.22)
Hence, at O(4), we can use the conservation of energy-momentum to identify the
following conserved post-Newtonian mass, MPN :
MPN ≡
∫
V
ρ
(
1
2
v2 + 3UM
)
dV
=
1
2
〈ρv2〉+ 3〈ρUM〉 . (A.23)
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A.4. de Sitter Transformation of Coordinates
The standard de Sitter metric in polar coordinates is given by
ds2 =
(
−1 + Λ
3
r˜2
)
dt2 +
1(
1− Λ
3
r˜2
)dr˜2 + r˜2dΩ2 (A.24)
We want to transform this to isotropic coordinates. We can begin by rewriting the
above metric as
ds2 =
(
−1 + Λ
3
r˜2
)
dt2 + f(r)(dr2 + r2dΩ2) (A.25)
wheref(r) is an unknown function we want to find in our new coordinates. By
equating this to our de-Sitter metric we can obtain a differential equation for f(r).
First we use the fact that
f(r)r2 = r˜2 (A.26)
Then we can differentiate both sides to obtain
(f ′r2 + 2fr)dr = 2r˜dr˜ (A.27)
where f ′ = df/dr. We can rearrange this to get
dr˜2 =
(f ′r2 + 2fr)2
4fr2
dr2
=
(
1− Λ
3
fr2
)
fdr2 (A.28)
where in the last step we have used (A.24) and (A.25). Then our differential equation
for f is given by
(f ′r2 + 2fr)2
4fr2
=
(
1− Λ
3
fr2
)
f (A.29)
with boundary conditions f → 1 as Λ→ 0 so that we recover Minkowski space. The
solution for f is
f(r) =
(
1 +
Λ
12
r2
)−2
(A.30)
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By treating Λ perturbatively we then obtain(
1 +
Λ
12
r2
)−2
= 1− Λ
6
r2 +O(4) (A.31)
Then, using (A.26) and (A.31), the metric in isotropic coordinates to first post-
Newtonian order is given by
ds2 =
(
− 1 + Λ
3
r2 − Λ
2
18
r4
)
dt2 +
(
1− Λ
6
r2
)
(dr2 + r2dΩ2) (A.32)
A.5. Numerical Coefficients
The numerical constants that appear in the acceleration equation (4.56) are given,
in terms of the variables used in [185, 187], by
A1 =D
3
− E
2
+
7pi
27
− F
6
+
P
12
,
A2 =13pi
27
+
16D
3
− 4E − 8V1 − 4F
3
+
4P
3
,
A3 = 5pi
216
− 2D
3
− E
2
+
V1
3
− F
6
− P
6
,
A4 =− 5pi
6
+
F
2
+
3E
2
. (A.33)
The numerical values of A1, A2, A3 and A4 are given in Table 4.1, and the numerical
values of D, E, F , P and V1 are given in Table A.1. The quantity V1, which is
defined by
V1 ≡
∫ X
−X UMdxdydz
4GMX2
, (A.34)
converges to its limiting value quickly as the number of image masses is increased, as
illustrated in Fig. A.1. The convergence of D, E, F , P and V1 is given in [185, 187].
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Constant Asymptotic value
D 1.44 . . .
E 0.643 . . .
F −1.62 . . .
P 0.304 . . .
V1 2.31 . . .
Table A.1.: The numerical values of D, E, F , P , and V1 that are approached as the
number of reflections used in the method of images diverges to infinity.
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Figure A.1.: The percentage difference from the asymptotic value of V1, for various
different numbers of image points in the partial sum.
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A.6. Perturbed Geometric Quantities
At order ε2 in the post-Newtonian expansion, the metric of space-time is given in
equation (6.1). The perturbed Christoffel symbols associated with this geometry are
then
Γµtt,Γ
t
µt = −Φ,µ +O(ε3) , (A.35)
Γρµν = δρµΨ,ν + δρνΨ,µ − δµνΨ,ρ +O(ε3) , (A.36)
Γttt,Γ
µ
νt,Γ
t
µν = O(ε3) , (A.37)
Γµtt = O(ε4) , (A.38)
and the Riemann tensor reads
Rtµtν = −Φ,µν +O(ε4) , (A.39)
Rtµνρ = O(ε3) , (A.40)
Rµνρσ = δµσΨ,νρ + δ,νρΨµσ − δµρΨ,νσ − δ,νρΨµσ +O(ε4) . (A.41)
These are all the components required for our numerical integrations.
A.7. Tests in de Sitter Space-time
In order to test the accuracy of our ray-tracing code, we considered the case of a de
Sitter space-time, i.e. a universe with no matter but with a non-zero cosmological
constant. In this case the potentials in the post-Newtonian metric (6.1) are given by
Φ =
Λ
6
, Ψ = − Λ
12
. (A.42)
We can now simulate observations within this geometry and compare them with the
known exact expressions in de Sitter:
z¯(λ) =
−H0λ
1 +H0λ
and D¯A(λ) = −λ , (A.43)
which combine to give
D¯A(z) =
1
H0
z
1 + z
, (A.44)
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where H0 =
√
Λ/3. Recall that we chose the wave four-vector k to be future oriented,
hence λ ≤ 0 in the past. The relative difference between the output of our ray-tracing
code and the exact results above is displayed in figure A.2. It can be seen from
this figure that the accuracy on the z(λ) relation in our numerical implementation
is at the level of about one part in 106, which is even better than our estimates in
section 6.2.4. The accuracy on the DA(λ) relation is two orders of magnitude better,
and also converges as ∼ ∆t/L. Finally, the dispersion of the data is much smaller
than the mean error. In other words, numerical errors appear like a systematic bias
of the data more than a random process. We interpret this fact as being due to the
Euler integration, for which the local errors are quadratic, and hence are always
cumulative (as they have the same sign).
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Figure A.2.: Comparison between the output of our ray-tracing code and the known
exact results for a de Sitter space-time. Top-left panel: The error on
the z(λ) relation; disks represent averages over 105 light beams shot
in random directions, while errors bars (barely visible) indicate the
standard deviation of z(λ) over the same data set. Top-right panel:
The same plot for DA(λ). Bottom-left panel: The same plot for DA(z).
Bottom-right panel: The size of the error bars on the two plots in the
top two panels.
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