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摘要:企业信用等级评估是金融领域重要的问题 ,论文采用人工神经网络模型研究企业信用等级的评估问题.
按照企业样本在信用等级的分布状况来抽样 , 然后 ,根据企业样本性质的不同 ,将其分为制造业和非制造业两
大类.利用偏相关分析方法建立了企业信用评级的指标体系.此外 ,还介绍了几种企业信用评级常用的评估模




Credit risk assessment of enterprise basing on neural network
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Abstract:Credit rating of the enterprise is very important problem in the financial field.In this article ,
we researched this problem using artificial neural network model.We got the samples basing on the distri-
bution of credit rating of the all samples.And then , we divided the samples of the enterprises into two
sets , one is manufacture and the other is non-manufacture , we also developed an indicators′system using
partial correlation method.Furthermore , we introduced many credit assessment models in common use
and compared the result of our model with that of some of them.The result from the experiment shows
that our model is more applicable and suitable.
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0　引　言
商业银行对客户的信用评价是银行贷款的核
心内容 ,对银行客户的信用评估是否合理 、科学 、
准确关系着银行贷款的成败.
银行的风险管理一直是国际国内金融界关注




Logistic回归等.自从 20世纪 90年代末期以来 ,人
工智能技术如神经网络 ,专家系统 、分类树也被应

















































































































户分为 AAA 级 、AA级 、A级 、BBB 级 、BB级 、B 级
6个信用等级.由于本文中银行提供的数据只有
少量 BBB级 、BB级 、B级的客户 ,故把这 3个等级
合并为 A级以下这一个等级.所使用的样本按银












为 8∶4∶2∶1 ,所以按比例进行抽样 ,结果AAA 、AA 、
A 、A以下的样本比例为 126∶68∶34∶12 ,其中 150
个取为学习样本 ,而余下的 90 个作为检验样本;
对于非制造类 ,比例为 3∶2∶1∶1 ,抽样样本数为 66


























项目 G1 G2 G3 G4 G5 G6 G7 G8 G9
S 0.694 6 0.893 2 0.665 3 0.671 0 0.033 6 -0.026 8 0.698 4 0.897 8 0.899 6
P 0.000 0.000 0.000 0.000 0.412 0.513 0.000 0.000 0.000
项目 G10 G11 G12 G13 G14 G15 G16 G17
S 0.817 0 0.893 2 -0.104 8 0.777 9 -0.075 8 -0.037 2 0.751 5 0.063 0
P 0.078 0.000 0.000 0.000 0.064 0.364 0.000 0.123
　　表1是制造类各财务比率与信用等级分S 的
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表 2　非制造类样本偏相关分析
项目 G1 G2 G3 G4 G5 G6 G7 G8 G9
S 0.727 6 0.788 2 0.788 2 0.709 3 -0.012 9 0.058 1 0 .699 9 0.620 2 0 .603 7
P 0.005 0.000 0.000 0.010 0.875 0.480 0.000 0.000 0.000
项目 G10 G11 G12 G13 G14 G15 G16 G17
S 0.625 5 -0.268 5 -0.062 7 0.498 0 0.074 6 0.250 7 -0.353 1 -0.053 3
P 0.057 0.000 0.002 0.000 0.364 0.002 0.000 0.000





对制造类:G1 、G2 、G3 、G4 、G7 、G8 、G9 、G10 、
G11 、G13 、G16.






项目 G1 G2 G3 G4 G7 G8
S 0.681 9 0.638 0 0.794 0 0.807 9 0.612 6 0.650 0
P 0.000 0.059 0.023 0.009 0.000 0.000
项目 G9 G10 G11 G13 G16
S 0.845 4 0.615 8 0.436 1 -0.355 4 0.371 0
P 0.000 0.003 0.894 0.703 0.614
表 4　非制造类各财务比率和信用等级分独立的偏相关分析
项目 G1 G2 G3 G4 G7 G8 G9 G10
S 0.598 9 0.772 7 0.714 2 0.707 8 0.623 2 0.559 0 0.679 2 0.784 8
P 0.024 0.039 0.003 0.000 0.000 0.002 0.032 0.027
　　表3和表4对应数据表示该变量在排除其它
变量的影响后 ,与信用等级分S 的相关系数 , P 表
示不相关的概率.
由表 3可得出结论:对制造类的信用等级分
与 G11(负债总额 / 总资产)的相关系数为
0.436 1 , 不相关的概率为 0.894 , 可不考虑;对
G13(息税前收益 / 总负债)的相关系数为
-0.355 4 ,不相关的概率为 0.703 ,也可不考虑;
对 G16(流动负债 / 净资本)的相关系数为





G1 、G2 、G3 、G4 、G7 、G8 、G9和 G10这 8个量.
3　实际应用
3.1　网络构建
根据文[ 14 ,15] 提到的建模方法 ,建立了一个
3层 BP神经网络信用等级评判模型:其输入层为
8个神经元 ,输出为 1个神经元 ,而隐含层神经元
的个数 ,用文[ 15] 提供的方法:即逐步增加结点 ,
每增加 1个结点后 ,通过学习训练 ,如果引起判断
准确性的下降 ,则采用未增加前的结点数 ,本文对
模型进行试验后发现 ,当结点增加到 18 的时候 ,
评判的准确率最高 ,在以后就有下降的趋势 ,故模
型的隐结点数定为 18.将AAA 、AA 、A 、A以下4级
的期望输出分别设为 0.9 , 0.7 , 0.5 , 0.3.






归一化后 , x′∈ [ 0 ,1] .
3.2　网络的训练
采用动量法和学习率自适应调整的改进型
BP算法来训练网络[ 16] , 将输入信号和期望输出
一同输给网络 ,网络在学习过程中将不断地调整
网络的权值和阈值 ,当输出值和期望的输出间的
平均误差 e 小于目标误差ε时 ,学习过程结束 ,在
本实验中 , 经过了多次实验 ,发现目标误差设为











级别 AAA AA A A以下




























































































　　注:表中AAA、AA、A、A以下 4栏中的每一单元格均有两组数据 ,第 1组数据为对应信用等级学习样本评判正确的样本数/该信用等
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