Introduction
A classical result of Boas [2] asserts that if exists. Since then, many authors have presented different proofs and generalisations of this result; see, for example, [3] , [18] , [28] .
In 1991, Móricz [28] proved that if exists. The proof of (1) depends on the following multiplicative property of the two-dimensional improper Riemann integral: the function (x, y) → sin x sin y/xy is a multiplier for this type of improper Riemann integral; see [28, p. 462, (3.20) ] for details. Unfortunately, this crucial property does not hold for this kind of conditionally convergent integrals (see Example 2.11 below). Our approach is based on the generalized Riemann integral defined by Henstock [9] and Kurzweil [13] nearly fifty years ago. This integral, which is now commonly known as the Henstock-Kurzweil integral, is equivalent to the classical Perron integral (cf. [31] ). While this is a classical integral studied by various authors; consult, for instance [4] , [5] , [7] , [10] , [12] , [14] , [15] , [16] , [17] , [20] , [21] , [22] , [25] , [31] , [32] , [33] , [34] , [35] , applications to multiple Fourier series are largely unexplored.
In this paper we prove two new norm convergence theorems for the HenstockKurzweil integral (see Theorems 3.1 and 6.3 below); in particular, we sharpen assertion (1) and provide a unified approach for extending several improper Riemann integrability theorems of Boas [2] , [3] , Heywood [11] and Móricz [28] , [29] .
The paper is organized as follows. In Section 2 we state a number of useful results concerning the Henstock-Kurzweil integral, with proofs where necessary. In Section 3 we prove Theorems 3.1 and 3.2. In Section 4 we apply Theorems 3.1, 3.2 and 4.2 to sharpen several integrability theorems of Boas [3] , Heywood [11] and Móricz [28] concerning the single or double Fourier series. The proof of Theorem 4.2 is given in Section 5. In Section 6 we employ summation by parts and the generalized Dirichlet test to prove another new convergence theorem for Henstock-Kurzweil integrals (Theorem 6.3). In Section 7 we use various multiple summation by parts formulas to generalize a result of Boas [2, Theorem 4] ; see Theorems 7.1 and 7.4 for details. Consequently, we deduce a necessary and sufficient condition for a multiple sine series to be Henstock-Kurzweil integrable on [−π, π] m (Theorem 8.1). Finally, we use a double sine series (Example 8.2) to show that Theorem 6.3 is, in some sense, sharp.
Preliminaries
Let m 1 be an integer and let R m denote the m-dimensional Euclidean space equipped with the maximum norm |||·|||. Points (x 1 , . . . , 
Here the unique number A is called the Henstock-Kurzweil integral of f over [a, b], and we write A as (HK) [a,b] f (x) dx.
Unless stated otherwise, all functions in this paper are real-valued. The collection of all functions that are Henstock-Kurzweil integrable on [a, b] will be denoted by HK[a, b]. The following properties are known for the Henstock-Kurzweil integral; see [14] for the proofs, where the term "Kurzweil-Henstock integral" is used to describe this integral. The term "Generalized Riemann integral" is used to describe this integral in [10] . Theorem 2.3.
]). This interval function is known as the indefinite Henstock
For the rest of this paper the space HK[a, b] will be equipped with the seminorm · HK [a,b] , where
We have the following useful remark concerning · HK [a,b] .
is equivalent to the seminorm ||| · ||| HK [a,b] , where
It is known that the space HK[a, b] is not complete; see, for example, [25] . Thus it is necessary to obtain a simple characterisation of those additive interval functions which are indefinite Henstock-Kurzweil integrals. Let F be an interval function on I m ([a, b]) and X an arbitrary subset of [a, b]. We set
where δ is a gauge on X and P is a δ-fine partial partition of [a, b] with {t : (I, t) ∈ P } ⊆ X.
Let F be given as in Theorem 2.5. We say that V HK F is absolutely continuous
and µ m (Z) = 0. The next theorem gives a simple characterisation of indefinite Henstock-Kurzweil integrals. 
We are now ready to state and prove a useful Hake theorem for Henstock-Kurzweil integrals. 
The following theorem is a special case of Theorem 2.7.
exists. In either case,
Following the proof of [17, Theorem 3.2] , we obtain the following result. 
and
The next theorem is an easy consequence of Theorem 2.9. 
The following simple example shows that higher-dimensional improper Riemann integrals are not powerful enough for our applications; in particular, Theorem 2.9 fails to hold for such integrals.
Then the improper Riemann integral
exists. On the other hand, since the map x → sin x/x is continuous and strictly decreasing on [π/2, π], we have π π/2 (sin x sin 4x/x) dx > 0. Consequently, the improper Riemann integral
does not exist. 
where an empty sum is taken to be zero. We write W ′ = {1, . . . , m} \ W (W ⊆ {1, . . . , m}), and the symbol ⊂ will be used for proper inclusion.
We are now ready to state and prove the main result of this section.
be a multiple sequence of real numbers, let
P r o o f. By virtue of (7) and the completeness of
where
the multiple series on the right being absolutely convergent. We shall next prove that ϕ ∈ HK[a, b] and Φ is the indefinite Henstock-Kurzweil integral of ϕ. In view of assertion (9), Theorems 2.3 (v), 2.7, and 2.5, it suffices to prove that
P r o o f of (10). Let n ∈ N and let Γ ⊂ {1, . . . , m}. Given ε > 0 we use (7) to select a positive integer K = K(Γ, n, ε) such that
Using uniform continuity of the indefinite Henstock-Kurzweil integral (cf. Theorem 2.3 (iv)), we choose η(Γ, n) > 0 such that
Define a gauge δ Γ,n (x) on Z Γ,n by letting δ Γ,n (x) := η(Γ, n) and select any δ Γ,nfine partial partition
Clearly, the obvious equality card(P ∅,n ) = 1, (11), and (12) imply that
On the other hand, suppose that Γ ⊂ {1, . . . , m} is non-empty. In this case, (14) (I,t)∈PΓ,n
where S k,W (I) := i∈W Ii
m}).
According to our choice of P Γ,n , µ card(Γ)
and so
Combining (14), (15), (12), and (11) yields (13):
Since ε > 0 is arbitrary, (10) is proved. It is now clear that (7) implies (8) . The proof is complete.
The next theorem, together with Theorem 3.1, will be used to prove Theorem 4.3.
Theorem 3.2. If the following conditions are satisfied:
is a multiple sequence of non-negative numbers;
converges.
P r o o f. In view of (i), (16) , and (iv), it suffices to prove that (17) sup
.
Let N ∈ N m 0 be arbitrary and let us write
m}).
We will first prove that
To prove (18) we consider two cases.
Case 2 : Γ ⊂ {1, . . . , m}. In this case, we deduce from (ii) that
Next, it is easy to see that (19) inf
, and (16) imply
Finally, since (i), (ii), (18) , and (19) hold, it remains to prove that
Let y ∈ (a, b] be arbitrary. Clearly, it is enough to consider the following cases.
, and (iv) we get
Case β: Γ = ∅. We use (iii), (ii), and Theorem 2.10 to obtain (20) :
Case γ: Γ ⊂ {1, . . . , m} is nonempty. Using (iii), (6) , and (ii), we get (20) , too. The proof is complete.
Applications to multiple Fourier series
The following theorem is a generalization of [28, Theorem 4] and [11, Theorem 3 ] from single to multiple Fourier series.
a simple application of Theorem 3.1 yields the theorem. The proof is complete.
We now need the following result, which is a special case of Theorem 5.5.
and let
Then lim min{n1,...,nm}→∞
We are ready to state and prove a higher-dimensional analogue of [3, Theorem 4.4] concerning sine series.
converges if and only if for each
a simple application of Theorem 3.1 yields the desired conclusion.
(⇐) For this part of the proof we assume that α = 0 and β
sin nt dt 0, the conclusion follows from Theorems 4.2 and 3.2. The proof is complete.
From the proofs of Theorems 4.1 and 4.3, we get the following result.
Our next theorem resembles a result due to Hardy and Littlewood (cf. [8, Lemma 19] or [23] ).
An appeal to Theorem 4.4 completes the proof.
The following examples show that Theorem 3.1 is beyond the realm of Lebesgue integration. Example 4.7. Let m = 2 and let 
Proof of Theorem 4.2
In 1912, W. H. Young [36] 
need not be true for every k ∈ N. In this section we correct the proof and strengthen the result in other ways; see Theorem 5.5 for details. The next theorem gives a simple necessary and sufficient condition for a multiple series to be regularly convergent. The following theorem shows that Fubini's theorem holds for regularly convergent multiple series. 
for every permutation σ of the set {1, . . . , m}.
We need the following lemma to prove Theorem 5.5.
Clearly, we can fix a positive integer N (independent of x) such that
sin kθ k 2π).
m is arbitrary, the lemma is proved.
The following theorem is a refinement of W. H. Young's theorem concerning double Fourier series (cf. [36, p. 155-156] ).
and assume that
Then the following assertions hold.
(ii) Let
the multiple series on the right being regularly convergent.
m and define ψ r (α) = sin α if r ∈ Γ and α ∈ R, − cos α if r ∈ Γ ′ and α ∈ R.
Then, for any p, q ∈ N m satisfying q p, we have
An appeal to Lemma 5.4 yields the desired conclusion.
for every permutation σ of {1, . . . , m}, we infer from the absolute continuity of
be the multiple Fourier series of F . In view of (i), it suffices to prove that if Γ ⊆ {1, . . . , m} and W ⊆ Γ ′ , then
Let Γ ⊆ {1, . . . , m} be given and let W ⊆ Γ ′ . We consider two cases.
Case 1 : W = Γ ′ . Following the proof of (i), we let
For each k ∈ N m 0 satisfying {i ∈ {1, . . . , m} :
Case 2 : W = Γ ′ . In this case we can follow the proof of case 1 to show that if 
Finally, since Theorem 2.9 and (i) imply that
is regularly convergent, (iii) follows from Theorems 5.3, 2.9, and (ii). The proof is complete.
We observe that the proof of Theorem 4.2 depends on regularly convergent multiple series. On the other hand, the proof of Theorem 4.5 relies on Theorems 3.1 and 3.2 involving absolutely convergent multiple series. In view of [8, Lemma 19] , [16, Theorem 4.5] , Theorems 4.2, 4.5, 5.2, and the fact that Fubini's theorem is valid for the Henstock-Kurzweil integral, it is reasonable to believe that the following conjecture is true for every positive integer m 2.
converges regularly if and only if the multiple Perron integral
exists.
Another convergence theorem for Henstock-Kurzweil integrals
The aim of this section is to establish a new convergence theorem (Theorem 6.3) involving the Henstock-Kurzweil integral and regularly convergent multiple series. We begin with the following important summation by parts theorem (cf. [ 
converges for every Γ ⊆ {1, . . . , m} and n ∈ N, then there exists f ∈ HK[a, b] such that 
We shall next prove that (32) 
HK[a,b]
→ 0 as max{|||p|||, |||q|||} → ∞. P r o o f of (32) . Let κ 0 > 0 be given. Using (27) with Γ = ∅, we select N ∈ N such that
Hence, for any p, q ∈ N m 0 satisfying q p and |||p||| N , we have (32):
(by triangle inequality)
(by Theorem 6.2 with m = card(Ξ),
Fubini's theorem and triangle inequality)
The proof of (32) is complete.
We shall next show that f ∈ HK[a, b] and G is the indefinite Henstock-Kurzweil integral of f , where the interval function G :
the multiple series on the right being regularly convergent (cf. (32)). In view of (31), Theorem 2.7, and (32), it remains to prove that
P r o o f of (34) . Since V HK G is an outer measure (cf. Theorem 2.5), it is enough to prove that (35) V HK G(Z Γ,n ) = 0 whenever n ∈ N and Γ ⊂ {1, . . . , m}, where
Let ε > 0 be given. From (27) we pick a positive integer K such that .
Employing the uniform continuity of the indefinite Henstock-Kurzweil integral (cf. Theorem 2.3 (iv)), we select a η(Γ, n) > 0 such that
Define a gauge δ Γ,n on Z Γ,n by setting δ Γ,n (x) := η(Γ, n) and select any δ Γ,nfine partial partition P Γ,n = { (J 1 , t 1 ) , . . . , (J q , t q )} of [a, b] with {t 1 , . . . , t q } ⊂ Z Γ,n . Since all the integrals are real-valued, it suffices to prove that (38)
say. To complete the proof of (38), we have to establish the following claims.
P r o o f of Claim 1. Since card(P ∅,n ) = 1, (37) and (29) imply that R 1 < 1 2 ε. Likewise, we infer from (36) and (29) 
P r o o f of Claim 2. Our choice of P Γ,n implies that µ card(Γ)
U i , y are two distinct elements of P Γ,n . Combining this with (37) and (29), we get R 1 < 1 2 ε:
A similar reasoning shows that R 2 < 1 2 ε. The proof is complete. 
then the following assertions hold:
(ii) Let [30, Theorem 2] . The details will appear elsewhere.
A multidimensional analogue of Boas' theorem
The aim of this section is to prove a useful multidimensional analogue of We need the following lemmas. 
If j ∈ {1, . . . , m} and α j ∈ N, then the (m − 1)-multiple series
is absolutely convergent.
the lemma follows.
From the proof of Lemma 7.2 we get 
P r o o f. Without loss of generality we may suppose that
(i) Let x ∈ [a, b] \ {a} and set
If p, q ∈ N m and q p, then it follows by summation by parts and (41) that
It is now easy to check that (i) is a consequence of (42), (40), and Definition 5.1 (ii).
(ii) We infer from (42) that the regularly convergent series
is uniformly convergent on each compact interval
In view of (41), Lemma 7.2, and Theorem 5.2, it suffices to prove that
To prove (43), we select any δ ∈ m i=1 (0, min{1, b i − a i }) and a direct computation
say.
Using [18, Lemma 4.2] and (41), we get
and hence Lemma 7.3 yields
It remains to prove that T δ → 0 as |||δ||| → 0. We write
and observe that
Therefore it is enough to prove that
Let Γ ⊆ {1, . . . , m} be nonempty and write q = max i∈Γ i. Then the triangle inequality and (41) yield
The proof is complete.
Using 
The next example shows that Theorem 7.4 is a proper generalization of [18, Theorem 4.3].
On the other hand, since 
k i is regularly convergent. In either case,
as min{n 1 , . . . , n m } → ∞. The following example shows that Theorem 6.3 is, in some sense, sharp. For each x ∈ [0, π) m \ {0}, we apply Theorem 6.2 with c n = b n ,
ϕ i,ki and ϕ i,k (t) = sin kt 
