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Constantes d’Erdo˝s–Tura´n
J. Rivat & G. Tenenbaum
A` Jean-Louis Nicolas, avec toute notre amitie´
Re´sume´. L’ine´galite´ d’Erdo˝s-Tura´n mesure l’e´cart a` l’e´quire´partition d’une suite
quelconque du tore en fonction d’un parame`tre arbitraire et de deux constantes
absolues, c1 et c2. Nous montrons que c1  1 et c2  2/π, et nous fournissons
un ensemble de couples admissibles (c1; c2) nume´riquement proches de l’optimum
hypothe´tique (1; 2/π), notamment (1; 0, 653) et (1, 1435; 2/π).
The Erdo˝s-Tura´n inequality measures the distance from uniform distribution of
any given sequence on the torus as a function of an arbitrary parameter and two
constants, c1 and c2. We show that c1  1 and c2  2/π, and we provide a set of
admissible pairs (c1; c2) that are numerically close to the hypothetical optimum
(1; 2/π), including (1; 0.653) and (1.1435; 2/π).
2000 Mathematics Subject Classiﬁcation :
Primary 11K38, 11K06 ; secondary 11L03, 42A05.
1. Introduction
La the´orie de l’e´quire´partition sur le tore R/Z est qualitativement sous-tendue
par le crite`re d’Hermann Weyl (1916), qui e´nonce, avec la notation traditionnelle
e(u) := exp(2iπu) (u ∈ R), qu’une suite re´elle {xn}∞n=1 est e´quire´partie modulo 1







tendent vers 0, pour tout entier h non nul ﬁxe´, lorsque N →∞.
Une mesure eﬀective de la tendance a` l’e´quire´partition modulo 1 d’une suite
{xn}∞n=1 est reﬂe´te´e par le comportement asymptotique de la discre´pance






∣∣∣∣∣ (N  1)
ou` la borne supe´rieure porte sur l’ensemble des intervalles re´els I de longueur
|I| < 1. En 1948, Erdo˝s et Tura´n [1] ont donne´ une version quantitative du crite`re
de Weyl sous la forme d’une ine´galite´ universelle








ou` H est un entier positif arbitraire, et c1 et c2 sont des constantes absolues
convenables.
Des valeurs admissibles du couple (c1; c2) ont e´te´ conse´cutivement pre´cise´es dans
la litte´rature. Dans [2], Kuipers et Niederreiter ont obtenu (c1; c2) = (6; 4/π) ;
ce re´sultat a ensuite e´te´ ame´liore´, notamment par Montgomery [4], qui donne
(c1; c2) = (1; 3), et, plus re´cemment, par Mauduit, Rivat et Sa´rko¨zy [3], qui
e´tablissent que l’on peut choisir (c1; c2) = (1; 1).
Nous nous proposons dans ce travail d’aborder la question naturelle du choix
optimal de (c1; c2). Commenc¸ons par une minoration.
The´ore`me 1.1. Soit (c1; c2) un couple de constantes satisfaisant a` (1·2). Alors
c1  1 et c2  2/π.
Le re´sultat suivant montre que chacune des deux valeurs limites peut eˆtre atteinte
se´pare´ment. La question de savoir si elles peuvent l’eˆtre simultane´ment, autrement
dit si (c1; c2) = (1; 2/π) est un choix admissible, reste ouverte.
Posons
ϕ(t) := πt(1− t) cotπt + t (0  t  1).
On peut e´tablir facilement que ϕ de´croˆıt de 1 a` 0 sur [0, 1]. Nous notons encore
κ(t) := t(1− t), γ(t) :=
√
ϕ(t)2 + π2κ(t)2 (0  t  1),
γ∗ := sup
0t1
γ(t) ≈ 1, 0251.
et
(1·3) ϑy(t) := γ(t){1− 3y2 + 3y2| cos(πt/3y)|} (0  y  1/
√
3, 0  t  1).
Nous de´signons par y0 la borne infe´rieure de l’ensemble des y ∈ [0, 1/
√
3] tels que
sup0t1 ϑy(t)  1. On peut montrer nume´riquement que 0, 14348 < y0 < 0, 14349.






{1 + (γ∗ − 1)(1− y/y0)}
)
.
En choisissant y = 0 et y = y0, nous de´duisons imme´diatement de cet e´nonce´ le
re´sultat suivant.
Corollaire 1.3. L’ine´galite´ (1·2) est satisfaite avec (c1; c2) = (1; 2γ∗/π) et avec
(c1; c2) = (1 + y0; 2/π).
Nous notons les valeurs nume´riques
2/π ≈ 0, 636619, 2γ∗/π  0, 6528 < 2/3, y0  32223 ≈ 0, 14349.
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2. Preuve du The´ore`me 1.1
Montrons d’abord que c1  1 inde´pendamment de la valeur de c2. A` cette ﬁn,






e(hn/N) = 0 (1  h < N).
De plus, puisque l’intervalle I =]0, 1/N [ ne contient aucun xn, nous obtenons
certainement
DN  1/N.















Le re´sultat annonce´ en de´coule en choisissant H = N − 1.
Pour montrer que c2  2/π inde´pendamment de la valeur de c1, nous choisissons
xn = n/2N (N  2, 1  n  N). L’intervalle I =]1/2, 1[ ne contient aucun xn,
donc
DN  12 .






















Dans la dernie`re somme, seuls les entiers h impairs produisent une contribution























et donc c2  2/π. unionsq
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3. Preuve du The´ore`me 1.2
3·1. Application d’un the´ore`me de Vaaler
Nous commenc¸ons par e´tablir un re´sultat interme´diaire qui est une conse´quence
relativement simple du travail fondamental de Vaaler [5].
Lemme 3.1. Pour tous H  1, λ  0, on a







|γ(th) cos(πλth)| |σN (h)|
h
,
ou` l’on a pose´ th := h/(H + 1).
Remarque. Le cas λ = 0 de (3·1) fournit une forme ponde´re´e inte´ressante de
l’ine´galite´ d’Erdo˝s-Tura´n. Comme l’atteste la courbe de γ(t) pre´sente´e a` la Figure 1,
les termes |σN (h)|/h sont aﬀecte´s d’un poids sensiblement infe´rieur a` 2/π lorsque,
disons, h > H/2. Il est peut-eˆtre possible d’exploiter cette proprie´te´ pour e´tablir
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Figure 1. — t → γ(t).
De´monstration. Nous pouvons supposer sans perte de ge´ne´ralite´ que λ  12 (H+1) :
le re´sultat est trivialement ve´riﬁe´ lorsque λ  H, et il de´coule de (3·1) applique´ a`






une fonction re´elle, e´quilibre´e, a` variation borne´e sur le tore T := R/Z. D’apre`s le
the´ore`me 19 de [5], nous avons
(3·2) |f(x)− f ∗ jH(x)|  ( dVf ) ∗ kH(x)2H + 2 (x ∈ T)












e(hx) = (H + 1)
( sin(π(H + 1)x)
(H + 1) sinπx
)2
,
et ou` Vf (x) de´signe la variation totale de f sur ]− 12 , x].
Nous pourrions appliquer directement (3·2) a` la fonction e´quilibre´e la plus
proche de l’indicatrice 1I+Z apparaissant dans la de´ﬁnition (1·1). Cependant,
nous gagnons de la pre´cision(1) en remarquant que, quitte a` remplacer xn par
xn− 12 (min I + max I), ce qui n’alte`re pas la valeur de |σN (h)|, nous pouvons nous
limiter aux intervalles syme´triques par rapport a` l’origine. Un argument e´vident de
continuite´ permet alors de restreindre l’e´tude aux fonctions χα de´ﬁnies sur T, pour




1 si |x| < 12α
1
2 si x = ± 12α,
0 si 12α < |x|  12 .







Soit g : R → R une fonction a` variation borne´e, e´quilibre´e, paire, positive ou
nulle, d’inte´grale 1, a` support dans [− 12 , 12 ]. La transforme´e de Fourier de g est





Pour ε ∈]0, 1[, nous de´ﬁnissons sur T une fonction gε en posant
gε(x) := (1/ε)g(x/ε) (− 12  x < 12 ).





Pour α, ε ∈]0, 1[, nous conside´rons la fonction χα,ε, convolution sur T de gε et χα :
χα,ε(x) := gε ∗ χα(x) =
∫
T




1. Voir le corollaire 5.1 de [2].
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et, par diﬀe´rentiation terme a` terme en tenant compte de (3·3),
dχα,ε(x) = {gε(x + 12α)− gε(x− 12α)}dx,
d’ou`
dVχα,ε(x) = |dχα,ε(x)| = |gε(x + 12α)− gε(x− 12α)|dx.
Enﬁn,





On en de´duit par (3·2) que pour α, ε ∈]0, 1[,


















A` ce stade, nous observons que l’on a χα  χα+ε,ε pour tous α, ε ∈]0, 1[ tels que





vaut 1 si |x|  α/2.
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Cette dernie`re ine´galite´ est encore trivialement ve´riﬁe´e lorsque α  ε < 12 . Ainsi
en e´crivant ε := λ/(H +1), donc εh = λth, nous obtenons (par continuite´ en λ = 0
et en λ = 12 (H + 1)), pour 0  λ 
1

















Le membre de droite ne de´pend pas de α. On obtient le re´sultat annonce´ en faisant
tendre la mesure g dx vers 12{δ−1/2 + δ1/2}. unionsq
3·2. Remarques
Posons
(λ; g) := sup
0t1
|ĝ(λt)|γ(t).
Il de´coule trivialement de (3·5) que, pour tout 0  λ  1, le couple
(c1; c2) =
(
1 + λ; 2(λ; g)/π
)
est admissible dans (1·2). On a toujours (λ; g)  1. Soit λ∗(g) la borne infe´rieure
de l’ensemble des nombres re´els λ tels que (λ; g) = 1. Le choix limite eﬀectue´ a`
la ﬁn de la de´monstration pre´ce´dente pour la fonction g est justiﬁe´ par le fait que
l’on a λ∗(g)  1/
√
3 pour toute fonction g alors que λ∗(g) tend vers 1/
√
3 lorsque
g dx tend vers 12{δ−1/2 + δ1/2}.
Pour e´tablir cela, nous observons d’une part que
γ(t) = 1 + 16π
2t2 − 23π2t3 + O(t4),
et d’autre part que
ĝ(t) = 1− a(g)t2 + O(t4)
avec
0  a(g) = − 12 ĝ ′′(0) = 2π2
∫ 1/2
−1/2
x2g(x) dx  12π
2.




3 pour toute fonction g, le minimum
e´tant atteint asymptotiquement lorsque a(g) tend vers 12π
2, ce qui de´termine la
mesure limite.
Il est a` noter que, pour le choix naturel g = 1, on a
ĝ(t) = sin(πt)/πt = 1− 16π2t2 + O(t4)
d’ou` λ∗(1)  1.
Posons (λ) := sup0t1 |γ(t) cos(πλt)|. On a








3·3. Preuve du The´ore`me 1.2
Nous observons d’emble´e que le re´sultat e´nonce´ de´coule trivialement, par inter-
polation line´aire, des cas y = 0 et y = y0. Comme le premier est une conse´quence
triviale de (3·1), il suﬃt de conside´rer le second.
Posons γλ(t) := | cos(πλt)|γ(t) et notons que, lorsque t → 0,
(3·6) γλ(t) = 1 + ( 16 − 12λ2)π2t2 − 23π2t3 + Oλ(t4).
Soient L > 0 et µ une mesure de probabilite´ sur [0, L]. Il re´sulte imme´diatement












Or on a, en vertu de (3·6), lorsque t → 0,
∫ L
0
















λ2 dµ(λ)  13 ,
d’ou`
c1 = 1 +
∫ L
0




λ2 dµ(λ)  1 + 1
3L
.
Une condition ne´cessaire et suﬃsante pour que les deux dernie`res ine´galite´s soient
des e´galite´s est que µ = aδ0 + bδL avec a = 1 − 1/3L2, b = 1/3L2, L  1/
√
3, ou`
δu de´signe la mesure de Dirac au point u.
Posons L := 1/3y, ou` y est un parame`tre arbitrairement choisi dans l’inter-
valle [0, 1/
√
3], et rappelons la de´ﬁnition (1·3). Il re´sulte de (3·1) que l’on a, pour













De plus, la discussion pre´ce´dente montre que ϑy est la seule combinaison line´aire
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et donc c2 = 2/π. On a en eﬀet, lorsque t → 0,
ϑy(t) = 1− 23π2t3 + Oy(t4).
Il reste a` de´terminer la plus petite valeur y0 de y pour laquelle (3·7) est re´alise´e,
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Figure 2. — t → ϑ32/223(t).
sugge`re que y0  32223 et nous pouvons eﬀectivement justiﬁer cette assertion par la
technique de´crite au paragraphe 4.
Remarque. Il est a` noter que la me´thode employe´e ne peut fournir simultane´ment
c1 = 1 et c2 = 2/π. En eﬀet, si c1 tend vers 1,
∫ L
0
λ dµ(λ) tend vers 0, donc pour
tout ε > 0,
∫ ε
0






| cos(πλt)|dµ(λ)  sup
0t1
γ(t)| cos(πε)|µ([0, ε]) > 1.
4. Calculs nume´riques
Si f est continuˆment de´rivable sur [0, 1], et |f ′(x)|  M sur [0, 1], on a, pour
toute subdivision t0 = 0, t1, . . . , tk = 1 de pas δ,
f(t)  f(tj) + Mδ (|t− tj |  δ).
En choisissant, par exemple, δ = 1/(106M), nous pouvons e´valuer la borne
supe´rieure de f avec une pre´cision de l’ordre de 10−6, en ne calculant qu’un
nombre ﬁni et raisonnable de valeurs nume´riques. Pour montrer que f(t)  1
pour tout t, il suﬃt ainsi de ve´riﬁer que f(tj)  1 − 10−6 pour tout j de [0, k].
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Cette technique peut, le cas e´che´ant, eˆtre comple´te´e par une e´tude locale de type
de´veloppement limite´ avec majoration explicite du reste au voisinage des racines
de l’e´quation f(t) = 1. Comme il n’y a pas d’accumulation des erreurs, meˆme une
valeur relativement grossie`re de M est suﬃsante.
Pour les fonctions e´tudie´es dans cet article, la valeur de M de´pend essentiellement
de l’encadrement suivant, qui est d’un inte´reˆt inde´pendant.
Lemme 4.1. On a
1− π2/4 = ϕ′( 12 )  ϕ′(t)  0, (0  t  1).


















On en de´duit successivement




































Ainsi, ϕ′′′(t) > 0, donc ϕ′′ est croissante sur [0, 1]. Or, pour t = 12 , la se´rie de ϕ
′′
est te´lescopique, d’ou`







Cela montre que ϕ′ atteint bien son minimum en t = 12 . unionsq
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