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14CO als Indikator fu¨r atmospha¨rische Chemie- und Transportprozesse
Fortschritte in der Atmospha¨renchemieforschung ha¨ngen in zunehmendem Maße von
der Anwendung dreidimensionaler (3-D) Atmospha¨renchemiemodelle ab. In der vor-
liegenden Arbeit wird systematisch die Anwendung von atmospha¨rischen 14CO Mes-
sungen zur Evaluierung solcher Modelle entwickelt. Der Schwerpunkt liegt dabei auf
der simulierten globalen Hydroxylradikalverteilung (OH) und ihrer jahreszeitlichen
Schwankung, sowie auf den Austauschprozessen zwischen Stratospha¨re und Tro-
pospha¨re. Modellstudien mit zwei unterschiedlichen 3-D-Modellen in verschiede-
nen Konfigurationen werden vorgestellt. Ein Modell wird mit Hilfe von Standard-
methoden, die Simulationen von SF6, CH3CCl3 und CFCl3 umfassen, evaluiert.
Dann werden Unsicherheiten bezu¨glich der kosmogenen 14C-Quellverteilung und die
Auswirkungen auf die 14CO Anwendung studiert. Der Einfluß der variablen Son-
nenaktivita¨t auf die kosmogene 14C Produktion und auf 14CO in der Atmospha¨re
wird untersucht, ebenso wie der Effekt der 14C-Produktion, hervorgerufen durch
Sonnenprotonenereignisse, auf 14CO in der Atmospha¨re. Hinweise auf diesen geo-
physikalischen Effekt werden in Meßdaten nachgewiesen. Weiterhin wird ein klima-
tologischer, zonal gemittelter 14CO Jahreszyklus an der Erdoberfla¨che aus Beobach-
tungsdaten abgeleitet. Der quantitative Vergleich mit Modellsimulationen fu¨hrt zu
wichtigen Folgerungen in Bezug auf den simulierten Stratospha¨ren - Tropospha¨ren
Austausch und OH. Daraus ergibt sich eine mo¨gliche Erkla¨rung fu¨r die beobachtete
14CO Asymmetrie zwischen beiden Hemispha¨ren.
14CO as tracer for atmospheric chemistry and transport
Advances in atmospheric chemistry research depend increasingly on the use of three-
dimensional (3-D) atmospheric transport and chemistry models. In this thesis the
application of atmospheric 14CO measurements for evaluation of such models is
systematically developed. Emphasis is on the simulated global distribution and sea-
sonality of the hydroxyl radical (OH) and the stratosphere - troposphere exchange
(STE). Modeling studies with two different 3-D models in various configurations are
presented. One model is evaluated with standard methods, i.e., with simulations of
SF6, CH3CCl3 and CFCl3. Next, uncertainties in the cosmogenic
14C source distri-
bution and their implications for the 14CO application are studied. The influence of
the variable solar activity on cosmogenic 14C production and atmospheric 14CO is
investigated, as is the effect of solar proton event induced 14C production on atmo-
spheric 14CO. Indications for this geophysical effect are derived from observations.
Furthermore, a climatological zonally averaged seasonal cycle of 14CO at surface
level is constructed from observations. Quantitative comparison with model simula-
tions reveals important implications for the simulated STE and OH. This provides
a possible explanation for the observed interhemispheric asymmetry of 14CO.

Fu¨r Aniko´, Waltraud und Wolfgang.
NON EST AD ASTRA MOLLIS E TERRIS VIA.
Seneca
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11 Introduction
1.1 The 14CO methodology
1.1.1 Motivation
Present knowledge about the atmospheric distribution and seasonal cycle of the OH
radical, the most important oxidant in the atmosphere, is mainly based on complex
model calculations, since measurements of OH on the global scale are hampered by
its high reactivity. Its resulting short lifetime and low concentration not only make
detection difficult, but render obtaining a global picture nearly impossible. Although
chemistry-transport models are continuously being improved by implementing re-
fined transport schemes, more complete chemistry parameterizations, cloud effects,
etc., there is still a considerable degree of uncertainty about OH seasonality and
distribution. Because of the great importance of OH in the chemistry of the atmo-
sphere [Levy , 1971; Singh, 1977; Logan et al., 1981; Crutzen, 1995a] independent
verification of the calculated OH distribution is therefore necessary.
The most frequently used tracer for this purpose is methylchloroform (CH3CCl3,
MCF), because its known rate of anthropogenic release into the atmosphere has
to be balanced by its removal by mainly OH and the change in atmospheric bur-
den. How difficult it is to constrain the amount of global OH and its distribution is
witnessed by discussions in the literature [Prinn et al., 1983b,a, 1987; Spivakovsky
et al., 1990; Hartley and Prinn, 1991; Spivakovsky et al., 1991; Cunnold and Prinn,
1991; Spivakovsky , 1991; Prinn et al., 1992, 1995; Krol et al., 1998]. Moreover, the
methylchloroform approach suffers from principal limitations on scales smaller than
the global scale. The comparably long lifetime of approximately 5 years impedes
evaluation of three-dimensional (3-D) model calculated OH distributions and sea-
sonalities. (This is further discussed in chapter 4 in this thesis.) Other reactive
gases released into the atmosphere, like HCFC-22 (hydrochlorofluorocarbon), may
offer alternatives to CH3CCl3 in assessing OH. However, none of the substances
available meets all the requirements for optimal testing the OH distribution and
seasonality. For HCFC-22 for instance, the results are similar to those for CH3CCl3
but less accurate [Miller et al., 1998].
As a consequence it is worthwhile to investigate the possibilities of other tracers
for testing model generated distributions and seasonalities of OH. One particularly
promising candidate is 14CO. Most 14CO present in the atmosphere is the direct
result of the nuclear reaction
14N(n, p)14C (1.1)
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[Libby , 1946], followed by
14C∗ + O2→14CO + O (1.2)
in which the excited radiocarbon atom reacts quickly with oxygen and produces
preferentially (∼95%) 14CO [MacKay et al., 1963; Pandow et al., 1960]. Therefore
the 14CO production rate is directly determined by the atmospheric neutron flux,
which strongly depends on the flux and energy spectrum of primary cosmic radiation
which initiates the particle cascades terminating in neutron production [Light et al.,
1973]. The relevant primary particles (nucleons) are charged particles (about 90%
protons, and to a lesser extent alpha-particles and heavier nuclei) from galactic
cosmic rays (GCR) with energies up to several GeV. Due to their electric charge the
particle trajectories are affected by magnetic fields, in particular by the geomagnetic
field and the varying solar wind plasma. Additionally, primary protons of solar origin
occasionally contribute to the primary radiation and therefore to the 14CO formation
during solar proton events (SPEs). At the same time, a smaller fraction of 14CO
(secondary 14CO) is continuously produced in the atmosphere from precursors of
biogenic origin, for instance from the oxidation of atmospheric methane and natural
non-methane hydrocarbons (NMHCs) [Volz et al., 1981].
Atmospheric 14CO, like CO itself, has two sinks, the smaller one of which is the
uptake in soils. This biological sink of CO is estimated to be only about 4-8% of
the total [Sanhueza et al., 1998]. The dominant sink process is oxidation with the
OH radical, i.e.,
14CO + OH→14CO2 + H . (1.3)
The reaction rate coefficient (in cm−3 s−1) of CO and OH is pressure dependent (p
in Pa), i.e.,
kCO+OH = 1.5 · 10−13 · (1 + 0.6 · p
101325
) (1.4)
[DeMore et al., 1997]. For 14CO the reaction rate is slightly lower. Based on the
reaction rate for 13CO, which has been measured, 14CO reacts about 1% slower than
12CO [Brenninkmeijer et al., 1999]. Assuming a global average OH concentration of
106cm−3 the lifetime of 14CO can be estimated to
τl = (kOH+CO ¯[OH])
−1 ≈ 2 months, (1.5)
with an average atmospheric pressure of 500 hPa. This very rough estimate does
not, however take into account the non-homogeneous distribution of OH and 14CO
in the vertical and horizontal directions.
Figure 1.1 summarizes in a schematic overview the relevant processes determining
atmospheric 14CO. The basic processes determining the local atmospheric 14CO
mixing ratio are
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Figure 1.1: Schematic overview of the processes determining the atmospheric 14CO mixing
ratio (p: protons, n: neutrons, STE: stratosphere - troposphere exchange, NMHC: non-
methane hydrocarbons).
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• the global source distribution and strength of 14CO,
• the OH distribution and seasonality,
• atmospheric transport.
Assuming that two of these three processes are well known, the third one can in
principle be derived using 14CO measurements. This defines the “14CO methodol-
ogy”. That this statement holds and 14CO indeed is a useful tracer has yet to be
proven. Nonetheless some properties of 14CO seem favorable:
1. The source of 14CO is mainly cosmogenic and therefore independent of cli-
mate, atmospheric chemistry, and human activity. At any time in the future,
measurements of 14CO can be repeated for testing the understanding of the
atmosphere and to track changes.
2. The chemical lifetime of 14CO of about 2 to 3 months is shorter than the time
constant of globally important atmospheric transport processes, specifically
stratosphere - troposphere exchange and interhemispheric transport.
3. The chemical lifetime of 14CO is comparable to the seasonal changes in OH,
yet sufficiently long to reconstruct its distribution from a realistic number of
atmospheric observations.
4. The cosmogenic component of 14CO can be estimated from measurements by
correcting these for the biogenic (secondary) 14C contribution. This correction
can be derived from the CO content of the air and its specific activity (number
of disintegrations per unit of mass and time), knowing the specific activities
of the different sources. In this way, cosmogenic 14CO can be treated as an
independent tracer.
The main problem with the 14CO methodology is that roughly 50% of all cosmo-
genic 14CO is produced in the stratosphere, and furthermore some uncertainty in
the vertical distribution of the 14CO source remains. This implies that transport
from the stratosphere into the troposphere is important, and in particular this pro-
cess presents great challenges for all presently available models. Imperfections in
the cross-tropopause transport realization in models will therefore lead to severe
difficulties in tropospheric OH validation. This may have been part of the problems
encountered in the past (see below). However, a detailed understanding of trans-
port from the stratosphere into the troposphere is of great importance [Rosinski
and Williamson, 1997; Holton et al., 1995], and for instance, the question about the
amount of ozone imported from the stratosphere is still an issue for research [Roelofs
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and Lelieveld , 1997; Lawrence et al., 1999a]. What may be seen as a problem in ap-
plying 14CO may eventually be useful in its own right.
1.1.2 The history
Already before the discovery of the important role of OH in the troposphere [Levy ,
1971], Weinstock [1969] estimated the residence time of CO, using 14CO measure-
ments, or more precisely the specific activity of CO measured by MacKay et al.
[1963]. The implicit assumptions of the approach of Weinstock [1969] and the im-
plications for CO budget calculations are discussed by Junge et al. [1971]. Volz
et al. [1981] applied the 14CO concept in a systematic manner and concluded that
the abundance and seasonality of 14CO is in accordance with that of OH used in a
two-dimensional (2-D) atmospheric chemistry model. 14CO measurements had been
exclusively performed using proportional gas counters requiring large amounts of air
(≈ 200 m3) to be processed.
Routine measurements of 14CO in smaller air samples (≤ 1 m3) with increased
precision became possible with the arising technique of the accelerator mass spec-
trometry (AMS). Air sampling techniques suitable for isotopic analysis and extrac-
tion procedures for isolating CO from the air samples are described for instance
by Brenninkmeijer and Roberts [1994], Mak and Brenninkmeijer [1994], and Bren-
ninkmeijer [1993]. Aspects of the AMS measurements are discussed in Rom et al.
[1999b]. Brenninkmeijer et al. [1992] observed lower 14CO levels in the southern
hemisphere, which were attributed to higher southern hemisphere (SH) OH levels,
in contradiction to ideas about higher northern hemisphere (NH) OH values due
to the importance of NO in recycling OH [Crutzen and Zimmermann, 1991]. Mak
et al. [1992, 1994] measured 14CO in air sampled in the free troposphere, applied
two different 2-D models and concluded that apart from the NH-SH asymmetry,
generally atmospheric levels seemed lower than inferred by the models employed.
Quay et al. [2000] investigated various 14CO measurements with a 2-D model and
concluded that either a higher horizontal mixing or a higher OH concentration in
the SH is responsible for the observed interhemispheric asymmetry of 14CO. The
discrepancies between 2-D model predictions and observations of 14CO, especially
the issue of the interhemispheric asymmetry, have remained unresolved up to date,
and in fact more problems than solutions have occurred since Weinstock’s insight.
An overview of the present knowledge is presented in Brenninkmeijer et al. [1999].
In the meantime, more and more 14CO measurements at surface level and in the free
troposphere have become available [Ro¨ckmann and Brenninkmeijer , 1997; Mak and
Southon, 1998; Ro¨ckmann et al., 1999; Rom et al., 2000; Kato et al., 2000; Quay
et al., 2000; Tyler et al., 1999]. The first 14CO analysis of lower stratospheric air
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samples is reported by Brenninkmeijer et al. [1995].
1.1.3 Units
“The internationally accepted radiocarbon dating reference value is 95% of the ac-
tivity, in AD 1950, of the NBS oxalic acid normalized to δ13C = -19o/oo with respect
to PDB” [Stuiver and Polach, 1977]. δ13C is the deviation of the 13C/12C ratio from
the standard. For geochemical samples, usually the 14C activity is expressed in units
of pMC (per-cent modern carbon) [Stuiver and Polach, 1977]. This unit is related
to the 14C/12C ratio by
14C
12C
=
pMC
100
· (1000(1 + δ
13C)
975
)2 · 1.189 · 10−12 (1.6)
[Brenninkmeijer , 1993; Rom et al., 1999b].
Atmospheric 14CO observations are conveniently reported in molecules per cubic-
centimeter of air at standard temperature and pressure (1013.25 hPa, 273.15 K),
denoted as molec cm−3 STP. The relation to the mass mixing ratio χ in kg 14CO
per kg air is
χ =
molec
cm3 STP
· mm(
14CO)
mm(air)
VSTP
Na
, (1.7)
where mm is the mole weight (air: 28.97 g mol
−1, 14CO: 30 g mol−1), Na = 6.022·1023
mol−1 is the Avogadro-constant, and VSTP = 22.4 · 103 cm3 the volume of one
mole of air at STP. Inserting the numbers, the conversion constant is 2.59609 · 1019
molec cm−3 STP, i.e., 1 molec cm−3 STP corresponds to 3.85195 · 10−20 kg kg−1,
respectively. Furthermore, for 14CO the mass mixing ratio is close to the volume
mixing ratio (mole fraction), since the mole weight of 14CO is close to that of dry
air. As a consequence, 1 molec cm−3 STP corresponds to 3.71969 · 10−20 mol mol−1.
The vertical coordinate of the cosmogenic 14CO source distribution is mostly re-
ported as atmospheric depth in g cm−2 (mass area density) increasing from the
“top of the atmosphere” to the surface level. The atmospheric depth d is related to
atmospheric pressure p by
p = d · g
10
, (1.8)
where p is in hPa, and g = 9.81 m s−2 is the gravity acceleration at the surface.
1.1.4 Source estimates of 14CO
The average cosmogenic production rate of 14CO is roughly 1.6 - 2 molecules per
second and per square-centimeter of the Earth’s surface (for references see chapters 5
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and 8), corresponding to a total production of approximately 13 kg - 16 kg 14CO
per year.
The global emission of CO from biomass burning is estimated to be 750·1012 g CO per
year [Galanter et al., 2000]. The average specific 14C activity of biomass corresponds
to 120 pMC, i.e., the 14C/12C ratio (Eq. (1.6)) is 1.43 · 10−12 (for δ13C = -25o/oo).
The resulting annual global average source strength of 14CO from biomass burning is
therefore 1.15 kg 14CO per year (mm(CO) = 28 g mol
−1, mm(14CO) = 30 g mol−1),
which is about 7% - 9% of the primary cosmogenic 14CO source contribution.
The approximate global average source of 14CO from methane (CH4) oxidation can
be estimated in the same way. Assuming a turnover of about 600 · 1012 g methane
per year by OH oxidation [Crutzen, 1995b; Lelieveld and v. Dorland , 1995], the
resulting 14CO production is approximately 1.6 kg per year (120 pMC, δ13C = -
25o/oo, mm(CH4) = 16 g mol
−1), i.e. roughly 10% - 12% of the annual cosmogenic
production. Approximately a similar amount of 14CO originates from NMHC oxida-
tion. Estimates of global CO from NMHC oxidation, however, exhibit a considerable
uncertainty [e.g., Kanakidou and Crutzen, 1999].
Compared to this the 14CO release from the ocean is small. Bates et al. [1995]
provide a maximum estimate of the CO flux from the oceans of 1012 g CO per year.
With a natural 14C activity of 120 pMC, (δ13C = -25o/oo, Eq. (1.6)), the resulting
flux of 14CO is 1.53 g 14CO per year, i.e., less than 0.2% of the primary cosmogenic
production of 14CO.
A possible additional “anthropogenic” source of 14CO, e.g., the emission of 14CO by
nuclear power plants, is at this stage purely speculative. If this contribution were
significant, occasionally high mixing ratios of 14CO would have been detected at
locations downwind of these potential point-like sources, e.g., at central European
sampling sites. This has, however, up to now not been observed.
In summary, from the numbers above the primary cosmogenic production of 14CO
can be estimated to amount for 75% to 80% of the total 14CO production. The
minor contribution of 20% to 25% is secondary (“biogenic”) 14CO from methane
and NMHC oxidation and biomass burning.
1.2 Scope of this thesis
1.2.1 Objective and route
The objective of the present thesis is to develop a framework for the application of the
“14CO methodology” as a standard test for 3-dimensional (3-D) global atmospheric
transport and chemistry models. It is the first time a global 3-D atmospheric model is
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applied systematically to investigate and improve the understanding of the processes
determining the atmospheric 14CO mixing ratio. Although all studies are performed
with a chemical tracer model (CTM, i.e, an “oﬄine model” driven by prescribed
meteorological data), the methods to be described are also applicable to general
circulation models (GCM) without changes.
In order to estimate the uncertainty arising from imperfections in the model real-
ization different model configurations are used. These and the overall model setup
are described below in section 1.3. Moreover, three different estimates of tropo-
spheric OH distributions and seasonalities are tested in order to assess the influence
of tropospheric OH on the simulated 14CO mixing ratio. These are introduced in
section 1.4.
Before the application of the 14CO methodology is systematically developed, in chap-
ter 2 a fundamental and to date unresolved problem related to recently developed
mass flux form advection schemes for 3-D global models is unraveled and discussed.
This is necessary, since in one of the model configurations employed in this study
such an advection algorithm is implemented. The resulting limitations are further
used to track uncertainties arising from inaccuracies of the model realization.
The next step comprising two chapters is the evaluation of the model setup with
already established methods. In chapter 3 the simulated atmospheric transport is
tested by simulations of the tracer SF6. For this purpose a test-setup (taken from a
published model inter-comparison study) is reproduced with the chosen model con-
figurations. The model configurations are classified in comparison to other “state-
of-the-art” 3-D models, and, even more important, in comparison to observations
of SF6. Furthermore, the oxidation capacity of the model atmosphere, i.e., the pre-
scribed OH distribution, is tested in chapter 4 by simulations of methylchloroform
(MCF) and trichlorofluoromethane (F11). On the global scale, the average OH
abundance is tested. On a smaller scale, in contrast, the method is limited. These
limitations are discussed.
For a reasonable application of the 14CO methodology, the source distribution of
cosmogenic 14CO has to be known sufficiently well. However, uncertainties about
this distribution, especially about the 14CO production distribution in the vertical
direction are not yet fully clarified. Moreover, the source distribution also varies
with solar activity with a nominal period of 11 years. These issues are investigated
and discussed in chapter 5. A minor influence on the atmospheric 14CO mixing ratio
is exerted by soils which represent an additional sink. The resulting effects are esti-
mated in chapter 6. Not only the source distribution of cosmogenic 14CO varies with
solar activity, but also the global source strength, i.e., the global average production
rate of 14CO. In chapter 7 the response of the atmospheric 14CO mixing ratio to this
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variation is assessed. The applied concept indicates far reaching consequences of the
methodological aspect and is generally applicable to other meteorological or clima-
tological parameters depending on a global scaling. In chapter 8 the time-varying
global source strength of 14CO itself is discussed. Together with the previous results
a basis is provided for the comparison of 14CO measurements of different periods
with respect to the solar activity. This is used in later chapters.
The influence of occasionally occurring solar proton events on the atmospheric 14CO
mixing ratio is investigated in chapter 9, and further it is shown how this effect can
potentially be used to extend the present knowledge about the stratosphere - tropo-
sphere exchange. From observations of 14CO several indications are derived that the
model predicted geophysical effect of this solar phenomenon is indeed observable.
Chapter 10 provides an example of how the 14CO methodology can be applied to
3-D models. By means of a model inter-comparison study several aspects of the
simulated stratosphere - troposphere exchange of 14CO are discussed. This is finally
rounded up in chapter 11. All available 14CO observations are collected; the contri-
bution of the secondary source (biogenic 14CO) is estimated and subtracted. Based
on the observations, and by means of the previous results with respect to the solar
cycle dependence, a climatological zonally averaged seasonal cycle of cosmogenic
14CO at surface level is constructed. This is quantitatively compared to model sim-
ulations. Furthermore, 14CO observations collected during aircraft campaigns in the
free troposphere and the lower stratosphere are compared to the model simulations.
Implications for the assessment of the OH distribution and stratosphere - tropo-
sphere exchange are discussed. Especially the issue of the observed interhemispheric
asymmetry of 14CO is revisited.
Throughout this thesis, 14CO of primary cosmogenic origin is regarded as an inde-
pendent tracer. The smaller secondary “biogenic” contribution is, however, taken
into account, when model results are compared with observations. Atmospheric
14CO values, either model results or observations, are exclusively reported in units
of molec cm−3 STP. The unit “months” for time intervals is defined as 1/12 of one
year of exactly 365 days, i.e., 1 month corresponds to 2628000 seconds.
1.2.2 A note on the style
Each chapter is written to form its own entity introduced by a separate abstract
which, however, does not contain a summary of all conclusions. The chapters de-
scribing particular modeling studies are all structured similarly. After introductory
remarks about the motivation and the purpose of each particular study, the model
setup is presented. This includes at some stages technical descriptions necessary to
keep all steps comprehensible and reproducible. For compactness, and since those
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details are not too numerous, special appendices are omitted on purpose. Ideally, it
should be possible to reproduce all studies of this thesis with similar 3-D atmospheric
models without further information.
For the sake of clarity, unalterable model results (section “Model results”) are as
strictly as possible segregated from their interpretation and discussion (section “Dis-
cussion”). This implies that the presentation of the model results tends to be purely
descriptive without explanations, however in the discussion the results are resumed
and sometimes restructured in a more coherent context. The resulting possibly
longer text is taken in favor of the purity. Results from other chapters are briefly
repeated (mostly with cross-references to figures), where they are needed for the
discussion, but not discussed again.
Finally, the figure and table captions include ideally as much information as needed
for understanding the presented results without re-reading the whole text (e.g.,
following a cross-reference back to a previous chapter). This further aims again at
making results reproducible. On the other hand, as much information as needed
to understand the figures and tables without necessarily reading the captions is
contained in the text in order to allow a fluent reading. As a consequence, necessarily
some descriptions occur twice, once in the caption and once in the text.
In summary, this thesis strives to meet the demands of scientific reproducibility
and clarity, which together form an important prerequisite for the acceptance of
scientific results. This characteristic is unfortunately not self-evident in the field of
atmospheric chemistry modeling; especially many publications about 3-D modeling
studies, due to the limited space, lack sufficient important information needed to
give a complete picture. As a consequence, some years after publication, the results
may be believed or not; they are, however, in most cases not reproducible anymore.
The second important demand of scientific results is a discussion of the uncertainty
range (i.e., the “error-bars”) of the results. This is, due to the difficulties and lacking
definitions of “uncertainty”, generally omitted in most publications of 3-D modeling
studies. Official criticism of the way these problems are addressed (or ignored) by
the majority of the atmospheric modeling community has already found its way into
the literature [Heymann, 1998].
In this thesis a discussion of uncertainties inherent to the modeling approach is
included wherever possible. At least the lower limit of uncertainty ranges are esti-
mated. Mostly, this is achieved by the comparison of results obtained with differing
model configurations under the same boundary conditions.
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1.3 Model description
One of the two 3-D models used for the studies in this thesis is the meteorologi-
cal component of the “Model of atmospheric chemistry and transport” (MATCH,
Rasch et al. [1997]) in the Max-Planck-Institute for Chemistry (MPICH) versions
1.2 [Lawrence, 1996] and 2.0 [Lawrence et al., 1999a]. MATCH is an “oﬄine” model;
the basic meteorological parameters such as temperature, pressure, meridional and
zonal wind speeds, surface wind stresses, latent and sensible heat fluxes, and op-
tionally water vapor are read from data archives at regular time intervals during the
simulation. All other meteorological parameters, such as vertical velocities, and con-
vective mass fluxes, are either computed online based on these basic meteorological
fields (“diagnosed mode”), or the respective values are read in from archived pre-
vious calculations (“archived mode”). Throughout this thesis the model is used in
archived mode, whereby the basic meteorological data are 6-hour averages from the
NCEP/NCAR (National Centers for Environmental Prediction / National Center
for Atmospheric Research) 40-year reanalysis project [Kalnay et al., 1996], further
denoted as NCEP reanalysis data. The horizontal resolution employed consists of 32
latitude times 64 longitude intervals, the vertical grid structure comprises 28 terrain-
following sigma coordinates (σ = p/ps, where ps is surface pressure) from surface
level up to 0.0027 times the surface pressure (upper layer mid-level pressure). The
chosen model time step is 30 minutes. For this the meteorological data is linearly
interpolated from the 6 hour averages to the 30 minute time intervals. Three basic
components of tracer transport are simulated by MATCH: advection, dry turbu-
lent mixing (vertical diffusion), and moist convection. Different realizations of the
particular components are used in three model configurations:
• 1.2-SLT: In this configuration the shape-preserving semi-Lagrangian (SLT)
transport scheme [Rasch and Williamson, 1990; Williamson and Rasch, 1989]
is used to calculate the advective component. The moist convection parame-
terization is implemented according to Pan and Wu [1995].
• 2.0-SLT: This configuration also includes the SLT advection scheme, however
moist convection is calculated in a combination of the two individual schemes
proposed by Zhang and McFarlane [1995] and Hack [1994].
• 2.0-SPF: This configuration uses the same convection parameterization as
2.0-SLT, however the SLT advection scheme is replaced by the SPITFIRE
(Split implementation of transport using flux integral representation) advec-
tion scheme [Rasch and Lawrence, 1998], which is a mass flux form advection
scheme.
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Common to all model configurations is the parameterization of the vertical diffusion
(dry turbulent mixing) according to Holtslag and Boville [1993]. The two SLT
configurations further include the “mass-fixer” of Rasch et al. [1995] used to force
global tracer mass conservation. The SPITFIRE advection scheme in 2.0-SPF is
itself inherently mass conserving; however, in its implementation in MATCH it is
not. This is discussed further in chapter 2.
The second 3-D model used additionally for some of the studies in comparison to the
MATCH model is the Royal Netherlands Meteorological Institute (KNMI) Version
of the global atmospheric tracer model TM3 [Dentener et al., 1999; Jeuken, 2000],
which is a further development of TM2 [Heimann, 1995]. TM3 is also an oﬄine
model; the meteorological parameters (wind, surface pressure, temperature, and hu-
midity) are taken from the European Center for Medium-range Weather Forecasts
(ECMWF) (re)analysis data. Those fields are updated every 6 hours [van Velthoven
and Kelder , 1996] and interpolated to the TM3 model grid. The advection of the
tracers in the model is calculated with the “slopes-scheme” of Russell and Lerner
[1981]. Convective fluxes are calculated using the scheme of Tiedtke [1989]. And
finally, vertical diffusion is parameterized according to Louis [1979] for stable condi-
tions and according to Holtslag and Boville [1993] for unstable conditions [Jeuken,
2000]. The TM3 model is used with three different grid resolutions:
• TM3-L-L19: 48 latitude intervals, 72 longitude intervals, 19 vertical levels on
hybrid coordinates from surface level up to 10 hPa, 80 minutes time step
• TM3-H-L19: 72 latitude intervals, 144 longitude intervals, 19 vertical levels
on hybrid coordinates from surface level up to 10 hPa, 40 minutes time step
• TM3-L-L31: 48 latitude intervals, 72 longitude intervals, 31 vertical levels on
hybrid coordinates from surface level up to 10 hPa, 60 minutes time step
All TM3 simulations presented in this thesis have been performed at KNMI (Ad
Jeuken, Peter F.J. van Velthoven , personal communication 1998-2000).
1.4 OH distribution and seasonality
In the model simulations, the known chemical processes of the atmosphere are not
calculated online, the OH distribution is rather prescribed oﬄine from previously
performed model calculations including complex chemistry parameterizations. This
approach is possible due to the short lifetime (≈ 1s) of OH. As a consequence, the
OH concentration is a “local” quantity and OH does not have to be transported
as a tracer in the model, in contrast to its precursors. This further implies that
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OH distributions and seasonalities predicted by other models can be independently
tested as well.
The source of cosmogenic 14CO is quasi constant throughout the year with respect
to its distribution and global strength. Furthermore, the OH concentration is not
affected by 14CO in contrast to CO which has a 12 orders of magnitude larger abun-
dance. The atmospheric lifetime of 14CO before oxidation by OH is approximately
2 - 3 months. Therefore, the OH seasonality can be probed by means of 14CO down
to a time scale of approximately one month. As a consequence, monthly average
OH distributions are prescribed for the oxidation of 14CO in the model atmosphere.
Since global tropospheric OH distributions generated by atmospheric models are to
be evaluated, and yet roughly 50% of the 14CO is produced in the stratosphere, the
stratospheric OH distribution also has to be taken into account. Most modeling
approaches focus either on tropospheric or on stratospheric chemistry. Therefore
independent estimates of stratospheric and tropospheric OH distributions are com-
bined in order to derive a best estimate for the entire model atmosphere domain.
In order to estimate the influence of the tropospheric OH distribution on the at-
mospheric 14CO mixing ratio, three different model predicted tropospheric OH dis-
tributions are used for the model simulations. The tropospheric OH distributions
calculated by Lawrence [1996] and Lawrence et al. [1999a] are in the following de-
noted as OH-1 and OH-2. For comparison, the tropospheric OH climatology of
Spivakovsky et al. [2000], further denoted as OH-S, is used in addition. The latter
has been tested with various reactive tracers [Spivakovsky et al., 2000]. Since OH-1
and OH-2 have been calculated with the MATCH model which is also used for most
studies presented in this thesis, no grid transformation is needed. The OH-S dis-
tribution however, is provided on 9 pressure levels between 100 hPa and 1000 hPa,
24 latitude, and 36 longitude intervals. From this grid the OH distribution is redis-
tributed oﬄine onto the MATCH model grid in the horizontal direction, and onto
10 equidistant pressure levels (100 hPa to 1000 hPa), keeping the global average.
Finally, linear interpolation in vertical direction onto the varying pressure levels of
the MATCH model sigma grid is performed online. The transformation of OH-1
onto the TM3 model grid is described in more detail in chapter 10.
The monthly zonal average distributions of the three tropospheric OH distribution
estimates as they appear in the MATCH model atmosphere are shown in Figures 1.2
(OH-1), 1.3 (OH-2), and 1.4 (OH-S) respectively.
The stratospheric OH distribution is taken from 2-dimensional (2-D) stratospheric
chemistry model simulations (Ch. Bru¨hl, unpublished data, personal communication
1998-2000). This distribution is further denoted as OH-2D. For the use in the 3-D
model, zonal symmetry is assumed. The original 2-D model output is provided on
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Figure 1.2: Monthly zonal mean OH concentration (OH-1).
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Figure 1.3: Monthly zonal mean OH concentration (OH-2).
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Figure 1.4: Monthly zonal mean OH concentration (OH-S).
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Figure 1.5: Monthly zonal mean stratospheric OH-2D distribution combined with the tro-
pospheric OH-1 distribution.
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34 pressure levels and a 10o interval latitude grid. Keeping the pressure levels, the
OH distribution is redistributed oﬄine onto the 3-D model grid in the latitudinal
direction (MATCH or TM3). Finally, linear interpolation onto the actual pressure
levels of the 3-D model vertical sigma (MATCH) or hybrid (TM3) grid is performed
online. The resulting zonal monthly average OH distribution in the 3-D model
atmosphere of MATCH is depicted in Figure 1.5, in combination with the OH-1
distribution in the troposphere. The definition of the tropopause as the interface
between stratospheric and tropospheric OH is discussed in section 1.5 below. The 2-
D model used by Ch. Bru¨hl predicts enhanced OH concentrations at high southern
latitudes, due to increased ClOH in the ozone hole region. This effect might be
overestimated in the model; however, it is not of relevance for the present study
(chapter 7, chapter 11).
For convention, the different global OH distributions are further denoted as OH-1,
OH-2, and OH-S, whereby the respective tropospheric distributions are combined
with the OH-2D distribution in the stratosphere, unless indicated otherwise. Know-
ing the differences between the particular OH distributions, the effect on atmospheric
14CO can be discussed. Figure 1.6 therefore summarizes the average OH abundance
and seasonality of the different OH distributions. The air mass weighted average
OH concentration is defined as
¯[OH] =
∑N
i=1(mi · [OH]i)∑N
i=1 mi
, (1.9)
where the summation is over the model grid boxes (index i) of the particular atmo-
spheric domain, [OH] denotes the OH concentration, and mi the air mass in grid
box i. Finally, Table 1.1 lists the air mass weighted average OH concentration used
for quantitative comparisons.
1.5 Tropopause definitions
1.5.1 The thermal tropopause
As indicated above, the stratosphere - troposphere exchange is an important atmo-
spheric process determining the tropospheric 14CO mixing ratio. As a consequence,
an analysis of the tropopause is required in the model simulations. Daily averages
of the tropopause pressure of the year 1993 are provided by NCEP. These data can
be used oﬄine in the model. Since the NCEP reanalysis data used for driving the
advection in MATCH do not include the analyzed tropopause pressure, it must be
diagnosed online, i.e. during the model simulation, at least for years other than
1993. The World Meteorological Organization (WMO) provides a definition of the
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Figure 1.6: Air mass weighted monthly mean OH concentration for the northern hemi-
sphere troposphere (NH), the southern hemisphere troposphere (SH), the entire globe
(Global), and the stratosphere. The tropospheric averages are shown for the OH distri-
butions from Lawrence [1996]; Lawrence et al. [1999a] (OH-1, OH-2) and for the OH dis-
tribution from Spivakovsky et al. [2000] (OH-S). The stratospheric averages (OH-2D) are
shown for the 2-dimensional model results of Ch. Bru¨hl (unpublished data, personal com-
munication 1998-2000). The tropopause-interface between stratospheric and tropospheric
OH is defined as the climatological mean (section 1.5), i.e., (300− 215 · cos2(φ)) hPa, where
φ is latitude.
tropopause [WMO , 1992]: “The first tropopause is defined as the lowest level at
which the lapse rate decreases to 2oC per kilometer or less, provided also the average
lapse rate between this level and all higher levels within 2 kilometers does not exceed
2oC per kilometer.” On the basis of this definition Dameris et al. [1995] and Reich-
ler [1995] developed a tropopause diagnostic algorithm. This is adapted for use in
the MATCH model configurations.
The implementation can be tested by comparison of the model diagnosed tropopause
pressure simulated with the NCEP reanalysis data of the year 1993 with the respec-
tive tropopause pressure directly provided by NCEP. The result is shown in Fig-
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OH-1 OH-2 OH-S OH-2D
month NH SH G NH SH G NH SH G NH SH G
JAN 0.83 1.53 1.18 0.54 1.01 0.77 0.65 1.54 1.10 0.52 1.20 0.86
FEB 0.93 1.50 1.21 0.64 0.93 0.79 0.76 1.40 1.08 0.63 1.11 0.87
MAR 1.07 1.23 1.15 0.82 0.82 0.82 0.96 1.23 1.10 0.78 0.94 0.86
APR 1.29 0.96 1.13 1.03 0.68 0.85 1.16 0.99 1.08 0.94 0.75 0.84
MAY 1.66 0.82 1.24 1.27 0.55 0.91 1.35 0.78 1.06 1.08 0.60 0.84
JUN 2.04 0.79 1.42 1.47 0.50 0.98 1.63 0.68 1.16 1.18 0.53 0.86
JUL 2.23 0.80 1.51 1.51 0.53 1.02 1.73 0.75 1.24 1.23 0.54 0.88
AUG 2.00 0.88 1.44 1.36 0.62 0.99 1.64 0.93 1.28 1.15 0.63 0.89
SEP 1.61 1.00 1.30 1.07 0.74 0.91 1.30 1.14 1.22 0.97 0.80 0.88
OCT 1.22 1.11 1.16 0.82 0.87 0.84 0.96 1.36 1.16 0.77 1.00 0.88
NOV 0.94 1.28 1.11 0.60 0.97 0.78 0.77 1.44 1.10 0.62 1.11 0.86
DEC 0.80 1.48 1.14 0.52 1.06 0.79 0.65 1.56 1.11 0.54 1.20 0.87
1.39 1.11 1.25 0.98 0.77 0.87 1.14 1.15 1.14 0.87 0.86 0.87
Table 1.1: Air mass weighted monthly average OH concentration (106 cm−3). The last line
lists the annual average. Tropospheric averages are shown for the OH distributions from
Lawrence [1996] and Lawrence et al. [1999a] (OH-1, OH-2) and for the OH distribution from
Spivakovsky et al. [2000] (OH-S). Stratospheric averages are shown for the 2-dimensional
model results of Ch. Bru¨hl (OH-2D, unpublished data, personal communication 1998-2000).
The tropopause pressure is defined as climatological mean (section 1.5), i.e., (300 − 215 ·
cos2(φ)) hPa, where φ is latitude.
ure 1.7. In the left panel the reanalyzed tropopause pressure pNCEPtp is plotted versus
the online diagnosed tropopause pressure pdiagtp at the same time and the same grid
point. The correlation analysis shown in the right panel is performed with 5-day av-
erage values and results in a slope close to one and a squared correlation coefficient
R2 larger than 0.99 throughout the year. Conclusively, the implemented algorithm
is consistent with the NCEP reanalysis data.
1.5.2 The climatological chemical tropopause
As introduced above, stratospheric and tropospheric OH distributions and season-
alities are taken into account separately and from different sources. The assembly
of stratospheric and tropospheric OH in the model atmosphere also requires a defi-
nition of the tropopause separating the stratosphere from the troposphere. For the
modeling approach, also the thermal tropopause could in principle be used, how-
ever this implies some disadvantages. Since the investigated OH distributions in this
study are used in a climatological approach, i.e., without inter-annual variations, the
tropopause suited for separating stratospheric OH from tropospheric OH should also
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Figure 1.7: Comparison of reanalyzed and online diagnosed tropopause pressure. pNCEPtp
is the reanalyzed tropopause pressure from the NCEP reanalysis data [Kalnay et al., 1996],
pdiagtp is the model calculated tropopause pressure derived online in accordance with the
WMO-definition [WMO , 1992]. In the left figure 5-day averages are plotted, the right figure
shows the square of Pearson’s correlation coefficient (R2) of the linear regression analysis.
not exhibit inter-annual variations. Furthermore, it is advantageous for an easier in-
terpretation if this tropopause also does not vary on smaller time scales. Moreover,
the focus is on evaluating tropospheric OH, and therefore the tropopause for this
purpose should be consistent with the chemistry model the tropospheric OH dis-
tribution was obtained with. Finally, when different tropospheric OH distributions
calculated by different atmospheric models with alternative chemistry implemen-
tations are to be compared by means of the effect on 14CO, the stratospheric OH
distribution should be identical in all cases, in order to enable an interpretation
independent of the stratospheric OH.
Therefore a different approach is taken as an optimal compromise addressing these
requirements with respect to the OH distribution in the model atmosphere. From
the tropospheric chemistry simulations of Lawrence [1996], also performed with the
MATCH model, the monthly average chemical tropopause defined by an ozone mix-
ing ratio of 150 nmol mol−1 is approximated by an annual average tropopause. The
resulting annual zonal average tropopause pressure (in hPa) is
pclimtp = 300− 215 · cos2(φ) , (1.10)
where φ is the latitude. This tropopause is further denoted as “climatological
tropopause”, and used as the interface between the tropospheric and the strato-
spheric OH distribution. It is further used in some studies as standard “control
surface” (tropopause), which is easy to handle and to interpret from the modeling
point of view.
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1.6 Some technical remarks
The program code of the MATCH configurations employed and the newly developed
extensions are written in Fortran 77. The MATCH model simulations presented in
this study were performed at the German Climate Computing Centre (Deutsches
Klimarechenzentrum, Hamburg) on a CRAY C916/16-256 (64-bit, IP-Name: sea).
In October 1999 the operating system was updated from UNICOS Release 9 to
Release 10.0.0.5, with the implication that the Fortran 77 V6.0.4.28 compiler was
no longer available. For the calculations performed later the Fortran 90 compiler
V3.2.0.1 was used. Consistency has been checked by repeating a previously per-
formed simulation in the new system environment. No deviations in the results
were detected.
The MATCH calculations with reduced horizontal grid resolution presented in chap-
ter 2 were performed at the Max-Planck-Institute for Chemistry (MPICH) in Mainz
(Germany) on a DEC-Alpha (32-bit), using the Digital Fortran 90 compiler V5.2
under the operating system OSF1 V4.0. These simulations were performed in double
precision. Previous tests showed that calculations in single precision suffer severely
from the rapid growth of numerical round-off errors [Lawrence et al., 1999b].
The program code of TM3 is implemented in Fortran 90. The TM3 simulations have
been performed at KNMI on a CRAY-C90 (Ad Jeuken, personal communication,
1989-2000).
All Figures, except for Figures 1.1, 2.1, and 2.2 have been created with the freely
available software tool “Ferret” (Version 5.0b1.1), which has been developed at the
National Oceanic and Atmospheric Administration - Pacific Marine Environmental
Laboratory (NOAA-PMEL, U.S.A.). The model data has been archived in “Network
Common Data Form” (NetCDF), an architecture-independent data format espe-
cially developed for 4-dimensional geophysical data-sets (Unidata Program Center,
Boulder, Colorado).
Finally, sampling of model simulations at a given location (latitude, longitude) is
performed via bi-linear interpolation of the model results at the surrounding grid
points, in order to account for the horizontal gradients.
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2 On a fundamental problem in implementing flux-
form advection schemes for tracer transport in
3-dimensional general circulation and chemical
transport models
Abstract. The use of sigma or hybrid coordinates in Eulerian tracer transport models allows
representation of surface features such as orography and changes in surface pressure due to weather
systems. However, because the pressure levels of such vertical grids are not fixed, but rather
change with time, difficulties are often encountered with their use. One particular aspect of these
difficulties which commonly results from inconsistencies between the advection scheme and model
winds is addressed. The focus is on mass flux-form advection schemes which readily allow a
mathematical formulation and quantification of the problem; however, in principle the discussion
applies to nearly any situation in which the pressure levels change in a model. Flux-form schemes
advect air mass densities; this results in a change in the air mass density in each cell, which in
turn implies a change in the pressure levels at the interfaces between each layer. The interface
pressure levels on this “implied” grid following the advection step are not necessarily the same as
the interface pressure levels on the “standard” grid (i.e., based on the sigma or hybrid coordinates
and the current surface pressure); this applies although the surface pressure of a given column is
the same for the implied and standard grid. Tracers must then be transferred in some fashion from
this implied grid back to the standard grid. If the simplest transfer is applied, that is, the tracer
mixing ratios in each cell are kept the same (i.e., an index-to-index transfer), then the global tracer
mass will generally not be conserved. If instead the absolute masses of each tracer are transferred
from each cell of the implied grid to the standard grid, which yields new mixing ratios in each cell,
then a homogeneous tracer will not remain homogeneous. Neither of these results are acceptable
for applications such as photochemical modeling. A mass conserving grid to grid transformation
scheme is constructed which only uses the current tracer mass mixing ratio distribution. It is shown
that only one solution exists that is comprehensively valid for any arbitrary tracer distribution.
Using a CTM with a set of idealized tracers it is shown that this type of correction introduces
an additional undesired artificial vertical diffusion component into the model transport, which
increases with increasing tracer mass mixing ratio gradients and may exceed the physical vertical
transport itself. It is found that the results of any supplementary fix, either mass fixer or grid-
to-grid transformation, are generally unacceptable for global modeling applications. Finally, it is
concluded that the only alternative which can produce reliable results for any arbitrary tracer is
to maintain a consistent grid throughout the entire model time step, where all changes in pressure
levels exactly match the changes implied by the surface pressure at the next time step. This would
require significant changes in the structure of several general circulation and chemistry-transport
models, in particular in the advection scheme employed or its input wind fields.
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2.1 Introduction
Progress in atmospheric sciences depends increasingly on sophisticated 3-dimensional
(3-D) atmospheric models [IPCC , 1994]. One of the most important processes sim-
ulated in these models is large scale (advective) atmospheric transport, the change
with time of the spatial tracer distribution as a function of wind velocities. Numer-
ical treatment of advection can present a special challenge in computational physics
due to the large number of gases and aerosols (with widely varying spatial gradients
and time scales) to be transported. Several different approaches have been devel-
oped for computing advective transport [e.g., Russell and Lerner , 1981; Prather ,
1986; Bott , 1989; Rasch and Williamson, 1990; Bott , 1992; Machenhauer et al.,
1998; Hourdin and Armengaud , 1999]. For an extensive overview see Rood [1987].
One can consider at least three fundamental physical properties of atmospheric flow
which one would expect from a reliable advection scheme [Rasch and Williamson,
1990]:
1. Global tracer mass conservation. An inert tracer is transported without change
in its total mass. The global mass of reactive tracers changes only by explicitely
described sources, sinks and chemical transformations.
2. Monotonicity (for which the second law of thermodynamics, i.e. entropy, is
the underlying physical principle). Spatial gradients are not artificially increased;
the atmosphere tends to a more mixed state. Thus, a homogeneously distributed
inert tracer remains homogeneous. This is especially important because many non-
transport processes in the models (such as chemistry, radiation) are nonlinearly
dependent on the tracer mixing ratio. Small deviations can easily lead to completely
different results, implying the risk of unstable behavior of the model system.
3. Transport. The transport calculated by the model is purely physical, as described
by the basic equations. The approximation of actual atmospheric transport is in
principle possible at any desired precision. This includes that artifacts of “non-
physical diffusion” do not occur.
In addition to these requirements, schemes are also designed to meet other condi-
tions, such as providing positive-definite results (no negative mixing ratios), and
stable solutions when the initial conditions vary only slightly. The various advec-
tion schemes noted above each have their strengths and weaknesses within this
framework. In this study we focus on one particular type of advection scheme,
the mass flux-form algorithms [e.g., Bott , 1989, 1992; Lin and Rood , 1996; Rasch
and Lawrence, 1998] which have been implemented in a variety of 3-D chemical
tracer models (CTMs) and general circulation models (GCMs) [Brasseur et al., 1998;
Lawrence et al., 1999a; Steil et al., 2000]. These schemes have several strong points,
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for instance: Within their own internal grid they are mass conserving, they allow the
fluxes of trace gases in various directions to readily be tracked, they can very effec-
tively limit numerical diffusion, and they are able to handle tracers with extremely
noisy spatial distributions (e.g., cloud water), etc. However, these schemes have the
problem that they implicitly change the vertical grid every time step; as discussed
below, this can lead to undesired results, such as violating mass conservation, unless
very special precautions are taken. Mass flux-form advection schemes readily allow a
rigorous mathematical formulation and quantification of the problem; however, the
problem to be discussed may in principle apply to other types of advection schemes
as well.
Furthermore, the problem discussed as well as the mathematical formulation pre-
sented generally applies any time that pressure levels are changed inconsistently in
models with sigma or hybrid coordinates. A typical situation of changing pressure
coordinates in models (also in models that do not use flux-form advection schemes)
is, for instance, when the surface pressure is updated to the next time step in an
oﬄine model (based on the surface pressures archived by a weather center). Or sim-
ilarly, when the surface pressure is updated to the values from a spectral advection
scheme in a GCM which uses separate advection schemes for air mass density and
for trace gases (e.g., spectral for air masses, and semi-Lagrangian for trace gases and
water vapor, as is implemented in CCM2 [Hack et al., 1993] and ECHAM3 [DKRZ ,
1992]). Re-mapping tracer distributions from any modified vertical grid onto the
“standard” hybrid or sigma coordinates grid used in the model results in a loss of
information; in section 2.1 below it is shown that this in turn leads to a failure to
fulfill at least one of the three fundamental transport criteria listed above. This
issue has been touched on in the literature [Heimann and Keeling , 1989], however,
a careful treatment of its implications is not generally available. The goal of this
chapter is to address this problem and its implications carefully for the specific case
of flux-form schemes, to develop a framework which can be applied to the more gen-
eral problem in future studies, and to suggest steps towards remedying the situation
for flux-form schemes.
The difficulty to focus on with using flux-form schemes for tracer advection arises
because the schemes advect air mass densities, where the mass fluxes across each
grid box boundary are calculated from given wind velocities. Since the model “stan-
dard” grid pressure levels are completely specified by the constant sigma or hybrid
coefficients and the current surface pressure, the change of air mass in each grid
box within a given time step is solely determined by the change of the surface pres-
sure. If the wind velocities are not consistent with the mass change in each grid
box the flux-form advection scheme produces an “implied” grid which differs from
the “standard” grid. This applies even when the surface pressure of a given column
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is the same for the implied and standard grids; for instance, the advection scheme
could increase the implied thickness of one layer (in Pa) while decreasing the implied
thickness of the layer above by the same amount, changing the pressure interface
level but leaving the surface pressure unaffected.
Frequently the wind velocities used as input to advection schemes are not absolutely
consistent with the change of mass in each grid box (“mass/wind inconsistency”). A
mass/wind inconsistency can occur for various reasons, for example the winds and
surface pressure are derived by algorithms that are independent of the advection
scheme used for tracer transport. In the case of GCMs, the wind velocities are often
calculated by solving the basic equations in spectral space and then transformed back
to the Eulerian standard grid. In the case of CTMs, the “oﬄine” wind velocities are
usually derived from data assimilation procedures of meteorological data into 3-D
models. In many cases, these results are subsequently interpolated (spatially and
temporally) onto the desired model grid for tracer transport.
As a consequence of the mass/wind inconsistency, tracers must be transferred in
some fashion from the implied grid following the advection step to the standard grid.
If the simplest transfer is applied, that is, the tracer mixing ratios in each cell are
kept the same (index-to-index transfer), then the global tracer mass will generally
not be conserved, violating the first desired property listed above. If instead the
absolute masses of each tracer are transferred from each cell of the implied grid to
the standard grid, which yields new mixing ratios in each cell, then a homogeneous
tracer will not remain homogeneous, which violates the second desired property
above. A common alternative, a supplementary fix which maintains both mass
conservation and homogeneity, results in artificial global diffusion of the tracers,
which then violates the third property above.
These conceptual points are more precisely mathematically formulated in this work
as follows. In section 2.2 it is derived, how a simple index-to-index transfer of tracer
mixing ratios from the implied grid (following the mass flux-form advection scheme)
back to the standard model vertical grid generally leads to a violation of global
tracer mass conservation, unless the implied and standard grid are identical, that is,
unless there is no mass/wind inconsistency. The discussion in section 2.3 is about
ways in which the global mass-mismatch can in principle be corrected, and what
problems are associated with these methods. In section 2.4 a new mass conserving,
grid-to-grid transfer procedure is constructed, which uses only the current tracer
mass mixing ratio distribution. It is shown that due to the loss of information
when a grid is changed, any mass-conserving re-gridding procedure such as this
introduces a non-physical diffusion. Section 2.5 describes the problems that are
associated with the lower model boundary; this class of problems is independent of
the previous and can generally be avoided. Finally, in section 2.6 a modeling study
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considers the quantitative implications of the problems associated with changes in
the vertical grid during a time step (both due to the flux-form advection scheme,
and due to the surface pressure updates). Section 2.7 gives recommendations for
generally improving global 3-D models in view of the problems discussed here.
2.2 Inherent mass-mismatch due to grid inconsistency
Often model grid-box levels are defined by constant hybrid-coordinates ha and hb of
unit one, such that the pressure levels at the box interfaces (pI) can be written as
pI(p
i,j
s , k) = ha(k) · pi,js + hb(k) · p0 (2.1)
with k{1, ..., n+1}, where n is the number of model layers, and k is the level index.
Here k is counted in “top-to-bottom-order”, i.e. towards increasing pressure. i is
the longitude index, j the latitude index, p0 a constant pressure, and ps the surface
pressure of the column with indices i and j. Consistency requires that the lowest
interface corresponds to the surface pressure:
ha(n+ 1) = 1 and hb(n+ 1) = 0 . (2.2)
If hb(k) = 0 for all k the vertical coordinate is a pure sigma-coordinate with σ(k) =
ha(k). Often the ha(k) values for the upper layers are zero; the vertical coordinates
in this region are then constant pressure levels.
For a given latitude and longitude (index-pair {i, j}), the pressure differences across
the grid-boxes are defined as
∆pk = pI(p
i,j
s , k + 1)− pI(pi,js , k) (2.3)
for k{1, ..., n}.
With the specific humidity si,j,k of the air in grid-box {i, j, k}
si,j,k =
mH2Oi,j,k
mairi,j,k +m
H2O
i,j,k
(2.4)
(m are the masses of water-vapor (index H2O) and dry air (index air)), the respec-
tive pressure difference ∆p¯k of the dry air can be written as
∆p¯k = ∆pk · (1− sk) (2.5)
Although in reality moist air is physically advected, the advection of dry air is needed
in the model, because the tracer mixing ratios are based on dry air.
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A flux-form advection scheme can be regarded as an operator Γ acting on the whole
set {∆p¯t0i,j,k} at time t0 and performing a mapping onto a new set {∆p¯t1i,j,k} at time
t1:
Γ({∆p¯t0i,j,k}, t0, t1) = {∆p¯t1i,j,k} . (2.6)
Γ depends on the horizontal wind field at time t0 which for chemical tracer models
(CTMs) is provided oﬄine. For general circulation models (GCMs) the wind field
results from solving the basic equations, e.g., in the spectral part of the model.
The advection operator acts similarly on the specific humidity (s) and on a tracer
distribution (c, given as mass mixing ratio in units of kg tracer per kg of dry air).
Both are implicitly converted to and from units of kg m−2 for the advection step.
Thus for s
Γ({st0i,j,k}, t0, t1) = {st1i,j,k} , (2.7)
and for c
Γ({ct0i,j,k}, t0, t1) = {ct1i,j,k} . (2.8)
At time t1 the moisture induced pressure level differences across box k in a certain
column {i, j} are then
∆pt1k = ∆p¯
t1
k /(1− st1k ) . (2.9)
If the advection scheme is inherently mass conserving, then
M t1 = M t0 (2.10)
where M is either the global mass of dry air
Mair =
1
g
∑
i,j
∆Ai,j
n∑
k=1
∆p¯i,j,k , (2.11)
or the global mass of water vapor
MH2O =
1
g
∑
i,j
∆Ai,j
n∑
k=1
∆pi,j,ksi,j,k , (2.12)
or the global mass of tracer c
Mc =
1
g
∑
i,j
∆Ai,j
n∑
k=1
∆p¯i,j,kci,j,k . (2.13)
g is the gravity-acceleration which is approximately constant within the atmosphere,
and ∆Ai,j is the surface area of the model grid column.
Usually the post-advection variable sets ({st1i,j,k}, {ct1i,j,k}), which are on the advected
vertical grid, are re-associated with the model hybrid grid. Subsequently other
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processes such as chemistry- and sub-grid scale parameterizations acting on s and
c may follow, which are not considered in this discussion. However, since the “re-
association”
st
′
1 ⇐ st1 and ct′1 ⇐ ct1 (2.14)
is commonly on an index-to-index basis, violation of the tracer mass conservation
occurs, as shown below.
After the advection step, generally the surface pressure in any model column will
have changed because the advection scheme changes the pressure level differences
∆pt0 into ∆pt1 (Eq. (2.6)). For a certain model column {i, j} the surface pressure
can be calculated by
pi,j,t1s =
n∑
k=1
∆pt1k + pI(p
i,j,t0
s , 1) . (2.15)
Here the second term is explicitely needed if the upper model boundary is not at
pressure level zero. In the discussion here it will be assumed that
pI(p
i,j,t
s , 1) = 0 . (2.16)
However, the following discussion is also valid for the more general case of a constant
upper model boundary pressure pI(p
i,j,t
s , 1).
The post-advection surface pressure derived in this way implicitly defines the model
grid levels at time t1 by Eq. (2.1) and (2.2), and also the respective pressure differ-
ences along the grid-boxes (Eq. (2.3)). These grid-levels, which are indexed t′1 for
further analysis are in general not the same as the grid levels that the advection
scheme produced (index t1, see Fig. 2.1). Note that t1 and t
′
1 refer to the same time
step interval, but indicate different internal states of the model.
Thus, the “re-associated” (index-to-index) global tracer mass (Eq. (2.14)), calcu-
lated according to Eq. (2.13) becomes
M t
′
1
c =
1
g
∑
i,j
∆Ai,j
n∑
k=1
∆p¯
t′1
i,j,kc
t1
i,j,k . (2.17)
The “true” post-advection tracer mass is, however,
M t1c =
1
g
∑
i,j
∆Ai,j
n∑
k=1
∆p¯t1i,j,kc
t1
i,j,k . (2.18)
The mismatch in the global tracer mass therefore is
∆Mc = M
t′1
c −M t1c =
1
g
∑
i,j
∆Ai,j
n∑
k=1
ct1i,j,k(∆p¯
t′1
i,j,k −∆p¯t1i,j,k) . (2.19)
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Figure 2.1: Schematic diagram of the grid-level mismatch between implicit grid after the
flux-form advection calculation (t1) and model hybrid grid (t′1) at the same time step for
one model column. The advection operator Γ acts on the model hybrid grid of the previous
time step (t0).
Both the tracer mass mixing ratio c and the pressure differences ∆p¯ depend on all 3
indices (latitude, longitude, and pressure level). Since the global air mass (cair = 1,
regarding air itself as a tracer) is not changed by the advection algorithm (Eq. (2.10)
and (2.11)), and further
1
g
∑
i,j
∆Ai,j
n∑
k=1
(∆p¯
t′1
i,j,k −∆p¯t1i,j,k) = 0 , (2.20)
∆Mc in general only vanishes if
ci,j,k = const. for all {i, j, k} , (2.21)
i.e., for a homogeneously distributed tracer. Consequently, in Eq. (2.19), the tracer
mass mixing ratio c can be interpreted as a local weight function of the pressure
difference mismatch between the grid levels after advection (t1) and the standard
hybrid grid levels (t′1).
From this discussion, it is clear that a tracer distribution with non-zero spatial gradi-
ents (along latitude, longitude and/or height (pressure)) leads inevitably to violation
of the global tracer mass conservation. This violation increases with increasing spa-
tial gradients of the species. The problem is inherent to the discretization, i.e., the
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use of finite grid levels, that are required for the computational treatment of the
advection in an Eulerian framework.
The question which immediately arises is whether this problem of global tracer mass
mismatch can somehow be solved. This is discussed in the next section.
2.3 Principle “mass fixers”
A way to correct for the mass discrepancy ∆Mc is to rescale the tracer mass mixing
ratio in each grid-box at every time step, which forces global mass conservation,
according to
ct1i,j,k ← ct1i,j,k ·
M t0c
M t0c + ∆Mc
. (2.22)
This correction is simple to implement and it re-distributes the artificially gener-
ated/destroyed mass ∆Mc globally, preserving the relative spatial gradients of the
tracer. This technique introduces the same relative change of the tracer mass mixing
ratio at any point. However it has a fundamental flaw, namely that requirement
No. 3 is strongly violated. The mass mismatch error is replaced by a non-physical,
far-reaching transport component that “spreads” tracer mass all over the globe on
an arbitrarily short time scale.
An alternative approach to getting rid of the mismatched mass locally (e.g., by per-
forming a columnwise re-scaling) immediately leads to violation of the monotonicity
requirement (No. 2). The respective re-scaling procedure for one model column
(index-pair {i, j}) is then given by
ct1i,j,k ← ct1i,j,k ·
mt0i,j
mt0i,j + ∆mi,j
(2.23)
with the mass mismatch of column {i, j} (cf. Eq. (2.19))
∆mi,j =
1
g
∆Ai,j
n∑
k=1
ct1i,j,k(∆p¯
t′1
i,j,k −∆p¯t1i,j,k) . (2.24)
Since the rescaling factor for each column is in general independent of all other
columns, and ∆mi,j can even differ in sign between neighboring columns, this cor-
rection leads to violation of requirement No. 2. The distribution of an initially
homogeneously distributed tracer will eventually develop artificial horizontal struc-
tures, which also lead to vertical structures because of tracer transport. Conse-
quently, both ways to correct for the mass-mismatch by re-scaling do not fulfill all
3 fundamental requirements at the same time.
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2.4 A mass conserving grid-to-grid transformation
Since both methods described in the previous section lead to unsatisfactory effects,
one has to go one step back: not to correct for the mass mismatch, but to avoid it.
This can possibly be achieved by replacing the simple index-to-index re-association
(Eq. (2.14)) by a more elaborate method to calculate ct
′
1 , the tracer mass mixing
ratio on the model hybrid grid, that replaces ct1 in Eq. (2.17). The idea is to re-
distribute the tracer from grid t1 after the advection in a mass-conserving way to
grid t′1, which is the model hybrid grid. As indicated in Fig. 2.1, the tracer masses
are “re-gridded” according to the overlap between the boxes of the two grids. This
will now be shown for one model column, i.e., for a given {i, j}. The latitude and
longitude indices are in the following occasionally omitted for the sake of readability.
Box k′ on grid t′1 contains a certain fraction of the tracer mass of box k on grid t1
it overlaps with. This mass contribution is
δmt1k,k′ =
1
g
Ai,j
pl(k, k
′)− pu(k, k′)
∆pt1k
∆p¯t1k c
t1
k (2.25)
where pl and pu are the lower and upper boundaries of the overlap region (Fig. 2.1).
These can be calculated by
pl(k, k
′) = min(pI(pi,js , k + 1), pI(p
i,j
s , k
′ + 1)) (2.26)
and
pu(k, k
′) = max(pI(pi,js , k), pI(p
i,j
s , k
′)) . (2.27)
Mass conservation requires
δmt1k,k′ = δm
t′1
k,k′ =
1
g
Ai,j∆p¯
t′1
k δc
t′1
k,k′ , (2.28)
where δc
t′1
k,k′ is the fractional contribution of tracer c in box k to the mass mixing
ratio in box k′. Using the relationship for the dry pressure differences (Eq. (2.5)),
this becomes
δc
t′1
k,k′ =
pl(k, k
′)− pu(k, k′)
∆p
t′1
k′
· 1− s
t1
k
1− st′1k′
· ct1k . (2.29)
Summation over k gives the total mass mixing ratio ck′ in box k
′.
Consequently, an n×n matrix, describing the overlap of grid t′1 (k′) with grid t1 (k)
in one model column {i, j} can be defined by
ok,k′ = fk,k′ · pl(k, k
′)− pu(k, k′)
∆p
t′1
k′
· 1− s
t1
k
1− st′1k′
(2.30)
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with
fk,k′ = 1 for pl > pu ; fk,k′ = 0 for pl ≤ pu . (2.31)
fk,k′ ensures that only these matrix elements of the overlap-matrix are non-zero for
which the respective boxes do overlap. As long as the grid mismatch between t1 and
t′1 is not extremely large, the overlap-matrix ok,k′ is sparse (values close to 1 on the
diagonal, small values close to the diagonal, and zero elsewhere). Furthermore, if
the upper model boundary is at zero, or non-zero constant pressure (Eq. (2.16)), and
since the surface pressure pi,js is the same on both grids, the total column overlap of
both grids t1 and t
′
1 is 100%:
n∑
k=1
ok,k′ = 1 and
n∑
k′=1
ok,k′ = 1 . (2.32)
With the above definition of the overlap-matrix (Eq. (2.30)) the transformed tracer
mass mixing ratio in box {i, j, k′} on grid t′1 can be written as
c
t′1
i,j,k′ =
n∑
k=1
ok,k′ · ct1i,j,k · wk(pu(k, k′), pl(k, k′),
δct1k
δp
) . (2.33)
Here wk is a vertical tracer gradient (δc
t1
k /δp) dependent weight function that con-
tains sub-grid scale information such as the assigned distribution of the tracer within
the box. Usually the assumption is made, e.g., when calculating chemical interac-
tions, that all tracers are homogeneously distributed within a grid box, i.e. wk = 1.
Thus, a linear transformation for “re-gridding” the mass from the post-advection
grid t1 to the model hybrid grid t
′
1 is found. It still has to be shown that this
transformation is mass conserving. This will especially restrict the choice of possible
weight functions wk.
After transformation, the tracer mass mismatch between post-advection grid t1 and
model hybrid grid t′1 at a given model column {i, j} becomes (Eq. (2.24))
∆mi,j =
1
g
∆Ai,j
n∑
k=1
(c
t′1
k ∆p¯
t′1
k − ct1k ∆p¯t1k ) . (2.34)
Substituting c
t′1
k in Eq. (2.34) by Eq. (2.33) and using Eq. (2.5), (2.30), and the
relationship
n∑
k=1
fk,k′(pl(k, k
′)− pu(k, k′)) = ∆pk′ (2.35)
it turns out that
∆mi,j = 0 , (2.36)
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if the condition
n∑
k=1
ct1k ∆p¯
t1
k (wk − 1) = 0 (2.37)
is fulfilled. Therefore, wk = 1 is the only solution for a mass conserving transforma-
tion, that holds for any arbitrary tracer distribution ct1k .
As a consequence, it is shown that the suggested grid transformation is indeed mass
conserving, even within each column of given latitude/longitude. However, one
further aspect has to be addressed. The overlap-matrix (Eq. (2.30)) depends on the
specific humidity on both grids, but it is not clear yet, how to derive the specific
humidity on the model hybrid grid (st
′
1). In a first approach one could argue that
the ratio of specific humidities in Eq. (2.30) is close to one
1− st1k
1− st′1k′
≈ 1 . (2.38)
This assumption will introduce a second order violation (proportional to mass mixing
ratio times specific humidity) of the mass conservation, as can be derived from
Eq. (2.34). Since in general
s 1 and c 1 (2.39)
this error is much smaller than the error introduced by the simple index-to-index
mapping discussed above.
However, this smaller error is also correctable. The fraction of water-vapor mass in
box k′ on grid t′1 that originates from box k on grid t1 can be calculated similar to
Eq. (2.25). ct1k has to be replaced by s
t1
k , and ∆p¯ by ∆p, since the specific humidity
usually relates the water-vapor mass to the total mass and not to the mass of the
dry air (Eq. 2.4). Summation over k taking into account the overlap leads to the
total water-vapor mass in box k′
mH2Ok′ =
∑
k
fk,k′ · δmH2Ok,k′ . (2.40)
The water-vapor mass defines the specific humidity (Eq. (2.4)), and since the dry
air mass in the box is (cf. Eq. (2.11))
mairk′ = ∆p
t′1
k′(1− sk′)
Ai,j
g
(2.41)
it follows
mH2Ok′ = ∆p
t′1
k′s
t′1
k′
Ai,j
g
. (2.42)
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The solution for s can be written as
s
t′1
k′ = f [s
t1
k , 0, 0, 1] , (2.43)
where f [c, st1 , st
′
1 , w] is defined by the mass mixing ratio overlap transformation
(Eq. (2.30) and (2.33)).
The algorithm derived above couples mass flux-form advection schemes to 3-D Eu-
lerian atmospheric models avoiding the mass mismatch caused by inherent grid
inconsistencies. Independent of this coupling, other problems associated with the
model grid can occur and are described in the next section.
2.5 Lower model boundary and surface pressure mismatch
The coupling problem described so far is in many cases convoluted with another
problem which is related to the lower model boundary. The lower model boundary
is at the same pressure level on both the advection grid (t1) and the hybrid grid (t
′
1),
since the post-advection surface pressure defines the pressure levels of the hybrid-
grid (Eq. (2.1) and (2.2)). So far no boundary problem occurs at the lower boundary.
However, in many 3-D global atmospheric models the surface pressure is changed in
an additional step.
GCMs often calculate the basic variables (wind vectors, pressure etc.) in a separate
module (e.g. in spectral space) and use these to “drive” the advection. Afterwards,
the tracer mass mixing ratios are kept, whereas other quantities that are consis-
tently calculated by the advection scheme, in particular the surface pressure, are
overwritten by the independently calculated variables (e.g. spectral module) of the
next time step.
The advection of CTMs is driven “oﬄine”, e.g., by re-analyzed data such as wind
vectors, pressure, etc. These variables are usually derived by data assimilation tech-
niques involving various 3-D global weather prediction models and presumably are
inherently consistent concerning the basic equations. Often a grid-to-grid interpo-
lation follows in order to adapt the data to the CTM grid, and usually a subset of
this data is used to drive the advection of the CTM. The output calculated by the
advection scheme is, due to differing algorithms, in most cases no longer consistent
with the oﬄine-data of the next time step. In order to force the CTM to “follow” the
oﬄine-data, only the tracer mass mixing ratios calculated by the advection scheme
are kept, whereas, similar to the case of GCMs, in particular the surface pressure is
overwritten by the oﬄine surface pressure.
Consequently, in either case a third grid is introduced into the model, namely the
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Figure 2.2: Schematic diagram of the grid mismatch after the advected surface pressure
(on grid t′1) is replaced by the non-consistent surface pressure of the oﬄine-data (CTMs)
or the spectral surface pressure (GCMs) that defines the grid t′′1 . On the left side the new
surface pressure is larger, on the right side it is smaller then the advected surface pressure.
The hatched boxes indicate where a lack of information occurs.
This grid is denoted with t′′1, since it still happens within the same time-step. Simply
maintaining the tracer mass mixing ratios calculated by the advection scheme (“re-
associating” them on an index-to-index basis from grid t′1 to the changed grid t
′′
1)
leads to a violation of mass conservation in the same way as described for the
respective transfer from the advection grid (t1) to the hybrid-grid (t
′
1) (both with
the same lower boundary). This occurs at least at those levels where ha 6= 0.
However, in addition the lower boundary between t′1 and t
′′
1 differs (and if ha(1) 6= 0
the upper boundary does as well). In this case, the overlap between a column
of grid t′′1 with the respective column on grid t
′
1 is no longer 100% and a simple
overlap transformation is no longer mass conserving or violates the monotonicity
requirement, as outlined in Fig. 2.2. The left part of Figure 2.2 shows the situation
when the new surface pressure is larger than the advected surface pressure. In this
case, the overlap transformation is mass conserving, since the lowermost box of grid
t′1 is fully overlapped by the respective column of grid t
′′
1. However, the monotonicity
requirement is violated, since the mass mixing ratio in the lower grid box of grid t′′1
is artificially reduced, because the lower box of grid t′1 extends to a higher pressure
level than that of grid t′′1. The information about what mass to put into that column
extension does not exist.
The opposite case, when the overwritten surface pressure is smaller than the ad-
vected surface pressure is outlined in the right part of Figure 2.2. Now, the overlap
transformation as described above is no longer mass conserving since the mass frac-
tion of the non-overlapping area (indicated by the question-mark in Figure 2.2) at
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the lower model boundary is lost. The possibilities of correcting (rescaling) for that
mismatch are the same as discussed previously - with all their disadvantages. One
additional method is to put the missing mass into the lowermost grid-box of grid t′′1.
Although this fulfills the mass conservation requirement, it violates the monotonic-
ity requirement in the lower layer, since the mass mixing ratio there is artificially
increased.
Consequently, a consistent surface pressure (implying that t′1 = t
′′
1) is required to
avoid mass mismatch at the lower model boundary.
2.6 A modeling study
2.6.1 Model setup
In order to demonstrate and to quantify the effects described so far model simula-
tions with the 2.0-SPF configuration of MATCH were performed. The model is used
in two horizontal resolutions, once in the standard resolution of 32 latitudes × 64
longitudes (section 1.3), and second in a reduced resolution of 16 latitudes × 32 lon-
gitudes. Model simulations with the reduced horizontal resolution were performed
on a DEC-Alpha in 32-bit precision (MPICH, Mainz), the standard resolution simu-
lations on a Cray-C916 (DKRZ, Hamburg). The oﬄine-data to drive the advection
for all simulations is the NCEP-reanalysis meteorology of the year 1993 [Kalnay
et al., 1996]. The time step is 1/2 hour, and the meteorological data is interpolated
from its 6 hourly average to the model time-step. The surface pressure calculated
by the advection scheme is overwritten by the surface pressure of the oﬄine-data
(interpolated in time) at every time-step. Since the vertical coordinates of the ver-
sion used are pure sigma-coordinates of the form σ = p/ps, an additional mismatch
at the upper boundary occurs. This problem is similar to the mass-mismatch at the
lower boundary (see the previous section) and therefore not discussed separately.
Note, however, that the upper boundary mismatch occurs in both steps, from grid
t1 to t
′
1 and again from grid t
′
1 to t
′′
1.
The model was initialized for Jan 1, 1993 with 7 (6 in the standard resolution)
inert tracer distributions. Five of them were homogeneously distributed in the tro-
posphere (TROP), in the stratosphere (STRAT), in the lowest model layer (BL)
extending to 0.99 times the surface pressure, in the entire model atmosphere (HM),
and in the grid boxes that comprise the tropopause (TP). The tropopause was diag-
nosed according to the World Meteorological Organization definition [WMO , 1992],
as described in section 1.5. The sixth tracer was initialized with a typical 14CO
distribution (14C-INI), the seventh with a typical atmospheric ozone distribution
(O3-INI). The latter, however was only calculated with the reduced horizontal res-
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Figure 2.3: Initial zonal mean tracer distribution (mass mixing ratio normalized to a global
abundance of 1 kg tracer in the model atmosphere) for O3-INI (left) and 14C-INI (right) in
reduced horizontal resolution.
olution. The initial relative zonal mean distributions for 14C-INI and O3-INI are
shown in Figure 2.3 (reduced resolution). All these tracers were transported without
invoking any sources or sinks.
Additionally, 14CO was simulated with the source distribution of Lingenfelter [1963]
(LF), i.e., a constant atmospheric source distribution complying with its cosmogenic
production (normalized to a global average production rate of 1 molecule cm−2 s−1).
The source distribution of 14CO shows a considerable vertical gradient with the
maximum production rate in the lower stratosphere. Further details concerning the
source of 14CO are described in chapter 5 and are not of special relevance at this
point. The standard OH-1 distribution (monthly averages) was prescribed as the
atmospheric sink of 14CO (see section 1.4). The mass mixing ratio of 14CO was
initially set to zero.
Model calculations (one year) in 5 different setups were performed:
1. The basic model configuration (2.0-SPF) without any corrections is applied,
i.e., employing an index-to-index transformation between t1 and t
′
1 and t
′
1 and
t′′1 respectively. This setup is further denoted as “B”.
2. An overlap transformation between t1 and t
′
1 as described in section 2.4 is
implemented. The index-to-index transformation between t′1 and t
′′
1 is kept,
however masses of non-overlapping areas at the upper boundary are put into
the uppermost grid box, to force mass conservation. This setup is further
denoted as “OV-1”.
3. An additional overlap transformation between t′1 and t
′′
1 after the new pressure
is read from the oﬄine data is included. In the upper and lower box, in case
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of incomplete overlap, the tracer mass mixing ratio of the same index-set of
grid t′1 is assumed. The resulting mass-mismatch is not corrected. This setup
is further denoted as “OV-1-2”.
4. The mass calculated on grid t′′1 is globally rescaled to the mass on grid t1 at
every time-step (denoted as “RSC”).
5. An overlap transformation between t1 and t
′
1, and rescaling the mass on grid
t′′1 globally to that on grid t
′
1 at every time-step, is applied (denoted as “OV-
1-RSC”).
All model output was archived as 5-day-averages. An additional setup of the model
in which the oﬄine-surface pressure is ignored and the advection-consistent surface
pressure is kept was also tested (reduced resolution only). This was done in order
to eliminate the t′1 → t′′1 mass mismatch due to the surface pressure discrepancy
between advection scheme and oﬄine-data. However, it turned out that maintaining
the advection consistent surface pressure and ignoring the oﬄine surface pressure,
leads to surface pressure values between 500 hPa and 1700 hPa already after a
few time-steps. The reason is most probably that the horizontal wind-fields of
the oﬄine-data, that are used to drive the advection, are not consistent with the
advection scheme calculated surface pressure.
2.6.2 Model results
2.6.2.1 Global tracer mass of “conserved” tracers The evolution of the
global mass for the various initial tracer distributions is shown in Figure 2.4. The
results are only shown for the model configurations (B, OV-1, OV-1-2) that do not
include a global re-scaling, since for the latter mass conservation is forced. Figure 2.4
shows the relative mass, i.e. the ratio between global mass and initial global mass.
Without any correction, only the mass of the homogeneously distributed tracer
distribution is kept constant (Figure 2.4, upper), as can be expected from Eq. (2.19)
and (2.20). The global masses of tracers with larger abundances in the stratosphere
(STRAT, 14C-INI, and O3-INI) are artificially increased by a considerable amount
after one year simulation time (40-70%, reduced resolution). The effect is smaller
if calculated in standard horizontal resolution (24-46%). The increase of mass is
larger for larger initial vertical gradients of the tracer distribution. The mass of the
tracer that was initialized in the tropopause region (TP) also increases by about
40% in reduced, and by about 24% in standard resolution in one year. In contrast
to that, the global masses of tracers with larger abundances in the troposphere
(TROP and BL) decrease in time by up to 15% within one year, with a moderate
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Figure 2.4: Evolution of the global tracer mass relative to the initial mass for the 7 tracers
described in the text. The results of 3 model configurations are shown: the model without
correction (B, upper), the model including an overlap transformation from the advection
output grid (t1) to the model hybrid grid (t′1) (OV-1, middle), and including a second overlap
transformation from the hybrid grid (t′1) to the hybrid grid (t
′′
1) after the surface pressure
has changed as described in the text (OV-1-2, lower). The left column shows the results
obtained with the reduced resolution, the right column those obtained with the standard
resolution, respectively.
difference between the resolutions. This artificial relative loss increases again with an
increasing initial vertical gradient. Furthermore, all tracer masses (except STRAT
and O3-INI) tend towards a constant value in the long-term limit. This can be
expected, since the model transport transforms any initial tracer distribution into a
homogeneous distribution after long enough time, presuming that there are neither
sources nor sinks. The mass of a homogeneously distributed tracer, as shown by
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the results, is kept constant. If, however, the mass-mismatch, which can also be
interpreted as additional artificial source or sink, is “faster” than the atmospheric
transport, this equilibrium state is never reached. This is possibly the case for
STRAT and O3-INI in the reduced resolution.
The effect of the overlap transformation from the advection grid t1 to the hybrid-
grid t′1 (OV-1) is shown in Figure 2.4 (middle). The mass of the homogeneously
distributed tracer is conserved, which shows that this transformation is indeed mass
conserving. The mass mismatch of all tracers, except O3-INI, is reduced. All masses,
including those of STRAT and O3-INI, now tend towards saturation. The sign of the
remaining mass mismatch is still positive (artificial source) for the “stratospheric”
tracers (O3-INI, STRAT, and 14C-INI) and negative (artificial sink) for the “tropo-
spheric” tracers (TROP and BL). Interestingly, the reduction of the mass mismatch
is largest for TP; from 40% (26%) without correction to less than 5% using the
overlap transformation. Obviously, the mass conservation violation due to the lower
boundary mismatch (the upper one was corrected) does not play a significant role
for this tracer, because there the tracer mass mixing ratio is initially zero and in-
creases only slowly. Furthermore, this possibly indicates that the mass mismatch
occurring after advection, during the transformation (index-to-index) to the model
hybrid grid is largest in the tropopause region.
The overlap transformation (OV-1) was also considered with the slight modifica-
tion of not shuﬄing the mass at the upper boundary into the uppermost box when
the surface pressure increased (reduced horizontal resolution only). The result (not
shown) does not differ significantly from the result shown in Figure 2.4 (mid left).
The maximum increase of tracer mass within one year was then 80% for O3-INI,
compared to 75% for the case when the upper boundary correction is included. The
upper boundary mass mismatch for this tracer is therefore negative. For the “tro-
pospheric” tracers the change is negligible, since the mixing ratios of these tracers
at the upper boundary are small.
By including a second overlap transformation between grid t′1 and t
′′
1 without cor-
rection for the upper and lower boundary problem (OV-1-2) the situation changes
drastically (Figure 2.4, lower). In this case, the mass conservation violation for all
tracers is even larger than for the model configuration without any correction (B,
cf. Figure 2.4, upper). However, still all tracer masses tend towards saturation. Thus
apparently, the correction step between t′1 and t
′′
1 increases the mass mismatch at the
upper and lower boundary where the columns of t′1 and t
′′
1 do not fully overlap. This
is the only uncorrected mismatch in this configuration. Since the pressure levels
themselves are not affected by the overlap transformation, the only explanation is
that the overlap transformation artificially shifts tracer mass to the boundaries and
increases the mismatch there.
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Figure 2.5: Evolution of global atmospheric 14CO mass for the 5 different model config-
urations as described in the text. Results obtained with the reduced horizontal resolution
are on the left, those obtained with the standard resolution on the right.
2.6.2.2 Global tracer mass of non-conserved tracers The situation is fur-
ther complicated when sources and sinks are involved, as is the case for 14CO.
Figure 2.5 shows the evolution of the global tracer mass of 14CO for the various
model setups and horizontal resolutions over a 1 year period. The constant source
in conjunction with tracer transport and the concentration dependent loss rate (re-
action with OH) leads to an equilibrium global tracer mass after roughly one year.
However, the level of this equilibrium global tracer mass differs strongly between the
different model configurations. Compared to the uncorrected model calculation (B),
the equilibrium global mass decreases if tracer mass conservation violation during
the advection is partly (OV-1) or fully (RSC, OV-1-RSC) corrected in every time
step. For the two-fold overlap correction configuration (OV-1-2) the equilibrium
mass is largest, consistent with the results for the inert tracers. Again, the mass
mismatch at the upper and lower boundary is increased by the second correction
step, since mass is shifted towards the boundary. It is interesting to note that even
the two configurations with full mass mismatch correction (RSC and OV-1-RSC)
show different results (Figure 2.5). In the RSC case the total mass mismatch is
globally rescaled in every time step, whereas in the OV-1-RSC case it is partly cor-
rected by the overlap transformation and the rest is globally rescaled. The overlap
transformation, however, implies an artificial vertical transport of the tracer be-
tween overlying grid boxes and therefore changes the local tracer mass mixing ratio.
The sink distribution (OH) is prescribed, and the reaction rate of 14CO with OH is
pressure dependent (Eq. (1.4)). Since the OV-1-RSC equilibrium mass is lower than
the RSC equilibrium mass, on average the overlap transformation tends to transport
the tracer artificially to regions with higher OH and/or a faster reaction rate, i.e.
down towards increasing pressure.
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2.6.2.3 Vertical tracer distribution As already noted, the overlap transfor-
mation implies an additional artificial vertical transport, which of course changes
the tracer distribution. To show the effect, the mass mixing ratio (model output) of
every tracer is globally re-normalized at each archived time step to the same global
integral mass. This gives the relative distribution of a tracer per unit mass. The
zonal mean ratio between the model result (OV-1) including the overlap transfor-
mation between the advection grid (t1) and the model hybrid grid (t
′
1), and the
model result without any correction (B) is shown in Figure 2.6 for 3 tracers on the
two different horizontal resolutions. The figure shows the 5-day averages at the end
of the indicated time intervals. Values below 1 indicate regions where the tracer
mass mixing ratio is lowered by the overlap transformation compared to the un-
corrected result, and values above 1 indicate regions where the tracer mass mixing
ratio is increased. Since the overlap transformation is mass conserving the global
average (surface-area- and mass weighted) of this ratio is one, and the respective
global integral of the re-normalized mass mixing ratio gives one unit of mass. The
tracer which is initially homogeneously distributed in the stratosphere (STRAT)
is effectively transported down into the troposphere by the overlap transformation
(Figure 2.6, upper). Thus, the additional artificial vertical transport component
notably increases the stratosphere - troposphere exchange. The upward transport
of the tropospheric tracer (TROP) in the model is generally slower than the down-
ward transport of STRAT. Therefore it was necessary to choose a longer integration
time for TROP (1 year instead of 60 days) for comparison. The upward transport is
also increased by the overlap transformation (Figure 2.6, middle). The mass mixing
ratio of 14C-INI (Figure 2.6, lower) is lowered in the tropopause region, where it is
at its maximum at initialization (cf. Figure 2.3), and increased in the higher strato-
sphere and in the lower troposphere. Obviously, the overlap transformation causes a
vertical transport that follows the gradients of the tracer. This is confirmed by the
respective ratio (including overlap transformation to without) of the O3-INI tracer
distribution shown in Figure 2.7 in comparison to the initial O3-INI distribution
(cf. Fig. 2.3). Furthermore, it turns out that the additional vertical transport is the
more effective, the larger the tracer gradient is. Finally, all effects are larger for the
reduced horizontal resolution.
Consequently, the theoretical calculations (section 2.2, Eq. (2.19)) and the model
results (Figure 2.4) show that the mass mismatch of an uncorrected model configura-
tion (index-to-index-re-association) increases with increasing tracer gradients. This
mass mismatch can be corrected by the overlap transformation described above, but
then the mass mismatch is replaced by an artificial transport component (vertical
diffusion), which again increases in strength with increasing tracer gradients.
The model simulations indicate further (not shown) that for the inert tracers (no
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Figure 2.6: Zonal mean ratio of the re-normalized tracer distribution (mass mixing ratio
per unit tracer mass) calculated with the OV-1 model configuration (overlap transformation
from the advection grid to the model hybrid grid) versus the result of the uncorrected, re-
normalized tracer distribution. The integration time is 60 days for STRAT (upper) and
14C-INI (lower), and 1 year for TROP (middle). The values are 5-day averages at the end
of the indicated time intervals. The left column shows the result calculated with the reduced
horizontal resolution, the right column that with the standard horizontal resolution.
sources and sinks) a global rescaling of the mass mismatch in every time step (RSC)
does not significantly change the relative tracer distribution obtained with the un-
corrected model configuration. However, this relative tracer distribution still suffers
from the fact that the mass mismatch does not occur homogeneously distributed,
but is globally corrected.
Figure 2.8 presents the change of the tracer distribution of 14CO for three correction
configurations. Shown is the annual zonal mean ratio of the re-normalized tracer
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Figure 2.7: Zonal mean ratio of re-normalized O3-INI distribution (mass mixing ratio per
unit tracer mass) calculated with the OV-1 model configuration (overlap transformation
from the advection grid t1 to the model hybrid grid t′1) versus the result of the uncorrected,
re-normalized tracer distribution. The integration time is 60 days. Shown is the 5-day
average at the end of this time interval. The result was obtained with the reduced horizontal
resolution.
distribution “corrected to uncorrected”. The variation with time is rather small.
The result for the overlap correction from the advection grid to the model hybrid
grid (OV-1, Figure 2.8, upper) is comparable to the respective result for the inert
tracer 14C-INI (Figure 2.6). This is understandable because of the constant source
distribution which tends to keep the relative tracer distribution as it is. Implement-
ing the second, non-mass conserving overlap transformation (between the hybrid
grid immediately after advection and the hybrid grid with the new oﬄine surface
pressure, OV-1-2) increases, as already shown, not only the global mass mismatch
(Figure 2.5), but also the vertical diffusion (see Figure 2.8). In effect the second
error is increased by correcting the first error, or in other words, in the uncorrected
version (B), the effects of two errors partly cancel out.
Finally, it turns out that for 14CO, global rescaling of the mass mismatch at ev-
ery time step (RSC) changes the relative tracer distribution (Figure 2.8, lower), in
contrast to what is found for the inert tracers (see above).
2.7 Conclusions
A simple coupling (index-to-index) of a mass flux-form advection scheme to a 3-D
global atmospheric model (GCM or CTM) with a fixed hybrid-grid can readily lead
to a violation of global tracer mass conservation, even if the advection scheme itself
is perfectly mass conserving (as is the case for the SPITFIRE advection scheme used
in the modeling study presented above). The impact of this increases with increasing
vertical tracer gradients, and the resulting mass mismatch can be of either sign. The
problem is fundamental and independent of the boundary-problems many GCMs and
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Figure 2.8: Annual zonal mean ratio of the re-normalized 14CO distribution (mass mixing
ratio per unit tracer mass) of 3 model configurations versus the result of the uncorrected
model setup. The left column shows the result calculated with the reduced horizontal
resolution, the right column that with the standard horizontal resolution.
CTMs intrinsically have in addition, such as the use of a surface pressure that is not
consistent with the surface pressure derived from the advection scheme. The latter
kind of problems can principally be avoided by using a constant pressure upper
boundary and forcing the advection scheme to follow a given surface pressure (e.g.,
re-analyzed data in case of CTMs, spectral surface pressure in case of GCMs). But
even if these “boundary conditions” are fulfilled, the fundamental mass mismatch
does not necessarily vanish, because the advection scheme can change the underlying
grid at every time step, as long as the input parameters (wind velocities) are not
consistent with the advection procedure and the mass change in each grid box arising
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from the surface pressure change (mass/wind inconsistency).
Simple mass fixer constructions have severe disadvantages since they either violate
the monotonicity requirement or introduce “non-physical” transport components.
In order to illustrate the severity of the mass mismatch, a mass conserving transfor-
mation that calculates the mean mass mixing ratio on a destination grid due to the
overlap (in pressure coordinates) with the source grid is constructed. The algorithm
is only applicable if the upper and lower boundaries of source and destination grids
are the same. Otherwise, a lack of information occurs where the two grids do not
fully overlap. The overlap transformation uses only the information that is implied
in the model’s state, i.e., the current tracer mass mixing ratio distribution. Trying
to construct a more advanced re-distribution (including more information, e.g. sub-
grid-scale information) from one grid to another is not possible in a comprehensive
way that is valid for any arbitrary tracer distribution (cf. Eq. (2.37)).
This kind of mass conserving transformation introduces an additional vertical diffu-
sion. The artificial diffusion is of comparable magnitude to or even larger than the
physical transport components of the model. The strength of this vertical diffusion
increases with increasing vertical tracer gradients.
In general the same problem occurs nearly any time the model grid is changed and
tracer mass mixing ratios have to be transferred from one grid to another. The
reason is that due to the averaging over discrete, finite grid intervals, information is
lost (diffusion).
From this it can be deduced that within the framework of mass flux-form advection
schemes a mass/wind consistency is a basic requirement in order to fulfill simul-
taneously (1) global tracer mass conservation, (2) monotonicity (i.e. no artificial
spatial gradients), and (3) “physical-transport only” (i.e. no artificial diffusion).
This mass/wind consistency constraint can neither be ignored for long lived tracers,
nor for short lived tracers when (non-linear) chemistry is involved.
Since the mass/wind consistency must be defined in terms of the numerical method
used for advection, an additional step is required in CTMs and GCMs, namely
a preprocessing of the advection scheme input winds so that they will result in an
implied grid (after advection) which exactly agrees with the standard grid at the next
time step. Such preprocessing has been done for other advection schemes [Prather ,
1986; Heimann and Keeling , 1989; Heimann, 1995]. However, such a preprocessing
algorithm for general application to mass flux-form advection schemes, which would
probably need to be iterative to be accurate, has yet to be published.
In particular, the surface pressure that is calculated by the advection scheme has
to match the independently calculated surface pressure (in case of CTMs from the
oﬄine data; in case of GCMs the surface pressure that is consistent with the cal-
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culated wind fields). In the notation used here, this means that pi,js for all {i, j} is
prescribed at any time. This determines at any time step the air mass change of each
model column. Moreover, within every model column the pressure difference across
each box calculated by the advection scheme has to match the respective model grid
pressure difference of the next time step (∆p¯t
′
1 = ∆p¯t
′′
1 for all {i, j, k}, cf. Eq. (2.19)
applied to the t′1 → t′′1 transition). This determines the air mass change of every
model grid box. The only free parameters left then are the mass-flux directions. It
has yet to be shown that this modification of the input fields is possible without be-
ing forced to introduce an unrealistic vertical flux, which is treated in many models
as a diagnosed variable.
The achievement of mass/wind consistency can therefore be regarded as the basis for
the definition of a consistent grid throughout the model. The use of such a consistent
grid throughout the model is thus an important requirement and also encompasses
model grids which do not explicitely occur in the model code, but which instead have
to be implicitly assumed in order to couple different model operators sequentially
together.
The problem discussed in this chapter, the fundamentally inherent mass-mismatch
(section 2.2), may easily lead to a misinterpretation of model results. This is demon-
strated here by considering 3-D CTM results for 14CO and several artificial tracers.
In more complex setups the intrinsic model error might become completely convo-
luted and obscured and therefore overlooked. This risk increases with increasing
complexity of the treatment of atmospheric chemistry in a model. Furthermore, it
turns out that the mass-mismatch is worse at reduced horizontal resolution, which
can be attributed to an enhanced mass/wind inconsistency due to a separate degra-
dation of the meridional and zonal wind components for the reduced resolution
setup.
It is important to point out that this does not imply that flux-form advection schemes
should be rejected, because the same problem can apply in principle with other
schemes (e.g., whenever the surface pressure is changed). On the contrary, the
problem discussed could potentially be remedied in a GCM setting in which density
and tracers are both advected flux-form, or in a CTM/reanalysis setting, where the
reanalysis model provides air mass fluxes (instead of wind velocities) that are used
directly by the CTM on the same consistent grid.
Throughout this study two configurations of MATCH with the SPITFIRE advec-
tion scheme are employed: the uncorrected standard version 2.0-SPF (section 1.3, in
this chapter denoted as “B”), and the configuration with global rescaling (“RSC” in
this chapter), hereafter denoted as 2.0-SPFR. This choice was made, since both the
mass conservation violation of 2.0-SPF and the artificial diffusion introduced by the
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overlap transformation are unacceptable, and furthermore the effect of the global
rescaling correction (Eq. (2.22)) seems to have a comparably moderate effect on the
14CO distribution (cf. Figure 2.8). Comparison of the results of these two configu-
rations in the following chapters sheds light on the importance of the fundamental
problems discussed here, on the one hand. On the other hand, differences between
these configurations are used to assess the uncertainties of model predictions arising
from inaccuracies of the realization of the tracer transport in 3-D models.
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3 Evaluation of the simulated tropospheric trans-
port with SF6
Abstract. Following a published model inter-comparison study based on SF6 simulations and
observations, different MATCH configurations are tested and compared. Several aspects of tropo-
spheric transport are addressed. The meridional and zonal transport components are evaluated
by means of SF6 observations at the surface level collected at various locations and during diverse
campaigns. The simulated vertical mixing is compared to results of other models and assessed with
respect to the influence of vertical mixing on the simulated SF6 mixing ratio at the surface level.
Finally the simulated interhemispheric exchange time based on the SF6 simulations is calculated.
In comparison to the models involved in the inter-comparison study, the MATCH configurations
tested can be regarded as an ensemble with small deviations between the particular configurations.
Differences in the SF6 simulations can be used to estimate the uncertainty of model simulations
arising from uncertainties of the simulated transport. Overall, the vertical mixing simulated by
MATCH is rather weak, and the interhemispheric exchange rather long compared to other models
involved in the inter-comparison study. The observations of SF6 at the surface level are reasonably
well reproduced (within the uncertainties) by all of the MATCH configurations tested.
3.1 Introduction
Sulfur hexafluoride (SF6) can be used to characterize certain aspects of tracer trans-
port in 3-D global atmospheric models [Denning et al., 1999]. Since it has no relevant
chemical or biological interactions it is a long lived trace gas with an atmospheric
lifetime of more than 3000 years [Ravishankara et al., 1993]. It is primarily emit-
ted into the atmosphere by leakage out of electric equipment and therefore shows
steady (anthropogenic) emissions with no known seasonal variations [Maiss and
Brenninkmeijer , 1998].
Denning et al. [1999] compared the transport characteristics of various 3-D global
atmospheric models by simulating the atmospheric SF6 distribution under prescribed
boundary conditions (model inter-comparison) and compared the results to existing
observations (model evaluation).
In this chapter the results of simulations with various MATCH configurations under
these TransCom-2 [Denning et al., 1999] conditions are discussed. The purpose is not
only to classify the model in terms of some general transport properties compared
to a number of other “state-of-the-art” models, but in particular to evaluate the
model’s tracer transport properties, as far as possible with the limited number of
observations, that were only available at ground level.
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Figure 3.1: SF6 emission map averaged onto the MATCH grid (32 latitudes × 64 longi-
tudes)
3.2 Model setup
The model was initialized with a uniform SF6 mole fraction of 2.06 pmol mol
−1
for January 1, 1989 and integrated 5 years with the NCEP reanalysis meteorology
of 1993 [Kalnay et al., 1996]. The total emissions of SF6 during this period are
prescribed according to the global estimates of Levin and Hesshaimer [1996], linearly
interpolated to daily values. The global emissions are geographically distributed by
country in accordance with the electrical power usage [United Nations , 1994] and
within each country according to the population density [Tobler , 1995]. From the
original 0.5o×0.5o distribution an area-weighted average emission map on the coarser
model grid is calculated. The result is shown in Figure 3.1.
The model-predicted global SF6 mole fraction distribution of the last year of in-
tegration (1993) is archived as monthly average values for further analysis. This
simulated mole fraction (χ in pmol mol−1) is adjusted by scaling the mole fraction
difference from the initial condition of 2.06 pmol mol−1
χadj = 2.06 + 0.936(χ− 2.06) (3.1)
in order to correct for a known overestimate of the chosen global SF6 emission rate
[Denning et al., 1999].
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3.3 Model results
The model results are subdivided into two categories: First, predictions for the
ground level mixing ratio of SF6, where observational data exist. And second, pre-
dictions of the vertical profile, for which at the time of the TransCom-2 study only
a model inter-comparison was possible. Furthermore an SF6 based analysis of the
interhemispheric exchange time predicted by the model is provided.
3.3.1 Ground level data
The simulated SF6 mole fraction in the lowest model layer at various locations is
compared to observational data at ground level in Table 3.1. The observations
were extrapolated in time using a linear trend of 0.202 pmol mol−1 yr−1 derived
from the data for the mid-1990s. This value reflects the average growth rate at the
measurement stations [Denning et al., 1999]. In remote areas (far from the source
regions) the SF6 mole fraction is purely determined by the long range atmospheric
transport, whereas in the vicinity of source areas, the SF6 mole fraction is determined
by the nearby source strength and the small scale short range transport. These two
model transport properties can be tested separately when measurements in remote
areas and source regions are considered. Figure 3.2 shows maps of the simulated
annual mean SF6 mole fraction in the lowest model layer and its deviation from the
observed values at ground level. All 4 model configurations tend to overestimate
the surface SF6 mole fraction in source areas, and likewise underestimate it far from
source regions. The global average surface SF6 mole fraction is (2.97 ± 0.02) pmol
mol−1 for all configurations in agreement with the results of Denning et al. [1999],
which range from 2.94 to 3.01 pmol mol−1.
3.3.1.1 Latitudinal gradient The latitudinal profile of the observations and
model results at locations in the marine boundary layer (MBL, Table 3.1) is shown
in Figure 3.3. It shows a pole-to-pole difference of about 0.3 pmol mol−1, i.e. a
latitudinal gradient of about 10% at these sites, which is captured by all model con-
figurations, however slightly overestimated by the 2.0-SLT configuration. Denning
et al. [1999] found a relation between the surface mean mole fraction and the mean
latitudinal gradient, which is confirmed, since the largest mean latitudinal gradient
coincides with the largest global mean surface mole fraction (2.0-SLT, see Figures 3.2
and 3.3).
Table 3.2 lists the RMS-deviation between model results (mod) and observations
(obs), providing a quantitative assessment of the model performance concerning
transport away from the source regions into remote areas. The RMS-deviation is
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Station LAT LON Obs. 1.2-SLT 2.0-SLT 2.0-SPF 2.0-SPFR
Neumayer -71.0 -8.0 2.78 2.75 2.76 2.76 2.78
Tierra del Fuego -54.9 -68.5 2.78 2.77 2.77 2.77 2.79
Cape Grim -40.7 144.7 2.79 2.79 2.80 2.79 2.81
Barbados 13.2 -59.4 3.14 3.05 3.06 3.01 3.03
Guam 13.4 144.8 3.03 3.03 3.04 2.99 3.01
Kumukahi 19.5 -154.8 3.12 3.09 3.10 3.04 3.06
Izan˜a 28.0 -16.0 3.10 3.16 3.20 3.13 3.15
Bermuda 32.4 -64.7 3.20 3.17 3.22 3.15 3.17
N. Carolina Tower∗ 35.4 -77.4 3.41 3.35 3.53 3.42 3.44
Tae Ahn Peninsula∗ 36.7 126.1 3.25 3.30 3.42 3.31 3.33
Azores 38.8 -27.1 3.21 3.18 3.23 3.15 3.17
Utah∗ 39.9 -113.7 3.21 3.30 3.25 3.18 3.20
Wisconsin Tower∗ 45.9 -90.3 3.31 3.34 3.43 3.34 3.37
Hungary∗ 47.0 16.4 3.42 3.66 3.74 3.63 3.65
Fraserdale∗ 50.0 -82.0 3.25 3.28 3.35 3.27 3.29
Mace Head 53.3 -9.9 3.25 3.26 3.35 3.26 3.28
Cold Bay 55.2 -162.7 3.20 3.17 3.22 3.14 3.16
Alert 82.5 -62.5 3.17 3.20 3.26 3.19 3.21
Atlantic transect 1 39.5 -14.3 3.18 3.21 3.29 3.19 3.22
Atlantic transect 2 29.2 -17.1 3.17 3.16 3.21 3.14 3.16
Atlantic transect 3 20.1 -21.2 3.15 3.12 3.16 3.09 3.11
Atlantic transect 4 9.4 -23.7 2.97 3.06 3.07 3.01 3.04
Atlantic transect 5 -0.2 -18.5 2.91 2.88 2.87 2.85 2.87
Atlantic transect 6 -11.7 -7.3 2.82 2.80 2.81 2.80 2.82
Atlantic transect 7 -18.8 8.0 2.86 2.80 2.81 2.80 2.82
Atlantic transect 8 -25.9 10.1 2.84 2.79 2.79 2.78 2.80
Atlantic transect 9 -32.7 8.6 2.83 2.78 2.79 2.78 2.80
Atlantic transect 10 -39.5 7.9 2.81 2.78 2.78 2.78 2.80
Atlantic transect 11 -48.1 9.1 2.81 2.77 2.78 2.77 2.79
Atlantic transect 12 -56.6 9.1 2.82 2.76 2.77 2.77 2.79
Table 3.1: Observed (Obs., see Denning et al. [1999]) and simulated SF6 mole fraction
(pmol mol−1). Locations (LATitude, LONgitude) marked with ∗ are not considered to be
in the marine boundary layer (MBL).
calculated according to
∆χRMS = (
1
n
n∑
i=1
(χmod,i − χobs,i)2) 12 , (3.2)
where χ is the mole fraction, for all observations (n = 30) and for observations
within the MBL only (n = 24, see Table 3.1). Compared to the results obtained
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Figure 3.2: Simulated annual mean surface mole fraction of SF6 (1993) resulting from
various model configurations. The results are emission adjusted as described in the text.
The indicated global mean values are area-weighted annual means for the surface layer.
The triangles represent the deviation (simulated minus observed) for the station locations
and Atlantic transect measurements (time adjusted as described in the text). Upward-
pointing triangles indicate model overestimates, downward-pointing triangles indicate model
underestimates with the magnitude defined in the legend.
with the 11 models in Denning et al. [1999], in which ∆χRMS ranged from 0.0489
to 0.1312 pmol mol−1, the MATCH configurations 1.2-SLT, 2.0-SLT, 2.0-SPF, and
2.0-SPFR would take the ranks 6, 10, 5, and 4 (of 15), respectively, when all stations
are considered. For the MBL locations only (Figure 3.3), ∆χRMS ranges from 0.0402
to 0.1101 pmol mol−1, and the MATCH configurations would take the ranks 5, 9, 7,
and 2, respectively. It is interesting to note that the 1.2-SLT configuration predicts
SF6 mole fractions closer to the observed values than the 2.0-SLT configuration
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Figure 3.3: Latitudinal profiles of simulated and observed (see Denning et al. [1999]) 1993
annual mean surface mole fraction of SF6. The observations have been time adjusted as
described in the text. The figure includes all October/November 1993 Atlantic transect
measurements, station locations considered within the marine boundary layer (cf. Table 3.1),
and Izan˜a, which is in the mid-troposphere.
Model ALL MBL
1.2-SLT 0.0624 0.0425
2.0-SLT 0.0904 0.0552
2.0-SPF 0.0609 0.0506
2.0-SPFR 0.0569 0.0413
Table 3.2: RMS-deviation (in pmol mol−1) of various model results from observed SF6
station data considering all locations listed in Table 3.1 (ALL), and considering only locations
within the marine boundary layer (MBL, including Izan˜a)
with the same semi-Lagrangian advection scheme. Furthermore, compared to the
other 3-D models [Denning et al., 1999, cf.], MATCH (with the exception of the
uncorrected 2.0-SPF configuration) performs better for the MBL observations than
for the entire set of observations.
Among the various MATCH configurations the 2.0-SPFR configuration predicts SF6
mole fractions that are closest to the observations. Figure 3.4 shows the comparison
to the semi-Lagrangian configurations. The 2.0-SLT configuration predicts higher
SF6 surface mole fractions throughout the NH than the 2.0-SPFR configuration,
in particular within the source regions; obviously the transport out of the source
regions is less effective than that calculated with the 2.0-SPFR configuration. The
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Figure 3.4: Ratio of simulated SF6 surface mole fractions between two Semi-Lagrangian
model configurations and the rescaled SPITFIRE (SPFR) configuration.
situation is more complicated for the 1.2-SLT configuration. Compared to the 2.0-
SPFR configuration, the 1.2-SLT configuration predicts higher values of the SF6
surface mole fraction in the northern hemisphere tropics and mid-latitudes except
around the source regions of eastern North America and Europe, where the 1.2-
SLT calculated SF6 mole fraction is lower. In other source regions, such as western
North America and China, the surface mole fraction is higher (in the same way as
calculated with the 2.0-SLT configuration compared to the 2.0-SPFR configuration).
In the source region of Japan, however, there is no significant difference between the
1.2-SLT and 2.0-SPFR configuration.
3.3.1.2 Longitudinal transect Measurements of SF6 during the TROICA-2
(Trans-Siberian Observations Into the Chemistry of the Atmosphere) campaign
(July 25 – August 12, 1996) on board a Trans-Siberian Railroad wagon [Crutzen
et al., 1998] provide a longitudinal transect of the surface SF6 mixing ratio. Since
these measurements extend eastward from the European source region across Eura-
sia, the observed west-east gradient provides a means to evaluate the model’s zonal
transport properties. The simulated mole fractions are linearly extrapolated for 3
years, using the model’s average growth rate along the transect in 1993. This is
necessary, because the observations are from 1996, the simulations, however, for the
year 1993. The trend is averaged along the transect, because the simulated growth
rate itself shows a longitudinal gradient, with the maximum near the western source
region. Using a longitude dependent growth rate for the time extrapolation would
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Figure 3.5: Simulated and observed longitudinal gradient of SF6 mole fraction across Eura-
sia (upper), and deviation of SF6 mole fractions from the respective simulated and observed
across-transect averages (lower). Measurements were taken during the TROICA-2 campaign
(July 25 through August 12, 1996). The simulated mixing ratios have been obtained by tem-
poral and spatial interpolation of the monthly mean model output to the measurement dates
and coordinates of the observations. The model results were further extrapolated from 1993
to 1996, using each configuration’s transect-average linear trend of 1993, derived from 12
monthly mean values.
therefore result in an artificially steepened west-east gradient [Denning et al., 1999].
Figure 3.5 shows the result obtained with the MATCH configurations compared to
the observations. The absolute level along the transect is best reproduced by the
1.2-SLT configuration and overestimated by all others. This may be due to an over-
estimate of the growth rate along the transect that is used for the time extrapolation.
None of the configurations capture the local extrema of the observational data, which
may be attributed to local sources and/or different origins of the air mass sampled
[Crutzen et al., 1998] that are not resolved by the model. Furthermore, short term
variations are averaged out in the monthly mean model output. The deviation from
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the longitudinal mean (Figure 3.5, lower) shows a surprisingly low west-east gradi-
ent of the observations, which can possibly be explained by significant Siberian SF6
emissions, e.g. along the railroad itself [Denning et al., 1999]. Since these (small
scale) local emissions are not prescribed in the model emission map (Figure 3.1),
the model tends to overestimate the west-east gradient. The 2.0-SLT configuration,
and to a lesser extend also the 1.2-SLT configuration show a steep positive SF6
gradient from 110oE eastward, which results most probably from a too strong zonal
transport of SF6 out of the eastern source regions. The overall model performance
concerning the prediction of the east-west gradient can be quantified again by the
RMS-deviation of the model results from the observations (n = 113). To account for
the uncertainty in the absolute values, the RMS-deviation is, however, calculated
from the longitudinal mean reduced quantities (i.e., χ in Eq. (3.2) is replaced by
∆χ = χ − χ¯, where χ¯ denotes the longitudinal mean, cf. Figure 3.5). The results
for the 1.2-SLT, 2.0-SLT, 2.0-SPF, and 2.0-SPFR configurations are 0.0510, 0.0835,
0.0735, and 0.0736 pmol mol−1 respectively.
3.3.1.3 Seasonal cycle Since SF6 can be regarded as inert and its source is
rather steady (continuously increasing, however without a seasonal cycle, see sec-
tion 3.1), temporal variations of the mole fraction on top of the long-term positive
trend can only be attributed to variations in transport. Denning et al. [1999] re-
ported the detrended seasonal cycle of SF6 measurements at Izan˜a (20
oN, 16oW,
2367 m msl (mean sea level)) and the Antarctic coastal station Neumayer (71oS,
8oW, 42 m msl). These measurements can be used to evaluate the model’s transport
seasonality at the two locations. Figure 3.6 shows the detrended observed seasonal
cycle at these two stations and the respective model predictions of various MATCH
configurations. The original model results are detrended by first subtracting a lin-
ear trend of 0.201 pmol mol−1 yr−1 and then subtracting the resulting annual mean.
The seasonal cycle at Izan˜a shows two maxima in spring and autumn with minima
in summer and winter. Trajectory analyses showed that both maxima coincide with
periods of elevated westerly air mass transport from latitudes higher than 40oN,
while the minima reflect transport of air from Africa [Denning et al., 1999]. The
SF6 seasonality at Neumayer is somewhat weaker with a well-defined maximum in
the SH spring and minimum values in SH autumn (February through April). Den-
ning et al. [1999] explain this seasonality with the periodicity of SF6 input into the
SH and an additional phase lag determined by the transport time from the equator
to the high latitude station. All MATCH configurations capture the fact that the
absolute seasonal amplitude is higher at Izan˜a than at Neumayer, however the phase
is incorrectly predicted in all cases. Table 3.3 lists the RMS-deviation of the model
predictions from the observations (Eq. (3.2), n = 12). The 1.2-SLT predictions show
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Figure 3.6: Observed and simulated detrended seasonal cycle of SF6 at Izan˜a (upper) and
the Antarctic station Neumayer (lower). The model simulations have been detrended as
described in the text.
Model Izan˜a Neumayer
1.2-SLT 0.0232 0.00458
2.0-SLT 0.0235 0.00697
2.0-SPF 0.0233 0.00944
2.0-SPFR 0.0235 0.00851
Table 3.3: RMS-deviation (in pmol mol−1) of various model simulations from detrended
observed seasonal cycle of SF6 at Izan˜a (20oN, 16oW, 2367 m msl) and Neumayer (71oS,
8oW, 42 m msl). Model results have been detrended as described in the text.
the smallest deviation from the observations at both locations, although at Izan˜a
the variation between the configurations is small. At Neumayer the predictions of
the two semi-Lagrangian configurations are closer to the observations than those of
the SPITFIRE configurations.
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Figure 3.7: Simulated annual zonal mean latitude-pressure cross-section of SF6 (1993) for
various model configurations.
3.3.2 Vertical distribution of simulated SF6
Model predictions of the annual zonal mean vertical distribution of SF6 are depicted
in Figure 3.7. The strongest vertical gradient over the NH source region is predicted
by the 2.0-SLT configuration, however, the difference among the MATCH configura-
tions is rather small compared to the difference between other models [cf. Denning
et al., 1999]. The simulated pole-to-pole difference in the mid-troposphere (around
600 hPa) is 0.41, 0.42, 0.36, and 0.36 pmol mol−1 for the 1.2-SLT, 2.0-SLT, 2.0-
SPF, and 2.0-SPFR configurations, respectively. Predictions by the models tested
in Denning et al. [1999] range from 0.15 to 0.40 pmol mol−1. Figure 3.8 shows
the relative difference between the two advection schemes employed. The semi-
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Figure 3.8: Annual zonal mean ratio of SF6 simulated with two semi-Lagrangian model
configurations to SF6 predicted by the rescaled SPITFIRE (2.0-SPFR) configuration (1993).
Lagrangian transport from the NH to the SH is weaker than that of the SPITFIRE
configurations. The vertical mixing, however, is more effective in the SLT configu-
rations, especially in 1.2-SLT. To be consistent with the above result, namely that
the SLT configurations tend to predict higher SF6 mixing ratios in the NH source
regions, the “weaker” interhemispheric mixing of the SLT configurations obviously
asserts more influence on the NH SF6 surface mole fraction than the “stronger”
vertical mixing. This is the case in the entire NH of the 2.0-SLT configuration, how-
ever in the 1.2-SLT configuration it only applies south of 40oN. At higher latitudes
the stronger vertical mixing reduces the surface mixing ratio of SF6 more than the
reduced interhemispheric exchange (compared to the 2.0-SPFR configuration) en-
hances it. This explains the more complicated structure of the surface mixing ratio
difference between 1.2-SLT and 2.0-SPFR (Figure 3.4).
In the context of the models tested in Denning et al. [1999] all MATCH configura-
tions belong to the category of models with a rather weak vertical mixing. However
the generalized thesis of Denning et al. [1999] that models with weaker vertical
mixing generally accumulate more SF6 in the NH lower stratosphere and therefore
predict a stronger surface latitudinal gradient, which is in the remote MBL closer
to the observed gradient than models with a stronger vertical mixing, only holds
in comparison of the MATCH ensemble to all other tested models. On a closer
look, however, this thesis has to be partly extended, and the combination of inter-
hemispheric exchange and vertical mixing has to be taken into account, rather than
only vertical mixing. This can be seen from the results obtained with the various
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MATCH configurations. The 2.0-SPFR configuration shows a weaker vertical mix-
ing than the SLT configurations (Figure 3.8) and best predicts the remote MBL
latitudinal gradient (Table 3.2). However the remote MBL latitudinal gradient is
steepest (and overestimated) in the 2.0-SLT version (Figure 3.3), which simulates a
more intense vertical mixing.
Denning et al. [1999] further found that models with weaker vertical mixing over-
estimate systematically SF6 at continental sites in general, which is also true for
the MATCH ensemble (Table 3.1, Figure 3.2). However, among the individual
MATCH configurations this simplification does not hold. The 2.0-SPFR configu-
ration predicts the SF6 mole fraction at the continental sites better than the SLT
configurations, although its vertical mixing is weaker (Figure 3.8).
The annual mean SF6 mole fraction in the NH (averaged over 0
o to 90oN) decreases
from 1000 hPa to 200 hPa by 0.16, 0.24, 0.20, and 0.20 pmol mol−1 in the 1.2-SLT,
2.0-SLT, 2.0-SPF, and 2.0-SPFR configuration respectively. The SH mean differ-
ences are 0.018, 0.007, 0.002, and 0.002 pmol mol−1, respectively. Thus in contrast
to 10 of 11 models tested in Denning et al. [1999], the MATCH configurations do
not predict a reversed vertical gradient (SF6 increasing with height) in the SH.
Therefore, the interhemispheric exchange cannot directly be attributed to a definite
altitude band, as can also be seen from Figure 3.7.
3.3.3 Interhemispheric exchange times
As indicated by Figure 3.8 and the above results there are differences in the in-
terhemispheric exchange among the various MATCH configurations. A suitable
parameter to characterize this exchange is the interhemispheric exchange time τex,
which is the time scale for the equilibration of tracer mass differences between two
connected boxes representing the hemispheres.
Following Denning et al. [1999], the annual mean interhemispheric exchange time
can be calculated under assumption of the two boxes being in steady state
τ (s)ex =
2∆M
∆S
, (3.3)
or on an instantaneous basis as
τ (i)ex =
2∆M
∆S − d(∆M)/dt) , (3.4)
where ∆M = MN−MS is the SF6 mass difference between NH and SH, and ∆S the
respective difference of the emitted SF6 masses. ∆M is calculated by integrating the
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Model τ (s)ex τ
(i)
ex
1.2-SLT 1.17± 0.07 1.34± 0.23
2.0-SLT 1.04± 0.08 1.22± 0.26
2.0-SPF 0.85± 0.06 0.97± 0.18
2.0-SPFR 0.86± 0.06 0.97± 0.18
Table 3.4: SF6 based interhemispheric exchange times (years) estimated with various model
configurations. The standard deviation of 12 monthly average values from the annual mean
is given as error estimate.
uncorrected (cf. Eq. (3.1)) local SF6 mixing ratio χ predicted by the model times
the air mass of the grid box
M =
1
g
∑
i,j,k
χi,j,k∆pi,j,k , (3.5)
where the indices i, j, k count the grid boxes along longitude, latitude, and altitude
respectively. The uncorrected mixing ratio χ is used, since only then the prescribed
SF6 emissions and the model predicted mole fractions are consistent. The results
are listed in Table 3.4. For all configurations, the steady state assumption (τ (s)ex ,
Eq. (3.3)) results in a 12% to 15% lower exchange time compared to the exchange
time based on instantaneous values (τ (i)ex , Eq. (3.4)). The 1.2-SLT configuration cal-
culates the slowest interhemispheric exchange. This is in agreement with Figure 3.8.
However, in contrast to the results of Denning et al. [1999] the configuration with
the strongest vertical mixing (1.2-SLT) does not show the lowest interhemispheric
exchange time. τex of the SPITFIRE configurations are even lower, although the
vertical mixing is weaker than in the SLT configurations. Finally, it should be
noted that the interhemispheric exchange time of the SPITFIRE configuration is
not significantly changed by the global tracer mass rescaling correction.
3.4 Discussion
The model evaluation part of the analysis depends on a limited number of observa-
tions that have to be assumed to be representative of a certain atmospheric domain,
e.g. as latitudinal average, in order to provide global estimates. Therefore, the
gradient derived from the MBL locations can only be regarded as a rough estimate
of the overall interhemispheric gradient, because longitudinal variations (cf. Fig-
ure 3.2) are not taken into account by this approach, and the result may depend
on the choice of sampling locations. Therefore, the model output at the sampling
locations of the observations was used for consistency.
A further problem is that observations are included, which do not fall within the
simulated time interval, as is the case for the Trans-Siberian Railroad observations.
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In this case, either model results or measurements have to be extrapolated in time
before comparison. The extrapolation used here depends on the model predicted
growth rate averaged along the transect, implying the assumption that this growth
rate is constant for 3 years. Furthermore, this simulated trend is only derived from
12 monthly mean values at each location in 1993 and therefore may be not well
defined. Denning et al. [1999] already noted that for these reasons, a comparison
of the extrapolated model results with the TROICA-2 observational data should be
made with caution. The simulated data along the Trans-Siberian transect suffer
further from possible unresolved local SF6 sources along the rail track, that are
indicated by the variability of the observations, and are not present in the model
results, due to the coarse time-resolution (1 month) of the model output.
The lack of measured altitude profiles of SF6 complicates a complete identification of
the relevant processes. For instance, the combination of a too strong vertical mixing
combined with a likewise too strong zonal mixing can probably explain the good
agreement between the 1.2-SLT predictions and the observations along the Trans-
Siberian Railroad. SF6 is effectively transported from the eastern and western source
regions to central Siberia, and lifted there to higher altitudes. The reputedly good
model performance results then from compensating shortcomings.
Because of the long lifetime and the inert character of SF6 only a moderate seasonal
cycle can be detected in the SF6 mixing ratio. Furthermore, the monthly mean
observations presented here are estimated to be accurate to within 0.01 pmol mol−1
[Denning et al., 1999]. Therefore, the comparison of seasonality between model and
observations (Figure 3.6) should not be over-interpreted.
As discussed in Denning et al. [1999] and references therein, the interhemispheric ex-
change time (τex) is a useful quantity because it collapses all transport mechanisms
into a single parameter for comparison of models among each other as well as with
observations. However, its value depends on the method of calculation, and is sensi-
tive to the latitudinal distribution of the tracer emission [Denning et al., 1999, and
references therein]. Nevertheless, it is still useful for model inter-comparison, pro-
vided that the tracer related boundary conditions are the same in all models. Here
only the 3-D mass based exchange time was calculated for model inter-comparison,
because Denning et al. [1999] showed that an interhemispheric exchange time based
on ground observations / model results is a rather poor measure of true interhemi-
spheric mixing.
The global tracer mass rescaling correction implemented in the 2.0-SPFR configu-
ration does not alter the interhemispheric exchange time based on SF6 compared to
the uncorrected 2.0-SPF configuration. Furthermore, the relative quantities, such
as the deviation from the across-transect average along the Trans-Siberian Railroad
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(Figure 3.5, lower), and the detrended seasonal cycle at two selected locations (Fig-
ure 3.6) are hardly changed by the rescaling. This is in agreement with the result
for inert tracers obtained in chapter 2.
3.5 Conclusions
SF6 is a suitable tracer for testing various tropospheric transport properties of 3-D
global atmospheric models, because it is quasi inert and is steadily emitted into the
atmosphere.
In comparison to the models tested by Denning et al. [1999], the MATCH configu-
rations employed here can be regarded as an ensemble with a rather weak vertical
mixing and a long interhemispheric exchange time. The semi-Lagrangian config-
urations show a stronger vertical mixing and a longer interhemispheric exchange
time than the SPITFIRE configurations. The interhemispheric exchange time of
the uncorrected SPITFIRE configuration (2.0-SPF) is not changed when a global
mass mismatch rescaling correction is included (2.0-SPFR).
All configurations tend to overestimate the SF6 mixing ratio at continental sites
within or near the source areas, however the latitudinal gradient in the marine
boundary layer defined by a set of observations is reasonably well reproduced.
Among the MATCH configurations, the 2.0-SPFR predictions are closest to the
observations at the continental and MBL locations.
The simplified relation from Denning et al. [1999] that models with a weaker vertical
mixing in general predict stronger surface latitudinal gradients, which are in the
MBL closer to the observations does not hold in detail. The relation is not strict
because it does not take into account differences in interhemispheric exchange, which
cannot be attributed to differences in vertical mixing. Similarly, the overestimation
of the SF6 mixing ratio at continental sites within or near the source areas cannot
solely be explained by a weaker vertical mixing.
The longitudinal gradient along the Trans-Siberian Railroad is, within its uncer-
tainties, also reasonably well reproduced by all MATCH configurations tested. The
closest agreement with the observations is obtained with the 1.2-SLT configuration,
but this is possibly due to an enhanced zonal transport of SF6 from the western
and eastern source regions to central Siberia where SF6 is moved upwards by strong
vertical transport.
The small amplitude of the seasonal cycle at two selected stations is slightly over-
estimated by the model; all configurations fail to reproduce its phase. Since the
results are similar for all configurations, this may be caused by the oﬄine wind data
that are used to calculate the advection.
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In summary, the four MATCH configurations used in this thesis have been classified
in the framework of a number of other “state-of-the-art” 3-D atmospheric models.
None of the configurations predicts results that are fundamentally different from
results of the other configurations. All results agree reasonably well with the ob-
servations so far. A decision on which configuration reproduces the observations
“best” is hard to make, but the deviation between the configurations can be used
to estimate the model uncertainty in further studies.
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4 Assessment of global OH using CH3CCl3 and
CFCl3
Abstract. Methylchloroform (MCF, CH3CCl3) and tri-chloro-fluoro-methane (CFCl3, F11) are
atmospheric tracers of anthropogenic origin. MCF is mainly removed from the atmosphere through
oxidation by OH. F11 being less reactive is primarily photolytically dissociated in the stratosphere.
Long term simulations (40 years) with prescribed emission fields, OH distributions, and photolysis
rates are performed with various configurations of the 3-dimensional model MATCH. The results
are compared to time series of MCF and F11 observations at 5 locations. The atmospheric lifetime
of MCF is calculated and compared with previously published results in order to evaluate the
prescribed OH abundance. The simulated F11 mixing ratio is used to estimate the uncertainty
of the method arising from uncertainties in the simulated transport. The global average OH
concentration can be constrained by the available MCF observations. However, evaluation of the
OH distribution on smaller scales, e.g., on a hemispheric scale, is limited, since the lifetime of MCF
is long compared to the interhemispheric exchange time, and latitudinal gradients are therefore
dominated by the interhemispheric exchange.
4.1 Introduction
CH3CCl3 (1,1,1-trichloroethane or methylchloroform, MCF) is an atmospheric com-
pound of anthropogenic origin. Its global emission history is claimed to be known
with high accuracy [Midgley , 1989; Midgley and McCulloch, 1995]. Emissions started
around 1950 and declined after 1990, because MCF was restricted under the Mon-
treal Protocol for the protection of the ozone layer. MCF is mainly removed from
the atmosphere via oxidation by the OH radical [Singh, 1977] and by photolytic
destruction. A small fraction (5-11%, Butler et al. [1991]) is dissolved in the oceans.
The tropospheric lifetime of MCF was first estimated by Singh [1977] to be 7.2±1.2
years.
Long term measurements (from 1978 on) of the MCF mixing ratio at 5 locations have
been carried out within the Atmospheric Lifetime Experiment / Global Atmospheric
Gases Experiment (ALE/GAGE) [Prinn et al., 1983b,a]. “Polluted” events, i.e.
measurements taken downwind of the continental source areas are filtered out by a
screening procedure. This procedure should ensure the “remote” character of the
time-series provided. Prinn et al. [1987] estimated from these measurements an
average tropospheric lifetime of MCF (1000 hPa to 200 hPa) of 6.3 (+1.2, − 0.9)
years. This was later revised [Prinn et al., 1995] and constrained to be 4.6 ± 0.3
years. Prinn et al. [1995] also deduced a trend in OH of 0.0 ± 0.2% yr−1 based on
the ALE/GAGE MCF measurements using an inversion technique. A dispute about
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calibration issues and several aspects of the method used by Prinn et al. [1987] and
Prinn et al. [1995] to constrain atmospheric OH and its global trend can be found
in literature [Spivakovsky et al., 1990; Hartley and Prinn, 1991; Spivakovsky et al.,
1991; Cunnold and Prinn, 1991; Spivakovsky , 1991]. Krol et al. [1998] performed an
independent modeling study, using a Monte Carlo technique involving a 3-D global
atmospheric model. They found that the tropospheric (1000 hPa - 100 hPa) lifetime
of MCF has changed from 4.7 ± 0.1 years in 1978 to 4.5 ± 0.1 years in 1993, and
deduced a positive OH trend of 0.46 ± 0.6% yr−1 between 1978 and 1993. These
results are also based on the ALE/GAGE measurements.
Since the estimated lifetime of MCF is long compared to global tropospheric mixing
times, its distribution can be expected to be almost homogeneous within a hemi-
sphere, with low variability. Indeed, the measurements of Prinn et al. [1983b] and
Prinn et al. [1983a] show a rather small seasonal cycle. A possible asymmetry be-
tween the NH and SH MCF abundance can be attributed to an asymmetry of the
sources (most sources are located in the NH), and possibly also to a speculative
asymmetry in the OH abundance between NH and SH. Montzka et al. [2000] used
the dramatic decline of MCF emissions after 1990 and used a simple 2-box model
to estimate a global MCF lifetime of 5.2 (+0.2, − 0.3) years, a SH MCF lifetime
of 4.9 (+0.2, − 0.3) years, and deduced that OH is 15 ± 10% higher south of the
intertropical convergence zone (ITCZ). The latter finding is very similar to earlier
results of Brenninkmeijer et al. [1992] based on 14CO measurements.
Another industrial gas closely related to MCF is CFCl3 (F11). A spatial distribution
of its emission into the atmosphere is given by McCulloch et al. [1994], the global
emission history by Fisher et al. [1994]. The oxidation of F11 by OH is much less
effective than that of MCF, and photodissociation in the stratosphere is relatively
more important for its removal from the atmosphere than for MCF. Consequently,
its atmospheric lifetime is longer. Estimates of the lifetime of F11 (and further
references) are given, e.g., in Singh [1977] and Cunnold et al. [1983, 1994], and
range from 36 to 78 years with a large uncertainty. It is important to note, however,
that the values given in these studies are not necessarily comparable, since different
definitions of “atmospheric lifetime” have been used [Cunnold et al., 1983].
Both MCF and F11, along with other HCFCs, can be used in standard tests for eval-
uation of model predicted atmospheric OH [e.g., Spivakovsky et al., 1990; Krol et al.,
1998; Spivakovsky et al., 2000]. Incorporating the known emission and reaction rates
into the model, the model predictions of the species distribution can be compared
with measurements to provide information about the modeled atmospheric oxidation
capacity. In this chapter this test for various MATCH configurations is discussed.
The focus is on the sensitivity of model predictions of F11 and MCF to variations
in the realization of the model’s tracer transport dynamics. OH distributions and
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Year Year Year
1951 0.1 1971 170.0 1991 636.0
1952 0.2 1972 214.0 1992 592.0
1953 0.9 1973 266.0 1993 387.0
1954 0.6 1974 305.0
1955 7.5 1975 309.0
1956 13.0 1976 382.0
1957 19.0 1977 462.0
1958 20.0 1978 513.0
1959 29.0 1979 511.0
1960 35.0 1980 537.0
1961 37.0 1981 548.0
1962 54.0 1982 522.0
1963 55.0 1983 536.0
1964 57.0 1984 585.0
1965 75.0 1985 594.0
1966 105.0 1986 603.0
1967 133.0 1987 623.0
1968 147.0 1988 666.0
1969 156.0 1989 690.0
1970 149.0 1990 719.0
Table 4.1: Global CH3CCl3 emissions in 106g from 1951 to 1993 (1951-1969: Prinn et al.
[1987], 1970-1993: Midgley and McCulloch [1995]).
photolysis rates are prescribed. The aim is to estimate to what extent global OH
can be constrained with MCF and F11, when an uncertainty is assigned to the
modeled transport. This will provide a minimum error estimate of the modeled OH
distribution due to uncertainties in the model’s dynamics.
4.2 Model setup
As in Krol et al. [1998], the global emissions of MCF are taken from the estimates
of Prinn et al. [1987] (1951-1969) and Midgley and McCulloch [1995] (1970-1993),
and are listed in Table 4.1. MCF emissions are distributed globally as in Krol
et al. [1998], according to Midgley and McCulloch [1995] among the countries and
within the countries according to the population density used by Fung et al. [1991].
The resulting emission map averaged onto the model grid is depicted in Figure 4.1
(left). From 1980 on, the global emissions are subdivided into six distinct regions
as reported by [Midgley and McCulloch, 1995], and listed in Table 4.2. The im-
plementation of these regions on the model grid is shown in Figure 4.2. Within
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Figure 4.1: Relative distribution of CH3CCl3 (left) and CFCl3 (right) emissions averaged
on the MATCH grid (32 latitudes × 64 longitudes).
Year NA EU FE NM NT SH
1980 270 152 86 2 4 23
1981 262 161 96 2 6 21
1982 233 163 98 1 6 21
1983 233 162 112 2 7 20
1984 260 162 129 4 9 21
1985 249 169 143 3 8 22
1986 247 164 147 3 16 26
1987 249 162 166 5 16 25
1988 266 157 190 9 18 26
1989 259 164 210 11 20 26
1990 271 153 242 8 25 20
1991 215 143 211 8 37 22
1992 204 116 191 8 54 19
1993 126 106 94 9 29 23
Table 4.2: Regional CH3CCl3 emissions in 106g from 1980 to 1993. (Midgley and McCul-
loch [1995], NA: North America, EU: Europe, FE: Far East, NM: Northern Mid-latitudes
(30oN-90oN), NT: Northern Tropics (0-30oN), SH: Southern Hemisphere)
each of the six regions the respective total emissions are distributed according to
the relative emission distribution among countries and according to the population
density (Figure 4.1).
Global emissions of F11 are taken from Fisher et al. [1994] and are listed in Ta-
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Figure 4.2: Regions of CH3CCl3 emissions after 1980 as they appear on the model grid
(Midgley and McCulloch [1995], NA: North America, EU: Europe, FE: Far East, NM: North-
ern Mid-latitudes (30oN-90oN), NT: Northern Tropics (0-30oN), SH: Southern Hemisphere).
ble 4.3. The emission distribution of F11 is obtained from a Global Emission In-
ventory Activity (GEIA) compilation [Cunnold , 1995] based on emissions provided
by McCulloch et al. [1994]. An area-weighted average distribution computed for the
model grid is shown in Figure 4.1 (right).
OH fields are prescribed as monthly averages (see section 1.4). The oxidation of
MCF and F11 are parameterized as
CH3CCl3 + OH→ products (4.1)
kMCF = 1.8× 10−12exp(−1550
T
), (4.2)
and
CFCl3 + OH→ products (4.3)
kF11 = 1.0× 10−12exp(−3700
T
) (4.4)
respectively, where T is the temperature in Kelvin. The rate coefficients are taken
from DeMore et al. [1997].
Photolysis rates of MCF and F11 are taken from calculations with a 2-D model
(Ch. Bru¨hl, unpublished data, personal communication, 1998-2000) and are also
74 4 ASSESSMENT OF GLOBAL OH USING CH3CCl3 AND CFCl3
Year Year Year Year
1951 7.7 1971 229.7 1991 233.0
1952 11.1 1972 259.1
1953 15.1 1973 296.6
1954 18.7 1974 327.1
1955 23.1 1975 318.4
1956 28.9 1976 325.4
1957 32.4 1977 313.8
1938 0.1 1958 30.4 1978 294.7
1939 0.1 1959 31.2 1979 275.9
1940 0.1 1960 40.9 1980 264.5
1941 0.1 1961 52.6 1981 263.7
1942 0.1 1962 65.9 1982 257.1
1943 0.2 1963 80.6 1983 273.4
1944 0.2 1964 95.7 1984 295.1
1945 0.3 1965 109.1 1985 308.3
1946 0.6 1966 122.3 1986 326.8
1947 1.3 1967 138.8 1987 345.8
1948 2.3 1968 158.1 1988 353.6
1949 3.8 1969 183.8 1989 304.7
1950 5.5 1970 209.0 1990 255.2
Table 4.3: Global CCl3F emissions in 106g from 1938 to 1991 [Fisher et al., 1994].
Figure 4.3: Negative decadal logarithm of the photolysis rates (in units s−1) of CH3CCl3
(left) and CFCl3 (right).
prescribed as monthly averages. Zonal symmetry is assumed. Annual averaged
values of the (almost identical) photolysis rates are shown in Figure 4.3.
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The uptake of MCF in ocean water is parameterized following Krol et al. [1998],
who in turn, followed Kanakidou et al. [1995]. The oceanic loss term is
Lo = 
HRTo
∆Z1
(∆Z2kH + (D2kH)
1
2 ) (4.5)
accounting for the height of the atmospheric mixed layer (∆Z1), the height of the
oceanic mixed layer (∆Z2), and the ocean temperature (To).  is a flag (0 or 1)
for land/ocean on the model grid, “H is Henry’s law coefficient (mol atm−1), R
is the gas constant (0.083 atm mol−1), kH is the hydrolysis rate (s−1), and D2 is
the diffusion coefficient in the deep (non-mixed layer) ocean (1.7 cm−2 s1). The
temperature dependent hydrolysis rate kH and Henry’s law coefficient H of MCF
are calculated through [McLinden, 1989; Gerkens and Franklin, 1989]:
H =
1013
133.5
exp(−20.29 + 4655
To
) (4.6)
kH = 3.1× 10−8exp(−10000( 1
To
− 1
298
)). (4.7)
To is given in Kelvin, and the value for H is corrected for the effect of sea salt by
multiplying with a factor of 0.8 [McLinden, 1989] ” [Krol et al., 1998].
Ocean mixed-layer depth, ocean temperatures, and the height of the atmospheric
mixed layer are prescribed as time varying fields (monthly averages). The ocean
mixed-layer depth was obtained from the Max-Planck-Institute (MPI) Hamburg
ocean model (data provided by M. Krol, IMAU, Utrecht, see Krol et al. [1998]).
The ocean temperatures were taken from the Integrated Global Ocean Series System
(IGOSS) Products Bulletin for the year 1993 [Reynolds and Smith, 1994]. Finally,
the height of the atmospheric mixed layer was pre-calculated with MATCH, accord-
ing to Holtslag and Boville [1993], using the NCEP-reanalysis data for 1993 [Kalnay
et al., 1996], archived as monthly averages, and used oﬄine afterwards.
All model simulations discussed in this chapter are performed with the NCEP re-
analysis meteorology of 1993 [Kalnay et al., 1996]. The first simulation was with
the 1.2-SLT configuration for the years 1950 to 1991 for F11 and to 1993 for MCF.
Emissions of F11 prior to 1950 (14.7 · 106g, Table 4.3) were emitted in 1950. This
introduces an offset, but due to the long atmospheric lifetime of F11 and increas-
ing emissions, the resulting error for atmospheric inventories later than 1978 (when
the ALE/GAGE measurements begin) is less than the uncertainty in the emission
estimates and therefore negligible. Further simulations with the 2.0-SLT, 2.0-SPF,
and 2.0-SPFR configuration for the years 1970 to 1991/1993 were initialized with
the tracer distribution of the 1.2-SLT simulation for Dec 1969 (monthly average). A
second 2.0-SLT simulation was performed with the same initialization and for the
76 4 ASSESSMENT OF GLOBAL OH USING CH3CCl3 AND CFCl3
same time interval, but using the OH-2 distribution instead of the standard OH-1
distribution (see section 1.4).
Although the available ALE/GAGE measurement time series extends until 1997, the
model simulations are only performed until 1991 for F11 and 1993 for MCF respec-
tively because global emission data of the two species were not available thereafter.
4.3 Model results
The model simulations provide overall estimates of global atmospheric timescales for
the tracer species, such as the global atmospheric lifetime. Furthermore, the model
predictions are compared to the time series of the ALE/GAGE measurements.
4.3.1 Atmospheric lifetime of CH3CCl3 and CFCl3
The change of mass M of a first order decaying tracer in the atmosphere can be
described by
dM
dt
= S − M
τl
, (4.8)
where S is the source strength (in g yr−1) and τl the atmospheric lifetime (in years).
If the atmosphere is represented by two hemispheric boxes, the change of tracer
mass in each hemisphere can be formulated respectively:
dMN,S
dt
= −MN,S
τN,S
∓ (MN −MS)
τex
+ SN,S , (4.9)
where the indices N and S denote the NH and SH respectively. In case of a NH-
SH asymmetry of the tracer distribution, the interhemispheric exchange time τex
has to be taken into account. The negative sign is assigned to the second term
of the NH equation, and the positive sign to the second term in the SH equation
respectively. τN,S are the hemispheric lifetimes of the tracer. For a totally inert
tracer (τN,S)
−1 = 0. This assumption was made in section 3.3.3 to deduce the
model predicted interhemispheric exchange time from SF6 simulations (cf. Eq. (3.3),
dMN,S/dt = 0 (steady state), and Eq. (3.4) (instantaneous)). Solving Eq. (4.9) for
τN,S results in
τN,S =
MN,S
SN,S − dMN,Sdt ∓ ∆Mτex
, (4.10)
with ∆M = MN−MS being the tracer mass difference between NH and SH. Adding
Eq. (4.9) for the NH and the SH, and inserting Eq. (4.8), the relation between the
global atmospheric lifetime τl and the hemispheric lifetimes τN,S becomes
1
τl
=
MN
M
· 1
τN
+
MS
M
· 1
τS
. (4.11)
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CH3CCl3 CFCl3
Model τl τN τS τl
1.2-SLT 4.44± 0.10 4.74 (4.16, 5.93) 4.08 (4.90, 3.30) 43.85± 2.15
2.0-SLT 4.44± 0.10 4.54 (3.92, 6.04) 4.31 (5.40, 3.29) 45.69± 2.31
2.0-SPF 3.70± 0.09 3.37 (3.03, 4.02) 4.24 (5.14, 3.38) 14.39± 0.42
2.0-SPFR 4.32± 0.09 3.83 (3.45, 4.59) 5.11 (6.26, 4.04) 30.59± 1.14
2.0-SLT (OH-2) 5.61± 0.14 5.37 (4.76, 6.58) 5.97 (7.34, 4.73) 45.71± 2.31
Table 4.4: Global atmospheric lifetime (τl, in years) of CH3CCl3 and CFCl3, and hemi-
spheric lifetimes (τN : NH; τS : SH) of CH3CCl3. The standard deviation of annual mean
values from the long-term mean (1978-1990) is given as error estimate for τl. The range of
hemispheric lifetimes (in parentheses) is calculated by varying the interhemispheric exchange
time according to the error estimate in Table 3.4 (τex + ∆τex, τex −∆τex).
Thus, the sum of the tracer mass weighted inverse hemispheric lifetimes is the inverse
of the global lifetime.
The model predicted atmospheric lifetimes (τl) of MCF and F11 are listed in Ta-
ble 4.4 for various MATCH configurations. The range of τl is estimated by the stan-
dard deviation of annual averages from the long term average (1978 to 1990). The
interhemispheric exchange τ (i)ex (SF6) of the respective model configuration (see Ta-
ble 3.4) is used for the calculation of the hemispheric lifetimes (τN,S) from Eq. (4.10).
Results for τN,S for MCF are also listed in Table 4.4. The range (given in paren-
theses) is derived by varying the interhemispheric exchange time (τ (i)ex (SF6)±∆τ (i)ex )
within the range given in Table 3.4. It is important to note that the derived lifetime
predictions are based on the total tracer loss (oxidation by OH, photodissociation,
and, in the case of MCF, additionally oceanic uptake).
The model predicted MCF lifetime calculated with the OH-1 distribution is, within
the uncertainty range, in agreement among all configurations (4.4±0.2 years), except
for the 2.0-SPF configuration, which predicts a roughly 16% shorter lifetime. Cal-
culation with the 2.0-SLT configuration and the OH-2 distribution results in a 26%
longer MCF lifetime compared to the result obtained with OH-1. This is because
the annual global mass weighted average concentration of OH in the troposphere is
30% lower for OH-2 than for OH-1 (cf. Table 1.1).
The lifetime of F11 is estimated to be 44.8 ± 2.3 years with the semi-Lagrangian
configurations, and 30.6±1.1 years with the 2.0-SPFR configuration. The prediction
of the 2.0-SPF configuration is only 14.4 ± 0.4 years, and therefore significantly
lower. The sensitivity of the F11 lifetime to the global average OH concentration is
negligible. This is to be expected, since F11 is mainly destroyed photolytically.
An estimate of the hemispheric lifetimes in terms of the above noted 2-box model
is difficult, if not impossible. The results for MCF deduced from the model output
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(listed in Table 4.4) show a very high sensitivity to the interhemispheric exchange
time. This is understandable, because in the mass balance equation (Eq. (4.9))
the exchange term (MN −MS) is weighted by τ−1ex , whereas the loss term is pro-
portional to τ−1N,S. If the atmospheric lifetime of a tracer (τN,M) is longer than the
interhemispheric exchange time (τex), the hemispheric mass balance is dominated
by the interhemispheric exchange. This is the case for MCF, where τex/τN,S ≈ 1/5,
and even more for F11, where τex/τN,S ≈ 1/45. As a consequence, no reliable in-
terhemispheric asymmetry of the lifetime of MCF and F11 can be derived with this
method.
4.3.2 Simulations and measurements
The time series of MCF and F11 at five ALE/GAGE stations [Prinn et al., 1983b;
Cunnold et al., 1983; Prinn et al., 1992, 1995] are shown in Figures 4.4 and 4.5. Ob-
servational data is presented as monthly averages, error bars denote the standard
deviation derived from single measurements, respectively. The dotted lines indicate
the result of a functional approximation that is described below. Comparison of
the model simulations with measurements is, however, not straightforward. First,
the ALE/GAGE observations are filtered (“polluted events” are rejected) in order
to achieve data that are representative for the remote atmosphere (see section 4.1).
Second, the simulated data are based on one and the same meteorological dataset
driving the model’s advection over many years (NCEP reanalysis 1993 [Kalnay et al.,
1996]), whereas the meteorological conditions in the real atmosphere vary from year
to year. The first requirement is especially important for the stations Ireland and
Oregon, which are located within model grid boxes that cover source regions of F11
and MCF. Sampling the model results in those grid boxes would result in a bias due
to the local sources. In order to improve comparability with the “remote” observa-
tions, the modeled measurement locations are shifted westward into the neighboring
grid boxes, which are free of emissions. Simulations for Ireland are therefore sampled
at 11.3oW instead of 10oW, and for Oregon at 129.4oW instead of 124oW.
To address the second difference, observational data and simulation results are post-
processed following an approach of Prinn et al. [1995]. The observed and simulated
mixing ratio χ of MCF and F11 is approximated by the function
χ′(t) =
n∑
k=0
ck · Pk( t
N
− 1) , (4.12)
where Pk is the Legendre-polynomial of order k (P0 = 1). N is half the length
of the time series of the particular station counted in months. The time t then
runs from 0 to 2N months. The argument of the Legendre-polynomials is therefore
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Figure 4.4: Observed CH3CCl3 time series and Legendre polynomial representation. Error
bars denote the standard deviation of measurements during 1 month.
always between -1 and 1. The maximum order is chosen to be n = 5. By this form
of approximation the long term trend of measurements / simulations is described,
whereas the seasonal cycle is filtered out. The coefficients ck are determined by
minimizing the deviation
fχ =
2N∑
t=0
(χ′(t)− χ(t))2 . (4.13)
Krol et al. [1998] already applied this method, also omitting the terms that describe
the seasonality [Prinn et al., 1995], however varying the order n among the different
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Figure 4.5: Observed CFCl3 time series and Legendre polynomial representation. Error
bars denote the standard deviation of measurements during 1 month.
stations. The resulting functions χ′(t) (Eq. (4.12)) of the observational data are
plotted in Figure 4.4 (MCF) and in Figure 4.5 (F11). The time interval taken into
account for the fit of the observational data is 231 (2N = 230) months (Jul 1978
to Sep 1997) for Ireland, Barbados, Samoa, and Tasmania, and 213 (2N = 212)
months (Dec 1979 to Sep 1997) for Oregon.
In Figure 4.6 the functional approximations of the observational MCF data are plot-
ted together with the likewise approximated model simulations. At all stations 192
(2N = 191) months (Jan 1978 to Dec 1993) are taken into account for the functional
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Figure 4.6: Functional representations of observed and simulated CH3CCl3 time series.
representation of the model simulations. The appropriate coefficients ck of observa-
tional and simulated data are listed in Table 4.5. Figure 4.7 presents the result of the
same approximation procedure applied to the observed and simulated F11 mixing
ratios. The time interval taken into account for the functional representation of the
F11 simulations is 168 (2N = 167) months from Jan 1978 to Dec 1991. Table 4.6
lists the respective coefficients ck of the Legendre-polynomial approximation. For
the Oregon station, the Legendre-polynomial representation of the observations does
not provide a reasonable interpolation between 1989 and 1995 because during this
period no observations exist. This time interval, however, comprises the period of
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Station c0 c1 c2 c3 c4 c5
Ireland 120.61 8.90 -37.09 -22.83 -6.66 10.20
Oregon 120.94 0.36 -35.63 -15.87 0.98 2.55
Barbados 110.14 11.41 -33.31 -17.70 -6.14 3.13
Samoa 94.44 17.29 -26.11 -13.84 -7.32 3.03
O
bs
er
va
ti
on
s
Tasmania 92.62 17.69 -25.15 -12.54 -8.05 1.77
Ireland 143.14 35.98 -15.41 -8.43 -12.49 -4.81
Oregon 136.35 37.56 -14.10 -11.19 -13.32 -6.51
Barbados 117.02 34.13 -10.51 -5.30 -9.09 -4.51
Samoa 87.91 30.80 -6.03 -0.34 -4.32 -2.43
1.
2-
SL
T
Tasmania 85.41 29.81 -6.15 -0.23 -3.83 -1.74
Ireland 152.36 36.32 -17.15 -9.15 -13.63 -4.63
Oregon 141.99 38.88 -15.24 -13.36 -15.04 -7.21
Barbados 118.69 34.08 -10.83 -5.24 -9.26 -4.19
Samoa 88.99 30.88 -6.19 -0.54 -4.36 -2.61
2.
0-
SL
T
Tasmania 87.53 30.05 -6.52 -0.47 -4.04 -1.76
Ireland 123.73 26.62 -14.30 -8.82 -12.23 -4.06
Oregon 114.22 28.22 -12.30 -10.58 -12.15 -5.60
Barbados 98.08 26.06 -9.18 -5.25 -8.52 -3.73
Samoa 77.65 25.24 -5.60 -0.88 -4.44 -2.47
2.
0-
SP
F
Tasmania 77.50 24.96 -6.01 -0.85 -4.28 -1.83
Ireland 135.44 31.54 -15.20 -8.91 -12.65 -4.32
Oregon 125.88 33.14 -13.19 -10.66 -12.56 -5.86
Barbados 109.41 30.89 -10.03 -5.30 -8.89 -3.97
Samoa 89.16 30.29 -6.46 -0.85 -4.76 -2.70
2.
0-
SP
F
R
Tasmania 89.19 30.11 -6.88 -0.81 -4.60 -2.05
Ireland 174.85 48.44 -18.38 -9.49 -13.93 -4.90
Oregon 164.39 51.14 -16.44 -13.94 -15.52 -7.61
Barbados 139.81 45.67 -11.84 -5.43 -9.45 -4.41
Samoa 108.43 41.93 -6.94 -0.56 -4.33 -2.87
2.
0-
SL
T
(O
H
-2
)
Tasmania 106.20 40.86 -7.19 -0.42 -3.93 -1.93
Table 4.5: Coefficients of 5th-order Legendre polynomial representations of observed and
simulated CH3CCl3 time series. The unit is pmol mol−1.
maximum abundance of MCF in the atmosphere around 1991/92, and the time when
the F11 growth rate starts to decline (cf. Figures 4.4 and 4.5). This certainly affects
the functional approximation.
Except for the 2.0-SPF configuration, the model employing the OH-1 distribution
tends to overestimate the NH-SH gradient of MCF. The deviation of the simulated
MCF mixing ratio from the observations is larger in the NH than in the SH. Fur-
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Figure 4.7: Functional representations of observed and simulated CFCl3 time series.
thermore, the scatter among the various configurations is higher at the NH stations
than at the SH stations. The 2.0-SLT configuration in combination with the OH-2
distribution overestimates the MCF mixing ratio at all stations, while the 2.0-SPFR
configuration with OH-1 underestimates it, except at Ireland. Finally, the declin-
ing phase of the atmospheric MCF mixing ratio (after 1990/91) is predicted by the
model to be steeper than observed, at least in the NH.
All model configurations underestimate the F11 mixing ratio in the SH. Both SPIT-
FIRE configurations underestimate the F11 mixing ratio at all stations, the (uncor-
rected) 2.0-SPF configuration by 30-35%. As expected, a change in OH does not
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Station c0 c1 c2 c3 c4 c5
Ireland 232.40 60.13 -25.42 -10.84 5.30 4.02
Oregon 238.82 56.00 -26.08 -14.70 4.24 6.35
Barbados 227.93 64.07 -23.16 -11.40 1.74 4.71
Samoa 220.21 67.99 -19.32 -11.16 0.58 3.78
O
bs
er
va
ti
on
s
Tasmania 218.01 68.53 -19.13 -11.26 -0.69 5.50
Ireland 1078.22 306.11 -6.43 -39.07 -23.27 8.79
Oregon 1030.72 302.32 -1.43 -29.72 -21.75 3.06
Barbados 981.81 296.72 1.79 -20.81 -20.58 0.03
Samoa 880.40 286.23 7.74 -1.47 -16.35 -6.40
1.
2-
SL
T
Tasmania 856.87 282.25 8.18 2.60 -14.90 -4.93
Ireland 1129.58 317.25 -9.26 -45.10 -24.77 13.79
Oregon 1060.13 312.15 -1.79 -31.10 -22.31 5.13
Barbados 999.20 303.80 1.65 -21.00 -20.82 2.09
Samoa 889.09 290.26 7.95 -2.87 -16.28 -7.39
2.
0-
SL
T
Tasmania 869.61 287.14 8.14 1.16 -15.28 -4.95
Ireland 730.71 132.62 -10.37 -34.98 -20.24 10.46
Oregon 683.61 130.35 -5.02 -24.69 -18.24 3.62
Barbados 653.49 128.99 -2.93 -17.36 -17.71 1.63
Samoa 604.26 127.58 0.62 -4.83 -15.26 -4.68
2.
0-
SP
F
Tasmania 597.70 127.50 0.43 -2.45 -14.90 -3.33
Ireland 945.27 243.30 -7.68 -34.50 -21.41 10.50
Oregon 898.10 241.03 -2.36 -24.19 -19.45 3.66
Barbados 867.47 239.53 -0.30 -16.83 -18.89 1.64
Samoa 820.35 239.40 3.08 -4.62 -16.74 -5.45
2.
0-
SP
F
R
Tasmania 813.43 239.25 2.89 -2.15 -16.35 -4.01
Ireland 1129.66 317.30 -9.26 -45.10 -24.77 13.79
Oregon 1060.21 312.21 -1.78 -31.10 -22.31 5.13
Barbados 999.28 303.85 1.65 -21.00 -20.82 2.09
Samoa 889.17 290.31 7.96 -2.87 -16.28 -7.39
2.
0-
SL
T
(O
H
-2
)
Tasmania 869.69 287.19 8.14 1.16 -15.28 -4.95
Table 4.6: Coefficients of 5th-order Legendre polynomial representations of observed and
simulated CCl3F time series. The unit is pmol mol−1.
significantly affect the 2.0-SLT predicted F11 mixing ratio evolution: the respective
lines (2.0-SLT and 2.0-SLT (OH-2)) in Figure 4.7 are not distinguishable. The dif-
ference of F11 mixing ratio predictions among the semi-Lagrangian configurations
(1.2-SLT and 2.0-SLT) is also rather small, implying that F11 is not notably affected
by convection, which differs between 1.2-SLT and 2.0-SLT (cf. section 1.3).
To further quantify the differences between the model simulations and the observa-
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Figure 4.8: Ratio of approximated simulated to approximated observed CH3CCl3 time
series for various model configurations. The ratio is only plotted at points in time (months),
where observational and simulated data are available.
tions, Figure 4.8 shows the ratio r of the (approximated) simulated MCF mixing
ratio to the (approximated) observed MCF mixing ratio at the 5 ALE/GAGE sta-
tions. Only points in time where observational data exists are taken into account.
Figure 4.9 shows the respective ratios calculated from the F11 observations and
simulations, both represented by the functional approximations.
In the case of MCF (Figure 4.8), the overall deviation of the model predictions
from the measurements is smallest for the 2.0-SPFR configuration, followed by the
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Figure 4.9: Ratio of approximated simulated to approximated observed CFCl3 time series
for various model configurations. The ratio is only plotted at points in time (months), where
observational and simulated data are available.
1.2-SLT configuration and the 2.0-SLT configuration. The 1.2-SLT predictions are
closer to the observations than the 2.0-SLT predictions in the NH, whereas in the SH
the opposite is found. The lowest MCF mixing ratios are predicted by the 2.0-SPF
configuration, the highest by the 2.0-SLT configuration with the OH-2 distribution.
The results are similar for F11 (Figure 4.9). In the NH (except for Barbados)
the 1.2-SLT based predictions and in the SH the 2.0-SLT based predictions are
closest to the observed F11 mixing ratios. The ratio between model simulations
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and observations varies for both species with time at all stations. In particular the
F11 results (Figure 4.9) suggest a long term trend in the difference between model
simulations and observations.
In order to collapse the model results into as few parameters as possible, the ratios
shown in Figures 4.8 and 4.9 are approximated further by a least-squares approxi-
mation of the form
r′(t) = r0 + s · t , (4.14)
where r′ is the approximated ratio at time t, and s the slope. Only points in time,
where observational data is available are taken into account. This determines the
total number K of months for each station. The analysis is performed within the
time interval Jan 1980 to Dec 1990, with the limitation to 1990 chosen for 2 reasons.
First, the rapid decline of the MCF mixing ratio after 1990/91 is predicted by the
model to be steeper than observed (cf. Figure 4.6). This period is excluded. And
second, the data gap at the Oregon station between 1989 and 1995 (cf. Figure 4.4)
affects the functional approximation of the measured time series, as already discussed
above. Since the particular results are to be compared, the same time interval for
all stations and species is chosen.
The resulting parameters are listed in Table 4.7 for MCF and in Table 4.8 for F11, in-
cluding the standard deviation of the original ratios r from the linear approximation
(Eq. (4.14)), i.e.,
σ = (
1
K
K∑
t=1
(r(t)− r′(t))2) 12 , (4.15)
and the average ratio (r¯) during the period 1980 to 1990. The standard deviation
σ (Eq. (4.15)) is a measure for the quality of the linear approximation. In case of
MCF, the linear approximation for all configurations is best justified (lowest σ) at
Tasmania, and poorest at Ireland. The latter also holds for the F11 approximation.
For both species, a NH-SH gradient of the average ratio r¯ is common to the results of
all model configurations. This means the model tends to overestimate MCF and F11
mixing ratios in the NH, and likewise underestimates MCF and F11 mixing ratios
in the SH. This effect is smaller for F11 than for MCF. For MCF, this gradient
is biased in the 2.0-SPF configuration which predicts too low MCF mixing ratios
also in the NH (except for Ireland). Vice versa, the 2.0-SLT/OH-2 configuration
overestimates the MCF mixing ratio at all stations. The latter is in agreement with
the lower global average OH concentration of OH-2 (see Table 1.1). The average
ratios r¯ based on F11 simulations of the SPITFIRE configurations are similarly
biased. Both, 2.0-SPF and 2.0-SPFR underestimate the F11 mixing ratio at all
stations. Generally, the model predictions of F11 are closer to the observations than
the MCF predictions (except for 2.0-SPF).
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Station r0 s 103σ r¯
Ireland 1.16 0.09 2.28 1.16
Oregon 1.09 0.40 1.28 1.10
Barbados 1.04 0.21 1.03 1.05
Samoa 0.93 0.14 1.06 0.93
1.
2-
SL
T
Tasmania 0.92 0.18 0.49 0.93
Ireland 1.25 -0.08 2.34 1.24
Oregon 1.13 0.48 1.32 1.15
Barbados 1.06 0.14 0.99 1.06
Samoa 0.94 0.12 1.09 0.95
2.
0-
SL
T
Tasmania 0.94 0.14 0.47 0.95
Ireland 1.03 -0.28 1.67 1.01
Oregon 0.93 0.04 1.05 0.93
Barbados 0.89 -0.07 0.87 0.88
Samoa 0.84 -0.14 0.82 0.83
2.
0-
SP
F
Tasmania 0.85 -0.09 0.36 0.85
Ireland 1.11 -0.11 1.95 1.10
Oregon 1.01 0.22 1.15 1.02
Barbados 0.98 0.10 0.92 0.98
Samoa 0.95 0.04 1.03 0.95
2.
0-
SP
F
R
Tasmania 0.97 0.09 0.46 0.97
Ireland 1.38 0.55 2.88 1.41
Oregon 1.26 1.18 1.48 1.32
Barbados 1.20 0.78 1.12 1.25
Samoa 1.10 0.82 1.52 1.14
2.
0-
SL
T
(O
H
-2
)
Tasmania 1.10 0.81 0.78 1.15
Table 4.7: Linear approximation of simulated to observed CH3CCl3 time series ratio (1980-
1990) for different model configurations. Only the points in time when observational data
exists have been considered for the regression analysis. r0 is the y-axis (ratio) intercept at
the first time-step, s is the slope in %/year. The respective standard deviation (σ) is also
included. r¯ is the ratio averaged over all points in time, for which observational data is
available.
For an interpretation of the slope s, the initial ratio r0 also has to be considered. A
divergence (with time) of the model predictions from the observations is indicated
by a positive slope s in combination with an initial ratio r0 ≥ 1 between simulations
and observations (increasing overestimate), or a negative slope s and an initial ratio
r0 ≤ 1 (increasing underestimate). Other combinations of r0 and s indicate that the
model simulations tend to converge towards the observations within the considered
time interval.
For MCF (Table 4.7) the picture is only clear for the 2.0-SLT/OH-2 configuration,
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Station r0 s 103σ r¯
Ireland 1.06 -0.01 0.56 1.06
Oregon 1.01 0.11 0.41 1.01
Barbados 0.98 0.07 0.32 0.99
Samoa 0.93 -0.01 0.43 0.93
1.
2-
SL
T
Tasmania 0.91 0.09 0.35 0.91
Ireland 1.11 -0.04 0.73 1.11
Oregon 1.04 0.14 0.46 1.04
Barbados 1.00 0.10 0.31 1.01
Samoa 0.93 0.03 0.43 0.94
2.
0-
SL
T
Tasmania 0.92 0.11 0.32 0.93
Ireland 0.77 -1.01 0.81 0.72
Oregon 0.72 -0.90 0.33 0.68
Barbados 0.71 -0.92 0.53 0.66
Samoa 0.69 -1.05 0.55 0.64
2.
0-
SP
F
Tasmania 0.69 -0.97 0.46 0.64
Ireland 0.95 -0.37 0.62 0.93
Oregon 0.90 -0.25 0.31 0.89
Barbados 0.89 -0.28 0.37 0.87
Samoa 0.89 -0.40 0.41 0.87
2.
0-
SP
F
R
Tasmania 0.89 -0.33 0.27 0.87
Ireland 1.11 -0.04 0.73 1.11
Oregon 1.04 0.15 0.46 1.04
Barbados 1.00 0.10 0.31 1.01
Samoa 0.93 0.03 0.43 0.94
2.
0-
SL
T
(O
H
-2
)
Tasmania 0.92 0.11 0.32 0.93
Table 4.8: Linear approximation of simulated to observed CCl3F time series ratio (1980-
1990) for different model configurations. Only the points in time when observational data
exists have been considered for the regression analysis. r0 is the y-axis (ratio) intercept at
the first time-step, s is the slope in %/year. The respective standard deviation (σ) is also
included. r¯ is the ratio averaged over all points in time, for which observational data is
available.
which diverges from the observations at all stations. MCF predictions of the semi-
Lagrangian configurations using OH-1 converge towards the SH observations and
tend to diverge from the observations in the NH (except for Ireland in 2.0-SLT). The
opposite is found for the 2.0-SPF configuration. The 2.0-SPFR MCF predictions
tend to converge at all stations except for Oregon.
The SPITFIRE configuration based F11 predictions diverge from the observations
at all stations (Table 4.8). The F11 predictions of 2.0-SLT do not change if a
different OH distribution (OH-2) is used. Therefore the resulting parameters of
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the linear approximation are identical for 2.0-SLT (OH-1) and 2.0-SLT (OH-2). As
for MCF, the 2.0-SLT configuration generally predicts F11 mixing ratios that tend
increasingly closer to the SH observations, but diverge from the NH observations
(except for Ireland). For the 1.2-SLT configuration no generalized pattern can be
derived.
The rate of divergence / convergence (|s| in % yr−1) of the model simulated MCF
mixing ratio from / towards the observations is higher for all configurations in the
NH than in the SH (except for Ireland). This does not hold for the simulated F11
mixing ratio. Furthermore, the MCF rate of divergence / convergence (|s|) increases
(except for 2.0-SPF) in both hemispheres from the tropics to the mid-latitudes, i.e.,
with increasing latitude (Ireland excluded). A similar pattern is found for the F11
simulations, except for the SPITFIRE configurations. Finally, the rate of divergence
/ convergence for both species is generally small compared to the averaged relative
deviation (|1− r¯| · 100, in %) of model simulations from the observations.
4.4 Discussion
4.4.1 Effects of the global mass mismatch rescaling
The results for F11 clearly show that the 2.0-SPF based predictions are fundamen-
tally different from those of other configurations tested. The 2.0-SPF predicted
global atmospheric lifetime of F11 is 14.4 ± 0.4 years and therefore significantly
(62%) lower than that predicted by other configurations (30 - 45 years). Moreover,
the 2.0-SPF configuration underestimates the F11 observations at all ALE/GAGE
stations by roughly 30%. As discussed in chapter 2, the global tracer mass is not
conserved in the 2.0-SPF configuration. Obviously, F11 is a tracer that is signif-
icantly influenced by this mismatch. F11 has a long atmospheric lifetime (of the
order of 50 years), it is quasi-inert in the troposphere, and almost purely destroyed
by photodissociation in the stratosphere. Its main source is anthropogenic emissions
at ground level. Therefore a strong vertical gradient can be expected, with the F11
mixing ratio decreasing with height. Since the mass mismatch in the uncorrected
SPITFIRE configuration (2.0-SPF) is sensitive to certain tracer characteristics, espe-
cially to the vertical gradient of the tracer (cf. chapter 2), the model error introduces
an additional effective loss term for F11.
For MCF this effect is still present, although less pronounced. The predicted global
atmospheric lifetime of MCF is 16% lower than in the other configurations. The
relative deviation of the 2.0-SPF predictions from the ALE/GAGE measurements
is similar to that of the other configurations. Consequently, from the MCF based
results alone, the additional loss term due to the mass mismatch could easily be
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misinterpreted and attributed to an overestimation of the prescribed sinks (OH,
photolysis, hydrolysis in ocean water).
It has to be noted at this point that for SF6 the mole fractions (remote latitudinal
gradient at ground level, Figure 3.3) predicted by the uncorrected SPITFIRE con-
figuration (2.0-SPF) are still in reasonable agreement with the observations, and the
mass mismatch error seems to be negligible. Furthermore, the global rescaling to
force tracer mass conservation has hardly any effect on the latitudinal gradient at
ground level. In contrast to that, the 2.0-SPF configuration totally fails to reproduce
the F11 mixing ratios at the ALE/GAGE stations. Moreover, the global rescaling to
force global tracer mass conservation (2.0-SPFR) does hardly improve the results.
The F11 mixing ratio is still underestimated by 7-13% at the NH stations and by
13% at the SH stations (cf. Table 4.8). This can be interpreted as a negatively bi-
ased, overestimated relative latitudinal gradient. The negative bias indicates a too
strong tracer loss, provided that the emissions are not underestimated. Assuming
a larger emission rate, however, would in turn increase the semi-Lagrangian results.
Global tracer mass conservation is forced in the 2.0-SPFR configuration, therefore
an artificial sink can be excluded. However, the mass conservation is enforced by
a global rescaling of the tracer mass after each advection step. Such a rescaling
procedure keeps all relative gradients, and assigns the same relative change to the
tracer mixing ratio everywhere (see chapter 2).
SF6 can be regarded as quasi-inert and is continuously accumulated in the atmo-
sphere (see chapter 3). The vertical gradient of SF6 is steepest near the surface
where the species is emitted into the atmosphere. Since the local mass mismatch
(2.0-SPF) increases with the tracer gradients, SF6 in the model is mainly lost near
the surface (see chapter 2). Compared to the global mass of SF6 in the atmosphere,
the integrated mass mismatch is therefore small. Consequently the scaling factor
to enforce mass conservation is small. In 2.0-SPFR, this small amount of lost mass
is rescaled globally, i.e., the mixing ratio is also increased at higher levels where no
tracer loss occurred. Thus, mass is artificially lifted to higher levels.
Basically the same happens in the case of F11, which has some similar characteristics
to SF6. Both tracers are mainly emitted in the NH at ground level by anthropogenic
activity, therefore the emissions distributions follow similar patterns. The basic dif-
ference, however, is the global atmospheric lifetime of the tracers. Whereas SF6
can be regarded as quasi-inert and is continously accumulated in the atmosphere,
F11 is destroyed by photodissociation. The efficiency of this loss process increases
in the atmosphere exponentially with height (i.e., with decreasing pressure, cf. Fig-
ure 4.3), due to the increasing intensity of short wave radiation. Therefore the
removal of F11 from the atmosphere takes place mainly in the stratosphere. This
enhances the vertical tracer gradient of F11 in the troposphere compared to that
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of SF6. As a consequence, the vertical gradient dependent mass mismatch in the
model occurs throughout the troposphere, and is relatively larger than in the case
of SF6. The global rescaling of the integrated mass mismatch in 2.0-SPFR then
enhances the stratospheric mixing ratios artificially. Thus, tracer mass is contin-
uously and effectively shifted to higher levels, where the photolytic destruction is
increasingly effective. Integration over time results in a reduced global tracer mass
due to an enhanced tracer loss. This mechanism explains the reduced F11 mixing
ratios predicted by the 2.0-SPFR configuration.
Furthermore, from the discussion so far it follows why both configurations (2.0-SPF
and 2.0-SPFR) predict mass mixing ratios that are not only biased but further
diverge from the observations, whereas such a generalized pattern cannot be derived
for the semi-Lagrangian configurations. In the case of the 2.0-SPF configuration the
artificial loss due to the mass mismatch is responsible, in the case of the 2.0-SPFR
configuration, it is the continuous shift of tracer mass towards the major sink region.
The same mechanisms apply to MCF, although attenuated, because MCF is ef-
fectively oxidized by OH in the troposphere. This weakens the vertical gradient
compared to F11, resulting in a reduced mass mismatch compared to the global
tracer mass. Furthermore, the fraction of artificial loss compared to the total tracer
loss is smaller for MCF than for F11, because the lifetime of MCF is much shorter.
The removal of MCF by oxidation with OH is more effective than the artificial loss,
which itself is more effective than the photodissociation in the stratosphere.
As a consequence, the results obtained with the SPITFIRE configurations are not
further taken into consideration for the evaluation of OH in the discussion below.
4.4.2 The interhemispheric gradient of CFCl3
For SF6, the remote interhemispheric gradient at ground level is reproduced by
the model within ±3% (cf. Figure 3.3 and Table 3.1). The mixing ratios of F11 are
overestimated by the semi-Lagrangian configurations (Table 4.8) by 6-11% at Ireland
(53oN), 1-4% at Oregon (45oN), are reproduced within ±1% at Barbados (13oN),
and are underestimated by 6-7% at Samoa (14oS), and by 7-9% at Tasmania (41oS).
Thus the deviation from the observed F11 NH-SH gradient seems higher than that
for SF6. This difference is, however, not significant for various reasons. First, the
ALE/GAGE stations are not necessarily representative for the respective latitude,
just as the SF6 observations listed in Table 3.1 do not necessarily represent the zonal
average. Second, “polluted” events are filtered out of the F11 measurements at the
ALE/GAGE stations, which especially affects the time series at Ireland and Oregon.
Although mixing ratios for these stations in the model are sampled westward of their
geographical position in source-free grid boxes, the sampled mixing ratios are not
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filtered for the wind direction. Therefore, the simulations at Ireland and Oregon are
possibly still biased compared to observations, due to the influence of neighboring
sources.
4.4.3 Evaluation of global OH
The estimated lifetime of MCF is 4.4 ± 0.1 years for the OH-1 distribution, and
5.6±0.1 years for the OH-2 distribution which has a 30% reduced annual global mass
weighted average concentration in the troposphere (Table 1.1) compared to OH-1.
Obviously, OH-2 underestimates the tropospheric oxidation capacity, in accordance
with the long methane lifetime found by Lawrence et al. [1999a] for OH-2. MCF
is more accumulated in the model atmosphere than in the real atmosphere, and
therefore its mixing ratios are overestimated. This also explains the divergence of
the model results (2.0-SLT (OH-2)) from the observations at all stations (Table 4.7).
The simulated interhemispheric gradient of MCF is overestimated by the model
(Figures 4.6 and 4.8, Table 4.7), and the question arises to what extent this is to be
attributed to the interhemispheric exchange and/or to the NH-SH asymmetry of the
sink. A comparison of the latitudinal gradients of F11 (or SF6) and MCF possibly
provides this information.
In order to compare the relative NH-SH gradients of MCF and F11 based on OH-
2 with that based on OH-1, the different global average OH concentration has to
be taken into account, because F11 is not affected by OH like MCF. Because OH
oxidation is not the only sink for MCF (photodissociation in the stratosphere and
hydrolysis in the ocean provide minor contributions to the total loss of MCF), a
global scaling of OH by an arbitrary factor, will not necessarily result in a likewise
scaled mass mixing ratio everywhere.
The MCF mass mixing ratio gradients, however, do not change if the global lifetime
is scaled, which implies also a scaling of the minor sink processes. The more the
tracer loss is dominated by OH compared to the other loss processes, the more the
global atmospheric lifetime is representative for the global average OH concentration,
however. In this case the scaling of the global atmospheric lifetime is possible in good
approximation by solely scaling the global average OH concentration. In the present
case, the mass weighted global average concentration of OH in the troposphere in
OH-2 is 30% lower than in OH-1 (Table 1.1). The predicted lifetime of MCF is,
however, 27% longer. The influence of the minor sink processes can therefore be
regarded as small.
For a normalization to the model predicted global atmospheric lifetime of MCF, the
ratio r¯ (2.0-SLT (OH-2), Table 4.7) is scaled with 0.79, which is the ratio of the
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Figure 4.10: Latitudinal gradient of the deviation between simulated and observed levels
of CH3CCl3 (MCF) and CFCl3 (F11) for different OH distributions. Shown is the ratio r¯
of simulated to observed quantities averaged in the time interval 1970-1980 (cf. Tables 4.7
and 4.8). The values for OH-2 (right) are lifetime adjusted as described in the text.
global lifetimes predicted with the two OH distributions (2.0-SLT, Table 4.4). The
results are 1.11, 1.04, 0.99, 0.90, and 0.91 for Ireland, Oregon, Barbados, Samoa, and
Tasmania, respectively. In Figure 4.10 the relative deviations from the observations
(plotted as ratio r¯, Tables 4.7 and 4.8) are compared. For 2.0-SLT (OH-2) the
respective lifetime adjusted ratios are included.
In case of OH-1, the F11 and MCF observations are almost equally underestimated
by the model in the SH, whereas in the NH MCF is more overestimated than F11.
In case of OH-2, the SH deviation of the simulations from observations is some-
what larger for MCF than for F11, whereas the relative deviation in the NH is
almost exactly the same for MCF and F11. For both OH distributions, the rel-
ative NH-SH gradient of MCF is therefore more overestimated than that of F11.
The interhemispheric gradients of F11 and MCF predicted by 1.2-SLT are closer to
the observations than those of 2.0-SLT. This must be attributed to differences in
the interhemispheric exchange / vertical mixing (mainly convection, cf. section 1.3)
between these specific model configurations, and is further in accordance with the
results derived from the SF6 simulations (chapter 3).
The 2.0-SLT configuration with OH-2 predicts a reduced interhemispheric gradient
of MCF compared to OH-1. The deviations of the F11 and MCF gradient from the
respective observations are not significantly different when OH-2 is involved. Since
the NH-SH asymmetry of the tropospheric OH distribution of OH-2 is somewhat
higher (OH(NH)/OH(SH)=1.27, see Table 1.1) than that of the OH-1 distribution
(1.25), this result suggests that a higher OH asymmetry between NH and SH is in
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favor of model results that are closer to observations. A higher NH-SH asymmetry,
however, implies a higher OH concentration in the NH and/or a lower OH concen-
tration in the SH. The opposite has been suggested by Brenninkmeijer et al. [1992]
based on 14CO measurements, who even predicted a reversed hemispheric asymme-
try of OH with a higher average concentration in the SH, which was also found by
Montzka et al. [2000].
From the analysis presented here, a larger interhemispheric asymmetry can, however,
only be concluded with caution. First, the lifetime normalization on which this result
is based, not only scales the OH concentration, but also the minor sink processes of
MCF. Therefore, reducing the global lifetime by scaling also increases the loss by
hydrolysis in ocean water. Due to the global land / sea distribution, the absolute
sink by hydrolysis is then more enhanced in the SH than in the NH, which also affects
the interhemispheric tracer gradient. However, this effect is possibly small, because
the overall loss of MCF through hydrolysis in ocean water is small compared to the
loss of MCF by oxidation with OH. Second, the more important restriction is the
uncertainty that has to be assigned to the model transport. The differences “caused”
by the change of OH are of similar magnitude as the general deviation of model
predictions from observations that do not involve OH. For instance, exchanging
OH-1 by OH-2 causes a decrease of the model deviation from the MCF observation
at Oregon from 15% to 4% (Table 4.7). The respective deviation of F11 is also 4%
(Table 4.8). This is solely attributed to transport, because F11 is not influenced
by OH. Consequently, the “effect” of predictions coming closer to observations with
an increased OH asymmetry cannot definitely be attributed to the change in OH
alone. This is further supported by the fact that differences between the model
configurations that use OH-1 and therefore only differ in the realization of tracer
transport are likewise of the same magnitude (see Figure 4.10).
4.5 Conclusions
Due to the mass mismatch occurring in the SPITFIRE configurations of the model
(see chapter 2) the simulations of MCF and F11 of those configurations cannot be
used. The total amount of F11 that is artificially lost in the uncorrected configu-
ration (2.0-SPF) is larger than the amount that is destroyed by photodissociation.
Although the artificial loss of MCF is smaller than the loss by oxidation through
OH, it is still large. In the configuration with forced mass conservation by global
rescaling of the tracer mass (2.0-SPFR), the artificial loss is replaced by an unphys-
ical transport of tracer mass to higher levels, i.e., towards the stratospheric sink
region. This effect is much larger for F11 than for MCF, since the mass mismatch
is dependent on the vertical tracer gradient, which is steeper for F11 than for MCF.
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From the semi-Lagrangian configurations the global atmospheric lifetime of F11 is
estimated to be 44.8± 2.3 years. Measurements of F11 at the ALE/GAGE stations
between 1980 and 1990 are reproduced within (+11%, -9%) by the model.
The estimated global atmospheric lifetime of MCF involving the OH-1 distribution
is 4.4± 0.1 years, which is in good agreement with estimates of Prinn et al. [1995]
(4.6± 0.3 years), and Krol et al. [1998] (4.5± 0.1 to 4.7± 0.1 years). The respective
mass weighted global average concentration of OH is 1.25 · 106 cm−3. Calculations
with the OH-2 distribution with a 30% reduced tropospheric average concentration
of OH result in a 27% prolonged atmospheric lifetime of MCF. Measurements of
MCF at the ALE/GAGE stations between 1980 and 1990 are reproduced within
(+24%, -7%) by the model involving OH-1. The observations are overestimated by
15% to 41%, if the calculations are performed with the OH-2 distribution.
An estimate of hemispheric lifetimes for F11 and MCF from a simple 2-box model
is not possible, because the dominating time scale is the interhemispheric exchange
time, which is small compared to the global atmospheric lifetimes of the species.
The interhemispheric gradient of the deviation between model predictions and obser-
vations of F11 at the ALE/GAGE stations is, within the uncertainties, in agreement
with the results obtained from the SF6 simulations. Observed interhemispheric gra-
dients (defined at particular locations) of both tracers are slightly overestimated by
the model. The measurements are reproduced within ±3 to ±10% (SF6 and F11).
This is the uncertainty, which has to be assigned to the modeled interhemispheric
exchange process.
The comparison of the relative latitudinal gradients of F11 and MCF (simulated
versus observed) with respect to the model configuration and the OH distribution
indicate a relation between the interhemispheric gradient of MCF and the inter-
hemispheric OH asymmetry. An increased NH-SH OH asymmetry seems to reduce
the predicted NH-SH gradient of MCF, implying improved model simulations. A
quantification of this effect is, however, hardly possible, since the sensitivity of the
simulated interhemispheric MCF gradient (at the ALE/GAGE stations) is of similar
magnitude to the uncertainty in the modeled dynamics, especially the interhemi-
spheric exchange.
Finally, it can be concluded that the evaluation of 3-D modeled OH by MCF mea-
surements at the 5 ALE/GAGE stations is limited to the global scale. Only the
global average concentration of OH can be constrained, always based on the as-
sumption that the history of emissions is accurately known. Further details, such
as an interhemispheric asymmetry in OH, are convoluted by inaccuracies in the
modeled transport. In particular uncertainties in the interhemispheric exchange of
tracer mass in 3-D models limit the usefulness of further investigations which aim
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at improving the quality of OH predictions. The reason is that the timescale of in-
terhemispheric exchange is roughly 1/5 of the lifetime and therefore dominates the
evolution of the interhemispheric gradient. As a consequence the minimum error
that has to be attributed to MCF based OH evaluations is the uncertainty that
has to be attributed to the interhemispheric exchange. This error estimate is inde-
pendent of other systematic errors and solely caused by inaccuracies of the model
transport. For the model tested here, the mass weighted global average OH con-
centration of 1.25 · 106 cm−3 reproduces the MCF observations at the ALE/GAGE
stations between 1980 and 1990 within +24 to -7% (full range). The latitudinal gra-
dient of MCF is higher than observed; however this cannot definitely be attributed
to the NH-SH asymmetry of the OH distribution, since the deviation from the ob-
served gradient is of the same order as the model’s inaccuracy in predicting the
interhemispheric exchange, derived from SF6 and F11 simulations.
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5 Uncertainty and variability in the distribution
of the cosmogenic 14C production rate: Effects
on the atmospheric 14CO distribution
Abstract. Most atmospheric 14CO is produced by cosmic rays in the lowermost stratosphere and
upper troposphere. The main removal process for 14CO is oxidation by OH radicals. Assuming
that the spatial distribution of OH is well known, 14CO can be useful as a tracer for the transport
properties of a three-dimensional model. Conversely, if the transport schemes of the model are
sufficiently realistic, in particular with respect to stratosphere - troposphere exchange, the OH
distribution can be evaluated. In either case, it has to be assumed that the source of 14CO is
known in sufficient detail. Three presently available distributions of cosmogenic 14C production in
the atmosphere are implemented into the MATCH model and tested with two different advection
schemes (2.0-SLT and 2.0-SPF). The uncertainty in the simulated tropospheric 14CO mixing ratios
resulting from the uncertainty in the atmospheric 14CO source distribution is rather small compared
to other uncertainties implied in the modeling approach. The spatial distribution of 14C production
in the atmosphere is further expected to vary with changes of the solar activity. The effect of this
variation on the atmospheric distribution of 14CO is estimated. Calculations for solar minimum
and solar maximum conditions are performed. The spatial distribution of tropospheric 14CO is
almost unaffected by the solar activity, and the absolute mixing ratio of 14CO scales with the
global average production rate of 14CO.
5.1 Introduction
Before the 14CO methodology can be applied for evaluation of model predicted OH
fields and/or stratosphere - troposphere exchange (STE) rates, a fundamental issue
has to be resolved. That is, the 14CO production distribution has to be known suf-
ficiently well. In particular the cosmogenic source component is of concern, since it
contributes the largest fraction to atmospheric 14CO, whereas other source contribu-
tions are comparatively small (see chapter 1). Knowledge of the spatial and temporal
distribution of cosmogenic 14CO production is therefore of special importance and
the following questions are relevant:
1. What is the distribution of the cosmogenic 14CO production in the atmo-
sphere?
2. Is the precise source distribution a very critical parameter?
3. How does the 14CO distribution vary with the solar cycle?
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In this chapter the sensitivity of model predicted 14CO to uncertainties and temporal
variations in the spatial cosmogenic 14C production rate distribution is calculated,
disregarding other source contributions. This aims at taking a first systematic step
towards resolving the various problems affecting the application of 14CO for the
evaluation of modeled OH distribution and seasonality and/or the simulated STE
by means of 14CO measurements.
Three independently published 14C production distributions are compared (see ques-
tion 1) and implemented into the 3-D model in order to test the sensitivity of model
predicted 14CO to the differences in the production rate distribution pattern (ques-
tion 2). This provides an estimate to what extent uncertainties of the present
knowledge about 14C production limit the desired application of atmospheric 14CO
measurements for model evaluation. The last issue (question 3) is closely related, at
least from the modeling point of view, and can be addressed with similar methods.
The spatial distribution pattern of 14C production is influenced by the solar activity,
due to the effect of the solar wind plasma on the charged primary particles (cosmic
rays). The solar activity, and with it the solar wind plasma density, varies quasi
periodically with a cycle period of 11 years (solar cycle). This influence of solar
activity on the atmospheric 14CO distribution is also tested. The sensitivity test is
again based on the three independently published source distributions of 14C.
At this point, the focus is on the relative spatial distribution of atmospheric 14CO
only; the absolute scale and its temporal variation are discussed as separate issues
in chapters 7 and 8. Furthermore, an equilibrium between atmospheric 14CO dis-
tribution and the 14C production rate distribution at solar minimum and maximum
conditions is assumed. This assumption is reasonable, since the timescales of the rel-
evant atmospheric processes (such as the lifetime of 14CO, and tropospheric mixing)
are short compared to the period of the solar cycle.
Two model configurations (2.0-SLT and 2.0-SPF) are considered that differ only
in the realization of advective tracer transport. The purpose is to estimate the
uncertainty of the results in terms of the uncertainties that have to be attributed
to the tracer transport. The mass conservation violation inherent to the 2.0-SPF
configuration can be ignored at this stage, since only the relative spatial tracer
distribution is investigated and the focus is on the source distribution. However, the
influence of the mass mismatch rescaling correction (2.0-SPFR, chapter 2) is also
discussed.
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5.2 The cosmogenic 14CO production rate
5.2.1 The cosmogenic source of 14CO
The cosmogenic component of atmospheric 14CO is formed by the nuclear reaction
14N(n, p)14C (5.1)
[Libby , 1946], followed by rapid oxidation of the recoil radiocarbon atom to 14CO
14C∗ + O2→14CO + O . (5.2)
The yield of the oxidation reaction is about 95% [MacKay et al., 1963; Pandow et al.,
1960]. Therefore the 14CO production rate is directly related to the atmospheric
neutron flux. The atmospheric neutrons, in turn, originate from galactic cosmic
rays (GCRs), i.e., about 90% protons, 9% alpha-particles, and the rest heavier
nuclei, with energies up to 1020 GeV [Gaisser , 1990]. Those particles interact with
atmospheric nuclei, and initiate intensive particle cascades [Smart and Shea, 1985],
terminating in neutron production [Light et al., 1973]. Therefore, the atmospheric
neutron flux and consequently the 14C(O) (i.e., 14C and 14CO) formation strongly
depends on the flux and energy spectrum of the primary cosmic radiation.
The flux of the GCRs is constant, homogeneous and isotropic on time-scales of up
to 104 to 105 years [Reedy et al., 1983]. However, within the solar system, the GCR
flux interacts with the solar wind plasma. The solar wind is “an expanding fully
ionized and highly conducting plasma, which contains frozen-in irregular magnetic
fields. Cosmic rays undergo many scatterings from these irregularities and execute
a random walk in the solar wind. The cosmic ray population outside the heliosphere
diffuses inward, and during this diffusive process it undergoes deceleration by the
adiabatic cooling associated with the expansion of the solar wind” [Smart and Shea,
1985] (see also Jokipii [1991]). This deceleration effect increases with increasing
density of the plasma, which itself increases with increasing solar activity. Therefore
the flux of primary GCR particles reaching the Earth is anti-correlated to the solar
cycle with a nominal period of 11 years [Damon and Sonett , 1991]. This results in
a modulation of the total 14C(O) source strength with a peak to mean amplitude
of 20-25% and a period of 11 years [Lingenfelter , 1963; Damon and Sonett , 1991;
Reedy et al., 1983]. The modulation of the GCR particle flux reaching the Earth is
usually described in terms of a modulation potential Φ (in MV). Φ is the heliocentric
potential, i.e., the energy per unit charge a particle loses while penetrating the solar
wind from the heliopause to the Earth’s orbit [Ehmert , 1959; Smart and Shea, 1985].
It is observed that the level of mean solar activity (e.g. expressed in terms of Φ)
varies from solar cycle to solar cycle and on average gradually increased during the
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last century (Keran O’Brien, personal communication, 1999). Typical values of the
shielding potential range from 300 MV to 500 MV for solar minimum conditions,
and from 800 MV to 1200 MV for solar maximum conditions.
The Earth’s magnetic field disturbs the isotropy of the incident GCR particles,
because of the Lorentz force that the magnetic field exerts on the moving charged
particles. Since the magnitude of this force depends on the angle between the path
of the particle and the magnetic field line, a particle approaching the earth normal
to its surface at low geomagnetic latitudes, where this angle is around 90o, requires
a higher momentum over charge ratio to be able to reach the atmosphere than a
respective particle near the geomagnetic poles, where the angle is close to zero. The
momentum over charge ratio, the so-called rigidity, is therefore a measure of the
resistance of a charged particle to a magnetic force that deflects the particle from
a straight-line trajectory. The minimum rigidity that an incident charged particle
needs to reach a certain point within the atmosphere is the “cut-off rigidity” of this
specific location. Particles with rigidity lower than the cut-off rigidity are effectively
shielded. This shielding effect increases with the strength of the magnetic field. As a
consequence, the flux of incident primary particles is anti-correlated to the long-term
variation (of the order of 103-104 years) of the Earth’s magnetic field [Damon et al.,
1978; Damon and Sonett , 1991]. For the application of 14CO (with an atmospheric
lifetime of about 3 months) the long-term variation of the magnetic field can be
neglected, but the solar modulation has to be taken into account when 14CO time
series are to be compared.
The interaction of GCR particles with the solar wind plasma also depends on the
particle rigidity [Lal , 1988]. As a consequence, the shape of the GCR particle rigidity
spectrum reaching the atmosphere also changes with solar activity, which affects
the relative distribution of neutron production and 14C(O) production within the
atmosphere. Only primary particles with high enough rigidity (above the respective
cut-off rigidity) reach the lower-latitudes, and can penetrate into the atmosphere,
because the low-rigidity particles are effectively shielded by the Earth’s magnetic
field. Furthermore, the particles with a high rigidity are less affected by changes of
the solar wind during the solar cycle than the particles with lower rigidity. Therefore,
the flux of low-rigidity particles varies with a larger amplitude during the solar cycle
than that of particles with high rigidity. As a consequence, the 14C production rate
over a solar cycle changes more at high latitudes and high in the atmosphere (it
decreases with increasing solar activity) than in equatorial regions and deep in the
atmosphere. This results in a relative shift of the production rate towards lower
latitudes and altitudes (larger depth) during solar maximum compared to solar
minimum and vice versa.
Finally, one further effect has to be mentioned. Besides modulating the GCR flux,
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the sun itself produces low to medium energy protons (up to 1010eV) during solar
proton events (SPEs), which also initiate particle cascades in the atmosphere [Smart
and Shea, 1985]. Because of the generally lower energy of the SPE protons compared
to GCR protons, this additional production of 14CO has a spatial distribution that
differs from that of galactic cosmic rays [Lingenfelter and Flamm, 1964; Masarik
and Reedy , 1995]. The solar proton contribution to the 14C production averaged
over a whole solar cycle for current solar activity is of the order of 10% of the total
cosmogenic production [Lingenfelter and Flamm, 1964; Lingenfelter and Ramaty ,
1970]. This is neglected in the present analysis, which focuses on the effect of the
source distribution and not on the absolute scale. However, it should be mentioned
that the temporal variation of the solar proton component plays a significant role
for short-term fluctuations, because a large fraction of the additional 14C production
can originate from a few single solar proton events on the time scale of hours to days
[Lal , 1988; Lingenfelter and Ramaty , 1970; Lal and Peters , 1967]. The influence of
such solar proton events (SPEs) on atmospheric 14CO is as separate issue discussed
in chapter 9.
The rather complex interactions of the GCR particles with the solar wind plasma
and the magnetic field of the Earth lead to a characteristic spatial distribution and
energy spectrum of neutrons in the atmosphere [Hess et al., 1961, 1959; Armstrong
et al., 1973; Merker et al., 1973; Light et al., 1973; Miles , 1964]. The reaction cross
section of the 14C formation (Eq. (5.1)), however, depends on the neutron energy,
as shown in Figure 5.1 (left). The atmospheric neutron spectrum also shown in
Figure 5.1 (right) is taken from Hess et al. [1959]. Since the cross section is largest
at low neutron energies, neutron thermalization within the atmosphere has to be
taken into account in order to derive the 14CO production rate from the neutron
production rate.
5.2.2 The spatial distribution of 14CO production in the atmosphere
The rather complex relations described so far clearly show that an accurate determi-
nation of the 3-dimensional 14C(O) production rate distribution in the atmosphere
and its temporal variation is not straightforward. Only three independent estimates
of this production rate distribution (with high enough spatial resolution for appli-
cation in atmospheric chemistry modeling) are currently available.
1. Lingenfelter [1963] used measurement data on neutron count rates and star
(nuclear disintegrations) production rates to derive a 3-D neutron production rate
for solar minimum and solar maximum conditions. Compiling this with a neutron-
diffusion code, Lingenfelter [1963] derived the atmospheric equilibrium neutron flux
and, using the cross section for radiocarbon formation (Eq. (5.1)), was able to deduce
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Figure 5.1: Cross section σ of the 14N(n,p)14C reaction versus neutron energy En (Young
et al. [1994], left) and atmospheric neutron spectrum (Hess et al. [1959], right). The spec-
trum is shown for 44o geomagnetic latitude at three atmospheric depths.
a 3-D distribution of the 14C production rate. For time dependence, Lingenfelter
[1963] interpolated linearly between the production rates for solar minimum and
solar maximum conditions. This source distribution of 14C(O) is further denoted as
LF.
2. The approach of O’Brien et al. [1991] (based on O’Brien [1971] and O’Brien
[1979]) differs. O’Brien et al. [1991] carried out “detailed calculations of the phys-
ical processes involved in cosmogenesis, taking into account the structure of the
geomagnetic field, the interaction of galactic cosmic rays with it and with the so-
lar wind, and the subsequent hadronic cascade in the atmosphere” [O’Brien et al.,
1991], yielding estimates of the cosmic ray particle spectrum at a given location in
the Earth’s atmosphere for a given solar modulation. From this the radiocarbon
production rate is derived for 5 solar modulation potentials (Φ = 0, 300, 600, 900,
and 1200 MV). This 14CO source distribution is further denoted as OB.
3. Masarik and Beer [1999] (and earlier Masarik and Reedy [1995]) developed a
“purely physical” model for the simulation of cosmic ray particle induced atmo-
spheric cascades, including the transport of secondary particles. From the calculated
neutron fluxes and the cross sections for the 14C production, the 14C production rate
distribution is calculated. Data for the solar modulation potential Φ ranging from
Φ = 0 MV to Φ = 1000 MV in steps of 50 MV is provided (J. Masarik, personal
communication, 1999). This 14CO source distribution is further denoted as MA.
All three source distributions are given in geomagnetic coordinates, taking into ac-
count the electromagnetic properties of the primary particles, and are considered
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Figure 5.2: Depth integrated annual mean cosmogenic production rate of 14CO. The data
is taken from Lingenfelter [1963] (solar minimum) and transformed from geomagnetic to
geographic coordinates, using the AACGM-algorithm of Bhavnani and Hein [1994]. The
unit is 14CO-molecules cm−2 s−1 normalized to a global average production rate of 1 14CO-
molecule cm−2 s−1 in an idealized static atmosphere of constant depth (1033 g cm−2).
symmetric with respect to the geomagnetic equator. The vertical dimension is pro-
vided as atmospheric depth in g cm−2. To calculate the global atmospheric 14CO
mixing ratio with a 3-D atmospheric model, the provided coordinates (geomagnetic
coordinates and atmospheric depth) have to be transformed to the respective model
coordinates (geographic coordinates and atmospheric pressure). To a first-order ap-
proximation, the Earth’s magnetic field is a dipole. The intercept points of the
dipole axis with the Earth’s surface are the geomagnetic poles, and in principle the
transformation can be accomplished by a simple coordinate rotation. At a closer
look, the dipole approximation turns out to be deficient because it does not account
for important deviations from dipole symmetry (multi-pole moments of higher or-
der) which also affect the primary particle trajectories and hence the production rate
distribution of cosmogenic isotopes. Therefore a more accurate coordinate conver-
sion, in the form of a code for calculating ‘altitude adjusted corrected geomagnetic
coordinates” (AACGM) [Bhavnani and Hein, 1994] is applied. This code is essen-
tially based on a 4th order spherical harmonics expansion of the geomagnetic field,
however implies further corrections.
The transformed depth integrated source distribution (annual average, LF, solar
minimum) is depicted in figure 5.2. The distribution is normalized to a global
average production rate of 1 molec cm−2 s−1 in an idealized static atmosphere of
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constant depth (1033 g cm−2). The effect of the geomagnetic field is clearly visible,
since the axis of the dipole component of the field does not coincide with the rotation
axis. The use of AACGM-coordinates introduces a slight asymmetry between NH
and SH, caused by the asymmetry of the magnetic field. The lines of constant
production rate in Figure 5.2 mirror directly the lines of constant cut-off rigidity for
the cosmic ray particles that are given by Smart and Shea [1985] and can, e.g., be
obtained from the “ National Geophysical Data Center - Space Physics Interactive
Data Resource” (NGDC-SPIDR). Because the AACGM transformation is identically
applied to all three source distributions, and the sources hardly differ concerning the
relative horizontal distribution (as shown below), Figure 5.2 looks almost identical
for the MA and OB source distribution.
The vertical distribution of the 14CO production rate under solar minimum condi-
tions (zonal average) is shown in the left part of Figure 5.3. The right part shows
the relative change (plotted as ratio r to the respective solar minimum distribution)
of the production rate, when the solar activity is at its maximum. All source distri-
butions are normalized to a global average production rate of 1 molec cm−2 s−1 in
an idealized static atmosphere of constant depth (1033 g cm−2), in order to compare
for the relative distribution only, and to be independent of the change of the actual
global average production rate of 14CO with the solar activity. The actual ratio δ of
the absolute local production rate between solar maximum and solar minimum can
then be calculated by
δ = r · w , (5.3)
where r is the normalized ratio and w the ratio between the global average produc-
tion rate at solar maximum and solar minimum.
The same normalization is chosen for the comparison of the different source dis-
tributions (solar minimum conditions) depicted in Figure 5.4. The upper panel of
Figure 5.4 shows again the annual zonal average production rate of Lingenfelter
[1963] (LF) under solar minimum conditions, below are the relative differences of
the MA, and the OB source respectively, plotted as ratio to the LF distribution.
The 14CO production rate is largest in polar regions at 70 to 100 g cm−2, which
corresponds to an altitude of roughly 15-20 km in a standard atmosphere. Below
this level (at larger depth), the production rate at all latitudes drops down expo-
nentially. This property is common to all three distributions, however with different
attenuation “lengths” (in units of atmospheric depth). The LF distribution implies
the longest attenuation length, i.e., the “slowest” decline of production rate with
increasing atmospheric depth. In contrast to this, the attenuation length below the
production rate maximum is shorter in the MA and OB distribution, with little
difference between the two. Compared to the LF source distribution, in the MA
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Figure 5.3: Annual zonal mean cosmogenic 14CO production rate for solar minimum condi-
tions (Φ=300 MV) taken from Lingenfelter [1963] (LF), Masarik and Beer [1999] (MA), and
O’Brien et al. [1991] (OB) (left column), and relative deviation of the respective distribution
for solar maximum conditions (Φ = 1000 MV, right column). The unit of the production
rate (left) is 10−3 molec g−1 s−1 normalized to a global average production rate of 1 molec
cm−2 s−1 in an idealized atmosphere of constant depth (1033 g cm−2). The dependence
of the solar activity (right) is plotted as ratio of the solar maximum distribution to the
solar minimum distribution. All original distributions are transformed from geomagnetic to
geographic coordinates using the AACGM-algorithm of Bhavnani and Hein [1994].
and OB source the production rate at the surface level is more than 90% reduced.
Above the production rate maximum (at smaller atmospheric depth) the produc-
tion rate decreases steepest in the LF distribution, less pronounced in the OB dis-
tribution, and is almost constant towards the top of the atmosphere in the MA
distribution.
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Figure 5.4: Annual zonal mean cosmogenic production rate of 14CO taken from Lingenfel-
ter [1963] (LF), and the relative deviations (plotted as ratio to the LF-estimate) of the re-
spective estimates of Masarik and Beer [1999] (MA/LF) and O’Brien et al. [1991] (OB/LF).
The distributions are for solar minimum conditions (Φ=300 MV). All original distributions
are transformed from geomagnetic to geographic coordinates using the AACGM-algorithm
[Bhavnani and Hein, 1994], and are normalized to a global average production rate of 1
molec cm−2 s−1 in an idealized atmosphere of constant depth (1033 g cm−2). The unit of
the LF distribution is 10−3 molec g−1 s−1 per molec cm−2 s−1 global average production
rate.
The horizontal variation among the three source distributions is rather small; the
lines of constant ratio in Figure 5.4 are nearly horizontal. This is completely different
for the variation of the source pattern with the solar cycle (Figure 5.3, right). During
the transition from solar minimum to solar maximum, all three source distributions
exhibit a relative shift of production rate mainly in the horizontal direction from
high to low latitudes, according to the rigidity dependence of the GCR - solar wind
interaction. Due to the same effect, a relative shift of the production rate from
5.2 The cosmogenic 14CO production rate 109
LF MA OB
sol. sol. Φ= Φ= Φ= Φ=
min max 300 MV 1000 MV 300 MV 1000 MV
NH 48.26 48.42 48.43 48.60 47.47 47.95
STRAT 53.08 50.98 66.32 62.09 59.62 54.08
NH-STRAT 25.90 24.91 32.37 30.37 28.55 26.07
SH-STRAT 27.18 26.08 33.95 31.73 31.08 28.01
Table 5.1: Fraction (in %) of global cosmogenic 14CO production in the northern hemi-
sphere (NH), the stratosphere (STRAT), the northern hemisphere stratosphere (NH-
STRAT), and the southern hemisphere stratosphere (SH-STRAT). The cosmogenic 14CO
distributions are taken from Lingenfelter [1963] (LF), Masarik and Beer [1999] (MA), and
O’Brien et al. [1991] (OB), and have been transformed from geomagnetic to geographic
coordinates according to Bhavnani and Hein [1994]. The integrations are performed assum-
ing an idealized atmosphere of constant depth (1033 g cm−2) with a climatological mean
tropopause pressure of (300 − 215 · cos2(φ)) hPa, where φ is the geographic latitude (see
section 1.5). Distributions for solar minimum (sol.min, Φ=300 MV) and solar maximum
conditions (sol.max, Φ=1000 MV), where Φ is the solar modulation potential, are taken
into account.
higher to lower altitudes is visible, mostly at high latitudes. The solar modulation
effect on the production rate distribution is most pronounced in the MA source
distribution, and least in the LF distribution.
For a more quantitative comparison of the different source distribution estimates,
and further to quantify the influence of the solar cycle on the production rate dis-
tribution, Table 5.1 lists the relative distribution of the 14CO production rate in
various atmospheric domains. Common to all three source distribution estimates is
a slight asymmetry of the total 14CO production between the two hemispheres, with
a 5-6% larger production in the SH than in the NH. This asymmetry results from
the asymmetric structure of the geomagnetic field (cf. Figure 5.2) and does therefore
not vary significantly with the solar cycle.
The most important difference between the production rate estimates is, as already
shown above, the relative distribution in vertical direction. More than half of the
14CO production takes place in the stratosphere in any case. The calculations of
Masarik and Beer [1999] (MA) predict the largest fraction (62-66%) of 14CO pro-
duction in the stratosphere, followed by O’Brien et al. [1991] (OB) with 54-59%,
and by Lingenfelter [1963] (LF) with the smallest fraction in the stratosphere (51-
53%). These ranges are due to changes in solar activity with the larger stratospheric
fraction during solar minimum, and the smaller during solar maximum conditions
respectively.
The rather small NH-SH asymmetry of the 14CO production, and the likewise small
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variation of the partitioning between stratosphere and troposphere during a solar
cycle, combine to result in a SH stratospheric fraction that is larger than the NH
stratospheric fraction; however, both decrease with increasing solar activity, in favor
of the (generally lower) tropospheric fractions of the respective hemispheres.
Finally, in this context, it is interesting to note that the 14CO source distribution
and its sink distribution (OH) have nearly opposite structures in horizontal and
vertical direction (cf. Figures 1.5 and 5.3). The 14CO production rate is largest in
the lower polar stratosphere, i.e., in the “lowermost stratosphere” [Holton et al.,
1995], where the OH concentration is very low, and it is smallest in the tropics of
the troposphere, where the OH concentration is high.
5.3 Model Setup
The model is initialized with an atmospheric 14CO mixing ratio equal to zero at
simulation time Jan 1, 1993. The original source distribution is projected oﬄine onto
the horizontal model grid using the AACGM algorithm of Bhavnani and Hein [1994],
for transformation from geomagnetic to geographic coordinates. At this stage, the
atmospheric depth is kept as vertical coordinate. During the model integration,
the production rate data is converted from atmospheric depth levels to the pressure
levels defined by the model’s hybrid coordinates and the temporally varying surface
pressure (see chapter 2). This conversion is performed by a linear interpolation of the
decadal logarithm of the production rate onto the pressure levels. The simulation
time is 2 years, driven by the NCEP reanalysis data of the years 1993 and 1994
[Kalnay et al., 1996]. Only the output from the second year (5 day averages of the
14CO mixing ratio) is used for further analysis. The OH-1 distribution (monthly
averages) is prescribed for the oxidation of 14CO (see section 1.4).
Identical model simulations are performed with two model configurations (2.0-SLT
and 2.0-SPF) for the LF, MA, and OB source distribution, for solar minimum and
solar maximum conditions respectively. For solar minimum, Φ = 300 MV, and for
solar maximum, Φ = 1000 MV is considered for the MA and OB distributions. All
source distributions are normalized to a constant global average production rate of
1 molec cm−2 s−1 in an idealized static atmosphere of constant depth (1033 g cm−2).
This normalization is performed in order to account only for differences in the 14CO
production rate distribution and not for the absolute scale. The scaling is possible,
because the simulated 14CO mixing ratio is linearly dependent on the constant global
average production rate. Finally, one model simulation was performed with the 2.0-
SPFR configuration (LF source distribution, solar minimum), in order to estimate
the effect of the mass conservation violation on the simulated 14CO distribution.
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LF MA OB
sol. sol. Φ= Φ= Φ= Φ=
min max 300 MV 1000 MV 300 MV 1000 MV
NH 48.26 48.42 48.43 48.60 47.47 47.95
STRAT 56.12 54.04 69.17 65.12 62.53 57.17
NH-STRAT 27.79 26.78 34.18 32.21 30.33 27.93
SH-STRAT 28.33 27.26 34.99 32.91 32.20 29.24
fq¯ 1.000 1.000 1.010 1.010 1.005 1.004
Table 5.2: Annual average fraction (in %) of global cosmogenic 14CO production in the
northern hemisphere (NH), the stratosphere (STRAT), the northern hemisphere strato-
sphere (NH-STRAT), and the southern hemisphere stratosphere (SH-STRAT). The cos-
mogenic 14CO distributions are taken from Lingenfelter [1963] (LF), Masarik and Beer
[1999] (MA), and O’Brien et al. [1991] (OB). Distributions for solar minimum (sol.min,
Φ=300 MV) and solar maximum conditions (sol.max, Φ=1000 MV), where Φ is the solar
modulation potential, are taken into account. The original source distributions are trans-
formed from geomagnetic to geographic coordinates according to Bhavnani and Hein [1994],
and normalized to a global average production rate of 1 molec cm−2 s−1 in an idealized at-
mosphere of constant depth (1033 g cm−2). The integrations are performed after online
interpolation onto the model grid (NCEP meteorology of 1994). The tropopause is online
diagnosed according to the WMO-definition [WMO , 1992]. Model output is archived as
5-day averages. fq¯ is the fraction of the global average production rate in an idealized
atmosphere of constant depth (1033 g cm−2) that appears on the model grid.
5.4 Model results
Before the model results are compared with regard to differences between the source
distributions and variations with the solar cycle, the online interpolation of the
source distribution onto the model grid has to be checked. Table 5.2 lists again
the relative distribution of the 14CO production rate integrated for various atmo-
spheric domains (cf. Table 5.1), this time however integrated in the model atmo-
sphere (model output), instead of the idealized static atmosphere. Furthermore
the WMO-tropopause definition [WMO , 1992] is used instead of the climatological
approximation (cf. section 1.5).
The asymmetry between NH and SH is preserved, as expected, since the transfor-
mation from geomagnetic to geographic latitudes is calculated oﬄine. However the
fraction of 14CO that is produced in the stratosphere is larger in the model atmo-
sphere (Table 5.2) than in the idealized atmosphere (Table 5.1) by a constant offset
of roughly +3% (+2% in the NH, +1% in the SH). This is most likely caused by
the different tropopause definitions. In the idealized atmosphere, the climatologi-
cal tropopause is fixed at a given latitude; in the model atmosphere the diagnosed
tropopause varies with time. The annual mean tropopause heights of both defini-
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tions are not necessarily identical.
As also shown in Table 5.2, the global average production rate of 14CO in the model
atmosphere is up to 1% larger than that in the idealized static atmosphere. This
small deviation arises from the online interpolation of the source distribution on the
temporally varying pressure levels in the model atmosphere, and has to be taken
into account later when absolute values of atmospheric 14CO mixing ratios are to
be compared. At this stage, however, only relative distributions are of interest.
Moreover, neglecting the production rate above the non-zero upper boundary of the
model atmosphere (see section 1.3 and chapter 2) introduces a systematic error,
which is small, however. Only 0.7%, 3%, and 1.1% (LF, MA, OB) of the total 14CO
production occur at depths lower than 10 g cm−2, with a small variation between
solar minimum and maximum.
An issue is the inherent mass mismatch of the 2.0-SPF configuration. Since relative
distributions of atmospheric 14CO are to be compared, all simulated mixing ratios
of 14CO in the further analysis are normalized at each time step of the model output
(5-day averages) to a global average burden of 1 kg 14CO in the model atmosphere.
5.4.1 The effect of uncertainties in the source distribution of 14CO
Figure 5.5 shows the differences in the vertical distribution of atmospheric 14CO
when different source distributions (solar minimum) are applied. As in the discussion
of the differences between the three source distributions (section 5.2.2), the LF source
is again chosen as the “standard”, to which the other two are compared.
The simulated distribution of 14CO in the atmosphere resembles the distribution of
14C(O) production (cf. Figure 5.3) with a maximum in the polar lower stratosphere,
and a minimum in the lower equatorial troposphere. The predicted mixing ratio
maximum in the lowermost stratosphere of both model configurations is larger in
the SH than in the NH. Furthermore, both maxima (NH and SH) are smaller in the
2.0-SLT simulation than in the 2.0-SPF simulation.
The effect of different source distributions, which mostly differ in their vertical struc-
ture, on the vertical atmospheric 14CO distribution is almost identical for both model
configurations. Applying the MA or the OB source instead of the LF source results
in lower levels of 14CO in the troposphere below 90 hPa - 100 hPa, and higher ones
above. The variation of this effect with latitude is weak, conforming with the fact
that the three sources differ primarily in their vertical gradients of 14C(O) production
(cf. Figure 5.4).
Within the stratosphere, the differences in the vertical gradients of the 14C(O) pro-
duction rate (Figure 5.4) are mirrored in the simulated atmospheric 14CO mixing
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Figure 5.5: Annual zonal mean distribution of cosmogenic 14CO calculated with two model
configurations (2.0-SLT and 2.0-SPF). The upper row shows the results (in molec cm−3
STP normalized to an annual average atmospheric burden of 1 kg) calculated with the
source distribution of Lingenfelter [1963] (LF) for solar minimum conditions. Below are
the deviations of the respective calculations (plotted as ratio to the LF-result) with the
distributions from Masarik and Beer [1999] (MA) and O’Brien et al. [1991] (OB), both for
a solar modulation potential of Φ = 300 MV. Isolines between 1.2 and 2 are in steps of 0.1.
ratios (Figure 5.5). For instance, the MA source distribution implies the largest
production rate above 10 hPa among the three distributions. As a consequence,
with the MA distribution the largest mixing ratio above this level is simulated. For
the OB distribution, even the local maximum of the production rate ratio in the
tropics at about 50 hPa (Figure 5.4) is present in the respective ratio of mixing
ratios (Figure 5.5), although less distinct.
Within the troposphere, a similar result is observed, but with an important difference
compared to the stratosphere. The 14CO mixing ratio is smaller near the surface for
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Figure 5.6: Annual cycle of zonal mean 14CO at the surface level resulting from model
calculations with different model configurations (2.0-SLT and 2.0-SPF). The upper row
shows the results (in molec cm−3 STP normalized to an annual average atmospheric burden
of 1 kg) calculated with the source distribution of Lingenfelter [1963] (LF) for solar minimum
conditions. Below are the deviations of the respective calculations (plotted as ratio to the
LF-result) with the distributions from Masarik and Beer [1999] (MA) and O’Brien et al.
[1991] (OB), both for a solar modulation potential of Φ = 300 MV, and likewise normalized
to an annual average atmospheric burden of 1 kg before comparison.
the two source distributions (MA and OB) with less production near the surface.
However, the vertical gradients in the mixing ratios are much smaller than the
vertical gradients in the production rates, indicating that the troposphere in the
model as in reality is well mixed, in contrast to the stratosphere.
Simulations of the zonal average annual cycle of 14CO at the surface level are depicted
in Figure 5.6. The simulated 14CO mixing ratio at the surface shows a maximum in
spring and a minimum in autumn. The amplitude of this annual cycle is very low
around the equator and increases with latitude.
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Applying the OB or MA source distribution instead of the LF distribution, the
surface level mixing ratio is reduced (Figure 5.6), in accordance with the reduced
tropospheric production rate of OB and MA compared to LF (Figure 5.4). The
2.0-SLT configuration predicts an annual zonal mean reduction of the 14CO mixing
ratio at the surface level compared to the LF-“standard” of 18% when the MA
source distribution is applied, and of 14% when the OB distribution is applied. The
respective values simulated with the 2.0-SPF configuration are 16% (MA) and 14%
(OB), respectively.
This reduction however, exhibits a latitude dependent seasonal modulation with
values varying from 26% at high NH latitudes around September (shortly after the
mixing ratio is at its minimum) to 10%-14% in the tropics. The largest reduction is
common to both model configurations for both the MA and OB distributions. The
lowest reduction, in contrast, is lower for the OB source distribution, although, it
hardly varies between the two model configurations.
The simulations with different source distributions further reveal a general asym-
metry between NH and SH in the model. The annual variation of the 14CO mixing
ratio reduction at the surface level due to the different vertical source structure is
very pronounced in the NH with a striking maximum of 26% in autumn. This char-
acteristic is much less distinct in the SH, where the overall seasonal amplitude of
this reduction is lower (Figure 5.6).
Table 5.3 lists the relative distribution of the simulated atmospheric burden (annual
average) of 14CO over various atmospheric domains. In general, this distribution
mirrors the relative distribution of the 14CO production (Table 5.2), however with
small differences. The NH-SH asymmetry of the atmospheric burden is somewhat
larger than that of the production rate distribution, i.e. more 14CO is found in the
SH of the model.
Furthermore, the fraction of atmospheric 14CO, that on average resides in the strato-
sphere is smaller than the fraction of 14CO that is produced there. This discrepancy
between production and burden is larger in the 2.0-SLT configuration than in the
2.0-SPF configuration, in agreement with the lower maximum mixing ratios around
80 hPa in polar regions predicted by the 2.0-SLT configuration compared to the
2.0-SPF configuration (cf. Figure 5.5). In combination, the NH-SH asymmetry is
more enhanced in the 2.0-SPF atmosphere, especially in the stratosphere, and not
significantly enhanced in the 2.0-SLT atmosphere.
Finally, the relative distribution of the atmospheric 14CO burden over the four do-
mains hardly varies with solar activity. This is to be expected, since the solar
cycle variation of the source distribution in vertical direction is rather small, and
the respective variation in horizontal direction is almost hemispherically symmetric
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LF MA OB
sol. sol. Φ= Φ= Φ= Φ=
min max 300 MV 1000 MV 300 MV 1000 MV
NH 47.49 47.58 47.97 48.10 47.12 47.42
STRAT 42.76 42.47 50.39 50.12 47.09 45.43
NH-STRAT 20.59 20.50 24.33 24.30 22.34 21.76
2.
0-
SL
T
SH-STRAT 22.17 21.97 26.05 25.82 24.76 23.67
NH 45.83 45.96 46.33 46.53 45.50 45.85
STRAT 45.07 44.69 51.35 50.88 49.38 47.76
NH-STRAT 20.72 20.62 23.79 23.73 22.43 21.95
2.
0-
SP
F
SH-STRAT 24.35 24.07 27.56 27.16 26.95 25.81
Table 5.3: Annual mean fraction of atmospheric 14CO burden (in %) in the northern
hemisphere (NH), the stratosphere (STRAT), the northern hemisphere stratosphere (NH-
STRAT), and the southern hemisphere stratosphere (SH-STRAT) calculated with the 2.0-
SLT and 2.0-SPF model configurations. The cosmogenic 14CO distributions are taken from
Lingenfelter [1963] (LF), Masarik and Beer [1999] (MA), and O’Brien et al. [1991] (OB).
Distributions are for solar minimum (sol.min, Φ=300 MV) and solar maximum conditions
(sol.max, Φ=1000 MV), where Φ is the shielding potential. They have been transformed
from geomagnetic to geographic coordinates using the AACGM algorithm of Bhavnani and
Hein [1994], and normalized to a global average production rate of 1 molec cm−2 s−1 in
an idealized atmosphere of constant depth (1033 g cm−2). The integrations are performed
after online interpolation onto the model grid, using the NCEP meteorology of 1994. The
tropopause is online diagnosed according to the WMO-definition WMO [1992].
(cf. Figure 5.3).
On a shorter timescale, however, the distribution of 14CO burden varies consider-
ably, due to seasonal variations of atmospheric transport and OH. This is shown
in Figure 5.7 for the 2.0-SLT configuration, and in Figure 5.8 for the 2.0-SPF con-
figuration. The simulated global atmospheric burden of 14CO is almost constant
throughout the year and varies only ±3% around the annual average. However, the
partitioning among the hemispheres and atmospheric layers is by far not constant.
In the troposphere the burden is largest in autumn, i.e. in the SH in August, and in
the NH in February. Therefore the tropospheric burden of each hemisphere exhibits
the same annual cycle as the respective OH concentration, however with a time lag
of approximately 2 months (cf. Figure 1.6). The annual average burden fraction is
larger in the SH troposphere than in the NH troposphere, reflecting the larger OH
abundance in the NH model troposphere (cf. Table 1.1 for OH-1). Furthermore,
the tropospheric burden is larger when more 14CO is produced in the troposphere,
i.e. lowest for the MA source distribution and largest for the LF source distribution.
The difference in the tropospheric burden fraction between the model configurations
is small, apart from a slightly lower fraction in the 2.0-SPF NH than in the 2.0-SLT
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Figure 5.7: Seasonal cycle of the atmospheric 14CO burden fraction in the southern hemi-
sphere stratosphere (SH-S), the northern hemisphere stratosphere (NH-S), the southern
hemisphere troposphere (SH-T), and the northern hemisphere troposphere (NH-T), calcu-
lated with the 2.0-SLT configuration and the 14CO source distributions from Lingenfelter
[1963] (LF), Masarik and Beer [1999] (MA), and O’Brien et al. [1991] (OB) for solar mini-
mum conditions (Φ=300 MV). The tropopause is online diagnosed according to the WMO
definition [WMO , 1992]. The annual variability of the total atmospheric burden is in all
cases less than ±3% around the annual average.
NH, and a somewhat larger fraction in the 2.0-SPF stratosphere, compared to the
2.0-SLT stratospere.
The stratospheric burden fraction is, similar to the troposphere, larger when more
14CO is produced in the stratosphere, i.e. smallest for the LF source distribution
and largest for the MA source distribution. In the stratosphere the annual cycle of
the relative atmospheric 14CO burden fraction differs, however, in shape between
the two hemispheres. In the SH it exhibits a broad maximum extending from June
to October and a minimum from December to February. In the NH, in contrast,
the amplitude of the seasonal cycle is smaller, with the burden fraction almost
linearly decreasing from February to August and increasing again until February.
The stratospheric seasonal cycle of the burden fraction is also roughly anti-correlated
to the respective seasonal cycle of OH (cf. Figure 1.6). Finally, the amplitudes of
the stratospheric burden fractions are larger in the 2.0-SPF atmosphere than in the
118 5 EFFECTS OF THE 14C SOURCE DISTRIBUTION
Figure 5.8: Same as Figure 5.7, calculated with the 2.0-SPF configuration.
2.0-SLT atmosphere.
5.4.2 The effect of variations in the source distribution of 14CO with
solar activity
The vertical, annually zonally averaged distributions of atmospheric 14CO for solar
minimum and solar maximum conditions are compared in Figure 5.9 (2.0-SLT),
and in Figure 5.10 (2.0-SPF). The left columns show the annual zonal mean 14CO
mixing ratio, normalized to an annual average atmospheric burden of 1 kg, and for
solar minimum conditions. The right columns depict the relative change (plotted as
ratio to solar minimum conditions) when solar maximum is reached.
The 14CO maximum in the SH polar lower stratosphere (at solar minimum) is larger
than the respective NH maximum in both model configurations for all three source
distributions. The vertical gradient in the troposphere is very similar for all source
distributions and model configurations. Above 10 hPa, however, the vertical gra-
dient differs between the results obtained with different source distributions. It is
steepest when the LF source is applied, and flattest in the MA case. This follows
the differences in the production rate gradients above 10 hPa (cf. Figure 5.3). It is
observed independent of the model configuration.
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Figure 5.9: Annual zonal mean distribution (in molec cm−3 STP per 1 kg annual average
atmospheric burden) for solar minimum conditions (Φ=300 MV, left column), and relative
shift when solar maximum conditions (Φ=1000 MV) are assumed (right column). Shown is
the ratio between the solar maximum result and the solar minimum result, both normalized
to an annual average atmospheric burden of 1 kg 14CO. Model calculations are performed
with the 2.0-SLT configuration and the source distributions of Lingenfelter [1963] (LF),
Masarik and Beer [1999] (MA), and O’Brien et al. [1991] (OB).
For a given source distribution, the relative change in the 14CO mixing ratio due to
variations in the solar activity is also largely independent of the model configuration
(Figures 5.9 and 5.10). The relative horizontal shift of the mixing ratio during a
solar cycle is quasi hemispherically symmetric (from the poles to the equator) as is
the relative horizontal re-distribution of the 14CO production rate (cf. Figures 5.3,
5.9, and 5.10).
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Figure 5.10: Same as Figure 5.9, calculated with the 2.0-SPF configuration.
As discussed above, solar activity primarily affects the relative horizontal distri-
bution of the 14CO production (cf. Figure 5.3). As a consequence the atmospheric
distribution of 14CO also changes mainly in horizontal direction during the transition
from solar minimum to solar maximum. The effect of horizontally re-distribution of
the 14CO source with varying solar activity is visible in the simulated mixing ratios,
although less pronounced. For instance, applying the MA source distribution, the
relative production rate at about 500 hPa above the equator increases from solar
minimum to solar maximum by about 35% and decreases at the poles by 5-10% (Fig-
ure 5.3). The resulting changes of the atmospheric mixing ratio are a 5% increase
at the equator, and a 5% decrease at the poles respectively (Figures 5.9 and 5.10).
Applying the OB source distribution, the result is similar. With the LF source, a
relative increase of 15-20% in the production from solar minimum to solar maximum
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at the equator and no change at the poles results in a less than 5% reduction in the
mixing ratio at the poles and no change at the equator at 500 hPa. The (simulated)
atmospheric processes therefore damp the change in the source distribution during
a solar cycle, resulting in a weaker latitudinal gradient of the mass mixing ratio
amplitude compared to the latitudinal gradient of the production rate amplitude.
With increasing height, however, the amplitudes of the production rate variation
and of the mixing ratio variation tend to converge.
This implies that the variation in the atmospheric 14CO mixing ratio due to solar
activity is smallest at the surface level. This is outlined in Figure 5.11 for the 2.0-
SLT configuration and in Figure 5.12 for the 2.0-SPF configuration. The figures
show the zonally averaged seasonal cycle of the atmospheric 14CO mixing ratio
in the lowest model layer during solar minimum conditions (left column) and the
relative change (plotted as ratio to solar minimum conditions) when solar maximum
is reached (right column), both normalized to an annual atmospheric burden of 1
kg.
The shape of the seasonal cycle is similar for all three source distributions and the
two model configurations. The absolute level is different for the different source dis-
tributions according to the vertical structure of the sources. For instance, the surface
level 14CO mixing ratio is on average lower when simulated with the MA source dis-
tribution compared to OB and LF, because the MA source implies relatively more
production at higher levels.
During the transition from solar minimum to solar maximum the surface level mixing
ratio of 14CO tends to increase in tropical regions and to decrease at high latitudes.
This effect of the solar cycle related re-distribution of 14CO production in the at-
mosphere on the relative mixing ratio is rather small. The change between solar
minimum and solar maximum ranges only from -4% to 4%. The effect is largest
when the MA distribution is applied, and smallest for the LF distribution. This is
consistent with the ranking among the different source distributions with respect to
the relative shift of 14CO production in the horizontal direction (cf. Figure 5.3).
The seasonal variation of the change in surface level 14CO is small. This is to be
expected, because each given source distribution and strength is constant throughout
the year. Finally, the results calculated with the two model configurations do not
differ significantly.
5.4.3 Uncertainty related to model transport
When a global rescaling is applied to ensure global tracer mass conservation (2.0-
SPFR), the relative distribution of 14CO in the model atmosphere changes in com-
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Figure 5.11: Seasonal cycle of surface level 14CO mass mixing ratio (in molec cm−3 STP
per kg atmospheric burden) under solar minimum conditions (Φ=300 MV, left column), and
relative shift when solar maximum conditions (Φ=1000 MV) are assumed (right column).
Shown is the ratio between the solar maximum result and the solar minimum result, both
normalized to an annual average atmospheric burden of 1 kg 14CO. Model calculations are
performed with the 2.0-SLT configuration and the source distributions of Lingenfelter [1963]
(LF), Masarik and Beer [1999] (MA), and O’Brien et al. [1991] (OB).
parison to the distribution simulated by the uncorrected model configuration (2.0-
SPF, see chapter 2). This undesirable effect can now be used to estimate the (sys-
tematic) error of the model results arising from uncertainties in the simulated atmo-
spheric transport. This is achieved by comparing model simulations of the 2.0-SPF
and 2.0-SPFR configurations under otherwise identical conditions (see section 5.3).
Figure 5.13 shows the effect of the global rescaling correction on the annual average
vertical distribution of 14CO in the atmosphere. In the tropical lower stratosphere
the relative 14CO mixing ratio is reduced, with a maximum reduction of 4% around
20 hPa. In the lower troposphere the mixing ratio is likewise reduced by 4-6%. In
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Figure 5.12: Same as Figure 5.11, calculated with the 2.0-SPF configuration.
contrast to that, the relative mixing ratio increases in the tropopause region, in the
polar stratosphere, and in the upper stratosphere of the model, when the rescaling
is applied.
Especially the change at the surface level is of interest, when model simulations are to
be compared to observations at the surface level. The result of further investigation
is depicted in Figure 5.14, which shows the effect of the global mass rescaling on the
zonal mean annual cycle of the 14CO mixing ratio at the surface level. The change
of the zonal mean surface mixing ratio of 14CO is not hemispherically symmetric.
The maximum increase of up to 8% occurs in the NH mid-latitudes in September
/ October, whereas the respective increase in the SH in April / May is only half
as large. In both model hemispheres, the mixing ratio is decreased by the rescaling
in spring (when the 14CO mixing ratio is large, cf. Figures 5.11 and 5.12) by up to
6%, with the maximum decrease at high latitudes, approximately 2 months after
the 14CO maximum. In equatorial regions the surface mass mixing ratio increases
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Figure 5.13: Annual zonal mean ratio of 14CO distribution calculated with the 2.0-SPFR
configuration versus that calculated with the 2.0-SPF configuration. Both simulations are
performed with the source distribution of Lingenfelter [1963] for solar minimum conditions.
The simulated distributions of 14CO are normalized to an annual average atmospheric burden
of 1 kg 14CO before the ratio is averaged over time.
by about 2% throughout the year when the global mass rescaling is applied.
5.5 Discussion
In order to relate the uncertainties in the model predicted 14CO mixing ratios to
the uncertainty in the 14CO source distribution, both need to be compared quan-
titatively. In the model simulations above, the LF source distribution is used as
“standard” distribution. The 14CO mixing ratio at the surface level is reduced by
14% and 18% respectively (annual zonal average) when the other two source distri-
butions (OB, MA) are applied. This range is independent of the model configuration;
however, it varies with latitude and season (Figure 5.6) up to a maximum reduction
of about 26% To obtain an upper limit of the average uncertainty of the 14CO mix-
ing ratio at the surface level arising from uncertainties in the source distribution,
only the two extreme estimates are considered, yielding a value of 0.91± 0.09 of the
LF estimate; thus the relative uncertainty is ±10%. Applying the same approach to
the maximum deviation (-26% of LF), the uncertainty is likewise ±15% around 0.87
of the LF based estimate. The uncertainty in the source distribution itself has to
be defined for comparison. For this, also the extreme estimates are considered only.
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Figure 5.14: Zonal mean ratio of surface 14CO distribution calculated with the 2.0-SPFR
configuration versus that calculated with the 2.0-SPF configuration. Both simulations are
performed with the source distribution of Lingenfelter [1963] for solar minimum conditions.
The simulated 14CO distributions are normalized to an annual average atmospheric burden
of 1 kg 14CO before the ratio is averaged.
The 14CO production rate at the surface level is more than 90% lower for the OB
and MA source distributions than for the LF source distribution. The uncertainty
is therefore at least ±81%, the estimate of the production rate at the surface level
being 55% of the LF production rate at the surface. For comparison with the re-
sulting mass mixing ratio at the surface, this value is, however, not representative.
The troposphere is well mixed and tropospheric levels of 14CO are influenced by
stratospheric 14CO as well. At least the production in the troposphere has to be
considered for the 14CO mixing ratio at the surface level. A more suitable measure
of the uncertainty in the vertical source distribution is therefore based on the frac-
tion of 14CO that is produced in the troposphere. This fraction ranges from 31% to
44% (solar minimum) dependent on the source distribution (Table 5.2). Hence, the
relative uncertainty is ±17% around an average fraction of 37.5% of 14CO that is
produced in the troposphere. This uncertainty is somewhat larger than the resulting
uncertainty in the model simulated 14CO mixing ratio at the surface level derived
above.
The relative variation (full range) of the normalized 14CO mixing ratio at the surface
level during the transition from solar minimum to solar maximum is ±4% for all
employed source distributions and model configurations, and therefore smaller than
the uncertainty resulting from the limited knowledge of the vertical production rate
distribution pattern. As a consequence, this effect can be neglected until the vertical
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source distribution is constrained with higher accuracy.
These uncertainty estimates arising from uncertainties in the source distribution
are further to be compared to the uncertainties resulting from model deficiencies,
especially concerning the tracer transport dynamics. A minimum estimate of these
systematic model uncertainty can be provided by the comparison of two related
model configurations. In the present analysis, only relative distributions of tracer
mass are investigated. All simulated mixing ratios are normalized to a specific global
atmospheric burden. Therefore the 2.0-SPF configuration can also be used for simu-
lation of such relative distributions disregarding the global tracer mass conservation
violation, which is inherent to this configuration (see chapter 2). The global rescaling
for correction of this tracer mass conservation violation is known to introduce arti-
ficial transport components (see chapter 2), which in summary result in a vertical,
horizontal, and seasonal re-distribution of 14CO tracer mass (Figures 5.13 and 5.14).
The effect of this disturbance of the tracer transport on the simulated mixing ratios
is used to estimate a minimum systematic uncertainty introduced by inaccuracies of
the model transport. The resulting uncertainty range of 2% to 8% (depending on
latitude and season) in the 14CO mixing ratio at the surface level, is similar to, or
larger than the predicted variation with the solar cycle. This fortifies the argument
for neglecting the solar cycle effect on the 14CO mixing ratio distribution at the
surface level.
Comparison of predictions simulated with different model configurations under equal
conditions reveals information that can be used to assign the relevant processes to
the emerging effects. In the above model results, several insights concerning the
simulated stratosphere - troposphere exchange (STE) are revealed. First, predictions
of the mass mixing ratio in the region of the lowermost stratosphere production rate
maximum (around 80 hPa) are lower when calculated with 2.0-SLT compared to
2.0-SPF. Including the rescaling correction (2.0-SPFR, Figure 5.13), the lowermost
stratosphere maximum tends to be even more enhanced compared to the troposphere
and the tropical stratosphere. Second, the discrepancy between the fraction of 14CO
which is produced in the stratosphere and the fraction of 14CO that resides on
average in the stratosphere (burden) is predicted by 2.0-SLT to be larger compared
to 2.0-SPF. Consequently, more 14CO disappeared out of the 2.0-SLT stratosphere
than out of the 2.0-SPF stratosphere. Because the source distribution and the OH
distribution are the same in both configurations, only differences in the simulated
STE rate can achieve this. As a consequence, in 2.0-SLT 14CO seems to be more
effectively transported downward from the stratosphere into the troposphere than
in 2.0-SPF.
In much the same way, interhemispheric differences of the STE can be derived. The
annual average and seasonal cycle of the stratospheric burden is different between
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NH and SH (Figures 5.7 and 5.8). Since the seasonal cycle of OH in the stratosphere
is almost perfectly symmetric between the two hemispheres (equal amplitude, 6
months phase lag, see Figure 1.6), at least in the prescribed OH distribution (OH-1,
including OH-2D), and further the source of 14CO is constant throughout the year,
interhemispheric differences of the stratospheric burden fraction can only arise from
interhemispheric differences in the simulated atmospheric transport, in particular
with respect to STE. Hence, the simulated STE is stronger in the NH than in the
SH. This is observed in both model configurations, whereby this NH-SH asymmetry
of STE is more pronounced in the 2.0-SPF configuration.
5.6 Conclusions
Complex interactions of galactic cosmic ray particles with the solar wind plasma,
the geomagnetic field, and the atmosphere, along with neutron diffusion in the
atmosphere determine the primary production of 14C and 14CO in the atmosphere.
An estimate of the spatial source distribution and its variability with the solar
cycle is not straightforward. Three independent estimates with high enough spatial
resolution to be applicable for 3-D atmospheric chemistry model investigations are
currently available.
The three 3-D source distributions of 14CO were successfully implemented into the
3-D atmospheric transport and chemistry model. Model simulations were performed
with the source distributions normalized to an arbitrary global average production
rate of 14CO, which is simply a global scaling factor, due to the linearity of the
model.
The source distribution of atmospheric 14CO exhibits a small interhemispheric asym-
metry because of the shape of the geomagnetic field. The total production of 14CO
in the SH is 5-6% larger than in the NH. 51%-66% of the global 14CO produc-
tion occurs in the stratosphere, depending on the source distribution estimate, and
is inversely related to the solar activity with an amplitude of 2%-4% (absolute).
The maximum production rate is located in the lower stratosphere in polar regions
(above the geomagnetic poles), i.e., in the lowermost stratosphere. The source and
sink (OH) distributions of 14CO are quasi mirrored: The OH abundance is large in
the equatorial troposphere, where the 14CO production is negligible, and low in the
lowermost stratosphere, where the 14CO production rate is largest.
The three source distribution estimates differ mainly in terms of the relative dis-
tribution of 14C production in the vertical direction. These differences are used
to assess the uncertainty of model predicted atmospheric 14CO arising from uncer-
tainties in the knowledge of the 3-dimensional 14C(O) production rate distribution.
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The uncertainty in the 14CO source distribution in the vertical results on average
in a ±10% uncertainty in simulated 14CO mixing ratios at the surface level. This
uncertainty, however exhibits an annual and latitudinal variation with values up to
±15% (high latitude NH, Sep/Oct). Compared to the difference of the local pro-
duction rate at the surface level of ±81% between the sources this uncertainty is
small. The uncertainty in the vertical source distribution, based on the fraction
of tropospheric 14CO production is ±17%, and therefore somewhat larger than the
resulting uncertainty in the simulated 14CO mixing ratio at the surface level.
The three source distributions differ further in terms of the time dependence of the
relative horizontal distribution of 14C production in the atmosphere due to the solar
cycle. This time dependence is used to probe the effect of variations in solar activity
on the simulated atmospheric 14CO mixing ratio. For this the assumption is made
that during the time of maximum and minimum solar activity, the atmospheric
14CO distribution and seasonality is in equilibrium with the respective production
rate distribution. This assumption is justified, since the relevant atmospheric time
scales (such as the lifetime of 14CO, and tropospheric mixing) are short compared
to the period of the solar cycle. The resulting latitude dependence of the 14CO
mixing ratio variation with the solar activity increases with altitude. Tropospheric
horizontal mixing attenuates the original steep latitudinal gradient in the production
rate. As a consequence, the variation of the normalized surface level 14CO mixing
ratio with the solar cycle is less than ±4%.
The simulated global atmospheric burden of 14CO is almost constant throughout
the year; however, the partitioning among the hemispheres and the troposphere /
stratosphere oscillates with a period of one year. This oscillation is mainly driven
by the annual cycle of OH in the respective domains, superimposed by the an-
nual variability of stratosphere - troposphere exchange. The average fraction of the
stratospheric burden is 42%-51% (dependent on the source distribution estimate
and the solar activity), i.e., lower than the fraction of 14CO that is produced in the
stratosphere. The cross tropopause downward transport of 14CO therefore affects
tropospheric 14CO levels. This is to be expected, since more than 50% of the 14CO
is produced in the stratosphere, but the main sink is located in the troposphere.
Differences of the predicted 14CO mixing ratio distributions between the two model
configurations (2.0-SLT and 2.0-SPF) indicate differences in the stratosphere - tropo-
sphere exchange (STE) rate. The simulated STE of 14CO is stronger in the 2.0-SLT
configuration than in the 2.0-SPF configuration. Both model configurations exhibit
a NH-SH asymmetry of the STE, with stronger downward transport in the NH. This
effect is, however, less pronounced in the 2.0-SLT configuration. In contrast, no sig-
nificant differences emerge between the configurations with respect to predictions of
the relative horizontal distribution of simulated atmospheric 14CO. The inaccuracy
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of the simulated model transport dynamics, estimated by the effect of the global
mass mismatch rescaling, yields an uncertainty of -4% to +8% in the simulated
14CO mixing ratio at the surface level, dependent on latitude and season. The an-
nual zonal average uncertainty at higher levels is in the same range, dependent on
altitude and latitude.
In conclusion, the effect of the solar activity on horizontal gradients in the surface
level 14CO mixing ratio is small compared to the general uncertainties arising from
the inaccurate model transport and uncertainties in the vertical structure of the
source distribution. This effect can therefore be neglected at first, and the predicted
14CO mixing ratios at the surface level simply scale with the actual global average
production rate, which is modulated by the solar activity (see section 5.2.1, further
discussed in chapter 7). As a consequence, the solar activity strongly affects the
global average 14CO mixing ratio, but hardly affects its distribution in the model.
Model simulations of surface level 14CO can therefore be performed with an average
production rate distribution that is normalized with respect to the global average
production rate. Comparison of these model simulations with measurements ob-
tained at any time during the solar cycle can then in principle be performed after
scaling the simulated 14CO mixing ratios with the actual global average production
rate at the time of the measurements. This is further investigated in chapter 7. The
vertical gradient in the troposphere is fairly flat, due to the effective tropospheric
vertical mixing, which is fast compared to the average lifetime of 14CO. The seasonal
cycle of 14CO is mainly driven by OH, but is also overlaid by the seasonal cycle of
STE.
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6 Uptake of 14CO in soil
Abstract. Atmospheric CO is primarily removed from the atmosphere by oxidation with OH. A
small fraction, however, is consumed by the soil-vegetation system. The influence of 14CO uptake
in soils on the atmospheric 14CO mixing ratio is estimated with the 3-dimensional global model
MATCH. The overall effect of soil activity on the simulated atmospheric 14CO mixing ratio is
small.
6.1 Introduction
The main removal process of 14CO from the atmosphere is oxidation by OH. Ad-
ditionally soils are generally recognized to consume atmospheric CO by CO-utilizing
microorganisms [Conrad and Seiler , 1985]. The interaction between the soil-vegetation
system and the atmosphere is therefore expected to likewise affect 14CO. This effect
of 14CO uptake and destruction in soils on the atmospheric 14CO mixing ratio is
estimated with the 3-D model.
6.2 Model setup
The destruction of 14CO in soils is implemented into MATCH. The soil sink for 14CO
is parameterized with an average deposition velocity vd. Conrad and Seiler [1985]
and Sanhueza et al. [1998] reported average deposition velocities for CO in soil. The
maximum estimate of vd = 0.04 cm s
−1 is chosen for the deposition velocity in order
to estimate the maximum possible effect of the soil sink.
The deposition can be described by a piston moving with velocity vd pushing the
tracer of the lowest model layer beyond the lower boundary into the soil. The tracer
within a grid box is homogeneously distributed, and the temperature is constant
within the box. The length ∆z = vd · ∆t the piston moves in a time interval ∆t
corresponds, according to the isothermal barometric altitude, to a pressure difference
of
∆p = ps(e
−k∆z − 1) , (6.1)
with the surface pressure ps and
k =
mm
T ·Rg g . (6.2)
mm = 28.97 ·10−3 kg mol−1 is the mass of one mole of air, Rg = 8.314 J mol−1 K−1 is
the gas constant, g = 9.81 m s−1 is the gravity acceleration at the surface, and T is
the temperature in Kelvin. Since the exponential term in Eq. (6.1) is small compared
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to 1 (≈ 8.5 ·10−5 for T = 288.15K and the model time step of ∆t = 1800s), Eq. (6.1)
can be approximated by a first order Taylor expansion, resulting in
∆p = −psk∆z . (6.3)
The fraction f of the grid box that is pushed by the piston into the soil during the
time interval ∆t is then
f =
∆p
ptop − ps =
−pskvd∆t
ptop − ps , (6.4)
where ptop is the pressure at the upper boundary of the lowest model grid box. Using
sigma-coordinates in the vertical, i.e., p = σ · ps (see chapter 2), the loss rate (in
s−1) of 14CO in soil can be written as
lsoil =
f
∆t
=
−kvd
∆σ
, (6.5)
where ∆σ is the difference of sigma levels between top and bottom of the lowest
layer (∆σ < 0).
Simulations are performed with the 2.0-SLT and the 2.0-SPFR model configuration.
The OH-1 distribution is prescribed for the oxidation of 14CO. The advection is
driven by the NCEP-reanalysis meteorology of the year 1993 [Kalnay et al., 1996].
To exclude soil activity in desert and permafrost regions [Conrad and Seiler , 1985],
the model soil sink is only active when the relative humidity in the lowest model
layer is above a threshold of 40% and the temperature is within the interval of 5o
to 35oC.
The 14CO mixing ratio is initialized with zero. Two years are integrated with the
14C(O) source distribution of Lingenfelter [1963] for solar minimum conditions (LF,
see chapter 5) normalized to a global average production rate of 1 molec cm−2 s−1
in an idealized atmosphere of constant depth (1033 g cm−2). The simulations are
performed once without the parameterized soil sink, and repeated with the soil sink
included. The second year model output is archived as 5 day averages and used for
the analysis.
6.3 Model results
It turns out that the predicted effect of the soil sink on the atmospheric mixing
ratio of 14CO is very similar for the two configurations (2.0-SLT and 2.0-SPFR)
tested. Therefore, only results averaged over both configurations are presented in
the subsequent analysis. The effect of soil activity on the 14CO mixing ratio at the
surface level is depicted in Figure 6.1. Shown is the ratio of the 14CO mixing ratio
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Figure 6.1: Annual mean reduction of 14CO at the surface level by uptake in soils. Shown
is the ratio of the 14CO mixing ratio in the lowest model layer when the soil sink is included
versus the respective 14CO mixing ratio without the soil sink (upper), and the standard
deviation of this ratio with respect to time (lower). The ratios calculated from the 2.0-SLT
and the 2.0-SPFR simulations are averaged.
simulated with an active soil to the simulated 14CO mixing ratio without soil sink.
The standard deviation with respect to time is a measure for the annual variability.
The overall reduction of the 14CO mixing ratio at the surface level is on average
less than 5% except over some continental areas, where the soil sink reduces the
atmospheric 14CO mixing ratio by up to 20%. South America and Central Africa
are most affected by the chosen soil sink parameterization. The annual variability
is largest at high northern latitudes, possibly due to the chosen temperature and
relative humidity range for soil activity in the model. Local maxima of the variability
are also pronounced over Central Africa and South America.
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Figure 6.2: Annual zonal mean reduction of 14CO by uptake in soils. Shown is the ratio
of the 14CO mixing ratio when the soil sink is included to the respective 14CO mixing ratio
without soil sink. The ratios calculated from the 2.0-SLT and the 2.0-SPFR simulations are
averaged.
The zonal average reduction of atmospheric 14CO in the troposphere due to the soil
activity is shown in Figure 6.2. The soil sink slightly enhances the weak vertical
gradient of 14CO in the model troposphere. The zonally averaged reduction is largest
around 50oN with a maximum of 7% between 900 hPa and 1000 hPa. The overall
effect in the troposphere is small compared to the local effects in the surface layer.
Moreover, the effect is larger in the NH than in the SH, due to the sea / land
distribution on the globe.
The hemispherically averaged effect of the soil sink on the 14CO mixing ratio and the
average effect over the continents in the lowest model layer is shown in Figure 6.3.
Throughout the year, the average soil effect is almost constant in the SH where the
atmospheric 14CO mixing ratio at the surface level is reduced by 3% on average. In
the NH, the effect of the soil is larger (6% on average) and exhibits an annual cycle.
The NH maximum reduction of 8% is reached in summer, the minimum reduction
in winter is about 4%. Over the continents the average reduction varies between 6%
in summer and 10% in winter. The predicted annual average reduction of 14CO due
to soil activity over the continents is 8%.
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Figure 6.3: Northern (NH, solid line) and southern hemisphere (SH, dashed line) average
reduction of 14CO at the surface level by uptake in soils. The average reduction over the
continents (dotted line) is also included. Shown is the ratio of the 14CO mixing ratio in
the lowest model layer when the soil sink is included to the respective 14CO mixing ratio
without soil sink. The ratios calculated from the 2.0-SLT and the 2.0-SPFR simulations are
averaged.
6.4 Discussion
The investigation of soil activity here provides only a very rough estimate of its
effect on atmospheric 14CO mixing ratios at the surface level. The intervals of
temperature and relative humidity chosen as thresholds for the simulated uptake in
soils are, although motivated, somewhat arbitrary. The maximum estimate of the
deposition velocity is chosen, in order to assess an upper limit of the soil effect. The
lower limit is simply provided by the assumption that the effect of soil activity on
atmospheric 14CO is negligible.
Furthermore, Conrad and Seiler [1985] and Sanhueza et al. [1998] found that the
uptake of CO in soil depends on the particular soil characteristics, and probably
for some soils also on soil temperature and soil moisture. Such effects are not
taken into account in the above analysis. However, the simulations indicate that
at particular locations soil activity may significantly influence the local atmospheric
14CO mixing ratio near the surface, especially at continental sites. The simulated
14CO mixing ratio at “remote” locations, or in the free troposphere are, in contrast,
hardly influenced by uptake of 14CO in soils.
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6.5 Conclusions
The simulated uptake of 14CO in soils reduces the atmospheric 14CO mixing ratio
at the surface level on average by at most 3% in the SH to 6% in the NH. Whereas
the average SH reduction is almost constant throughout the year, the average NH
reduction exhibits an annual cycle with an amplitude of 4% to 8%. Over the conti-
nents, the simulated effect of soil activity on the atmospheric 14CO mixing ratio is
larger, and the 14CO mixing ratio at the surface level is reduced by 6% to 10% on
average. However, the model simulations indicate that the effect of 14CO uptake in
soils at the surface may be even larger at specific continental locations. At higher
altitude the effect of the soil activity is smaller. The maximum annual average 14CO
reduction of 7% occurs in the NH mid-latitude free troposphere. The overall effect
is small compared to uncertainties arising from uncertainties of the global source
strength (as discussed in chapter 8).
Finally, significant uptake of 14CO in soils, if present in the real atmosphere / soil
vegetation system is expected to introduce an interhemispheric asymmetry to the
14CO mixing ratio with a lower reduction, i.e., potentially higher levels of 14CO in the
SH, resulting from the hemispherically asymmetric distribution of land on the globe.
The opposite, i.e. lower 14CO levels in the SH, has been observed [Brenninkmeijer
et al., 1992], however.
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7 Atmospheric response time of cosmogenic 14CO
to variations of the global source strength
Abstract. The atmospheric 14CO mixing ratio scales with the global source strength (global
average production rate). The cosmogenic source strength of 14CO itself is inversely correlated
to the solar activity. Thus, when 14CO measurements are compared to model results, a time-
dependent rescaling is required to account for the solar modulation of the production rate. The
same applies when measurements sampled under different solar cycle conditions are to be com-
pared in order to investigate the global distribution and trends of OH and/or the stratosphere -
troposphere exchange. For this rescaling, a two-parameter filter is derived from calculations with
two 3-dimensional global atmospheric models in various configurations. The model self-consistent
filter function defines the atmospheric response time of the 14CO mixing ratio to changes in the
total cosmogenic 14CO source strength. The latitude dependence of the response time in addition
to the atmospheric lifetime of the tracer provides useful information about the model’s transport
properties, especially about the role of stratosphere - troposphere exchange. It may serve as a
direct indicator to help understand the unresolved issue of the interhemispheric asymmetry of the
atmospheric 14CO mixing ratio. The general concept can be applied as a diagnostic test for coupled
changes in atmospheric transport and chemistry in models. Time series of 14CO measurements
can provide this information about the real atmosphere.
7.1 Introduction
The cosmogenic 14CO production rate is not constant in space and in time, but is
modulated by solar activity. This modulation has a substantial amplitude of ±20%
to ±25% (see section 5.2.1) with a period of typically 11 years.
If 14CO is to be used to evaluate the OH distribution and/or STE and possible
trends, the modulation of the global average production rate has to be taken into
account. For instance, 14CO measurements sampled under different solar activity
conditions must be corrected for changes in the production rate as accurately as
possible before information about OH and/or STE can be obtained.
In the modeling approach the solar modulation effect can principally be taken into
account by incorporating the variable 14C(O) source into the model. This requires
separate model runs for different periods during the solar cycle. This by itself is
no limitation for the 14CO methodology. However, the global average production
rate is to date not accurately known. This is discussed separately in chapter 8.
Thus, including the absolute source strength into the modeling approach would
introduce an additional uncertainty. This however, can be prevented using the
results from chapter 5. As already shown there, the equilibrium spatial distribution
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of tropospheric 14CO is not very sensitive to the degree of modulation by solar
activity. Specifically, the variations in the 14CO distribution pattern are small, and
the local change of the 14CO mass mixing ratio can very well be accounted for by
an overall scaling factor.
Nevertheless, an important question concerns the actual local speed with which the
distribution of 14CO adjusts itself to the changing cosmogenic production field. The
modulation of solar activity is not a smooth function over the 11 year period, but
has considerable month-to-month variations. For instance, for the period from June
1976 to January 1998 (solar cycles 21, 22, and beginning 23) a mean deviation of
±23% is calculated for the monthly mean sunspot number relative to the smoothed
sunspot number. In principle it has to be assumed that this variability of solar
activity directly affects the global average production rate of 14CO, which, as a
consequence, is likewise variable.
In this chapter the delay between solar activity changes and the corresponding
change in atmospheric neutron flux, and therefore 14CO formation, is not considered.
This important issue is discussed separately in chapter 8. For the investigations at
this stage, the assumption is made that the timing of the global average production
rate is known.
However, the atmospheric 14CO mixing ratio does not respond instantaneously to
14C(O) production rate changes because atmospheric transport processes are on
the same timescale as the production rate variations. Therefore, scaling the atmo-
spheric 14CO mixing ratio simply by the actual monthly mean 14CO production rate
would be a very poor approximation because this would imply that the mixing ratio
is totally determined by the local production rate. This is certainly not true, in
particular not in the troposphere as shown in chapter 5.
The response of the atmospheric 14CO mixing ratio to changes in the global source
strength is simulated with two 3-dimensional atmospheric models in various config-
urations. From this the local scaling factor can be derived. It turns out that the
local scaling can be described with sufficient accuracy by a simple two-parameter
filter, with the two parameters being independent of the unknown instantaneous
global average 14CO production rate.
As a consequence, model simulations with a source distribution which is normalized
to a constant, arbitrary global average production rate of 14CO can be efficiently
scaled to the actual solar activity conditions. Moreover, measurements of 14CO
can be corrected for the solar modulation of the production rate with the same
filter function, assuming that the simulated response approximately represents the
response of the real atmosphere.
The treatment of the response time of 14CO to variations in its global source strength
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is a special case of the response of an atmospheric tracer to changes in sources,
precursors or sinks and may serve as an example for far reaching applications of the
general concept [Prather , 1996; Tans , 1997; Manning , 1999].
7.2 Model setup
The 14C(O) production rate distribution of Lingenfelter [1963] (LF) is used to pre-
scribe the cosmogenic source of 14CO. The best estimate of a mean relative source
distribution with respect to the solar cycle variation is obtained by local linear inter-
polation between solar minimum and solar maximum. The global source strength
is normalized to a global average production rate of qn = 1 molecule cm
−2 s−1 in
an idealized static atmosphere of constant depth (1033 g cm−2). The OH-1 distri-
bution is prescribed for the 14CO oxidation (see section 1.4). Four configurations
of the MATCH model are used (1.2-SLT, 2.0-SLT, 2.0-SPF, and 2.0-SPFR) for the
analysis in order to estimate the uncertainty of the results in terms of inaccuracies of
the tracer transport realization in the model. The 14CO soil sink parameterization
(chapter 6) is included in all four MATCH configurations. Tracer advection in the
MATCH configurations is driven by the NCEP-reanalysis meteorology of the year
1993 [Kalnay et al., 1996].
With one configuration (2.0-SLT), simulations with three different OH distributions
(OH-1, OH-2, and OH-S) are performed to estimate the sensitivity of the response to
the tropospheric OH distribution. All distributions include the OH-2D distribution
in the stratosphere above the climatological tropopause (see section 1.4).
Furthermore, a simulation with the TM3 (KNMI configuration TM3-L-L31, cf. sec-
tion 1.3) is performed (Ad Jeuken, KNMI, personal communication 1998-2000),
using the OH-1 distribution. No soil sink parameterization is implemented. The
advection is based on the ECMWF-reanalysis meteorology of 1993.
With this setup the atmospheric mixing ratio of two different tracers is simulated:
the 14CO mixing ratio χn resulting from the source with the normalized global
average production rate qn, and the mixing ratio χs resulting from a time dependent
production rate
qs = cq(t) · qn , (7.1)
where the global source scaling function cq(t) varies monthly. All model output is
archived as monthly average values. The question to answer now is: How does the
ratio
cχ(t) =
χs(t)
χn(t)
(7.2)
depend on the input parameter cq(t)? Or, in other words, how does the system
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Figure 7.1: Response signal cχ of the 14CO mixing ratio scale (squares) and rectangular
input signal cq (absolute scale of 14CO source strength, circles) for Mainz (50oN, 8.2oE). The
lines are exponential approximations of the second and third year response, respectively.
In a first step, the response of the model atmosphere to a rectangular input signal
is calculated. The simulation is performed with the 1.2-SLT configuration; the
integration time is 3 years. The response to the rectangular input signal provides
the basis for a general approach to resolve the relation between cχ(t) and cq(t).
7.3 Response to a rectangular input signal
First, a 3-year simulation (1.2-SLT) with a rectangular input signal is performed;
that is, cq = c
(1)
q during the first and last year, and cq = c
(2)
q during the intermediate
year. The model is initialized with the result χ(0)n of a 2-year integration that started
from zero mixing ratio (χ(0)n (0) = 0). This result is used as initial condition for χn,
and multiplied by c(1)q for initialization of χs.
The input signal cq(t) together with the resulting output signal cχ(t) for one surface
location as an example is shown in Figure 7.1.
From the first month after a step of the source strength scaling cq onward, the mixing
ratio scale cχ can, to a good approximation, be described by an exponential decay
function of the form
cχ(t) = c0 exp(−(t− t0)
τ˜
) , (7.3)
with t0 being the time of the step. It has to be assumed that the decay constant τ˜
may depend on latitude and the season because the system parameters responsible
for the decay, transport, and OH distribution are time- and latitude-dependent. To
calculate a mean, latitude-dependent decay time constant requires rerunning the
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model at least 12 times with the step function in different months, because monthly
average input data for OH and the source scaling is used. However, a different
method is explored in the following, which avoids the need for numerous model
simulations.
7.4 A model self-consistent filter
The aim is to find a relationship for scaling 14CO measurements at different times
during a solar cycle to standard conditions with respect to solar activity. To better
apply the model results to the real atmosphere, this task can also be formulated
from a different point of view: Is it possible to calculate the current scaling factor
cχ (Eq. (7.2)) of the atmospheric
14CO mixing ratio directly from the scaling of the
14CO source strength cq (Eq. (7.1)) without rerunning the model? This would have
several advantages. First, it is more economical. The solar cycle effect can com-
pletely be excluded from the model simulations, and the results can then be scaled.
Second, the same method can be applied with other 3-D atmospheric chemistry
models. All the calculations can be performed in a “normalized mode”, and the
resulting 14CO distributions are directly comparable. Finally, only the 14CO distri-
bution is then relevant for evaluation of the OH distribution, but not the absolute
14CO source strength. The latter then determines the global average OH concen-
tration. As a consequence, distribution and global scale of OH can be completely
“decoupled” within the 14CO methodology.
The methodological approach is sketched in Figure 7.2. To find an adequate rela-
tionship between cχ and cq and to answer the above question, MATCH simulations
(8 years simulation time), and a TM3 simulation (6 years simulation time) with a
“realistic” input signal are performed. As a realistic input signal, the solar activity
dependence of the global average 14C(O) production rate estimated by Lingenfelter
[1963] is arbitrarily chosen. This parameterization is a simple linear interpolation
of the global average production rate of 14C(O) between solar maximum and so-
lar minimum by means of the sunspot number. Although Stuiver and Quay [1980]
showed that this is only a poor approximation on timescales shorter than the period
of the solar cycle, it is sufficient for the analysis here. The input signal is therefore
cq(t) = (2.61− 0.003 · (s(t)− 9.1)) · 0.95 (7.4)
where s(t) is the monthly mean sunspot number and the factor 0.95 accounts for the
reaction yield of 14C to 14CO [Pandow et al., 1960; MacKay et al., 1963]. Monthly
mean sunspot numbers of solar cycle 21 and 22 are depicted in Figure 7.3. The
time interval 1988 to 1995 is chosen for the analysis. In this period the monthly
average sunspot number ranged from 9 to 200.3, resulting in a source scaling cq(t)
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Figure 7.2: Schematic diagram of the atmospheric response time analysis. Two tracer
mixing ratios are simulated, χn with a constant source strength qn, and χs with a time
dependent source strength q(t). The resulting ratio cχ is then approximated by a function
c′χ of the ratio cq of the source strengths, whereby the approximation function is optimized
by variation of the parameters wi.
between 1.93 and 2.48. At the beginning of the first year the model was initialized
in the same way as for the rectangular input signal calculation. For the tracer with
the scaled production rate (χs) the initial distribution is multiplied by a factor of
2.42 which is the respective scaling factor cq for the annual mean sunspot number
s = 29.225 of 1987 (Eq. (7.4)). The input signal cq together with the resulting
mixing ratio scaling cχ at a single location is shown in Figure 7.4 (left).
For a direct calculation of cχ an approach suggested by the results of the model runs
with the rectangular input signal is made. A single step in the input signal shows
an exponentially relaxing (or decaying) output signal (from the first month after the
step on) with a certain time constant, which is a measure of the memory time of
the system or the model’s response. The approximate ratio of 14CO mixing ratios
c′χ (scaled to normalized, Eq. (7.2)) for a sequence of steps in the input signal can
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Figure 7.3: Monthly mean sunspot number (solid line) and smoothed sunspot number
(dashed line) of solar cycles 21 and 22. The dotted box indicates the time interval that is
used to derive the input-signal (see Figure 7.4) for the response time analysis.
Figure 7.4: Model (1.2-SLT) calculated response signal cχ (solid line) to arbitrary 8-year
input signal cq (monthly averages of global source scaling, dashed line) for Mainz (50oN,
8.2oE) (left) and appropriate filter (weight distribution) for n = 12 months (right). The
resulting response time τ and weight w0 of the current month’s production rate scale are
also included. The vertical line indicates the respective mean memory time τm. The filter
based approximate response signal c′χ is not plotted (left), since it is not distinguishable
from the model calculated response within the drawing accuracy.
therefore be assumed to have the form
c′χ(t) =
n∑
i=0
wi · cq(t− i∆t) (7.5)
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with
wi = exp(−i∆t
τ
) for i > 0, (7.6)
∆t = 1 month, and the requirement that
n∑
i=0
wi = 1. (7.7)
The parameter i counts the months backward from the current (i=0). Using this
form of the “filter”, i.e., the weight distribution wi, two independent parameters are
introduced, the time parameter τ and the weight of the current month’s production
rate scale w0. The number n of months backward that have to be taken into account
depends on the maximum allowed deviation of c′χ from the model calculated cχ. With
this approach the deviation function
fe =
N∑
k=n
(c′χ(k)− cχ(k))2 (7.8)
can be defined, with k counting the months from month n to the end of the simulated
time interval T divided in N months. Minimizing this deviation function defines the
optimal parameters w0 and τ , the response time. The weight distribution (filter) wi
further defines another time constant,
τm = ∆t
n∑
i=0
i · wi , (7.9)
i.e., the “center of mass” of the weight distribution, which is a measure of the
average memory time of the system, i.e., the mean memory time. In the case of
the two parameter filter derived here, it combines the two parameters into a single
one. The filter resulting from the optimized approximation with n = 12 for one
specific location is depicted in Figure 7.4 (right). The approximated response signal
c′χ is omitted in Figure 7.4 (left), because it is not distinguishable from the model
simulated response cχ, within the accuracy of the drawing.
7.5 Response time and lifetime
The response time τ , the mean memory time τm, and the weight of the current
month’s production rate scale w0 are time-averaged quantities which, in principle,
depend on latitude, longitude, and height. However, taking the zonal mean (denoted
by < . . . >) of the approximated mixing ratio scale as
< cχ >:=
< χs >
< χn >
, (7.10)
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and neglecting the longitude dependence results in a maximum relative deviation,
defined as
∆cχ
< cχ >
=
cχ
< cχ >
− 1 , (7.11)
ranging from -1.5% to +1.2% taken over all model grid boxes. This is the full
range including all used model configurations and OH distributions with only one
exception. The full range of the deviation from the zonal mean obtained with the
2.0-SLT - OH-S combination is ±2.5%.
Temporal and spatial mean ratios cχ can likewise be defined by averaging the mixing
ratios χn and χs over a volume V
′ and a time interval T ′, replacing the zonal average
< . . . > (Eq. 7.10). The optimized approximation of an appropriate c′χ, using the
filter approach from above (Eq. (7.5), (7.6), and (7.7)), yields an average response
time, mean memory time and weight of the current month’s production rate scale,
for the volume V ′ and the time interval T ′.
Before results of such average response times are presented and discussed, two further
parameters characterizing a tracer species are introduced in order to be compared
with the response time. One commonly used parameter is the average lifetime of
a tracer species. The (spatially and temporally) averaged lifetime τl of a tracer is
defined as the ratio of the total tracer mass to the total tracer loss in a volume V ′
during a time interval T ′,
τl =
∫ ∫
V ′,T ′ χ(~x, t)m(~x, t)d~xdt∫ ∫
V ′,T ′ l(~x, t)m(~x, t)d~xdt
(7.12)
where χ is the tracer mass mixing ratio, l is the loss rate in kg kg−1 s−1, and m is
the air mass in a volume element d~x around the point ~x. In analogy to the lifetime,
a “production time” τq can be defined by replacing the local loss rate l with the
local production rate in Eq. (7.12).
In the following discussion, the processes determining the response time τ of the at-
mospheric 14CO mixing ratio to changes in the global source strength of cosmogenic
14CO are explored.
7.6 Model results
Figure 7.5 depicts the average response time τ of atmospheric 14CO to changes in
the global source strength of 14CO, as simulated by various model configurations,
and derived by the analysis presented above. The figure shows average values for
the stratosphere, the troposphere, and the lowest model layer respectively, where
the averaging was performed according to Eq. (7.10). < . . . > here denotes not
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only the zonal average, but rather the air mass weighted average over the respective
atmospheric domain in vertical direction, and the average over the simulation time
interval T . n = 12 months backward are taken into account for the approximation
(Eq. (7.5)). Figure 7.5 further includes the respective weight of the production rate
scaling of the current month (w0), and the lifetime τl, according to Eq. (7.12). The
loss rate determining the lifetime comprises the oxidation by OH and the uptake in
soil, except for TM3, where no soil sink for 14CO is implemented. The climatological
mean tropopause (Eq. (1.10), section 1.5) is used for definition of the atmospheric
domains.
Figure 7.6 shows the corresponding mean memory time τm, and the production
time defined by Eq. (7.12) after exchanging the loss rate with the production rate.
Furthermore, the full range (i.e. maximum and minimum) of the relative deviation
introduced by approximation of the model response with the filter is included in
Figure 7.6. This relative deviation is defined as
∆cχ
cχ
=
c′χ
cχ
− 1 . (7.13)
7.6.1 The simulated atmospheric lifetime of 14CO
By definition the lifetime gives a static picture. It is the time it would take to reduce
the amount of tracer to 1/e of its current level, under the assumption that there
is neither production nor transport, and that the loss frequency (in s−1) remains
constant. In the case of 14CO the lifetime in the stratosphere and in the troposphere
is shortest in equatorial regions, where the OH concentration is highest. At higher
latitudes it increases steeply, due to the fact that there the OH concentration is very
low. The definition of an average lifetime is not very useful for polar regions; it may
temporarily go to infinity during polar winter.
For a given latitude the tropospheric lifetime in the northern hemisphere (NH) is
shorter than in the southern hemisphere (SH), due to the higher OH concentration
in the NH (OH-1, Figure 1.2, Table 1.1) of the model. The stratospheric lifetime is
almost hemispherically symmetric, except at high latitudes (> 60o). This conforms
with the temporal asymmetry of the OH-2D distribution at high latitudes, due to
enhanced OH in the SH ozone hole region (see section 1.4).
Concerning the atmospheric lifetime of 14CO, the model configurations can be
grouped together into two categories. The first comprises the 1.2-SLT configura-
tion and the TM3 model, which both generally predict shorter lifetimes than the
second group, i.e., all 2.0 configurations of MATCH. Within the first group, the
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Figure 7.5: Annual zonal mean atmospheric response time (τ , left column) to global source
scaling, weight of the current month’s production rate scaling (w0, middle column), and at-
mospheric lifetime (τl, including the soil sink (except for TM3), right column) of 14CO
calculated with various model configurations for the stratosphere (upper row), the tropo-
sphere (middle row), and the lowest model layer (up to 0.99 times the surface pressure, lower
row). A climatological mean tropopause pressure of (300 − 215 · cos2(φ)) hPa, where φ is
latitude, is assumed.
predicted lifetime differs only significantly in the NH stratosphere at high latitudes,
where TM3 predicts a longer lifetime compared to the 1.2-SLT configuration. North
of 60o the TM3 predicted lifetime is intermediate to the two groups. Interestingly, at
most latitudes TM3 predicts lifetimes as short as predicted by the 1.2-SLT configura-
tion, especially for the surface layer, although it does not include a parameterization
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Figure 7.6: Annual zonal mean memory time (τm, left column) and production time (τq,
right column) of atmospheric 14CO calculated with various model configurations for the
stratosphere (upper row), the troposphere (middle row), and the lowest model layer (up
to 0.99 times the surface pressure, lower row). A climatological mean tropopause pressure
of (300 − 215 · cos2(φ)) hPa, where φ is latitude, is assumed. The middle column shows
the range of the relative deviation (in %) of the approximated mixing ratio scaling (c′χ,
calculated from cq with the filter function, Eq. (7.5)) from the respective model calculated
signal (cχ).
of the soil sink. As a consequence, either the TM3 predicted lifetime is generally
shorter, or the uptake of 14CO in soil is negligible compared to the oxidation by OH
for determining the lifetime in the surface layer. The difference between the lifetimes
predicted by the 2.0 configurations of MATCH is not significant, in particular, the
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global mass mismatch rescaling (2.0-SPFR compared to 2.0-SPF) does hardly effect
the simulated atmospheric lifetime of 14CO.
In Table 7.1 the simulated average lifetime of 14CO based on the OH-1 distribution
in different atmospheric domains is summarized for various model configurations.
The values in parentheses are the overall standard deviations calculated from the
standard deviations
σx = (
1
N − 1
N∑
i=1
(xi − x¯i)) 12 (7.14)
of the 14CO mixing ratio (x = χ) and loss (x = l) with respect to time (monthly
averages, 8 year simulation time), using
στl := (
σχ
χ¯
+
σl
l¯
)τl , (7.15)
where the bar denotes the spatial and temporal average. Thus these standard de-
viations represent a measure of the temporal variation of the monthly mean values
during the 8 year simulation time.
The annual variability of the lifetime in atmospheric sub-domains is high, due to
the annual variation of OH. On a global scale, however the respective variation
is rather small. This is consistent with the small variation of the simulated global
atmospheric burden of 14CO (see chapter 5). The estimates of the global atmospheric
lifetime of 14CO range from 2.54 to 3.64 months. The average is 3.09 months with
a full range uncertainty of ±0.55 months or ±18%. If only the oxidation by OH is
considered, the global atmospheric lifetime is somewhat longer, 3.17± 0.56 months.
As a consequence, the destruction of 14CO in soil has no significant influence (within
the uncertainty range) on the global atmospheric lifetime of 14CO.
In contrast to that, the lifetime at the surface level is reduced in comparison with
the tropospheric lifetime by the soil sink. The lifetime is related to the loss rate and
to the rate of uptake in soil (Eq. 7.12). Thus a tropospheric lifetime of 14CO that
only takes into account the uptake in soil (τ
(soil)
l ) can be estimated from τl and τ
(OH)
l
by
1
τl
=
1
τ
(OH)
l
+
1
τ
(soil)
l
, (7.16)
yielding 4.8, 7.6, and 7.9 years for the 1.2-SLT, the 2.0-SLT and the 2.0-SPF(R)
configuration respectively. Finally, the global stratospheric lifetime (6.96 ± 1.07
months) is about a factor of 3 longer than the global tropospheric lifetime (2.19±0.36
months, including the soil sink).
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τl τ
(OH)
l
SH NH GL SH NH GL
COL 2.76 (1.09) 2.32 (1.12) 2.54 (0.60) 2.83 (1.14) 2.39 (1.15) 2.61 (0.62)
STR 5.87 (2.83) 5.89 (2.86) 5.88 (1.27) 5.87 (2.83) 5.89 (2.86) 5.88 (1.27)
TRO 2.03 (0.85) 1.64 (0.90) 1.83 (0.46) 2.09 (0.89) 1.70 (0.94) 1.89 (0.48)
1.
2-
SL
T
SRF 1.85 (0.85) 1.36 (0.83) 1.59 (0.45) 2.00 (0.93) 1.49 (0.92) 1.73 (0.49)
COL 3.76 (1.18) 3.22 (1.26) 3.48 (0.15) 3.82 (1.23) 3.31 (1.31) 3.56 (0.15)
STR 7.81 (3.05) 7.89 (3.00) 7.85 (0.44) 7.81 (3.05) 7.89 (3.00) 7.85 (0.44)
TRO 2.74 (0.95) 2.25 (1.09) 2.49 (0.17) 2.80 (0.98) 2.32 (1.13) 2.56 (0.17)
2.
0-
SL
T
SRF 2.54 (1.05) 1.88 (1.13) 2.19 (0.19) 2.71 (1.15) 2.05 (1.25) 2.36 (0.19)
COL 3.90 (1.55) 3.34 (1.47) 3.62 (0.09) 3.97 (1.60) 3.43 (1.52) 3.71 (0.09)
STR 7.92 (3.60) 8.01 (3.21) 7.96 (0.74) 7.92 (3.60) 8.01 (3.21) 7.96 (0.74)
TRO 2.79 (1.20) 2.29 (1.26) 2.54 (0.12) 2.85 (1.24) 2.37 (1.31) 2.61 (0.12)
2.
0-
SP
F
SRF 2.55 (1.30) 1.90 (1.32) 2.21 (0.18) 2.71 (1.41) 2.07 (1.46) 2.38 (0.19)
COL 3.92 (1.45) 3.36 (1.49) 3.64 (0.19) 3.99 (1.50) 3.45 (1.54) 3.73 (0.19)
STR 7.95 (3.53) 8.03 (3.32) 7.99 (0.66) 7.95 (3.53) 8.03 (3.32) 7.99 (0.66)
TRO 2.79 (1.11) 2.30 (1.26) 2.54 (0.20) 2.85 (1.15) 2.37 (1.31) 2.61 (0.20)
2.
0-
SP
F
R
SRF 2.53 (1.20) 1.89 (1.31) 2.19 (0.25) 2.70 (1.31) 2.07 (1.45) 2.37 (0.27)
COL 3.38 (1.49) 3.02 (1.57) 3.20 (0.15)
STR 6.25 (3.06) 6.47 (3.06) 6.36 (0.45)
TRO 2.21 (1.07) 1.83 (1.22) 2.02 (0.19)
T
M
3
SRF 2.03 (1.07) 1.57 (1.18) 1.78 (0.22)
Table 7.1: Annual mean atmospheric lifetime (τl, in months) of 14CO calculated with
different model configurations and the standard OH-1 distribution. The lifetime is averaged
over the model column (COL), the stratosphere (STR), the troposphere (TRO), and the
lowest model layer (SRF) of the southern hemisphere (SH), the northern hemisphere (NH),
and the global atmosphere (GL). A climatological mean tropopause pressure of (300− 215 ·
cos2(φ)) hPa where φ is latitude, is assumed (see section 1.5). The left side lists the lifetime
when the soil sink is included (τl); on the right side only the loss through oxidation by OH
is accounted for (τ (OH)l ). The values in parentheses are the standard deviations with respect
to time (equation 7.15) as a measure of the annual variability of the lifetime.
7.6.2 The simulated response time of atmospheric 14CO to variations in
the global source strength
As indicated above, the mean memory time enfolds both the response time and the
weight of the current month’s production rate scale in one parameter. For the case
of the filter form used in this analysis (Eq. (7.5) and (7.6)), τm < τ (cf. Figures 7.5
and 7.6); however, both τm and τ exhibit a very similar latitude dependence in all
atmospheric domains considered. Therefore, the following discussion focuses on the
response time τ . It should be noted, however, that the conclusions are also valid for
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the mean memory time τm.
The relative deviation of the approximate 14CO mixing ratio scale c′χ (which de-
fines the response time) from the model simulated mixing ratio scale cχ is overall
within ±1.5% for all configurations, with little scatter among them. In the SH, the
approximation is somewhat better justified than in the NH. This characteristic is
most pronounced in the troposphere and common to all configurations (Figure 7.6,
middle column).
The response time τ (Figure 7.5, left column) shows a specific latitude dependence
in all three atmospheric domains, which is common to all model configurations.
In the troposphere the response time (like the lifetime) is longer in the SH than
in the NH for the same absolute latitude. The tropospheric response time has
local minima at latitudes around 25o to 30o in both hemispheres, except for TM3,
which predicts local minima of the response time below 20o in both hemispheres.
At middle and high latitudes (> 40o) τ increases with latitude. In the SH the
maximum response time is reached at the edge of the polar vortex (around 60oS),
and it decreases again towards the south pole. This characteristic is predicted by
all MATCH configurations, however not by the TM3 model, where the maximum
response time occurs close to the pole. The highest values attained globally are
in the SH high latitudes. In the NH troposphere, in contrast, the response time
increases with latitude north of the local minimum and reaches the NH maximum
close to the north pole. This characteristic is simulated by all employed MATCH
configurations. The TM3 model further predicts a local maximum of the lifetime
around 40oN with a response time as long as at the north pole. The characteristics
of the tropospheric response time are basically mirrored in the surface layer. There,
the TM3 model exhibits a very similar latitude dependence of the response time
compared to the MATCH configurations.
Like in the troposphere, the stratospheric response is also slower in the SH than
in the NH at a given latitude. The stratospheric response time increases in both
hemispheres gradually from the polar minimum with decreasing latitude to its max-
imum at the equator. The TM3 model predicts a very distinct, narrow, and large
stratospheric maximum in the tropics, compared to the MATCH configurations.
The magnitude of the response time, in contrast to the overall latitude dependence,
exhibits a significant scatter when different model configurations are compared. In
particular, the 2.0 MATCH configurations predict different response times, though
almost identical lifetimes (Figure 7.5).
Table 7.2 gives an overview of the response times τ , averaged over various domains
of the model atmosphere for different configurations. The values in parentheses
are the weight of the current month’s production rate scale (w0). For complete-
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τ (w0) τm
SH NH GL SH NH GL
COL 2.76 (0.17) 2.54 (0.19) 2.69 (0.18) 2.60 2.41 2.54
STR 2.40 (0.21) 2.28 (0.22) 2.35 (0.21) 2.27 2.15 2.21
TRO 3.01 (0.15) 2.72 (0.16) 2.92 (0.15) 2.82 2.60 2.76
1.
2-
SL
T
SRF 3.37 (0.09) 2.93 (0.10) 3.24 (0.09) 3.24 2.93 3.15
COL 2.90 (0.16) 2.72 (0.18) 2.84 (0.17) 2.70 2.55 2.65
STR 2.55 (0.20) 2.46 (0.21) 2.51 (0.20) 2.39 2.31 2.35
TRO 3.15 (0.14) 2.90 (0.16) 3.08 (0.15) 2.92 2.73 2.87
2.
0-
SL
T
SRF 3.69 (0.07) 3.24 (0.08) 3.55 (0.07) 3.45 3.18 3.38
COL 3.89 (0.14) 3.24 (0.15) 3.62 (0.14) 3.31 2.94 3.18
STR 3.51 (0.15) 2.98 (0.17) 3.27 (0.16) 3.07 2.72 2.92
TRO 4.21 (0.12) 3.45 (0.13) 3.91 (0.12) 3.50 3.11 3.38
2.
0-
SP
F
SRF 5.21 (0.06) 3.90 (0.06) 4.63 (0.06) 4.11 3.62 3.93
COL 3.19 (0.16) 2.77 (0.17) 3.03 (0.16) 2.89 2.59 2.78
STR 2.91 (0.18) 2.55 (0.20) 2.75 (0.18) 2.67 2.39 2.55
TRO 3.42 (0.14) 2.95 (0.16) 3.26 (0.14) 3.06 2.75 2.97
2.
0-
SP
F
R
SRF 4.15 (0.08) 3.34 (0.07) 3.84 (0.07) 3.66 3.27 3.54
COL 3.99 (0.14) 3.71 (0.14) 3.88 (0.14) 3.35 3.23 3.31
STR 4.28 (0.13) 3.94 (0.13) 4.12 (0.13) 3.51 3.37 3.45
TRO 3.65 (0.15) 3.37 (0.15) 3.60 (0.15) 3.14 3.00 3.15
T
M
3
SRF 4.02 (0.09) 3.50 (0.08) 3.87 (0.08) 3.54 3.32 3.50
Table 7.2: Annual mean response time (τ , in months), weight of the current month’s pro-
duction rate scale (w0), and mean memory time (τm, in months) of atmospheric 14CO
to changes in the global source strength calculated with various model configurations and
the standard OH-1 distribution. The values are averages over the model column (COL),
the stratosphere (STR), the troposphere (TRO), and the lowest model layer (SRF) of the
southern hemisphere (SH), the northern hemisphere (NH), and the global atmosphere (GL).
A climatological mean tropopause pressure of (300− 215 · cos2(φ)) hPa, where φ is latitude,
is assumed.
ness, the mean memory time τm is also listed. The global average response time
of the simulated atmospheric 14CO mixing ratio to changes in the global source
strength of 14CO production varies from 2.69 to 3.88 months, depending on the
model configuration. This is on average a response time of 3.3 ± 0.6 months, i.e.
the relative uncertainty is ±18%. The stratospheric response in all MATCH con-
figurations (2.81 ± 0.46 months) tends to be faster than the tropospheric response
(3.42± 0.5 months). This is, however, reversed in the TM3 model. Common to all
model configurations examined, the NH mixing ratio responds faster than the SH
mixing ratio.
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7.6.3 Sensitivity to the tropospheric OH distribution
To assess the influence of the tropospheric OH distribution on the model simulated
response time and lifetime, Figure 7.7 depicts τ , w0, and τl (including the loss by
uptake in soil), calculated with the above analysis from 2.0-SLT simulations with
three different tropospheric OH distributions, while Figure 7.8 shows τm, τq, and
the quality of the approximative mixing ratio scaling (c′χ), measured in % relative
deviation (full range) from the original model simulated scaling (cχ), respectively.
The quantities are averaged for the stratosphere, the troposphere, and the lowest
model layer.
The latitude dependence of the atmospheric lifetime in the stratosphere (Figure 7.7,
right column) is unaffected by the tropospheric OH distribution, because in the
stratosphere the OH distribution is the same in all cases (OH-2D). In the troposphere
and in the surface layer, the average lifetime at high latitudes is considerably different
for the different tropospheric OH distributions. It is lowest there for the OH-1
distribution, and highest for the OH-2 distribution. Differences between the lifetime
based on OH-2 and OH-S are more pronounced in the SH high latitudes, whereas
in the NH both are almost identical, and longer than the lifetime based on OH-1.
At lower latitudes (< 40o) the predicted tropospheric lifetimes differ by about 1
month between the involved OH distributions; in the surface layer, they are almost
identical.
Table 7.3 lists the simulated average lifetime of 14CO in various domains of the model
atmosphere and its annual variability, dependent on the chosen tropospheric OH
distribution. The mass weighted global average OH concentration in the troposphere
is 30% lower in the OH-2 distribution than in the OH-1 distribution (cf. Table 1.1).
The resulting global average lifetime (τ
(OH)
l ) based on OH-2 is 26% longer compared
to the OH-1 based estimate. This is almost exactly the same relative prolongation
of the lifetime as calculated for CH3CCl3 (MCF, see chapter 4). Moreover, the
tropospheric lifetime based on OH-1 is 30% lower than the respective lifetime based
on OH-2, and therefore the lifetime is inversely proportional to the average OH
concentration on a global scale, as is to be expected. This relationship also holds
within ±2% on the hemispheric scale, when different OH distributions are compared.
For instance, the mass weighted global average OH concentration in the troposphere
is 14% lower in the OH-2 distribution than in the OH-S distribution; the NH lifetime
of 14CO based on OH-S in the troposphere is 12% shorter than that based on OH-2.
Interestingly, the inverse relation between lifetime and average OH concentration on
the hemispheric scale seems to be more violated when the NH-SH asymmetry of a
given OH distribution is considered. For example, based on the OH-1 distribution,
the tropospheric lifetime is 21% longer in the SH than in the NH, however the
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Figure 7.7: Annual zonal mean atmospheric response time (τ , left column) to global source
scaling, weight of the current month’s production rate scale (w0, middle column), and atmo-
spheric lifetime (τl, including the soil sink, right column) of 14CO calculated with the 2.0-SLT
model configuration for the stratosphere (upper row), the troposphere (middle row), and the
lowest model layer (up to 0.99 times the surface pressure, lower row). A climatological mean
tropopause pressure of (300− 215 · cos2(φ)) hPa, where φ is latitude, is assumed. Different
tropospheric OH distributions are taken into account. The stratospheric OH-distribution in
all cases is OH-2D.
average OH concentration in the NH is 25% higher in the NH compared to the SH.
Finally, the uptake of 14CO in soil reduces the lifetime of 14CO in the troposphere
and in the surface layer (τl < τ
(OH)
l ).
The quality of the approximate mixing ratio scale c′χ does not significantly depend
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Figure 7.8: Annual zonal mean memory time (τm, left column) and production time (τq,
right column) of atmospheric 14CO calculated with the 2.0-SLT model configuration for the
stratosphere (upper row), the troposphere (middle row), and the lowest model layer (up to
0.99 times the surface pressure, lower row). A climatological mean tropopause pressure of
(300 − 215 · cos2(φ)) hPa, where φ is latitude, is assumed. The middle column shows the
range of the relative deviation (in %) of the approximated mixing ratio scaling (c′c, calculated
from cq with the filter function, Eq. (7.5)) from the respective model calculated signal (cc).
Different tropospheric OH distributions are taken into account. The stratospheric OH-
distribution in all cases is OH-2D.
on the tropospheric OH distribution (Figure 7.8, middle column). The relative
deviation from the simulated scaling cχ is overall in the interval ±1.5%. The in-
terhemispheric asymmetry of this deviation with a larger deviation in the NH is
common to all simulations, independent of the OH distribution.
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τl τ
(OH)
l
SH NH GL SH NH GL
COL 3.76 (1.18) 3.22 (1.26) 3.48 (0.15) 3.82 (1.23) 3.31 (1.31) 3.56 (0.15)
STR 7.81 (3.05) 7.89 (3.00) 7.85 (0.44) 7.81 (3.05) 7.89 (3.00) 7.85 (0.44)
TRO 2.74 (0.95) 2.25 (1.09) 2.49 (0.17) 2.80 (0.98) 2.32 (1.13) 2.56 (0.17)
O
H
-1
SRF 2.54 (1.05) 1.88 (1.13) 2.19 (0.19) 2.71 (1.15) 2.05 (1.25) 2.36 (0.19)
COL 3.66 (1.21) 3.70 (1.44) 3.68 (0.20) 3.72 (1.25) 3.83 (1.51) 3.77 (0.21)
STR 7.83 (3.06) 7.92 (3.02) 7.87 (0.47) 7.83 (3.06) 7.92 (3.02) 7.87 (0.47)
TRO 2.65 (1.00) 2.75 (1.27) 2.70 (0.19) 2.70 (1.04) 2.86 (1.34) 2.78 (0.19)
O
H
-S
SRF 2.37 (1.20) 2.10 (1.26) 2.23 (0.29) 2.52 (1.32) 2.33 (1.42) 2.42 (0.31)
COL 4.76 (1.58) 3.99 (1.65) 4.37 (0.32) 4.88 (1.67) 4.14 (1.74) 4.50 (0.32)
STR 7.92 (3.11) 7.97 (3.05) 7.94 (0.50) 7.92 (3.11) 7.97 (3.05) 7.94 (0.50)
TRO 3.89 (1.37) 3.09 (1.50) 3.48 (0.33) 4.02 (1.45) 3.24 (1.58) 3.61 (0.34)
O
H
-2
SRF 3.00 (1.24) 2.13 (1.21) 2.53 (0.33) 3.23 (1.39) 2.36 (1.38) 2.77 (0.36)
Table 7.3: Annual mean atmospheric lifetime (τl, in months) of 14CO calculated with the
2.0-SLT model configuration and various tropospheric OH distributions combined with the
standard OH-2D stratospheric OH distribution. The lifetime is averaged over the model
column (COL), the stratosphere (STR), the troposphere (TRO), and the lowest model layer
(SRF) of the southern hemisphere (SH), the northern hemisphere (NH), and the global
atmosphere (GL). A climatological mean tropopause pressure of (300− 215 · cos2(φ)) hPa,
where φ is latitude, is assumed. The left side lists the lifetime when the soil sink is included
(τl); on the right side only the loss through oxidation by OH is accounted for (τ
(OH)
l ). The
values in parentheses are the standard deviations with respect to time (equation 7.15) as a
measure for the annual variability of the lifetime.
The overall latitude dependence of the 14CO mixing ratio response time to varia-
tions in the global source strength is rather unaffected by the OH distribution; the
local extrema are similarly placed and of similar relative magnitude (Figure 7.7).
However, calculations with the OH-S distribution result in a much less pronounced,
almost vanishing NH-SH asymmetry of the tropospheric and surface layer response
time, compared to the calculations with the OH-1 or OH-2 distribution. This ef-
fect is also visible in the stratosphere, though less distinct. It is obviously directly
related to the NH-SH symmetry of the OH-S distribution, compared to OH-1 and
OH-2, which both exhibit an asymmetry between the average tropospheric OH con-
centration in the NH and SH (cf. Table 1.1). Moreover, the absolute value of the
response time at a given latitude increases with decreasing average tropospheric OH
concentration. This, however, not only holds for the tropospheric and surface layer
response time, but is also observed (less pronounced) for the stratospheric response
time, although the stratospheric OH distribution is the same in all cases.
For further quantification, Table 7.4 lists the calculated average response time of the
14CO mixing ratio to variations in the global source strength in various atmospheric
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τ (w0) τm
SH NH GL SH NH GL
COL 2.90 (0.16) 2.72 (0.18) 2.84 (0.17) 2.70 2.55 2.65
STR 2.55 (0.20) 2.46 (0.21) 2.51 (0.20) 2.39 2.31 2.35
TRO 3.15 (0.14) 2.90 (0.16) 3.08 (0.15) 2.92 2.73 2.87
O
H
-1
SRF 3.69 (0.07) 3.24 (0.08) 3.55 (0.07) 3.45 3.18 3.38
COL 2.93 (0.16) 2.88 (0.16) 2.93 (0.16) 2.73 2.69 2.73
STR 2.59 (0.19) 2.53 (0.20) 2.56 (0.20) 2.43 2.36 2.40
TRO 3.17 (0.14) 3.12 (0.14) 3.19 (0.14) 2.94 2.91 2.96
O
H
-S
SRF 3.66 (0.08) 3.50 (0.07) 3.65 (0.07) 3.44 3.37 3.45
COL 3.81 (0.13) 3.44 (0.15) 3.67 (0.14) 3.29 3.07 3.21
STR 2.93 (0.18) 2.79 (0.19) 2.87 (0.18) 2.67 2.56 2.62
TRO 4.37 (0.11) 3.86 (0.12) 4.18 (0.11) 3.63 3.37 3.54
O
H
-2
SRF 5.28 (0.05) 4.39 (0.06) 4.92 (0.05) 4.19 3.85 4.07
Table 7.4: Annual mean response time (τ , in months), weight of the current month’s pro-
duction rate scale (w0), and mean memory time (τm, in months) of atmospheric 14CO to
changes in global source strength calculated with the 2.0-SLT model configuration and var-
ious tropospheric OH distributions combined with the standard OH-2D stratospheric OH
distribution. The values are averages over the model column (COL), the stratosphere (STR),
the troposphere (TRO), and the lowest model layer (SRF) of the southern hemisphere (SH),
the northern hemisphere (NH), and the global atmosphere (GL). A climatological mean
tropopause pressure of (300− 215 · cos2(φ)) hPa, where φ is latitude, is assumed.
domains, dependent on the OH distribution. Calculations are performed with the
2.0-SLT configuration. The respective mean memory time (τm) is also listed, as well
as the weight of the current month’s production rate scale (w0).
The global average atmospheric response time τ is 29% longer for the OH-2 dis-
tribution than for the OH-1 distribution (Table 7.4). This is in agreement with
the difference in the tropospheric OH concentrations of 30% (cf. Table 1.1). In the
troposphere itself, the effect of a prolonged response with decreasing OH concentra-
tion is even more enhanced; the average response is 36% slower for OH-2 compared
to OH-1. Moreover, the tropospheric OH concentration seems to affect also the
stratospheric response time, which is 14% longer for OH-2 than for OH-1, although
the stratospheric OH distribution is identical in both cases. The response times
based on OH-1 and OH-S do not differ significantly, consistent with the similar
OH abundances (cf. Table 1.1), despite the NH-SH (a)symmetry already mentioned
above.
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7.7 Discussion
A two parameter filter (wi) based approximation of the time dependent
14CO mix-
ing ratio scaling (c′χ), which is a function of the global source strength scaling cq, is
possible with high accuracy. Taking into account a 12-month history of the variable
global source strength of 14CO, the approximate mixing ratio scaling function re-
produces the model derived scaling function within ±1.5% on the hemispheric scale,
as well as averaged over the stratosphere and troposphere. Local deviations from
the zonal average are of the same order and range from -1.5% to +1.2%. These
relative deviations are the minimum uncertainties that have to be attributed for
the optimal filter parameters minimizing the deviations, i.e., for the response time
and the weight of the current month’s production scale, and further for the mean
memory time.
Variations of the atmospheric 14CO mixing ratio arising from variations of the global
source strength can therefore effectively be calculated without involving the 3-D
model itself. The uncertainty arising from this procedure (which defines the model
self-consistent filter) is ±1.5%, and therefore far smaller than other uncertainties
involved, primarily the uncertainty in the absolute source strength of cosmogenic
14CO (this will be further discussed in chapter 8). Moreover, the simulated response
time differs significantly between the employed model configurations compared to
this minimum uncertainty. The response time can therefore be used for a quan-
titative comparison of various model configurations. Together with the simulated
lifetime of the tracer, the response time may reveal several other important aspects
of the simulated dynamics.
Three mechanisms, each with a characteristic timescale, determine the local (cos-
mogenic) 14CO mixing ratio:
• the loss by oxidation through OH and uptake in soil,
• the production by cosmic rays,
• atmospheric transport and mixing.
The lifetime is the time scale of the loss; likewise, the production time is the time
scale of the local production. Atmospheric transport and mixing processes occur
on several time scales, depending on the specific transport component. Calculat-
ing semi-hemispheric (i.e., NH-troposphere, etc.) averages, all processes on smaller
scales (e.g. tropospheric vertical mixing) cancel out, and in principle only two global
transport components are left which potentially influence the semi-hemispheric av-
erages: interhemispheric exchange and stratosphere - troposphere exchange (STE).
7.7 Discussion 159
For 14CO, the source distribution is quasi hemispherically symmetric. More than
half of 14CO is produced in the stratosphere. The temporally varying NH-SH asym-
metry of the 14CO burden is mainly driven by the annual variation of OH (see
chapter 5). Therefore, averaging over a long enough (> 1 year) time also cancels
out the influence of the oscillating interhemispheric exchange, while keeping the uni-
directional flow of 14CO from the stratosphere into the troposphere. In the analysis
above, the derived response time of the atmospheric 14CO mixing ratio to variations
in the global source strength is averaged over several years. As a consequence, it can
be expected that this response time is somehow related to the simulated STE. In
the following discussion the response time is compared to the lifetime including the
soil sink, because the effect of the soil sink cannot be separated from the response
time as readily as from the lifetime.
Simulations with the 2.0 MATCH configurations provide a set of predictions of
the response time that are derived under equal boundary conditions, with the only
exception that the model advective transport is implemented differently. Exchang-
ing 2.0-SLT with 2.0-SPFR, the atmospheric lifetime increases by less than 2.2%
in all domains (Table 7.1). The response time increases by about 2% in the NH-
troposphere, 4% in the NH stratosphere, 9% in the SH troposphere, and 14% in the
SH stratosphere (Table 7.2). The analysis in chapter 5 indicated differences of the
STE rate between the 2.0 MATCH configurations. The STE is found to be stronger
in the 2.0-SLT configuration than in the 2.0-SPF(R) configuration. Furthermore,
the interhemispheric asymmetry of STE is more pronounced in the 2.0-SPF(R) con-
figurations than in 2.0-SLT. Assuming that the response time is directly related
to the STE implies that the response time decreases with increasing STE. Taking
into account the interhemispheric asymmetry this interpretation is still coherent.
Whereas the ratio of NH to SH lifetime remains 1.01 in the stratosphere and 0.82
in the troposphere (Table 7.1), unaffected by the different realization of transport,
the ratio between NH and SH response time (Table 7.2) decreases from 0.96 to 0.88
in the stratosphere, and from 0.92 to 0.86 in the troposphere when 2.0-SPFR is
used instead of 2.0-SLT, i.e., the NH-SH asymmetry of the response time increases
with an increasing interhemispheric asymmetry of the STE. Since especially the SH
response time changes between 2.0-SLT and 2.0-SPFR (see numbers above), one
further observation is implied. In the NH the response time is only moderately en-
hanced in 2.0-SPFR compared to 2.0-SLT; the NH STE does not differ too much
between the two configurations. In the SH, in contrast, this effect is larger, implying
a weaker SH STE in 2.0-SPFR compared to 2.0-SLT. This effect of the interhemi-
spheric asymmetry of STE on the response time can also be seen in Figure 7.5 in
all three domains.
In summary, the response time of the 14CO mass mixing ratio to variations in the
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global source strength seems to be more sensitive to changes in the realization of
atmospheric dynamics in the model than the lifetime of the tracer. This observation
is also supported by the effect of the global mass mismatch rescaling correction,
which introduces an artificial transport component (see chapters 2 and 5). The
lifetime τl is almost insensitive to the mass mismatch rescaling correction (2.0-SPFR)
in all domains (cf. Table 7.1 and Figure 7.5). In contrast to that, the response
time τ decreases considerably when the mass mismatch rescaling correction is used
(cf. Table 7.2).
To interpret the processes determining the response time, the sensitivity to OH
needs to be tested. From the model simulations involving different OH distributions
it is obvious that the response time is not only affected by atmospheric transport,
but also by OH. Exchanging OH-1 by OH-2 (Table 7.3) the tropospheric lifetime of
14CO increases by 40%, in the SH by 45%, and in the NH by 37%. The tropospheric
response time (Table 7.3) increases similarly, globally by 36%, 39% in the SH, and
33% in the NH. Therefore, the effect of tropospheric OH on the lifetime is only
somewhat larger than on the response time in the troposphere. This is different in
the model stratosphere. There, the lifetime increases by 1% to 1.5% when OH-2
is used instead of OH-1. The stratospheric response time, however increases by
15% in the SH and by 13% in the NH. Since in both simulations the same model
configuration (2.0-SLT) and the same stratospheric OH distribution (OH-2D) is
used, the prolonged response time in the stratosphere has to be caused by the
differences between the tropospheric OH distributions.
The interhemispheric asymmetry of the average OH concentration is most pro-
nounced in the OH-2 distribution. The ratio of the NH to SH average OH abundance
is 1.27, whereas the annual average OH-S distribution almost hemispherically sym-
metric (ratio of 0.99, cf. Table 1.1). The interhemispheric asymmetry of the OH
concentration also affects response time and lifetime. Using OH-2 instead of OH-S,
the NH to SH ratio of the response time is almost unchanged in the stratosphere
(0.98 to 0.95), whereas in the troposphere the ratio decreases from 0.98 to 0.88
(Table 7.4). At the same time, the NH to SH ratio of the stratospheric lifetime
remains 1.01, however the respective ratio in the troposphere decreases from 1.04
to 0.79 (Table 7.3). Thus, the tropospheric lifetime is more sensitive to differences
in tropospheric OH than the tropospheric response time. In the stratosphere, the
response time in contrast to the lifetime, is also sensitive to changes in tropospheric
OH (Figure 7.7).
So far, the origin of interhemispheric differences in the response time and lifetime
of 14CO can be traced back to interhemispheric differences of OH and STE. For
variations of the response time on increasingly smaller scales, i.e., the latitude de-
pendence, transportation of the tracer becomes increasingly important. This can
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clearly be seen in the tropics. There both the stratospheric and the tropospheric
response time exhibits a maximum (or a local maximum), although the lifetime is
shortest due to the high OH abundance. Furthermore, the stratospheric response
time at high latitudes is shortest, whereas the lifetime is longest. The production
rate in the equatorial troposphere is lowest. Because of the low mixing ratio, the
production time has a local minimum (Figure 7.6). If both production time and
lifetime are short, one at first expects a fast response. However, the tropospheric
response time has a local maximum near the equator (Figure 7.5). If this maximum
in the equatorial troposphere were due to inadvertent partial integration over strato-
spheric regions caused by the chosen static tropopause approximation, one would
not expect a maximum at the surface as well. Therefore atmospheric transport
has to be considered. Tropical tropospheric transport is dominated by convergence
and upwelling. The convergence imports air masses from higher latitudes; through
upwelling, local air masses are lost into the stratosphere. These are the only two
effects that can be identified for the prolonged response time. This also implies an
explanation for the tropical stratospheric maximum of the response time.
The subtropical local minimum of the tropospheric response time can be explained
in a similar way. Here the production time has a local maximum (Figure 7.6, right
column), indicating that the local mixing ratio is high in terms of the local pro-
duction rate. The lifetime is longer than in the tropics (Figure 7.5, right column).
However, the response time is at its minimum in both hemispheres (Figure 7.5, left
column). The tropospheric mid-latitudes, at least in the model, are the regions
most influenced by the stratosphere through downward transport. This accounts
for the reduced local response time. Thus even on smaller scales a link between the
response time of 14CO to variations of the cosmogenic source strength and the STE
can be established.
One minor issue to be discussed is the difference of the chosen simulation time, which
for the MATCH configurations is 8 years, for the TM3 model, however only 6 years.
This is addressed by an analysis of the MATCH simulations taking into account only
the first 6 years of model output. The results (not shown) are nearly identical to the
analysis of 8 year model output and, e.g., not distinguishable within the drawing
accuracy of the figures presented above. As a consequence, 6 year simulation time
suffices for the response time analysis.
Another difference is that of incorporating a soil sink parameterization into the
MATCH model, but not into the TM3 model. The effect on the lifetime can very
well be separated, as is done in the analysis. In contrast, the potential effect of 14CO
uptake in soil on the response time can not directly be assessed.
Finally, the response time as derived here may be time-dependent. The 8 (6 for
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TM3), years of simulation time were all performed with the 1993 meteorology
(MATCH: NCEP, TM3: ECMWF) driving the oﬄine models. Thus the response
time shown here is the typical response time for 1993. Climatological means of the
response time could be achieved by model runs with different years of meteorological
data. Changes in the response time can then indicate changes in the atmospheric
circulation.
7.8 Conclusions: 14CO - An important diagnostic for changes
in chemistry and circulation
Generally, the response time concept is a useful tool to derive basic dynamic prop-
erties of complicated systems. For atmospheric applications its relevancy has been
shown, for example, by Prather [1996] and Tans [1997]. The filter function used here
defines a time parameter which can be interpreted as the response time, or more
generally, as the mean memory time of the system. As a system variable, this time
parameter contains in particular information about the dynamics of the system, in
the case of 14CO information about the model transport. A coherent link between
the derived response time and the stratosphere - troposphere exchange (STE) down
to the zonal average scale is established. Since the response time is also sensitive
to the OH distribution it can serve in combination with the atmospheric lifetime of
the tracer, as a semi-quantitative measure of the simulated STE.
The lifetime and the production time of a tracer are both dependent on the local
tracer mixing ratio, which in turn is dependent on the production rate, the loss
rate, and the transport. The time-dependent absolute scale of the 14CO mixing
ratio can be calculated by a two-parameter filter function from the time series of
the absolute scale of the 14CO production rate (i.e., the input signal). A model self-
consistent approach is accurate within ±1.5%. This uncertainty is lower than other
uncertainties, in particular than the uncertainty in the global average production
rate of cosmogenic 14CO. Further development of the 14CO methodology is therefore
possible without knowing the actual absolute source scaling. Measurements and
model results can be scaled or standardized to well defined source conditions with
respect to the solar activity dependence. Models can trace 14CO in a normalized
mode. The resulting distributions are directly comparable.
The global atmospheric lifetime of 14CO is estimated to 3.1± 0.55 months, 2.2± 0.4
months in the troposphere, and 7± 1 months in the stratosphere. These estimates
are based on the same OH distribution (OH-1) resulting in a lifetime of CH3CCl3
(MCF) of 4.4± 0.1 years (chapter 4). The uncertainties arise from uncertainties in
the simulated tracer transport. The shorter the lifetime of a species, the more the
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lifetime is affected by the tracer transport. Furthermore, the tropospheric lifetime
of 14CO against destruction in soil is estimated to 4.8 to 7.9 years, dependent on the
model configuration. On the global scale, the response time (also called adjustment
time) of 14CO to variations in the global source strength is estimated to be 3.3 ±
0.6 months, and therefore, within the uncertainty range, equal to the atmospheric
lifetime of 14CO, as is to be expected [Seinfeld and Pandis , 1997].
Interhemispheric asymmetries of the OH distribution and the STE rate must de-
termine the NH-SH asymmetry of tropospheric 14CO mixing ratios observed by
Brenninkmeijer et al. [1992], since the relative source distribution is hemispherically
symmetric in the zonal average. The response time of 14CO to variations of the
global source strength, as well as the atmospheric lifetime of 14CO, differ in their
sensitivity to tropospheric OH and STE in different atmospheric sub-domains. As
a consequence, the response time and the lifetime in combination may provide a
direct indicator for the solution of the 14CO interhemispheric asymmetry. Com-
parison of the lifetime and the latitude dependence of the response time indicates
a possible alternative explanation of the observed NH-SH-asymmetry of the 14CO
mixing ratio, namely, a weaker stratosphere - troposphere exchange in the SH in-
stead of a possibly higher OH concentration in the SH [cf. Brenninkmeijer et al.,
1992; Spivakovsky et al., 2000]. The analysis further suggests that a time series of
14CO measurements could serve as a sensitive diagnostic for (coupled) changes in
chemistry and transport as climate and atmospheric composition change.
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8 The absolute 14CO production rate and its vari-
ation with solar activity
Abstract. Atmospheric 14CO measurements can be applied to trace changes in the OH concentra-
tion and/or atmospheric transport after they are standardized to the same conditions with respect
to the solar activity, which modulates the global source strength of cosmogenic 14CO. Measure-
ments can be rescaled to an arbitrary “standard” condition, i.e., standard source strength, as long
as the relative timing of the global source strength is known. The required temporal resolution of
the source strength modulation is of the order of the atmospheric lifetime of 14CO, i.e., about 3
months. Comparison of measurements with model simulations additionally requires the absolute
value of the standard source strength. Several published estimates of the absolute source strength
are collected for comparison; a considerable uncertainty remains. This uncertainty in the absolute
global source strength determines directly the uncertainty that has to be attributed to 14CO mea-
surement based estimates of the global average OH abundance. The relative modulation of the
global 14CO source strength on the time scale of the atmospheric lifetime of 14CO is estimated,
using three different approaches involving neutron count rates, sunspot numbers, and the calcu-
lated heliospheric modulation potential in order to parameterize “solar activity” with respect to
the effect on the global average atmospheric 14C production rate. With these approaches and the
results of previous chapters, a scaling function is derived which can be applied to separate effects
of the solar modulation from measurements of atmospheric 14CO. Uncertainties in this scaling
function are discussed. The main uncertainty arises from the lack of a measurable global parame-
ter that quantitatively describes “solar activity” and its effect on the global average atmospheric
14CO production rate as a function of it. Within these uncertainties, the OH distribution and
seasonality can in principle be constrained, independent of the uncertainty in the absolute global
average production rate.
8.1 Introduction
To extract a signal from 14CO measurements that is caused by changes in atmo-
spheric transport, or by changes in the atmospheric OH concentration, all effects of
other known processes have to be assessed. The most important process is the mod-
ulation of the global background GCR 14CO production rate during the solar cycle
(section 5.2.1). Possible modulations of the OH concentration by changing solar
irradiance during the solar cycle, or by year-to-year changes in precursor emissions
and atmospheric humidity are not taken into account here.
The relative spatial modulation of the 14C(O) production rate distribution in the
atmosphere during a solar cycle only has a small effect on the relative distribution
of 14CO in the troposphere, as was shown in chapter 5. Furthermore, the time
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dependence of the GCR based global average 14CO production rate is convoluted
with atmospheric transport and oxidation, considered as time dependent transfor-
mation functions. As discussed in chapter 7, this convolution can be described by
an atmospheric filter function with a latitude dependent atmospheric response time.
The application of these results to a time series of measurements would require a
complete knowledge of the time dependence of the cosmogenic 14CO production rate
scaling (cq(t), Eq. (7.1)). This determines the relative modulation compared to an
arbitrary “standard” (e.g., the average atmospheric production rate during an 11
year solar cycle). For an absolute comparison of model results with measurements
of atmospheric 14CO, the “standard” global average production rate of 14CO has to
be known in addition.
OH reacts to about 70% with CO, and therefore the OH distribution and global
abundance are heavily influenced by the amount of total CO. In contrast to that,
the OH distribution and global abundance is essentially unaffected by 14CO, since
the abundance of 14CO in the atmosphere is 12 orders of magnitude smaller than
of 12CO. The soil sink of 14CO is also independent of the 14CO abundance. More
than 90% of the 14CO is removed from the atmosphere through oxidation by OH,
i.e., the atmospheric lifetime of 14CO and its local mixing ratio are determined by
the OH abundance. The “standard” global average production rate of 14C(O) and
the global average OH abundance are therefore simply global scaling factors of the
atmospheric 14CO mixing ratio, and of the estimated atmospheric lifetime of 14CO.
As a consequence, the relative uncertainty of an estimate of the global average OH
abundance based on 14CO measurements is directly related to the uncertainty in the
“standard” global 14C(O) source strength.
Many estimates of the total global average production rate of 14C for the current
geomagnetic field have been made, following different methodologies. Table 8.1 gives
an overview of the development. The numbers are for an average shielding potential
(due to solar activity) of 300 MV (solar minimum) and 1000 MV (solar maximum).
Certain interest in the global average number arises from the needs to reconcile it
with global carbon reservoir turnover and size estimates. Considerable uncertainties
are apparent, and improved estimates will be required for future studies.
According to the results in chapters 5 and 7, however, assessments of the global
average can be “decoupled” from the relative spatial and temporal distribution,
i.e., the spatial distribution and seasonality of predicted OH can still be evaluated
by 14CO measurements, independent of the uncertainty in the “standard” global
average production rate. For this, however, the relative variations of the global
source strength of 14C(O), which occur on time scales similar to the lifetime (or
response time to the global source strength variation), of the tracer have to be
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Solar Minimum Solar Maximum
Reference (Φ = 300MV ) (Φ = 1000MV )
Lingenfelter [1963] 2.61±0.50 2.08±0.4
Lingenfelter and Ramaty [1970] 2.42±0.48 1.93±0.39
O’Brien [1979] 1.76 1.40
Lal [1988] 3.04 1.99
O’Brien et al. [1991] 2.12 1.52
Masarik and Reedy [1995] 2.40 ±20% 1.40 ±20%
Masarik and Beer [1999] 2.41 ±10% 1.57 ±10%
Table 8.1: Global average production rate of 14C in atoms cm−2 s−1 for solar minimum
and solar maximum for the present day magnetic dipole field from different publications.
The original value of Masarik and Reedy [1995] for Φ=550 MV is extrapolated with the
results of Blinov [1988]. The values of O’Brien [1979] and Masarik and Reedy [1995] for
solar maximum are linearly extrapolated.
known,i.e., variations in the order of 3 months. The question therefore arises: How
can the time dependence of the global source strength of the 14C(O) production rate
cq(t) be parameterized on this time scale as accurately as possible?
If a measurable parameter x(t) of solar activity exists, on which the global aver-
age 14CO production rate is linearly dependent, the relative global source strength
scaling “standardized” on solar minimum conditions (cf. Eq. (7.1)) can be written
as
cq(t) =
q(t)
qsmin
= 1 + (qr − 1) · x(t)− xsmin
xsmax − xsmin (8.1)
where qr is the ratio of the global average
14CO production rate at solar maximum
(index smax) to that at solar minimum (index smin). To find an appropriate param-
eter x(t), one has to consider the physical processes that determine the atmospheric
GCR flux reaching the top of the atmosphere.
The density of the solar wind plasma changes with solar activity, which results in
a variation in the shielding strength against the GCR protons. The denser the
solar wind plasma, the more effectively the protons are decelerated and shielded
by the geomagnetic field (section 5.2.1). However, the shielding strength is not in
phase with the density of the solar wind plasma released in the immediate solar
environment, because the plasma first has to reach a certain distance in space to
provide an effective shielding. The magnitude of this distance, and therefore the
phase shift between solar activity and the GCR shielding, is still under investigation
[Smart and Shea, 1985, R. Reedy, personal communication, 1999]. But even if this
phase shift was fully understood, the question would remain, how to define “solar
activity” and the global 14CO production as a function of it.
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In order to obtain a valid analysis of 14CO data sets, i.e., the rescaling of the 14CO
measurements to “standardized” solar activity conditions, three different approaches
to derive the time dependence of the global 14CO source strength scaling cq(t) are
discussed.
8.2 Variables related to solar activity
8.2.1 Neutron monitor count rates
A useful approach for parameterizing the time dependence of the global average
14CO production rate may start with atmospheric neutrons, the direct precursor of
cosmogenic 14C(O). Once the GCRs, mostly energetic protons, reach the top of the
atmosphere, they immediately initiate nucleonic cascades that branch off into the
atmosphere. Neutrons are produced along the cascade within seconds. Thermaliza-
tion and diffusion processes of the neutrons determine finally the 14CO production
rate distribution; the number of neutrons determine the total 14CO source strength.
O’Brien and de P. Burke [1973] established the relationship between the solar mod-
ulation potential Φ and the neutron count rates of four neutron monitoring stations
by comparing the measurements with the results of their nucleonic transport code.
With the same code the global average 14C production rate as a function of Φ was
derived earlier [O’Brien, 1971]. Figure 8.1 shows the combination of these results,
i.e., the global average 14C production rate as a function of the local neutron count
rate. A linear correlation is found with R2 > 0.98 for all stations. R2 is the square
of Pearson’s correlation coefficient r
r(x, y) =
∑N
k=1(xk − x¯) · (yk − y¯)
(
∑N
k=1(xk − x¯))
1
2 · (∑Nk=1(yk − y¯)) 12 , (8.2)
where k counts the N = 8 pairs of values, and the bar denotes the average.
As a consequence, the neutron count rate n can directly be used as parameter x
in Eq. (8.1). Moreover, assuming that the relative amplitude of the global average
GCR 14CO production rate due to the solar cycle is the same as that of atmo-
spheric neutrons, the ratio of solar maximum to solar minimum production rate qr
in Eq. (8.1) can also be derived. Solar maximum conditions are then defined by
the minimum neutron count rate, and solar minimum conditions by the maximum
neutron count rate.
For an assessment of the absolute global scale of the 14CO abundance beyond its
relative temporal variability, neutron count rates are, however, not applicable. At-
mospheric neutron count rates only give information about the local 14CO produc-
tion rate, which only partly determines the local atmospheric 14CO mixing ratio (see
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Figure 8.1: Correlation of global average 14CO production rate and neutron monitor count
rates derived from O’Brien [1971] and O’Brien and de P. Burke [1973]. The neutron mon-
itors are located at Alert (82.50oN, 62.33oW), Deep River (46.10oN, 77.50oW), Goose Bay
(53.27oN, 60.40oW), and Inuvik (68.35oN, 133.72oW).
chapters 5 and 7). Thus local atmospheric neutron fluxes do not provide a single
global parameter for the absolute global 14CO source strength. Furthermore, long
term neutron monitor data is available nearly exclusively at ground level, where the
lowest 14CO production takes place.
8.2.2 Sunspot numbers
The most popular measure of solar activity is the sunspot number. In 1848 Johann
Rudolph Wolf devised a method of estimating solar activity by counting the number
of individual spots and groups of spots on the face of the sun for a particular day.
His method is basically applied up to the present, i.e., the sunspot number s is
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defined as:
s = K(10 ·G+ I) , (8.3)
where G is the number of sunspot groups visible on the sun, I is the total number
of individual spots visible, and K is an instrumental factor to take into account
differences between observers and observatories. The sunspot number as an index
can be defined on a daily basis but because of the large day-to-day variation is
usually averaged over longer periods, the most common being the monthly and the
yearly average. The “smoothed sunspot number” (ss) is defined as the average of
13 monthly sunspot numbers, centered on the month of interest. The 1st and 13th
months are given a weight of 0.5, i.e.,
ss(t) =
1
12
·
t+5∑
i=t−5
s(i) +
1
2
· (s(t− 6) + s(t+ 6)) , (8.4)
where t is the month of interest, and i counts in steps of 1 month.
From its definition, the sunspot number is a single, global, easily measurable observ-
able. A long time series exists. Although the variability in the number of sunspots
is “the most obvious manifestation of solar change, it should be noted that sunspots
do not directly cause the changes in the solar wind magnetic properties that result
in cosmic-ray modulation” [Stuiver and Quay , 1980]. The relationship between the
modulation potential Φ and s is therefore not necessarily linear and still not known
in detail.
Lingenfelter [1963] and O’Brien [1979] established an empirical linear relation be-
tween the global average 14C production rate and the annual sunspot number, which
is also employed for the model simulations in chapter 7, but instead using monthly
mean sunspot numbers (Figure 7.3). Stuiver and Quay [1980] discussed the appli-
cability of this approach for long term variations of 14C. In those particular applica-
tions of calculating the solar cycle average global 14C production, a possible phase
shift (of the order of some months) between the change in sunspot number and the
change of the 14C production rate (see section 8.1) has not to be considered. For the
14CO methodology, however, shorter time scales are relevant, monthly mean sunspot
numbers have to be considered, and therefore this phase shift has to be taken into
account.
To estimate the phase shift, the neutron monitor data (monthly averages) that are
available from the World Data Center (WDC-C2) are quantitatively compared with
the sunspot number. Both the monthly mean and the smoothed sunspot number
are considered in order to estimate the influence of short term variations. Only
neutron monitor time-series that were measured for at least 100 months under the
same experimental conditions are taken into account. For every such neutron mon-
itor the delay time between sunspot number and neutron count rate, which results
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Figure 8.2: Neutron monitor locations (upper left), delay in months between smoothed
sunspot number and neutron count rate for optimum (negative) correlation (upper right),
correlation coefficient versus geomagnetic latitude (lower left), and correlation coefficient
versus delay (lower right). Only neutron monitor data with time series longer than 100
months under the same experimental conditions are taken into account. Geomagnetic lati-
tudes are calculated from the geographic locations with the AACGM algorithm of Bhavnani
and Hein [1994].
in the optimum (negative) correlation, is calculated by minimizing the (negative)
correlation coefficient (Eq. (8.2))
ri(s(t+ ∆Ti), ni(t))→ min. (8.5)
The index i denotes a particular monitor station, k counts the number N of available
monthly average count rates at the particular location, and the bar denotes the av-
erage of the considered time interval (Eq. (8.2)). The results are shown in Figure 8.2
(smoothed sunspot number) and Figure 8.3 (monthly mean sunspot number). The
time interval ∆Ti between the sunspot number s and the appropriate neutron count
rate n at various monitor locations exhibits a large scatter with values from -45
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Figure 8.3: Same as Figure 8.2, except calculated with the unsmoothed monthly mean
sunspot numbers.
months to +15 months. However, ∆Ti tends to be negative, i.e., variations of the
neutron count rate follow after variations of the sunspot number. Beside the large
scatter, most ∆Ti values are around -5 to -10 months with a correlation coefficient
of -0.75 to -0.95. The results for the monthly mean sunspot numbers do not differ
qualitatively from the calculations with the smoothed sunspot numbers. From the
individual monitor results an average delay time ∆T is calculated, weighted by the
correlation coefficient ri and the number Ni of available monthly average values of
the count rate at each individual monitor:
∆T =
∑M
i=1 ∆Ti|ri|Ni∑M
i=1 |ri|Ni
, (8.6)
where M is the total number of neutron monitors that are taken into account. The
result is ∆T = −6.7 months for the smoothed sunspot numbers with an average
correlation coefficient of r¯ = −0.81, and ∆T = −7.3 months (r¯ = −0.78) for the
monthly mean sunspot numbers. This delay between solar activity changes and
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Figure 8.4: Dependence of the global average cosmogenic 14C production rate on the solar
activity taken from various publications. Φ denotes the shielding potential (in MV) that in-
creases with increasing solar activity. The results of Blinov [1988] are normalized to a global
average production rate of 1 atom cm−2 s−1 for a shielding potential of 450 MV (indicated
by the ∗). Values calculated by Lingenfelter [1963] and Lingenfelter and Ramaty [1970] are
included, assuming a shielding potential of 300 MV for solar minimum and 1000 MV for
solar maximum respectively.
its effect on GCR related particle production in the atmosphere is shorter than the
estimate of 9 to 12 months given by Smart and Shea [1985]; however, due to the high
scatter it is still in the same range. Thus the parameterization of the global 14CO
source strength (Eq. (8.1)) can be approximately achieved with x(t) = s(t + ∆t),
where s is the sunspot number and ∆t is the average time lag of approximately -7
months.
8.2.3 The modulation potential Φ
In calculations of the global cosmogenic 14C source strength [O’Brien, 1979; Bli-
nov , 1988; Lal , 1988; O’Brien et al., 1991; Masarik and Reedy , 1995; Masarik and
Beer , 1999] the Ehmert potential [Ehmert , 1959],i.e., the heliospheric potential Φ
or a modification of it has been used [Smart and Shea, 1985] (see section 5.2.1).
Figure 8.4 depicts the relationship between the global average production rate of
14C and the shielding potential Φ. Whereas the estimated absolute global source
strength differs considerably between the various publications (see also Table 8.1),
the relative variation with Φ is similar in all calculations. According to this, the
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Figure 8.5: Shielding potential Φ calculated by Masarik and Beer [1999] (solid line), and
smoothed sunspot number (dashed line).
global average production rate of 14C is not linearly dependent on the modulation
potential Φ. Furthermore, Φ is not directly measurable but rather a model parame-
ter [e.g., Smart and Shea, 1985]. Values of Φ are not generally available on the time
scale of 1 month [e.g., Masarik and Beer , 1999]. This restricts the direct application
of the modulation potential Φ for “rescaling” 14CO measurements and simulations
to “standard” solar activity conditions.
However, Masarik and Beer [1999] recalculated the global average production rate
of 14C as a function of the modulation potential Φ (see Figure 8.4). Additionally,
adjusting the potential Φ of the same model, in order to reproduce the measured
neutron count rate at Deep River (46.10oN, 77.50oW), Masarik and Beer [1999] pro-
vided a time series of Φ (annual averages). The resulting Φ is depicted in Figure 8.5
together with the smoothed sunspot number. Combining the calculated modulation
potential Φ(t) of Masarik and Beer [1999] with the estimated global average pro-
duction rate q(Φ) derived from the same model, directly provides an estimate of the
global average 14C production rate as a function of time, in this case annual average
values. To obtain the 14C production rate as a function of time on a shorter time
scale (1 month), the calculated Φ and the appropriate global average production q
are compared with the annual mean sunspot number. The result is shown in Fig-
ure 8.6. Again monthly mean sunspot numbers and smoothed sunspot numbers are
taken into account separately. An approximate linear relation between the modula-
tion potential and the sunspot number is found. The global average 14C production
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Figure 8.6: Correlation between sunspot number and shielding potential Φ (left column),
and correlation between sunspot number and global average 14CO production rate q (right
column). Φ(t) (annual averages) and q(Φ) are taken from Masarik and Beer [1999]. The
upper row shows the results calculated with the unsmoothed monthly mean sunspot numbers
s, the lower row those calculated with the smoothed sunspot number ss. The correlation
coefficient R2 is listed together with the parameters of the linear approximation. No time
lag between sunspot number and Φ is assumed. The error bars show the range of sunspot
numbers around the annual mean of each particular year.
rate [Masarik and Beer , 1999] also tends to be linearly correlated to the sunspot
numbers. In both cases, the correlation is slightly better when the smoothed sunspot
numbers are taken into account instead of the unsmoothed monthly averages.
As described above, Masarik and Beer [1999] estimated the modulation potential
Φ by reproducing the neutron count rates at Deep River by means of a model.
This implies that this calculated potential is valid at the time of the neutron mea-
surements. As discussed above, the sunspot number and the modulation potential
appropriate for the Earth’s orbit are not necessarily in phase, since the solar wind
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Figure 8.7: Same as Figure 8.6, however a time lag of 6 months between sunspot number
and Φ is assumed. For this time lag the squared correlation coefficient R2 is at its maximum.
plasma has to fill a certain volume in space first. Moreover, the sunspots are not
directly responsible for variations of the solar wind plasma density, but rather are
only an indication. As a consequence, a possible time lag between sunspot number
change and the calculated Φ of Masarik and Beer [1999] has to be taken into ac-
count. Similar to the direct analysis of the sunspot number to neutron monitor count
rate relation (section 8.2.2), the correlation between sunspot number and Φ can be
optimized by variation of the assumed time lag. The result is shown in Figure 8.7.
The time lag for the maximum correlation between the calculated Φ and the sunspot
number is ∆TΦ = −6 months, which is close to the time lag of ∆T = −7 months
between sunspot number and 14C production rate derived from the neutron monitor
count rates in section 8.2.3. Moreover, the time lag of 6 months between Φ and the
sunspot number also optimizes the correlation between the sunspot number and the
14C production rate that was calculated by Masarik and Beer [1999] consistently
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with Φ. Consequently, the two approaches, i.e., the q to s relation (section 8.2.2)
and the Φ to q relation (this section) are consistent with respect to the time lag
between sunspot number change and its “effect” on the 14C production.
Finally, the linear correlation between Φ and q can be used to interpolate the pro-
duction rate estimates q(Φ(t)) of Masarik and Beer [1999] to monthly average values
by means of the monthly mean or smoothed sunspot number.
8.3 Variation of the global source strength of 14C
As motivated in section 8.1, the short term variations (about 1 month) of the global
source strength of 14C(O) production are relevant for the 14CO methodology, i.e.,
for using measurements of atmospheric 14CO to constrain the distribution and sea-
sonality of OH. Earlier estimates (see Table 8.1, Figure 8.4) of the global source
strength and its variability with the solar cycle (and the geomagnetic field) focused
mainly on an assessment of the global average 14C production rate on much longer
time scales than the atmospheric lifetime of 14CO. These estimates are used for
radiocarbon dating purposes and global carbon cycle reservoir estimates.
In section 8.2 above, observable or calculable quantities were introduced which are
related to the solar activity. These variables can be used to parameterize the so-
lar modulation of the global source strength as indicated in Eq. (8.1) with a time
resolution of 1 month.
For an estimate three approximate scaling functions cq related to the three ap-
proaches above are compared:
• The neutron count rate of the monitor at Climax (39.37oN 106.18oW), denoted
as nclx, is used as modulation parameter x in Eq. (8.1). The data is obtained
from the World Data Center (WDC-C2). Further, the assumption is made
that the relative amplitude of the global average 14CO production rate is the
same as that of the neutron count rate. This determines the ratio of solar
maximum to solar minimum production rate to be qr = 0.69.
• Following the approach of Lingenfelter [1963], the absolute global average pro-
duction rate q(t) is parameterized by linear interpolation using the smoothed
sunspot number, modified by including a time lag between global source
strength and sunspot number of ∆T = −7 months, i.e., x(t) = ss(t + ∆T )
in Eq. (8.1). With the average production rate estimates of Lingenfelter and
Ramaty [1970] (see Table 8.1) qr =
qsmax
qsmin
is calculated to be 0.8. In the anal-
ysis of Lingenfelter [1963] solar minimum is defined by a sunspot number of
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9.1 (= xsmin in Eq. (8.1)), and solar maximum by a sunspot number of 187.5
(= xsmax in Eq. (8.1)) respectively.
• The result of Masarik and Beer [1999] (q(Φ(t))) is interpolated to monthly
average values by means of the smoothed sunspot number as described in
section 8.2.3. The delay of 6 months between the sunspot number and the
calculated modulation potential Φ is taken into account. This results in an
absolute global average production rate of q(t) = 2.14− 0.0036 · ss(t+ ∆TΦ),
with ∆TΦ = −6 months. The global source strength scaling is then simply
defined as cq = q(t) / 1 molec cm
−2 s−1. This definition sets the “standard”
global source strength to 1 molec cm−2 s−1, compared to the two previous
approaches, where the “standard” is the solar minimum condition.
The above defined source strength scaling functions cq are not directly comparable
because the “standard” source strength is different in all three cases. Focusing only
on the relative time dependence, the scaling functions are further “standardized”
on the conditions averaged over the time interval 1955 to 1988 (three solar cycle
periods) by
c′q(t) =
cq(t)
1
L
∑L
i=1 cq(ti)
, (8.7)
where L = 396 is the number of months. The resulting c′q are shown in Figure 8.8.
The figure also includes the annual averages of the normalized scaling function c′q
based on the source strength estimate (Φ(t) and q(Φ)) of Masarik and Beer [1999].
Although the three approaches presented above are not completely independent,
differences are apparent. Especially the two scaling methods involving the sunspot
number (c′q(Φl(ss)) and c
′
q
LF (ss)) differ considerably at the local extrema. In con-
trast to that, the Climax neutron monitor count rate based scaling (c′q(nclx)) is very
similar to the scaling based on the linear interpolation of Lingenfelter [1963] and
Lingenfelter and Ramaty [1970] using the sunspot number (c′q
LF (ss)). The neu-
tron count rate based scaling exhibits a large short term scatter compared to the
other scaling functions, which are already smoother due to the use of the smoothed
sunspot number for interpolation. The modulation potential based scaling imply-
ing the linear interpolation with sunspot numbers (c′q(Φl(ss))) underestimates the
maxima of the original relation q(Φ(t)) of Masarik and Beer [1999]. This is due
to the imperfect correlation between sunspot number and modulation potential (see
Figure 8.7). Moreover, Masarik and Beer [1999] estimated the uncertainty in the cal-
culated source strength q(Φ) to be ±10%. The same uncertainty has to be attributed
to the modulation potential Φ itself, because it was constrained by reproducing neu-
tron count rates, whereby the simulated neutron count rates suffer in principle from
the same uncertainties as the 14C production rate. Taking these uncertainties into
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Figure 8.8: 14CO production rate relative to the respective global average production rate
during 1955 to 1988. c′q(Φ) denotes the scaling based on the results of Masarik and Beer
[1999]. c′q(Φl(ss)) includes a linear interpolation of c
′
q(Φ) by means of the smoothed sunspot
number to obtain monthly averages. A time lag of 6 months between sunspots and modu-
lation potential is assumed (see Figure 8.7). c′q
LF(ss) is the scaling function based on the
results of Lingenfelter [1963] and Lingenfelter and Ramaty [1970], i.e., it is a linear inter-
polation of an absolute production rate estimate. A time lag of 7 months between sunspot
number and production rate change is included (see section 8.2.2, Figure 8.2). c′q(nclx) is the
scaling function based on the neutron count rate observed at the Climax neutron monitor
station.
account, all three approaches result in a consistent relative 14C source strength scal-
ing function c′q(t). The remaining differences provide an estimate of the minimum
range of uncertainty of the method, and can be used to test the scaling.
8.4 Atmospheric 14CO measurements and the solar cycle
With the estimate of the relative time dependence of the 14C source strength (c′q(t)),
and the results of chapter 7 (atmospheric response), the time dependence of the
atmospheric 14CO mixing ratio (c′χ(t)) can be estimated. The uncertainty in the
source strength scaling (c′q) will cause an uncertainty in the resulting mixing ratio
scaling (c′χ). Moreover, the model results for the response time, needed to obtain the
mixing ratio scaling from the source scaling (chapter 7), exhibit regional variations
and differences between the different model configurations involved. This results in
a further uncertainty in the mixing ratio scaling, arising from inaccuracies in the
model transport. These uncertainties need to be estimated.
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The result will provide a minimum uncertainty range of the rescaling method. The
uncertainty may still be larger, because the involved response times are purely model
based. Long time series of 14CO measurements to check the results of the response
time calculations are not yet available. A possible systematic error can therefore at
this stage not be excluded.
In order to address the influence of uncertainties in the source scale and regional
differences of the response time, the mixing ratio scaling c′χ (Eq. 7.5) with n = 12
months is calculated from the source strength scaling estimates c′q(Φl(ss)), c
′
q
LF(ss),
and c′q(nclx) (section 8.3). Three different response times are assumed, τ = 3.11
months, which is the estimated global average response time (Table 7.2, 2.0-SPF
not considered), τ = 2 months, which is the fastest response predicted for the
stratosphere (north pole, 1.2-SLT, see Figure 7.5), and τ = 5 months, which is
the response time of the SH high latitude local maximum predicted by the 2.0-
SPF configuration (Figure 7.5). The appropriate weights of the current month’s
production rate scale are 0.163, 0.26, and 0.076 respectively. The result is shown in
Figure 8.9.
The uncertainty in the source strength scaling (Figure 8.8) is basically mirrored in
the mixing ratio scaling as is to be expected from the relationship between both
(Eq. (7.5)). The convolution with the atmospheric response time filter function
provides a smoothing which is best apparent in the neutron count rate based scaling
(cf. Figures 8.8 and 8.9), where the scatter in the source strength scaling is notably
large. Consequently, it is not critical whether monthly mean sunspot numbers or
smoothed sunspot numbers are used for the parameterization. The sensitivity of the
mixing ratio scaling c′χ to the response time τ is small compared to the uncertainty
arising from the source scaling uncertainty. Furthermore, since the response time
is closely related to the atmospheric lifetime on a global scale (cf. chapter 7), a
systematic error caused by the modeled response time is unlikely.
8.5 Conclusions
The aim was to assess the influence of variations in solar activity, i.e., the mod-
ulation of the primary GCR flux, on the atmospheric mixing ratio of 14CO. This
important process has to be considered before 14CO measurements can be applied
for tracing changes in OH and/or atmospheric dynamics. In chapter 5 it was shown
that the spatial variability of the 14C production rate distribution with the solar
cycle plays a minor role for the relative distribution of 14CO in the atmosphere, at
least in the troposphere. Only the global source strength has to be considered for
a first approximation. The time it takes to adjust the local mixing ratio of atmo-
spheric 14CO to variations in the global source strength was derived and discussed in
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Figure 8.9: Atmospheric 14CO mixing ratio normalized to the respective global average
production rate during 1955 to 1988 calculated from various source scaling functions (see
Figure 8.8) using different atmospheric response times (τ) of 2, 3.11, and 5 months with the
appropriate weights of the current month’s production rate scale (w0) of 0.26, 0.163, and
0.076 respectively.
chapter 7. A functional relationship between the source strength (based on arbitrary
standard conditions) and the resulting local mixing ratio of 14CO was established.
The uncertainty in the global average OH abundance, which is to be evaluated by
14CO, is directly related to the uncertainty in the global average production rate of
14C(O).
However, based on the previous findings, evaluation of the distribution and sea-
sonality of OH can be “decoupled” from the issue of constraining the global OH
abundance / average 14C production rate. Such a 14CO based evaluation of OH dis-
tribution and seasonality requires the knowledge of the relative temporal variation
of the 14C production rate with a temporal resolution of 1 month.
Quantification of the solar activity with regard to its effect on the global 14C(O)
production is, however, not straightforward, since no directly measurable global
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parameter exists which describes the effect of the variable solar wind plasma char-
acteristics onto the particle production in the atmosphere with sufficient accuracy.
In general two different approaches are followed to resolve this issue. First, the
source strength is simply parameterized by means of an observable that is related
to solar activity, such as the sunspot number. The linear relationship found earlier
[Lingenfelter , 1963; O’Brien, 1979; Stuiver and Quay , 1980] between the global av-
erage production rate of 14C and the sunspot number is purely empirical and does
not describe the physical processes. The second approach is to derive the required
relationship by means of models that start from “first principles”, i.e., incorporate all
known relevant processes of GCR - solar wind interactions and particle interactions
in the atmosphere. The model parameter Φ, i.e., the solar modulation potential, is
then determined by reproducing observed GCR induced atmospheric particle fluxes,
such as atmospheric neutrons, with the model.
In the analysis above, these two approaches are connected and compared with a third
approach that relates the global average 14C(O) production rate directly to the flux
of atmospheric neutrons, i.e., the precursor of 14C. This approach is also limited,
mainly due to the “local character” of neutron measurements. It further assumes
that the modulation of atmospheric neutrons has the same relative amplitude than
that of the 14C production rate.
Nevertheless, all three approaches lead to solar cycle dependencies of the global
average 14C production rate that are consistent within the uncertainties. Combining
the so derived source strength scaling with the response of the atmospheric system
(chapter 7) provides a scaling function for separating the solar modulation from
measurements and simulations of 14CO. The sensitivity to the local system response
is small compared to the uncertainty arising from uncertainties in the timing of the
global source strength.
As a consequence, measurements of atmospheric 14CO sampled during different
epochs with respect to the solar cycle can still be compared and analyzed for changes
in the oxidation capacity and/or the dynamics of the atmosphere. Uncertainties in
the rescaling of measurements to “standardized” solar activity conditions are mainly
determined by the uncertainty in the time dependence of the source strength. Inde-
pendent measurements of the global average 14C production rate, especially its time
dependence during the solar cycle, could help to minimize this uncertainty.
Further constraining the solar activity dependence of the atmospheric 14CO mix-
ing ratio from atmospheric measurements itself requires a test, i.e., the application
of the derived rescaling method to a long time series of measurements. To date,
only one dataset of atmospheric 14CO measurements covering a whole solar cycle
exists (Martin Manning, Dave Lowe, NIWA, personal communication, 2000). These
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data observed at Baring Head, New Zealand, are, however, still unpublished and
unfortunately have not been made available for use in this study.
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9 Cross tropopause transport of solar proton in-
duced atmospheric 14CO: Modeling and obser-
vation of the 1989 proton events
Abstract. Solar proton events (SPEs) induce an additional 14CO production in the high latitude
middle stratosphere on timescales of hours to days. The total 14CO produced by major SPEs
can amount to the equivalent of several months of galactic cosmic ray (GCR) induced background
14CO. This excess 14CO is partially transported across the tropopause into the troposphere where
it temporarily disturbs the background 14CO mixing ratio. Using the 3-dimensional atmospheric
model MATCH the SPE induced excess 14CO at the Earth’s surface is estimated. The modeled
amount of excess 14CO at the surface and the time lag of arrival depend on the numerical advection
scheme used, and on the latitude and season. The time lag between the SPE and the maximum
excess 14CO at the surface gives valuable information on cross tropopause transport from the lower
stratosphere into the troposphere. The model results are compared with 14CO measurements from
Baring Head, following SPE induced 14CO production by three major SPEs that occurred in 1989.
To extract the SPE signal from the time series, the measurements are first rescaled to comparable
solar cycle conditions, to correct for the effect of the solar modulation of the GCR background
14CO production. Three different rescaling techniques are applied. A quantitative agreement
between model simulations and measurements exists for one of the two numerical advection schemes
used. Additionally, the time lag derived from the measurements is comparable to stratospheric
subsidence times which are independently derived from the European Centre for Medium-Range
Weather Forecasts (ECMWF) reanalysis data.
9.1 Introduction
As already elucidated in section 5.2.1 the sun is responsible for temporal variations
(11 year cycle) of the 14C(O) production rate. Besides modulating the GCR flux, the
sun itself occasionally produces low to medium energy protons (up to 1010eV) during
solar proton events (SPEs, earlier generically referred to as solar flares) [Smart and
Shea, 1985]. Earlier it was believed that large SPEs occur mainly during periods of
high solar activity, that is, at the same time as the GCR shielding is largest because
of the modulation by the solar wind. However, Feynman et al. [1990] and Freier
and Webber [1963] observed that the only periods when large SPEs are very rare
are the 2 years on either side of solar minimum. During the other 7 years of a solar
cycle, large SPEs have occurred.
The solar protons, once they reach the atmosphere, initiate particle cascades in
much the same way as the GCR protons do, leading to atmospheric 14CO forma-
tion, and accounting for 6 to 14% of the total 14CO production averaged over a
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solar cycle [Lingenfelter and Ramaty , 1970]. Whereas the GCR component is more
continuous and mainly modulated on a time-scale of about 11 years, besides some
short term variations (down to the order of one hour) with lower amplitude, SPEs
are sporadic, of short duration (hours to days), irregular, and sometimes very in-
tense. Only the few largest events during a solar cycle contribute significantly to
the 14CO production. This implies that during the major events the equivalent of
up to several months of background GCR 14CO is produced additionally within a
few hours or days [Lingenfelter and Ramaty , 1970].
Due to their weaker energy spectrum solar protons on average cannot penetrate as
deep into the atmosphere as galactic protons. Additionally, less energetic protons
are much more efficiently shielded by the Earth’s magnetic field (cf. section 5.2.1).
Therefore the solar proton component of the atmospheric 14CO production is much
more confined to the polar middle stratosphere, whereas for the GCR background
14CO as much as 36 to 49% of the production takes place in the troposphere (chap-
ter 5), and reaches into the mid-latitudes. However, geomagnetic storms, which
accompany major SPEs, can weaken the shielding of the Earth’s magnetic field and
reduce the cut-off rigidities (i.e. the charge-normalized momentum a particle needs
to just be able to reach a certain point within the geomagnetic field) to as little as
20% of the normal cut-off rigidities depending on the geomagnetic latitude [Lingen-
felter and Ramaty , 1970]. This results in a deeper penetration of the solar protons
into the atmosphere and towards lower geomagnetic latitudes. Because of the higher
energy of the GCR protons, this modulation, however, only weakly affects the GCR
background 14CO production.
SPE protons are the result of shock-wave acceleration [Gaisser , 1990] driven by fast
coronal mass ejections (CMEs) [Gosling , 1997]. These occur often in conjunction
with solar flares, i.e., with an increased solar short wave radiation flux. This may
possibly affect the chemical composition of the stratosphere [Crutzen, 1975; Heath
et al., 1977; Jackman et al., 1990], and because of radiative effects, also atmospheric
transport. Such effects are not considered in the present study.
In this chapter the SPE induced 14CO component is used as an atmospheric signal
to derive information about the polar lower stratospheric transport and the cross
tropopause transport from the high latitude middle and lowermost stratosphere into
the troposphere. The focus is on three major SPEs that occurred in autumn 1989,
for which a time series of atmospheric 14CO measurements at Baring Head, New
Zealand is available. These events and their potential impact on the atmospheric
14CO mixing ratio have been mentioned in Brenninkmeijer et al. [1992].
First, a modeling study is performed in order to determine the anticipated gen-
eral features of SPE signals in the atmospheric 14CO mixing ratio at the surface
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level. Subsequently, three methods of rescaling atmospheric 14CO measurements to
comparable solar cycle conditions are applied to the Baring Head dataset in order
to detect the signal of the 1989 SPEs. The rescaling removes the variation in the
atmospheric 14CO mixing ratio caused by the solar modulation of the GCR based
14C(O) production (see chapter 8). Finally, the model results and the results derived
from the Baring Head dataset are compared with calculations from the European
Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis data to pro-
vide a third, independent derivation of the lower stratospheric and cross tropopause
transport time scale.
9.2 A modeling study
9.2.1 Model setup
The GCR background source distribution of 14C was taken from Lingenfelter [1963]
for maximum solar activity (minimum 14C production) and transformed from ge-
omagnetic to geographic coordinates by use of the Altitude Adjusted Corrected
Geomagnetic Coordinates (AACGM) algorithm of Bhavnani and Hein [1994] (Fig-
ure 5.3, LF). The source distribution is normalized to a global average 14CO pro-
duction rate of 1 molecule cm−2 s−1 in an idealized static atmosphere of constant
depth (1033 g cm−2). This normalization allows an independent parameterization
of the “real” global average 14CO production rate, which in this case is incorporated
into the model (online). The global average GCR background 14CO production rate
was calculated with the results of Lingenfelter [1963], i.e. linearly interpolated be-
tween solar minimum and maximum, using the monthly mean sunspot number as
the parameter for solar activity (Eq. (7.4)). For the 4 years from 1987 to 1990 this
results in an annual global average 14CO production rate of 2.42, 2.22, 2.06 and 2.10
molecules cm−2 s−1. These values are most probably too high (chapter 8) for solar
maximum, but this does not affect the results.
The SPE 14CO production distribution parameterization is based on calculations
of Lingenfelter and Flamm [1964]. In a q − d plane, where q is the logarithm of
the 14C production rate in units of atoms g−1 s−1 and d is the atmospheric depth,
the results for a given cut-off rigidity (or geomagnetic latitude) can approximately
be represented by an 8 parameter continuous function, defined on 3 depth inter-
vals: 3 parameters are used for a quadratic approximation of q from the top of the
atmosphere (d = 0) to the depth of maximum production rate at dmax:
qI(d) = a1 + a2 · d+ a3 · d2 for 0 ≤ d ≤ dmax . (9.1)
Another 3 parameters in the same manner describe a quadratic approximation of q
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0o 90o
q(0) 10−4.05 molec g−1 s−1 10−2.79 molec g−1 s−1
dmax 39 g cm−2 28 g cm−2
q(dmax) 10−3.51 molec g−1 s−1 10−2.56 molec g−1 s−1
d1 140 g cm−2 140 g cm−2
q(d1) 10−4.22 molec g−1 s−1 10−3.58 molec g−1 s−1
Table 9.1: Solar proton event induced 14C(O) production rate at 0o and 90o geomagnetic
latitude calculated by Lingenfelter and Flamm [1964] for various depths. q(0) is the produc-
tion rate at the “top of the atmosphere”, dmax is the depth of maximum production rate.
At depths > d1 the production rate decreases exponentially. The geomagnetic equator is
associated with 1000 MV cut-off rigidity, the geomagnetic poles with 0 MV cut-off rigidity
respectively.
between dmax and d1:
qII(d) = a4 + a5 · d+ a6 · d2 for dmax ≤ d ≤ d1 . (9.2)
For depths larger than d1 the logarithm of the production rate q over atmospheric
depth d is almost linear, which is described by a linear approximation in the q − d-
plane with the remaining 2 parameters:
qIII(d) = a7 + a8 · d for d1 ≤ d . (9.3)
q(0) = a1, dmax, q(dmax), d1, and q(d1) can directly be taken from the results of
Lingenfelter and Flamm [1964] and are listed in Table 9.1. In order to achieve a
continuous and continuously differentiable approximation the first derivative of the
approximation has to vanish in section one and two at dmax, where the logarithm of
the production rate(q) is at its maximum
dqI
dd
(dmax) = a2 + 2 · a3 · dmax = 0 (9.4)
dqII
dd
(dmax) = a5 + 2 · a6 · dmax = 0 . (9.5)
Further the slope of section two and three at the intersection (i.e. at d1, where q
over d becomes linear) has to be continuous,
dqII
dd
(d1) =
qdIII
dd
(d1) (9.6)
⇒ a5 + 2 · a6 · d1 = a8 . (9.7)
With these further requirements the 8 parameters a1 . . . a8 are unambiguously de-
fined.
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The GCR background 14C(O) production rate distribution in the model implicitly
contains the information about the geomagnetic latitudes, because the production
field was transformed from geomagnetic to geographic coordinates. For the latitude
dependence of the SPE component of the 14CO production the geomagnetic equator
is therefore associated at a given longitude with the minimum GCR background
production rate at approximately 100 g cm−2. dmax, q(0), q(d1) and q(dmax) are
then linearly varied between the geomagnetic equator and the geomagnetic poles,
associating the geomagnetic equator with 1000 MV and the geomagnetic poles with
0 MV cut-off rigidity, based on the results of Lingenfelter and Flamm [1964]. This
determines the latitude dependent parameters a1 . . . a8, that are calculated online.
So far, the parameterization, however, would result in a too high SPE induced 14CO
production rate at latitudes below 60o, which is in contradiction to the results of
Lingenfelter and Flamm [1964]. Therefore q is multiplied by a modulation function
of the form
fY (x) = (1 + exp(
x− xc
r
))−1 (9.8)
where x varies between 0o at 90o geomagnetic latitude and 1 at the geomagnetic
equator, xc is chosen to be 0.4 and r, which is the slope parameter to be 0.03 The
resulting distribution of the SPE 14CO production rate component is also normalized
to a global average production rate of 1 molecule cm−2 s−1, leaving the total SPE
14CO source strength as event-dependent parameter.
It is important to mention that the results of Lingenfelter and Flamm [1964] are
valid for “medium” SPEs with a characteristic rigidity of 125 MV. The spectrum of
the SPE protons can be described as an exponential function of the characteristic
rigidity [Freier and Webber , 1963; Lingenfelter and Ramaty , 1970], i.e.,
J(P ) = J0 · exp(− P
P0
) , (9.9)
where P is the rigidity, P0 the characteristic rigidity, and J the number spectrum
in protons cm−2 s−1 ster−1. The characteristic rigidity differs for each SPE and has
typical values ranging from 50 MV to 325 MV [Freier and Webber , 1963; Lingenfelter
and Ramaty , 1970]. Figure 9.1 shows the zonally averaged 14CO production rate of
both the GCR and the SPE component as they appear in the 3-D simulation.
Lingenfelter and Ramaty [1970] calculated the global 14CO production resulting from
SPEs as a function of their characteristic rigidity for a normal cut-off rigidity and
for a cut-off rigidity reduced by 80% due to geomagnetic storms. They normalized
their results to a proton flux of 1 proton cm−2 s−1 with energy larger than 30 MeV.
With these results and the proton fluxes and characteristic rigidities provided by
Sauer et al. [1990], the global 14CO production during all SPEs that occurred in
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Figure 9.1: Annual zonal mean galactic cosmic ray induced 14CO production rate (GCR,
shaded) and annual zonal mean solar proton event induced 14CO production rate (SPE,
contour lines). The unit is molec g−1 s−1 normalized to a global average production rate
of 1 molec cm−2 s−1. The tropopause is the annual mean tropopause level from the NCEP
reanalysis data for 1993.
1989 can be calculated. The results are listed in Table 9.2. The proton fluxes with
energy larger than 30 MeV taken from Sauer et al. [1990] can also be found in Shea
and Smart [1992], and are in reasonable agreement with fluxes derived by Feynman
et al. [1993] from measurements with different instruments.
Only 3 of the 6 events that occurred in 1989 contributed significantly to the global
14CO production. For the remaining events, the additional 14CO production rates
are at least one order of magnitude lower than that for the GCR background.
The time dependence of the 3 major SPE fluxes is derived from solar proton mea-
surements of the GOES-7 satellite (geostationary operational environmental satel-
lite No. 7), which are available from the National Geophysical Data Center - Space
Physics Interactive Data Resource (NGDC-SPIDR). The total 14CO production of
each specific event is distributed on a daily averaged basis according to the flux of
protons with energy above 30 MeV. The result is shown in Figure 9.2.
To study the fate of SPE induced atmospheric 14CO, several model calculations
are performed. All model simulations presented here are driven by the NCEP-
meteorology of the year 1993 [Kalnay et al., 1996]. The OH-1 distribution is pre-
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Date P0 I>30MeV Q100% q100% Q20% q20%
[MV] [ 1cm2 ] [
molec
cm2 ] [
molec
cm2s ] [
molec
cm2 ] [
molec
cm2s ]
1 Aug 12 - Sep 07 60.6 1.53 · 109 1.027 · 106 0.44 2.433 · 106 1.04
2 Sep 12 - Sep 23 65.6 3.37 · 106 2.541 · 103 3.68 · 10−3 6.133 · 103 8.87 · 10−3
3 Sep 29 - Oct 13 102.0 1.42 · 109 2.513 · 106 1.94 6.210 · 106 4.79
4 Oct 19 - Nov 09 77.4 4.25 · 109 4.378 · 106 2.30 1.079 · 107 5.68
5 Nov 15 - Nov 23 112.0 6.43 · 106 1.460 · 104 1.88 · 10−2 3.742 · 104 4.81 · 10−2
6 Nov 26 - Dec 05 38.6 1.33 · 108 4.416 · 104 5.11 · 10−2 1.003 · 105 1.16 · 10−1
Table 9.2: The solar proton events in 1989. Characteristic rigidity P0 and flux I>30MeV
of protons with energy greater than 30 MeV are taken from Sauer et al. [1990]. The total
14CO production is calculated with the results of Lingenfelter and Ramaty [1970] for normal
cut-off rigidity (Q100%) and an 80% reduced cut-off rigidity (Q20%). For comparison with
the background cosmic ray production rate, the average production rate during the events
is calculated for normal cut-off (q100%) and reduced cut-off (q20%).
Figure 9.2: Relative distribution of the 14CO production over time of the 3 major SPEs in
1989, based on GOES-7 solar proton flux measurements.
scribed for oxidation of 14CO. The soil sink is parameterized as described in chap-
ter 6. All model results are archived as 5 day averages. The global 14CO background
distribution arising only from the GCR source component is calculated by a simu-
lation starting with zero mixing ratio of atmospheric 14CO and integrating over two
years (1987-1988). The result is used to initialize all subsequent model calculations.
The subsequent two year period (1989-1990) is first integrated without SPEs to ac-
count for the GCR background only. Then the same period (1989-1990) is integrated
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including the 3 major SPEs, once for normal cut-off rigidity and next assuming only
20% of the normal cut-off rigidity. Variation of the cut-off rigidity, which in turn
changes the total amount of SPE produced 14CO, provides an estimate of the range
of excess 14CO expected at the surface level. The distribution of SPE induced 14CO
production is kept the same for both cut-off rigidities, although in reality it would
probably shift in height as well.
The GCR-only simulation and the simulation including the SPEs (20% cut-off rigid-
ity) are repeated using the OH-2 distribution, however explicitely extending through-
out the stratosphere. This provides information about the influence of the oxidizing
capacity (and its distribution) of the atmosphere on the SPE induced excess 14CO
signal. In a similar way, the GCR-only simulation and the simulation including the
SPEs (20% cut-off rigidity) are repeated with the convection switched off in the
model, in order to assess the influence of convective mixing in the troposphere.
Furthermore similar simulations (1989-1990) but with the SPEs assuming to have
occurred 1/2 year earlier in time (i.e. in NH-spring 1989), still assuming normal cut-
off rigidity, are performed in order to elucidate the effect of season, i.e., differences
in transport. This is of importance for understanding future SPE 14CO signals,
because SPEs can occur in any season.
Each of the simulations described (including the initialization run) is performed with
both the 2.0-SLT and the 2.0-SPF configuration. One further simulation with 2.0-
SPF is performed in which only the strongest SPE (No. 4 in Table 9.2) is considered.
And finally, one simulation with 2.0-SPFR (normal cut-off rigidity, 3 SPEs occurring
in NH-autumn, OH-1) is performed to account for the effect of the mass mismatch
rescaling.
All model simulations are summarized in Table 9.3.
9.2.2 Model results
The basic model results are depicted in Figure 9.3. Shown is the zonal mean ratio of
the 14CO mixing ratio in the lowest model layer simulated with the SPEs included
to the respective mixing ratio in the GCR-only simulation. Both configurations
(2.0-SLT and 2.0-SPF) predict a significant increase in the 14CO mixing ratio at the
surface some months after the SPEs. The latitudinal and temporal distribution of
the excess 14CO at the surface level, however, strongly depends on the advection
scheme and the season in which the SPEs occur.
As a result of the SPEs, the zonal mean mixing ratio of 14CO at the surface level
exceeds the GCR background by up to 22%, for SPEs occurring in NH-autumn
with a normal cut-off rigidity. Assuming the 80% reduced cut-off rigidity increases
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nr. of season of cut-off OH
SPEs SPE occurance rigidity distribution
1 0 1,2 initialization
2 0 1,2 GCR background
3 3 NH-autumn 100% 1 1989-SPEs
4 3 NH-autumn 20% 1 range of excess 14CO
5 3 NH-autumn 20% 2 sensitivity to OH distribution
6 3 NH-autumn 20% 1 sensitivity to convection
7 3 NH-spring 100% 1 seasonality and interhemispheric
(assumed) difference of atmospheric transport
8 1 NH-autumn 100% 1 contribution of single events
Table 9.3: Summary of model simulations performed to study solar proton events. All
model simulations are performed with the 2.0-SLT and the 2.0-SPF configuration, except
the last one which is only performed with the 2.0-SPF configuration. Simulations one, two,
and three are additionally performed with the 2.0-SPFR configuration (OH-1 only). All
simulations are performed with the NCEP-reanalysis data of 1993 [Kalnay et al., 1996].
the maximum to 55% (see Figure 9.7, upper row). The downward transport dur-
ing NH-winter shows a very clear interhemispheric asymmetry when the 2.0-SPF
configurations is used. At this time, the downward transport in the NH is about 2
times stronger than in the southern hemisphere (SH). In the 2.0-SLT configuration
this feature is lacking; in fact, there is even a small but pronounced maximum of
excess 14CO at high southern latitudes less than two months after the SPE, so that
the converse is observed.
The model runs with the SPEs shifted backwards by half a year into NH-spring
provide information about the seasonality of the downward transport (Figure 9.3,
right column). Now, both model configurations show a stronger downward transport
in the SH, however in the 2.0-SLT configuration much more SPE induced 14CO is
transported downwards and reaches the surface much earlier. The maximum 2.0-SLT
predicted excess is 32% compared to 18% for 2.0-SPF. Furthermore, the maximum
excess predicted by the 2.0-SPF configuration is lower for NH-spring SPEs than for
NH-autumn SPEs. This is reversed in the 2.0-SLT configuration.
The SPE signal at the surface level calculated with the 2.0-SPF configurations decays
slower when the SPEs occur in NH-spring than when they occur in NH-autumn. The
2.0-SLT predicted decay is generally faster. This is consistent with results of the
response time of atmospheric 14CO to variations in the source strength (chapter 7).
Moreover, the 2.0-SLT predicted decay of the signal is almost independent of the
season.
The effect of a single SPE is estimated from the model simulation in which only
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Figure 9.3: Zonal average enhancement of 14CO in the lowest model layer after the 3 SPEs
in 1989, calculated with the 2.0-SLT and 2.0-SPF configuration for normal cut-off rigidity.
Plotted is the zonal mean ratio of the 14CO mixing ratio calculated including SPEs to the
14CO GCR background. The left column is for the SPEs occurring in autumn (as happened),
the right column shows the corresponding results obtained with the three 1989 SPEs shifted
half a year earlier in time. The peaks in the lowermost panel show the occurrence of the
SPEs. The relative peak heights correspond to the total 14CO production of the respective
SPE.
the largest SPE is included (2.0-SPF, normal cut-off rigidity, SPE in NH-autumn).
The result (not shown) looks very similar to Figure 9.3. However, the level of excess
14CO after the SPE is only a bit more than one half of the excess with all 3 SPEs
included. This corresponds to the fact that somewhat more than half of the total
SPE 14CO is produced by this event alone (Table 9.2).
Since the 3 individual SPEs are not distinguishable in the excess 14CO signal induced
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Figure 9.4: Zonal average time lag between the largest SPE and the maximum excess
14CO in the lowest model layer (solid line) calculated with the 2.0-SLT and the 2.0-SPF
configuration. The time lag is calculated for SPEs occurring in NH-spring (upper row) and
in NH-autumn (lower row) respectively. The dashed lines indicate the maximum and the
minimum predicted time lag at a given latitude, the dotted line is the time lag between the
largest SPE and the maximum zonal mean excess 14CO (see Figure 9.3).
at the surface level, the transport delay time is defined as the time lag between the
maximum production rate of the largest SPE and the maximum increase of 14CO
in the model grid box. Zonally averaged results for the lowest model layer, i.e., the
downward transport time are shown in Figure 9.4.
In general, the downward transport calculated by 2.0-SLT is faster than predicted by
the 2.0-SPF configuration. Whereas in 2.0-SPF the maximum increase of the surface
layer 14CO mixing ratio is on average reached between 113 days (in the SH for the
NH-autumn SPEs) and 136 days (SH, NH-spring) after the largest SPE, in 2.0-SLT it
takes only 60 (SH, NH-spring) to 90 (NH, NH-autumn) days. In both cases the time
lag varies with latitude and also shows large longitudinal variations, as indicated by
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Figure 9.5: Time lag between occurrence of the largest SPE in 1989 and the subsequent
maximum 14CO enhancement in the lowest model layer calculated with different model
configurations. The time lag was calculated for SPEs occurring in NH-spring (upper row)
and in NH-autumn (lower row) respectively.
the maximum and minimum time lag at a given latitude (Figure 9.4). The local time
lag between the largest SPE and maximum excess 14CO at the surface is depicted
in Figure 9.5. Local deviations of the time lag from the zonal average are clearly
visible. Moreover, at a given latitude the deviation from the zonal average depends
on the model configuration. For instance, the time lag after the NH-autumn SPEs
over the southern Indian ocean is shorter than the zonal average when simulated
with 2.0-SLT, while it is longer for the 2.0-SPF simulation. It can be expected that
these small scale variations also depend on the meteorology driving the model, and
may exhibit inter-annual variations.
Figure 9.6 shows the zonal average time lag between SPEs and the maximum 14CO
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Figure 9.6: Zonal average time lag between occurrence of the largest SPE in 1989 and the
subsequent maximum 14CO enhancement calculated with different model configurations.
The time lag was calculated for SPEs occurring in NH-spring (upper row) and in NH-autumn
(lower row) respectively.
enhancement depending on the pressure level. Overall the time lag is longest in the
tropical troposphere, increasing with pressure with one exception. A local maximum
of the transport time is visible around 30 hPa in the tropics. The 2.0-SPF predicted
time lag is generally longer than the time lag predicted by 2.0-SLT. There is a
lower troposphere tropical maximum in the time lag in all of the simulation results,
located in the summer hemisphere below 20o latitude, which seems to follow the
inter-tropical convergence zone (ITCZ). The tropospheric time lag exhibits a local
minimum at the mid-latitudes, where the STE is expected to be most effective.
Obviously, like the response time derived in chapter 7, the time lag is shorter for
stronger STE rates. The results in Figure 9.6 then imply that the 2.0-SPF STE
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in the SH is weaker than the NH STE, and the 2.0-SLT STE is stronger than the
2.0-SPF STE. This is consistent with the previously obtained indications (chapters 5
and 7).
An overview of the effect of the tropospheric OH distribution and of convection is
presented in Figure 9.7. The relative 14CO enhancement is reduced by 0.05 - 0.1,
when OH-2 is used instead of OH-1. The 2.0-SLT predicted increase of 14CO at the
surface level after SPEs is more affected by the OH distribution than the 2.0-SPF
simulations. However, the timing is hardly affected. Furthermore, the convection
obviously has only a very small influence on the predicted surface level excess 14CO
due to SPEs.
For further quantification of these effects, Figure 9.8 shows the influence of the OH
distribution and of convection on the SPE signal at the surface level, defined as
the maximum zonal mean excess after SPEs. The upper row shows the change of
the maximum predicted zonal average ratio (including SPEs to GCR-only) at the
surface level when OH-2 is used instead of OH-1 and when the convection in the
model is switched off respectively. Using OH-2 instead of OH-1 with the 2.0-SPF
configuration, the maximum zonal mean excess 14CO decreases by 0.03 - 0.04 in both
hemispheres. At the surface level, the effect of the OH-2 distribution is somewhat
larger on the 2.0-SLT predicted relative excess. In 2.0-SLT the maximum zonal mean
excess decreases by 0.06 in the NH and 0.08 in the SH, with a maximum decrease of
0.11 at the south pole. These changes induced by the OH distribution (4%-8%) are
a factor of 2.5 to 10 smaller than the maximum relative excess itself (20% to 40%).
The effect of convection is smaller than the effect of exchanging the OH distribution.
Excluding convective processes from the simulation, the SPE signal at the surface
level decreases between 0 and 0.005, except around 20oS, where it increases by up
to 0.015.
The influence of OH and convection on the timing of the 14CO excess signal at the
surface level after the SPEs is shown in the lower row of Figure 9.8. Using OH-2
instead of OH-1, the time lag between largest SPE and maximum relative increase
of 14CO (zonal average) at the surface level increases by 0 - 14 days (7 days on
average) in the 2.0-SPF simulation, and by 0 - 12 days (6 days on average) in the
2.0-SLT simulation. Excluding the convective tracer transport from the simulations
increases the time lag on average by 1 day in both configurations; however, the
changes depend on latitude with a range of -3 days to 6 days.
Finally, the effect of the mass mismatch rescaling correction on the SPE signal at
the surface level is shown in Figure 9.9. The maximum relative zonal average excess
of 14CO at the surface level after the SPEs is reduced on average by 0.02 in the NH
and 0.008 in the SH when the rescaling correction is included. At the same time,
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Figure 9.7: Zonal mean enhancement of 14CO in the lowest model layer after the 3 SPEs in
1989, calculated with the 2.0-SLT (left column) and 2.0-SPF configuration (right column)
for an 80% reduced cut-off rigidity. Plotted is the zonal mean ratio of the 14CO mixing
ratio calculated including SPEs to the 14CO GCR background. Calculations are performed
for the SPEs occurring in autumn (as happened). Results in the upper row are calculated
with the OH-1 distribution, in the middle row with the OH-2 distribution. In the lower row
convection is excluded (OH-1). The peaks in the lowermost panel show the occurrence of the
SPEs. The relative peak heights correspond to the total 14CO production of the respective
SPE.
the time lag between largest SPE and maximum increase of 14CO at the surface
decreases on average by 7 days in the NH, and by 20 days in the SH. The decrease
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Figure 9.8: Sensitivity of maximum zonal average enhancement (upper) and zonal average
time lag between occurrence of the largest SPE in 1989 and the subsequent maximum 14CO
enhancement in the lowest model layer (lower) to the OH distribution and convection. The
left column shows the changes (differences) of relative excess and time lag for calculations
with OH-2 (also in the stratosphere) compared to OH-1, the right column shows the re-
spective changes (differences), when convective processes are excluded from the simulated
transport. Calculations are for the SPEs in NH-autumn and 80% reduced cut-off rigidity.
of the time lag in the SH exhibits a peak of almost 40 days between 40oS and 65oS.
9.2.3 Discussion of the model results
The model runs predict a significant increase in tropospheric 14CO after major SPEs.
With only one SPE the cross tropopause downward transport time from the high
latitude lowermost and middle stratosphere is well defined as the time elapsed be-
tween the maximum SPE 14CO production rate and the maximum excess 14CO at
the surface. However if several SPEs occur in succession, as appeared in 1989, the
situation can be generalized by an equivalent definition using the point in time of
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Figure 9.9: Effect of the global mass-mismatch rescaling (2.0-SPFR) on the simulated
response to the 1989 SPEs compared to the uncorrected model configuration (2.0-SPF).
The left column shows the zonal mean ratio of the 14CO mixing ratio with SPEs versus
the 14CO GCR background (cf. Figure 9.3) in the lowest model layer. The right column
shows the zonal mean time lag between largest SPE and maximum excess 14CO in the lowest
model layer (solid line). The time lag is calculated for SPEs occurring in NH-autumn. The
dashed lines indicate the maximum and minimum time lag at a given latitude, the dotted
line is the time lag between the largest SPE and the maximum zonal mean excess 14CO
(cf. Figure 9.4).
the center of mass with respect to the total 14CO production of all SPEs involved.
In case the single SPEs are not distinguishable in the excess 14CO signal, the largest
SPE can also be used instead.
The different configurations of the 3-D global atmospheric model predict different
time lags between the occurrence of a SPE and the ensuing maximum excess 14CO
at the surface. The downward transport time predicted by the 2.0-SLT configura-
tion is 2 to 3 months, and therefore considerably shorter than the 2.0-SPF predicted
downward transport time of 4 to 5 months. For both configurations the downward
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transport time is dependent on latitude and season. Furthermore the time lag shows
large longitudinal variations. The mass mismatch rescaling correction included in
the 2.0-SPFR configuration decreases the time lag between largest SPE and the
maximum zonal average excess 14CO at the surface level compared to the uncor-
rected configuration (2.0-SPF). This means that the simulated transport across the
tropopause is faster in 2.0-SPFR than in 2.0-SPF.
The issue of the uncertainty in the GCR background 14CO source distribution was
discussed in detail in chapter 5. At this stage only relative changes are analyzed,
which are less affected by this uncertainty.
The model configurations presented, although driven by the same oﬄine wind data,
calculate very different hemispheric and seasonal downward fluxes. The time lag
at the surface level predicted by either model configuration, however, is hardly
sensitive to the OH distribution used. The global average variation of the downward
transport time scale at the surface, even if the OH distribution is changed drastically,
is still within the range of uncertainty caused by the 5 day averaging of the model
output. This insensitivity is mainly due to the fact that the GCR and the SPE
component of the 14CO source are both weighted towards the polar stratosphere
and therefore share the same transport path towards the surface. As a consequence,
both components are similarly affected by OH.
The sensitivity of the time lag to the convective transport is even smaller and there-
fore negligible. This implies that the simulated vertical mixing in the troposphere
is not of relevance for the downward transport time, but the time scale is rather
determined by the simulated large scale advective transport.
The level of the SPE induced excess 14CO at the surface primarily depends on
the proton flux and the characteristic rigidity of the respective SPE. Furthermore
the cut-off rigidities of the Earth’s magnetic field, which are heavily influenced by
concurrent geomagnetic storms, are important parameters. All these factors deter-
mine the source strength and distribution of the SPE induced 14CO. Because the
SPE 14CO source distribution is nearly hemispherically symmetric and located in
the stratosphere, atmospheric transport, especially the cross tropopause downward
transport from the polar stratosphere plays a key role for the amount and timing of
SPE induced excess 14CO that is observed at the surface level. Seasonality and in-
terhemispheric differences in this atmospheric transport determine the surface level
signal in the atmospheric 14CO mixing ratio.
The excess signals at the surface level obtained with the different model configu-
rations support the previous conclusions about the simulated STE (chapters 5 and
7). The STE rate predicted by 2.0-SLT is higher than that simulated by 2.0-SPF.
The interhemispheric asymmetry of STE is more pronounced in the 2.0-SPF(R)
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configuration than in the 2.0-SLT configuration (Figure 9.3 and 9.9). By means
of the SPE signals, this differently simulated NH-SH asymmetry of STE becomes
further resolved with respect to time. This can be achieved by comparison of the
simulated SPE induced excess 14CO signals at the surface level during different sea-
sons. Whereas the 2.0-SPF(R) configuration exhibits a seasonal cycle of the STE in
both hemispheres, the 2.0-SLT predicted STE is nearly hemispherically symmetric
in spring.
Moreover, the analysis of the SPE produced excess 14CO signal and its timing also
provides information on the spatial distribution of STE fluxes on various scales.
The zonal average time lag between the SPEs and the maximum 14CO increase
indirectly maps the flux of tracer out of the polar middle stratosphere. Imaginary
lines perpendicular to the isochrones in Figure 9.6 indicate the direction of this flux.
The zonal average excess 14CO signal at the surface level provides an impression of
the latitude dependence of the STE (Figure 9.3). And finally, the local time lag
at the surface level indicates the role of STE for the 14CO mixing ratio at a given
location (Figure 9.5). On increasingly smaller scales, the particular results depend
increasingly on the details of the tracer transport realization in the model, and on
the underlying meteorology driving the advection.
Model calculations with meteorologies of years other than 1993 might give different
results concerning the timing and amount of SPE induced excess 14CO at the surface.
From this, inter-annual variations of the large scale polar circulation and/or the
stratosphere - troposphere exchange can potentially be derived.
As already mentioned above, the SPE 14CO production rate distribution used was
calculated by Lingenfelter and Flamm [1964] for a characteristic rigidity of 125 MV.
This distribution shows a maximum 14CO production rate at 30 hPa to 40 hPa,
dependent on the geomagnetic latitude. With decreasing characteristic rigidity, this
production rate maximum shifts to higher levels (lower pressure). The transport
time scale in the above analysis is derived by identifying the maximum excess 14CO
at the surface level, and is therefore well defined as long as the production rate
maximum is located below the upper model boundary, which is at roughly 2 hPa.
Furthermore, as shown by Reeves et al. [1992] not only the total proton flux, but also
the characteristic rigidity of an SPE changes during the event. This will certainly
affect the excess 14CO signal shape. However, since the uncertainties in atmospheric
transport of 3-D models are still quite high, it can be expected that such detailed
information would be convoluted.
Finally it should not be concealed that current 3-D models appear to have difficulties
with the stratospheric transport and the effect of the subtropical barrier [Douglass
et al., 1999; Hall et al., 1999]. The models in general overestimate the stratospheric
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Figure 9.10: CO (upper) and 14CO (lower) measurements at Baring Head (41.4oS,
174.9oE), New Zealand for the years 1989 to 1994 [Brenninkmeijer et al., 1992; Brenninkmei-
jer , 1993, and unpublished results].
quasi horizontal transport across this barrier. In the case of 14CO (GCR + SPE),
however, the source is located primarily in the polar stratosphere. The tracer is
transported downward at mid-latitudes, and therefore not affected significantly by
the subtropical barrier. This implies that the time scales discussed in this analysis
only describe the transport from the polar lowermost and middle stratosphere into
the troposphere. For this atmospheric transport component, SPE induced 14CO
may be a helpful tracer for evaluating different numerical advection schemes in
comparison with reality.
9.3 Measurements from Baring Head
At Baring Head (41.4oS, 174.9oE), New Zealand, atmospheric CO and its isotopic
composition were measured during the period 1989 to 1994 [Brenninkmeijer et al.,
1992; Brenninkmeijer , 1993, and unpublished results]. The time series of CO and
14CO are shown in Figure 9.10. The SPEs occurred in autumn 1989, i.e. during the
first year of the time series. Therefore the analysis is focused on year one and two
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Month 1989/90 1990/91
Oct 12.8 ± 0.45 (4) 11.71 ± 0.90 (4)
Nov 9.83 ± 1.16 (5) 9.95 ± 0.47 (4)
Dec 7.85 ± 0.63 (3) 7.26 ± 0.06 (2)
Jan 6.35 ± 0.48 (4) 5.77 ± 0.69 (4)
Feb 6.33 ± 0.61 (3) 6.16 ± 1.10 (4)
Table 9.4: Monthly mean atmospheric 14CO mixing ratio at Baring Head, New Zealand, for
spring to autumn 1989/90 and 1990/1991 in molecules cm−3 STP (standard temperature
and pressure). Error intervals represent the 1 σ standard deviation, deduced from the
measurements. The number of available measurements is given in parentheses.
of the dataset. Both years coincide with the maximum of solar cycle 22.
In Figure 9.10 it is visible that the SH late summer minimum of the atmospheric
14CO mixing ratio of 1989/1990 is somewhat higher than that of 1990/1991. A
quantitative comparison in Table 9.4 lists the monthly mean mixing ratios of 14CO
derived from the measurements for the SH spring and summer seasons. The uncer-
tainties represent the standard deviation of the available measurements for the given
month. Although Table 9.4 shows that the 14CO mixing ratio in Dec/Jan 1989/90
was slightly higher than in Dec/Jan 1990/91, this result is hardly significant if the
standard deviation is considered. Therefore a more accurate analysis is explored
below.
Analyzing this dataset specifically for SPE signals requires taking into account all
other processes that affect the local atmospheric 14CO mixing ratio. A complication
to be addressed first is that the measured atmospheric 14CO not only contains the
14CO of direct cosmogenic origin, as treated in the model, but also a smaller fraction
of 14CO from 14C recycled through the biosphere. This “biogenic” 14CO consists
mainly of 14CO contained in CO from biomass burning, and in CO from oxidation
of methane and other natural volatile organic compounds. Every nmol mol−1 of
atmospheric CO of biogenic origin contains about 0.038 14CO-molecules per cm3 of
air at standard temperature and pressure (STP) Brenninkmeijer [1993]. To subtract
the biogenic 14CO component from the measured values, one needs to know the
fraction of CO that is of biogenic origin. Background CO at southern mid-latitudes,
here measured at the remote station Baring Head, is 90 to 95% biogenic, as little CO
is imported from the NH [Manning et al., 1997] and even this small fraction from the
NH contains mainly biogenic CO. Assuming that the background CO defined by the
lower envelope (clear air, non polluted conditions at Baring Head) is 100% biogenic,
then 1.52 14CO molecules cm−3 STP are estimated to be of biogenic origin in SH-
autumn, when the CO mixing ratio is at its minimum (about 40 nmol mol−1) and
2.47 molecules cm−3 STP of biogenic origin in SH-spring, when the background CO
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mixing ratio reaches its maximum (about 65 nmol mol−1). As a result the fraction of
biogenic 14CO fluctuates only between 18% and 25% throughout the year. The non-
background values at Baring Head include excess CO from fossil fuel combustion
which is free of 14CO. Consequently, for comparing subsequent years the biogenic
fraction of 14CO can be neglected, provided that the background CO mixing ratio
is nearly the same in the two years. In Feb/Mar/Apr 1991 the background CO
mixing ratio at Baring Head was even slightly larger than in Feb/Mar/Apr 1990
(Figure 9.10). If this small surplus of CO was of biogenic origin, the 14CO mixing
ratio at the same time would also have a larger fraction of biogenic 14CO, which
would reduce the cosmogenic fraction of the 14CO mixing ratio in Feb/Mar/Apr
1991 even further. Thus, neglecting the biogenic fraction means that the role of
SPE induced excess 14CO will likely be underestimated.
9.3.1 Analysis of the Baring Head dataset
For quantifying the inter-annual changes, the 14CO measurements are smoothed
with a low pass convolution filter of the form
f(t) = N · exp(−( t
∆TF
)2) (9.10)
in the frequency domain (by Fourier transformation) after linear interpolation of
the data to daily values. N is a convenient normalization constant, t is time and
∆Tf the time window of the low pass filter. To critically assess the influence of the
frequency domain, 3 cases with a time window width ∆Tf of 4 weeks, 2 weeks and
1 week respectively are considered.
The data are further normalized to equal conditions with respect to the solar activity,
using the results from chapters 5, 7, and 8. Three approaches are applied to
determine the relative modulation of the global source strength, similar to those
discussed in chapter 8:
• The solar modulation potential Φ calculated by Masarik and Beer [1999] is
used as modulation parameter for the source strength (interpolated as dis-
cussed in chapter 8). However, the normalization to average standard condi-
tions is omitted. This results in an absolute source strength of
q(t) = 2.14143− 0.00359 · s(t+ ∆TΦ) (9.11)
where s(t) is the monthly mean sunspot number and ∆TΦ = −6 months.
The source scaling is simply c(Φ)q = q(t) / (molec cm
−2 s−1). The resulting
normalization is then to a global average production rate of 1 molec cm−2 s−1.
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• Following the approach of Lingenfelter [1963], the monthly mean sunspot num-
ber is used as modulation parameter in Eq. (8.1), i.e. x(t) = s(t + ∆T ) with
∆T = −7 months. The ratio between solar maximum and solar minimum
is estimated to be qr = 0.7. The sunspot numbers at solar minimum and
solar maximum are according to Lingenfelter [1963] xsmin = ssmin = 9.1 and
xsmax = ssmax = 187.4 respectively.
• The neutron count rate (monthly averages) of the Mt. Wellington neutron
monitor (42.92oS, 147.25oE, Tasmania, the closest one available to Baring
Head) are used as modulation parameter in Eq. (8.1), i.e., x(t) = n(t). The
neutron data were obtained from the World Data Center (WDC-C2). It is
further assumed that the relative amplitude of the neutron count rate and the
14C(O) production rate during a solar cycle is the same. The resulting ratio
of the 14C(O) production rate between solar maximum and solar minimum
calculated from the neutron count rates is then qr = 0.69.
To obtain the rescaling function c′χ(t) for the atmospheric
14CO mixing ratio due to
the solar cycle, the time dependence of the global 14CO source strength cq(t) is con-
voluted with the atmospheric response filter (chapter 7) for each of the 3 approaches.
The SH tropospheric response time is estimated to τ = 3.5 months (average of all
predictions, Table 7.2), and the appropriate weight of the current month’s produc-
tion rate scale to w0 = 0.14. The uncertainty in the atmospheric response time
hardly affects the results, since the time window used for smoothing is 4 weeks or
less, which is at least a factor of 3 smaller than the atmospheric response time.
The resulting rescaling functions c′χ
−1(t) (cf. Eq. (7.2)) are presented in Figure 9.11.
The long term series of the rescaling factor c′χ
−1 (Figure 9.11, left) exhibits large
variations between subsequent solar cycles. Compared to these variations, the vari-
ations within the time interval of the observations (Figure 9.11, right) are small. In
particular during the years of interest, i.e., in 1989 and 1990, the slope of the scaling
function is flat. For comparison, also the “raw” scaling functions, not taking into
account the atmospheric response time, i.e., c′χ(t) = cq(t) (formally obtained with
the filter w0 = 1) are included. The “memory-effect” of the atmosphere, i.e., the
delayed response of the 14CO mixing ratio to variations in the global source strength,
results primarily in a smoothing of the scaling function. Finally, the different “stan-
dard” for the chosen normalizations is clearly visible in Figure 9.11. Whereas the
rescaling based on sunspot number or neutron count rate provides only a relative
normalization to solar minimum conditions, the modulation potential based rescal-
ing performs an absolute normalization to a global average production rate of 1
molec cm−2 s−1.
The impact of the 3 different data rescaling processes on the time series of measure-
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Figure 9.11: Scaling functions c′χ
−1 for normalizing 14CO measurements due to the solar
cycle. The left side shows the long term scaling factors based on the calculated modulation
potential (Φ) of Masarik and Beer [1999], on the monthly mean sunspot number (s), and
on the Mt. Wellington neutron monitor count rate (n) respectively. c′χ is calculated from
the respective source strength scaling by convolution with the atmospheric response filter
(indicated by τ , see chapter 7), with τ = 3.5 months and w0 = 0.14. The dashed box
indicates the time interval that is used for rescaling the Baring Head time series. This is
shown enlarged on the right-hand side. Here also the scaling functions that do not consider
the atmospheric response (i.e., w0 = 1, denoted without τ) are included. The sunspot
number based rescaling function implies a time lag of ∆T = −7 months, the shielding
potential based function a time lag of ∆TΦ = −6 months.
ments and the unscaled data are shown in Figure 9.12 for a 4, 2 and 1 week time
window of the smoothing convolution filter (Eq. (9.10)). If there were no inter-annual
variations in atmospheric transport and in the OH concentration, the rescaled lo-
cal 14CO extrema (minimum in autumn, maximum in spring) would have the same
value each year. In other words, under the assumption that the rescaling is perfect,
i.e., that it indeed removes any variation due to the GCR 14CO source strength
modulation from the data, the remaining trends and inter-annual differences have
to be caused by other effects (i.e., sinks, transport processes, or SPEs).
The rescaling is applied to the 5 year period of the dataset. However in the following,
the focus is only on the first two years of the dataset, which are relevant for detecting
the SPEs of 1989. For those two years, the maximum and likewise the minimum
14CO mixing ratios are indeed on the same level respectively, after the rescaling is
applied (Figure 9.12).
Shown in Figure 9.13 is the ratio of the rescaled 14CO mixing ratio at time t versus
the respective mixing ratio exactly one year later, again for the 3 rescaling methods
plus the unscaled smoothed data and the 3 time windows used for data smoothing.
This gives direct information about the inter-annual variation of the 14CO mixing
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Figure 9.12: Results of the different 14CO rescaling methods used to compensate for the
solar cycle for the smoothed data obtained with a time window of the convolution filter ∆Tf
(Eq. (9.10)) of 4 weeks (upper), 2 weeks (middle) and 1 week (lower).
ratio. The first observation is that the rescaling has a small effect on the overall
shape and that the characteristic fluctuations are retained (Figure 9.13, upper).
The reason for this rescaling to be moderate is that the solar activity is at its
maximum in 1989/90; the global average 14CO production rate did not change much
between these years. For all rescaling methods applied, four local maxima can be
identified (Figure 9.13, upper). The first and the second maximum can immediately
be explained. At the beginning of the 14CO time series, the scatter is high, which
leads to a “double-maximum” in the smoothed curve (cf. Figure 9.12, upper) in the
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Figure 9.13: Ratio of the smoothed and rescaled 14CO measurements at time t to the
respective value one year later for three different convolution filter time windows ∆Tf
(Eq. (9.10)) of 4 weeks (upper), 2 weeks (middle), and 1 week (lower). The arrows in-
dicate the occurrence of the 3 major SPEs in 1989, the arrow length represents the total
SPE induced 14CO production.
middle of 1989. The third local maximum in Figure 9.13 (upper) indicates 7 - 10%
excess 14CO in Dec 1989 to Feb 1990 compared to the same period one year later.
The plausible explanation of this enhanced atmospheric 14CO level is the occurrence
of the 3 major SPEs in August to October 1989, in agreement with the model results
presented in section 9.2.2.
Smoothing the data with shorter time windows (Eq. (9.10)) leads to similar results,
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as shown also in Figure 9.12 for a 2 week (middle) and a 1 week time window (lower).
The corresponding excess 14CO signals are shown in Figure 9.13 (middle and lower
respectively). Passing increasingly higher frequencies through the low pass filter
(Eq. (9.10)) leads to a more structured signal. The result obtained with the 1 week
window (Figure 9.13, lower) suggests that the 3 SPEs are actually distinguishable in
their excess 14CO signal. This contention is supported by the fact that the relative
height of the excess 14CO signal resembles the relative SPE strengths (in terms of
the total 14CO production), which are represented by the length of the arrows in
Figure 9.13 indicating the occurrence of the SPEs. Furthermore, the delay times
of the maximum excess 14CO after the respective SPEs (maximum proton flux,
cf. Figure 9.2) are 117 days, 89 days and 114 days (all ± 2 days, derived from the
smoothed data with ∆Tf = 1 week) for the three events. These correspond closely
to the characteristic rigidities of the proton spectra of the events (Table 9.2), which
are 60.6 MV, 102.0 MV, and 77.4 MV respectively. With increasing characteristic
rigidity, the penetration depth of the solar protons into the atmosphere increases.
Consequently the SPE induced 14CO production also occurs deeper into the atmo-
sphere and it takes less time to transport the additional 14CO into the troposphere.
The local maxima that occur in March and May 1990 in the 1 week filtered excess
14CO plot (Figure 9.13, lower) and the corresponding peaks obtained with longer
time windows (Figure 9.13 upper and middle) may possibly be caused by variations
in the strength of stratosphere - troposphere exchange. The SPEs build up an addi-
tional stratospheric 14CO reservoir that feeds 14CO into the troposphere. However,
the strength of stratosphere - troposphere exchange is not necessarily the same for
a given calendar month from one year to the next. A tentative indication for this is
given by the repeatedly occurring small peaks of the 14CO mixing ratio in the SH
autumn and winter between the minimum and maximum 14CO mixing ratio of the
years 1990 and 1991 (Figure 9.12, lower).
9.3.2 Comparison with the model results
The results of the various model simulations discussed in the first part of this chapter
applied to Baring Head are shown in Figure 9.14, depicting the modeled excess 14CO
at Baring Head after the 1989 SPEs. In contrast to the measurement data smoothed
with the 1 week time window (Figure 9.13, lower), the 3 different events are not
distinguishable in the model results, even though the implicit filtering of the model
results due to the 5-day averaging of the model output is shorter than the 1 week time
window applied to the observations. A simulation with the 2.0-SPF configuration,
taking only into account the largest SPE reproduces essentially the same curve shape
(not shown) as the respective run with all 3 events included, but with the level of
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Figure 9.14: Simulated SPE induced excess 14CO for Baring Head (41.4oS, 174.9oE), New
Zealand, after the 3 major SPEs in 1989. The peaks indicate the SPEs, the height of the
peaks represents the total 14CO production induced by the corresponding event. Calcu-
lations are performed with different model configurations and the OH-1 distribution. The
lower and upper limit for the 2.0-SLT and the 2.0-SPF configuration are obtained by assum-
ing a normal cut-off rigidity and an 80% reduced cut-off rigidity, respectively. For 2.0-SPFR
only the normal cut-off rigidity is considered.
excess 14CO halved as discussed in section 9.2.2. This means that in the model the
largest SPE determines the time dependence of the SPE induced excess 14CO at
the surface. The model therefore is too diffusive and not capable of describing the
transport in detail. Furthermore, this means that for a time scale estimation of the
cross tropopause transport of the SPE induced 14CO in the model only the largest
SPE can be used. Simulations with the 2.0-SLT configuration predict a time lag of
67 days between the largest SPE and the maximum excess 14CO at Baring Head.
The uncertainty is estimated to be ±5 days, because the maximum is well defined.
In contrast to that, the 2.0-SPF scheme predicts a delay of roughly 100 days with
an uncertainty of at least ±30 days because the maximum is very broad. Thus, the
2.0-SLT cross tropopause transport of the SPE induced 14CO is too fast, the time
lag being only 60% of the real. The 2.0-SPF time lag is close to the one observed;
however the SPE induced 14CO production signal is even more smeared out by this
configuration. This is consistent with the slower response of the 14CO mixing ratio to
variations in the global source strength in 2.0-SPF compared to 2.0-SLT, as derived
in chapter 7 (cf. Table 7.2). Furthermore, the mass mismatch inherent to the 2.0-
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SPF configuration seems to have only a moderate effect for this particular location,
as can be concluded from the comparison of the 2.0-SPF predicted excess signal with
the respective signal obtained with 2.0-SPFR. This is understandable, since for the
present analysis only relative changes are considered, and both 14CO contributions
(GCR background + SPE induced) are similarly affected by the rescaling procedure.
9.4 Independent estimate of the transport time scale
In order to verify the time-scale estimates of the SPE induced 14CO downward mo-
tion, an independent estimate is provided for comparison. This estimate is derived
from the dynamics of the downward motion of air in the high latitude lower strato-
sphere. “The downward motion of air parcels in the high latitude lower strato-
sphere can be regarded as a part of the global stratospheric Brewer-Dobson cir-
culation. This circulation is forced by the dissipation in the winter hemispheric
stratosphere of Rossby and gravity waves that originate from the troposphere. This
dissipation causes a deceleration of the (mainly zonal) wind, which disturbs the
geostrophic balance between the poleward-directed pressure gradient force and the
equatorward-directed Coriolis force. The resulting net force drives stratospheric air
parcels towards the winter pole; by continuity the air parcels move downward in
the extra-tropical winter hemisphere, and are ‘sucked up’ in the tropics. When the
stratospheric air parcels reach the tropopause, they are effectively mixed into the
troposphere by synoptic weather systems within a few weeks” (Peter Siegmund,
KNMI, personal communication, 1999).
To obtain an independent estimate of the transport time scale, the magnitude of
the mean downward motion of air parcels in the lower stratosphere at high latitudes
has been estimated by diagnosing the Transformed Eulerian Mean (TEM) vertical
velocity ω∗, using the 15-year (1979-1993) ECMWF reanalysis (ERA) dataset [Gib-
son et al., 1997]. “The TEM circulation is the Eulerian mean circulation in which
the part forced by eddy heat transport is removed. For each of the 180 months
of the ERA period, the ω∗ in the lower stratosphere is diagnosed separately, with
a latitudinal resolution of 2.5 degrees and (for the present study) at the levels of
10, 30, 50, 70, 100, 150, 250 and 300 hPa. The equation for ω∗ is given, e.g., by
Peixoto and Oort [1992]. The ω∗ values applied in this study are 15-year August
to November averages over the regions poleward of 60oN and 60oS, along with the
respective averages for the year 1989.
The ERA data are produced by a frozen version of the ECMWF model. Therefore,
the ERA data do not suffer from changes in the model during the period 1979-1993,
as would be the case if ‘normal’ model analysis would be applied. This advantage is
particularly large for the vertical velocity, because this quantity strongly depends on
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Figure 9.15: SPE induced 14CO production rate distribution in units of 1 molecule g−1 s−1
normalized to a global average production rate of 1 molecule cm−2 s−1 in the model atmo-
sphere. The tropopause is the average WMO-tropopause level (WMO [1992], see section 1.5)
from August to November 1993 obtained from the NCEP-reanalysis data. The ECMWF
reanalysis based subsidence durations between the indicated pressure levels (dotted lines)
are given in days. These are averaged over 60o to 90o latitude, the months of August to
November, and the years 1979 to 1993. The error is the standard deviation according to the
year-to-year variation as described in the text. The value in parentheses is the respective
subsidence time for the year 1989.
the formulation of the model. However, also in the ERA dataset ω∗ still remains a
rather uncertain quantity. This is particularly true for ω∗ in the stratosphere, where
the number of observations is small and where the modeled circulation is influenced
by the imposed upper boundary (10 hPa) conditions of the model.
Computations for the two hemispheres of the extra-tropical average of ω∗ (i.e. of the
strength of the Brewer-Dobson circulation) using ERA data give generally somewhat
larger (tens of %) values than found in similar studies [e.g., Holton, 1990; Rosenlof ,
1995]. For averages over a smaller area the differences would likely be larger. For
the ω∗ as used in this study, averaged as described above, an educated guess of
its accuracy is 50%. Despite this large uncertainty, there are at present no more
accurate, useful vertical velocity data available” (Peter Siegmund, KNMI, personal
communication, 1999).
The result of the subsidence velocity analysis is presented in Figure 9.15. Shown
is the time it takes the air to subside between the indicated pressure levels. The
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year-to-year variation of the subsidence time is computed as standard variation
σt =
dp
ω∗2
σω∗ , (9.12)
where p is pressure, and σω∗ is the standard deviation of ω
∗ calculated according to
Eq. (7.14). This variation (Figure 9.15) is smaller than the general uncertainty of the
method as discussed above. Therefore in the discussion below the averaged values
are used, but in addition the respective numbers for the year 1989 are provided
in parentheses. Assuming a time lag of 14 days for the air that just crossed the
tropopause to reach the surface (tropospheric mixing time), the maximum excess
14CO at Baring Head induced by the three SPEs should then originate from a
pressure level between 95 hPa and 120 hPa, not considering the uncertainty in the
subsidence velocity. Assuming a 50% overestimation of the subsidence velocity, the
respective levels are 55 hPa - 70 hPa. According to the results of Lingenfelter and
Flamm [1964], the maximum of the SPE induced 14C production rate is expected
to be somewhat higher, at about 30 hPa. But these calculations also predict a
significant production rate at 70 hPa to 100 hPa. A re-calculation of the SPE
14CO source component with better knowledge of the solar proton spectrum and
flux during SPEs and all relevant cross sections is therefore desirable. This could
either be performed with particle production transport codes as used by Masarik
and Reedy [1995] or Masarik and Beer [1999], or probably by an adaption of the
method presented in O’Brien and Sauer [2000].
9.5 Discussion
Even though the temporal increase in 14CO is relatively small, the good agreement
that is obtained between the model predictions and the observations for the timing
and the magnitude gives confidence in the quality of the experimental data and
the theoretical interpretation. One issue that needs to be addressed is whether
the signal extracted from the measurements at Baring Head is due to artifacts
in the observations. The data have only a small measurement uncertainty of 2%
Brenninkmeijer [1993], but there is a natural scatter well in excess of this. To
test the robustness of the signal extracted from the data, the filtering is performed
repeatedly, with random omission of about 10% of the data points. Some results
are shown in Figure 9.16. These tests show that the signal may change somewhat
in shape and magnitude, but remains essentially the same. This implies that it is
unlikely that the signal extracted is coincidental.
Other causes for a signal in 14CO may have been changes in sampling strategies,
or in the synoptic conditions. For instance, sampling air solely during southerly
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Figure 9.16: Ratio of the smoothed 14CO measurements at time t to the respective value
one year later for a convolution filter time window ∆Tf (Eq. (9.10)) of 1 week. The solid
line shows the result for the full time-series (cf. Figure 9.13), the thin dotted lines show a set
of results derived from time-series where 20 data-points have been omitted at random. The
arrows indicate the occurrence of the 3 major SPEs in 1989, the arrow length represents the
total 14CO production.
wind conditions may lead to a bias. Southerly air reaching Baring Head contains
more 14CO and generally less CO, since the CO sources are smaller, but the 14CO
source strength increases with geomagnetic latitude. Such a bias is highly unlikely
because not only southerly conditions were sampled, but also because there was no
significant synoptic difference between the 2 years involved.
Further factors that affect the local 14CO mixing ratio have to be considered. A
major one is OH itself. If the elevated 14CO values in early 1990 at Baring Head
were solely explained by lower OH levels, then this would be in conflict with the
CO measurements of the same period, which show actually slightly lower values
compared to one year later.
Although it is difficult, if not impossible, to prove that only the SPEs are responsible
for the difference in the observed 14CO, there is no direct evidence for changes in OH.
Records of methane and methylchloroform (CH3CCl3, MCF) have been inspected
from Cape Grim (40.68o S, 144.68o E), Tasmania, for the years involved, and levels
are tentatively somewhat lower in the 1990 seasonal minimum. This could point
to a higher OH concentration. However, it is difficult to assign trend lines to these
records to estimate changes. Methane values show important variations from 1990
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onwards [Dlugokencky et al., 1994]. Methylchloroform started to decrease rapidly in
1992 [Prinn et al., 1992; Spivakovsky et al., 2000]. Important factors affecting the
mixing ratio of these gases are changes in source strength. For methylchloroform
the movement of the inter-tropical convergence zone (ITCZ) also plays a role, since
its main source is (was) in the northern hemisphere. Known reasons for inter-annual
changes in OH, such as year-to-year changes in water vapor or stratospheric ozone
are unlikely to produce exactly the kind of signal in 14CO that can be expected from
SPEs.
9.6 Conclusions
Major SPEs induce additional stratospheric 14CO production on time scales of hours
to days. The equivalent of up to several months of GCR background 14CO can be
produced, depending on the SPE’s total proton flux and the characteristic rigid-
ity of the SPE’s energy spectrum. The latitude and time dependence of the SPE
induced excess 14CO at the surface level contains valuable information about the
cross tropopause downward transport, because the source is almost exclusively in
the polar stratosphere.
A transport time scale can be defined as the delay between the maximum (or center
of mass) of the 14CO production during the SPE and the maximum 14CO increase
at the surface. Different model configurations (in particular with different numerical
advection schemes) yield a strongly different cross tropopause downward transport,
i.e., a different transport time and a different amount of excess 14CO at the surface.
This especially concerns the strength and seasonality of the transport component
from the polar lowermost and middle stratosphere into the troposphere and its
differences between the two hemispheres. The measurable time lag and the amount
of SPE induced excess 14CO at the surface can therefore serve as a valuable test for
the stratosphere - troposphere exchange by which 3-dimensional model transport and
numerical advection schemes can be evaluated, in particular in terms of seasonal
and hemispheric differences. This test is, according to the model results, almost
independent of the distribution of the oxidizing capacity of the atmosphere, and the
time lag is dominated by the large scale transport properties.
A time series of 14CO measurements at Baring Head, New Zealand, indicates a
temporal increase of 14CO at the surface 3 to 4 months after 3 major SPEs in
Aug/Sep/Oct 1989. The small signal could have been obscured by the solar modu-
lation of the GCR induced background 14CO production; however, 3 different tech-
niques used to rescale the measurements show the same result. The relative height
of the SPE induced 14CO increase at the surface corresponds well with the total
14CO production during each respective event. The time lag between each event
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and the maximum increase of 14CO at the surface decreases with increasing char-
acteristic rigidity of the event, since the SPE induced 14CO production then takes
place deeper in the stratosphere. The peak relative increase of 14CO above the back-
ground mixing ratio is about 10-20% which is also predicted by the model, however,
with a wide range, depending on the advection scheme and the assumed cut-off
rigidity. Because both the cut-off rigidity and the characteristic rigidity of the SPE
determine the SPE 14CO source distribution and strength, conclusions about the
cut-off rigidity cannot be drawn.
The time lag between the SPE and the maximum excess 14CO at the surface level,
which is mainly determined by the stratospheric subsidence, is 3 to 4 months. This
corresponds, within the uncertainties, to the subsidence time calculated indepen-
dently from the ECMWF reanalysis data. The 2.0-SLT configuration underesti-
mates this delay time; the cross tropopause transport takes only 2-3 months and
therefore is too fast. The 2.0-SPF configuration predicts 4 to 5 months, which seems
to be an overestimation of the time lag; however, it has to be taken into account
that the center of mass of the SPE induced 14CO source distribution that is used
in the model, might be somewhat too high. In this case the 2.0-SPF configurations
results would fit very well with the ECMWF based estimate, but the 2.0-SLT based
prediction of the time lag would be even more significantly underestimated. Both
model configurations fail to predict the fast decay of the excess 14CO signal at the
surface and are not able to resolve the three individual events.
The next solar maximum is expected in 2001. SPEs are likely to occur. This
offers the chance to measure the SPE induced excess 14CO again. Measurement
sites in both hemispheres could provide very valuable information about the cross
tropopause transport, especially about interhemispheric differences.
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10 A 14CO based model inter-comparison: Stra-
tosphere - troposphere exchange in MATCH
and TM3
Abstract. More than half of the cosmogenic 14CO is produced in the stratosphere. Therefore,
not only the tropospheric OH abundance determines the tropospheric 14CO mixing ratio, but
also the stratosphere - troposphere exchange (STE) of the tracer. Various model configurations
of MATCH and TM3 are compared with regard to this aspect. Different numerical advection
schemes are used in the two models. Furthermore, the underlying meteorological data driving
the advection are different. As a consequence, differences in the simulated STE occur. The
influence of the horizontal and vertical grid resolution on the simulated STE of 14CO is assessed
with TM3. Furthermore, the simulated STE is investigated with respect to the interhemispheric
asymmetry of the downward flux across the tropopause and its localization. The seasonal variation
in both hemispheres and the amplitude of the annual cycle is discussed. And finally, the phase lag
between STE and OH seasonality in the troposphere and the stratosphere is compared in order
to understand the influence of STE on the tropospheric 14CO mixing ratio. It turns out that
depending on the particular model configuration the most important aspects of STE according to
the present knowledge are qualitatively represented by the models. Large uncertainties remain,
however, concerning the absolute downward mass flux of 14CO. Nevertheless, differences between
the particular model configurations with respect to the interhemispheric asymmetry, the phase and
the amplitude of STE can probably be used to further constrain the STE when simulated 14CO
mixing ratios are compared to measurements.
10.1 Introduction
Most of the model simulations performed so far, aiming at the understanding and
assessment of the relevant processes and their uncertainties determining the atmo-
spheric mixing ratio of 14CO, have been performed with the MATCH model in
various configurations. Thereby, the differences between the particular configura-
tions focus mainly on the large scale advection determining the tracer transport. All
configurations were driven oﬄine by the same meteorological data, i.e., the NCEP
reanalysis data [Kalnay et al., 1996]. As indicated in chapter 2, the quality of the
meteorological data is at least equally important for the usability of the model pre-
dictions as is the accuracy of the advection algorithm itself. In other words, the best
advection algorithm will never deliver realistic results when the underlying meteo-
rological data are deficient. This is of special importance when oﬄine models are
expected to reproduce particular measurements sampled in the real atmosphere.
Therefore, the analysis of the uncertainties in the simulated atmospheric 14CO mix-
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ing ratio arising from inaccuracies in the realization of the simulated tracer transport
is further expanded in this chapter. For this purpose, model simulations of atmo-
spheric 14CO performed with the oﬄine model TM3 (KNMI-Version) are analyzed
under various aspects. The influence of the chosen model grid resolution (horizontal
and vertical) on the simulated 14CO mixing ratio is assessed. Furthermore, the TM3
simulations are compared to MATCH simulations that are obtained under the same
initial and boundary conditions (e.g., source of 14CO, OH distribution). This is es-
pecially of interest since different advection algorithms are implemented in MATCH
and TM3, and, what may be even more important, the TM3 advection is driven by
the ECMWF reanalysis data, whereas MATCH is driven by the NCEP reanalysis
data (both 1993). All TM3 simulations were performed by KNMI (Ad Jeuken, per-
sonal communication 1998-2000). The special focus of this model inter-comparison
is on the simulated stratosphere - troposphere exchange (STE), i.e., on its strength,
its seasonality, and its localization. Differences between the various model configura-
tions can be used to constrain the relevant effects which determine the atmospheric
14CO mixing ratio. And finally, measurements of 14CO in comparison to the model
results can then be used to evaluate the models with respect to these effects.
10.2 Model setup
The two models are initialized with zero mass mixing ratio of atmospheric 14CO and
subsequently integrated (for up to two years) with the 14C(O) source distribution of
Lingenfelter [1963] (LF, see chapter 5) for solar minimum conditions. The source
distribution is normalized to a global average production rate of 1 molec cm−2 s−1 in
an idealized static atmosphere of constant depth (1033 g cm−2). The interpolation
of the 14CO source on the TM3 grid is performed in the same way as described for
the MATCH grid in chapter 5 (i.e., pre-calculation on horizontal coordinates, and
online interpolation on the pressure levels). The MATCH advection is driven by the
NCEP-reanalysis meteorology of 1993 [Kalnay et al., 1996], the TM3 advection by
the ECMWF reanalysis meteorology of the same year.
The OH-1 distribution is prescribed for the 14CO oxidation. For this, the tropo-
spheric OH distribution of MATCH is redistributed onto the various TM3 grid res-
olutions using a transformation algorithm, similar to that presented in section 2.4.
First, the horizontal (latitude, longitude) overlap fraction for every pair of grid
columns is calculated as
fA =
AS
⋂
AD
AD
, (10.1)
where AS is the base area of the source grid column (MATCH), AD the base area
of the destination grid column (TM3), and “
⋂
” indicates the intersection of both.
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If this horizontal overlap fraction is non-zero, the overlap of the grid boxes in ver-
tical direction are calculated for this particular pair of source and destination grid
columns. To ensure a 100% vertical overlap, the vertical model coordinates are
internally converted to pure sigma coordinates of the form
σ =
p
ps
, (10.2)
where p is the pressure level at the box interfaces (i.e. lower and upper boundary
of a given grid box) and ps is the surface pressure of the respective grid column.
Furthermore, the upper grid boundary is set to σtop = 0. As a consequence all valid
sigma levels on both the source and the destination grid are in the range 0 ≤ σ ≤ 1.
The resulting vertical overlap fraction of a particular pair of grid boxes is then
fσ =
∆σS
⋂
∆σD
∆σD
, (10.3)
where ∆σ is the sigma-level interval covered by a given grid box on the source (S)
and destination (D) grid respectively. Finally, the contribution δOH of OH in the
destination grid box that resides in the source grid box is
δOH = fA(AD, AS) · fσ(∆σD,∆σA) ·OHS . (10.4)
The resulting OH concentration in the destination grid box is then obtained by
summation of δOH over all columns and vertical levels of both grids. The surface
pressure of June 1993 is used as the reference surface pressure ps for the transfor-
mation.
As in MATCH, OH-2D is used in TM3 above the climatological mean tropopause
(Eq. (1.10)). The stratospheric OH-2D distribution is transformed to the TM3 grid
in horizontal (latitudinal) direction by the same algorithm as the tropospheric OH
distribution described above. The vertical interpolation on the TM3 pressure levels
is performed online as in the MATCH configurations (see section 1.4).
The production rate q of 14CO as it appears on the model grid and the loss rate l
due to oxidation by OH are included in the model output for some model configura-
tions. The MATCH configurations 2.0-SLT, 2.0-SPF, and 2.0-SPFR are used. For
those and for the TM3-L-L31 configuration, the stratosphere - troposphere exchange
(STE) is quantified by separately tracing 14CO that is produced in the stratosphere
and 14CO that is produced in the troposphere. The resulting mass mixing ratios
of these additional tracers are denoted as χst and χtr respectively. The tropopause
pressure for distinction between stratospheric and tropospheric 14CO production is
prescribed oﬄine by the NCEP reanalysis tropopause pressure (1993, daily averages)
in MATCH, and diagnosed online according to the WMO definition [WMO , 1992]
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1st year 2nd year
χ χtr,χst q l χ χtr,χst q l
2.0-SLT X X X X X X X X
2.0-SPF X X X X X X X X
2.0-SPFR X X X X X X X X
TM3-L-L19 X X X X X X
TM3-L-L31 X X X X
TM3-H-L19 X X X
Table 10.1: Overview of model output available for the MATCH - TM3 inter-comparison.
χ, χtr, and χst, are the mixing ratios of 14CO, 14CO produced in the troposphere, and
14CO produced in the stratosphere, respectively. The tropopause is diagnosed online accord-
ing to the WMO definition [WMO , 1992] in TM3 and prescribed by the NCEP reanalysis
tropopause of 1993 (daily averages) [Kalnay et al., 1996] in MATCH. q is the production
rate and l the loss rate of 14CO in the model atmosphere.
in TM3. In order to force linearity, χst and χtr are adjusted to match the total
14CO
mixing ratio χ at every time step, i.e.,
χst ← χ · χst
χtr + χst
(10.5)
χtr ← χ · χtr
χtr + χst
. (10.6)
This adjustment is, however, only included in the MATCH simulations.
All model output is archived as 5-day averages, except for February 26 - 28, where
the TM3 output is a three day average. The TM3 simulations were all performed at
KNMI (Ad Jeuken, KNMI, personal communication, 1998-2000). Table 10.1 gives
an overview of the various model simulations and the model output that is available
for further analysis.
10.3 Model results
The overall model results listed in Table 10.2 are renormalized to a global average
14CO production rate of 1 molec cm−2 s−1 in the respective model atmospheres. The
resulting annual 14CO production is 7.94± 0.5 kg for all model configurations. The
annual global loss of 14CO through oxidation by OH is of similar magnitude. The
deviation from the long term equilibrium between production and loss of 14CO is less
than 0.4% in MATCH (except 2.0-SPF) and less than 1.3% in TM3. For 2.0-SPF
the annual global loss is 21% larger than the annual global production, indicating
the additional artificial source contribution due to the grid mismatch discussed in
chapter 2. The equilibrium state and the mismatch in the 2.0-SPF configuration
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l¯ m¯ σmm¯
−1 m˙q m˙l τl = m˙m˙l
molec cm−2 s−1 kg % kg yr−1 kg yr−1 months
2.0-SLT 0.996 2.361 1.4 7.893 7.863 3.60
2.0-SPF 1.208 2.980 1.3 7.893 9.535 3.75
2.0-SPFR 0.997 2.475 0.5 7.893 7.867 3.78
TM3-L-L19 1.006 2.130 1.0 7.982 8.030 3.18
TM3-L-L31 1.011 2.158 1.4 7.982 8.072 3.21
TM3-H-L19 7.974
Table 10.2: Annual global mean loss rate (l¯), annual mean global burden (m¯), global
production (m˙q), and global loss (m˙l) of 14CO in the model atmosphere of various model
configurations. σm is the standard deviation of the average burden with respect to time
(5-day averages versus annual average). τl is the global average atmospheric lifetime of
14CO due to oxidation by OH. All values are normalized to a global annual average 14CO
production rate of 1 molec cm−2 s−1 in the respective model atmosphere. Missing data is
not available.
is also mirrored in the average loss rate of 14CO in the model atmosphere; for all
model configurations this is within ±1.1% of the renormalized global average 14CO
production rate of 1 molec cm−2 s−1, except for 2.0-SPF, where the loss rate is 21%
larger than the “physical” contribution to the 14CO production.
The resulting global atmospheric burden of 14CO is, except for the 2.0-SPF configu-
ration, between 2.1 and 2.5 kg for the given source strength. The standard deviation
of the global atmospheric 14CO burden with respect to time is small (< 1.5% of the
burden). The reason for this is the constant source strength throughout the year.
And finally, as already found in chapter 7, the global atmospheric lifetime τl of
14CO predicted by TM3 is on average about 14% shorter than predicted by the
MATCH 2.0 configurations; the full range of all configurations considered is 3.18 to
3.78 months (Table 10.2).
For further investigation of the differences between the particular configurations,
various aspects are addressed separately in the following sections.
10.3.1 Horizontal resolution
The influence of the horizontal model grid resolution of TM3 on the resulting 14CO
mixing ratio is analyzed from the results of the first year simulation (initialized with
zero mass mixing ratio). The development of the global atmospheric burden towards
equilibrium is depicted in Figure 10.1. A slight mismatch between global burden
and cumulative production minus loss occurs. This mismatch is about 0.05 kg after
one year, i.e, less than 3% of the global burden. Whereas the global 14CO growth
rate is almost independent of the horizontal resolution during the first 2 months, it
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Figure 10.1: Global atmospheric burden of 14CO (solid lines) and time integrated produc-
tion minus loss (dashed lines) calculated by TM3 with different horizontal resolutions. The
initial 14CO mass mixing ratio is set to zero. The values are normalized to an annual global
average 14CO production rate of 1 molec cm−2 s−1 in the respective model atmosphere.
starts to diverge after two to three months, with a smaller growth rate for the higher
horizontal resolution. The equilibrium global burden, approximately reached after
one year, is 1.8 kg in TM3-H-L19 and 2.1 kg in TM3-L-L19, i.e., 14% lower on the
TM3-H-L19 grid than on the TM3-L-L19 grid. This has to be taken into account
in comparing the global distribution of 14CO.
The 14CO mixing ratio during the first year simulated with TM3-L-L19 and TM3-H-
L19 is normalized to a global average 14CO production rate of 1 molec cm−2 s−1 in the
respective model atmospheres for comparison. The result is shown in Figure 10.2.
The zonally averaged annual cycle of 14CO at the surface level is similar in both
resolutions, because the OH distribution and seasonality is the same. However, for
a given global atmospheric 14CO production rate, the amount of 14CO at the surface
level is up to 15% higher for the higher resolution compared to the lower resolution.
Two exceptions are the first month, and the SH tropics and mid-latitudes in the
second half of the year, where the surface level 14CO predicted with TM3-H-L19
is lower than the TM3-L-L19 predicted mixing ratio, but not by more than 5%.
Therefore, the higher horizontal resolution tends to predict a higher 14CO mixing
ratio at the surface level compared to the lower horizontal resolution.
Taking into account the differences in the simulated global atmospheric burden, this
effect is even more pronounced. The simulated global atmospheric burden on the
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Figure 10.2: Zonal mean surface mass mixing ratio of 14CO (left column) and zonal mean
vertical distribution after one year (Dec. 27 - Dec. 31 average, right column) calculated
with TM3 using different horizontal resolutions. The initial mass mixing ratio (Jan. 1) is
set to zero. All values are normalized to an annual global average 14CO production rate
of 1 molec cm−2 s−1 in the respective model atmospheres. The lower row shows the zonal
average ratio of the TM3-H-L19 to the TM3-L-L19 results.
higher resolution grid is 13% to 15% lower in the second half of the year than on
the low resolution grid (Figure 10.1). As a consequence, a renormalization of the
simulated 14CO mixing ratio to the same global average burden would result in an
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enhanced discrepancy in the surface layer mixing ratio between TM3-H-L19 and
TM3-L-L19. For a given global atmospheric burden the 14CO mixing ratio at the
surface level simulated with the higher horizontal resolution is then overall higher
(by 9% to 35%) than the respective mixing ratio on the lower resolution grid.
The vertical distribution of 14CO is likewise affected by the choice of the horizontal
resolution. This can be seen in the right column of Figure 10.2. After one year
integration time, the lowermost stratospheric levels of 14CO are 20% to 40% lower
on the higher resolution grid compared to the lower resolution grid. This discrepancy
is smaller but still significant when the different global atmospheric burden is taken
into account (10% - 30%). The tropospheric 14CO levels, in contrast, are generally
enhanced when the higher horizontal resolution is used. Taking into account the
differences in the global atmospheric burden, this holds throughout the troposphere,
though if only the global average production rate is considered, in the tropics the
mixing ratio is lower than on the lower resolution grid.
10.3.2 Vertical resolution
The influence of the vertical grid resolution on the simulated 14CO mixing ratio
is shown in Figure 10.3. The simulations are performed with the TM3-L-L19 and
the TM3-L-L31 configurations. The second year of integration after initialization
with zero mixing ratio is analyzed. The predicted global atmospheric burden (in
equilibrium) differs only by about 1.3% (Table 10.2) between simulations on the
lower vertical resolution grid (TM3-L-L19) and the higher vertical resolution grid
(TM3-L-L31). A renormalization to the same global average production rate of
14CO in the model atmosphere is therefore sufficient for comparison.
The overall seasonal cycle of 14CO at the surface level is very similar for both vertical
resolutions; the common OH distribution and seasonality is the dominating factor.
However, changing the vertical resolution affects the absolute level of the 14CO
mixing ratio at the surface level. On the annual average, the surface level 14CO
mixing ratio is reduced when the vertical resolution is increased. On a smaller time
scale the situation is more complicated, however. Increasing the vertical resolution,
the 14CO mixing ratio at the surface level tends to decrease by 5% to 10% during
the second half of the year. During the first half of the year, it decreases by up to
20% in the SH, whereas it increases by up to 10% in the NH. As a consequence,
when the higher vertical resolution is used, the spring maximum is stronger in the
NH than in the SH, when the higher vertical resolution is used, whereas the spring
maxima predicted by the lower vertical resolution simulations are almost the same
in both hemispheres.
The annual average vertical distribution of 14CO (Figure 10.3) exhibits 5% to 10%
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Figure 10.3: Zonal mean surface mass mixing ratio of 14CO (left column) and annual
zonal mean vertical distribution (right column) calculated with TM3 using different vertical
resolutions. All values are normalized to an annual global average 14CO production rate of
1 molec cm−2 s−1 in the respective model atmosphere. The lower row shows the ratio of
the TM3-L-L31 to the TM3-L-L19 results.
lower values in the troposphere when the vertical resolution is increased, except in
the NH tropics and the upper tropical troposphere, where the mixing ratio increases
by less than 5% (Figure 10.3, lower right). At the same time, the 14CO mixing ratio
in the tropical stratosphere is reduced by 5% to 10%, with a maximum reduction
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of 20% at 15o to 20o in both hemispheres below 100 hPa. In contrast to that,
at latitudes higher than 40o the stratospheric (above 300 hPa) 14CO mixing ratio
increases by 10% to 15%, with the maximum of up to 20% in the NH, when the
vertical resolution is increased.
10.3.3 MATCH versus TM3
For the following comparison of the simulated 14CO mixing ratio obtained with
various configurations of MATCH and TM3, the results are all normalized to a
global average 14CO production rate of 1 molec cm−2 s−1 in the respective model
atmospheres. The differently simulated global atmospheric burden of 14CO in equi-
librium is not taken into account, since it is not a free model parameter. It is fully
determined by the global source strength of 14CO, the global OH distribution, and
the model characteristics. The simulations of 2.0-SLT, 2.0-SPFR, TM3-L-L19, and
TM3-L-L31 for the second year after initialization with zero mixing ratio are used
for the analysis.
10.3.3.1 Seasonal cycle of 14CO at the surface level The zonally averaged
simulated annual cycle of 14CO at the surface level is compared in Figure 10.4.
The general characteristics of the 14CO seasonal cycle at the surface level are the
same for all configurations, with 14CO mixing ratios highest in spring and lowest in
autumn. The annual amplitude increases with latitude. Differences are also present
with respect to the asymmetry between NH and SH, and the absolute level of the
14CO mixing ratio.
For all configurations the predicted NH minimum (July to September) at high lati-
tudes is lower than the respective SH minimum (January to March). Likewise, SH
maximum (August to October) predicted by MATCH at high latitudes is larger than
the NH maximum (February to April). In contrast to that, TM3-L-L19 predicts
approximately equal high latitude maxima in both hemispheres, and TM3-L-L31
predicts a stronger maximum in the NH.
The zonally averaged latitudinal gradient of 14CO during the periods of extreme
14CO mixing ratios at the surface level is shown in more detail in Figure 10.5.
During both periods the minimum 14CO mixing ratio is predicted to be located in the
tropics, at 5oS in March/April, and at 15oN in September/October. The latitudinal
gradient in the spring hemisphere is steeper from 0o to 30o than north/south of
30o. During SH autumn the 14CO mixing ratio increases almost linearly from the
equator towards the south pole. In contrast to that, in NH autumn, the maximum
14CO mixing ratio is reached around 35oN. North of this latitude the mixing ratio is
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Figure 10.4: Zonal mean 14CO mass mixing ratio at the surface level calculated with
different configurations of MATCH and TM3. The mass mixing ratios are normalized to an
annual global average 14CO production rate of 1 molec cm−2 s−1 in the respective model
atmospheres.
Figure 10.5: Zonal mean 14CO mass mixing ratio at the surface level averaged over the
periods March/April (left) and September/October (right) calculated with various model
configurations of MATCH and TM3. The mass mixing ratios are normalized to an annual
global average 14CO production rate of 1 molec cm−2 s−1 in the respective model atmo-
spheres.
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Figure 10.6: Zonal mean ratio of 14CO mass mixing ratio at the surface level between
results calculated with various model configurations of MATCH and TM3. The mass mixing
ratios are normalized to an annual global average 14CO production rate of 1 molec cm−2
s−1 in the respective model atmosphere.
almost constant, and rather tends to decrease towards the north pole. The level of
the 14CO mixing ratio during March/April and September/October predicted by the
two MATCH configurations is higher than predicted by the two TM3 configurations,
except at high northern latitudes during NH autumn, where the results of 2.0-SPFR
and TM3-L-L19 are almost identical. Moreover, the difference between the TM3
configurations with respect to the latitudinal gradient of 14CO in spring and autumn
is most pronounced at high SH latitudes.
To further investigate the surface level 14CO mixing ratio and its seasonality, Fig-
ure 10.6 shows a comparison of the simulated results. Compared to the 2.0-SLT
configuration of MATCH, TM3 predicts generally lower 14CO mixing ratios at the
surface level (Figure 10.6, upper). The discrepancy between 2.0-SLT and TM3,
however, further depends on the latitude, the season, and the vertical resolution of
TM3.
The difference between the simulated 14CO mixing ratio at the surface level in 2.0-
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SLT and TM3-L-L19 is largest in the tropics, where TM3-L-L19 predicts 25% to
35% lower mixing ratios than 2.0-SLT, almost independent of the season. At higher
latitudes the TM3-L-L19 predicted 14CO mixing ratio at the surface level is lower
than the 2.0-SLT result by 5% to 35% depending on the hemisphere and the season.
In the NH, the smallest discrepancy of 5% between TM3-L-L19 and 2.0-SLT occurs
between April and July, the largest discrepancy of 25% in winter. In the SH, the
TM3-L-L19 mixing ratio is lower than the 2.0-SLT mixing ratio by 5% in December
around 50oS, up to 35% at high latitudes between March and May, the latter being
comparable to the situation in the tropics.
With increasing vertical resolution of TM3, the discrepancy between MATCH and
TM3 also increases, i.e., TM3-L-L31 predicts lower surface level 14CO mixing ratios
than TM3-L-L19. This can be seen for instance in the NH north of 40oN. There, the
TM3-L-L19 predicts 0% to 25% lower mixing ratios, TM3-L-L31 however, 5% to 35%
lower mixing ratios than 2.0-SLT. In the SH during the second half of the year, this
effect of the vertical resolution is similar. The TM3-L-L19 predicted mixing ratio
south of 40oS is 0% to 25% lower than the 2.0-SLT predicted mixing ratio, whereas
the TM3-L-L31 results are 10% to 30% lower than the 2.0-SLT results. During the
first half of the year, however, the effect of the vertical resolution on the SH 14CO
mixing ratio at the surface level is even larger. The mixing ratio simulated with
TM3-L-L19 is 5% to 25% lower than the 2.0-SLT result, whereas the TM3-L-L31
result is at least 25% lower than the 2.0-SLT result.
Comparison of the TM3 results with the 2.0-SPFR results generally shows a similar
picture concerning the latitudinal and seasonal differences between the MATCH and
TM3 simulated 14CO mixing ratio at the surface level (Figure 10.6, lower). The TM3
predicted 14CO mixing ratio at the surface level tends to be overall lower than the
2.0-SPFR result, however with one exception. At latitudes north of 40oN between
July and September, the TM3 predicted mixing ratio is higher than the 2.0-SPFR
predicted. This is more pronounced for the lower vertical resolution (TM3-L-L19)
compared to TM3-L-L31.
10.3.3.2 Vertical distribution of 14CO To assess the differences in the simu-
lated vertical distribution of 14CO and its seasonality from the various model config-
urations, Figure 10.7 shows the zonally averaged 14CO mixing ratio in March/April,
and Figure 10.8 shows the simulated mixing ratio for the period September/October.
The general characteristics of the vertical 14CO distribution are independent of the
model configuration and the season (cf. chapter 5). The maximum mixing ratio in
a particular hemisphere is located in the lowermost stratosphere, where the main
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Figure 10.7: Zonal mean 14CO mass mixing ratio averaged over the period March/April
calculated with various model configurations of MATCH and TM3. The mass mixing ratios
are normalized to an annual global average 14CO production rate of 1 molec cm−2 s−1 in
the respective model atmospheres.
source of 14CO is located. The absolute value of this maximum exhibits a seasonal
cycle. The mixing ratio in the troposphere is a factor of 5 to 10 lower than the
lowermost stratospheric maximum.
The most distinctive indicator of differences between the particular configurations
is the maximum of the simulated 14CO mixing ratio in the lowermost stratosphere,
its seasonality, and its interhemispheric difference. For the period March/April
(Figure 10.7) the MATCH configurations predict a stronger stratospheric maximum
of 14CO in the SH compared to the NH maximum. This interhemispheric difference
is more pronounced in 2.0-SLT than in 2.0-SPFR. In contrast to that, TM3 predicts
no significant interhemispheric difference (TM3-L-L19) or, with the higher vertical
resolution, a reversed difference with a larger maximum in the NH than in the SH.
Furthermore, the TM3 predicted stratospheric maxima are larger than the MATCH
predicted maxima in both hemispheres.
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Figure 10.8: Same as Figure 10.7, except for the period September/October.
In September/October (Figure 10.8) the situation is different. All model config-
urations, except 2.0-SLT, predict a larger stratospheric maximum of 14CO in the
SH. This interhemispheric difference is most pronounced in TM3-L-L31, followed by
TM3-L-L19, i.e., with the lower vertical resolution, and by 2.0-SPFR. The 2.0-SLT
configuration simulates a reversed interhemispheric difference for this period with a
larger maximum in the NH stratosphere, compared to the SH maximum. As for the
period March/April, the stratospheric maxima in both hemispheres are larger when
simulated with TM3 compared to the MATCH results.
The complete simulated annual cycle of the zonally averaged maximum 14CO mixing
ratio is shown in Figure 10.9. The vertical maximum in the tropics is almost constant
throughout the year and of similar magnitude in all configurations, except for 2.0-
SPFR, where the equatorial vertical maximum is about 30% lower compared to the
other configurations. The latitudinal gradient of the vertical maximum is weakest
in 2.0-SLT compared to the other configurations.
North and south of 40o distinctive differences between the simulated vertical max-
imum 14CO mixing ratios of the particular configurations are present. At these
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Figure 10.9: Vertical maximum of the zonally averaged 14CO mass mixing ratio calcu-
lated with various model configurations of MATCH and TM3. The mass mixing ratios are
normalized to an annual global average 14CO production rate of 1 molec cm−2 s−1 in the
respective model atmospheres.
latitudes and a given time, the TM3 predicted vertical maximum tends to be larger
than the MATCH predicted vertical maximum of 14CO. Moreover, TM3 predicts
an annual oscillation of the absolute vertical maximum between NH and SH, with
the absolute maximum in the SH between June and September, and the lower NH
maximum between December and May. This characteristic is most pronounced in
TM3-L-L31. The 2.0-SPFR configuration predicts a similar annual cycle in the SH;
however it is less distinct, and there is almost no discernible annual cycle in the NH.
Furthermore, the SH vertical maximum of 14CO is larger than or equal to the NH
maximum throughout the year when simulated with 2.0-SPFR. The annual cycle
of the vertical maximum 14CO mixing ratio at high latitudes predicted by 2.0-SLT
is very weak (within ±20%). In addition, in the NH there is no distinct maximum
between December and May, because the vertical maximum 14CO mixing ratio is of
similar magnitude in June/July and September/October.
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10.3.3.3 The simulated stratosphere - troposphere exchange The anal-
ysis so far provides several indications that the simulated downward transport of
14CO from the main source region to the surface level, i.e., the stratosphere - tro-
posphere exchange (STE), substantially differs between the various model configu-
rations. This is investigated further in this section.
The first issue to be addressed is the simulated tropopause pressure. In the MATCH
simulations the tropopause pressure of the NCEP reanalysis meteorology 1993 [Kalnay
et al., 1996] is used oﬄine. This tropopause pressure is, however, in good agreement
with the online diagnosed tropopause pressure according to the WMO definition
[WMO , 1992] (cf. section 1.5). In the TM3 simulation the tropopause pressure
is diagnosed online according to the WMO definition [WMO , 1992], based on the
driving meteorological ECMWF data. Therefore, differences between the MATCH
and the TM3 simulated tropopause pressure can be expected. Figure 10.10 shows a
comparison of the tropopause pressure diagnosed with TM3-L-L31 and the NCEP-
reanalysis pressure, both for the year 1993. At first sight, the annual cycle of the
zonal averaged tropopause pressure simulated by TM3 and the respective NCEP re-
analysis data are very similar, especially in the NH (Figure 10.10, upper row). The
most striking difference between TM3 and NCEP occurs in the tropics between June
and September, where the NCEP tropopause exhibits more variability and tends to
be lower (at higher pressure) than the TM3 diagnosed tropopause. During the same
period, TM3 diagnoses the tropopause at lower pressure levels compared to NCEP,
also at higher SH latitudes. In both cases, the tropopause pressure at high SH lat-
itudes exhibits a strong seasonal cycle. Between July and October, the tropopause
level near the south pole is temporarily comparable to the tropical tropopause level.
This characteristic is most probably not realistic. Since it occurs in both models,
however, either the tropopause is not well defined, or the NCEP and ECMWF re-
analysis data share similar shortcomings concerning the tropopause, i.e., errors in
the vertical temperature gradient.
The regression analysis of the tropopause pressure shows that TM3 generally tends
to predict a higher tropopause pressure than NCEP, with one exception. At high
tropopause pressures, i.e., at high latitudes, the situation is reversed, and the NCEP
tropopause is below (at higher pressure) the TM3 tropopause. The correlation coeffi-
cient R2 between the NCEP tropopause pressure and the TM3 diagnosed tropopause
pressure is on average about 0.8, and larger than 0.7 with four exceptions, three of
which occur during June to August, when the NCEP tropopause exhibits a large
short term variability compared to the TM3 tropopause.
As already discussed in chapter 5, the relative distribution of the simulated global
atmospheric burden of 14CO and especially the differences between different models
reveal information about the simulated STE rate (cf. Figures 5.7 and 5.8). Fig-
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Figure 10.10: Zonal mean tropopause pressure diagnosed by the TM3-L-L31 configuration
(upper right) compared to the NCEP-reanalysis tropopause pressure (upper left). The TM3
result is re-gridded on the MATCH-grid and directly compared for all model columns (5-day
averages) by a linear regression analysis (lower left). R2 is the square of Pearson’s correlation
coefficient (lower right, cf. Eq. (8.2)).
ure 10.11 shows the relative atmospheric burden distribution simulated with various
model configurations. As already found for the MATCH simulations (cf. chapter 5),
the global atmospheric burden predicted by TM3 also does not vary more than 3%
around the annual average.
The increased vertical resolution of TM3-L-L31 hardly affects the burden distribu-
tion compared to TM3-L-L19. Similarly, the mass mismatch rescaling implemented
in 2.0-SPFR does not significantly alter the distribution of the simulated global
14CO burden compared to the uncorrected configuration (2.0-SPF). However, the
differences in the global 14CO mass distribution between MATCH and TM3 are con-
siderable, and larger than the respective differences between the semi-Lagrangian
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Figure 10.11: Annual cycle of the atmospheric 14CO burden fraction in the southern hemi-
sphere stratosphere (SH-S), the northern hemisphere stratosphere (NH-S), the southern
hemisphere troposphere (SH-T), and the northern hemisphere troposphere (NH-T), calcu-
lated with various configuration and the 14CO source distribution from Lingenfelter [1963]
(LF) for solar minimum conditions. The tropopause in TM3-L-L31 is online diagnosed ac-
cording to the WMO definition [WMO , 1992]. For TM3-L-L19, the diagnosed tropopause
of TM3-L-L31 is assumed. Simulations with the MATCH configurations employ the NCEP
reanalysis [Kalnay et al., 1996] tropopause pressure for the year 1993 (daily averages, off-
line). The annual variability of the total atmospheric burden in all cases is less than ±3%
around the annual average.
and SPITFIRE configurations of MATCH.
Generally, TM3 predicts a larger stratospheric fraction of the 14CO burden than
MATCH. The annual cycle of the tropospheric burden fraction in both hemispheres
is, apart from the different level, similar in both models and clearly related to the
OH seasonality. In the stratosphere the seasonal cycle of the 14CO burden fraction
is in phase with the tropospheric cycle of the respective hemisphere. This is like-
wise to be attributed to the stratospheric OH seasonality. However, in contrast to
the phase, the amplitude of the stratospheric burden fraction and the shape of the
curve differ between MATCH and TM3. The stratospheric seasonal cycle ampli-
tude predicted by MATCH is smaller than the amplitude predicted by TM3, with
the smallest amplitude being predicted by 2.0-SLT. Moreover, the TM3 simulated
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Figure 10.12: Same as Figure 10.11, except using the climatological mean tropopause
((300− 215 · cos2(φ)) hPa, where φ is latitude, see section 1.5).
stratospheric burden fraction is almost sinusoidal, whereas the MATCH simulated
fraction exhibits a broad maximum in both hemispheres (cf. chapter 5, Figures 5.7
and 5.8).
In order to estimate the influence of differences in the tropopause diagnostic on these
results, the analysis is repeated, however with the climatological mean tropopause
(Eq. (1.10)) dividing the stratosphere and the troposphere. The result is shown in
Figure 10.12. The results are qualitatively the same as discussed for Figure 10.11.
However, using the climatological tropopause reduces the stratospheric burden in
TM3 and thus increases the tropospheric burden, bringing it into closer agreement
with the MATCH results. The SH fraction of the global atmospheric 14CO burden
simulated by MATCH hardly changes when the climatological tropopause is used
instead of the NCEP tropopause. In the NH, the stratospheric fraction is mainly
reduced during the time of the maximum (between November and May), in favor
of an enhanced tropospheric fraction. Therefore, the NH stratospheric amplitude
becomes smaller, this fraction simulated by MATCH is almost constant throughout
the year when the climatological tropopause is assumed. This effect occurs for the
TM3 results in both hemispheres. The stratospheric fraction during the time of the
maximum (NH: November to May, SH: June to October) is reduced, the respective
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Figure 10.13: Zonal average fraction of stratospheric 14CO at the surface level calcu-
lated with various model configurations. The tropopause is diagnosed online according
to the WMO definition [WMO , 1992] (TM3-L-L31), and prescribed by the NCEP reanalysis
tropopause pressure of the year 1993 [Kalnay et al., 1996] (2.0-SLT, 2.0-SPF, 2.0-SPFR, see
section 1.5).
tropospheric maximum is increased. As a consequence the TM3 simulated amplitude
of the stratospheric fraction is reduced, and the tropospheric amplitude becomes
enlarged. In this case, also the TM3 simulated NH stratospheric burden fraction
exhibits a broad maximum.
Finally, the seasonal cycle and the strength of the STE is estimated by the results of
tracing 14CO that is produced in the stratosphere (χst) separately from
14CO that
is produced in the troposphere (χtr). A measure of the influence of the STE on the
14CO mixing ratio at a given time and location in the troposphere is the fraction of
stratospheric 14CO, i.e.,
fs =
χst
χst + χtr
. (10.7)
The zonal average of this fraction at the surface level is shown in Figure 10.13 for var-
ious model configurations. The fraction of 14CO at the surface level originating from
the stratosphere exhibits a distinct seasonal cycle and is dependent on latitude for
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all model configurations. At a given time and location, the fraction of stratospheric
14CO at the surface level is lower when simulated with TM3-L-L31 in comparison
to MATCH. The TM3-L-L31 simulated fraction ranges from 22% at high northern
latitudes in autumn, when the surface level mixing ratio of 14CO is at its minimum,
to 46% in the NH lower latitudes during the spring maximum (cf. Figure 10.4). In
the MATCH simulations these extrema of stratospheric 14CO at the surface level
occur at the same time and latitude as in TM3, but are different in magnitude. The
highest stratospheric fraction of surface level 14CO is predicted by 2.0-SPF, ranging
from 32% to 62%. The ranges predicted by 2.0-SLT and 2.0-SPFR are 30% to 56%,
and 26% to 56%, respectively, and therefore lower than that of 2.0-SPF.
The overall seasonality and latitude dependence of the stratospheric fraction of
14CO at the surface level is similar in all of the MATCH configurations tested. This
also holds for the TM3-L-L31 simulation in the NH. In the SH, in contrast, the
TM3-L-L31 simulation exhibits an additional characteristic. In TM3-L-L31, the SH
seasonal cycle of the stratospheric fraction of surface level 14CO is quasi the NH cycle
mirrored along the equator and phase shifted by half a year. Furthermore, the max-
imum stratospheric fraction is somewhat reduced, and the minimum stratospheric
fraction somewhat enhanced in the SH. This implies another local maximum of the
stratospheric fraction in the SH lower latitudes in SH spring, and likewise another
local minimum in the SH tropics in SH autumn. This effect is also present, but less
pronounced, in the SPITFIRE based simulations of MATCH, and almost invisible
in the 2.0-SLT simulations. Furthermore, the MATCH simulations do not show the
local autumn minimum in the tropics of both hemispheres, but rather a minimum
at high latitudes.
10.4 Discussion: The simulated STE
Sharing the same 14CO production rate distribution, global source strength and OH
distribution, differences in the simulated 14CO mixing ratio between different model
configurations can only arise from differences in the tracer transport realization,
such as the advection algorithm, the meteorological data, and the grid resolution.
Since the prescribed source strength is constant in time, production and loss of 14CO
in the model atmosphere tend towards equilibrium. As a consequence, the temporal
variation of the global atmospheric burden of 14CO is rather low, below 3% around
the annual average. The absolute value of the simulated atmospheric burden of
14CO for a given source strength of 14CO is unambiguously determined by the OH
abundance and distribution, and by the tracer transport.
This effect is particularly distinctive in TM3 when the horizontal grid resolution is
10.4 Discussion: The simulated STE 241
changed. Doubling the grid points in the latitudinal and the longitudinal direction
(from TM3-L-L19 to TM3-H-L19), different 14CO mixing ratios are predicted at the
surface level (Figure 10.2). At the same time, the lowermost stratospheric minimum
in both hemispheres decreases (Figure 10.2). Moreover, the equilibrium global at-
mospheric burden of 14CO is reduced (Figure 10.1) Thus, at the higher horizontal
resolution 14CO is more effectively transported from the main source region in the
lowermost stratosphere towards the main sink region in the troposphere.
This explanation is in agreement with the results of van Velthoven and Kelder [1996],
who found that “the evaluated total amount of air transferred from the stratosphere
to the troposphere per month is sensitive to the chosen horizontal resolution.” van
Velthoven and Kelder [1996] estimated with TM3 a 10% larger STE downward
mass flux of air on the finer grid, compared to the coarser grid. They attributed
this to a better representation of small scale processes that contribute significantly
to the STE on the finer grid, which are, however, not resolved on the coarser grid.
Furthermore, this enhancement of the downward flux of air was found to be almost
constant throughout the year, i.e., the seasonality of the global air mass flux across
the tropopause is hardly affected by the horizontal model resolution. In contrast
to that, the effect of the on average enhanced downward flux calculated with the
higher horizontal resolution on the atmospheric 14CO mixing ratio at the surface
level exhibits a seasonal (and latitudinal) variation. The change of the surface level
14CO mixing ratio with increasing horizontal resolution ranges from -5% to 15%
(Figure 10.2, lower left), not taking into account the differently simulated global
atmospheric burden. Although 14CO is a reactive tracer compared to air itself,
which can be regarded as an inert tracer, the relative change of the surface level
14CO when the STE is changed is independent of the tropospheric OH concentration.
The reason is that the reaction of 14CO with OH is of first order. In other words,
feeding 10% more 14CO from the stratosphere into the troposphere results in a 10%
increase in the stratospheric contribution to the mixing ratio at the surface level.
The tropospheric source, however, is not changed and therefore the tropospheric
contribution to the simulated surface level 14CO mixing ratio (χtr) remains the
same. As a consequence, the relative change of the simulated 14CO mixing ratio at
the surface level provides a measure of the influence of changed STE at a particular
latitude and time (Figure 10.2, lower left). The ratio of 14CO mixing ratios is related
to the stratospheric fraction of 14CO at a given time and location (Eq. (10.7)) by
χ′
χ
=
1− fs
1− f ′s
, (10.8)
where the prime denotes the changed grid.
For further interpretation of the results obtained by variation of the horizontal grid
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resolution, however, two limitations have to be considered. First, the results ob-
tained are not representative for the equilibrium state of the model atmosphere
with respect to the atmospheric burden, since only the first year after initialization
with zero 14CO mixing ratio is available. And second, the simulated atmospheric
burden of 14CO in equilibrium differs significantly between the two resolutions. The
latter issue can be resolved by renormalization of the results obtained on different
grids to the same global atmospheric burden. This leads to an overall higher STE
on the grid with higher horizontal resolution compared to the lower horizontal reso-
lution. Ignoring the first issue, the influence of the horizontal grid resolution on the
simulated 14CO mixing ratio at the surface level reveals the following characteris-
tics of the simulated STE. Increasing the horizontal resolution in TM3 increases the
STE similarly in both hemispheres during the first half of the year. The ratio in the
lower left part of Figure 10.2 is almost mirrored with respect to the equator. This is
completely different during the second half of the year. At this time, the NH STE
is much more enhanced than the SH STE (renormalized to the same global atmo-
spheric burden). According to van Velthoven and Kelder [1996] this then implies
that small scale processes are much more important for the NH STE than for the
SH STE, at least during the second half of the year.
The effect of the vertical grid resolution can be investigated in the same way (Fig-
ure 10.3). For these simulations the model is in equilibrium state with respect to
the global atmospheric burden of 14CO, since the second year after initialization is
analyzed. Furthermore, the simulated equilibrium burden is almost independent of
the vertical resolution (Table 10.2). The change in the TM3 predicted surface level
14CO with increasing vertical resolution is in the range of -20% to +10% depend-
ing on latitude and season. As discussed above, this can be directly interpreted in
terms of an altered STE rate. The simulated SH 14CO mixing ratio at the surface
level tends to decrease more than the respective NH mixing ratio when the vertical
resolution is increased, implying that the SH STE is more weakened than the NH
STE. This is hardly visible in the simulated vertical distribution of 14CO; however,
it is sufficient to generate an interhemispheric asymmetry in the spring maximum
14CO mixing ratio at the surface level, with higher values in the NH than in the SH
(Figures 10.3 and 10.5). This characteristic is not obtained by any of the MATCH
configurations which were examined (see also Figure 10.4).
The simulated annual cycle of the vertical 14CO mixing ratio distribution and the
differences between the particular model configurations reveal further information
about the simulated tracer transport. TM3 generally predicts higher 14CO mix-
ing ratios in the lowermost stratosphere than MATCH, especially at high latitudes
(Figures 10.7, 10.8 and 10.9). At the same time, TM3 tends to predict lower 14CO
mixing ratios at the surface level (Figure 10.6), especially in the tropics. Since the
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simulations with both models share the same 14CO source distribution and OH dis-
tribution, only a difference in the simulated transport can account for this effect.
Therefore, the transport of 14CO from the lowermost stratospheric source regions
into the tropical tropospheric sink region is less effective in TM3 than in MATCH.
Three transport components are to be considered for this effect, namely the STE
and further the latitudinal transport in the stratosphere and in the troposphere.
The analysis of the tropospheric response time to variations in the global source
strength (chapter 7) unveiled a small detail that differs between MATCH and TM3.
The local minima of the tropospheric response times at low latitudes occur between
30o and 40o latitude in MATCH, while they are closer to the equator, around 20o
or less in TM3 (Figure 7.5). One of the important conclusions in chapter 7 is that
the tropospheric response time is a semi-quantitative measure of the STE rate. A
larger STE rate decreases the tropospheric response time to variations in the global
source strength. Furthermore, the local response time minimum coincides with the
maximum downward flux. This implies that the maximum downward transport
of 14CO from the stratosphere into the troposphere in TM3 is located closer to
the equator than in MATCH. With decreasing latitude, however, the annual av-
erage OH concentration in the simulations increases. As a consequence, in TM3
compared to MATCH, more 14CO is oxidized by OH on its way down in the trop-
ical lower stratosphere and upper troposphere. This is consistent with the shorter
global atmospheric lifetime of 14CO, the shorter stratospheric lifetime of 14CO (see
Table 7.1), and the lower global atmospheric burden in equilibrium predicted by
TM3 compared to MATCH (see Table 10.2). In contrast to this, the STE simulated
by MATCH occurs at higher latitudes where the average OH concentration is lower.
Moreover the cross tropopause flux is stronger compared to TM3. Less 14CO reaches
the tropical stratosphere but is rather transported down into the troposphere. As a
consequence, in MATCH more 14CO reaches the tropical troposphere than in TM3
(cf. Figure 10.6). For the TM3 model these results further imply an effective, possi-
bly overestimated, stratospheric horizontal transport of 14CO across the subtropical
barrier, from the polar stratosphere to the tropical stratosphere (cf. chapter 9).
The stronger STE in MATCH compared to TM3 results in a higher tropospheric
fraction of the global 14CO burden, and likewise in a lower stratospheric fraction
(Figures 10.11 and 10.12). The stratospheric fraction of the simulated global atmo-
spheric 14CO burden exhibits a seasonal cycle that differs between the particular
model configurations and between the two hemispheres. The annual cycle of the
stratospheric OH concentration in both hemispheres is quasi sinusoidal and phase
shifted by half a year (Figure 1.6). The prescribed stratospheric OH distribution is
common to all model simulations. As a consequence, differences of the stratospheric
burden fraction between the hemispheres, apart from the phase shift, and between
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different model configurations can only arise from differences in transport, especially
STE. All model configurations predict a larger seasonality, i.e., a larger amplitude
of the stratospheric burden fraction in the SH compared to the NH (Figure 10.12).
Furthermore, the SH cycle is quasi sinusoidal, whereas the NH cycle is disturbed.
In the SH, the relative amplitude of the stratospheric fraction predicted by MATCH
(except 2.0-SLT) is comparable to that of TM3. In contrast to that, in the NH
the seasonality of the stratospheric burden fraction is more pronounced in TM3
than in MATCH. The 2.0-SLT configuration predicts the smallest seasonality in
both hemispheres with an almost constant fraction in the NH. These characteristics
are directly mirrored in the vertical maximum 14CO mixing ratio at high latitudes
(Figure 10.9).
Thus, in the SH stratosphere, the simulated burden fraction and maximum 14CO
mixing ratio is driven by the OH seasonality, in much the same way as in the tro-
posphere. The downward transport hardly affects this annual cycle, apart from
the amplitude. This holds for TM3 and the SPITFIRE configurations of MATCH;
however, in 2.0-SLT the simulated STE of 14CO is much stronger and therefore sig-
nificantly disturbs the annual cycle of the SH stratospheric burden fraction. For
instance, in August/September about one or two months after the OH minimum
(Figure 1.6), the stratospheric burden fraction (Figure 10.12) and the stratospheric
14CO mixing ratio (Figure 10.9) are at their maximum, after 14CO accumulated in
the SH stratosphere during the months before, due to the decreasing OH concen-
tration. This effect is pronounced in TM3 and 2.0-SPF(R). In 2.0-SLT, in contrast,
the 14CO produced in the stratosphere where it is less effectively oxidized due to
the decreasing OH concentration, is transported down into the troposphere. This
explains the higher fraction of stratospheric 14CO at the surface level predicted by
2.0-SLT compared to TM3 and 2.0-SPFR (Figure 10.13) between April and August,
and the lower SH tropospheric burden fraction predicted by 2.0-SLT compared to
2.0-SPFR (Figure 10.12). In TM3 the simulated downward transport of 14CO is
rather weak, resulting in a comparably low fraction of stratospheric 14CO at the
surface level in the SH (Figure 10.13).
The same mechanism occurs in the NH. Here, in all model configurations the NH
seasonal cycle of 14CO is determined by the OH seasonality, overlayed to differing
degrees by the STE seasonality. In March/April, the fraction of stratospheric 14CO
at the surface level in the NH mid-latitude is at its absolute maximum. Two to three
months before that, the NH stratospheric OH concentration was at its minimum,
implying that 14CO produced in the stratosphere during NH winter has a temporar-
ily increased lifetime before oxidation. However, the 14CO is not accumulated in the
NH stratosphere, as can be seen from the NH stratospheric burden fraction (Fig-
ure 10.12), but rather transported down into the troposphere. In August/September
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one to two months after the NH stratospheric OH maximum, the NH stratospheric
burden reaches its minimum. Less 14CO is available to be transported into the
troposphere. As a consequence, the fraction of 14CO of stratospheric origin at the
surface level is at its minimum in September/October.
Not only the simulated STE strength, but also the timing differs between the par-
ticular configurations. In 2.0-SLT the downward transport of 14CO is stronger and
shifted in time. For instance, the extrema of the predicted tropospheric burden
(Figure 10.12) in both hemispheres occur about 0.5 to 1 month earlier in the 2.0-
SLT simulations compared to the 2.0-SPF(R) and TM3 simulations. Similarly, the
maximum of the stratospheric fraction of 14CO at the surface level in both hemi-
spheres occurs earlier in the 2.0-SLT simulations than in the TM3 and 2.0-SPF(R)
simulations. Obviously the 2.0-SLT simulated STE is “faster” than that of other
configurations. This is fully in agreement with the results obtained in chapter 9,
where the downward transport of solar proton event (SPE) induced 14CO was in-
vestigated.
The analysis of the response time of atmospheric 14CO to variations in the global
source strength (chapter 7) already revealed an interhemispheric asymmetry in the
simulated STE, with a stronger STE in the NH. For the model configurations in-
volved in the present analysis, this asymmetry is most pronounced in the 2.0-SPFR
configuration, less pronounced in TM3, and least pronounced in 2.0-SLT. These
characteristics are mirrored in the distribution of the simulated global atmospheric
burden of 14CO (Figure 10.12). Likewise, the fraction of 14CO originating from
the stratosphere at the surface level is on average higher in the NH than in the
SH (Figure 10.13) for all configurations. Furthermore, the ratio between the NH
maximum and the SH maximum of the stratospheric fraction at the surface level
also corresponds to the ranking among the model configurations with respect to the
interhemispheric asymmetry of the simulated STE.
The above analysis, however, additionally reveals information about the amplitude
of the simulated STE seasonal cycle in both hemispheres. Although sharing the same
stratospheric OH distribution and seasonality, the particular model configurations
predict different amplitudes of the stratospheric burden fraction in both hemispheres
(Figure 10.12). Furthermore, the stratospheric OH seasonality is very similar in both
hemispheres (cf. Figure 1.6). Since the burden fraction is determined by OH and
the STE, the relative amplitude of the stratospheric burden fraction is inversely
related to the relative amplitude of STE. Hence, the relative NH seasonal amplitude
of the 14CO STE is larger than the relative SH STE amplitude in all configurations.
Moreover, the SH seasonal amplitude of STE is predicted to be smallest in TM3,
larger in 2.0-SPFR, and largest in 2.0-SLT. In the NH the seasonal amplitude of
14CO STE predicted by MATCH is high enough to compensate the OH driven
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seasonality of the stratospheric burden of 14CO, resulting in an almost constant
NH stratospheric burden fraction throughout the year (Figure 10.12). This is also
simulated in the SH by the 2.0-SLT configuration. As a further consequence, the
vertical maximum 14CO concentration is predicted by 2.0-SLT to be almost constant
throughout the year in both hemispheres (Figure 10.9). This characteristic is also
present in the NH when simulated with 2.0-SPFR, although less distinct.
The issue to be considered is how well the particular model configurations represent
the “real” STE. An extensive overview of all relevant aspects with respect to STE
is provided by Holton et al. [1995]. Still large uncertainties exist. However, the
NH STE is generally found to be stronger than the SH STE [Holton, 1990; Holton
et al., 1995]. Grewe and Dameris [1996] and Holton [1990] estimated a 50% weaker
STE in the SH compared to the NH. Furthermore, Holton [1990] found a stronger
seasonal variation of the downward mass flux across the 100 hPa level in the NH
compared to the SH, “with a three times larger value in winter than in summer, and
intermediate values in the equinoctial seasons” [Holton, 1990]. Appenzeller et al.
[1996] also found that the seasonal STE cycle is generally weaker, i.e., with a lower
relative amplitude in the SH than in the NH. Furthermore, the seasonality of the
mass flux across the 100 hPa level is basically confirmed by Appenzeller et al. [1996].
The resulting mass transport across the tropopause in the NH exhibits a maximum
in late spring, a secondary maximum in mid winter, and a distinct minimum in
autumn. The weaker SH seasonal STE cycle exhibits the maximum downward
mass flux across the tropopause in mid winter [Appenzeller et al., 1996]. This is
the result of two components contributing to the STE: Whereas the SH annual
variation of the downward mass flux across the tropopause in the SH is dominated
by the mass flux across the upper boundary of the lowermost stratosphere, in the NH
a substantial contribution to the downward mass flux is provided by the tropopause
height variation [Appenzeller et al., 1996]. And finally, Grewe and Dameris [1996]
showed that the downward mass flux from the stratosphere into the troposphere
occurs primarily between 25oN and 40oN, and 30oS and 50oS respectively, with a
small inter-annual variability of the exchange pattern.
More exact estimates of the STE (e.g., the absolute mass flux) are hampered for
several reasons. Estimates of the absolute mass flux are considerably dependent on
the tropopause definition [Holton et al., 1995; Grewe and Dameris , 1996] (see also
Figures 10.11 and 10.12). Furthermore, the contribution of particular meteorological
processes (see e.g., Shapiro [1980]; Ebel et al. [1996]) on different scales to the global
STE is not yet fully understood [Holton et al., 1995]. Moreover, the exchange of
chemical constituents is not necessarily directly related to the air mass exchange,
because it further depends on correlations between the tracer mixing ratios and the
air mass flow, caused for instance by seasonal variations in the source and/or sink
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distribution of the tracer [Holton, 1990; Appenzeller et al., 1996; Holton et al., 1995].
As a consequence, the influence of stratospheric ozone to tropospheric ozone levels
is still an issue of research [Roelofs and Lelieveld , 1997].
Nevertheless, the STE rate calculated by van Velthoven and Kelder [1996] with
the TM3 model driven by the ECMWF reanalysis meteorology exhibits the main
characteristics of STE, i.e., the interhemispheric asymmetry of the downward flux, its
relative annual amplitude, and the seasonality of STE are in considerable qualitative
agreement with the present understanding of STE. The discussion above indicates
that the main downward flux in TM3 probably occurs too close to the equator.
The simulated maximum downward transport of 14CO occurs around 20o in both
hemispheres. Since the main source of 14CO is located in the lower stratosphere at
high latitudes, the downward flux of air (with no latitudinal gradient) in TM3 can
be expected even at lower latitudes.
The inter-comparison of TM3 and MATCH in different configurations shows that
the MATCH model driven by the NCEP reanalysis meteorology also exhibits the
main characteristics of STE. The intensity of these characteristics, however, depends
on the particular model configuration. Differences between the configurations can
be used to estimate the influence of STE on the simulated tropospheric 14CO mixing
ratio. Comparison with measurements of 14CO can then be used to rule out certain
aspects of STE.
The seasonality of 14CO in the troposphere is primarily driven by the tropospheric
OH seasonality, but disturbed by the seasonally varying input of 14CO from the
stratosphere. This input in turn is determined by the seasonality of the downward
flux (i.e., the strength of STE) and the seasonality of stratospheric OH. Figure 10.14
shows the seasonality of the STE as calculated by Appenzeller et al. [1996], in com-
parison with the seasonality of the stratospheric and tropospheric OH abundance
in the simulations (OH-1). Both amplitude and phase lag of the downward mass
flux relative to the OH abundance substantially differ between the two hemispheres.
In the SH the STE flux is largest when OH is at its minimum, i.e., shortly before
14CO reaches its maximum. Therefore the SH stratospheric burden is reduced in
favor of an enhanced tropospheric burden. In SH summer, when OH is at its max-
imum, the SH STE rate is at its minimum. The phase lag of almost exactly half a
year between STE rate and tropospheric and stratospheric OH explains the quasi
sinusoidal signal of the stratospheric 14CO and tropospheric burden fraction in the
SH (Figure 10.12) with a generally lower stratospheric burden fraction. In the NH
the situation is more complicated. Here the phase lag between STE and OH is
about 3 to 4 months. Again the superposition of the OH seasonality and the STE
seasonality determines the stratospheric burden fraction. This explains the broad
maximum of the stratospheric burden fraction, which is, however, smaller than in
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Figure 10.14: Seasonal cycle of STE (downward mass flux of air in 109 kg s−1) calculated
by Appenzeller et al. [1996] for the years 1992/1993, and seasonal cycle of stratospheric
and tropospheric OH (in 106 cm−3) as used in the simulations (OH-1), for the southern
hemisphere (SH) and the northern hemisphere (NH).
the SH (Figure 10.12). In the troposphere compared to the stratosphere, the effect
of the STE seasonality on the burden fraction is less visible, since the tropospheric
OH is dominating the seasonal cycle.
In this context two more characteristics are interesting to be noted. First, the
tropospheric minimum of 14CO at the surface level seems to follow the simulated
ITCZ (cf. Figures 10.4 and 10.5). The seasonally varying location of this minimum
may therefore be used to define the simulated ITCZ in the model. And second, the
simulated seasonal cycle of 14CO at the surface level in the SH is not exactly phase
shifted by half a year compared to the NH annual cycle (Figure 10.4). The NH
maximum is reached in March/April, the SH minimum one to two months earlier
in February. Similarly, the NH minimum is reached in August, one to two months
earlier than the SH maximum in September/October. This furthermore implies that
in both hemispheres the time interval between maximum and minimum is about two
months shorter (5 months) than the time interval between minimum and maximum
(7 months). This may easily be verified by measurements of 14CO.
Finally, it should be noted that the fraction of stratospheric 14CO at the surface level
simulated by the 2.0-SPF configuration (Figure 10.13, lower left) suffers from the
artificial source component (mass mismatch, see chapter 2), because according to
Eq. (10.5) the stratospheric fraction is renormalized to the total 14CO mixing ratio in
every time step. Since the mass mismatch in 2.0-SPF is, however, dependent on the
vertical tracer gradient, the 14CO produced in the stratosphere (χst) is may be dif-
ferently affected than the 14CO produced in the troposphere (χtr). Nevertheless, the
overall pattern of the zonally averaged fraction of stratospheric 14CO at the surface
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level is, apart from the level, similarly simulated by all MATCH configurations tested
here.It differs, however, considerably compared to the TM3 result (Figure 10.13).
This is possibly an indication that the simulated STE is more dependent on the
oﬄine data driving the advection in the model than on the advection algorithm
itself. At this stage, however, this can only be taken as an indication, since TM3
also uses a different advection algorithm than MATCH. Future model simulations
with MATCH using ECMWF data and the semi-Lagrangian and the SPITFIRE
advection scheme could help to clarify this. At the time of the present analysis, the
ECMWF data were unfortunately not available for the MATCH simulations.
10.5 Conclusions
Various configurations of MATCH and TM3 were tested with particular attention
to the simulated stratosphere - troposphere exchange (STE) of 14CO. All model
configurations more or less represent the basic characteristics of STE according to
the present knowledge. The interhemispheric asymmetry of STE with a higher ex-
change rate in the NH is most pronounced in the 2.0-SPFR configuration, least
pronounced in 2.0-SLT, and intermediate in TM3. Furthermore, the seasonal am-
plitude of STE in all tested model configurations is larger in the NH than in the
SH. Overall, MATCH predicts a stronger STE flux of 14CO than TM3. These re-
sults basically confirm the results obtained from the analysis of the response time
of the atmospheric 14CO mixing ratio to variations in the global source strength
(chapter 7). The model results further indicate that the simulated STE depends not
only on the chosen advection algorithm, but also on the oﬄine meteorological data
driving the advection, the latter apparently being the dominant factor. This needs
to be investigated in more detail in the future.
The response time analysis (chapter 7) indicated that the downward transport in
TM3 is located closer to the equator (around 20o) compared to MATCH (30o to 40o).
This is consistent with a reduced stratospheric and global lifetime of 14CO simulated
by TM3, and also with the simulated 14CO mixing ratio at the surface level, which
is generally lower in the tropics than predicted by the MATCH configurations. It
implies, however, that TM3 simulates an enhanced horizontal transport of 14CO in
the stratosphere from the polar region to the tropics, i.e., across the subtropical
barrier.
Increasing the horizontal grid resolution in TM3 results in an enhanced STE, because
with an increasing grid resolution more processes on smaller scales which contribute
to the STE are resolved by the model. The results indicate that these small scale
processes are more important in the NH compared to the SH. In contrast to that,
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increasing the vertical grid resolution tends to decrease the STE, with a larger effect
in the SH than in the NH.
The seasonal cycle of atmospheric 14CO at the surface level is primarily determined
by the OH seasonality, however superposed by the seasonal variation of the down-
ward flux of 14CO from the stratosphere into the troposphere. The model simulations
predict a weaker influence of the STE on the tropospheric 14CO mixing ratio in the
SH compared to the NH. This results from the weaker downward transport in the
SH in general, but also from the phase lag of almost exactly half a year between
the OH seasonality and the SH STE seasonality. In the SH, the STE flux is highest
when OH is at its minimum, i.e., when 14CO levels are rather high in both the
stratosphere and the troposphere. In the NH, this phase lag between OH and STE
is shorter, and the influence of the STE seasonality on tropospheric 14CO is larger.
Generally, the influence of STE is much more pronounced in the stratosphere. The
simulated stratospheric burden fraction driven by OH is much more disturbed by the
STE in the NH stratosphere than in the NH troposphere. Furthermore, the annual
amplitude of the simulated vertical maximum 14CO in the lowermost stratosphere is
larger than the 14CO variation at the surface level. According to the simulations, the
overall largest atmospheric 14CO mixing ratio is found in the SH lower stratosphere,
most probably in September. The level of this absolute maximum of the atmospheric
14CO mixing ratio for a given global source strength depends very much on the model
configuration. The simulations range roughly from 60 to 140 molec cm−3 STP for a
global average source strength of 1 molec cm−2 s−1. As a consequence, measurements
of the lowermost stratospheric 14CO mixing ratio in combination with measurements
at the surface level are the key to further constraining the STE, the stratospheric
OH abundance, and possibly the global source strength of 14CO.
The differences between the particular model configurations with respect to the
simulated STE flux of 14CO can be used to assess the uncertainties in the simulated
14CO mixing ratio arising from uncertainties in the simulated STE. Comparison of
the model results with measurements of 14CO can then be used to evaluate the
simulated STE provided that the OH distribution and seasonality are known. In
contrast to that, the simulated tropospheric OH distribution and seasonality can
still be evaluated by 14CO measurements, because in the troposphere OH is the
dominating factor determining the seasonal variability.
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11 The application of atmospheric 14CO measure-
ments: Implications for assessing OH and stra-
tosphere - troposphere exchange
Abstract. For the first time 14CO observations are used to evaluate the simulated atmospheric
transport and oxidation capacity in a 3-D atmospheric model on the global scale. It is shown that
the 14CO methodology provides a unique quantitative test and at the same time a great challenge
for three dimensional chemical tracer models (CTMs) and general circulation models (GCMs) with
respect to the simulated stratosphere - troposphere exchange and the OH distribution. A large
number of 14CO measurements is used for constructing a zonal average annual cycle of cosmogenic
14CO at the surface level. For this the contribution of secondary 14CO of biogenic origin is esti-
mated and subtracted from the observations. The resulting observed seasonal cycle of 14CO and
the latitudinal gradients at the surface level are quantitatively compared to results obtained with
various model configurations of MATCH and TM3. Uncertainties in the approach are estimated
and discussed. From the known differences between the particular model configurations a consis-
tent explanation of the discrepancies between model simulations and observations is derived. The
implications for stratosphere - troposphere exchange, and the OH distribution and seasonality are
discussed. In particular the role of both in determining the observed interhemispheric asymmetry
of 14CO is resolved. Finally, 14CO measurements, sampled during a number of aircraft campaigns
are compared to the model simulations of the vertical 14CO gradient. Especially samples of air from
the lowermost stratosphere provide useful information on the way to further constrain remaining
uncertainties in the 14CO methodology.
11.1 Introduction
In the previous chapters several aspects of the 14CO methodology were assessed
theoretically. The simulated tropospheric transport of the 3-D atmospheric model
MATCH, especially in meridional direction, was evaluated using the tracer SF6
(chapter 3), and the global OH abundance was constrained by methylchloroform
(MCF) simulations (chapter 4). Furthermore, the influence of uncertainties in the
source distribution of 14CO and its variation with the solar cycle were discussed
(chapter 5), the influence of CO destruction in soil on atmospheric 14CO was esti-
mated (chapter 6), and the varying global source strength of 14C(O) and its impli-
cation for the atmospheric 14CO mixing ratio was investigated (chapter 7). Finally,
chapter 9 comprises a discussion of the possible effect of occasional solar proton
events on atmospheric 14CO levels. In all these modeling studies the uncertain-
ties arising from shortcomings with respect to the model realization were carefully
tracked, mostly by the quantitative comparison of results from differing model con-
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figurations.
A first application of atmospheric 14CO is presented in chapter 10. This still purely
theoretical study focuses on differences between various model configurations with
respect to the simulated stratosphere - troposphere exchange. In contrast to any
artificial tracer used for testing 3-D atmospheric models, 14CO is a real, measurable
species and several measurements of atmospheric 14CO mixing ratios have been made
during the last years, mostly at the surface level. Therefore, the overall remaining
question of how the model simulations compare to the observations is addressed in
this chapter. For this, all currently available 14CO observations (partly still unpub-
lished) are collected. From the observations at the surface level an average zonal
mean seasonal cycle (i.e., a 2-D climatology) is constructed using several results
of the previous chapters. This 2-D climatology is quantitatively compared to the
model simulations. Moreover, the smaller number of 14CO observations measured on
board of aircrafts are used to further constrain the remaining uncertainties. Devia-
tions between model simulations and observations provide valuable information on
model deficiencies and / or possibly indicate atmospheric processes (chemistry and
dynamics) that are either unknown or not yet fully understood. 14CO observations
offer a high potential to track changes of atmospheric chemistry and dynamics in
future applications.
11.2 Contribution of non-cosmogenic 14CO
Before the model simulations can be compared to observations the amount of 14CO
originating from recycled 14C, i.e., the secondary source of 14CO that is not in-
cluded in the model simulations has to be assessed. This “biogenic” source contri-
bution comprises 14CO from biomass burning, methane and NMHC (non-methane
hydrocarbon) oxidation, and ocean emissions (see section 1.1.4). Bergamaschi et al.
[2000b,a] constrained the global estimates of different CO sources by an inversion
technique and calculated the contribution of the different CO sources determining
the observed CO mixing ratio (monthly averages) at 31 globally distributed locations
of the NOAA-CMDL (National Oceanic and Atmospheric Administration Climate
Monitoring and Diagnostics Laboratory) network. From these results the fraction
of CO that contains 14C is calculated at the 31 locations according to
f14 =
χCO(∗)
χCO
, (11.1)
where χCO denotes the total CO mixing ratio, i.e., including contributions of the
14C
free technological CO emissions and anthropogenic NMHC emissions. In contrast
to that, χCO(∗) only comprises the contribution of oceanic emissions, forest burning,
savanna burning, methane oxidation and oxidation of natural NMHCs.
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Figure 11.1: Fraction f14 of CO that contains 14C. The monthly average estimates of
Bergamaschi et al. [2000b,a] at 31 NOAA-CMDL locations are interpolated to a 5o latitude
grid, assuming that each particular location is representative for the entire latitude belt it
resides in.
The results of Bergamaschi et al. [2000b,a] for the 31 NOAA-CMDL stations are
interpolated assuming that each particular station is representative for the entire
latitude belt. This assumption is justified, since the atmospheric lifetime of CO
is long compared to the zonal mixing time. Furthermore the NOAA-CMDL mea-
surements are filtered to represent the remote atmosphere. And finally, remaining
uncertainties in the 3-D model and the inversion technique used by Bergamaschi
et al. [2000b,a] are possibly of similar magnitude to zonal variations and do not
justify an evaluation on a smaller scale. The result of the analysis averaged on 5o
latitude intervals is shown in Figure 11.1. In the NH, the anthropogenic sources
(e.g., burning of 14C free fossil fuel) clearly reduce the fraction of CO that contains
14CO. As a consequence, the NH 14C fraction exhibits a maximum of up to 80%
in summer when fossil fuel consumption is reduced compared to the main heating
period in winter, when the 14C fraction is less than 30%. In the SH the annual cycle
of the 14C fraction is small, and more than 70% of all CO contains 14C during the
whole year.
In order to estimate the absolute contribution of the secondary source (recycled
14C) to the observed atmospheric 14CO mixing ratio, the CO mixing ratio has to
be known along with the 14C/12C ratio, i.e., how much 14C is contained in biogenic
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Figure 11.2: Observations of tropospheric CO from the NOAA-CMDL Cooperative Air
Sampling Network from 1988 to 1996 (left). The observed monthly average mixing ratio is
interpolated on a 5o latitude grid. White spaces indicate insufficient data coverage. The
right side shows the monthly CO mixing ratio averaged from 1993 to 1996.
CO. The “biogenic” contribution (in mol mol−1) to the atmospheric 14CO is then
χbio = f14 · χCO ·
14C
12C
. (11.2)
Since the “biogenic” CO is with respect to the 14C content in equilibrium with
the biomass, the average contribution of biogenic 14CO can be estimated with the
natural 14C/12C ratio (120 pMC, δ13C = -25o/oo, Eq. (1.6)) [Brenninkmeijer , 1993].
The result is (Eq. (1.7)) 0.038 molec cm−3 STP per nmol mol−1 CO, or equivalently
0.037 molec cm−3 STP per kg kg−1 CO.
The measurements of atmospheric CO from the NOAA-CMDL Cooperative Air
Sampling Network provide a global view of the CO distribution and seasonality
[Novelli et al., 1992, 1998]. The monthly mean mixing ratios of CO are interpolated
on a 5o latitude grid, assuming that each particular observation is representative for
the zonal average. The result for the data covering the period 1988 to 1996 is shown
in Figure 11.2.
The right side of Figure 11.2 shows the monthly mean CO mixing ratio averaged
from 1993 to 1996, i.e., the period during which enough observations are available
to cover the entire globe. Inter-annual variations of the CO mixing ratio are thus
averaged out in order to obtain a monthly CO climatology.
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Figure 11.3: Monthly zonal average tropospheric 14CO of biogenic origin (Eq. (11.2)).
With this CO climatology, the fraction f14 of CO that contains
14CO (Figure 11.1),
and the average 14C/12C ratio of CO, the average biogenic contribution χbio can
be estimated using Eq. (11.2) (monthly zonal averages). The result is depicted in
Figure 11.3. The highest contribution of secondary 14CO occurs in the NH tropics,
where the abundance and oxidation rate of natural methane and NMHCs is largest.
The lowest contribution of “biogenic” 14CO is in the SH between December and
May, when the CO mixing ratio is generally lowest (cf. Figure 11.2). Except in the
tropics the secondary 14CO contribution exhibits only a moderate seasonal cycle.
11.3 Observations of 14CO at the surface level: A 2-D cli-
matology
Knowing the secondary contribution of 14CO (χbio, Eq. (11.2)), the cosmogenic part
of atmospheric 14CO measurements is readily determined:
χ˜ = χ˜cosmo+bio − χbio . (11.3)
The tilde denotes observational data, χ without index denotes the cosmogenic part of
the 14CO mixing ratio, consistent with previous chapters. The biogenic contribution
χbio is based on CO observations (NOAA-CMDL) and model results (f14).
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For the evaluation of model simulated 14CO mixing ratios at the surface level several
observations are taken into account. Table 11.1 lists locations where 14CO has been
sampled (and partly is still being sampled). The time interval of the data and the
number of observations used for the present study are also listed. References are in-
cluded in case the observations or parts of them are already published. Additionally,
the 14CO observations at the surface level obtained during various campaigns are
included in the following analysis. Those are listed in Table 11.2 with the same
information provided as in Table 11.1. Further unpublished 14CO observations at
locations in the SH and from several trans-equatorial ship cruises exist (Martin Man-
ning, Dave Lowe, personal communication, 2000). These were, however, not made
available for this study.
The observed 14CO mixing ratios and the estimated primary cosmogenic contribu-
tion are shown in Figures 11.4, 11.5, 11.6, and 11.7.
In order to compare the observed 14CO mixing ratios with the model simulations
on a global scale, the 14CO observations (the primary cosmogenic contribution χ˜)
are combined in a 2-D climatology, i.e., a zonally averaged seasonal cycle of 14CO
at the surface level is constructed from the observations, after the observations were
rescaled to standard conditions with respect to the solar activity (see below). The
assumption is made that each particular observation is representative for the day
of the year the air was sampled and for the entire latitude belt of the sampling
location. This averages out inter-annual variations; however, it allows the discus-
sion of simulated OH and stratosphere - troposphere exchange in a “climatological”
approximation. Nevertheless, inter-annual variations can be estimated by model
simulations based on meteorologies of particular years. The simulated 14CO mix-
ing ratios can then directly be compared to the observations at a given time and
location.
Rescaling of the observations to well defined conditions with respect to solar activity
is required, since the measured 14CO mixing ratios are obtained during different
periods. Therefore the three solar cycle rescaling procedures c′χ discussed in chapter 8
are applied. These are based on
1. the shielding potential Φ and the production rate calculated by Masarik and
Beer [1999], linearly interpolated using the smoothed sunspot number, and
taking into account a delay time of ∆TΦ = -6 months between shielding po-
tential and sunspot number variation (c′χ(Φ(ss(t+ ∆TΦ)))),
2. a linear interpolation using the smoothed sunspot number according to Lin-
genfelter [1963] and Lingenfelter and Ramaty [1970], however including a delay
time of ∆T = -7 months between sunspot number and 14C production rate
variation (c′χ(ss(t+ ∆T ))),
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Station Latitude Longitude # Reference
Date
Alert 82.45oN 62.52oW 45 Brenninkmeijer et al. [1999]
1996/07/19 1998/01/02
Ny A˚lesund 78.90oN 11.88oE 93 Brenninkmeijer et al. [1999]
1996/04/03 1999/06/16 (*)
Point Barrow 71.32oN 156.60oW 16 Quay et al. [2000]
1994/03/23 1995/07/28
Kollumerwaard 53.30oN 6.30oE 19 (*)
1997/10/16 1998/11/24
Mainz 49.98oN 8.23oE 24 (*)
1996/02/14 2000/03/08
Olympic 48.08oN 123.10oW 93 Quay et al. [2000]
Peninsula 1991/07/21 1997/03/22
Schauinsland 47.92oN 7.92oE 63 (*)
1995/02/21 2000/03/13
Sonnblick 47.03oN 12.95oE 65 Rom et al. [1999a]
1996/09/20 1999/11/25 Gros et al. [2000]
Happo 36.68oN 137.80oE 48 Kato et al. [2000]
1997/02/10 1998/11/02
Izan˜a 28.30oN 16.48oW 61 Kato et al. [2000]
1996/05/23 1999/10/20 (*)
Barbados 13.17oN 59.43oW 96 Mak and Southon [1998]
1996/07/10 1998/11/29
Maledives 4.97oN 73.47oE 22 (*)
1998/08/13 1999/03/20
Kenya 1.53oN 27.27oE 12 (*)
1996/07/29 1997/09/10
Baring Head 41.40oS 174.90oE 197 Brenninkmeijer [1993]
1989/06/28 1994/05/17 Brenninkmeijer et al. [1992], (*)
Scott Base 77.85oS 166.78oE 78 Brenninkmeijer [1993]
1991/06/30 1994/01/11 Brenninkmeijer et al. [1992]
Table 11.1: Locations of 14CO observational sites, time interval of measurements, and
number of samples (#) used in the present analysis. The references for published data are
included; (*) denotes unpublished data from Brenninkmeijer et al.
3. the neutron count rate at the Climax neutron monitor station (c′χ(nclx)).
The resulting 14CO mixing ratios are consequently standardized to the global average
production rate between 1955 and 1988. All three approaches include the response
of atmospheric 14CO to variations in the global source strength with an estimated
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Campaign Latitude Longitude # Reference
Date
ALASKA 32.80oN-58.50oN 13 Mak et al. [1992]
1992/07/31 1992/08/11 Mak et al. [1994]
TROICA-02 43.45oN-58.40oN 50.30oE-134.24oE 12 Bergamaschi et al. [1998]
1996/07/25 1996/08/11
TROICA-03 48.66oN-58.34oN 46.61oE-133.30oE 20 Ro¨ckmann et al. [1999]
1997/04/02 1997/04/13
TROICA-05 51.81oN-61.22oN 56.75oE-121.56oE 16 (*)
1999/06/27 1999/07/23
PACIFIC 22.00oN-56.00oN 130oW - 155oW 7 Quay et al. [2000]
1991/03/10 1991/03/31
VICKERS 11.00oS-53.00oN 168oE - 164oE 9 Quay et al. [2000]
1992/08/08 1992/10/16
RITS93A 67.50oS-49.20oN 140oW - 148oW 24 Quay et al. [2000]
1993/01/04 1993/05/03
RITS93B 67.30oS-54.90oN 140oW 25 Quay et al. [2000]
1993/11/23 1993/12/27
RITS95 54.50oS-44.80oN 160oW 16 Quay et al. [2000]
1995/10/13 1995/11/18
INDOEX 33.67oS-18.43oN 27.33oE- 85.17oE 14 (*)
1999/02/13 1999/03/29
Table 11.2: Various campaigns with observations of 14CO at the surface level. The number
(#) of observations has been collected during the listed time interval within the geographical
range. The references for published data is included; (*) denotes unpublished data from
Brenninkmeijer et al.
global average response time of τ = 3.11 months and the weight of the current
month’s production rate scale of w0 = 0.163 (cf. chapter 8). As shown in chapter 8
the sensitivity of the scaling function to the response time is small compared to the
uncertainties arising from uncertainties in the source strength scaling.
The resulting seasonal cycle of observed atmospheric 14CO at the surface level on
a 5o latitude grid is shown in Figure 11.8. Because the observational data is not
filtered in any way, the variability is rather high. This implies that all specific events
and conditions of each particular sampling site are mirrored in this climatology. For
comparison with model results this variability has to be compared to uncertainties in
the model simulations. Since these uncertainties are large, for a first evaluation of the
simulated 14CO seasonal cycle at the surface level on a global scale the climatology
is therefore sufficient.
The effect of rescaling the observations to standard solar activity conditions is partic-
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ularly visible at high southern latitudes. The differences between the three applied
solar cycle rescaling functions are small compared to the short term variations in the
data and uncertainties in the model simulations. Therefore the unweighted average
of the three rescaling functions is used to obtain one single standardized cosmogenic
14CO climatology to be compared with the model simulations in the further analysis,
i.e.,
χ˜ =
1
3
(c′χ(Φ(ss(t+ ∆TΦ))) + c
′
χ(ss(t+ ∆T )) + c
′
χ(nclx))(χ˜cosmo+bio − χbio) . (11.4)
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Figure 11.4: Observed 14CO mixing ratios at the surface level (circles) and estimated
primary cosmogenic contribution (triangles)
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Figure 11.5: Observed 14CO mixing ratios at the surface level (circles) and estimated
primary cosmogenic contribution (triangles)
262 11 OBSERVED AND SIMULATED ATMOSPHERIC 14CO
Figure 11.6: Observed 14CO mixing ratios at the surface level (circles) and estimated
primary cosmogenic contribution (triangles). The TROICA campaigns were on board the
Trans-Siberian railroad.
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Figure 11.7: Observed 14CO mixing ratios at the surface level obtained during various ship
cruises (circles) and estimated primary cosmogenic contribution (triangles).
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Figure 11.8: Zonal average climatology of cosmogenic 14CO observations at the surface
level. The estimated biogenic contribution has been subtracted from the originally observed
14CO mixing ratios. The upper left panel shows the unscaled cosmogenic contribution in
molec cm−3 STP. The other panels show the mixing ratios standardized to the average con-
ditions during the period 1955 to 1988 with respect to the solar cycle using the approaches
described in chapter 8. White spaces indicate insufficient data coverage for adequate inter-
polation.
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11.4 Model simulations
11.4.1 Model setup
For comparison with the 14CO observations model simulations with various model
configurations are performed. An integration initialized with zero mass mixing ra-
tio on January 1, 1993 is performed with 2.0-SLT driven by the NCEP-reanalysis
meteorologies [Kalnay et al., 1996] of the years 1993 to June 1999. The OH-1 dis-
tribution is prescribed (monthly averages) for the 14CO oxidation. The 14CO source
distribution of Lingenfelter [1963] (LF, cf. chapter 5) for intermediate solar cycle
conditions normalized to a global average production rate of 1 molec cm−2 s−1 in an
idealized static atmosphere of constant depth (1033 g cm−2) is used. This interme-
diate distribution is obtained by locally (at given geomagnetic latitude and depth)
averaging the source distributions for solar minimum and solar maximum conditions.
The model simulation with 2.0-SLT is repeated with the OH-S distribution. Fur-
thermore, these two simulations are repeated with the 14CO source distribution of
Masarik and Beer [1999] for a shielding potential Φ of 650 MV, also normalized to a
global average production rate of 1 molec cm−2 s−1 in an idealized static atmosphere
of constant depth (1033 g cm−2).
The resulting tracer distribution of the first simulation (2.0-SLT, LF, OH-1) on De-
cember 31, 1996 (i.e., after a four year integration) is used to initialize further a
set of simulations for the period January 1, 1997 to December 31, 1998, all driven
by the NCEP-reanalysis meteorology of the years 1997 and 1998. These include a
simulation with the 2.0-SPFR configuration using the OH-1 distribution and the
normalized intermediate LF source distribution, and simulations with 2.0-SLT and
2.0-SPFR using the same source distribution, but with the OH-2 distribution. Fur-
thermore, the 2 year integrations with 2.0-SLT and 2.0-SPFR are each repeated
twice, once with the stratospheric OH abundance (OH-2D) reduced by a factor
of two in the NH, and once with the stratospheric OH abundance halved in the
SH. The latter simulations are performed in order to estimate the influence of the
stratospheric OH abundance on the simulated the surface level 14CO.
And finally, a TM3-L-L31 simulation initialized with zero mass mixing ratio from
January 1, 1996 to June 31, 1998 is included in the analysis. The TM3-L-L31 model
is driven by the ECMWF reanalysis meteorology of the years 1996 to 1998. The
OH-1 distribution is prescribed for the 14CO oxidation, and the source distribution
of Lingenfelter [1963] (LF) for intermediate solar cycle conditions normalized to a
global average production rate of 1 molec cm−2 s−1 in an idealized static atmosphere
of constant depth (1033 g cm−2) is used. The TM3-L-L31 model simulation was
performed at KNMI (Ad Jeuken, personal communication, 1998-2000).
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In all model simulations three tracer distributions are calculated separately, namely
14CO, 14CO that is produced in the stratosphere, and 14CO that is produced in the
troposphere. The resulting mixing ratios are denoted by χ, χst, and χtr respectively
(cf. chapter 10). The tropopause is diagnosed online according to the WMO def-
inition [WMO , 1992]. All model output is archived as 5-day averages, except in
February, where the TM3-L-L31 output is a 3-day average between February, 26
and February, 28.
11.4.2 Estimate of various uncertainties
Before the model simulations can be compared to the derived 14CO climatology at
the surface level, further aspects concerning uncertainties of the method have to be
assessed. These are discussed in this section.
11.4.2.1 Soil activity and the deviation from the zonal average The first
issue pertains mainly the model simulations. As discussed in chapter 6, the soil
activity (which is not included in the model simulations described above) may po-
tentially significantly affect the 14CO mixing ratio at the surface level. Since the
strength of this additional sink and its variations with time and under varying con-
ditions such as soil temperature and moisture are still uncertain, the soil sink is
maximally estimated in chapter 6. The 14CO observations, in contrast, implicitly
include the effect of the real soil activity. As already indicated above, the constructed
14CO climatology at the surface level contains all characteristics of the particular
sampling sites, including local effects of the soil sink. Therefore the uncertainty in
the 14CO climatology with respect to local effects of the soil activity has to be esti-
mated. A maximum estimate can be obtained from the model results in chapter 6.
For each particular observation of 14CO shown in Figures 11.4, 11.5, 11.6, and 11.7
the effect of the soil sink is calculated as the ratio of the simulated 14CO mixing
ratio at the surface level including the soil sink to the respective mixing ratio at the
particular location without soil activity. The results of all observational locations
are interpolated on the climatology grid, i.e., on 1-day × 5o latitude intervals.
The second uncertainty arises from the reduction to two dimensions. Any obser-
vation included in the climatology is assumed to be representative for the zonal
average. This assumption can likewise be evaluated and the corresponding uncer-
tainty can be estimated by model simulations. For each particular observation the
deviation from the zonal average is calculated from the 2.0-SLT (OH-1, LF) sim-
ulation of the year 1997. The ratios of the simulated 14CO mixing ratios at the
particular locations to the respective zonal average are averaged on the climatology
grid. The results are depicted in Figure 11.9.
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Figure 11.9: Estimated influence of soil sink (left) and deviation from zonal average (right).
The left panel shows the ratio of the model simulated 14CO mixing ratio at the surface level
with active soil versus the respective mixing ratio without soil activity. This ratio is evaluated
for each particular 14CO observation included in the 14CO climatology (Figure 11.8) and
interpolated onto the same 1-day × 5o latitude grid. The right panel shows the ratio of
the simulated 14CO mixing ratio at the observational sites (surface level) to the respective
simulated zonal average, also averaged on the 1-day × 5o latitude grid. For the soil sink
estimate model simulations with the 2.0-SLT and 2.0-SPFR configurations for the year 1994
are averaged (see chapter 6). The deviation from the zonal average is calculated with 2.0-SLT
(OH-1, LF) for the year 1997. White spaces indicate insufficient data coverage.
As to be expected the soil sink has only a moderate effect (less than 5% reduction) in
the SH, except in the tropics and at mid latitudes between July and September and
in January/February. These deviations in the tropics can however be traced back
to the observations in Kenya (cf. Figure 11.5), where the simulated effect of the soil
sink is large (cf. Figure 6.1). In the NH, north of 30oN the uncertainty arising from
the soil activity is larger than in the SH, especially in summer, when the reduction
of the simulated mixing ratio of 14CO by soil activity at the observational locations
can exceed 15%. The maximum reduction can be traced back to the TROICA-5
observations with a simulated soil effect of 21%.
The simulated 14CO mixing ratio at the observational locations (surface) is represen-
tative for the respective zonal average to within ±10% at most times and latitudes
(Figure 11.9, right). Larger deviations, up to ±20% from the zonal average, oc-
cur mainly for the ALASKA, BARBADOS, MALEDIVES, TROICA-2, VICKERS,
RITS93A, RITS93, and KENYA observations. The largest deviations are simulated
for BARBADOS in August (-37%) and VICKERS (+40%).
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11.4.2.2 Inter-annual variability of 14CO at the surface level The mea-
surements of 14CO at the surface level used for the construction of the climatology
(Figure 11.8) have been performed in different years, but only the day of the year
is taken into account for the climatology (with the exception of rescaling to “stan-
dard” solar cycle conditions). The meteorological conditions at a given location
and time of the year, however, vary between subsequent years. Disregarding these
inter-annual variations introduces a further uncertainty in the climatology. This
has to be assessed before model simulations can be quantitatively compared to the
climatology.
Inter-annual variations in the atmospheric 14CO mixing ratio arising solely from
variations in the meteorological conditions can be estimated by model simulations
based on meteorologies of different years, provided that all other boundary condi-
tions, such as the OH distribution and seasonality, and the 14CO source distribution
and global strength do not change between the years. Since the inter-annual vari-
ation is implied in the meteorological fields driving the model advection, estimates
of the inter-annual variation pattern should be similar for different advection algo-
rithms, although they would likely differ in the absolute magnitude.
From the model simulations with the 2.0-SLT configuration (OH-1, LF) a five year
(1994-1998) climatology of the seasonal cycle of 14CO at the surface level is averaged.
A measure of the inter-annual variation is then the deviation of the simulated mixing
ratio at a particular time from this climatological average. The result is shown in
Figure 11.10. At most latitudes this deviation is ±5% or less. Deviations larger
than ±10% occasionally occur at high southern latitudes and around the equator in
April 1998.
Consequently the inter-annual variation of the zonally averaged 14CO mixing ratio at
the surface level is small, and a comparison of observations with model simulations
for different years is justified, at least with respect to the varying meteorological
conditions.
11.4.2.3 Influence of the ground effect O’Brien et al. [1978] calculated a
significantly enhanced atmospheric neutron flux directly above the Earth’s surface
in the lower 20 g cm−2, caused by the discontinuity in neutron production and scat-
tering properties near the air / seawater and air / ground interface. Mak et al. [1999]
measured the 14CO production rate near the surface and found a roughly doubled
production rate at the surface level compared to the production rate at 150 m alti-
tude and above. This enhanced production rate, however, does not bias the atmo-
spheric 14CO measurements at surface level, since the 14C production from surface
level up to 0.9 times the surface pressure contributes only less than 0.5% to the total
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Figure 11.10: Simulated 5-year climatology of zonal average atmospheric 14CO mixing
ratio χclim at the surface level obtained with the 2.0-SLT (OH-1, intermediate LF) config-
uration (left), and inter-annual variation of the simulated the surface zonal average 14CO
mixing ratio plotted as ratio of the particular year to the simulated 5 year climatology
(right). The 14CO mass mixing ratios are renormalized to a global average production rate
of 1 molec cm−2 s−1 in the model atmosphere.
14C production. This estimate is based on the LF source distribution [Lingenfelter ,
1963] for solar minimum conditions, i.e., the 14C source distribution with the largest
production rate near the surface compared to others [O’Brien et al., 1991; Masarik
and Beer , 1999] (see chapter 5). The 14CO mixing ratio is not determined by the
local production rate, because the troposphere is well mixed (cf. chapter 5). For
instance, the contribution of 14CO originating from the stratosphere to the 14CO
at the surface level was estimated to 30%-55% depending on latitude and season
(cf. Figure 10.13). Compared to this the local cosmogenic production is negligible.
11.4.2.4 The influence of the stratospheric OH abundance The last issue
to be addressed before the comparison between model simulations and observations
can be discussed, is the influence of the stratospheric OH abundance on the simulated
14CO at the surface level. This influence is estimated by the model simulations (2.0-
SLT and 2.0-SPFR) with a stratospheric OH abundance reduced by 50% in the
NH and in the SH separately. The result is shown in Figure 11.11. Reducing the
stratospheric OH abundance in one hemisphere by a factor of two throughout the
year results in an increase of up to 9% in the zonal average 14CO mixing ratio
at the surface level in the same hemisphere for the 2.0-SPFR simulations and up
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Figure 11.11: Effect of a reduced stratospheric OH abundance on the simulated 14CO
mixing ratio at the surface level. The figure shows the zonal average ratio of the simulated
14CO mixing ratio at the surface level calculated with the stratospheric OH abundance
reduced by 50% in the NH / SH versus the respective 14CO mixing ratio obtained with
100% stratospheric OH (OH-2D). The simulations are performed with the 2.0-SLT and
2.0-SPFR configuration respectively, using the OH-1 distribution and seasonality and the
intermediate LF source distribution of 14CO.
to 6% for the 2.0-SLT simulations. The 2.0-SPFR simulations predict a slightly
higher sensitivity of the SH compared to the NH, which is not seen in the 2.0-SLT
simulations.
Although in the model simulations the stratospheric OH is scaled separately in the
geographical hemispheres, the resulting increased 14CO mixing ratio at the surface
level temporarily reaches beyond the equator. Since the tropospheric OH abundance
is not changed, this is primarily related to the moving inter-tropical convergence zone
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(ITCZ) which defines the climatological hemispheres at a given time of the year. In
addition, reducing the stratospheric OH in one hemisphere causes a reduction of up
to 1% in the 14CO mixing ratios at the surface level in the opposite hemisphere.
This cross-ITCZ transport is, however, not realistic, but rather can be attributed to
the algorithms used to force the global tracer mass conservation. These algorithms
(such as the global rescaling in 2.0-SPFR, and the “mass-fixer” in 2.0-SLT) imply a
non-physical far-reaching transport of tracer mass as discussed in chapter 2.
11.5 14CO at the surface level: Model versus observations
11.5.1 The global average production rate of 14CO
So far the model simulations of atmospheric 14CO were performed in a normalized
mode, i.e., the resulting mass mixing ratios were standardized to a particular global
source strength, usually 1 molec cm−2 s−1. The 14CO climatology at the surface
level discussed above was obtained by rescaling the observations relative to the
average conditions between 1955 and 1988 with respect to solar activity, i.e., it
was normalized to the global average production rate of 14CO during this period.
This has to be taken into account for a comparison of model simulations with the
observational data and therefore requires a scaling of the model simulations by the
global average production rate between 1955 and 1988.
However, the absolute average production rate of 14CO has a considerable uncer-
tainty (cf. Table 8.1 and Figure 8.4). Therefore as a first test the optimal global
average production rate qopt which would be needed in the model atmosphere to
minimize the deviation of the model results from the observations is determined by
minimizing the RMS - deviation
∆RMS = (
1
2 · 1yr
∫ T=1yr
T=0
∫ φ=90o
φ=−90o
(χ˜(φ, T )− qopt · χ(φ, T ))2cos(φ)dφdT ) 12 (11.5)
between the observed 14CO mixing ratio χ˜ (the climatology at the surface level) and
the simulated 14CO mixing ratio standardized to 1 molec cm−2 s−1 in the respective
model atmospheres. The integration is performed over latitude φ and time T (in
years). The resulting qopt calculated with various model configurations is listed
in Table 11.3. The table also lists the respective global average RMS - deviation
(Eq. (11.5)) and the respective RMS deviations in the NH and SH. The optimal
global average 14CO production rate for the period 1955 to 1988 derived in this
manner can be compared to independent production rate estimates. From the results
of Masarik and Beer [1999] (i.e., the global average production rate of 14C as a
function of the shielding potential Φ (q14C(Φ)) and the shielding potential as a
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OH source time q¯opt ∆RMS ∆RMS(q¯)
global SH NH global SH NH
2.0-SLT OH-1 LF 1994-1998 1.45 2.94 2.02 3.61 3.81 4.22 3.36
2.0-SLT OH-S LF 1994-1998 1.39 2.47 1.87 2.94 3.95 4.07 3.82
2.0-SLT OH-1 MA 1994-1998 1.70 3.00 1.92 3.76 3.02 2.21 3.64
2.0-SLT OH-S MA 1994-1998 1.61 2.57 1.83 3.11 2.77 2.32 3.14
TM3-L-L31 OH-1 LF 1997 2.07 2.62 2.09 3.04 3.12 1.52 4.11
2.0-SLT OH-1 LF 1997 1.43 3.01 2.08 3.68 3.95 4.52 3.29
2.0-SPFR OH-1 LF 1998 1.38 3.26 2.14 4.06 4.52 5.15 3.81
2.0-SLT OH-1 LF 1998 1.42 3.03 2.10 3.72 4.06 4.58 3.48
2.0-SLT OH-2 LF 1998 1.05 3.02 2.34 3.55 8.26 10.08 6.00
2.0-SPFR OH-2 LF 1998 1.04 3.19 2.33 3.84 8.44 10.49 5.83
Table 11.3: Optimal global average production rate q¯opt of 14CO (in molec cm−2 s−1)
for the period 1955-1988 and resulting RMS-deviation (∆RMS in molec cm−2 s−1) of model
simulations from observations of 14CO at the surface level (global, SH, NH). The observations
are corrected for the estimated biogenic contribution and standardized to average conditions
(1955-1988) with respect to solar activity. The best estimate of the global average 14CO
production rate in the period 1955-1988 is q¯ = 1.76 molec cm−2 s−1 [Masarik and Beer ,
1999]. The resulting RMS deviation from the observations for the scaled model simulations
using this production rate is also listed (∆RMS(q¯)). LF denotes the source distribution
of Lingenfelter [1963] intermediate between solar minimum and solar maximum conditions
(linearly interpolated at given latitude and depth), MA the source distribution calculated
by Masarik and Beer [1999] for a shielding potential Φ = 650 MV.
function of time (annual averages, Φ(t)), cf. chapter 8) the global average production
rate q¯ of 14CO of the period 1955 to 1988 is calculated to be 1.76 molec cm−2 s−1,
implying a 14C to 14CO reaction efficiency of 0.95 [MacKay et al., 1963; Pandow
et al., 1960]. As can be seen from Figure 8.4 the 14C production rate estimated
by Masarik and Beer [1999] is intermediate compared to other estimates. For this
estimated average production rate q¯ the resulting RMS deviations between model
simulations and observations (Eq. (11.5)) are also listed in Table 11.3.
11.5.1.1 The optimal global source strength of 14CO Scaling the model
simulated 14CO with the respective optimal global average production rate (Ta-
ble 11.3), the remaining discrepancy between model results and observations is larger
in the NH compared to the SH for all model configurations. The optimal global av-
erage production rate for the 2.0-SLT configuration (LF, OH-1) hardly depends on
the particular year of the underlying meteorological data. This is consistent with the
small inter-annual variability of the simulated surface level 14CO as derived above
(Figure 11.10). Using the MA source distribution instead of the LF source distribu-
tion requires a larger global average 14CO production rate in the model atmosphere
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for reproducing the observations at the surface level, since a larger fraction of 14CO
in the MA source is located in the stratosphere compared to the LF source (cf. chap-
ter 5). The corresponding minimum RMS deviation is (for a given OH distribution)
smaller for the LF source distribution compared to the MA distribution.
For the same OH distribution (OH-1) the optimal global average production rate of
14CO in the model atmosphere is largest in TM3-L-L31, and smallest in 2.0-SPFR,
the latter, however, being only slightly lower than in 2.0-SLT. The ranking of the
corresponding minimum RMS deviations is reversed. Furthermore, the remaining
discrepancy in the SH hardly differs between those three configurations, in contrast
to the discrepancy in the NH.
Comparing different OH distributions, the best agreement between model simula-
tions (2.0-SLT) and 14CO observations at the surface level, i.e., the smallest RMS
deviation, is obtained with the OH-S distribution, followed by OH-1, and is largest
for OH-2. At the same time, the required 14CO source strength is largest for OH-1,
slightly smaller for OH-S, but significantly smaller for OH-2.
The overall largest global average production rate is required in the TM3-L-L31 at-
mosphere, while the smallest discrepancy is achieved with the 2.0-SLT configuration
using the OH-S distribution and the LF source. Finally, the required global source
strength of 14CO is closest to the estimated of 1.76 molec cm−2 s−1 for the 2.0-SLT
configuration using OH-1 and the MA source distribution.
11.5.1.2 The estimated global source strength of 14CO Using a global
14CO source strength of 1.76 molec cm−2 s−1, the OH-1 distribution and the LF
production rate distribution, the TM3-L-L31 configuration simulates 14CO mixing
ratios at the surface level that are closest to the observations, especially in the SH,
followed by 2.0-SLT and 2.0-SPFR (Table 11.3). With those boundary conditions
the remaining RMS-deviation between simulations and observations is larger in the
SH than in the NH in the MATCH configurations and vice versa in the TM3-L-L31
configuration. Using the OH-2 distribution, the deviation from the observations
is smaller in the 2.0-SLT simulations compared to the 2.0-SPFR simulations, and
in both cases larger in the SH compared to the NH. Furthermore, with the OH-
S distribution the deviation between model (2.0-SLT) results and observations is
smaller than with OH-1. And finally, using the MA source distribution results in
a smaller discrepancy between the model simulations and the observations at the
surface level than using the LF source distribution.
11.5.1.3 Discussion Calculating the 14CO source strength qopt that is required
in the model atmosphere in order to optimally reproduce the 14CO observations
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at the surface level and the corresponding minimum RMS - deviation provide a
quantitative estimate of the model performance with respect to the simulated 14CO
mixing ratio on a global or hemispheric scale. In the discussions in chapters 5, 7, and
10 it was shown that the simulated 14CO mixing ratios scale with the annual global
average source strength of 14CO on the one hand, and with the air mass weighted
annual global average OH abundance on the other, i.e.,
χ∗ = χ(OH, q0)
fq
fOH
(11.6)
where χ is the simulated mixing ratio (in molec cm−3 STP) standardized to a global
average 14CO production rate q0 (usually 1 molec cm
−2 s−1), fq is the source strength
scaling (e.g., = q¯/q0) and fOH the scaling of the global average OH abundance. As a
consequence the optimal source strength qopt can be interpreted as the ratio of these
two scaling parameters:
qopt = q0
fq
fOH
. (11.7)
If one parameter (fq or fOH) were known exactly, the other could readily be computed
from the model simulations and the observations (qopt), under the assumption that
the source strength and the global OH abundance solely determine the simulated
mixing ratio, disregarding other important mechanisms such as the stratosphere -
troposphere exchange. Likewise, if both parameters on the right hand side are fully
constrained, the model performance can be tested.
Using the source strength scaling fq = 1.76 for the estimated global average source
strength, the required scaling of the global average OH abundance is determined
(Eq. 11.7) by the values of qopt listed in Table 11.3. For instance, the OH-1 dis-
tribution in the 2.0-SLT configuration using the LF source distribution has to be
globally scaled by a factor of 1.21 in order to minimize the RMS deviation between
simulated (5 year average) and observed 14CO mixing ratios at the surface level for
a global source strength of 1.76 molec cm−2 s−1 in the model atmosphere. The re-
spective scaling of the global average OH-1 concentration required to minimize the
RMS-deviation for the 2.0-SPFR configuration is fOH = 1.28.
The OH-2 distribution (with a 30% lower global average OH concentration, cf. Ta-
ble 1.1) requires a scaling of 1.68 in the 2.0-SLT atmosphere, and 1.69 in the 2.0-
SPFR atmosphere, respectively. In contrast to that, only a factor of 1.43 is needed
in order to scale OH-2 to the same global air mass weighted average OH concentra-
tion as OH-1. The respective scaling for OH-S (2.0-SLT, LF) is 1.27, whereby the
global average OH abundance in OH-1 is about 10% larger than in OH-S.
An increase in the annual global average OH concentration, for instance by 21% in
the 2.0-SLT configuration using the LF source distribution would, however, likewise
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shorten the simulated methylchloroform (MCF) lifetime in the model atmosphere,
which is estimated with the OH-1 distribution to 4.4± 0.1 years, in agreement with
previous estimates (see chapter 4). Moreover, most model simulations (depending on
the configuration) using OH-1 represented the MCF mixing ratio at the ALE/GAGE
stations within ±10% (cf. Table 4.7). Consequently, a 20% or more increase in global
average OH abundance is rather unlikely.
This conclusion has an important implication. If, on the global scale, the OH abun-
dance in the model is not deficient, either another boundary condition is inadequate,
or a process additionally determining the 14CO mixing ratio at the surface level is
simulated deficiently by the model. The effects of the two remaining possibilities
are closely related. The boundary condition in question is the source distribution
of 14CO, especially in the vertical, and the process affecting the 14CO mixing ratio
at the surface level is the simulated stratosphere - troposphere exchange (STE).
Using the MA source distribution instead of the LF source distribution in 2.0-SLT,
the resulting OH scaling factor fOH is only 1.04 for OH-1 and 1.09 for OH-S. An
increase of the annual global average OH concentration by 4% (OH-1) or 9% (OH-
S) is, however, still consistent with the results obtained from the MCF simulations
(cf. chapter 4), i.e., the model is still expected to reproduce the MCF observations
within the same range of uncertainty. As discussed in chapter 5, the MA source
distribution exhibits a higher fraction of the global 14CO production in the strato-
sphere (62-66%) than the LF distribution (51-53%, cf. Table 5.1). The same effect,
i.e., reduced simulated 14CO mixing ratios at the surface level can thus be achieved
by either increasing the global OH abundance (which can be excluded by the MCF
simulations) or by shifting the 14CO production to higher levels. As a consequence,
a weaker STE would also provide the same result. This can be seen from the TM3-
L-L31 simulations. In chapters 7 and 10 it was shown that the STE is weaker in
TM3-L-L31 compared to MATCH. As a consequence the optimal source strength in
the TM3-L-L31 model atmosphere (qopt, Table 11.3) is larger compared to MATCH,
and estimated to 2.07 molec cm−2 s−1. This implies a required OH scaling fOH of
0.85, when a global average production rate q¯ = 1.76 molec cm−2 s−1 is assumed
(Eq. (11.7)), indicating that the STE might be too weak.
At the same time, however, the remaining global RMS deviation between model
simulations and observations at the surface level for a given global source strength
of 1.76 molec cm−2 s−1 is smallest for TM3-L-L31 among all model configurations
using the LF source distribution. It is only smaller for the 2.0-SLT configuration
using OH-S and the MA source distribution. On the hemispheric scale the situation
is not that clear. In the SH, again the TM3-L-L31 configuration exhibits the smallest
deviation for the estimated global source strength, in contrast to the NH, where the
2.0-SLT simulations are on average closer to the observations.
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The differences between the hemispheres and the presumably too weak STE in TM3-
L-L19 indicate that for further discussion the analysis so far might be oversimplified.
And indeed, horizontal and seasonal effects have not yet taken into account, which
can provide additional valuable information. This information is derived and dis-
cussed next.
11.5.2 OH or stratosphere - troposphere exchange ?
Two approaches are considered for the comparison between the observations (the
2-D climatology χ˜ (Figure 11.8) of cosmogenic 14CO at the surface level defined in
Eq. (11.4)) and the model simulations. These two approaches imply the extreme
assumptions that either the OH distribution and seasonality or the stratosphere -
troposphere exchange (STE) in the model is solely responsible for deviations between
model simulations and observations at a given time T and location (latitude φ). For
the first approach (OH) the adequate measure is simply the ratio between model
simulations of the 14CO mixing ratio at the surface level (zonal average) and the
respective observations, i.e.,
rOH(φ, T ) =
q¯ · χ(φ, T )
χ˜(φ, T )
, (11.8)
whereby the model results have to be scaled to the estimated global average pro-
duction rate q¯ between 1955 and 1988. This is chosen to be 1.76 molec cm−2 s−1 as
discussed above.
The second approach (STE) requires likewise an appropriate measure. For 14CO,
information about the role of STE at a given time and location can be achieved by
separately tracing 14CO of stratospheric (χst) and tropospheric (χtr) origin in the
model atmosphere (cf. chapter 10). With this information the hypothetical question
how the stratospheric contribution of 14CO at the surface level has to be changed
(i.e., scaled by a factor of rSTE) in the model results in order to reproduce the
observations, i.e.,
q¯ · (χtr + rSTE · χst) = χ˜ (11.9)
can be answered. Solving for rSTE results in
rSTE =
χ˜
q¯ · χst −
χtr
χst
. (11.10)
Values of rSTE between 0 and 1 indicate that the STE is probably too strong, values
larger than 1 suggest that the STE is too weak and more 14CO from the model
stratosphere is required to explain the observed 14CO mixing ratios at the surface
level. For negative values of rSTE the contribution of
14CO of tropospheric origin
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simulated at a given time and latitude is already too large compared to the obser-
vations without any 14CO from the stratosphere.
The results for various model configurations are shown in Figures 11.12, 11.13, 11.14,
and 11.15. The left columns show the ratio rOH (Eq. (11.8)) between scaled model
results and observations, the right column the required scaling rSTE of the
14CO
contribution originating from the stratosphere (Eq. (11.10)).
11.5.2.1 Seasonal cycle of simulated and observed 14CO at the surface
level in the SH One striking characteristic common to all model simulations is
the overestimation of the observed 14CO mixing ratio at the surface level in the
SH with only one exception. The TM3-L-L31 configuration (using OH-1 and the
LF source) tends to underestimate the SH 14CO mixing ratio at the surface level
on average (SH, annual) by 3-4% (Figure 11.14). The smallest positive deviation
in the SH is simulated by 2.0-SLT using the MA source and the OH-S distribution
(13% on average, Figure 11.13). Using the OH-1 distribution instead results in a
15% overestimate of the observations in the SH on an annual hemispheric average
(Figure 11.13). Using the LF source distribution (with relatively more 14CO pro-
duction in the troposphere compared to MA, see chapter 5) the model simulations
exceed the observations in the SH on average by 34% (2.0-SLT, OH-S), 38% (2.0-
SLT, OH-1), and 46% (2.0-SPFR, OH-1) respectively (Figures 11.12 and 11.14).
The largest discrepancy between model simulations and observations in the SH is
obtained when the OH-2 distribution is used. The measurements are then overes-
timated by 102% and 106% by the 2.0-SLT and 2.0-SPFR configuration using the
LF source, respectively (Figure 11.15).
The discrepancy between model simulations (2.0-SLT and 2.0-SPFR) and observa-
tions in the SH is, however, not constant throughout the year, but rather exhibits
a seasonal variation with a higher ratio rOH in SH autumn and winter (April to
August) compared to the rest of the year. This characteristic is common to the
OH-1 and OH-S distribution and also independent of the source distribution em-
ployed. In 2.0-SPFR (Figure 11.14) this tends to be less pronounced than in 2.0-SLT
(Figure 11.12). In TM3-L-L31 (Figure 11.14) this characteristic is least pronounced.
Taking into account all uncertainties discussed above and in previous chapters this
implies that the TM3-L-L31 simulations (OH-1, LF) at least in the SH do not
significantly deviate from the observations. And indeed, for a given global 14CO
source strength of 1.76 molec cm−2 s−1 the RMS deviation of the simulations from
the observations in the SH is smallest for TM3-L-L31 using OH-1 and the LF source
distribution (Table 11.3). Among the MATCH simulations performed, the smallest
RMS deviation of the simulations from the SH observations is achieved with the
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Figure 11.12: Ratio of simulated to observed cosmogenic 14CO at the surface level
(rOH, Eq (11.8), left column) and required scaling of 14CO of stratospheric origin (rSTE,
Eq. (11.10), right). The latter scaling is required if the deviation between simulations and
observations is solely attributed to STE processes. Observations of cosmogenic 14CO at
the surface level are defined by the 2-D climatology (Figure 11.8, Eq. (11.4)). White boxes
indicate insufficient data coverage of observations. All simulated 14CO mixing ratios are
rescaled to a global average 14CO production rate of q¯ = 1.76 molec cm−2 s−1 in the respec-
tive model atmosphere. The upper row shows the results of the 2.0-SLT simulations (average
of 1994 to 1998) using the LF source distribution intermediate between solar minimum and
solar maximum and the OH-1 distribution. The lower row shows the same for the OH-S
distribution.
2.0-SLT configuration using the OH-S distribution and the MA source.
If the discrepancy between model simulations and observations is solely attributed to
deficiencies of the simulated STE, in all MATCH configurations the SH STE has to
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Figure 11.13: As Figure 11.12, but for 2.0-SLT (average of 1994 to 1998), the MA source
distribution for Φ = 650 MV, and OH-1 (upper row), and OH-S (lower row) respectively.
be reduced in order to reproduce the observations in the SH. On average, the 14CO
contribution originating from the stratosphere at the surface level has to be reduced
to 86% (2.0-SLT, OH-S, MA), 80% (2.0-SLT, OH-1, MA), 48% (2.0-SLT, OH-S, LF),
40% (2.0-SLT, OH-1, LF), and 27% (2.0-SPFR, OH-1, LF) of the simulated level,
respectively. To compensate for the small deviation of the TM3-L-L31 simulations
in the SH at the surface level, the amount of 14CO originating from the stratosphere
has to be increased on average by 26%. For the MATCH simulations using the
OH-2 distribution even the amount of 14CO produced in the troposphere results in
too high 14CO mixing ratios at the SH surface level (Figure 11.15). The required
scaling factor rSTE for χst is therefore negative, averaged over the SH and the whole
year -0.15 (2.0-SLT, LF) and -0.23 (2.0-SPFR, LF), respectively.
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Figure 11.14: As Figure 11.12, but for 2.0-SPFR (upper row) and TM3-L-L31 (lower row).
In both model simulations the intermediate LF source distribution is used and the OH-1
distribution is prescribed. The meteorological year is 1997 for TM3-L-L31 and 1998 for
2.0-SPFR.
11.5.2.2 Seasonal cycle of simulated and observed 14CO at the surface
level in the NH The second important characteristic of the model simulations
is the deviation from the 14CO observations in the NH at the surface level, which
exhibits a very distinct seasonal cycle north of 40oN in all model configurations.
All model simulations, regardless of which source distribution or OH-distribution is
used, significantly underestimate the 14CO mixing ratio at the surface level north
of 40oN between June and September. In 2.0-SLT the simulated 14CO mixing ratio
during this period and within this latitude belt is on average only 44% (OH-1, MA),
56% (OH-1, LF), 63% (OH-S, MA), and 78% (OH-S, LF) of the observed mixing
ratio, respectively (Figures 11.12 and 11.13). The 2.0-SPFR configuration predicts
11.5 14CO at the surface level: Model versus observations 281
Figure 11.15: As Figure 11.12, but for 2.0-SLT (upper row) and 2.0-SPFR (lower row)
using the intermediate LF source distribution and the OH-2 distribution. The meteorological
year in both cases is 1998.
on average only 48% (OH-1, LF), and the TM3-L-L31 configuration only 47% (OH-
1, LF) of the observed 14CO mixing ratio at the surface level north of 40oN between
June and September (Figure 11.14). Even when the OH-2 distribution is used
(Figure 11.15), which during the time in question has an average OH concentration
in the NH which is 28% to 34% lower than OH-1 (cf. Table 1.1), the 2.0-SLT and
2.0-SPFR configurations using the LF source underestimate the observations still
by 10% and 19%, respectively.
If this lack of 14CO is to be compensated by a higher import of stratospheric 14CO,
the amount of 14CO at the surface level originating from the stratosphere (χst) has
to be increased north of 40oN between June and September on average by a factor
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of 3.63 (OH-1, MA), 3.19 (OH-1, LF), 2.15 (OH-S, MA), and 1.74 (OH-S, LF) in
the 2.0-SLT simulations, by 4.55 in the 2.0-SPFR (OH-1, LF) simulation, and by
5.18 in the TM3-L-L31 simulation (OH-1, LF), respectively. With OH-2 and the
LF source distribution, the required increase in the stratospheric contribution at the
surface level is on average 1.33 (2.0-SLT) and 1.71 (2.0-SPFR) during the period
and within the latitude belt in question.
During NH winter, the model configurations tend to overestimate the observed 14CO
mixing ratio at the surface level in the NH, except TM3-L-L31 using OH-1 and the
LF source distribution (Figure 11.14), which underestimates the NH 14CO mixing
ratio throughout the year. Therefore, a decreased stratospheric contribution to the
surface level 14CO is required in NH winter in the MATCH configurations, whereas
the TM3-L-L31 simulation requires an increased STE, provided that the deviation
of the simulations from the observations is to be compensated solely by a changed
downward flux of 14CO from the stratosphere into the troposphere.
In the NH south of 40oN the situation is similar to the SH, though with a different
phase. The model configurations tend to overestimate the observed 14CO mixing
ratio at the surface level with a maximum in winter and to underestimate it between
20oN and 40oN in summer.
Averaged over the NH and the whole year, the ratio between model results and
observations is 0.87 (OH-1, MA), 1.02 (OH-1, LF), 1.04 (OH-S, MA), and 1.21
(OH-S, LF) for the 2.0-SLT configuration (Figures 11.12 and 11.13), and 1.00 (LF,
OH-1) for the 2.0-SPFR configuration, respectively (Figure 11.14). The TM3-L-L31
(OH-1, LF) configuration predicts on average 0.71 times lower 14CO mixing ratios at
the surface level than observed (Figure 11.14). Using OH-2, 2.0-SLT overestimates
the 14CO mixing ratio at the surface level by a factor of 1.46, and 2.0-SPFR by 1.41,
respectively (Figure 11.15). For a hypothetical compensation through a stronger
STE, on average the part of 14CO originating from the stratosphere then has to be
scaled by a factor of 1.64 (OH-1, MA), 1.32 (OH-1, LF), 1.13 (OH-S, MA), and
0.81 (OH-S, LF) in the 2.0-SLT atmosphere, and by 1.62 in the 2.0-SPFR (OH-1,
LF) atmosphere. In TM3-L-L31 (OH-1, LF), the required factor is 2.71 on average.
Using the OH-2 distribution, 14CO from the stratosphere at the surface level has to
be scaled down by a factor of 0.51 (2.0-SLT) and 0.60 (2.0-SPFR), respectively.
11.5.2.3 Discussion The deviation of the model simulations from the obser-
vations of 14CO at the surface level exhibits a seasonal cycle in both hemispheres.
This implies that agreement between model simulations and observations cannot be
achieved by scaling either the annual average OH concentration, the global source
strength, or the annual average strength of STE downward transport. Rather the
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seasonal variation of at least one of these parameters is deficiently simulated by the
models. The weakest seasonal variation of the deviation is predicted by TM3-L-L31
in the SH.
The observed seasonal cycle of 14CO at the surface level in the SH (cf. Figures 11.5
and 11.8) exhibits a maximum between August (30oS-60oS) and September (60oS-
90oS), and a minimum in February. Both the times of minimum and maximum
14CO are reproduced within 0.5 months by the 2.0-SPFR and the TM3-L-L31 con-
figuration (cf. Figure 10.4). The 2.0-SLT configuration also reproduces the time of
the minimum in February, although on average, the maximum tends to be reached
almost one month earlier in July/August (cf. Figure 11.10), with a considerable inter-
annual variation. This earlier minimum is consistent with the small phase shift of 0.5
to 1 month between the SH tropospheric burden fraction predicted by TM3-L-L31
and 2.0-SPFR on the one side and by 2.0-SLT on the other (cf. Figure 10.12). In
chapter 10 it was concluded that the 2.0-SLT STE is “faster” compared to the STE
in 2.0-SPFR and TM3-L-L31, i.e., the annual cycle of the downward flux in 2.0-SLT
is phase shifted by at least 0.5 to 1 month earlier compared to TM3-L-L31 and
2.0-SPFR. Two resulting effects are the faster downward transport of SPE induced
14CO in 2.0-SLT compared to 2.0-SPFR (chapter 9, Figures 9.3 and 9.9), and the
earlier occurrence of the maximum fraction of stratospheric 14CO at the surface level
in the 2.0-SLT simulations compared to the 2.0-SPFR and TM3-L-L31 simulations
(Figure 10.13). The latter indicates further that differences between the particular
model configurations with respect to this phase shift are more pronounced in the
SH than in the NH. Furthermore the annual average strength of the simulated STE
is lower in TM3-L-L31 than in the MATCH configurations (see chapters 7 and 10).
In conclusion, in the SH the simulated STE of TM3-L-L31 is better qualified for
reproducing the 14CO observations at the surface level than the MATCH simulated
STE. This concerns the absolute strength and seasonality of the STE. It is indicated
by the lower deviation of the TM3-L-L31 simulations with a smaller amplitude of
rOH in the SH compared to the 2.0-SLT simulations. This is moreover consistent
with the estimated global source strength of 14CO and the OH (OH-1) distribution
and seasonality in the SH. In other words, at least in the SH the TM3-L-L31 STE
seems to be more realistic than the MATCH STE, because it reproduces the ob-
served 14CO levels at the surface without requiring any changes in the estimated
OH distribution or source strength of 14CO. However, this conclusion implies that
the OH distribution employed (OH-1), and the global 14CO source strength are also
realistic, at least for the SH.
As a further consequence the MATCH simulated STE in the SH is too strong, and the
14CO of stratospheric origin at the SH surface level in MATCH has to be reduced on
annual average to 40% (2.0-SLT, Figure 11.12) and 27% (2.0-SPFR, Figure 11.14) of
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Figure 11.16: Effect of phase shifted and reduced stratospheric 14CO contribution to 14CO
at the surface level. The solid line shows the observation (2-D climatology of primary 14CO at
the surface level standardized to the global average production rate between 1955 and 1988,
Figure 11.8, Eq. (11.4)) averaged between 30oS and 60oS. The dashed lines show the model
simulation (averaged over the same range) obtained with TM3-L-L31, the OH-1 distribution,
and the intermediate LF source distribution, whereby a global average production rate of
1.76 molec cm−2 s−1 in the model atmosphere is assumed. The upper line is the total 14CO
mixing ratio (χ) and the lower line the 14CO mixing ratio of 14CO originating from the
stratosphere (χst), respectively. The results for 2.0-SLT are shown by the dotted lines. The
dashed-dotted line (adjusted 2.0-SLT) is obtained by scaling the simulated stratospheric
14CO at the surface level (2.0-SLT) by 0.4 and shifting it by one month to later times. The
right panel shows the same, but using the OH-S distribution in 2.0-SLT instead of OH-1.
The meteorological year in all cases is 1997.
its simulated level, respectively, under the same boundary conditions used in TM3-
L-L31, i.e., using the OH-1 distribution and the LF source. Using the MA source
distribution instead (with the maximum estimated production in the stratosphere),
the 14CO of stratospheric origin is still too high and has to be reduced to 80% of its
simulated level on annual average (Figure 11.13).
The effect of the required changes in the stratospheric 14CO contribution in 2.0-SLT
(LF) in the SH mid-latitudes is summarized in Figure 11.16 in comparison to the
TM3-L-L31 simulations and the observations. Scaling down the 2.0-SLT simulated
stratospheric 14CO at the surface level (χst, Eq. (11.9)) by rSTE = 0.4 and shifting
its contribution by one month, i.e.,
χ′(t) = q¯ · (χtr(t) + rSTE · χst(t− 1 month)) , (11.11)
the differences between the 2.0-SLT and the TM3-L-L31 predicted 14CO mixing ratio
at the surface level vanish on average between 30oS and 60oS. Moreover, the model
results agree with the observations within the range of uncertainty. The remaining
small difference between the mixing ratio of stratospheric 14CO at the surface level
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Figure 11.17: As Figure 11.16, but for the entire SH.
(χst, lower lines) between 2.0-SLT (adjusted) and TM3-L-L31 can be attributed
to deviations in the online diagnosed tropopause pressure which is used to distin-
guish the production of 14CO in the stratosphere from the tropospheric production
(cf. Figure 10.10). Using the OH-S distribution in 2.0-SLT and following the same
procedure, the result is very similar (Figure 11.16, right), since the SH seasonality
and average abundance of OH-1 and OH-S are similar (cf. Figure 1.6). The largest
deviation from the TM3-L-L31 (OH-1) results occur between October and Decem-
ber, when the average SH concentration of OH-S differs from the respective OH-1
concentration (cf. Figure 1.6).
The overall agreement between model simulations (TM3-L-L31 and 2.0-SLT) and
observations of 14CO in the SH can consequently be achieved solely by adjusting
the simulated stratospheric contribution to the 14CO at the surface level without
changing the tropospheric OH distribution. This also holds for the entire SH, as
shown in Figure 11.17. Both the TM3-L-L31 simulations and the adjusted 2.0-
SLT simulations agree with the observations within the uncertainties. In particular,
the range of the estimated production rate q¯ and the uncertainty in the global
average OH abundance have to be taken into account. For instance, a 10% increased
production rate would shift the model simulated annual cycle by 10% to higher 14CO
mixing ratios.
The resulting annual average contribution of 14CO originating from the stratosphere
at the surface level (χst) is estimated to 2.43 molec cm
−3 STP with a minimum of 1.29
cm−3 STP in February and a maximum of 3.59 cm−3 STP in August (Figure 11.17).
The peak to mean amplitude is therefore 48% around the annual average.
If, in contrast, the deviations of the MATCH simulations from the observations in
the SH are rather attributed to deficiencies in the OH distribution and seasonality,
an increased OH concentration in the SH, especially in winter is required. From the
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analysis of rOH it can be concluded that the annual average OH concentration in the
SH has to be increased by at least 13% (OH-S, MA, Figure 11.13) and up to 38%
(OH-1, LF, Figure 11.12) in the 2.0-SLT SH, and 46% in the 2.0-SPFR SH (Fig-
ure 11.14). Moreover, the seasonality has to be modulated, i.e., in autumn/winter
the OH concentration in the SH has to be increased more than in summer/spring,
implying a smaller annual amplitude of the SH OH concentration (cf. Figure 1.6).
These changes are even required when the 14CO production is maximally shifted
into the stratosphere, i.e., when the MA source distribution is used (Figure 11.13).
An increase in SH OH on average, however, would decrease the simulated global
average lifetime of methylchloroform (MCF, see chapter 4), unless the OH concen-
tration is decreased by the same amount elsewhere for compensation, i.e., in order
to preserve the global average concentration that determines the simulated lifetime
of MCF. In this case the NH average OH concentration has to be decreased. In-
creasing the SH OH and decreasing the NH OH concentration results in a lower or
even reversed interhemispheric asymmetry in the OH abundance with higher average
OH concentrations in the SH. This has been suggested earlier by Brenninkmeijer
et al. [1992]; however, it would not be in favor of a better agreement between model
simulations and observations of MCF within the limitations of this method (cf. chap-
ter 4). Moreover, the reasons for a higher SH OH abundance and the additionally
required seasonal modulation would still be unresolved, whereas the overestimated
STE in MATCH is a known problem [Lawrence et al., 1999a]. Thus a higher SH and
reduced NH OH abundance than predicted cannot be fully excluded at this stage,
although a reduced contribution of stratospheric 14CO to the 14CO mixing ratio at
the surface level, and a changed seasonality seems to be more likely.
In the NH the situation is much more complicated. The observed seasonal cycle
of 14CO at the surface level exhibits a maximum between February and March
and a minimum between July and August (Figures 11.4, 11.5, and 11.8). This
characteristic is reproduced within 0.5 months by all involved model configurations
(cf. Figures 10.4 and 11.10). It is further consistent with the extrema of the simu-
lated tropospheric burden fraction in the NH (Figure 10.12). The absolute level of
the observed 14CO mixing ratio at the surface level is, however, significantly under-
estimated north of 40oN between June and September by all model configurations,
independent of the source distribution and the OH distribution. Even with the OH-2
distribution this characteristic is present (Figure 11.15). In contrast to that, during
the rest of the year the observed 14CO mixing ratio north of 40oN tends to be over-
estimated, except by TM3-L-L31, which predicts lower 14CO levels than observed
throughout the year.
As in the SH, also in the NH the 2.0-SLT simulated STE seasonality is phase shifted
compared to the 2.0-SPFR and TM3-L-L31 STE seasonality, with the maximum
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Figure 11.18: As Figure 11.16, except for 0o-90oN. The dashed-dotted line (adjusted 2.0-
SLT) is obtained by shifting the stratospheric 14CO seasonal cycle at the surface level by
one month to later times (left panel). In the right panel, the TM3-L-L31 stratospheric
contribution of 14CO at the surface level (χst) is doubled and shifted by half a month to
later times. The 2.0-SLT simulations are performed using OH-S instead of OH-1. The
adjustment of the 2.0-SLT (OH-S) simulations include a shift of 1 month to later times, and
a scaling of χst by 0.7. The meteorological year in all cases is 1997.
downward transport occuring earlier in 2.0-SLT. This is indicated by the earlier ex-
trema (about 0.5 months) of the simulated tropospheric burden fraction in 2.0-SLT
in the NH compared to the 2.0-SPFR and TM3-L-L31 simulations (cf. Figure 10.12).
Furthermore, similar to the situation in the SH, in the NH the occasionally SPE in-
duced 14CO is also transported faster into the troposphere in 2.0-SLT compared
to 2.0-SPFR (chapter 9, Figures 9.3 and 9.9). Finally, the NH maximum of strato-
spheric 14CO at the surface level is reached earlier in 2.0-SLT compared to 2.0-SPFR
and TM3-L-L31 (cf. Figure 10.13).
One might conclude that a reduction of the stratospheric OH concentration could
increase the amount of 14CO that is transported downward, since less of the 14CO
becomes oxidized in the stratosphere. The estimates above, however, show that the
sensitivity of the simulated 14CO mixing ratio at the surface level to the stratospheric
OH abundance in either hemisphere is rather small (Figure 11.11). A reduction of
the stratospheric OH abundance by 50% results in a maximum 14CO increase of 9%
at the surface level. Between June and September, north of 40oN, where the most
additional 14CO from the stratosphere would be needed, the effect is smallest, and
the 14CO mixing ratio increases by less than 5%.
Following the same approach as in the SH, the deviation of the model simulations
from the observations can hypothetically be attributed to deficiencies in the simu-
lated STE. Figure 11.18 shows the required changes in the simulated 14CO originat-
ing from the stratosphere at the surface level. In order to obtain consistent results
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between TM3-L-L31 and 2.0-SLT (both OH-1, LF) a doubling of the amount of
14CO from the stratosphere at the surface level is on average required in TM3-L-L31.
Then the model simulations and observations agree within the range of uncertainties,
without a change of the stratospheric contribution χst in 2.0-SLT. This agreement
is further improved by shifting χst by 0.5 months and 1 month to later times in
TM3-L-L31 and 2.0-SLT, respectively (cf. Eq. (11.11)). The resulting stratospheric
contribution χst at the surface level varies then (average of adjusted TM3-L-L31 and
adjusted 2.0-SLT, both OH-1) from 2.25 molec cm−3 STP in September / October
to 9.34 molec cm−3 STP in March (Figure 11.18). The annual average is 5.19 molec
cm−3 STP, and therefore the peak to mean amplitude is +80% / -57%.
The 2.0-SLT simulations with OH-S instead of OH-1 require a reduction of the
stratospheric 14CO contribution at the surface level to 70% of the predicted value
on average. Assuming that the effect of exchanging OH-1 by OH-S is similar in
TM3-L-L31, the required scaling of the TM3-L-L31 simulated stratospheric 14CO
at the surface would then decrease to 1.4. The average NH seasonal cycle of strato-
spheric 14CO at the surface level exhibits then a minimum of 2.17 molec cm−2 s−1 in
September / October, a maximum of 7.56 molec cm−2 s−1 in March, and an annual
average of 4.49 molec cm−2 s−1. The peak to mean amplitude is therefore +68% /
-52%.
As a consequence, in the NH the average deviation of the model simulated 14CO
at the surface level from the observations can be explained partly by deficiencies
in the simulated stratospheric contribution to 14CO at the surface level, and partly
by effects of the chosen OH distribution. The observations of 14CO at the surface
level in the NH can consistently be reproduced by a 2.0-SLT setup, using the OH-S
distribution and the LF source distribution, but with the stratospheric contribu-
tion reduced by roughly one third. In the TM3-L-L31 configuration using the same
boundary conditions, the NH STE is underestimated and has to be increased by ap-
proximately 40%. In both configurations the agreement between model simulations
and observations at the surface level is improved by shifting the STE seasonality
between 0.5 and 1 month to later times.
On smaller scales than hemispheric, however, larger deviations between model sim-
ulations and observations are apparent. Especially the distinct seasonal cycle of the
deviation north of 40oN (Figure 11.19), where all model configurations significantly
underestimate the observations at the surface level between June and September
(Figures 11.12, 11.13, 11.14, and 11.15) is not yet resolved. Simulations with the
OH-1 distribution similarly underestimate the NH autumn minimum of 14CO at the
surface level in TM3-L-L31 and 2.0-SLT, after the STE rate of TM3-L-L31 is hy-
pothetically adjusted to that of 2.0-SLT. Calculations with 2.0-SLT and the OH-S
distribution agree likewise better with the observations when the stratospheric con-
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Figure 11.19: As Figure 11.18, but averaged over 40oN to 90oN.
tribution to 14CO at the surface is down-scaled to 2/3. But also calculations with
OH-S still tend to underestimate the observed 14CO mixing ratio at the surface level
north of 40oN in autumn, and to overestimate it in spring. This remaining discrep-
ancy between simulations and observations has then to be compensated by either a
lower OH concentration in summer and autumn, and a higher OH concentration in
spring, implying a reduction of the seasonal OH amplitude, or by an additional mod-
ulation of the stratospheric fraction of 14CO. The second solution, i.e, an additional
modulation of the contribution of stratospheric 14CO at the surface level requires
an increased NH STE rate in summer / autumn, when the STE rate is claimed to
be at its minimum (cf. Figure 10.14). This would therefore decrease the seasonal
amplitude of the NH STE. The first solution, i.e., a lower annual OH amplitude
north of 40oN, is, however, consistent with the MCF simulations (see chapter 4), as
long as the annual average OH concentration is not changed, or the excess OH is
redistributed, e.g, to the tropics. Finally, the possibility that the underestimated
14CO minimum at high northern latitudes in autumn in the model is caused by a too
strong transport component from the polar region into the tropics can be excluded,
since an overestimated transport in the meridional direction is not in agreement
with the simulated SF6 and F11 latitudinal gradients, which are well reproduced by
the model (cf. chapters 3 and 4).
So far, mainly two of the three model configurations have been discussed and com-
pared, namely TM3-L-L31 and 2.0-SLT. The 2.0-SPFR simulations can also be con-
sistently arranged in the framework developed above. Figure 11.20 shows the effect
of changing the 14CO contribution from the stratosphere to 14CO at the surface level
in both hemispheres in comparison to the observations. The resulting scaling in the
NH and SH is consistent with the numbers from the discussion above. Moreover
the phase shift of 1 month in the NH, whereas no phase shift is required in the SH,
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Figure 11.20: As Figure 11.16, except for 2.0-SPFR. The dashed lines show the model
simulations (14CO mixing ratio at the surface level averaged over the respective hemisphere,
upper line) and the stratospheric contribution χst (lower line). The dotted lines show the
respective adjusted results. In the SH (left) the stratospheric contribution χst of 14CO to
14CO at the surface level is scaled down by a factor of 0.27 without a phase shift. In the NH
(right) χst is not scaled, however shifted by one months to later times. The meteorological
year for the simulations is 1998.
confirms the results discussed in chapter 10 concerning the differences of the STE
timing between the particular model configurations.
In summary, the 14CO observations at the surface level can consistently be repro-
duced by the models and implications with respect to the STE strength and seasonal-
ity and the OH distribution and seasonality in both hemispheres become apparent.
Other approaches cannot be excluded at this stage; however, they would require
extensive assumptions beyond the present knowledge. For instance, adjusting the
TM3-L-L31 simulated 14CO mixing ratio at the surface level in the NH on average
to the observations requires a 43% increased global average 14CO source strength
(1955-1988), i.e., 2.51 molec cm−2 s−1. This however, does not resolve the seasonal
variation of the deviations. Furthermore, the SH observations would then be overes-
timated by the model, implying either a too strong simulated STE in the TM3-L-L31
SH compared to the NH, or a much too low OH abundance in the SH. Similarly, the
NH deviation between the TM3-L-L31 simulations and observations can be adjusted
by increasing the stratospheric contribution to the surface level 14CO on average by
a factor of 2.71, or alternatively by decreasing the average NH OH abundance by
30% on average. To resolve the seasonality, the OH seasonality has to be changed
in addition.
Moreover, it is important to note that the overall consistency in the above discussion
is achieved by using the intermediate LF distribution [Lingenfelter , 1963] and an
estimated global average source strength of 1.76 molec cm−2 s−1 [Masarik and Beer ,
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1999] between 1955 and 1988. Among the estimated source distributions, the LF
source distributions exhibits the weakest vertical gradient, i.e., the highest fraction of
14CO production in the troposphere (cf. chapter 5). Using the MA or the OB source
distribution instead (chapter 5) results in lower simulated 14CO mixing ratios at the
surface level, since relatively more 14CO is produced in the stratosphere (chapter 5).
Obtaining an agreement between model simulations and observations using one of
these other distributions would therefore require an enhanced STE in the model,
a larger global average production rate of 14CO than assumed, or a reduced OH
abundance.
The remaining issue to be discussed is the relationship between the simulated strato-
spheric 14CO contribution χst and the STE rate. As already discussed in chapter 10,
χst at a given time and location scales with the amount of
14CO that is introduced
at the tropopause from the stratosphere into the troposphere. The reason is that the
reaction with OH is of first order, and therefore a relative reduction of the 14CO in-
put at the top of the troposphere results in the same relative reduction of the mixing
ratio (stratospheric fraction) at the surface, independent of the OH distribution in
between. Thus, relative changes of χst directly render the relative change of the STE
rate of 14CO, whereas the absolute level of χst arriving at the surface level further de-
pends on the OH abundance, i.e., on how much of the stratospheric 14CO is oxidized
on its way down. This implies that for a given OH distribution and seasonality, and
a given 14CO source distribution the STE rate of different model configurations at a
given time can directly be compared in terms of χst. This is, however, not applica-
ble for a quantitative estimate of the interhemispheric asymmetry of the STE, since
the tropospheric OH also exhibits an interhemispheric asymmetry, and the absolute
level of χst depends on the tropospheric OH abundance and seasonality as well.
For the same reason χst is further not necessarily suited to directly measure the sea-
sonal amplitude of STE. For such purposes the ratio of stratospheric to tropospheric
14CO at the surface level may be more appropriate, since the χtr seasonality and
distribution also contains the information about the tropospheric OH. At this stage
however, this is speculative and has to be further investigated and tested in future.
It potentially provides a means to estimate quantitatively the model simulated STE
rate (especially the seasonality and the interhemispheric differences) in comparison
to measurements. Currently, it only implies that quantitative conclusions about the
STE rate from the discussion of the stratospheric 14CO (χst) at the surface level be-
yond differences between particular model configurations under the same boundary
conditions have to be drawn with caution. Nevertheless, the relationship between
the STE rate and χst is well established, for instance, from the tracer characteristics
it is obvious that a reduced χst can be achieved by a decreased mass flux from the
stratosphere into the troposphere.
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One final detail that is important in the context of the advection algorithm / meteo-
rological data issue is also indicated in the above analysis. The timing of the STE is
obviously not solely dependent on the meteorological data driving the oﬄine advec-
tion, but additionally on the chosen advection algorithm. For instance, 2.0-SPFR
exhibits the SH maximum of STE later than 2.0-SLT, although both use the same
meteorological dataset.
The resulting adjusted model simulations in comparison to the original observations
of 14CO at the surface level are shown in Figures 11.21, 11.22, 11.23, and 11.24.
The adjusted TM3-L-L31 (OH-1, LF) simulations are
χ′ = (χtr(t) + 2 · χst(t− 0.5)) · q¯ · c¯χ(T ) + χbio(φ, t) in the NH (11.12)
χ′ = (χtr(t) + χst(t)) · q¯ · c¯χ(T ) + χbio(φ, t) in the SH , (11.13)
and the adjusted 2.0-SLT (OH-S, LF) simulations are
χ′ = (χtr(t) + 0.7 · χst(t− 1)) · q¯ · c¯χ(T ) + χbio(φ, t) in the NH (11.14)
χ′ = (χtr(t) + 0.4 · χst(t− 1)) · q¯ · c¯χ(T ) + χbio(φ, t) in the SH (11.15)
respectively. The time t (in months) and the latitude φ indicate the use of monthly
zonal average values of the biogenic contribution χbio (Eq. (11.2)), and c¯χ(T ) is the
scaling due to the long term (T ) changing solar activity, more precisely the average
of the three approaches discussed in chapter 8, i.e.,
c¯χ =
1
3
(c′χ(Φ(ss(t+ ∆TΦ))) + c
′
χ(ss(t+ ∆T )) + c
′
χ(nclx)) . (11.16)
The global average 14CO production between 1955 and 1988 is estimated to q¯ = 1.76
molec cm−2 s−1. For the sampling stations (Table 11.1) the meteorological year of
the observations and the model simulations (oﬄine data) is identical and indicated
on the horizontal axis. This implies that inter-annual variations of the 14CO mixing
ratio caused by inter-annual variations of the meteorological conditions are included
in the model results, at least those that are resolved in the oﬄine data. Furthermore,
the variability on shorter time scales (down to 5 day intervals) of model predicted
and observed 14CO mixing ratios can be directly compared. For instance, at Izan˜a
(Figure 11.23) the models both tend to reproduce the observed variability during
the period of the spring maximum.
In summary, with the changes discussed above, the models reproduce the observa-
tions nearly at all sites, within the remaining range of uncertainty mainly arising
from model deficiencies and the climatological approach. The seasonal cycle of 14CO
at all sites is captured, as well as the time dependent latitudinal gradient and the
equatorial minimum.
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Figure 11.21: Observed 14CO mixing ratios at the surface level (circles), adjusted model
simulations of TM3-L-L31 using OH-1 and LF (dashed line), and adjusted model simulations
of 2.0-SLT using OH-S and LF (dotted line). 2.0-SLT results for 1993 suffer from spin-up
from zero initialization.
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Figure 11.22: Observed 14CO mixing ratios at the surface level (circles), adjusted model
simulations of TM3-L-L31 using OH-1 and LF (dashed line), and adjusted model simulations
of 2.0-SLT using OH-S and LF (dotted line). 2.0-SLT results for 1993 suffer from spin-up
from zero initialization.
11.5 14CO at the surface level: Model versus observations 295
Figure 11.23: Observed 14CO mixing ratios at the surface level (circles), adjusted model
simulations of TM3-L-L31 using OH-1 and LF (dashed lines), and adjusted model simula-
tions of 2.0-SLT using OH-S and LF (dotted lines). The thin lines indicate the full range of
the model simulations within the time and latitude interval listed in Table 11.2 (TROICA).
The thick lines represent the respective averages. For ALASKA, model output for the longi-
tude interval 140oW to 160oW is used. The 2.0-SLT simulations are for the meteorological
year of the observations (Table 11.2), except for ALASKA, where the 1997 simulations are
plotted. The adjusted TM3-L-L31 results are for 1997 in all cases.
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Figure 11.24: Observed 14CO mixing ratios at the surface level (circles), adjusted model
simulations of TM3-L-L31 using OH-1 and LF (dashed lines), and adjusted model simula-
tions of 2.0-SLT using OH-S and LF (dotted lines). The thin lines indicate the full range
of the model simulations within the time and longitude interval listed in Table 11.2. For
RITS93A and RITS93B a longitude belt of ±5o around the average listed in Table 11.2
is chosen. The thick lines represent the respective averages. The meteorological year of
the model simulations is 1997, except for the 2.0-SLT simulations in case of RITS95 and
INDOEX, for which the year of the observations is used (Table 11.2).
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Campaign Latitude Longitude # Reference
Time
ANTARCTIC-01 49.00oS-90.00oS 172.00oE-166.30oE 13 Mak et al. [1992]
1990/11/16 1990/12/13
ANTARCTIC-02 45.00oS-66.00oS 172.00oE-169.00oE 9 Mak et al. [1992]
1991/01/10 1991/01/23
TRANSPAC-01 39.53oS-32.50oN 177.30oE-130.70oE 12 Mak et al. [1992]
1991/02/22 1991/02/26
TRANSPAC-02 32.00oN-16.00oS 123.00oE-171.35oE 16 Mak et al. [1992]
1991/08/19 1991/08/20
TRANSPAC-03 39.50oS-32.00oN 175.49oE-145.55oE 9 Mak et al. [1992]
1991/08/29 1991/08/30
WINFLY90 47.08oS-76.93oS 165.38oE-171.51oE 10 Mak et al. [1992]
1990/08/24 1990/08/27
WINFLY91 41.92oS-76.23oS 171.50oE-166.38oE 7 Mak et al. [1992]
1991/08/25
FLIGHTS93 74.87oS-46.50oS 160.00oE-170.00oE 26 Brenninkmeijer et al. [1996]
1993/10/21 1993/10/25
CARIBIC 15.81oS-49.37oN 6.70oE-75.48oE 135 (*)
1997/26/11 2000/03/26
Table 11.4: Various aircraft campaigns with 14CO observations. The number (#) of ob-
servations has been performed during the listed time interval within the geographical range.
The references for published data are included, (*) denotes unpublished data from Bren-
ninkmeijer et al.
11.6 Aircraft measurements of atmospheric 14CO
So far, only 14CO observations at the surface level have been compared with the
model simulations. In chapter 10 it was shown how the various model configura-
tions predict the vertical gradient, the lowermost stratospheric maximum, and the
seasonality of 14CO in the upper troposphere and lower stratosphere. These predic-
tions can be compared to measurements of 14CO sampled during aircraft campaigns.
This is discussed next.
11.6.1 The data
Aircraft campaigns with available 14CO observations are listed in Table 11.4. The
flight paths except for the CARIBIC flights (Civil Aircraft for Regular Investigation
of the Atmosphere Based on an Instrument Container) are depicted in Figure 11.25.
Especially in the SH, by far not enough data is available yet to construct a 2-D
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Figure 11.25: Locations of 14CO observations during various aircraft campaigns
climatology in the same way as for the observations at the surface level. Such an
approach is further complicated, since the aircraft measurements are not necessarily
sampled at the same pressure level. In the NH, thanks to the large number of
CARIBIC samples of 14CO, the situation is better; however, the data coverage is still
not sufficient. In particular, observations north of 50oN, where the highest NH 14CO
levels in the upper troposphere and lower stratosphere are to be expected, do not
exist. Therefore a quantitative analysis on the global scale is limited. Nevertheless,
the 14CO observations from aircraft campaigns can be used to test the consistency
of the model simulations and the validity of the discussion so far for the simulated
14CO above the surface level.
For this the 14CO observations are rescaled with respect to solar activity in the same
way as the observations from the surface level, i.e., the measurements are standard-
ized to the global average production rate of the period 1955 to 1988 (Eq. (11.4)).
The biogenic contribution, however, is neglected (i.e., χbio ≈ 0) since this correction
is small and not well constrained in the free troposphere and stratosphere. It can
be expected that with increasing altitude the contribution of the secondary source
of 14CO decreases and the primary source becomes more important.
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11.6.2 Model versus observations
The 14CO observations from the aircraft campaigns, the effect of the rescaling with
respect to solar activity, and the model results are shown in Figures 11.26, 11.27,
and 11.28 for the 2.0-SLT simulations using OH-S and the intermediate LF source
distribution with a global average production rate of 1.76 molec cm−2 s−1 in the
model atmosphere. The model predictions obtained with TM3-L-L31 (OH-1, LF)
together with the observations are depicted in Figures 11.29, 11.30, and 11.31.
The model simulations reproduce the observed weak vertical gradient in the tropo-
sphere below 300 hPa to 400 hPa, in particular the TM3-L-L31 (OH-1, LF) simu-
lations, whereas 2.0-SLT (OH-S, LF) predicts increasing 14CO mixing ratios in the
upper troposphere.
The TM3-L-L31 (OH-1, LF) predicted 14CO mixing ratios are generally lower than
the respective 2.0-SLT simulations, and therefore are closer to the observations. The
2.0-SLT (OH-S, LF) calculations tend to overestimate the observed 14CO mixing
ratios in the troposphere, consistent with the situation at the surface level (cf. Fig-
ure 11.12). All observations from aircraft are sampled south of 50oN, therefore un-
derestimated 14CO levels in the troposphere as at the surface north of 40oN between
June and September are not present.
Some observations clearly show a stratospheric influence, in particular observations
of FLIGHTS93 in the SH and CARIBIC in the NH. The highest observed 14CO
mixing ratio was measured in the SH during FLIGHTS93 where the flight path was
located in the lower stratosphere [Brenninkmeijer et al., 1996, 1995]. In the NH,
the CARIBIC observations with higher 14CO levels most probably result from air
samples taken fully or partly at times when the aircraft passed a tropopause fold
and therefore stratospheric air was sampled.
The maximum of 14CO in the lower stratosphere predicted by 2.0-SLT in the SH is
lower than the maximum observed mixing ratio sampled at lower altitudes (FLIGHTS93,
Figure 11.27). The respective stratospheric 14CO maximum predicted by TM3-L-
L31 is significantly larger in contrast to that (Figure 11.30). Finally the vertical
gradient above 400 hPa is much steeper predicted by TM3-L-L31 than by 2.0-SLT.
11.6.3 Discussion
The observed weak vertical gradient in the troposphere is reproduced by the model
simulations, especially by TM3-L-L31, whereas the 2.0-SLT predicted gradient is
steeper with higher 14CO levels in the tropopause region. As a consequence, the
situation at the surface level is basically mirrored in the free troposphere. The best
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Figure 11.26: Original 14CO observations (circles) and rescaled with respect to solar ac-
tivity to the global average production rate between 1955 and 1988 (squares). The model
simulations are obtained with the 2.0-SLT configuration using OH-S and the intermediate
LF distribution. The global average 14CO production rate (1955 - 1988) is assumed to be
q¯ = 1.76 molec cm−2 s−1 in the model atmosphere. The solid line shows the average model
predicted 14CO mixing ratio in the latitude, longitude and time interval listed in Table 11.4,
whereby the model results for the meteorological years 1994 to 1998 are averaged. The ex-
treme values predicted by the model in the latitude, longitude and time interval in question,
including the inter-annual variations are indicated by the dashed lines.
agreement between simulations and observations is achieved with the TM3-L-L31
model configuration using OH-1 and the LF source distribution. From the 14CO
observations at the surface level it was concluded that the SH STE in 2.0-SLT is
too strong. This is consistent with the aircraft observations. The 14CO mixing
ratio in the free troposphere tends to be overestimated by 2.0-SLT, whereas the
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Figure 11.27: see Figure 11.26
lower stratosphere observations exhibit higher 14CO mixing ratios than predicted by
2.0-SLT. The lower STE rate in the SH of TM3-L-L31 causes the steeper vertical
gradient of 14CO in the tropopause region and lower stratosphere compared to the
2.0-SLT SH. Furthermore, the weaker STE in TM3-L-L31 compared to 2.0-SLT
explains the difference in the simulated vertical gradients in the troposphere.
As a consequence, in the NH the CARIBIC observations of high 14CO mixing ratios
are reproduced by TM3-L-L31, whereby the indicated range (Figure 11.31) covers
the whole time and latitude interval. This is not achieved by the 2.0-SLT simula-
tions, although in this case the range of simulated 14CO vertical profiles additionally
includes the inter-annual variation of 5 years (Figure 11.28).
The maximum observed 14CO levels have been sampled in the SH in October
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Figure 11.28: As Figure 11.26, except for CARIBIC observations. The observations and
simulations are plotted separately for different seasons.
(FLIGHTS93, Table 11.4, Figures 11.27 and 11.30). In chapter 10 it was indicated
that from the model simulations the maximum 14CO in the lower SH stratosphere
is to be expected somewhen between June and September (cf. Figure 10.9), however
with still high 14CO mixing ratios in October. More measurements during different
seasons in this region could therefore provide valuable information about the tim-
ing and seasonal amplitude of the SH STE. Similar measurements at high northern
latitudes could provide this information for the NH.
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Figure 11.29: Original 14CO observations (circles) and rescaled with respect to solar ac-
tivity to the global average production rate between 1955 and 1988 (squares). The model
simulations are obtained with the TM3-L-L31 configuration using OH-1 and the interme-
diate LF distribution. The global average 14CO production rate (1955 - 1988) is assumed
to be q¯ = 1.76 molec cm−2 s−1 in the model atmosphere. The solid line shows the average
model predicted 14CO mixing ratio in the latitude, longitude and time interval listed in
Table 11.4 for the meteorological year 1997. The extreme values predicted by the model in
the latitude, longitude and time interval in question, are indicated by the dashed lines.
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Figure 11.30: see Figure 11.29
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Figure 11.31: As Figure 11.29, except for CARIBIC observations. The observations and
simulations are plotted separately for different seasons.
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11.7 Conclusions
From the available 14CO observations at the surface level a climatological zonal
average seasonal cycle of cosmogenic 14CO was constructed. For this 14CO from sec-
ondary sources, mainly oceanic emissions of CO, and CO from methane and NMHC
oxidation, was estimated and subtracted from the observations. The contribution
of secondary 14CO is largest in the tropics. In the NH mid and high latitudes it
is small due to the large amount of 14C free CO from fossil fuel combustion. In
the SH, the CO is almost entirely of biogenic origin, however the CO abundance is
generally small. Since the observations are not all for the same period, the varying
global source strength of 14CO with the changing solar activity was also taken into
account by standardizing the data to the average conditions for the period 1955 to
1988 using the results of chapters 7 and 8.
From the comparison of the model simulated seasonal cycle of cosmogenic 14CO at
the surface level with the climatological averaged observations of cosmogenic 14CO a
consistent explanation for the model deviations from the observations is constructed
for all the model configurations considered. 2.0-SLT most probably overestimates
the STE by a factor of 2.5 in the SH and by 1.4 in the NH. For TM3-L-L31, it
is estimated that the NH STE is underestimated by a factor of 0.7, whereas the
simulated STE in the SH is suited to reproduce the observed 14CO observations. In
the 2.0-SLT configuration of MATCH, the STE seasonality is phase shifted by at
least 1 month in both hemispheres, i.e., the maximum of the downward flux occurs 1
month too early. In TM3-L-L31, a phase shift of 0.5 months in the same direction is
only observed in the NH. The 2.0-SPFR configuration in the same way overestimates
the SH STE by a factor of 3.7, however no phase shift of the STE seasonality can
be derived. In contrast to that, in the NH the results are comparable to those of
the 2.0-SLT configuration.
Moreover, several indications suggest that the OH-S distribution and seasonality is
better suited to reproduce the observed 14CO observations at the surface level in
both hemispheres. Whereas in the SH the differences between OH-1 and OH-S are
rather small, in the NH OH-1 exhibits a larger seasonal amplitude, especially at
high latitudes. But even with OH-S the 14CO mixing ratio north of 40oN between
June and September is underestimated, indicating that also in OH-S the seasonal
OH amplitude at the NH mid and high latitudes is overestimated. Alternatively,
a reduced STE amplitude with a much higher exchange rate in summer, i.e., when
the STE rate is claimed to be at its minimum would be required in the models. The
influence of the stratospheric OH abundance on the simulated 14CO mixing ratio
at the surface level is small and stratospheric OH cannot explain the deviations
between model simulations and observations at the surface level. A reduction of
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stratospheric OH by 50% throughout the year results in a maximum increase of
14CO of 9% at the surface level.
The conclusions are consistent with the 14CO source distribution estimate of Lingen-
felter [1963] (LF) and the source strength estimate from Masarik and Beer [1999].
This implies a global average 14CO production rate of 1.76 molec cm−2 s−1 during
the period 1955 to 1988, and further that 51%-53% of the global 14CO is produced
in the stratosphere. The source distribution estimates of Masarik and Beer [1999]
(MA) or O’Brien et al. [1991] (OB), which exhibit a higher fraction of 14CO pro-
duction in the stratosphere, explain the observed 14CO at the surface level only
under further modifications: Either a higher global average 14CO production rate is
required, or a stronger STE rate in the model simulations, or a reduced global OH
abundance.
The results are also consistent with 14CO observations in the free troposphere and
lower stratosphere. 14CO hardly exhibits a vertical gradient in the troposphere,
whereas the gradient across the tropopause and in the lower stratosphere is very
steep. These characteristics are consistently reproduced by the models when the
above model deficiencies are taken into account. This further indicates the high
potential of 14CO observations in the lower stratosphere and upper troposphere for
further model evaluation, since the simulated vertical profile of 14CO is critically de-
pendent on the STE rate. Furthermore, the time of the maximum 14CO mixing ratio
in the lower stratosphere provides useful information about the STE seasonality.
Deficiencies in the simulated horizontal transport could be responsible for the model
deviations from the observations, especially in meridional direction as discussed in
Quay et al. [2000] with a 2-D modeling approach. However, this can be excluded
for the 3-D approach presented above, since the models reproduce the latitudinal
gradients of SF6 (cf. chapter 3) and F11 (cf. chapter 4).
The results so far imply an important conclusion, which is related to the as yet
unresolved interhemispheric asymmetry of 14CO [Brenninkmeijer et al., 1992] with
higher 14CO mixing ratios observed in the NH compared to the SH. Brenninkmeijer
et al. [1992] suggested a higher OH abundance in the SH compared to the NH,
based on 2-D simulations. This is also claimed in Montzka et al. [2000] based on
MCF observations. However, in chapter 4 the limitation of this method, i.e., of the
usability of MCF measurements for constraining the hemispheric OH abundance
was discussed. The interhemispheric exchange time is the dominating factor for the
interhemispheric gradient of MCF, since it is a factor of 5 shorter than the estimated
lifetime of the tracer. Therefore these results are highly questionable. The 3-D
simulations above indicate that the interhemispheric 14CO asymmetry can also be
explained solely by a weaker STE in the SH compared to the NH. As a consequence,
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evidence for higher OH abundance in the SH from 14CO observations is not longer
supported. This does not imply that a higher OH abundance in the SH compared
to the NH can be fully excluded at this stage. A possible reason for higher SH OH
levels is, however, still unresolved and no quantitative indications from chemical
species determining OH exist. In this context, it has to be further noted that the
best estimate of the OH distribution and seasonality, i.e. OH-S, exhibits on annual
average an insignificant interhemispheric asymmetry (cf. Table 1.1, Figure 1.6).
In summary, it is shown that the 14CO methodology is a highly useful test for 3-D
atmospheric models. It provides a standard test for the simulated STE and OH
distribution and seasonality and is therefore a great challenge for most “state-of-
the-art” 3-D models. Furthermore, in combination with artificial tracers it may be
used in 3-D models for quantitative estimates of the model simulated STE rate,
especially with respect to the inter-hemispheric asymmetry and the seasonality of
the downward mass flux across any desired control surface in the model.
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Overall Conclusions
In this study the fate of atmospheric 14CO has been examined using two different
3-D atmospheric transport models. The main objectives were (1) to develop a
methodology for using 14CO measurements to evaluate the model simulated OH
distribution and/or stratosphere - troposphere exchange, and (2) to improve the
knowledge about the processes determining 14CO in the atmosphere. The route
towards these objectives has been subdivided into several separate studies following
systematic steps.
A quantitative comparison of 3-D model simulations with observations requires
global tracer mass conservation in simulated transport. This requirement, although
being self-evident, is not straightforward to fulfill. Even for mass-flux-form advec-
tion schemes, which are inherently tracer mass conserving, a mass mismatch occurs
if the implementation into a 3-D model does not ensure full consistency between the
air mass and the wind velocities in each particular box of the model grid. Enforcing
global tracer mass conservation after the simulated transport step is in principle
possible, however, it implies either the violation of the standard monotonicity re-
quirement, or it leads to non-physical additional tracer transport components.
The tropospheric transport properties of the model of atmospheric chemistry and
transport (MATCH) in various configurations were tested by simulations of SF6.
The model reproduces observed latitudinal and longitudinal gradients of the tracer.
The estimated interhemispheric exchange time is about 1.1±0.2 years, dependent on
the particular configuration. Compared to other “state-of-the-art” 3-D atmospheric
chemistry models, the vertical mixing within the troposphere in MATCH is rather
weak, and the interhemispheric exchange time is rather long.
MATCH simulations with emissions estimates of MCF and F11 reproduce long term
observations (15 years) of these tracers within reasonable (±15%) uncertainties.
With this method, the global average OH abundance in the model atmosphere can
be constrained. The estimated global average atmospheric lifetime of MCF is 4-5
years. This is long compared to the interhemispheric exchange time. Investigations
with respect to OH on smaller spatial scales, such as for instance the evaluation
of average hemispheric abundances of OH in the model atmosphere with MCF, are
therefore limited. The same limitation holds on time scales shorter than one year,
since the seasonal cycle of MCF is very weak, due to its long lifetime.
As a promising alternative, the 14CO methodology for evaluation of the model sim-
ulated OH distribution and seasonality has been systematically developed. The 3-D
source distribution of 14CO was successfully implemented into two different 3-D at-
mospheric (oﬄine) transport models. The source distribution of 14CO exhibits a
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small interhemispheric asymmetry with a 5-6% higher production in the SH than
in the NH. This asymmetry is caused by the asymmetric shape of the geomagnetic
field. Moreover, 51-66% of the global 14CO production occurs in the stratosphere.
The maximum production rate is located in the lowermost stratosphere.
The global source strength of 14CO is almost constant throughout one year. Since
a normalized constant source strength was implemented in the models, the global
atmospheric burden of 14CO tends towards equilibrium in the model atmosphere.
The partitioning of the global atmospheric 14CO burden oscillates with a period of
one year between the two hemispheres and the stratosphere and the troposphere.
This oscillation is mainly driven by the OH seasonality in the respective domain,
but it is superposed by the seasonal cycle of the stratosphere - troposphere exchange
rate.
The source strength of 14CO is not constant during longer time periods, but rather
varies periodically with the solar activity with a nominal period of 11 years and
an amplitude of 15-25% (dependent on the particular cycle) around the long term
average. At the same time, the spatial distribution pattern of 14CO varies with solar
activity, mainly in horizontal direction. However, variations of the relative source
distribution in the meridional direction are attenuated by meridional tropospheric
mixing. As a consequence, the effect of the varying source distribution on the relative
atmospheric 14CO distribution is small, at least in the troposphere. In the model,
the effect of solar activity on horizontal gradients of tropospheric 14CO mixing ratios
is small compared to uncertainties arising from inaccuracies in the model transport
realization. Therefore, the variable source distribution can be ignored to a first
approximation, and the solar cycle modulation can be reduced to a global scaling
of the global average production rate of 14CO. Model simulations can be performed
with a standard source distribution and strength; the solar cycle variation can be
separated from model simulations. The resulting atmospheric 14CO mixing ratio
can be scaled to the actual production rate.
However, the local atmospheric 14CO mixing ratio does not respond instantaneously
to the global source strength variations, since the global atmospheric lifetime of 14CO
is about 3 months. On scales smaller than the global scale, the response time of at-
mospheric 14CO to the time dependent global scaling of the source strength of 14CO
is, however, not determined by the local lifetime of atmospheric 14CO before oxida-
tion with OH. Instead, it strongly depends on the atmospheric transport properties,
especially the stratosphere - troposphere exchange rate and its localization. This
response time was estimated from 3-D model simulations. It turned out that the
latitude dependence is completely different from that of the lifetime and provides
valuable information about the stratosphere - troposphere exchange in the model
atmosphere. The general mathematical concept can be applied similarly to other
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atmospheric parameters which depend on a global scaling.
The spatial variation of the response time of atmospheric 14CO to the variation of
the global source strength and its effect on the atmospheric 14CO mixing ratio tim-
ing is small compared to the uncertainty, which is still inherent in the global source
strength of 14CO itself and its variation with solar activity on the time scale of a solar
cycle. These uncertainties arise mainly from the lack of a global, measurable param-
eter that quantitatively describes the physical effect of the changing solar activity
on the global atmospheric 14CO production rate. The uncertainty in the relative
variation was estimated by three, not fully independent, empirical approaches based
on neutron count rates, sunspot numbers, and model predicted shielding potentials
of the solar wind plasma. With this, at least the relative variation of the source
strength is further constrained. As a consequence, 14CO observations from different
periods can be standardized to a given period with respect to the solar cycle. Time
series of 14CO observations can be investigated with respect to relative changes of
atmospheric transport and/or OH.
Major solar proton events occasionally induce a significant additional stratospheric
14CO production lasting hours to days. Simulations with a 3-D atmospheric trans-
port model predicted a measurable increase of 14CO in the troposphere and at
surface level, depending on the strength of the particular event. The delay time
between the solar proton event and the maximum increase of 14CO at surface level
is critically dependent on the transport time of the tracer from the stratosphere into
the troposphere. From observations of atmospheric 14CO several indications were
derived that this effect is indeed measurable.
A model inter-comparison study based on 14CO simulations involving two different 3-
D models in various configurations showed the applicability of the 14CO methodology
focusing on the simulated stratosphere - troposphere exchange. The richness of
details derivable from 14CO simulations is rather unique in comparison to more
complex tracers. The same details for the real atmosphere can in principle be
provided by observations of this purely natural tracer.
A large number of 14CO observations have already become available, most of them at
the surface level. From the available observations and with the results concerning the
solar activity, a climatological zonally averaged seasonal cycle of cosmogenic 14CO
at surface level was constructed. For this, the small contribution of secondary 14CO
(mainly from biomass burning, and methane and NMHC oxidation) was estimated
and subtracted from the observations. This database was quantitatively compared
to 3-D model simulations of primary cosmogenic 14CO, which has been regarded as
an independent tracer in the model simulations.
Agreement between model simulations and observations at surface level could be
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achieved by various approaches. However, only one combination of 14CO source
distribution, OH distribution, and stratosphere - troposphere exchange is consistent
with all model configurations, and furthermore with other constraints, such as the
MCF simulations (OH), and the present knowledge about the source strength and
distribution of 14CO, and the stratosphere - troposphere exchange. The latter is
probably the least known parameter in the list, especially with respect to its seasonal
cycle and its interhemispheric asymmetry. As a consequence the solution for overall
agreement between model simulations and observation based climatology of 14CO
has considerable implications for the simulated stratosphere - troposphere exchange
in the model. The simulated stratosphere - troposphere exchange can be readily
evaluated.
The implications for the simulated stratosphere - troposphere exchange (average
STE rate, seasonality, interhemispheric asymmetry) derived from 14CO observa-
tions at surface level are further consistent with observations of 14CO in the free
troposphere and the lower stratosphere. The 14CO mixing ratio in the troposphere
hardly exhibits a vertical gradient. In contrast to that, the vertical gradient of 14CO
in the tropopause region and lower stratosphere is very steep. Furthermore, model
simulations suggest that the stratospheric OH abundance only has a minor influence
on tropospheric 14CO levels.
Although a higher annual average OH abundance in the SH compared to the NH
causing the observed interhemispheric asymmetry of 14CO with higher levels in
the NH cannot be excluded at this stage, evidence for it is no longer supported.
The interhemispheric asymmetry is more likely caused by a weaker stratosphere -
troposphere exchange rate in the SH compared to the NH.
In summary, the applicability of the 14CO methodology for evaluation of strato-
sphere - troposphere exchange rates and OH distributions and seasonalities in 3-D
atmospheric models has been shown. Every serious atmospheric transport and chem-
istry model should be able to reproduce the 14CO observations. Or, in other words,
deviations between simulated and observed 14CO mixing ratios will manifest model
deficiencies concerning transport and/or chemistry. This further implies as a con-
sequence that 14CO is a valuable, natural tracer very well suited to track changes
in the real atmosphere which are related to either parameter. The rather expensive
measurements are therefore quite worthwhile in order to follow the fate of the air
that we breathe.
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Outlook
As indicated in previous discussions, two important issues related to the source of
14CO are still to be resolved. The most important issue is the uncertainty in the
global average production rate of 14CO, which after all is needed to constrain the
global average OH abundance independent of other methods. Mak et al. [1999] have
undertaken a first attempt to further constrain the global average 14CO production
rate by direct measurements, however, the measurements were taken at surface level
where the production rate of 14CO is lowest. Moreover, near surface exposure ex-
periments suffer from the ground effect [O’Brien et al., 1978]. As a consequence
other approaches are required. The MPICH 14CO exposure experiment in collabo-
ration with Lufthansa airline looks promising. Cylinders containing pressurized air
of known composition are going to be exposed to the natural cosmic radiation on
board a passenger aircraft. Carbon-14 accumulates in the cylinder where no pho-
tochemistry takes place. Knowing the flight path, the resulting 14CO production
can directly be compared to the calculated production rate estimates. The second
issue, the vertical gradient of the 14CO production, can potentially be constrained in
combination with similar experiments at high altitudes (e.g., on mountains). This
will further help to reduce uncertainties in determining model calculated OH and/or
stratosphere - troposphere exchange rates by 14CO observations.
In the same way, measurements of 14CO in the tropopause region, especially in the
lower stratosphere, provide valuable information to further constrain the remaining
uncertainties, independent of the production rate issues. Especially observations as
obtained in the CARIBIC project, but with flight paths at higher latitudes, would be
extremely valuable. Optimal, although difficult to obtain would be vertical profiles of
14CO at high latitudes. Techniques for high altitude sampling and AMS techniques
for even smaller samples are worthwhile to develop.
The regular sampling at remote surface locations provides unique information about
inter-annual variations of the OH seasonality and/or the stratosphere - troposphere
exchange. Especially the accurate determination of the seasonal extrema is criti-
cal for comparison with model simulations. Therefore an increased sampling rate
in spring and autumn would be desirable. Moreover, the sampling rate wherever
possible should be increased after the rare major solar proton events.
For atmospheric transport and chemistry modeling the newly developed 14CO metho-
dology can be used for detailed model inter-comparison studies, particularly with
regard to the ability of different advection algorithms to reproduce the observed
14CO climatology. In the same way, model simulated OH distributions can be stud-
ied, even oﬄine and independent of the model the OH was originally calculated
with. Moreover, ongoing 14CO observations provide the basis of testing meteorolog-
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ical reanalysis data with respect to the implied inter-annual variations. For example
the effect of the El Nin˜o - Southern Oscillation phenomenon (ENSO) and the Quasi-
Biennial Oscillation (QBO) on the 14CO mixing ratio has yet to be investigated. In
the same way, general circulation models can be tested.
And finally, by means of the 14CO methodology, a quantitative stratosphere - tro-
posphere diagnostic tool for 3-D atmospheric models can be developed. For this,
artificial tracers for assessing the air mass flux can be included in the simulations.
From this, the seasonality and interhemispheric differences of the downward air mass
flux across any desired control surface is readily accessible.
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List of Acronyms and Abbreviations
2-D two-dimensional
3-D three-dimensional
1.2-SLT MATCH Version 1.2 with semi-Lagrangian advection scheme
2.0-SLT MATCH Version 2.0 with semi-Lagrangian advection scheme
2.0-SPF MATCH Version 2.0 with SPITFIRE advection scheme
2.0-SPFR MATCH Version 2.0 with SPITFIRE advection scheme,
tracer mass conservation forced by global rescaling
AACGM altitude adjusted corrected geomagnetic coordinates
ALE/GAGE atmospheric lifetime experiment /
global atmospheric gases experiment
AMS accelerator mass spectrometry
CARIBIC civil aircraft for regular investigation of the atmosphere
based on an instrument container
CCM2 NCAR community climate model 2
CFCl3 tri-chloro-fluoro-methane, fluoro-chloroform
CH3CCl3 methylchloroform, 1,1,1-trichloroethane
CH4 methane
CME coronal mass ejection
CO carbon monoxide
14CO radiocarbon monoxide
14C(O) referring to 14C and to 14CO
CTM chemical transport model
DKRZ Deutsches Klimarechenzentrum (Hamburg),
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