Rats were rewarded concurrently, at equal frequencies, for pushes at the doors in front of two reinforcement magazines. The duration of the reinforcer given at one magazine was constant, whiJe the reinforcer duration at the other magazine was changed every six sessions. For three rats the constant reinforcer was 3 sec, and for three other rats the constant reinforcer was 1 sec. For all these animals the duration of the alternative reinforcer was varied between 1 and 5 sec. Rate of response at the magazine that delivered the constant reinforcer duration was found to vary inversely with the duration of the reinforcer obtained at the alternative magazine. The matching of relative response rate to relative reinforcer duration was poor, and the results are attributed partly to the general rate-suppressing effects of long reinforcer durations.
I f a single response is reinforced with a given frequency of reinforcement in stimulus condition SI and with a different frequency of reinforcement in an alternative stimulus condition, S2, the rate of response in SI appears to be controlIed by the relative frequency of reinforcement in SI compared to S2. This effect, which can be reliably produced under free-operant conditioning procedures, has been termed "behavioral contrast" (Reynolds, 1961a, b, c; Catania, 1963a; Pliskoff, Shull, & Gollub, 1968; O'Brien, 1968;  Williams, ) 965). "Relative frequency" or "relative rate" is defined as the absolute frequency in one condition divided by the sum of the frequencies in both conditions. The multiple schedule employed by Reynolds for investigating behavioral contrast involved visual or auditory discrimination, with fixed alternation of reinforcement conditions. Another procedure wh ich allows for the assessment of the difference between two conditions of reinforcement has been developed by Findley (1958) , Herrnstein (1961) , and Catania (1963b) using pigeons. In this procedure two c\asses of key peck, Ra and Rb, were reinforced concurrently. Catania (1963a) found that when one response, Ra, was reinforced more frequently than Rb, the rate of Ra seemed to be controlIed by the relative frequency of reinforcement of Ra. Rachlin & Baum (1969) have suggested that the variable, "duration of reinforcer," acts in the same way. In their experiment, pecks on two keys were concurrently reinforced in identical variable-in terval (VI) schedules. Pecks on one key always produced access to the fee der for a constant period, while pecks at the other key produced reinforcers whose duration varied. The availability of reinforcement at the latter key was signaled by key illumination. The rate of response at the illuminated key producing varied durations of reinforcer remained very low and did not change during the experiment. The rate of response on the unsignaled key varied inversely with the duration of the signaled reinforcers. Catania (1963b) had previously used different pairs of reinforcer durations for two unsignaled keys, with the two durations in each pair always adding to the same value. In this case, the relative rate of each response approximated the relative duration of the reinforcer produced by the response.
These two results, the matching of relative rate of response to relative dura ti on of its reinforcers or to the relative frequency of its reinforcements and the dependence of absolute response rate on the parameters of an alternative reinforcement condition, have considerable importance in quantitative accounts of the relation between response rates, choice, and reinforcement characteristics (Catania, 1963a (Catania, , 1969 Premack, 1965; Shimp, 1969) .
The present experiment attempted to demonstrate that the quantitative relationships established by Catania (i963b) and Rachlin & Baum (1969) in pigeons under a concurrent reinforcement schedule also applied to rats. The basic design of the experiment followed that of Rachlin & Baum (1969) , in that the duration of the reinforcers produced by one of the responses was held constant, while the duration of reinforcer produced by the other response was systematically varied_ No specific measures were taken to ensure that rates of response on thc two manipulanda WCIC indepcndent, but it was hopcd that variation in thc absolute rate of the response which produced a conslant duration of rcinforcer would give some indication of the sensitivity of the response to relative reinforcer duration.
Thc association betwecn a manipulandum and its assigned reinforcer dura ti on was maximized by using a different magazine for each of the two reward duration. The responses required involved pushing Plexiglas doors placed in front of each reinforcer magazine. SUBJECTS Six male Long-Evans rats were about 3 months old at the start of training_ They were maintained on a 22-h food-deprivation regimen throughout the experiment, with each rat being allowed to eat two Standard Purina Rat Chow pellets after the daily sessi on. APPARATUS One wall of the experimental chamber contained two Plexiglas doors, 50 mm high and 38 mm wide, suspended from horizontal hinges at the top and spaced 76 mrn apart. The bottoms of the doors and the meta! platforms that extended behind them were at the same level as the floor of the chamber. A hole, 13 mm in diam, was drilled in the platform behind each door. A 16% sucrose solution could be pumped from a reservoir in a horizontal jet 7 mrn below the hole. The rats could lick at this solution only by inserting their tongues through the hole while the pump was on. Excess solution ran back into the reservior, and thus the duration of access to the sucrose solution could be limited to the period for which the pump was on. The period was defined as "duration of the reinforcer."
The doors to the reinforcement magazine had to be pushed back about 13 mm to uncover the holes, and a response was defined as a 6-mm displacement of a door. The displacement and force (.13 N) needed to record a response were carefully matched for the two doors, and an identical 6-W light was mounted behind each door. The experimental chamber was housed in a sound deadened cup board and ventilated by a fan_ PROCEDURE Pretraining Throughout the experiment daily sessions lasted for 40 min. F or the first three sessions only, the rats were 22 h deprived of water as weil as food. During the first two sessions the doors were fastened back and the pumps opera ted continuously, so that the rats had free access to sucrose solution at both magazines. For the next two sessions, responses on either door were rein forced on a training schedule. On the schedule and on the subsequent variable-interval (VI) schedules, two pushes at the same door were involved in a reinforcement. The fIrst response turned on the light at the appropriate magazine; in the presence of the light, the next door push operated the appropriate sucrose pump for the fixed time specifIed as reinforcer duration. The light remained on for the duration of the reinforcer. After this training, responses on the two doors were reinforced concurrently on independent VI schedules. When a reinforcement was set up on one of the schedules, the tape programmer for that schedule stopped until the reinforcement had occurred. Only the onset of a response could produce reinforcement; if a reinforcement was set up while the appropriate door was being held open, the rat had to release the door and open it again to turn on the magazine light and then make a further response to start the pump. Reinforcements were not a110wed immediately after a switch from one door to the other: a 2-sec interval had to elapse after release of one door before a push on the other door could initiate a reinforcement. For the fIrst two sessions, 30-sec VI schedules were used. Then the regular VI schedules, which had mean intervals of 80 sec, were introduced. The intervals of the two concurrent VI schedules were identical and the duration of reinforcers obtained at both doors was 3 sec. Testing with Varied Reinforcer Duration After 10 sessions, when the duration of both reinforcers was 3 sec, the six rats were divided into two groups which were matched for average rates of response. For one group the durations of reinforcers at one door continued to be 3 sec, while the duration of reinforcers obtained at the alternative door was changed every six sessions. The other group went through a similar sequence of changes in the duration of one of the reinforcers, but the reinforcer at the other door was always 1 sec. Five values of reinforcer duration were studied: Each value was retested, but with the "constant" and "varied" reinforcer locations reversed. Because the first time this reverse took place response rates were very erratic, tesling was continued for 15 sessions before the next change in reinforcer duration look pface. Thc pairs 01' reinforcer durations lIseu for cach groap ur rats are fisted in Tabfe I. The Illlillber of reinforcements at eadl magazine. Ihc number of responses at earll door, and the total time each door was held open were recorded every session.
RESULTS AND D1SCUSSION
Each response was reinforced about 24 times per session. The total of 48 reinforcements per 40-min session gives an average interreinforcement in tervaf of 50 sec, instead of Ihe 40 sec possible with the two 80·sec VI schedules. Observation of the animals suggested that two factors contributed to the increase: (1) responding on the "wrong" door while a reinforcement was set up for the other door; (2) the requirement of a 2-sec interval between responses on different doors, which sometimes prevented a reinforcement from being obtained until some time after it had been set up. The mean response rates and durations for the last three sessions with a particular pair of reinforcer durations was used to represent performance for that test. Every pair of reinforcer durations was tested twice, and the scores obtained on these two tests were averaged for each rat. Figure 1 shows the rate of response at the door which delivered I-sec reinforcers as a function of the duration of reinforcers obtained by responses at the other doof. The rate of response on the door giving al-sec access to the sucrose solution decreased as the duration of the alternative reinforcer increased from 1 to 5 sec.
Similar data for the three rats that always obtained 3-sec reinforcers at one of the magazines is presented in Fig. 2 . The absolute rate of the response reinforced with a constant reinforcer duration appears to be related to the relative duration of its reinforcers. The relationship broke down when the alternative reinforcer was 5 sec, but the reason for this is not cIear. Figure 2 shows, however, that the rate of response for a 3-sec reinforcer decreased systematically as the duration of the alternative reinforcer ranged from 2 to 4 sec. There was no overlap between scores at the three points in the 2-to 4-sec range.
The average response rate on each manipulandum and the relative rate at the doOf producing a constant reinforcer duration are given in Table 2 . The relative Psychon. Sei., 1970, Vol. 21 (3) rate (thc rate at "constant" door divided by the sum 01' both absolute response rates) did not c10sely match the relative duration of thc "constanl"' reinforcer, espccially in the case 01' the 3-sec constant reinforcer. Response-duration data did not show orderly changes, and thus the comparatively low response rates produced by long reinforcer durations could not be attributed to the animals taking more time to make in dividual responses. It seems more Iikely that the lack of matching was due to the brief experience allowed with each pair of reinforcer values.
In general, the absolute rate of a response that produced reinforcers of constant duration was found to vary inversely with the duration of reinforcers delivered by an alternative manipulandum. This result is similar to that obtained with pigeons by Rachlin & Baum (1969) .
However, the data in Table 2 show that the sum of both response rates was inversely related to the sum of the two reinforcer durations being used. This suggests a satiation factor, or general rate-suppressing effect of increasing reinforcer amount. Rachlin & Baum (1969) noted that their pigeons weighed ab out lOg more after a session with the Ion gest (l6-sec) value than with the shortest ( I-sec) value of the varied reinforcer, and thus satiation effects may have contributed to the variations in rate of key pecking which they reported. This type of satiation factor needs to be more stringently controlled before the effects of reinforcer duration on rate of response and choice behavior can be properly evaluated.
