Abstract. In this paper we adapt the method of [P. H. Baptistelli, M. Manoel and I. O. Zeli. Normal form theory for reversible equivariant vector fields. Bull. Braz. Math. Soc., New Series 47 (2016), no. 3, 935-954] to obtain normal forms of a class of smooth bireversible vector fields. These are vector fields reversible under the action of two linear involution and whose linearization has a nilpotent part and a semisimple part with purely imaginary eigenvalues. We show that these can be put formally in normal form preserving the reversing symmetries and their linearization. The approach we use is based on an algebraic structure of the set of this type of vector fields. Although this can lead to extensive calculations in some cases, it is in general a simple and algorithmic way to compute the normal forms. We present some examples, which are Hamiltonian systems without resonance for one case and other cases with certain resonances.
Introduction
Many problems in dynamical systems carry special structures to be kept preserved in their systematic qualitative study. An important such feature is the presence of symmetries acting on the state variables, implying a time-preserving invariance of the dynamics under this action The particular case of reversing symmetries also implies an invariance of the dynamics, but in this case with a reversion in time. A simple example is the dynamics of the ideal pendulum (no energy loss), which is reversible with respect to an involution given by the reflection across its vertical axis. Systems with both symmetries and reversing symmetries, the so-called reversible equivariant systems, have been studied largely by many authors in a variety of view points (see [1-4, 6, 7, 9, 10, 12, 13] ). This paper is a contribution to the local qualitative analysis of bireversible systems defined on a finite dimensional vector space V , namely systems in presence of two linear involutory reversing symmetries ϕ and ψ acting on V . An involution is an invertible mapping which is its own inverse. We assume that the two involutions commute, so the group in action is Z 2 × Z 2 , one component being generated by ϕ and the other by ψ. In general, symmetries and reversing symmetries in a group Γ are given in algebraic terms through a group homomorphism Γ → Z 2 = {±1}, whose kernel is the subgroup of symmetries, the reversing symmetries being the elements in its complement. Hence, in the case under consideration, Z 2 ×Z 2 → Z 2 = {±1} is the epimorphism which assumes −1 on ϕ and ψ, and 1 on the identity element and on the composition ϕ • ψ.
Our study is based on normal form theory, which is applied to the system around an equilibrium point, assumed to be the origin. Taking coordinates, this method consists of successive changes of coordinates of the form I + ξ k , for k ≥ 2, where I is the identity and ξ k is a homogeneous polynomial of degree k. These are to be chosen to put the system in a "simpler" form at each degree-k level, leaving unchanged the lower-order terms. The vector field obtained is then formally conjugate to the original one, in the sense that their Taylor series are conjugate as formal vector fields. It is an interesting fact that the normal form reduction process can introduce additional symmetries into the problem (see [8, XVI Theorem 5.3] ). In fact, the normal form can be chosen to be equivariant with respect to the one-parameter group given by the closure
where L is the linearization of the vector field at the equilibrium point. As a consequence, if the vector field possesses a group Γ of symmetries, then the normal form is S × Γ−equivariant (see [8, Theorem XVI 5.9] ). In [4] we prove that if the vector field is Γ−reversible-equivariant, then the truncated normal form is S ⋊ Γ−reversible-equivariant (Theorem 2.1), and an algorithm is given for the computation of this normal form, based on algebraic invariant theory methods.
The aim of this paper is to show that we can adapt the method developed in [4] for the special case when Γ is generated by two commuting involutions when they both act as reversibilities. The idea follows three steps. We first obtain an algorithm to compute generators for the module of mappings that are reversible equivariant under a group which is a semi-direct product Γ 1 ⋊Z 2 . This procedure contains an algorithm given in [1] as a subroutine ( [1, Algorithm 3.7]), which is applied to Γ 1 and it is combined with the construction of a transfer operator to deal with the other component of the whole group. As an intermediate step, elements in Γ 1 are changed to act as symmetries, which in practice means that we consider, at this stage, a new group homomorphism containing Γ 1 inside its kernel. Finally, we re-apply the first step to Γ 1 ⋊ (Z 2 × Z 2 ) replacing Γ 1 in the first step by Γ 1 ⋊ Z 2 . It should be clear that we present this method as a simpler alternative to the algorithm given in [4] for the special class of semi-direct products. Some results hold for the more general case when the fist component Γ 1 of the semi-direct product is any compact Lie group, so we shall present these in this generality.
We look at Z 2 × Z 2 −reversible-equivariant systemṡ
, that is, when the vector field X anti-commutes with the group generators, Xϕ = −ϕX, Xψ = −ψX.
We assume that the linearization of X about the origin has matricial form with a 2-dimensional nilpotent part and a semisimple part with purely imaginary eigenvalues,
Here we deduce the normal forms for the nonresonant case and cases under certain resonances. The main motivation is that all the examples we consider are Hamiltonian systems, for which not so much work has been done due to the difficulty in obtaining normal forms under resonances. The algorithm we present here computes normal forms under any resonance condition, and that is why we have included four diferent cases. These cases generalizes two examples presented in [4] . The normal form for the nonresonant case which is reversible under a unique involution appears in [10] , where the authors use the classical method developed by Belitskii (see [5] ) in the context without symmetries to compute first a pre normal form, imposing the reversibility afterwards. A comparison between this computation and the method we present shows clearly that the computation is largely simplified if we do not leave symmetries or reversibilities to be taken into consideration only a posteriori. Let us remark that if ϕ and ψ do not commute yet generate a finite group, then this is a dihedral group D m for some m ≥ 3. This leads to the invariant theory for the group (S × Z m ) ⋊ Z 2 , which can also be treated using the results of the present paper.
The paper is organized as follows: In Section 2 we fix our notation, give some definitions and recall some results. In Section 3 we present our main results, namely the invariant theory for the groups that are given as a semi-direct product Γ 1 ⋊Z 2 . These are applied to give an algorithm to compute a set of generators for the reversible equivariants under this type of groups. Finally, Section 4 adresses the computation of the normal forms of bireversible systems whose linearization is given in (2) under distinct resonance conditions.
Preliminaries
Let Γ be a compact Lie group acting linearly on a finite-dimensional real vector space V by Γ × V → V, (γ, v) → γv. In what follows we shall also use the representation ρ : Γ → GL(n) associated with this action, namely ρ(γ)v = γv, for all γ ∈ Γ and v ∈ V. We also consider a group homomorphism
where Z 2 = {±1} is the multiplicative group, If P V denotes the vector space of polynomial functions V → R and P V denotes the vector space of polynomial mappings V → V, we recall that a polynomial function f ∈ P V is called Γ−invariant if
and it is called Γ−anti-invariant if
A polynomial mapping g ∈ P V is Γ−equivariant if
and it is Γ−reversible-equivariant if
Motivated by the nomenclature above, when the homomorphism σ is nontrivial, then an element γ ∈ Γ is called symmetry of Γ if σ(γ) = 1, and reversing symmetry if σ(γ) = −1. We denote by Γ + = ker σ the subgroup of symmetries of Γ, which is a normal subgroup of Γ of index 2, and Γ = Γ +∪ δΓ + for an arbitrary reversing symmetry δ ∈ Γ. If σ is trivial, then all elements in the group are symmetries.
We shall denote by P(Γ) the ring of the Γ−invariant polynomial functions, by Q σ (Γ) the module of the Γ−anti-invariant polynomial functions, by P(Γ) the module of the Γ-equivariant polynomial mappings and by Q σ (Γ) the module of the Γ−reversible-equivariant polynomial mappings, over the ring P(Γ). The modules Q σ (Γ), P(Γ) and Q σ (Γ) are finitely generated and graded over the ring P(Γ), which is also finitely generated and graded. When σ is trivial, then P(Γ) and Q σ (Γ), as well as P(Γ) and Q σ (Γ), coincide.
In [4] , a method is given to obtain formal normal forms of reversible equivariant vector fields under the action of Γ based on the classical method of normal forms combined with tools from invariant theory. More specifically, consider a system of ODEs
where X is a C ∞ Γ-reversible-equivariant vector field. From the linearization L of X at the origin, consider the group S as defined in (1) which acts on V by matrix product. The algebraic method given in [4] consists of computing the truncated normal form of (3) at any degree via the computation of the generators of the module of homogeneous reversible equivariants under the group S ⋊ Γ : Theorem 4.7] ) Let Γ be a compact Lie group acting linearly on V and consider X : V → V a smooth Γ−reversible-equivariant vector field, X(0) = 0 and L = (dX) 0 . Then (3) is formally conjugate tȯ
We remark that there are cases for which the group S fails to be compact. Nevertheless, the tools obtained in [1] and [4] can still be applied as long as the ring P(S) and the module P(S) is finitely generated.
When L has only purely imaginary eigenvalues we can characterize S in a particular way. 
3. Invariant theory for the group Γ 1 ⋊ Z 2
Let Γ 1 and Γ 2 be compact Lie groups acting linearly on V . Let ρ : Γ 1 → GL(n) and : η : Γ 2 → GL(n) denote the representations of Γ 1 and Γ 2 on V , respectively. A semidirect product Γ 1 ⋊ Γ 2 is the direct product Γ 1 × Γ 2 as a set with the group operation
If µ is trivial, the groups commute and semidirect is direct product as a group. Now, we define the
From [4, Proposition 3.1] we have that (4) defines an action of the semidirect product Γ 1 ⋊ Γ 2 on V if, and only if,
which highlights the non-commutativity of the Γ 1 and Γ 2 actions if and only if µ is nontrivial.
In this work, we assume that Γ 1 and Γ 2 admit a semidirect product Γ = Γ 1 ⋊Γ 2 with a representation ̺(γ 1 , γ 2 ) = ρ(γ 1 )η(γ 2 ) under the condition (5) . In this case
To simplify notation, from now on we shall write each representation ρ(γ 1 ) and η(γ 2 ) by γ 1 and γ 2 , respectively. We also consider Γ 1 and Γ 2 endowed with epimorphisms
We now construct a mapping on Γ = Γ 1 ⋊ Γ 2 in order to "preserve" what is a symmetry and what is a reversing symmetry on each component. This can be done in a natural way by the produt epimorphism,
We notice that σ is a group homomorphism if, and only if, for each γ 2 ∈ Γ 2 , the automorphism µ(γ 2 ) preserves the symmetries and reversing symmetries of
In this work, this invariance of σ 1 is assumed throughout.
For the bireversible systems treated in Section 4, the groups Γ 1 and Γ 2 above are two commuting distinct representations of Z 2 . In what follows we restrict to the case Γ 2 = Z κ 2 , generated by a reversing symmetry κ, so that Γ 1 ⋊ Z κ 2 /Γ 1 is isomorphic to Z 2 = {±1}. In this case, we have assured the existence of the epimorphismσ :
This construction is a way to look at Γ 1 as a group whose elements act as symmetries, since Γ 1 = ker(σ), and it is an intermediate step to obtain generators of P(Γ 1 ) as a module over P(Γ 1 ⋊ Z κ 2 ) (for the proof of Theorem 3.2 below). For that, we define the operatorsR,S :
These are homomorphisms of P(Γ 1 ⋊ Z κ 2 )-modules, andR corresponds to the Reynolds operator defined in [3] used to produce a Hilbert basis for the ring of the invariants from a Hilbert basis for the invariants under a subgroup of index 2. Hence, by [3, Theorem 3.2] , the set R (u i ),S(u i )S(u j ), 1 ≤ i, j ≤ s forms a Hilbert basis of the ring P(Γ 1 ⋊ Z κ 2 ). Also, the operatorS corresponds to the Reynolds operator defined in [1] used in the construction of a generating set for the anti-invariant polynomial functions as a module over the ring of the invariants. By [1, Proposition 2.3],S is an idempotent projection and
is a decomposition in P(Γ 1 ⋊ Z κ 2 )-modules. We then have the following: Lemma 3.1. Letσ defined as in (7) . Then
From [1, Corollary 3.3] and decomposition (9), if {u 1 , . . . , u s } is a Hilbert basis for P(Γ 1 ), then
Theorem 3.2. Let {u 1 , . . . , u s } be a Hilbert basis for the ring P(Γ 1 ) and let
Proof. As we just mentioned above, {S(u 0 ) ≡ 1,S(u 1 ), . . . ,S(u s )} is a set of generators for the module P(Γ 1 ) over P(Γ 1 ⋊ Z κ 2 ). The proof now follows exactly the same steps of [1, Lemma 3.4] .
We now define the operator T :
We then have:
The mapping T is an homomorphism of modules over the ring
) and the restriction of T to Im(T ) is the identity, implying that T is an idempotent projection.
The following result is now a direct consequence of the last proposition.
Proof. By Lemma 3.3, the direct sum decomposition
We remark that if we are to use Theorem 3.4 to find generators of
, we need Q σ 1 (Γ 1 ) to be a finitely generated module over the ring P(Γ 1 ⋊ Z κ 2 ). If this holds, then we just project its generators by the operator T.
We end this section presenting the computation of generators of reversible equivariants under a group of type Γ 1 ⋊ Z κ 2 in an algorithmic way:
Input:
•
Output: Hilbert basis for P(Γ) and generating set for Q σ (Γ) over P(Γ) with σ defined in (6).
Procedure:
1. DoS(u 0 ) = 1; 2. For 1 ≤ i ≤ s computeR(u i ) andS(u i ), whereR,S are given by (8); 3. The set R (u i ),S(u i )S(u j ), 1 ≤ i, j ≤ s forms a Hilbert basis of the ring
, where T is given by (10) (Using Theorem 3.4).
Computing normal forms
In this section we apply the algorithm of the previous section to deduce the normal forms of for types of bireversible vector fields defined on R 2n+2 . We consider a special type of linearization, under both resonance and non-resonance conditions. We consider Γ−reversible-equivariant systems
whose linearization about the origin has matrix L of type (2) with nonzero ω i , i = 1, · · · , n. The vector fields are reversible equivariant under the group Z 2 × Z 2 , generated by two linear commuting involutions φ and ψ.
4.1.
Characterization of the involutions. In this subsection, we characterize the possible pairs of linear involutions that generate Z 2 ×Z 2 up to the equivalence given by simultaneous conjugacy: two pairs of linear involutions (φ, ψ) and (φ,ψ) on R n are said to be equivalent if there exists a linear diffeomorphism H on R n such that
The matricial normal forms of pairs of involutions (φ, ψ) up to this equivalence must anti-commute with L given by (2) , that is,
Direct computations show that the matrix of any linear involution ϕ that anticommutes with L is block diagonal of the form
where
with a 2 0 = 1 and a
Hence, each ϕ i is a reflection of order 2. Now, if we denote by Fix(ϕ) the fixed-point space for ϕ,
we have dim Fix(ϕ i ) = 1, 0 ≤ i ≤ n. Therefore, dim Fix(ϕ) = n + 1. Let (φ, ψ) and (φ,ψ) be two pairs of linear involutions generating an Abelian group. The matricial form of each is of the form (13). If they are equivalent, then the linear isomorphism H of (12) must commute with L, since the linear part of the system must be preserved under equivalence. Therefore H has block diagonal matrix diag(H 0 , . . . , H n ), where H i are invertible matrices of order 2 giving the equivalence between (φ i , ψ i ) and (φ i ,ψ i ), for 0 ≤ i ≤ n. It follows that the classification of pairs of commuting involutions on R 2n+2 that anti-commute with L is reduced to the classification of pairs of reflections on R 2 whose fixed-point subspaces coincide or are orthogonal straight lines. In the first case, Fix(φ i ) and Fix(ψ i ) coincide and, therefore, φ i = ψ i for 0 ≤ i ≤ n. In the second case these are in particular transversal lines, so from [11, Teorema 6.2] it follows that each pair (φ i , ψ i ), 0 ≤ i ≤ n, is equivalent to the pair 1 0 0 −1 ,
Therefore, up to equivalence, there are 2 n pairs of involutions (φ, ψ) that can generate non-conjugate copies of Z 2 × Z 2 , namely those with diagonal matricial form φ = diag(1, −1, . . . , 1, −1) ψ = diag(a 0 , −a 0 , . . . , a n , −a n ), with a i = ±1, 0 ≤ i ≤ n.
From now on we use complex coordinates of R 2n ≃ C n with the action of
ψ(x 1 , x 2 , z 1 , . . . , z n ) = (a 0 x 1 , −a 0 x 2 , a 1z1 , . . . , a nzn ).
Notice that when a i = 1, 0 ≤ i ≤ n we have φ = ψ.
Non resonant case.
In this subsection, we compute the normal form of bireversible systems with linear part L given in (2) where ω 1 , . . . , ω n are algebraically independent. It follows from Proposition 2.2 that in this case we have S = ℜ × T n , where the action of S is given by (see [4] ) (16) s(x 1 , x 2 ) = (x 1 , sx 1 + x 2 ) and θ(z 1 , . . . , z n ) = (e iθ 1 z 1 , . . . , e iθn z n ), for s ∈ ℜ and θ = (θ 1 , . . . , θ n ) ∈ T n . It is straightforward that P(ℜ) is generated by 
with x = (x 1 , x 2 ) ∈ R 2 and z = (z 1 , . . . , z n ). Again, by [8, XII Example 5.4(a)], (17) and [4, Lemma 3.3], P(S) is generated over the ring P(S) by the mappings:
Let us now denote by Z 1. We start by computing a Hilbert basis for P(S ⋊ Z φ 2 ) : we consider the operatorsR,S : P(S) → P(S) as in (8) (8) The group S has only symmetries, so Q σ 1 (S × Id) = P(S) and since
For j even, H j is equivariant under φ and, in this case, T (H j ) = 0. For j odd, H j is reversible under φ and, in this case, T (H j ) = H j . By Theorem 3.4, (10) 
Moreover, eliminating constants, we havě (8) with κ = ψ (Š is the operator defined in item 2 above). Then, eliminating constants, we havě
Thus, for a 0 = 1 we have
. . , v n+1 , and for a 0 = −1
Therefore, if a 0 = 1 then φ = ψ and, in this case, we obtain the Z φ 2 −reversible normal formẋ
. . .
Remark 4.1. The normal forms obtained above depend only on a 0 . This is due to the fact that each v i , 2 ≤ i ≤ n + 1, is ψ−invariant in the z−coordinate. We also remark that the normal form (20) has been obtained by Lima and Teixeira in [10] . The authors use the classical method developed by Belitskii in the context without symmetries to get a pre-normal form and impose the reversibility of φ a posteriori. In our approach, the procedure takes the reversibility into consideration from the beginning, which simplifies the process of annihilating terms up to equivalence.
4.3.
Resonance of type (n 1 : (14) and (15) for n = 3. We assume that n 1 ω 2 − n 2 ω 1 = 0, with n 1 , n 2 ∈ N nonzero, and ω 3 is algebraically independent with respect to ω 1 and ω 2 . In this case, the system (11) is called (n 1 : n 2 : 0)−resonant.
By Proposition 2.2, S = ℜ × T 2 . The diagonal action of S on R 2 × C 3 is given from the standard action of ℜ on R 2 as in (16) and from the action of T 2 on C 3
given by
By given by {v 1 , . . . , v 6 }, where
Moreover, P(S) is generated over P(S) by the mappings
Next we consider the epimorphisms σ 1 and σ 2 given in (18), and σ as defined in (6) . We determine now a set of generators for
2 )) as follows: 1. We start getting a Hilbert basis for P(S ⋊ Z φ 2 ). Again we consider the operatorsR,S : P(S) → P(S) defined in (8) with κ = φ. We havẽ (8) with κ = ψ given in (15). We haveŠ(u i ) = 0, for i = 2, 3, 5,Š(u 1 ) = (1 − a 0 )u 1 andŠ(u 4 ) = (1 − a n 2 1 a n 1
2 )u 4 .
3. Here we determine the generators for Q σ 1 (S⋊Z φ 2 ) over the ring P(S⋊Z φ 2 ). As in the last subsection, we first obtain the generators of P(S) over P(S ⋊ Z φ 2 ). Since S has only symmetries, then Q σ 1 (S×Id) = P(S). Thus {H 0 , . . . , H 11 } generates Q σ 1 (S × Id) over P(S) = v 1 , . . . , v 6 . We now considerS defined in step 1 above. From [1, Corollary 3.3], S (v 0 ) ≡ 1,S(v 5 ) ≡ v 5 is a set of generators for the module P(S) over
is a set of generators for Q σ 1 (S × Id) over P(S ⋊ Z φ 2 ). By Theorem 3.4, it remains to project such generators by the mapping (10) for κ = φ acting as in (14). For j even, H j is equivariant under φ and v 5 H j is reversible under φ. In this case, T (H j ) ≡ 0 and T (v 5 H j ) ≡ v 5 H j . For j odd, H j is reversible under φ and v 5 H j is equivariant under φ. In this case, T (H j ) ≡ H j and T (v 5 H j ) ≡ 0. Therefore, the elements
2 ) over the ring P(S ⋊ Z φ 2 ). 4. Consider nowŠ as in step 2 above and defineŤ :
2 ) whose law is the same as of T in (10) with κ = ψ acting as in (15). DefineŠ(u 0 ) ≡ 1. By Theorem 3.4, the generators of
Eliminating constants after projection, direct computations givě
, 11 e k = 2, 5, 6, 9, 10.
We have four cases to consider (see Table 4 .3). In each case, we present a Hilbert basis for P(S ⋊ (Z (8) and κ = ψ. Type A: When a 0 = 1 and a n 2 1 a
Type B: When a 0 = 1 and a n 2 1 a
Type C: When a 0 = −1 and a n 2 1 a
When a 0 = −1 and a n 2 1 a
, u 5 for k = 0, 2, 5, 6, 9, 10 and ℓ = 1, 3, 4, 7, 8, 11 (2) for n = 3 and (n 1 : n 2 : 0)−resonant. Then this system is formally conjugate to one of the following: Type A:
Type B:
Type C:
Type D: We remark that the value of a 3 has no effect on the normal forms. This is because a 3 in ψ is acting on the algebraically independent part of L. Hence, the results of this subsection generalize to systems on R 2 × C n , n > 3, which is done in the next subsection.
4.4.
Resonance of type (n 1 : n 2 : 0) in R 2 × C n . Here we extend the previous case to n > 3. Table 2 . Types of Z 2 × Z 2 −reversible-equivariant vector fields.
Therefore, we have the following result: Table 3 . Generators on R 2 × C n . 2 ), |z 3 | 2 , . . ., |z n | 2 ).
Type B: 
