Mitigation measures may be used to prevent soil and water pollution from waste disposal, landfill sites, septic or chemical storage tanks. Among them, drains and impervious barriers may be set up.
INTRODUCTION
Throughout the world, groundwater supplies are hidden vital resources that are facing rising pressure owing to pollution and overconsumption from anthropogenic activities.
Pollutions putting groundwater at risk notably include: discharge of waste and wastewater onto or into aquifers, use of chemicals such as fertilizers and pesticides, spreading of slurry, manure, and abattoir wastes, poor storage of solvents and petroleum products by using above or underground storage tanks. These last facilities represent a significant contamination risk for groundwater if appropriate mitigation measures, including surface and subsurface drainage, are not designed in their conception and construction (Environment Agency ). The drainage system should be designed to convey all potentially contaminated water and spills of fuel to suitable collection points for disposal or treatment. The Groundwater Daughter Directive (2006/ 118/EC) clarifies the requirements for measures to prevent or limit inputs of pollutants into groundwater. Factors to be considered when carrying out risk assessment for tank leaking into the ground are identified in Environment Agency ().
Groundwater modeling tools are of interest to investigate the risk of underground contamination by leakage from storage tanks and to evaluate the performance of drainage systems often designed to prevent groundwater pollution. This paper presents, from a modeling point of view, the impact of a drain set up in an unconfined aquifer to control water fluxes in order to minimize the risk of pollutant migration into the aquifer. The objective is to evaluate the influence of the exchange coefficient in the modeling of a drainage mitigation measure. The modeling of the drain-aquifer interaction is carried out by applying the model of classical river-aquifer interaction. This model is based on a linear relationship between the exchange rate and the difference between the river head and the groundwater head (Rushton & Tomlinson ) .
More precisely, the exchange flux per unit area of riverbed is modeled using the leakage concept presented by Kinzelbach () .
According to Bear () , mainly horizontal flows are observed at a distance from the river of about 1.5 times the aquifer thickness. In a steady-state unconfined aquifer, groundwater flows between the drain and the aquifer may be thus modeled under the Dupuit-Forchheimer assumption by considering a horizontal two-dimensional spatial domain and by neglecting vertical flow components. The groundwater flow and leakage interactions between the drain and the aquifer are implemented by two numerical methods: a conforming finite element method (FEM) and a mixed hybrid finite element method (MHFEM). The FEM modeling of such exchanges is classical (Kinzelbach ) . To the best of our knowledge, the implementation of waterbody-aquifer exchanges in a mixed formulation has not yet been published. A comparison between these two discrete approaches is then performed in terms of computed piezometric head, velocity field, and streamlines considering an engineering case study. The considered case deals with a regional aquifer located below an industrial platform with chemical storage tanks under rain leaching and water infiltration. Computations are performed with both an ideal homogeneous hydraulic conductivity over the domain and a realistic heterogeneous one. A pending question is: 'how much are the simulation results sensitive to the value of the leakage coefficient?' since neither an empirical formula exists to calculate this coefficient, nor a device to measure it directly. The uncertainty on the leakage coefficient in this specific context has thus to be evaluated.
As a measure of the model response to perturbations, sensitivity analysis is often acknowledged as a key element in the modeling process (Helton et al. ) . Several methods exist in the literature. Among the statistical ones, a Monte Carlo method has been used to study the variability of the river-aquifer seepage flow to the spatial variability in the aquifer-saturated hydraulic conductivity (Bruen & Osman ) . Sensitivities were also computed from the differentiation of groundwater flow equations with respect to the hydraulic conductivity, the aquifer thickness, or the aquifer recharge rate (Mazzilli et al.  
The paper is organized as follows. The section Drainaquifer modeling and discretization methods presents the groundwater flow equation, the leakage modeling, the twodimensional case study, and the FEM and MHFEM numerical methods, with special attention being paid to the mixed one. The section AD for sensitivity analysis presents the sensitivity analysis and AD in a general manner. It then describes a minimal effort strategy for the AD of existing computer codes. Numerical results, FEM and MHFEM, homogeneous and heterogeneous cases, are reported and discussed in the section Numerical results and sensitivity computations. 
DRAIN-AQUIFER MODELING AND DISCRETIZATION METHODS

Groundwater flow equation and leakage modeling
The mathematical models describing the flow of water in an undeformable porous media are based on the Darcy's law and the mass continuity equation.
Governing equation
Under the Dupuit-Forchheimer assumption, combining and integrating the Darcy's law and the mass continuity equation yield the general formulation
where h is the piezometric head (m), Ω is the flow region considered as a 2D unconfined aquifer, t is the time variable 
Transmissivity tensor and storage coefficient
In an unconfined aquifer, the transmissivity tensor T (m 2 /d) is equal to M(h) × K where M(h) is the aquifer thickness which varies with the water table elevation and K is the hydraulic conductivity tensor (m/d).
where h b (m) is the elevation of the aquifer impervious bottom and the phreatic surface is always above the arbitrary impervious bed. The storage coefficient S is set equal to the effective porosity ω for an unconfined aquifer.
Exchange flow and leakage coefficient
In a general case, the drain-aquifer exchange Q e is modeled by
<
:
where h d and h db are the water level in the drain and the level of drain bottom, respectively, and λ is the leakage coefficient (d À1 ). Details are given in Figure 1 .
The leakage coefficient λ depends on the thickness and permeability of drain-aquifer interface. These parameters are generally unknown. Consequently, a major issue in the modeling of drain-aquifer exchanges is its parameterization.
Classically, the leakage coefficient is chosen as being constant in space and/or time (Kinzelbach ; Doppler & Hendricks Franssen ).
The hydraulic conductivity tensor, the effective porosity, and the leakage coefficient can also be uncertain. This paper is only concerned with the sensitivity of groundwater flow to the leakage coefficient. More precisely, the objective is to evaluate the impact of a change in the leakage coefficient on the head, velocity field, and streamlines.
Study case
The considered case corresponds to a real site in France 
Numerical methods
This subsection first recalls the FEM modeling of the 2D groundwater problem set in Ω. The MHFEM formulation is then presented with a special emphasis on the implementation of the exchanges between the aquifer and the waterbodies. As presented in Figure 3 (a), the two formulations manage the fluxes in a different manner since the exchanges with the drain are considered at the nodes (triangle vertices) in the FEM modeling, while they are assigned to the edges in the MHFEM formulation. For the sake of generality, the drains are implemented following Equation (3). Note that, in the discrete form, the leakage coefficient (d À1 ) depends on the edge length |E| following:
where C λ (m À1 d À1 ) is the leakage coefficient per drain meter.
FEM approximation
Equation (1) is solved using a FEM (Kinzelbach ) based on linear triangular elements and an implicit finite difference scheme for the time integration. The approximate solution h is computed by means of a linear combination:
where h i is the unknown head at the node i of the mesh, ω i is the basis scalar function related to the node i,
and Φ K i is the unit function related to the node i of the triangle K. Equation (1) is written in the discrete form
where q n is the flow across the boundary of the domain @Ω.
MHFEM approximation
Equation (1) The Darcy's flux integrated over the aquifer thickness, namely q ! ¼ ÀT:∇h, is approximated on each triangle K by the vector q ! K belonging to the lowest order Raviart-Thomas space (Raviart & Thomas ) , that is:
where Q K,E j is the water flux over the edge E j of K, for j ¼ 1, 2, 3. The basis vectorω j , see Figure 3 
where δ i,j is the Kronecker symbol and n ! K,E j is the exterior normal unit vector to E j . Functions ω ! i (i ¼ 1, 2, 3) correspond to a vector q ! K having a unitary flux through the edge E i and null flux through the other edges. On each element, the approximation q ! K is such that ∇ q ! K is constant over the element K and q ! : n ! K,E i is constant over the edges E i of the triangle.
The mixed formulation is obtained from the variational form of the Darcy's law ( s ! being a vectorial test function), that is:
The complete formulation is deduced by replacing h and q ! by their approximations on the element K, by using the continuity of the fluxes and the mass conservation equation. This yields the MHFEM system:
( 1 2 ) where Th is the vector of the piezometric head for non-Dirichlet edges, h is the vector of piezometric head for the triangles, F is a sink-source vector. The MHFEM matrices depend on elemental contributions; see
Equation (20), defined as follows:
where N enΓ D is the number of the edges belonging to @ΩnΓ D and Γ D is the boundary subject to Dirichlet condition and
where the edges E and E 0 belong to the element K and
where Γ N is the boundary subject to Neumann condition.
The M × M diagonal matrices S and G are equal to (M is the number of elements)
are computed as:
)
Elemental contributions
The intermediate variables,
are used to express the matrices of Equation (12) in a concise manner. Summation notations are those proposed by Chavent & Roberts () . S K is the approximation of the storage coefficient, constant on the element K, the surface area of which is indicated by K j j.
Drain distribution
Matrices related to the drain contributions are computed as follows:
and
where λ is the leakage coefficient, h r,E is the level of the drain water free surface of edge E and h f,E is the drain bed elevation of edge E. Assuming the model is differentiable, its sensitivity S M (P 0 , δP) with respect to P may be evaluated with the parameter set P ¼ P 0 in the direction of perturbation δP as: 
AD FOR SENSITIVITY ANALYSIS
S M (P 0 , δP) ¼ @M @P (P 0 ):δP:(23)
FEM and MHFEM codes AD
AD strategy
A minimal effort AD strategy to obtain a TL code for sensitivity calculation is needed. The present study takes advantage of two existing groundwater flow codes, namely, GW_FEM and GW_MHFEM, written in Fortran. Their general implementation schememodeling parameters P, boundary conditions, mesh, simulation duration, FEM or MHFEM discrete problem, and writing output data x …is similar (see Figure S1 in Supplementary material, available with the online version of this paper). As described in Figure S1 , the dependent variable x (representing piezometric head, velocity, and streamline in this study) in the original user code GW_FEM may be automatically differentiated with respect to the independent variable P here restricted to the drain-aquifer leakage coefficient λ.
This differentiation method has been successfully applied to both the GW_FEM and the GW_MHFEM codes to generate the FEM_D and MHFEM_D codes, respectively. Some details about the codes (number of routines, number of lines) together with runtimes are provided for the original user codes and the differentiated ones in Supplementary material, Table S1 (available with the online version of this paper). One can notice that the MHFEM solver comprises an iterative bi-conjugate gradient method for the solution of the general linear system Ax ¼ b,
the differentiation of which is more efficient and accurate by calculating the TL variable x 0 following Ax 0 ¼ b 0 À A 0 x. It can be observed (Table S1) This is an excellent result since the TL codes comprise the original code statements for trajectory computations.
Validation of AD
The exactness of the sensitivity process is checked with a classical Taylor test. This compares the sensitivity result obtained with AD to first-order finite difference approximations following:
where ω is a value that controls the finite difference step ωδP and M D is the TL code that computes @M=@P. Theoretically, the ratio r ω should tend linearly towards 1 as ω tends to zero.
In practice, the subtraction of too close floating-point numbers yields a cancellation error that dominates finite difference truncation error for smaller ω.
In the present case, the GW_FEM and GW_MHFEM codes are differentiated with respect to the leakage coefficient of the northern drain. Taylor tests are carried out considering the position of a particle at the groundwater upstream. 
NUMERICAL RESULTS AND SENSITIVITY COMPUTATIONS
Computations are performed with the leakage coefficient Although the two discretization methods yield the same flow pattern, the drawdown is greater in the FEM case.
This is an expected result since the FEM and MHFEM formulations manage exchange fluxes between the aquifer and the drain in a different manner (see subsection Numerical methods). Table 2 reports fluxes computed at the channel, the river, and the drain boundaries as well as the mass balance error (MBE) estimated as the sum of the inlet flow rate at the channel and the outlet flow rate at the river and the drains. Null values for the MBE prove that the two codes are conservative. Table 2 shows that the drains catch much more water in the FEM cases. This is less noticeable in the heterogeneous case.
A similar behavior, (Figure 4(c) and 4(d) ), may be observed in the northern and southern zones in the heterogeneous transmissivity case, whatever the discretization method.
Streamlines are slightly different in the middle zone. Near to the drain, the streamlines are confined by the almost impervious barrier. Flux values at the channel, river, and drain boundaries are reported in Table 2 . MBE values are again 0.
Simulations of the flow with natural heterogeneous hydraulic conductivity without barrier, which is a management structure, have been carried out and compared with the one with the barrier in the Supplementary material (see Table S2 , available with the online version of this paper). This confirms that the barrier increases the efficiency of drainage (see Figures S2 and S3 , available online).
Piezometric head sensitivity
The sensitivity analysis is carried out with respect to a perturbation of 50% of the northern drain leakage coefficient, and 6 shows that the presence of heterogeneities prevents the diffusion of the sensitivities (there is no propagation of the sensitivities beyond the barrier). Likewise, the computed flux sensitivity at the river is almost zero in Table 2 . Even trends are identical; it can be noticed in Table 2 that the ratio between sensitivities and computed fluxes at the drain is twice larger in the MHFEM case (8.98%) than in the FEM case (4.42%).
Velocity field and sensitivity
Velocity fields and their sensitivity computed in the homogeneous transmissivity case are plotted in Figure 7 . As expected from the difference in the exchange modeling (subsection Numerical methods), velocity vectors are larger close to the northern drain in the FEM case because more water is caught. One also observes a difference in the orientation of the velocity vectors at the east of the drain indicating that the FEM can catch water in this zone, contrarily to the MHFEM. The sensitivities of the velocity fields are almost similar along the drain, but differ at the drain ends. This is in agreement with the two-drain modeling.
Velocities are smaller in the heterogeneous case (see Two reasons explain this behavior. First, the hydraulic conductivity is subject to high variations in the domain (including small values). This heterogeneity has an important impact on the flow as it reduces its velocity in a significant manner. Second, the barrier mostly prohibits the flow down to the river. Important differences in the vector lengths of the two velocity fields are noticeable at the northern end of the drain because the MHFEM_D/MHFEM ratio is here twice as large as FEM_D/FEM ratio in Table 2 .
Streamlines sensitivity
Streamlines are computed by means of either a classical interpolation method (Cordes & Kinzelbach ) for FEM or the property for MHFEM. We compare streamlines computed using C λ ¼ 6 m À1 d À1 with approximated streamlines, both west/east oriented, built from heads and velocity fields and their sensitivity computed with the TL codes with parameter and perturbation values (C λ , δC λ ) ¼ (6 m À1 d À1 , 3 m À1 d À1 ). In the homogeneous transmissivity case (Figure 9 ) approximated streamlines are close to streamlines computed with C λ ¼ 9 m À1 d À1 . One can notice some erratic behavior on the lower streamline of Figure 9 . Although originating from the south-west of the drains, this particle is impacted by the north drain while running to the river. The erratic behavior occurs at a piezometric head maximum. This behavior is probably also favored by the small size of elements in this part of the computational domain. The particle hesitates between the drain and the river, finally reaching the river.
The same particles were used to initiate the streamline computation in the heterogeneous transmissivity case ( Figure 10 ). The streamlines computed with C λ ¼ 9 m À1 d À1 are again well approximated by the approximated streamlines computed with (C λ , δC λ ) ¼ (6 m À1 d À1 , 3 m À1 d À1 ). Fluxes computed at the channel, the river, and the drain boundaries have similar behavior but distinct values due to the difference in the modeling of waterbody exchanges. In any case, the drain catches more water using FEM. Discrepancies between the FEM solutions and the MHFEM solutions are difficult to evaluate from model computations.
CONCLUSION
The accurate sensitivity analysis we propose provides much more information on piezometric head and velocity field, revealing the influence of a perturbation of the leakage coefficient in a clear manner, whatever the case study. The role of the impervious barrier is clearly stated since sensitivities are 0 outside the protected area. To the best of our knowledge, streamline reconstruction results are new in groundwater flow modeling. Although some erratic behavior is observed, the first-order approximated streamlines are very close to the computed streamlines.
