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Resumen
La finalidad de los disen˜os o´ptimos es determinar las condiciones experimentales
adecuadas con el fin de garantizar inferencias estad´ısticas lo ma´s precisas posibles
en te´rminos de mı´nima varianza. Esta teor´ıa supone que se conoce de antemano la
relacio´n entre las variables explicativas y la variable respuesta. Uno de los criterios
de uso ma´s frecuente para la obtencio´n de disen˜os o´ptimos es el D-optimalidad,
el cual proporciona los puntos experimentales donde se minimiza el volumen del
elipsoide de confianza asociado al vector de para´metros en el modelo propuesto. A
diferencia del disen˜o D-o´ptimo cla´sico, el disen˜o D-o´ptimo promediado por una dis-
tribucio´n apriori no necesariamente tiene tantos puntos de soporte como para´metros
tiene el modelo, e´sto depende de que tan dispersa sea la distribucio´n apriori que se
tenga. En este trabajo se considera el caso en donde el disen˜o D-o´ptimo promediado
por una apriori particular tiene tantos puntos de soporte como para´metros tiene el
modelo. Esta situacio´n puede no ser tan favorable cuando el modelo a trabajar no
se tiene especificado con total certeza dado que no ser´ıa posible realizar pruebas
de falta de ajuste para el modelo. Por ende, la idea del trabajo es proponer una
metodolog´ıa que permita aumentar el nu´mero de puntos de soporte del disen˜o con
el fin que, con el disen˜o resultante, se pueda aplicar la prueba de bondad de ajuste.
Se dara´ una expresio´n para la varianza de la respuesta predicha, a partir de la cual
se determinara´n los puntos a adicionar al disen˜o de tal forma que se maximice la
potencia de la prueba de falta de ajuste del modelo. Los disen˜o obtenidos mediante
la metodolog´ıa son seudo-o´ptimo con m-puntos (m > p) de soporte, donde p es el
nu´mero de para´metros del modelo. Finalmente al ejemplificar esta metodolog´ıa, se
obtuvo que los disen˜os resultantes en todos los escenarios que fueron probados ar-
rojaron potencias altas y eficiencias superiores a otros disen˜os con los cuales fueron
comparados.
Palabras claves: Disen˜os D-o´ptimo, Bondad de ajuste, D-Eficiencia
Abstract
The optimal design’s finality is to determine adequate experimental conditions in
order to guarantee statistic inferences as precise as possible in terms of minimum
variance. This theory supposes that the relation between explanatory variables and
the variable response is known. A criterion that is most used for optimal designs
obtaining is the D-optimality, which provides the experimental points where the as-
sociated to the parameter vector in the proposed model reliable ellipsoid volume is
minimized. As a difference between the classical D-optimal design, in the D-optimal
design averaged by an a priori distribution, you do not necesarily get a design with
support points as parameters in the model. It depends on how dispersed the a pri-
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ori distribution you have is. In this paper, it is considered the D-optimal design
averaged by a particular a priori with support points as parameters in the model.
This situation may not be as favorable as the cases when the model that is worked
on is not specified in a total certainty due to the impossibility to prove the lack of
adjustment in the model. Therefore, this paper’s idea is to propose a methodology
that allows increasing the number of support points on this design criterion with
the purpose that, with the resultant design, the proving of goodness adjust can be
applied. An expression to the variance of the fore said answer will be given, from
which the points that will be added to the design in order to maximize the power
of the proof of lack of adjustment in the model, will be determined. Finally, a
pseudo-optimal with supporting m-points(m > p) will be obtained, with p being the
number of parameters of the model and finally the methodology will be exemplified
with the exponential decay model.
Keywords: D-optimal desing,Lack-of-fit test,D-efficiency

Contenido
. Resumen vi
. Abstract vi
1. Introduccio´n 1
2. Marco teo´rico 5
2.1. Disen˜os o´ptimos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1. Matriz de informacio´n . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2. Criterios de optimalidad . . . . . . . . . . . . . . . . . . . . . 6
2.1.3. Teorema de equivalencia . . . . . . . . . . . . . . . . . . . . . 7
2.1.4. Teorema de equivalencia para un disen˜o D-o´ptimo . . . . . . . 8
2.1.5. Eficiencia de un disen˜o . . . . . . . . . . . . . . . . . . . . . . 8
2.1.6. Disen˜os o´ptimos locales . . . . . . . . . . . . . . . . . . . . . . 9
2.1.7. Criterio D-optimalidad Bayesiano . . . . . . . . . . . . . . . . 9
2.2. Prueba de falta de ajuste . . . . . . . . . . . . . . . . . . . . . . . . . 10
3. El problema de la falta de ajuste en el disen˜o D-o´ptimo 13
3.1. Una estrategia de disen˜o robusta . . . . . . . . . . . . . . . . . . . . 13
3.1.1. Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2. Generalizacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.1. Expresio´n equivalente para la funcio´n de sensibilidad del disen˜o
D-o´ptimo y una cota para δ. . . . . . . . . . . . . . . . . . . . 15
3.2.2. Escogencia del δ . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4. Cap´ıtulo de Resultados 21
4.1. A´cido feno´lico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.1. Modelo y estimacio´n del modelo . . . . . . . . . . . . . . . . . 22
4.1.2. Disen˜o D-o´ptimo para el modelo de decrecimiento exponencial
utilizando una distribucio´n apriori uniforme discreta . . . . . . 24
4.1.3. Disen˜os seudo-o´ptimos utilizando la metodolog´ıa propuesta . . 26
4.1.4. Distribucio´n emp´ırica del estad´ıstico −2Log(Λ) para muestras
pequen˜as y calculo de potencia de los disen˜os seudo-o´ptimos . 27
x Contenido
4.1.5. Disen˜o D-o´ptimo para el modelo de decrecimiento exponencial
utilizando una distribucio´n apriori Lognormal . . . . . . . . . 32
4.1.6. Disen˜os seudo-o´ptimos utilizando la metodolog´ıa propuesta
con distribucio´n apriori Lognormal . . . . . . . . . . . . . . . 33
4.1.7. Distribucio´n emp´ırica del estad´ıstico −2Log(Λ) para muestras
pequen˜as y calculo de potencia de los disen˜os seudo-o´ptimos . 34
4.1.8. Comparacio´n de los disen˜os obtenidos utilizando la metodolog´ıa
con otros disen˜os . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2. Aplicacio´n Teofilina . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.1. Modelo y ajuste del modelo . . . . . . . . . . . . . . . . . . . 37
4.2.2. Disen˜o D-o´ptimo utilizando una distribucio´n apriori Lognormal 38
4.2.3. Disen˜os seudo-o´ptimos utilizando la metodolog´ıa propuesta . . 40
4.2.4. Distribucio´n emp´ırica del estad´ıstico −2Log(Λ) para muestras
pequen˜as y calculo de potencia de los disen˜os seudo-o´ptimos . 43
4.2.5. Comparacio´n de los disen˜os obtenidos utilizando la metodolog´ıa
con otros disen˜os . . . . . . . . . . . . . . . . . . . . . . . . . 45
5. Conclusiones y Trabajo Futuro 49
5.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2. Trabajos futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
A. Anexo: Cota para δ 51
A.1. Cota para δ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
B. Anexo: Rutinas implementadas en R para la obtencio´n de los disen˜os 53
. Bibliograf´ıa 61
Lista de Figuras
4.1. Dispersio´n de los datos de longitud de la ra´ız en te´rminos de la con-
centracio´n de a´cido feru´lico.. . . . . . . . . . . . . . . . . . . . . . . . 23
4.2. Curva ajustada para modelo de decrecimiento exponencial. . . . . . 24
4.3. Gra´fico de la funcio´n de sensibilidad d (t, ξD, θ0) modelo de decre-
cimiento exponencial. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4. Potencia de la prueba de falta de ajuste con N = 20 . . . . . . . . . 31
4.5. Puntos de soportes del disen˜o seudo-o´ptimo . . . . . . . . . . . . . . 32
4.6. Funcio´n de sencibilidad para una apriori lognormal y un modelo de
decrecimiento exponencial . . . . . . . . . . . . . . . . . . . . . . . . 33
4.7. Potencia de la prueba de falta de ajuste con N = 18 para disen˜os con
3 puntos de soporte adicional. . . . . . . . . . . . . . . . . . . . . . 35
4.8. Gra´fico de Concentracio´n de Teofilina Vs Tiempo . . . . . . . . . . . 37
4.9. Modelo ajustado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.10.Gra´fico varianza de la respuesta predicha d (t, ξD, θ0). . . . . . . . . . 40
4.11.Gra´fico de potencias para disen˜os con uno punto de soporte . . . . . 44
4.12.Gra´fico de potencias para disen˜os con cinco puntos de soporte . . . . 44

Lista de Tablas
2.1. Versiones del criterio de optimalidad Bayesianos junto con su respec-
tiva derivada direccional asociada. . . . . . . . . . . . . . . . . . . . . 10
4.1. Datos sobre el efecto del a´cido feru´lico en el crecimiento de la ra´ız de
perennial ryegrass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2. Para´metros estimados por mı´nimos cuadrados no lineales para el mod-
elo de decrecimiento exponencial . . . . . . . . . . . . . . . . . . . . 24
4.3. Observaciones de la distribucio´n uniforme . . . . . . . . . . . . . . . 25
4.4. Disen˜os con tres puntos de soporte . . . . . . . . . . . . . . . . . . . 28
4.5. Medias e intervalos de confianzas . . . . . . . . . . . . . . . . . . . . 28
4.6. Normas de las diferncias de los cuantiles para distintos Nempi . . . . . 29
4.7. Resumen de la distribucio´n de las potencias con α = 10% . . . . . . . 30
4.8. Resumen de la distribucio´n de las potencias con α = 5% . . . . . . . 30
4.9. Resumen de la distribucio´n de las potencias con α = 1% . . . . . . . 31
4.10.Disen˜os con 3 puntos de soportes adicionales . . . . . . . . . . . . . . 34
4.11.Medias e intervalos de confianza . . . . . . . . . . . . . . . . . . . . . 34
4.12.Normas de las diferencias de los cuantiles . . . . . . . . . . . . . . . . 35
4.13.Otros disen˜os para comparar . . . . . . . . . . . . . . . . . . . . . . 36
4.14.Datos de Teofilina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.15.Para´metros estimados del modelo . . . . . . . . . . . . . . . . . . . . 38
4.16.Intervalo para δ segu´n el nu´mero de puntos a adicionar . . . . . . . . 41
4.17.Disen˜os seudo-o´ptimos . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.18.Normas de las diferncias de los cuantiles para distintos Nsim para
disen˜os con uno punto de soporte adicional . . . . . . . . . . . . . . 43
4.19.Normas de las diferncias de los cuantiles para distintos Nsim para
disen˜os con cinco puntos adicionales . . . . . . . . . . . . . . . . . . 43
4.20.Disen˜os seleccionados con la metdolog´ıa de uno y cinco puntos de
soporte adicionales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.21.Comparacio´n de disen˜os . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.22.Potencias y eficiencias de los Disen˜os Geome´tricos . . . . . . . . . . . 47

1. Introduccio´n
En trabajos de investigacio´n, el investigador usualmente tiene el intere´s de modelar el
comportamiento de una variable de intere´s Y a trave´s de un conjunto de k−variables
explicativas x =(x1, x2, ..., xk), por medio de un modelo estad´ıstico que describa esta
posible relacio´n. Este modelo puede tener la forma:
Y (x) = η(x; θ) + ǫ, (1.1)
donde η(x; θ) es una funcio´n del vector de para´metros desconocido θ ∈ Rp y recibe
el nombre de superficie de respuesta, x toma valores en un espacio de disen˜o χ y ǫ,
llamado error aleatorio, contiene tanto la parte de los errores debido a la realizacio´n
del experimento como los errores debido a la especificacio´n del modelo, se asume
que tiene media cero y varianza constante σ2.
Para efectos del trabajo, se analizara´ un modelo no lineal, puesto que en los modelos
lineales la matriz de informacio´n no depende de θ entonces no tendr´ıa sentido hablar
de una distribucio´n apriori para ellos, mientras que en los modelos no lineales la
matriz de informacio´n si depende de θ y por ende se puede hablar de una distribucio´n
apriori para e´stos (Atkinson & Donev, 2007).
Para obtener estimadores de los para´metros de dicho modelo los ma´s precisos posi-
bles, se deben tener puntos a muestrear que minimicen el error al momento de
estimar dichos para´metros, ma´s au´n, cuando se dispone de informacio´n previa. Por
ejemplo, en el a´rea de la farmacocine´tica se requiere estudiar el proceso de accio´n de
un fa´rmaco en un organismo ya sea humano, animal o vegetal y para ello se necesitan
conocer las frecuencias de administracio´n, las dosis y los tiempos en los cuales se
van a obtener las muestras, de tal forma que se puedan estimar de manera o´ptima
algunos para´metros de importancia en el estudio, por ejemplo la biodisponibilidad
(Ver Malgor y Valcesia, 2008).
Una manera de obtener dichos puntos es usando disen˜os o´ptimos. En este trabajo se
utilizara´ el disen˜o D-o´ptimo promediado por una apriori para obtener dichos puntos
(Atkinson & Donev, 2007).
La teor´ıa de los disen˜os o´ptimos en el contexto de la estad´ıstica Bayesiana presenta
algunos resultados o criterios de optimalidad que son u´tiles para determinar las
condiciones experimentales o niveles de las covariables en los cuales se debe exper-
imentar para as´ı obtener estimaciones o´ptimas de los para´metros del modelo bajo
estudio. Por ejemplo Argumedo y Lo´pez-Rı´os. (2011), proponen realizar una gener-
alizacio´n de la metodolog´ıa propuesta por O’Brien (1995) para aumentar el nu´mero
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de puntos de soporte en un disen˜o D-o´ptimo. Cardona. J., et al (2012), realizaron
una caracterizacio´n de los disen˜os o´ptimos obtenidos a trave´s de dos funciones de
utilidad asociados a un criterio de optimalidad Bayesiano (D-optimalidad Bayesiano)
para estimar en forma o´ptima los para´metros de dos modelos no lineales. Chaloner
y Larntz (1989) dan una aplicacio´n de los disen˜os o´ptimos Bayesianos a los exper-
imentos de regresio´n log´ıstica, derivan una teor´ıa general aplicada a los criterios
de disen˜o co´ncavos para modelos no lineales y llegan a resultados teo´ricos que les
permite comprobar que los disen˜os obtenidos son en realidad o´ptimos con ma´s de p
puntos de soporte. O’Brien (1992) demuestra como el criterio de disen˜o cuadra´tico
de Hamilton y Watts (1985) puede ser usado para obtener disen˜os o´ptimos con
p + 1 puntos de soporte para valores iniciales del vector de para´metros estimado,
permitiendo as´ı comprobar la falta de ajuste del modelo asumido. O’Brien (1994),
propone una estrategia de disen˜o robusto con puntos de soporte extras para modelos
no lineales basado en un modelo anidado, obtiene un algoritmo que produce disen˜os
eficientes con puntos extras por la anidacio´n de la funcio´n del modelo dado en un
modelo ma´s grande.
En este trabajo se propone una estrategia para aumentar el nu´mero de puntos de
soporte en un disen˜o D-o´ptimo promediado por una distribucio´n apriori. Se da una
expresio´n para la varianza de la respuesta predicha en te´rminos de una constante
de ponderacio´n δ, de la eficiencia del disen˜o inicial ef y del nu´mero de para´metros
del modelo p, a partir de la cual se determinara´n los puntos a adicionar al disen˜o
D-o´ptimo promediado por una apriori. Se determina la mejor eleccio´n para δ, de
tal forma que se pueda maximizar la potencia de la prueba de falta de ajuste del
modelo en estudio. Finalmente se evaluara´ la bondad de la metodolog´ıa en algunos
modelos, v´ıa simulacio´n.
En este trabajo se generaliza la metodolog´ıa propuesta por O’Brien (1995) para
aumentar el nu´mero de puntos de soporte en un disen˜o D-o´ptimo cuando se cuenta
con informacio´n previa del para´metro. Se da una expresio´n para la varianza de la
respuesta predicha en terminos de una constante de ponderacio´n δ, la eficiencia del
nuevo disen˜o ξN y p, que es el nu´mero de para´metros del modelo.
En el cap´ıtulo 2, se presenta una descripcio´n general de los conceptos relacionados
con la teor´ıa de los disen˜os o´ptimos para el caso de los modelos no lineales, ha-
ciendo e´nfasis en los disen˜os D-o´ptimos promediados por una distribucio´n apriori,
el teorema de equivalencia y en la prueba de bondad de ajuste del modelo.
En el cap´ıtulo 3, se presenta la metodolog´ıa de adicio´n de puntos de soporte en el
disen˜o D-o´ptimo promediado por una distribucio´n apriori y la justificacio´n de dicha
metodolog´ıa, junto con una expresio´n equivalente para la varianza de la respuesta
predicha del modelo D-o´ptimo promediado por una distribucio´n apriori.
En el cap´ıtulo 4 se presentan dos aplicaciones de la metodolog´ıa, el primero consiste
en medir el efecto del a´cido feno´lico sobre el crecimiento de unas ra´ıces de un tipo de
hierba utilizando para ellos un modelo de crecimiento exponencial donde se asumen
3dos tipos de distribuciones, la primera es una distribucio´n uniforme discreta alrede-
dor del valor local con el fin, de incorporar informacio´n asociada al desconocimiento
de de ΘT = [θ0, θ1] y la segunda es una distribucio´n lognormal. En ambos casos se
obtienen disen˜os utilizando la metodolog´ıa y son comparados con otros disen˜os en
los cuales no se aplica la metodolog´ıa.
En el segundo ejemplo presentado se mide el efecto de la Teofilina en la sangre de
un potro, para este ejemplo tambie´n se obtienen disen˜os utilizando la metodolog´ıa y
a su vez son comparados con otros disen˜os entre los cuales se encuentran los disen˜os
geome´tricos.
En ambos ejemplos se muestra que los disen˜os obtenidos utilizando la metodolog´ıa
son mejores en cuanto a eficiencia contando con potencias altas.
Finalmente en el cap´ıtulo 5, se presentan las conclusiones y recomendaciones obtenidas
al realizar este trabajo.

2. Marco teo´rico
La idea de los disen˜os o´ptimos es determinar las condiciones experimentales, aso-
ciadas a las combinaciones de tratamientos, que minimizan algu´n funcional de la
matriz de dispersio´n (equivalentemente la matriz de informacio´n) y por ende, poder
generar una mejor estimacio´n, en te´rminos de mı´nima varianza, de los para´metros
del modelo bajo estudio (ver Lo´pez - Rı´os & Ramos - Quiroga, 2007). A contin-
uacio´n se ilustrara´n algunos conceptos ba´sicos de la teor´ıa cla´sica de disen˜os o´ptimos
para modelos no lineales, y se dara´n resultados importantes del enfoque bayesiano
asociados a algunos criterios de optimalidad.
2.1. Disen˜os o´ptimos
En algunas a´reas de investigacio´n como la medicina, la agricultura, la industria, entre
otros, interesa explicar una variable respuesta, Y , a trave´s de k-variables explicativas
χ =(x1, ..., xk) mediante un modelo de la forma:
Y (xi) = η(xi; θ) + ǫi, (2.1)
donde η(x; θ) es una funcio´n no lineal en θ, xi es la i-e´sima condicio´n experimental
(con i = 1, 2, · · ·, n), xi ∈ χ , donde χ se conoce como el rango de regresio´n, θ es un
vector de p para´metros desconocidos y se asume adema´s que los errores se distribuye
ǫi ∼ N (0, σ
2), (Lo´pez - Rı´os & Ramos - Quiroga, 2007).
Adema´s las variables aleatorias ǫ1, ..., ǫn, son no correlacionadas con media cero
y varianza constante σ2. As´ı, el problema de disen˜o involucra la eleccio´n de un
disen˜o ξ con n puntos de soporte para optimizar, en algu´n sentido, el vector de
para´metros desconocido θ (Whittle, P. 1973). Se define un disen˜o ξ como una medida
de probabilidad con soporte finito sobre el espacio de disen˜o χ y se representa por:
ξ =
[
x1 · · · xn
w1 · · · wn
]
, (2.2)
donde los {x1, ..., xn} son conocidos como puntos de soporte del disen˜o o puntos a
muestrear, elementos del espacio de disen˜o χ con pesos asociados wi = ξ(xi) tal que∑
i wi = 1, e indica la proporcio´n de corridas experimentales que se deben hacer
en cada punto de soporte. De la expresio´n 2.2 se desprenden dos disen˜os: el disen˜o
exacto y el disen˜o continuo definidos a continuacio´n.
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Disen˜o exacto
Sean x1, ..., xk una sucesio´n de k puntos distintos, sea ri el nu´mero de repeticiones
del punto xi, con lo anterior se define una medida de probabilidad discreta ξN , en
el espacio de disen˜o χ, dado por
ξ =
[
x1 · · · xk
r1
N
· · · rk
N
]
, (2.3)
donde
∑k
i=1 ri = N la primera fila denota los puntos del espacio de disen˜o, χ,
donde se han de tomar las mediciones de la variable respuesta y la segunda indica
la proporcio´n de mediciones a ser tomadas en cada punto.
Disen˜o continuo
A diferencia de los disen˜os exactos, los pesos wi pueden ser cualquier nu´mero entre
cero y uno, no se exige que sean nu´meros racionales. Aunque en la pra´ctica todos los
disen˜os son exactos, desde el punto de vista de la obtencio´n de e´stos es recomendable
usar los disen˜os aproximados por las ventajas que ofrece el usar el ana´lisis convexo.
2.1.1. Matriz de informacio´n
Para cada disen˜o ξ se define la matriz de informacio´n:
M(ξ; θ) =
∫
X
f(x; θ)fT (x; θ)dξ(x), (2.4)
y como el disen˜o es una medida discreta con soporte finito, entonces (2.4) es equiv-
alente a:
M(ξ; θ) =
k∑
i=1
f(xi; θ)f
T (xi; θ)wi, (2.5)
donde f(x; θ) = ∂η(x;θ)
∂θ
. En este caso la matriz de informacio´n depende del vector
de para´metros, θ.
2.1.2. Criterios de optimalidad
La teor´ıa de disen˜os o´ptimos (Kiefer,1959) esta´ relacionada con la seleccio´n de un
disen˜o ξ que maximiza algu´n funcional de la matriz de informacio´n. De esta manera
los criterios de optimalidad (Lo´pez - Rı´os & Ramos - Quiroga, 2007) son definidos
como juicios que maximizan o minimizan algu´n funcional real (con un significado es-
tad´ıstico) de la matriz de informacio´n sobre la clase de todos los disen˜os aproximados
definidos en χ.
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• El criterio D-optimalidad se define como el siguiente funcional:
ψ (ξ) := ψ (M (ξ))
= |M−1 (ξ) |. (2.6)
Busca aquel disen˜o que minimiza la varianza generalizada asinto´tica asociada
a los estimadores de ma´xima verosimilitud del vector de para´metros dada por:
|M−1 (ξ) |
donde |A| denota la funcio´n determinante de la matriz A. Segu´n lo expuesto
en Atkinson. et al (2007), es ma´s conveniente el uso de una funcio´n convexa
dada por el logaritmo natural, puesto que se facilitan los ca´lculos y adema´s
la funcio´n logaritmo natural del determinante es convexa, as´ı un disen˜o ξD se
dice que es D-o´ptimo si minimiza − log(|M(ξ)|) o equivalentemente maximiza
log(|M(ξ)|).
• El criterio G-optimalidad: Propuesto por Kiefer (1959), este criterio consiste
en encontrar el disen˜o que minimiza la varianza de la respuesta predicha ma´s
grande. Es decir, un disen˜o ξ∗ es G-o´ptimo si minimiza el ma´ximo de la funcio´n
d (x; ξ, θ) sobre todo los x ∈ χ. Es decir:
mı´n
ξ
ma´x
x∈χ
d (x; ξ, θ) = ma´x
x∈χ
d (x; ξ∗, θ) (2.7)
donde d(x; ξ, θ) = fT (x; θ)M−1(ξ; θ)f(x; θ) representa la funcio´n de varianza
de la respuesta prediha estandarizada.
• Existen otros criterios de optimalidad que no se exploran en este trabajo, para
ello se puede consultar los trabajos de Lo´pez-Rı´os y Ramos Quiroga (2007),
Atkinson et al. (2007).
2.1.3. Teorema de equivalencia
En la teor´ıa para disen˜os continuos se considera la maximizacio´n o minimizacio´n de
algu´n funcional de la matriz de informacio´n Ψ (M(ξ)) bajo los supuestos de com-
pacticidad de la regio´n de disen˜o χ, convexidad y diferenciabilidad de Ψ (Atkinson &
Donev, 2007). El teorema general de equivalencia (Atkinson & Donev, 2007), puede
ser visto como una generalizacio´n del resultado de ca´lculo para hallar mı´nimos de
funciones al hacer la derivada igual a cero para encontrar el ma´ximo de una funcio´n
suave sobre una regio´n de disen˜o. Sin embargo, la funcio´n a ser maximizada depende
de la medida ξ a trave´s de la matriz de informacio´n M (ξ; θ). Sea ξx el disen˜o que
tiene todo su peso concentrado en un so´lo punto de soporte x y se define ξ′ como:
ξ′ = (1− δ) ξ + δξx, (2.8)
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Por consiguiente, la derivada de Ψ en direccio´n de ξx es:
φ (x; ξ) = lim
α→0+
1
α
{Ψ [(1− α)M(ξ) + αM(ξx)]−Ψ[M(ξ)]} . (2.9)
El teorema general de equivalencia entonces establece la equivalencia entre las sigu-
ientes condiciones para un disen˜o o´ptimo ξ∗:
1. El disen˜o ξ∗ maximiza Ψ (M(ξ)),
2. El disen˜o ξ∗ minimiza el ma´ximo sobre χ de φ (x; ξ),
3. En los puntos de soporte de ξ∗, φ (x; ξ∗) = 0.
En el caso de un modelo no lineal la matriz de informacio´n depende del vector de
para´metros, ver ecuacio´n (2.4). Para la construccio´n de disen˜os o´ptimos, en el caso
considerado de modelos no lineales, existen varios enfoques que intentan dar solucio´n
a esta dificultad, entre ellos esta´ construir disen˜os o´ptimos locales y la construccio´n
de disen˜os o´ptimos Bayesianos.
2.1.4. Teorema de equivalencia para un disen˜o D-o´ptimo
Un disen˜o ξ∗ con matriz de momentos M(ξ∗), definida positiva, es D-o´ptimo si y
so´lo si es G-o´ptimo si y so´lo si :
ma´x
xǫχ
d(x; ξ∗) = p.
El ma´ximo de la funcio´n de varianza de la respuesta predicha se obtiene en los
puntos de soporte del disen˜o D-o´ptimo y es igual al nu´mero de para´metros del
modelo, en caso de D-optimalidad, el peso de cada punto de soporte es inversamente
proporcional a p, ωi =
1
p
.
2.1.5. Eficiencia de un disen˜o
Una forma de medir la eficiencia de un disen˜o, ξ, con respecto al disen˜o Ψ-o´ptimo,
ξ∗ encontrado al maximizar el criterio, es a partir del cociente del criterio de opti-
malidad evaluado tanto en ξ, como ξ∗, es decir,
efΨ (ξ) =
Ψ (ξ)
Ψ (ξ∗)
, (2.10)
de donde 0 < efΨ(ξ) ≤ 1. Un disen˜o ξ es comparable con un disen˜o Ψ−o´ptimo en
la medida que su eficiencia sea cercana a uno (Lo´pez-Rı´os, 2008).
efD(ξ) =
[
|M(ξ; θ)|
|M(ξ∗; θ)|
]1/p
. (2.11)
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Al tomar la p-e´sima ra´ız cuadrada se obtiene una medida de eficiencia que tiene
las dimensiones de una razo´n de varianza. La efD(ξ) permite determinar la capa-
cidad del disen˜o ξ para estimar de manera eficiente los para´metros del modelo en
comparacio´n con el disen˜o D-o´ptimo, ξ∗D.
La D-eficiencia se puede interpretar como el nu´mero de re´plicas requeridas del disen˜o
para que sea tan eficiente como el disen˜o D-o´ptimo (Atkinson, et al, 2007).
2.1.6. Disen˜os o´ptimos locales
Chernoff, H. 1953 introdujo por primera vez en la literatura los disen˜os o´ptimos
locales, esto disen˜os son u´tiles cuando la funcio´n del modelo η (x; θ) es una funcio´n
no lineal en los para´metros. En esta metodolog´ıa se cuenta con un valor apriori para
θ digamos θ0 =
(
θ01, θ
0
2, ..., θ
0
p
)
el cual es un valor muy cercano al verdadero valor θ.
Luego de tener este vector, se utiliza la aproximacio´n lineal de Taylor de primer
orden para la funcio´n η alrededor de θ0, y se construye el disen˜o o´ptimo para el
modelo linealizado:
η (x; θ) = η (x; θ0) + (θ − θ0)
′
|θ=θ0, (2.12)
y de aqu´ı se construye el modelo lineal:
Y ∗ (x) = β
′
f (x; θ0) + ǫ
∗, (2.13)
donde
Y ∗ (x) = Y (x)− η (x; θ0) , β = (θ − θ0) , f(x; θ0) =
∂η(x;θ)
∂θ
|θ=θ0
Los disen˜os resultantes son llamados disen˜os o´ptimos locales.
2.1.7. Criterio D-optimalidad Bayesiano
Los disen˜os D-o´ptimos locales maximizan log|M (ξ; θ0) |, donde θ0 representa un
valor apriori de θ. Si adema´s es posible tener una distribucio´n apriori π(θ) para el
vector de para´metros θ, el disen˜o D-o´ptimo promediado por la apriori π(θ) puede
ser obtenido al maximizar:
ψπ(ξ) =
∫
Θ
log|M(ξ; θ)|π(θ)dθ, (2.14)
donde Θ es el soporte de la distribucio´n apriori π(θ). A partir de este momento
so´lo se dira´ ques es un disen˜o Dπ-o´ptimo. La funcio´n de sensibilidad para criterio
Dπ-o´ptimo es:
d(x; ξ) =
∫
Θ
d(x; ξ, θ)π(θ)dθ, (2.15)
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donde d(x; ξ, θ) = fT (x; θ)M−1(ξ; θ)f(x; θ).
El teorema general de equivalencia (Atkinson & Donev, 2007) para un disen˜o D-o´pti-
mo promediado por una distribucio´n apriori es una extensio´n del teorema visto en la
seccio´n 2.1.4, donde la matriz de informacio´n depende de un vector de para´metros
θ. La matriz de informacio´n se escribe:
M (ξ; θ) =
∫
χ
f (x; θ) fT (x; θ) ξ (dx) ,
=
∫
χ
M (ξx; θ) ξ (dx) , (2.16)
donde M (ξx; θ) es la matriz de informacio´n elemental que corresponde a un disen˜o
que tiene todo su peso concentrado en el punto x.
El disen˜o ξ∗ es Ψπ−o´ptimo, si y solo si, p−
∫
Θ
tr[M−1(ξ∗; θ)M(ξx, θ)]π(θ) ≤ 0 y la
igualdad se cumple en los puntos de soporte del disen˜o.
En la Tabla 2.1 (Atkinson et al. 2007) se muestra la derivada direccional asociada
a diferentes versiones del criterio de optimalidad Bayesiano.
Tabla 2.1.: Versiones del criterio de optimalidad Bayesianos junto con su respectiva
derivada direccional asociada.
Criterio Ψ {M (ξ; θ)} Derivada direccional φ (x; ξ)
I Eθlog [|M
−1|] p−Eθ {trM
−1M (ξx; θ)}
II log[Eθ (|M
−1|)] p− Eθ {|M
−1|trM−1M (ξx; θ) /Eθ|M
−1|}
III log[|Eθ (M
−1) |] p− Eθ {trM
−1Eθ (M
−1)M−1M (ξx; θ)}
IV log[Eθ (|M |)]
−1 p−Eθ
{
|M |trM−1M
(
ξ; θ
)
/Eθ|M |
}
V log[|Eθ (M) |]
−1 p− tr (Eθ (M))
−1M (ξx; θ)
donde M−1 =M−1 (ξ; θ) . En este trabajo se utiliza la versio´n I.
2.2. Prueba de falta de ajuste
Asumiendo que en cada punto de soporte xi se tienen re´plicas se puede comparar el
modelo no lineal elegido con un modelo ma´s general o modelo saturado. Sea H0 el
modelo bajo consideracio´n, dado por:
{
yij = g (xi; θ) + ǫij
V (ǫij) = σ
2 y E (ǫij) = 0
(2.17)
donde i = 1, 2, ..., k, j = 1, 2, ..., ni, ni el nu´mero de replicas del punto xi, θˆ0 y
σˆ2H0 los estimadores de θ y σ
2, bajo este modelo, en este caso se deben estimar
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p+1 para´metros. Se considera un modelo ma´s general, representado por la hipo´tesis
alternativa H1 y dado por:{
yij = µi + ǫij
V (ǫij) = σ
2 y E (ǫij) = 0
(2.18)
En este caso los para´metros a estimar son µ1, µ2, . . . , µk y σ
2, se deben estimar k+1
para´metros. La presencia de re´plicas en cada xi permite estimar µi por la media
muestral Y¯i., y as´ı realizar la prueba de bondad de ajuste del modelo, comparando
el modelo donde la respuesta se explica por el promedio en cada nivel de xi con el
modelo bajo estudio, usando la prueba de razo´n de verosimilitudes dada por:
SL = −2log
L(θˆH0 ,σˆH0)
L(θˆH1 ,σˆH1)
= nlog
(
S
(
θˆH0
))
− nlog
(
k∑
i=1
nis
2
i
)
(2.19)
Donde:
1. S
(
θˆH0
)
=
∑k
i=1
∑ni
j=1
(
yij − g
(
xi; θˆH0
))2
,
2. SL tiene una distribucio´n asinto´tica χ
2
k−p . Si la prueba no es significativa a un
nivel α, no hay razo´n para rechazar la funcio´n f propuesta (Huet et al., 2004).

3. El problema de la falta de ajuste
en el disen˜o D-o´ptimo
En los disen˜os que tienen p puntos de soporte se asume que la funcio´n del modelo
se tiene especificada con total certeza, caso de los disen˜os D-o´ptimos, esto puede
ser falso en algunas situaciones pra´cticas, debido a que el investigador so´lo asume el
modelo por experiencia o por algu´n tipo de suposicio´n teo´rica, en estos disen˜os no
es posible probar la adecuacio´n del modelo asumido (O’Brien, 1994) al tener tantos
puntos de soporte como para´metros tiene el modelo. Debido a este inconveniente,
O’Brien (1995) propuso una estrategia para adicionar puntos de experimentacio´n al
criterio D-optimalidad y as´ı, poder aplicar la prueba de falta de ajuste. En este tra-
bajo se adapta y generaliza dicha estrategia para el caso de los disen˜os Dπ-o´ptimos.
3.1. Una estrategia de disen˜o robusta
La estrategia para obtener disen˜os robustos, en este trabajo disen˜os con puntos de
soporte extra, ha sido trabajada por distintos autores como O’Brien (1995), Chaloner
and Larntz (1989), O’Brien (1992) entre otros, donde tambie´n hicieron una discusio´n
sobre los disen˜os D-o´ptimo Bayesianos.
O’Brien (1995) recomienda la siguiente estrategia para obtener disen˜os con puntos
de soporte extras:
3.1.1. Algoritmo
1. Encontrar el disen˜o D-o´ptimo local, ξD. Este disen˜o tendra´ p puntos de soporte
(ver Gaffke, 1987).
2. Construir el disen˜o:
ξN =
p
p+ 1
ξD +
1
p+ 1
ξx, (3.1)
donde ξD es el disen˜o D-o´ptimo local encontrado en el paso anterior y ξx es un
disen˜o con un so´lo punto, es decir, tiene concentrado todo su peso en el punto
x.
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3. Fijar un valor mı´nimo para la eficiencia que se desea alcanzar con el nuevo
disen˜o, denotado por de, valor entre 0 y 1, y encontrar los t valores de x tal
que:
d
(
x; ξD, θ
0
)
= p
[(
p+ 1
p
de
)p
− 1
]
. (3.2)
4. Por u´ltimo, tomar como disen˜o seudo-o´ptimo aquel disen˜o que tenga r1 re´plicas
en los p puntos de soporte del disen˜o D-o´ptimo ξD, y r2 re´plicas en los t puntos
de soporte obtenidos en el paso anterior.
La justificacio´n que O’Brien (1995) da para utilizar el algoritmo anterior y as´ı ob-
tener disen˜os seudo- o´ptimos con ma´s de p puntos de soporte es la siguiente:
El disen˜o ξN , compuesto por el disen˜o D-o´ptimo ξD y el disen˜o ξx, el cual se escribe
de forma expl´ıcita:
ξN =
{
x1 · · · xp x
1
p+1
· · · 1
p+1
1
p+1
}
, (3.3)
asocia pesos 1
p+1
a cada uno de los x1, x2, . . . , xp (puntos de soporte del disen˜o ξD) y
a x. Por otro lado, una forma de cuantificar que tan distante se encuentra el disen˜o
ξN con relacio´n al disen˜o ξD es a partir del ca´lculo de la D-eficiencia (Atkinson and
Donev, 1992) descrita en (2.11), se puede expresar en te´rminos de la funcio´n de
varianza de la respuesta predicha y del nu´mero de para´metros del modelo, p, para
un disen˜o D-o´ptimo local as´ı:
de =
p
p+ 1
[
1 +
d (x; ξ, θ0)
p
] 1
p
. (3.4)
Resolviendo la expresio´n en (3.4) para d (x, ξD, θ
0) en te´rminos de de y p se obtiene
la expresio´n vista en (3.2).
Dado que esta propuesta da igual peso a cada punto de soporte en el disen˜o ξN ,
una pregunta que surge de manera natural es ¿Cua´l es la razo´n para pensar que los
nuevos puntos de disen˜o tengan peso 1/(p + 1) ?, es decir, ¿por que´ no darle una
ponderacio´n δ a los nuevos puntos y 1− δ a los puntos del disen˜o Dπ-o´ptimo y dar
estrategias para escoger el δ apropiado? En esta direccio´n Argumedo (2012) propuso
una estrategia para encontrar el valor de δ en el caso de disen˜os D-o´ptimos locales,
tomando aquellos disen˜os que maximicen la potencia de la prueba de falta de ajuste.
Por otro lado, si se cuenta con informacio´n previa de los para´metros y con un disen˜o
Dπ-o´ptimo ¿co´mo ser´ıa la expresio´n de la Dπ-eficiencia en te´rminos de p, δ y de? y
¿co´mo quedar´ıa el disen˜o cuando se considera una constante de ponderacio´n δ?.
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3.2. Generalizacio´n
La idea de este trabajo es generalizar la propuesta de O’Brien (1995) y Argumedo-
Galva´n (2012) considerando el siguiente disen˜o:
ξN = (1− δ)ξD + δξx, (3.5)
o de forma expl´ıcita
ξN =
{
x1 · · · xp x
1−δ
p
· · · 1−δ
p
δ
}
. (3.6)
Donde ξD es el disen˜o Dπ-o´ptimo asumiendo que e´ste tiene p puntos de soporte, la
constante δ determina el peso en el disen˜o ξx.
A continuacio´n se presenta una expresio´n para la varianza de la respuesta predicha
en te´rminos de la D-eficiencia del disen˜o Dπ-o´ptimo, el nu´mero de para´metros p y
la constante de ponderacio´n δ.
3.2.1. Expresio´n equivalente para la funcio´n de sensibilidad del
disen˜o D-o´ptimo y una cota para δ.
Una expresio´n equivalente para la funcio´n de sesibilidad del disen˜o Dπ-o´ptimo usan-
do el nuevo disen˜o ξN = (1− δ) ξD + δξx y asumiendo la D-eficiencia del disen˜o ξN
fija se puede escribir como:
d(x; ξD) =
∫ (
|M (ξD; θ) |
k − 1
) 1− δ
δ
π(θ)dθ. (3.7)
Donde ξx es un disen˜o que tiene concentrado su peso en el punto x, k = ε
p
fξD
(ξN)−1,
εfξD (ξN) la D-eficiencia del disen˜o ξN y p el nu´mero de para´metros del modelo.
Para mostrar este resultado la matriz de momentos del disen˜o ξN por su propiedad
aditiva se puede escribir como:
M(ξN ; θ) = (1− δ)M (ξD; θ) + δM (ξx; θ)
= (1− δ)M(ξD; θ) + δf(x; θ)f
T (x; θ) (3.8)
Haciendo uso del siguiente resultado del a´lgebra matricial:
Resultado. Si A es una matriz invertible de orden m y B es una matriz de orden
m× 1, entonces:
|A+BBT | = |A||I +BTA−1B|. (3.9)
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y teniendo en cuenta que M(ξD) y M(ξx) son matrices de orden p se tiene:
∫
log|M(ξN ; θ)|pi(θ)dθ =
∫
log {| (1− δ)M (ξD; θ) |·
|1+δfT (x, θ) [(1− δ)M (ξD; θ)]
−1 f(x, θ)|
}
pi(θ)dθ
=
∫
log {| (1− δ)M (ξD; θ) |·
|1 +
δ
1− δ
fT (x, θ) [M (ξD; θ)]
−1 f(x, θ)|
}
pi(θ)dθ. (3.10)
Por definicio´n se tiene que:
εfξD (ξN) =
[
ψπ(ξN)
ψπ(ξD)
] 1
p
, (3.11)
luego reemplazando (3.10) en (3.11) se tiene:
εfξD
(ξN ) =


∫
log [(1− δ)p |M (ξD; θ) |]pi(θ)dθ +
∫
log
(
|1 + δ1−δd(x; ξD, θ)|
)
pi(θ)dθ∫
log (|M (ξD; θ) |)pi(θ)dθ


1
p
=


∫
log (|M (ξD; θ) |) pi(θ)dθ +
∫
log [(1− δ)p]pi(θ)dθ +
∫
log
(
|1+ δ1−δd(x; ξD, θ)|
)
pi(θ)dθ∫
log (|M (ξD; θ) |) pi(θ)dθ


1
p
=


∫
log ((1− δ)p) pi(θ)dθ +
∫
log
(
|1 + δ1−δd(x; ξD, θ)|
)
pi(θ)dθ∫
log (|M (ξD; θ) |)pi(θ)dθ
+ 1


1
p
(3.12)
Tomando k = εpfξD
(ξN)− 1 de la ecuacio´n (3.12) se tiene:
k
∫
log (|M (ξD; θ) |) pi(θ)dθ − pLog (1− δ) =
∫
log
(
|1+ δ
1−δ
d(x, ξD, θ)|
)
pi(θ)dθ. (3.13)
Derivando parcialmente ∂
∂θ
en ambos lados de la igualdad 3.13 se tiene:
log
(
|M (ξD; θ) |
kπ(θ)
)
= log
(
|1+ δ
1−δ
d(x, ξD, θ)|
π(θ)
)
. (3.14)
de donde:
|M (ξD; θ) |
k = 1 +
δ
1− δ
d(x, ξD, θ). (3.15)
Despejando d(x; ξD, θ) de la ecuacio´n 3.15 se obtiene:
d(x, ξD, θ) =
(
|M (ξD; θ) |
k − 1
) 1− δ
δ
, para todo θ ∈ Θ (3.16)
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Integrando la ecuacio´n 3.16 con respecto a π(θ) se obtiene:
d(x, ξD) =
∫
d(x, ξD, θ)π(θ)dθ
=
∫ (
|M (ξD; θ) |
k − 1
) 1− δ
δ
π(θ)dθ. (3.17)
Con los x’s que satisfagan la ecuacio´n (3.17) y los puntos de soporte del disen˜o
D-o´ptimo promediado por una distribucio´n apriori, es formado el nuevo disen˜o ξN
el cual tendra´ los p puntos del disen˜o D-o´ptimo promediado por una distribucio´n
apriori y los s nuevos puntos que se agregara´n, es decir, tendra´ p + s puntos de
soporte.
Dado que en este trabajo se asume que la funcio´n de sensibilidad del disen˜o ξD es
menor o igual que el nu´mero de para´metros p en el modelo propuesto, la constante
de ponderacio´n δ debe escogerse de tal forma que:
min
x∈χ
d(x, ξ) <
∫
Θ
(
|M (ξD; θ) |
k − 1
) 1− δ
δ
π(θ)d(θ) ≤ p (3.18)
Resolviendo la anterior desigualdad (3.18) para δ se obtiene un intervalos para e´ste
el cual es (ver Anexo A):
∫
Θ(|M(ξD;θ)|k−1)π(θ)d(θ)
p+
∫
Θ(|M(ξD;θ)|k−1)π(θ)d(θ)
< δ <
∫
Θ(|M(ξD ;θ)|k−1)π(θ)
min
x∈χ
d(x,ξ)+
∫
Θ(|M(ξD;θi)|k−1)π(θ)d(θ)
(3.19)
Una forma de determinar el peso δ en el intervalo anterior, es escoger aquel que
cumpla con cierto criterio que se determinara´ ma´s adelante.
3.2.2. Escogencia del δ
A partir del disen˜o Dπ-o´ptimo, el nu´mero de corridas experimentales (N), la eficien-
cia del disen˜o ξN y una rejilla fija para δ, se encuentra el disen˜o ξiN = (1− δi) ξD +
δiξx para un δi fijo en la rejilla. El disen˜o ξN , es transformado a un disen˜o exacto
de taman˜o N mediante la metodolog´ıa de Fedorov (ver seccio´n 4.1.3).
Dado los disen˜os exactos asociados a cada δ en la rejilla, se define una estrategia
para determinar el peso δ (lo cual implica escoger uno o varios disen˜os) de tal forma
que el disen˜o resultante maximice la potencia de la prueba de falta de ajuste del
modelo propuesto. El algoritmo para calcular la potencia de la prueba de falta de
ajuste se desarrolla en dos pasos. El primer paso se encuentra una distribucio´n
emp´ırica para el estad´ıstico −2log (Λ) para muestras pequen˜as, donde Λ es la razo´n
de verosimilitud entre el modelo que se asume es correcto (modelo bajo H0) y un
modelo distinto al considerado (modelo bajo H1). En el segundo paso se calcula la
potencia de la prueba. Es decir,
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I. Distribucio´n del estad´ıstico −2log (Λ) en muestras pequen˜as:
1. Fijar un nu´mero de simulaciones Nsim.
2. Para el disen˜o exacto se calculan las medias; e´stas se calculan evaluando
los puntos de soporte del disen˜o exacto y usando como estimacio´n de θ
su valor local, es decir,
µi = η (xi, θ0) , (3.20)
donde xi son los puntos de soporte del disen˜o.
3. Para el disen˜o exacto, se simulan observaciones de la variable respuesta
segu´n el modelo a trabajar (Modelo bajoH0 cierta en la prueba de falta de
ajuste), para el que se asume que el te´rmino del error es normal con media
cero, varianza constante e independientes y tomando como varianza para
el error la obtenida en un estudio previo.
4. Para las observaciones de la variable respuesta generada en el paso 3 y los
puntos de soporte del disen˜o exacto, se hace el ajuste del modelo prop-
uesto mediante mı´nimos cuadrados no lineales (ajuste bajo H0 cierta).
5. Para el ajuste en el paso 4, se calcula el estad´ıstico:
χo = −2log (Λ) , (3.21)
donde Λ es la razo´n de verosimilitudes entre el modelo bajo H0 (modelo
propuesto) y el modelo bajo H1(modelo general) en la prueba de falta de
ajuste.
6. Para el nu´mero de simulaciones fijo Nsim se calcula un vector de cuantiles
al 1, 5 y 10% de la distribucio´n emp´ırica −2log (Λ) (QempA), luego se
incrementa ese nu´mero de simulaciones, por ejemplo el doble y se calcula
otro vector de cuantiles al 1,5 y 10% (QempB) y fijando un error se calcula
la norma euclidiana:
||QempA −QempB|| < ǫ, (3.22)
Si la diferencia en la ecuacio´n (3.22) es pequen˜a, el nu´mero de simula-
ciones Nsim para la distribucio´n emp´ırica de −2log (Λ) es aquella con la
que se obtuvo QempA, de lo contrario se incrementa y as´ı sucesivamente
hasta que se cumpla la ecuacio´n (3.22).
7. Se repiten los pasos 5 y 6 un nu´mero Nsim de veces y se encuentra la
distribucio´n emp´ırica del estad´ıstico −2log (Λ) para muestras pequen˜as.
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II. Ca´lculo de la potencia de la prueba de falta de ajuste del modelo:
1. Se perturban las medias obtenidas en el paso 2 de la estimacio´n de la
distribucio´n emp´ırica con un γ fijo; siendo γ el factor de perturbacio´n
de las medias; adicionalmente, se toma como varianza para el error, el
cuadrado medio del error (MSE) obtenido en un estudio previo. Para el
disen˜o exacto, se simulan observaciones de la variable respuesta segu´n el
modelo a trabajar, donde se asume que el te´rmino del error es normal
con media cero, varianza constante y adema´s independiente. (modelo
bajo H1 cierto), es decir,
Yip = µip + ǫi, (3.23)
donde µip = µi±γj, con γj una perturbacio´n fija. Las medias perturbadas
para el disen˜o exacto, ǫi ∼ N (0,MSE) y Yip las respuestas simuladas
bajo H1 para el disen˜o.
2. Para el disen˜o exacto, con cada perturbacio´n de las medias, se hace el
ajuste del modelo propuesto mediante mı´nimos cuadrados no lineales
(ajuste bajo H0 falsa), es decir, se tienen tantos ajustes como pertur-
baciones hayan considerado.
3. Para cada ajuste en el paso 2, se calcula el estad´ıstico χ0 dado en la
ecuacio´n (20).
4. Se repiten los pasos del 1 al 3 Nsim veces y a partir de e´sto se obtiene la
potencia de la prueba de falta de ajuste para los niveles de significancia
del 1, 5 y 10% para el disen˜o exacto mediante:
Potencia de la prueba = P (Rechazar H0|H0 Falsa)
= P (χ0 > QEmpi)
=
# de rechazos de la prueba
Nsim
DondeQEmpi es el vector de cuantiles calculado de la distribucio´n emp´ırica
al 1, 5 y 10%. Se tendra´ por cada nivel de significancia tantas potencias
como perturbaciones haya.
5. Se promedian las potencias obtenidas en el paso 2 por cada nivel de
significancia y se toman e´stas como valor representativo.
• Los procedimientos I y II deben ser repetidos para cada uno de los δ’s de la
rejilla.

4. Cap´ıtulo de Resultados
En este cap´ıtulo se presentan dos ejemplos donde se evidencia la aplicacio´n de la
estrategia de adicio´n de puntos de soporte al disen˜o Dπ-o´ptimo, presentada en el
cap´ıtulo 3. Inderjit et al. (2002) presentan un conjunto de datos provenientes de un
estudio donde se investiga el efecto del a´cido feno´lico sobre el crecimiento de las ra´ıces
de cierto tipo de hierba y en Fresen (1986) se presentan los tiempos (en minutos)
y concentraciones de Teofilina en la sangre de un potro al que inicialmente se le
suministro´ una dosis de 15mg/Kg, ambos ejemplos sera´n abordados a continuacio´n.
4.1. A´cido feno´lico
El ana´lisis de datos de crecimiento o decrecimiento es importante en muchos campos
de estudio, como la Biolog´ıa, Qu´ımica, Agricultura, las Ciencias Sociales, entre
otros. Uno de los primeros intentos de modelar matema´ticamente el crecimiento
demogra´fico humano lo hizo Thomas Malthus en 1798, economista ingle´s. La idea
del modelo malthusiano es la hipo´tesis de que la tasa de crecimiento de la poblacio´n
de un pa´ıs crece en forma proporcional a la poblacio´n total, la cual se llamara´ P (t),
de ese pa´ıs en cualquier momento t; cuando t = 0, P (0) indica la poblacio´n inicial.
En te´rminos matema´ticos, esta hipo´tesis se puede expresar mediante:
dP
dt
= kP, (4.1)
donde k es una constante de proporcionalidad, la cual en algunas ocasiones es lla-
mada el para´metro de Malthus. Este para´metro determina si la poblacio´n crece
exponencialmente (k > 0), permanece constante (k = 0) o decrece (k < 0). Al
resolver la ecuacio´n diferencial (4.1) se obtiene:
P (t) = P (0) ekt. (4.2)
El modelo dado en la ecuacio´n (4.2) es un modelo determin´ıstico, en el cual se busca
representar matema´ticamente el crecimiento o decrecimiento de diferentes tipos de
poblaciones en relacio´n al tiempo, esto es, conociendo los valores de P (0) y k se puede
establecer el taman˜o de la poblacio´n en el tiempo t. Puesto que estos feno´menos se
ven afectados por variaciones aleatorias, se especifica el siguiente modelo estad´ıstico:
P (t) = P (0) ekt + ǫ, (4.3)
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Llamado el modelo de crecimiento o decrecimiento exponencial, donde ǫ es una vari-
able aleatoria normal con media cero y varianza constante σ2.
Como una aplicacio´n para evidenciar los resultados obtenidos en este trabajo, se uti-
liza el modelo que se presenta en 4.3 en un estudio que investiga la accio´n conjunta
de mezclas de a´cidos feno´licos en la inhibicio´n del crecimiento de las ra´ıces del tipo
de hierba perennial ryegrass (Lolium perenne L.) y su significado en investigacio´n
alelopa´tica. El te´rmino alelopa´tica se refiere a los efectos perjudiciales o bene´ficos
que son ya sea directa o indirectamente el resultado de la accio´n de compuestos
qu´ımicos que, liberados por una planta, ejercen su accio´n en otra.
La toxicidad del a´cido feru´lico, el cual es un antioxidante de origen vegetal, se puede
encontrar naturalmente en las aceitunas y en las moras, cuando se aplica cierta
concentracio´n de perennial ryegrass. El modelo utilizado para estudiar el efecto del
a´cido feru´lico en el crecimiento de la ra´ız del tipo de hierba perennial ryegrass es un
modelo de decrecimiento exponencial, en el cual la variable respuesta es la longitud
de la ra´ız de las plantas medida en cm y la variable predictora es la concentracio´n del
a´cido feru´lico medido en mM (milimoles) La idea es entonces, obtener disen˜os que
maximicen la prueba de falta de ajuste para el modelo de decrecimiento exponencial.
Para obtener estos disen˜os se tomaron dos tipos de distribuciones apriori, la primera
es una distribucio´n uniforme discreta alrededor del valor local de (θ0, θ1) y la segunda
una distribucio´n lognormal.
A continuacio´n se muestra el procedimiento para encontrar dichos disen˜os.
4.1.1. Modelo y estimacio´n del modelo
Los datos correspondiente la estudio de la toxicidad del a´cido feru´lico esta´n disponibles
en el marco de datos ryegrass de la librer´ıa drc del software estad´ıstico R, son toma-
dos de Inderjit et al. (2002) y son presentados en la Tabla 4.1 En el gra´fico de
dispersio´n correspondiente a este conjunto de datos, se observa que a medida que
se incrementa la dosis de a´cido feru´lico en las plantas, la longitud de las mismas
decrece de forma exponencial (ver Figura 4.1).
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Tabla 4.1.: Datos sobre el efecto del a´cido feru´lico en el crecimiento de la ra´ız de
perennial ryegrass
i Concentracio´n Longitud de la Ra´ız i Concentracio´n Longitud de la Ra´ız
1 0.94 8.36 10 7.50 1.19
2 0.94 6.91 11 7.50 0.86
3 0.94 7.75 12 7.50 1.06
4 1.88 6.87 13 15.00 0.69
5 1.88 6.45 14 15.00 0.52
6 1.88 5.92 15 15.00 0.82
7 3.75 1.92 16 30.00 0.25
8 3.75 2.89 17 30.00 0.22
9 3.75 4.23 18 30.00 0.44
Figure 4.1.: Dispersio´n de los datos de longitud de la ra´ız en te´rminos de la con-
centracio´n de a´cido feru´lico..
La parte determin´ıstica del modelo propuesto para explicar la relacio´n entre estas
dos variables es el siguiente:
η (x, θ0, θ1) = θ0exp
(
−
x
θ1
)
. (4.4)
Donde x es la concentracio´n de a´cido en la planta y la respuesta del modelo es la lon-
gitud de la ra´ız. En el modelo anterior la funcio´n que relaciona la variable explicativa
con la variable respuesta es no lineal en los para´metros por ende, es necesario utilizar
te´cnicas estad´ısticas que permitan estimar θ0 y θ1, entre las cuales se encuentran el
me´todo de mı´nimos cuadrados no lineales y el de ma´xima verosimilitud. En este
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trabajo se utilizara´ el me´todo de mı´nimos cuadrados no lineales implementado en
la funcio´n nls del paquete R.
En la Tabla 4.2 se presentan las estimaciones de θ0 y θ1, sus errores esta´ndar, el
valor t y el p valor para el modelo de decrecimiento exponencial dado en (4.4) y se
puede observar que la curva ajustada para el modelo de decrecimiento exponencial,
en te´rminos generales, presenta un buen ajuste a los datos (ver Figura 4.2).
Tabla 4.2.: Para´metros estimados por mı´nimos cuadrados no lineales para el modelo
de decrecimiento exponencial
Estimacio´n Error Esta´ndar Valor t Pr(> |t|)
θ0 9.02 0.65 13.98 0.00
θ1 3.5 0.58 7.03 0.00
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Figure 4.2.: Curva ajustada para modelo de decrecimiento exponencial.
4.1.2. Disen˜o D-o´ptimo para el modelo de decrecimiento
exponencial utilizando una distribucio´n apriori uniforme
discreta
Como se menciono´ en la introduccio´n de este cap´ıtulo, la primera distribucio´n apriori
que se tomo´ para el vector ΘT = [θ0, θ1] del modelo 4.4 es una distribucio´n uniforme
discreta alrededor del valor local, con el fin de incorporar informacio´n asociada al
desconocimiento de ΘT = [θ0, θ1]. Los datos relacionados con la distribucio´n apriori
son mostrados a continuacio´n
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Tabla 4.3.: Observaciones de la distribucio´n uniforme
θ0 θ1
9.44667 3.6234
10.49630 3.6234
8.64519 3.6234
9.44667 3.2940
10.49630 3.2940
8.64519 3.2940
9.44667 2.3058
10.49630 2.3058
8.64519 2.3058
Para construir el disen˜o Dπ-o´ptimo con esta distribucio´n apriori se debe minimizar
la funcio´n
ψ (ξ) =
∫
Θ
−log|M(ξ; θ)|π(θ)dθ. (4.5)
Para obtener la matriz de informacio´n se requiere calcular las derivadas de la funcio´n
η con respecto a cada para´metro, dichas derivadas son mostradas a continuacio´n:
derivada de η con respecto a θ0
∂η (x; θ0, θ1)
θ0
= exp
(
−
x
θ1
)
. (4.6)
derivada de η con respecto a θ1
∂η (x; θ0, θ1)
θ1
=
θ0xexp
(
− x
θ1
)
θ21
. (4.7)
As´ı,
f(x; θ0, θ1) =
[
∂η (x; θ0, θ1)
θ0
,
∂η (x; θ0, θ1)
θ1
]T
. (4.8)
por tanto, a partir de la ecuacio´n 4.22 la matriz de informacio´n se halla como se
muestra en 2.4.
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En el paquete estad´ıstico R Development Core Team existen procedimientos que
permiten minimizar funciones, el procedimiento que se uso´ en este trabajo para
minimizar funciones fue nlminb de la librer´ıa nlstools. En el Anexo B se presenta
un programa hecho en R Development Core Team para encontrar los disen˜os Dπ-
o´ptimos. A partir de las observaciones de la Tabla 4.1 y la distribucio´n apriori
uniforme discreta el disen˜o encontrado minimizando 4.5 el cual es Dπ-o´ptimo puesto
que el ma´ximo de la funcio´n de sensibilidad ocurre en p = 2, siendo e´ste el nu´mero
de para´metros del modelo y adema´s e´stos ocurren en los puntos de soporte del disen˜o
4.9 (ver Figura 4.3) es:
ξD =
{
0.94 3.827
0.5 0.5
}
(4.9)
Figure 4.3.: Gra´fico de la funcio´n de sensibilidad d (t, ξD, θ0) modelo de decre-
cimiento exponencial.
4.1.3. Disen˜os seudo-o´ptimos utilizando la metodolog´ıa
propuesta
Puesto que el disen˜o D-o´ptimo dado en (4.9) no permite validar la adecuacio´n del
modelo 4.4, se requiere construir un disen˜o seudo-o´ptimo con ma´s puntos de soporte,
con el cual se pueda validar la adecuacio´n del modelo de decrecimiento propuesto,
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la metodolog´ıa propuesta para determinar este disen˜o es obtenerlo de tal forma que
se maximice la potencia de la prueba de falta de ajuste del modelo.
En el Cap´ıtulo 3 se presentaron los pasos para encontrar un disen˜o con ma´s de dos
puntos de soporte y para e´sto, se tomaron N = 18 corridas experimentales, puesto
que son el nu´mero de observaciones que tenemos, se fija una eficiencia para el nuevo
disen˜o, ξN , de efDpi = 0.95 y usando la ecuacio´n (3.19) se encontro´ un intervalo para
δ con el cual, se obtendra´n todos los posibles disen˜os ξN con tres puntos de soporte,
es decir, un punto de soporte adicional; dicho intervalo es:
δ ∈ (0.285,1) , (4.10)
puesto que se desea que los nuevos disen˜os vistos en (3.6) tengan la mayor potencia
posible con eficiencias altas, se decidio´ tomar un intervalo para δ en donde el mayor
peso se asigne a los puntos de soporte del disen˜o Dπ-o´ptimo, y dado que dicho peso
es (1−δ)
p
entonces el intervalo presentado en 4.10 se reduce a:
δ ∈(0.285,0.5) , (4.11)
con incrementos de 0.05 en el intervalo (4.11) se obtiene los posibles disen˜os aprox-
imados ξN con un punto adicional, estos disen˜os deben ser transformados a disen˜os
exactos. Fedorov (1997) propone la siguiente metodolog´ıa:
Para los disen˜os o´ptimos aproximados ξN encontrados utilizando la ecuacio´n (3.5)
y el intervalo (4.11), cada uno con 18 observaciones disponibles, son transformados
a disen˜os exactos utilizando la siguiente te´cnica de redondeo:
ri =
{
[18ωi]
+ , si [18ωi]
+ − 18ωi ≤ 0.5
[18ωi]
− , en otro caso
(4.12)
Donde [u]+ es el menor entero mayor que u, [u]− es el entero ma´s grande que es menor
que u y ωi los pesos del disen˜o aproximado. En algunas ocasiones puede ocurrir que
mediante 4.12 se viola que
∑
i ri = N . Los disen˜os exactos son presentados en la
Tabla 4.4.
4.1.4. Distribucio´n emp´ırica del estad´ıstico −2Log(Λ) para
muestras pequen˜as y calculo de potencia de los disen˜os
seudo-o´ptimos
La idea de la metodolog´ıa propuesta en este trabajo es escoger los disen˜os que
maximice la prueba de falta de ajuste del modelo. Para calcular las potencias de los
disen˜os mostrados en la Tabla 4.4 en primer lugar se calculan las medias del modelo
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Tabla 4.4.: Disen˜os con tres puntos de soporte
δ ξN
0.285 ξN1 =
{
0.94 3.827 6.822
0.35 0.35 0.3
}
0.335 ξN2 =
{
0.94 3.827 7.63
0.35 0.35 0.3
}
0.385 ξN3 =
{
0.94 3.827 8.314
0.3 0.3 0.4
}
0.435 ξN4 =
{
0.94 3.827 8.93
0.27 0.27 0.46
}
0.485 ξN5 =
{
0.94 3.827 9.50
0.25 0.25 0.5
}
bajo la hipo´tesis nula cierta, las cuales son obtenidas a partir de los puntos de soporte
de los disen˜os evaluando e´stos en el modelo 4.4 y usando como estimaciones de θ0 y θ1
sus valores locales (ver Tabla 4.5) y en segundo lugar, se perturbar dichas medias de
tal forma que garantice que las medias obtenidas al hacer dicha perturbacio´n este´n
por fuera de su respectivo intervalo de confianza. Como perturbacio´n de las medias
se uso´ el 80% de la longitud ma´xima de los intervalos en cada disen˜o (ver Tabla 4.5),
puesto que con esta cantidad se garantiza que todas las medias perturbadas esta´n
por fuera de sus respectivos intervalos de confianza. Cabe resaltar que se pueden
tomar otros valores.
Una vez perturbadas las medias y simulando errores con media cero y varianza el
MSE del modelo, se generan observaciones como se muestra en la ecuacio´n (3.23)
y con e´stas se estima el modelo por medio de mı´nimos cuadrados no lineales y se
calcula el estad´ıstico −2log(Λ).
Tabla 4.5.: Medias e intervalos de confianzas
Disen˜os Medias Intervalos Long Ma´x
µ1 µ2 µ3 µ1 µ2 µ3
Disen˜o 1 7.17 3.28 1.32 (6.54, 7.8) (2.99, 4.14) (0.69, 1.94) 1.26
Disen˜o 2 7.17 3.28 1.04 (6.54, 7.8) (2.99, 4.14) (0.41, 1.66) 1.26
Disen˜o 3 7.17 3.28 0.84 (6.54, 7.8) (2.99, 4.14) (0.20, 1.47) 1.27
Disen˜o 4 7.17 3.28 0.70 (6.54, 7.8) (2.99, 4.14) (0.54, 0.95) 1.26
Disen˜o 5 7.17 3.28 0.59 (6.54, 7.8) (2.99, 4.14) (0.31, 0.82) 1.26
Como el nu´mero de corridas experimentales es N = 18 lo cual es un nu´mero
“pequen˜o”, y cabe recordar que la distribucio´n del estad´ıstico −2log(Λ) es una χ2
asinto´tica, entonces es necesario encontrar una distribucio´n para dicho estad´ıstico
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cuando el taman˜o de muestra es pequen˜o. Para encontrar dicho distribucio´n, es nece-
sario definir un nu´mero Nsim, el cual corresponde al nu´mero de simulaciones que se
hara´ del estad´ıstico −2log(Λ); el nu´mero Nsim es encontrado como se muestra en la
seccio´n 3.2.2 ecuacio´n (3.22).
De acuerdo con la Tabla 4.6 y con un ǫ = 0.05 el nu´mero de simulaciones apropiado
para encontrar la distribucio´n emp´ırica del estad´ıstico −2log(Λ) es Nsim = 10000
para los disen˜os ξN1 hasta ξN4 y para el disen˜o ξN5 es de Nsim = 5000.
Tabla 4.6.: Normas de las diferncias de los cuantiles para distintos Nempi
Nempi ||QempA,(1−α) −QempD,(1−α)||
ξN1 ξN2 ξN3 ξN4 ξN5
500 0.26 0.36 0.231 0.31 0.16
1000 0.20 0.27 0.20 0.24 0.09
2000 0.11 0.14 0.128 0.16 0.07
5000 0.08 0.09 0.11 0.07 0.028
10000 0.03 0.012 0.02 0.019 0.0152
Para determinar la mejor eleccio´n de la constante de ponderacio´n δ, se realiza un
estudio de simulacio´n tal y como se muestra en la Seccio´n 3.2.2 de tal forma que
se pueda obtener e´sta tal que, en el disen˜o obtenido, maximice la potencia de la
prueba de falta de ajuste. A continuacio´n se presentara´ un resumen de los pasos
ma´s importantes para encontrar esos disen˜os:
1. Se fija un nu´mero de simulaciones Nsim.
2. Se calculan las medias de cada disen˜o (ver Tabla 4.5 )
3. De cada uno de los disen˜os exactos se generan observaciones usando como
estimacio´n de θ0 y θ1 sus respectivos valores locales (Tabla 4.4).
4. Para las observaciones generadas se ajusta el modelo (4.4) y se calcula el
estad´ıstico χ0 = −2log(Λ) .
5. Se define el nu´mero de simulaciones apropiado para encontrar la distribucio´n
emp´ırica de el estad´ıstico χ0 = −2log(Λ) (ver Tabla 4.6.)
6. Se perturban las medias presentadas en la Tabla 4.5 y se hace el ajuste del
modelo (4.4).
7. Con los modelos ajustados del paso (6) se calcula el estad´ıstico χ0 = −2log(Λ)y
se encuentra su distribucio´n emp´ırica.
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8. Se repiten los pasos (6) y (7) Nsim veces y se calculan las potencias de la
prueba de falta de ajuste para los niveles 1,5 y 10% as´ı:
Potencia de la prueba = p (Rechazar H0 | H0 falsa)
= p (χ0 > QEmpi)
=
# de rechazo de la prueba
Nsim
9. Puesto que se tiene tantas potencias como perturbaciones haya, se promedian
por cada nivel de significancia de tal forma que se obtenga un valor represen-
tativo.
En las Tablas 4.7 a 4.9 se muestra un resumen de la distribucio´n de las potencias
para todas las perturbaciones en cada disen˜o y en la Figura 4.4 se presentan las
potencias promedio de la prueba de falta de ajuste para cada disen˜o. Se puede
observar que el disen˜o ξN1 es el que tiene la potencia ma´s alta en todos los niveles
de significancia que se estudiaron
Tabla 4.7.: Resumen de la distribucio´n de las potencias con α = 10%
Mı´n Primer cuantil Mediana Media Tercer cuantil Ma´x Desv Est
ξN1 0.14 0.98 1.00 0.91 1.00 1.00 0.22
ξN2 0.15 0.98 1.00 0.90 1.00 1.00 0.23
ξN3 0.13 0.95 1.00 0.89 1.00 1.00 0.25
ξN4 0.13 0.94 1.00 0.87 1.00 1.00 0.27
ξN5 0.12 0.93 1.00 0.86 1.00 1.00 0.28
Tabla 4.8.: Resumen de la distribucio´n de las potencias con α = 5%
Mı´n Primer cuantil Mediana Media Tercer cuantil Ma´x Desv Est
ξN1 0.08 0.96 1.00 0.89 1.00 1.00 0.24
ξN2 0.07 0.96 1.00 0.88 1.00 1.00 0.26
ξN3 0.07 0.90 1.00 0.86 1.00 1.00 0.28
ξN5 0.07 0.91 1.00 0.85 1.00 1.00 0.30
ξN5 0.07 0.88 1.00 0.83 1.00 1.00 0.31
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Tabla 4.9.: Resumen de la distribucio´n de las potencias con α = 1%
Mı´n Primer cuantil Mediana Media Tercer cuantil Ma´x Desv Est
ξN1 0.02 0.86 1.00 0.85 1.00 1.00 0.29
ξN2 0.02 0.87 1.00 0.83 1.00 1.00 0.31
ξN3 0.02 0.72 1.00 0.82 1.00 1.00 0.33
ξN4 0.02 0.73 1.00 0.80 1.00 1.00 0.34
ξN5 0.01 0.68 1.00 0.78 1.00 1.00 0.36
Figure 4.4.: Potencia de la prueba de falta de ajuste con N = 20
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El disen˜o seudo-o´ptimo que presenta la mayor potencia de la prueba de falta de
ajuste es el disen˜o ξN1 el cual es
ξN1 =
{
0.94 3.827 6.822
0.35 0.35 0.3
}
, (4.13)
este nuevo disen˜o seudo-o´ptimo permite validar el supuesto de falta de ajuste del
modelo, lo cual como ya se menciono´, es muy u´til cuando no se tiene certeza del
modelo. El disen˜o (4.13) lo que dice en la pra´ctica es que de las 20 corridas exper-
imentales 7 de ellas lo hara´n con una concentracio´n de 0.94 mM, otras 7 con una
concentracio´n 3.827 mM y las 6 restantes se hara´n con una concentracio´n 6.822 mM.
En la Figura 4.5 se muestra el gra´fico de dispersio´n con los puntos de soporte del
disen˜o (4.13).
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Figure 4.5.: Puntos de soportes del disen˜o seudo-o´ptimo
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4.1.5. Disen˜o D-o´ptimo para el modelo de decrecimiento
exponencial utilizando una distribucio´n apriori Lognormal
Como se menciono´ al principio del cap´ıtulo ahora se utiliza una distribucio´n lognor-
mal con para´metros (µ, σ2) como distribucio´n apriori para el vector ΘT = [θ0, θ1] del
modelo (4.4), la cual es construida como sigue: a cada para´metro se le asocia una
distribucio´n lognormal univariada independiente con media el valor local de cada
para´metro y varianza igual a la varianza del modelo, es decir,
• Para´metros de la distribucio´n lognormal para θ0:
2.194=exp
(
µ1 +
σ2
1
2
)
0.011=
(
eσ
2
2 − 1
)
e2µ2+σ
2
2
• Para´metros de la distribucio´n lognormal para θ1:
1.385=exp
(
µ2 +
σ22
2
)
0.011=
(
eσ
2
2 − 1
)
e2µ2+σ
2
2
Resolviendo las anteriores ecuaciones en te´rminos de (µ1, σ1) y (µ2, σ2) se obtiene:
θ0 ∼ lognormal (2.194, 0.011)
θ1 ∼ lognormal (1.385, 0.011)
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la distribucio´n lognormal multivariada suponiendo independencia de cada para´metro
es el producto de las distribuciones univariadas la cual es:
π (θ0, θ1) =
1
0.07 θ0θ1
exp
[
−
1
2
{
(ln θ0 − 2.194)
2
0.011
+
(ln θ1 − 1.384)
2
0.052
}]
(4.14)
Para construir el disen˜o D-o´ptimo promediado por una distribucio´n apriori la funcio´n
a minimizar es la vista en la ecuacio´n (4.5) y como se menciono´ anteriormente la
minimizacio´n de la funcio´n fue realizada mediante el algoritmo implementado con la
funcio´n nlminb del software estad´ıstico R Development Core Team, la cual permite
obtener los puntos donde una funcio´n alcanza el mı´nimo valor. En el Anexo B se
describe el algoritmo utilizado para la obtencio´n del disen˜o (4.15) el cual corrobora
que es un disen˜o D-o´ptimo promediado por una distribucio´n apriori puesto que en
la funcio´n de sensibilidad (ver 4.6) todos sus valores esta´n por debajo de dos (el
nu´mero de para´metros del modelo de decrecimiento) y sus ma´ximos se alcanzan en
los puntos de soporte del disen˜o ξD,
ξD =
{
0.94 4.94
0.5 0.5
}
(4.15)
Figure 4.6.: Funcio´n de sencibilidad para una apriori lognormal y un modelo de
decrecimiento exponencial
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4.1.6. Disen˜os seudo-o´ptimos utilizando la metodolog´ıa
propuesta con distribucio´n apriori Lognormal
Para construir los disen˜o seudo-o´ptimo utilizando la metodolog´ıa se hara´ de forma
ana´loga al caso anterior. En la ecuacio´n (4.16) es presentado el intervalo para δ y en
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la Tabla 4.10 son mostrados los disen˜os seudo-o´ptimos con tres puntos adicionales
tomando N = 18 corridas experimentales y una eficiencia de efDpi (ξN) = 0.95.
δ ∈ (0.25 , 0.45) . (4.16)
En la Tabla 4.10 se presentan los disen˜os ξN con tres puntos de soporte adicionales.
Tabla 4.10.: Disen˜os con 3 puntos de soportes adicionales
δ ξN Eficiencia
0.25 ξN1 =
{
0.94 4.94 2.573 8.596 9.761
0.375 0.375 0.08 0.08 0.08
}
0.966
0.35 ξN2 =
{
0.94 4.94 2.745 7.519 9.315
0.325 0.325 0.12 0.12 0.12
}
0.985
0.45 ξN3 =
{
0.94 4.94 4.416 6.532 8.396
0.275 0.275 0.15 0.15 0.15
}
0.958
4.1.7. Distribucio´n emp´ırica del estad´ıstico −2Log(Λ) para
muestras pequen˜as y calculo de potencia de los disen˜os
seudo-o´ptimos
Del mismo modo que en el caso anterior se calculan las medias junto con sus respec-
tivos intervalo de confianza y la longitud ma´xima de estos intervalos, con el fin de
perturbar las medias y con e´sto poder generar observaciones de la hipo´tesis alterna
(ver Tabla 4.11). Para poder garantizar que las observaciones generadas son de la
hipo´tesis alterna, se tomara´ como perturbacio´n el 60% de la longitud ma´xima de los
intervalos en cada disen˜o, ya que con esta cantidad las medias perturbadas esta´n
por fuera de sus respectivos intervalos de confianza.
Tabla 4.11.: Medias e intervalos de confianza
Disen˜os Medias Long Ma´x
µ1 µ2 µ3 µ4 µ5
Disen˜o 1 7.17 2.7 4.86 1.11 0.83
Intervalos (6.54, 7.8) (2.53, 2.83) (4.79, 4.91) (1.08,1.23) (0.816,0.837) 0.021
Disen˜o 2 7.17 2.7 4.62 1.44 0.92
Intervalos (6.54, 7.8) (2.53, 2.83) (4.56, 4.71) (1.42, 1.45) (0.916, 0.931) 0.015
Disen˜o 3 7.17 2.7 3.07 1.83 1.16
Intervalos (6.54, 7.8) (2.53, 2.83) (3.058, 3.091) (1.822, 1.839 ) (1.152, 1.173) 0.017
Siguiendo el esquema visto anteriormente el nu´mero de simulaciones apropiado para
encontrar la distribucio´n emp´ırica del estad´ıstico −2Log(Λ) es de Nsim = 2000 para
todos los disen˜os tomando ǫ = 0.05 (ver Tabla 4.12).
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Tabla 4.12.: Normas de las diferencias de los cuantiles
Nempi ||QempA(1−α) −QempD(1−α)||
ξN1 ξN2 ξN3
500 0.92 0.38 0.14
1000 0.07 0.09 0.09
2000 0.03 0.03 0.01
Una vez obtenida el nu´mero de simulaciones apropiado se procede a calcular las
potencias de los disen˜os seudo-o´ptimos. De manera ana´loga al caso anterior, se
puede observar en la Figura 4.7 que todos los disen˜os tienen potencias altas, pero
la mayor eficiencia la tiene el disen˜o ξN2. Cabe notar que si se quiere comparar en
te´rminos de eficiencia estos disen˜os con otros disen˜os en los cuales no se empleo´ la
metodolog´ıa, cualquiera de los disen˜os mostrados en la Tabla 4.10 con seguridad sera´
mejor, dada que la eficiencia en los disen˜os empleando la metodolog´ıa es controlada.
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Figure 4.7.: Potencia de la prueba de falta de ajuste con N = 18 para disen˜os con
3 puntos de soporte adicional.
4.1.8. Comparacio´n de los disen˜os obtenidos utilizando la
metodolog´ıa con otros disen˜os
La idea aqu´ı es comparar el disen˜o ξN2 el cual tiene la eficiencia ma´s alta y una
buena potencia con otros dos disen˜os en los cuales no se empleo´ la metodolog´ıa para
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su obtencio´n. Los puntos de soporte del primer disen˜o presentado en la Tabla 4.13
fueron obtenidos as´ı: el primer punto de soporte es promedio del mı´nimo valor de la
regio´n de experimentacio´n con el primer punto de soporte del disen˜o D-o´ptimo, el
segundo punto de soporte es el promedio entre el primer punto de soporte del disen˜o
D-o´ptimo y el segundo punto de soporte del disen˜o D-o´ptimo y el tercer punto de
soporte es el ma´ximo valor de la regio´n de experimentacio´n, asignandoles igual peso
a todos. Este disen˜o fue tomado as´ı por su facilidad a la hora de construirlo, puesto
que la idea es ver que tanto se gana en potencia y eficiencia usando la metodolog´ıa
la cual requiere de mucho tiempo computacional con otro disen˜o el cual no requiera
tanto trabajo obtenerlo.
El segundo desen˜o cuenta con los puntos de soporte del disen˜o Dπ-o´ptimo y adicional
a e´stos, cuenta con otros dos puntos de soporte los cules son: uno es el promedio
entre primer punto de soporte y el segundo punto de soporte del disen˜o Dπ-o´ptimo
y el otro es el promedio entre el segundo punto de soporte del disen˜o Dπ-o´ptimo y
el ma´ximo valor de la regio´n de experimentacio´n; todos los puntos de soporte de
este disen˜o tienen el mismo peso. Como se menciono´ antes, este disen˜o tambie´n es
contruido con el fin de comparalo con el disen˜o ξN2 con la particularidad que ahora
este disen˜o cuenta con los puntos del disen˜o D-o´ptimo y otros dos puntos adicionales
faciles de obtener.
Al comprar el disen˜o ξN2 con los disen˜os mencionados anteriormente(ver Tabla 4.13
), se puede notar que aunque las potencias son altas la eficiencia en los dos disen˜os
es menor que la eficiencia que se obtuvo´ con el disen˜o ξN2 , adicional a e´sto, si se
quisiera comparar estos dos nuevos disen˜os con cualquier otro disen˜o presentdo en
la Tabla 4.10, estos dos nuevos en cuanto a eficiencia son menores que la eficiencia
de los disen˜os presentados en la tabla, aunque cuenten con potencias similares.
Concluyendo con esto, que los disen˜os obtenidos mediante la metodolog´ıa propuesta
son mejores en te´rminos de potencias y eficiencias.
Tabla 4.13.: Otros disen˜os para comparar
ξ Eficiencia Potencia
ξ =
{
0.94 2.94 30
0.33 0.33 0.33
}
0.74 0.85
ξ =
{
0.94 4.94 2.94 17.47
0.25 0.25 0.25 0.25
}
0.81 0.91
4.2. Aplicacio´n Teofilina
En Fresen (1986) referido en Atkinson et al. (2007) se presentan los tiempos (en min-
utos) y concentraciones de Teofilina en la sangre de un potro al que inicialmente se
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le suministro´ una dosis de 15mg/Kg. Para trabajar estos datos se usara´ el siguiente
modelo no lineal:
η (t, β) = θ3
{
e
−θ2t
− e
−θ1t
}
, donde t > 0, θ1 > θ2 > 0 y θ3 > 0. (4.17)
las mediciones y el gra´fico de dispersio´n son presentados en la Tabla 4.14 y en la
Figura 4.8 respectivamente.
Tabla 4.14.: Datos de Teofilina
i Tiempo Concentracio´n i Tiempo Concentracio´n
1 0.17 10.10 10 4.00 16.10
2 0.33 14.80 11 5.00 15.00
3 0.50 19.90 12 6.00 14.20
4 0.67 22.10 13 8.00 13.20
5 1.00 20.80 14 10.00 12.30
6 1.50 20.30 15 12.00 10.80
7 2.00 19.70 16 24.00 6.50
8 2.50 18.90 17 30.00 4.60
9 3.00 17.30 18 48.00 1.70
Figure 4.8.: Gra´fico de Concentracio´n de Teofilina Vs Tiempo
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4.2.1. Modelo y ajuste del modelo
Un resumen del ajuste del modelo (4.17) junto con el gra´fico de dispersio´n ajustado
son presentados en la Tabla 4.15 y en la Figura 4.9 respectivamente, el cual en
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te´rminos generales muestra un buen ajuste.
Tabla 4.15.: Para´metros estimados del modelo
Estimate Std. Error t value Pr(> |t|)
b1 4.30 0.47 9.13 0.00
b2 0.06 0.00 12.06 0.00
b3 21.79 0.60 36.16 0.00
Figure 4.9.: Modelo ajustado
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4.2.2. Disen˜o D-o´ptimo utilizando una distribucio´n apriori
Lognormal
Como otro ejemplo para la estrategia propuesta, se toma como distribucio´n apriori
para los para´metros del modelo (4.17) una distribucio´n lognormal multivariada.
Cabe resaltar que el u´nico requerimiento en este trabajo para la distribucio´n apriori
es que proporcione tantos puntos de soporte como para´metros tenga el modelo y
para este caso en particular sea de soporte positivo. Dicha distribucio´n se construyo´
ana´loga a la vista en el segundo caso del ejemplo anterior.
• Para´metros de la distribucio´n lognormal para θ1:
4.3=exp
(
µ1 +
σ2
1
2
)
2.1=
(
eσ
2
2 − 1
)
e2µ2+σ
2
2
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• Para´metros de la distribucio´n lognormal para θ2:
0.06=exp
(
µ2 +
σ2
2
2
)
2.1=
(
eσ
2
2 − 1
)
e2µ2+σ
2
2
• Para´metros de la distribucio´n lognormal para θ3:
21.79=exp
(
µ2 +
σ2
2
2
)
2.1=
(
eσ
2
3 − 1
)
e2µ3+σ
2
3
Resolviendo las anteriores ecuaciones en te´rminos de (µ1, σ1), (µ2, σ2) y (µ3, σ3)se
obtiene:
θ1 ∼ lognormal (1.405, 0.108)
θ2 ∼ lognormal (0.03, 6.37) θ3 ∼ lognormal (3.03, 0.092)
la distribucio´n lognormal multivariada suponiendo independencia de cada para´metro
es el producto de las distribuciones univariadas la cual es:
π (θ1, θ2, θ3) =
1
0.996 θ1θ2θ3
exp
[
−
1
2
{
(ln θ1 − 1.405)
2
0.108
+
(ln θ2 − 0.03)
2
6.37
+
(ln θ3 − 3.03)
2
0.092
}]
(4.18)
Al igual que en el ejemplo anterior, para encontrar el disen˜o Dπ-o´ptimo se debe
minimizar la funcio´n vista en 4.5. Como se mostro´ tambie´n,para obtener la matriz
de informacio´n se requiere calcular las derivadas de la funcio´n η con respecto a cada
uno de los para´metros, estas derivadas son:
derivada de η con respecto a θ1
∂η (x; θ1, θ2, θ3)
θ1
= θ3texp (−θ1t) . (4.19)
derivada de η con respecto a θ2
∂η (x; θ1, θ2, θ3)
θ2
= −θ3texp (−θ2t) . (4.20)
derivada de η con respecto a θ3
∂η (x; θ1, θ2, θ3)
θ2
= exp (−θ2t)− exp (−θ1t) . (4.21)
As´ı,
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f(x; θ1, θ2, θ3) =
[
∂η (x; θ1, θ2, θ3)
θ1
,
∂η (x; θ1, θ2, θ3)
θ2
,
∂η (x; θ1, θ2, θ3)
θ3
]T
.(4.22)
por tanto, a partir de la ecuacio´n (4.22) la matriz de informacio´n se halla como se
muestra en (2.4).
se implemento´ el algoritmo mostrado en el Anexo B para obtener el disen˜o mostrado
en (4.23) el cual es D-o´ptimo puesto que al graficar la funcio´n de sensibilidad el
ma´ximo de e´sta lo alcanza en tres que es el nu´mero de para´metros del modelo y se
alcanza en los puntos de soporte del disen˜o (ver Figura 4.10)
ξD =
{
0.23 1.38 18.44
0.33 0.33 0.33
}
(4.23)
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Figure 4.10.: Gra´fico varianza de la respuesta predicha d (t, ξD, θ0).
4.2.3. Disen˜os seudo-o´ptimos utilizando la metodolog´ıa
propuesta
Como ya se hab´ıa dicho, el disen˜o encontrado en (4.23) no permite validar la ade-
cuacio´n del modelo, es necesario encontrar un modelo seudo-o´ptimo que tenga ma´s
de tres puntos de soporte para as´ı poder validar este supuesto. Para este ejemplo
se construyeron disen˜os seudo-o´ptimo con uno a cinco puntos de soporte adicionales
(ver Tabla 4.17 ) utilizando la metodolog´ıa propuesta. Para la construccio´n de
estos disen˜os se tomaron 18 corridas experimentales, puesto que es el nu´mero de
observaciones que tenemos, eficiencias para cada uno de los nuevo disen˜os ξN de
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efDpi (ξN) = 0.9 y los intervalos para δ ( ver Tabla 4.16).
Los disen˜os ξN de la Tabla 4.17 esta´n nombrados de la forma ξNij y entiendace como
el j-e´simo disen˜o con i puntos adicionales.
Tabla 4.16.: Intervalo para δ segu´n el nu´mero de puntos a adicionar
Puntos a adicionar Intervalo para δ
1 (0.21,0.4)
2 0.208
3 0.206
4 0.198
5 (0.15,0.19)
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Tabla 4.17.: Disen˜os seudo-o´ptimos
Puntos a adicionar Disen˜os ξN Eficiencias
1
ξN11 =
{
0.23 1.38 18.44 33.35
0.26 0.26 0.26 0.21
}
0.91
ξN12 =
{
0.23 1.38 18.44 36.45
0.25 0.25 0.25 0.24
}
0.93
ξN13 =
{
0.23 1.38 18.44 39.06
0.24 0.24 0.24 0.27
}
0.91
ξN14 =
{
0.23 1.38 18.44 41.35
0.23 0.23 0.23 0.30
}
0.92
ξN15 =
{
0.23 1.38 18.44 43.43
0.22 0.22 0.22 0.33
}
0.96
ξN16 =
{
0.23 1.38 18.44 45.34
0.21 0.21 0.21 0.36
}
0.92
ξN17 =
{
0.23 1.38 18.44 47.14
0.20 0.20 0.20 0.39
}
0.91
2 ξN2 =
{
0.23 1.38 18.44 5.576 32.96
0.26 0.26 0.26 0.10 0.10
}
0.92
3 ξN3 =
{
0.23 1.38 18.44 5.21 6.5 32.89
0.27 0.27 0.27 0.07 0.07 0.07
}
0.93
4 ξN4 =
{
0.23 1.38 18.44 0.56 4.14 7.65 31.80
0.27 0.27 0.27 0.05 0.05 0.05 0.05
}
0.92
5
ξN51 =
{
0.23 1.38 18.44 0.28 1.14 1.72 15.40 21.74
0.28 0.28 0.28 0.03 0.03 0.03 0.03 0.03
}
0.93
ξN52 =
{
0.23 1.38 18.44 0.37 0.86 2.58 11.21 27.16
0.28 0.28 0.28 0.03 0.03 0.03 0.03 0.03
}
0.91
ξN53 =
{
0.23 1.38 18.44 0.46 0.70 3.50 8.82 30.43
0.27 0.27 0.27 0.04 0.04 0.04 0.04 0.04
}
0.95
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4.2.4. Distribucio´n emp´ırica del estad´ıstico −2Log(Λ) para
muestras pequen˜as y calculo de potencia de los disen˜os
seudo-o´ptimos
Para efectos del ejemplo se trabajara´ so´lo con los disen˜os que adicionan uno y cinco
puntos de soporte, puesto que como se observa en la Tabla 4.16 el intervalo para δ
permite construir ma´s de un disen˜o. La idea es entonces obtener disen˜os que max-
imice la potencia de la prueba de falta de ajuste del modelo 4.17.
Para el ca´lculo de dichas potencias encontrar una distribucio´n para el estad´ıstico
−2log(Λ) en muestras pequen˜as como se menciono´ en el ejemplo anterior.
De acuerdo con las Tabla 4.18 y 4.19 el nu´mero de simulaciones apropiado para
encontrar la distribucio´n emp´ırica del estad´ıstico −2log(Λ) es de Nsim = 5000 tanto
para el disen˜o que adiciona un punto de soporte como el que adiciona cinco tomando
un ǫ = 0.05.
Tabla 4.18.: Normas de las diferncias de los cuantiles para distintos Nsim para
disen˜os con uno punto de soporte adicional
Nempi ||QempA(1−α) −QempD(1−α)||
ξN11 ξN12 ξN13 ξN14 ξN15 ξN16 ξN17
500 0.26 0.31 0.14 0.45 1.38 1.42 0.6
1000 0.08 0.17 0.09 0.19 0.72 0.84 0.21
2000 0.06 0.01 0.07 0.09 0.32 0.26 0.16
5000 0.04 0.04 0.02 0.01 0.02 0.01 0.04
Tabla 4.19.: Normas de las diferncias de los cuantiles para distintos Nsim para
disen˜os con cinco puntos adicionales
Nempi ||QempA(1−α) −QempD(1−α)||
ξN1 ξN2 ξN3
500 0.57 0.28 0.43
1000 0.34 0.2 0.29
2000 0.06 0.06 0.08
5000 0.01 0.04 0.01
El ca´lculo de potencias se hace ana´logo al mostrado en el ejemplo anterior. Las
gra´ficas de las potencias para los disen˜os con uno y cinco puntos de soporte adi-
cionales son mostradas en la Figuras 4.11 y 4.12 respectivamente, en los cuales se
puede notar que sucede lo mismo que en el ejemplo anterior, las potencias de todos
los disen˜os son altas y las eficiencias tambie´n, lo que implica que cualquier disen˜o
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seleccionado es un buen disen˜o.
Figure 4.11.: Gra´fico de potencias para disen˜os con uno punto de soporte
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Figure 4.12.: Gra´fico de potencias para disen˜os con cinco puntos de soporte
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4.2.5. Comparacio´n de los disen˜os obtenidos utilizando la
metodolog´ıa con otros disen˜os
Es natural preguntarse ¿que´ pasa si no se sigue la metodolog´ıa y simplemente se
adicionan puntos cualesquiera al disen˜o?, ¿que´ ventajas tienen los disen˜os cuando se
agregan puntos de soporte usando la metodolog´ıa propuesta?, ¿que´ pasa si se tienen
otro tipo de disen˜os que no sean D-o´ptimo pero tenga el mismo nu´mero de puntos
de soporte que algu´n disen˜o obtenido con la metodolog´ıa?.
Para efectos de comparar los disen˜os obtenidos mediante la metodolog´ıa con otros
disen˜os que no la emplean, se tomaron los disen˜os cuyas eficiencias y potencias son
las ma´s altas en los disen˜os que adicionan uno y cinco puntos de soporte (ver Tabla
4.20).
Se tomaron como disen˜os de comparacio´n los disen˜os geome´tricos con cuatro, cinco,
hasta 8 puntos de soporte. (Ver Tabla 4.22), los cuales son muy u´tiles cuando se
necesiten hacer experimentos donde se deban hacer mediciones muy frecuentes al
principio del experimento e ir disminuyendolas a medida que transcurre el tiempo.
Los disen˜os geome´trico son de la forma Ki = ar
i−1 (Lo´pez-Fidalgo et al, 2000), con
i = 1, 2, ..., m donde m es el nu´mero de puntos de soporte que tiene el disen˜o y Ki
son los puntos de soporte del disen˜o; estos disen˜os le asignan igual peso a todos los
puntos de soporte y se obtienen optimizando a y r, cabe resaltar que estos disen˜os
no se obtienen mediante criterios de o´ptimalidad.
Para dar un poco ma´s de claridad a estos disen˜os, la forma explicita de un disen˜o
geome´trico por ejemplo con cuatro puntos de soporte es:
ξG =
{
a ar ar2 ar3
0.25 0.25 0.25 0.25
}
(4.24)
Tabla 4.20.: Disen˜os seleccionados con la metdolog´ıa de uno y cinco puntos de so-
porte adicionales
Puntos de soporte adicionales Disen˜o
1 ξN15 =
{
0.23 1.39 18.44 41.35
0.23 0.23 0.23 0.30
}
5 ξN53 =
{
0.23 1.39 18.44 0.46 0.70 3.50 8.82 30.43
0.27 0.27 0.27 0.04 0.04 0.04 0.04 0.04
}
En la Tabla 4.21 se muestran los disen˜os que se obtuvieron empleando la metodolog´ıa
con uno, dos hasta cinco puntos de soporte adicionales y tambie´n se muestran unos
disen˜os en los cuales se agregaron puntos de soporte de forma similar al ejemplo
anterior, los disen˜os denotados como ξNi con i = 1, 2, ..., 5 son los disen˜os construi-
dos empleando la metodolog´ıa y los disen˜os ξ1 y ξ3 adicionan uno y tres puntos de
soporte respectivamente sin emplear la metodolog´ıa.
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Tabla 4.21.: Comparacio´n de disen˜os
1-α Disen˜so Potencias Eficiencias
0.9
ξN1 =
{
0.229 1.389 18.443 41.354
0.233 0.233 0.233 0.30
} 0.853
0.960.95 0.854
0.99 0.853
0.9
ξ1 =
{
0.229 1.388 18.438 40.87
0.25 0.25 0.25 0.25
} 0.826
0.8320.95 0.812
0.99 0.787
0.9
ξN2 =
{
0.229 1.388 18.438 5.576 32.956
0.264 0.264 0.264 0.104 0.104
} 0.916
0.920.95 0.911
0.99 0.907
0.9
ξ3 =
{
0.229 1.388 18.438 0.811 9.916 33.221
0.167 0.167 0.167 0.167 0.167 0.167
} 0.968
0.8320.95 0.970
0.99 0.971
0.9
ξN4 =
{
0.229 1.388 18.438 0.556 4.136 7.646 31.796
0.268 0.268 0.268 0.049 0.049 0.049 0.049
} 0.984
0.920.95 0.985
0.99 0.986
0.9
ξN5 =
{
0.229 1.389 18.443 0.456 0.698 3.496 8.817 30.432
0.271 0.271 0.271 0.037 0.037 0.037 0.037 0.037
} 0.988
0.950.95 0.989
0.99 0.988
En esta tabla se puede observar que tanto los disen˜os obtenidos con la metodolog´ıa
como los otros disen˜os tienen potencias muy altas, pero en todos los casos la eficiencia
de los disen˜os obtenidos mediante la metodolog´ıa es superior a los otros disen˜os,
cabe resaltar que la eficiencia de los disen˜os obtenidos usando la metodolog´ıa es
controlada, es decir, los disen˜os obtienen como mı´nimo la eficiencia que se fije.
Ahora bien, si se comparan los disen˜os obtenidos mediante la metodolog´ıa con los
disen˜os geome´tricos se puede observar que aunque los disen˜os geome´tricos tienen
potencias muy altas sus eficiencias son notablemente superadas por las eficiencias
de los disen˜os obtenidos usando la metodolog´ıa. En la teor´ıa de los disen˜os, el disen˜o
D-o´ptimo es aquel disen˜o que estima el elipsoide de confianza de los para´metros con
menor volumen, y la eficiencia de un disen˜o se puede interpretar como el nu´mero
de re´plicas requeridas del disen˜o para que sea tan eficiente como el disen˜o D-o´ptimo
Atkinson, et al.(2007). Por ende, entre ma´s eficiencia tenga mejor estimara´ el elip-
soide de confianza de los para´metros. En conclusio´n, desde ese punto de vista los
disen˜os obtenidos mediante la metodolog´ıa propuesta en este trabajo son mejores
que los disen˜os construidos de otra forma particular.
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Tabla 4.22.: Potencias y eficiencias de los Disen˜os Geome´tricos
1-α Disen˜so Potencias Eficiencias
0.9
ξG4 =
{
0.24 1.05 4.57 19.79
0.25 0.25 0.25 0.25
} 0.768
0.7950.95 0.789
0.99 0.806
0.9
ξG5 =
{
0.21 0.66 2.06 6.39 19.87
0.2 0.2 0.2 0.2 0.2
} 0.907
0.8160.95 0.909
0.99 0.912
0.9
ξG6 =
{
0.17 0.44 1.15 3.03 7.96 20.90
0.17 0.17 0.17 0.17 0.17 0.17
} 0.969
0.8250.95 0.970
0.99 0.972
0.9
ξG7 =
{
0.17 0.37 0.85 1.91 4.32 9.76 22.04
0.14 0.14 0.14 0.14 0.14 0.14 0.14
} 0.985
0.8490.95 0.985
0.99 0.986
0.9
ξG8 =
{
0.17 0.34 0.68 1.38 2.79 5.66 11.47 23.22
0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13
} 0.992
0.8870.95 0.993
0.99 0.993

5. Conclusiones y Trabajo Futuro
5.1. Conclusiones
A partir del estudio realizado en este trabajo, con el fin de aumentar el nu´mero de
puntos de soporte en un disen˜o D-o´ptimo promediado por una distribucio´n apriori
se puede concluir lo siguiente:
• Se realizo´ un generalizacio´n de la metodolog´ıa de O’Brien,(1995) para adicionar
puntos de soporte a los disen˜os D-o´ptimos, desde el punto de vista de los
disen˜os D-o´ptimos promediados por una distribucio´n apriori, encontrando para
e´ste una expresio´n para la varianza de la respuesta predicha en te´rminos del
nu´mero de para´metros p, la constante de ponderacio´n δ, y la eficiencia del
disen˜o ξN , utilizando esta expresio´n para encontrar disen˜os seudo-o´ptimo con
ma´s de p puntos de soportes, que permitan validar el supuesto de falta de
ajuste del modelo.
• Se encontro´ una expresio´n que permite calcular un rango para δ, el cual propor-
ciona los disen˜os seudo-o´ptimos dependiendo del nu´mero de puntos de soporte
que se quiere adicionar y la eficiencia del nuevo disen˜o.
• Para el modelo de decrecimiento exponencial se encontro´ que de las dos dis-
tribuciones que se tomaron, como distribucio´n apriori, se pueden obtener
disen˜os con eficiencias y potencias altas, que al ser comparados con otros
disen˜os los superan en estas dos medidas.
• Para el ejemplo de Teofilina se encontro´ que todos los disen˜os obtenidos poseen
potencias y eficiencias altas y al ser comparadops con los disen˜os geome´tricos
y otros dos disen˜os, los disen˜os usando la metodolog´ıa son superiores en efi-
ciencias contando con potencias altas.
• En general en los dos tipos de modelos que se probaron, en ambos casos se
logro´ encontrar disen˜os que tuvieran potencias altas y al compararlos con otros
disen˜os obtenidos de manera diferente se pudo probar que el disen˜o encontrado
mediante la metodolog´ıa propuesta tuvo un mejor desempen˜o en cuanto a
eficiencias contando tambie´n con potencias altas.
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5.2. Trabajos futuros
• Extender el trabajo a otros disen˜o o´ptimos, por ejemplo, el C-optimalidad,
cuando la apriori que se fije proporcione p puntos de soportes.
• Considerar el caso para adicionar puntos al disen˜o D-o´ptimo cuando la varianza
del te´rmino del error del modelo no sea constante y la apriori fijada proporcione
so´lo p puntos de soporte.
• Proponer nuevas metodolog´ıas para la obtencio´n de los disen˜os seudo-o´ptimos
(escogencia del δ).
A. Anexo: Cota para δ
A.1. Cota para δ
Dado que en este trabajo se asume que la funcio´n de varianza de la respuesta predicha
para el disen˜o ξD es menor o igual que el nu´mero de para´metros p en el modelo
propuesto, la constante de ponderacio´n δ debe escogerse de tal forma que:
minx∈χd(x, ξ) <
∫ (
|M (ξD; θ) |
k − 1
)
1−δ
δ
π(θ)dθ < p
e´sto tambien se puede escribir como:
minx∈χd(x, ξ) <
1−δ
δ
∫ (
|M (ξD; θ) |
k − 1
)
π(θ)dθ < p
despejando la cantidad 1−δ
δ
se obtiene:
minx∈χd(x,ξ)∫
(|M(ξD;θ)|k−1)π(θ)dθ
< 1−δ
δ
< p∫
(|M(ξD ;θ)|k−1)π(θ)dθ
→ minx∈χd(x,ξ)∫
(|M(ξD;θ)|k−1)π(θ)dθ
< 1
δ
− 1 < p∫
(|M(ξD ;θ)|k−1)π(θ)dθ
→ minx∈χd(x,ξ)∫
(|M(ξD ;θ)|k−1)π(θ)dθ
+ 1 < 1
δ
< p∫
(|M(ξD;θ)|k−1)π(θ)dθ
+ 1
minx∈χd(x,ξ)+
∫
(|M(ξD ;θ)|k−1)π(θ)∫
(|M(ξD;θ)|k−1)π(θ)dθ
< 1
δ
<
p+
∫
(|M(ξD;θ)|k−1)π(θ)dθ∫
(|M(ξD;θ)|k−1)π(θ)dθ
de la desigualdad anterior aplicando la funcio´n reciproco se tiene:
∫
(|M(ξD ;θ)|k−1)π(θ)dθ
p+
∫
(|M(ξD ;θ)|k−1)π(θ)dθ
< δ <
∫ (
|M (ξD; θ) |
k − 1
)
π(θ)dθ
minx∈χd(x, ξ) +
∫
(|M (ξD; θ) |k − 1) π(θ)dθ

B. Anexo: Rutinas implementadas
en R para la obtencio´n de los
disen˜os
### Librerı´as necesarias
library(MASS)
library(DEoptim)
library(pso)
library(proto)
library(nls2)
library(NISTnls)
library(xtable)
library(nlstools)
library(nlme)
### Ingreso de datos
x=c(0.166,0.333,0.5,0.666,1,1.5,2,2.5,3,4,5,6,8,10,12,24,30,48)
Concentra=c(10.1,14.8,19.9,22.1,20.8,20.3,19.7,18.9,17.3,16.1,15.0,
14.2,13.2,12.3,10.8,6.5,4.6,1.7)
plot(Concentra~x,ylab="Concentracio´n",xlab="Tiempo",pch=19,col=4)
datos=data.frame(x,Concentra)
#Modelo de doble exponencial
############# Modelo ######################
mod2=function(x,b1,b2,b3){ b3*( exp(-b2*x)-exp(-b1*x)) }#
###########################################
### Ajuste del modelo
out1=nls(Concentra~ b3*( exp(-b2*x)-exp(-b1*x)),
start = list(b1=4.29,b2 =0.05,b3=21),data=datos)
resumen=summary(out1)
betaest=summary(out1)$parameters[,1]
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curve(mod2(x, b1=4.28 , b2=0.059, b3=21.79), add=T, lty=2, col=2, lwd=1.3)
### gradientes
grad=function(ti,betaa){
f1= betaa[3]*ti*exp(-betaa[1]*ti)
f2= -ti*betaa[3]*exp(-betaa[2]*ti)
f3= exp(-betaa[2]*ti)-exp(-betaa[1]*ti)
return(as.matrix(c(f1,f2,f3),ncol=1))
}
grad2=function(betaa,ti){
f1= betaa[3]*ti*exp(-betaa[1]*ti)
f2= -ti*betaa[3]*exp(-betaa[2]*ti)
f3= exp(-betaa[2]*ti)-exp(-betaa[1]*ti)
return(as.matrix(c(f1,f2,f3),ncol=1))
}
### Funcio´n que calcula la Matriz de informacio´n
M<-function(betaa,para,i){
ti=para[1:i]
w=para[(i+1):length(para)]
W=diag(c(w,(1-sum(w) ) ) )
V= t(sapply(ti, grad,betaa))
M<- t(V)%*%W%*%V
return(M)
}
### Criterio D-o´ptimo
optimizar = function(para,betaa,i=3){
detma= abs(apply(array(apply(betaa, 1, M, para,i),
dim=c(3,3,dim(betaa)[1])),3, det))
detma1= -log(mean(detma[detma>0]))
return(detma1)
}
### Distribucio´n apriori
aprio=cbind(rlnorm(500,log(betaest[1]),sdlog=0.01),rlnorm(500,log(betaest[2]),
sdlog=0.01 ),rlnorm(500,log(2.36),sdlog=0.01))
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### Funcio´n para obtener el criterio
opt<-nlminb(start=c( 0.3, 0.5, 0.02,0.33,0.33), obj=optimizar,
lower=c(0.166,0.166,0.166,0,0),upper=c(48,48,48,1,1),
betaa=aprio);opt$par
para=opt$par
xopt=para[-c(4,5)]
xopt=sort(xopt)
### Funcio´n de Sensibilidad
Dx = function(aprio,ti,i=3){ d = t(grad2(aprio,ti))%*%solve(M(aprio,para,i))%*%
grad2(aprio,ti); return(d)}
ti1<-as.matrix(seq(.166,48,.01),ncol=1)
sensi=function(ti,para,aprio,i=3){
aux=apply(aprio,1,Dx,ti,i=3)
return(mean(aux))
}
varipred=round(apply(ti1,1,sensi,para,aprio,i),3)
plot(ti1,varipred,xlim=c(0.166,48), ylab="Varianza de la respuesta predicha",
type="l", las=1, xlab=’Concentracion(mM)’,cex.lab=0.9, cex.axis=0.8)
punt=as.matrix(xopt,ncol=1)
puntos=apply(punt,1,sensi,para,aprio,i)
points(xopt,c(puntos[1],puntos[2],puntos[3]),pch=19, col=4 )
abline(v=6.5, lty=2)
### Funcio´n para encontrar el intervalo de delta
fundelta=function(efi,p=2,theta,deltam=min(varipred),maxi){
k=efi^p-1
num=mean(apply(array(apply(theta, 1, M, para,3),
dim=c(3,3,dim(theta)[1])),3, det)^k-1)
den=mean(apply(array(apply(theta, 1, M, para,3),
dim=c(3,3,dim(theta)[1])),3, det)^k-1)+maxi
deltamin=num/den
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num1=mean(apply(array(apply(theta, 1, M, para,3),
dim=c(3,3,dim(theta)[1])),3, det)^k-1)
den1=mean(apply(array(apply(theta, 1, M, para,3),
dim=c(3,3,dim(theta)[1])),3, det)^k-1)+ deltam
deltamax=num1/den1
cat("Delta mı´nimo es: ", deltamin,
"Delta ma´ximo es: ",deltamax,"\n")
}
### deltas para distintos puntos a adicionar
delta=matrix(seq(0.147,0.197,0.02),ncol=1) # delta para 5 puntos ma´s
delta=matrix(seq(0.197,0.207,0.01),ncol=1) # delta para 3 puntos ma´s
delta=matrix(seq(0.21,.4,0.03),ncol=1) # delta para 1 puntos ma´s
### Retorna los dise~nos exactos con los distintos puntos a adicionar
resultados=function(delta,theta,p,N,efi,op){
if(op==5){
k=efi^p-1
dxtheta=mean(((apply(array(apply(theta, 1, M, para,3),
dim=c(3,3,dim(theta)[1])),3, det))^k -1)*(1-delta)/delta)
valx=function(ti,para,theta,i=3){sensi(ti,para,theta,i)-dxtheta}
xadi1<- uniroot(valx,c(xopt[1],0.556),theta=theta)$root
xadi2 <- uniroot(valx, c(0.556,xopt[2]),theta=theta)$root
xadi3<- uniroot(valx, c(xopt[2],4.136),theta=theta)$root
xadi4<- uniroot(valx, c(7.656,xopt[3]),theta=theta)$root
xadi5<- uniroot(valx, c(xopt[3],31.746),theta=theta)$root
adicion=c(xadi1,xadi2,xadi3,xadi4,xadi5)
nuevodise=c(xopt,adicion)
nuevospeso1=c( rep((1-delta)/p, length(xopt)),
rep(delta/length(adicion),length(adicion)) )
para1=c(nuevodise,nuevospeso1[-8])
Det=mean(apply(array(apply(theta, 1, M, para1,i=length(nuevodise)),
dim=c(3,3,dim(theta)[1])),3, det))
corri=vector("numeric")
corri[which(ceiling(nuevospeso1*N)-nuevospeso1*N <= 0.5)]
=ceiling(nuevospeso1*N)[which(ceiling(nuevospeso1*N)-
nuevospeso1*N <= 0.5)]
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corri[which(ceiling(nuevospeso1*N)-nuevospeso1*N >0.5)]
=floor(nuevospeso1*N)[which(ceiling(nuevospeso1*N)-
nuevospeso1*N > 0.5)]
if(sum(corri)-N==3){corri[1:3]=corri[1:3]-1}
else{ if(sum(corri)-N==1){corri[1]=corri[1]-1}
else{ if(sum(corri)-N==-3){corri[1:3]=corri[1:2]+1}
else{if (sum(corri)-N==-1){corri[1]=corri[1]+1}
}}}
nuevospeso2=fractions(corri/N)
para2=c(nuevodise,nuevospeso2[-length(nuevospeso2)])
}
if(op==1){
k=efi^p-1
dxtheta=mean(((apply(array(apply(theta, 1, M, para,3),
dim=c(3,3,dim(theta)[1])),3, det))^k -1)*(1-delta)/delta)
valx=function(ti,para,theta,i=3){sensi(ti,para,theta,i)-dxtheta}
xadi6<- uniroot(valx, c(33,48),theta=theta)$root
adicion=xadi6
nuevodise=c(xopt,adicion)
nuevospeso1=c( rep((1-delta)/p, length(xopt)),
rep(delta/length(adicion),length(adicion)) )
para1=c(nuevodise,nuevospeso1[-4])
corri=vector("numeric")
corri[which(ceiling(nuevospeso1*N)-nuevospeso1*N <= 0.5)]
=ceiling(nuevospeso1*N)[which(ceiling(nuevospeso1*N)-
nuevospeso1*N <= 0.5)]
corri[which(ceiling(nuevospeso1*N)-nuevospeso1*N >0.5)]
=floor(nuevospeso1*N)
[which(ceiling(nuevospeso1*N)-nuevospeso1*N > 0.5)]
if(sum(corri)-N==3){corri[1:3]=corri[1:3]-1}
else{ if(sum(corri)-N==1){corri[1]=corri[1]-1}
else{ if(sum(corri)-N==-3){corri[1:3]=corri[1:3]+1}
else{if (sum(corri)-N==-1){corri[1]=corri[1]+1}
}}}
nuevospeso2=fractions(corri/N)
para2=c(nuevodise,nuevospeso2[-length(nuevospeso2)])
}
return(c(nuevodise,nuevospeso1,corri,nuevospeso2))
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}
aa=t(apply(delta,1,resultados,theta=aprio,N=20,efi=.90,op=5,p=3))
Puntos=aa[,1:8]
Corridas=aa[,17:24]
dise=cbind(Puntos,Corridas)
### Perturbacio´n
muu=expand.grid(list(m1=c(-.6,.6), m2=c(-.6,.6),m3=c(-.6,.6),m4=c(-.6,.6),
m5=c(-.6,.6),m6=c(-.6,.6),m7=c(-.6,.6),m8=c(-.6,.6)))
################### Distribucio´n empı´rica #######################
prue1=function(Ns,dis){
set.seed(Ns)
xx=rep(dis[1:8],dis[9:16])
mu=mod2(dis[1:8],b1=4.29,b2 =0.059,b3=21.79)
mus=rep(mu,dis[9:16])
e = rnorm(length(mus), mean=0, sd=0.1)
y=mus+e
datos=data.frame(xx,y)
modelo=nls(y~ b3*( exp(-b2*xx)-exp(-b1*xx)),
start = list(b1=4.29,b2 =0.05,b3=21),data=datos)
md<-lm(y~ as.factor(xx),data=datos)
Q=-2*(logLik(modelo)-logLik(md))[1]
return(Q)
}
prue2=function(dis,Ns){
N=matrix(c(1:Ns),ncol=1)
cuant=quantile(apply(N,1,prue1,dis),probs=c(.99,.95,.9))
return(cuant)
}
prue3=function(Ns,dis){
uno=apply(dis,1,prue2,Ns)
return(uno)
}
Ns=matrix(c(500,1000,2000,5000,10000),ncol=1) #19:02
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algo=apply(Ns,1,prue3,dise)
cuant=array(algo,dim=c(3,3,dim(Ns)[1]))
epsi=matrix(rep(0,15),ncol=3)
for(i in 1:(dim(Ns)[1]-1)){
ee=(cuant[,,i]-cuant[,,(i+1)])^2
epsi[i,]=round(sqrt(apply(ee,2,sum)),4)
}
xtable(epsi)
write.table(epsi,"epsi4.csv",sep=";")
quantiles=cuant[,,4]
write.table(quantiles,"cuantiles4.csv",sep=";",dec=",")
############## Calcular las medias ##################
medias=function(dis){
xx=rep(dis[1:8],dis[9:16])
mu=mod2(dis[1:8],b1=4.29,b2 =0.05,b3=21)
return(mu)
}
media=as.data.frame(t(apply(dise,1,medias)))
####################### Calculo de Potencias ######################
aux2=function(Nsim,dis,muu){
set.seed(Nsim)
x=rep(dis[1:8],dis[9:16])
mu=mod2(dis[1:8],b1=4.29,b2 =0.05,b3=21)
mu=as.numeric(mu+muu*mu)
mus=rep(mu,dis[9:16])
e = rnorm(length(mus), mean=0, sd=0.1)
y=mus+e
datos=data.frame(x,y)
modelo=nls(y~ b3*( exp(-b2*x)-exp(-b1*x)),
start = list(b1=3.5,b2 =0.1,b3=25),data=datos)
md<-lm(y~ as.factor(x),data=datos)
Q1=-2*(logLik(modelo)-logLik(md))[1]
gl.Q<-df.residual(modelo)- df.residual(md)
poten10=as.numeric(Q1>14.17143)
poten5=as.numeric(Q1>17.03468)
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poten1=as.numeric(Q1>21.99020)
poten=c(poten10,poten5,poten1)
return(poten)
}
auxi1=function(muu,dis,Nsim){
intento=try(apply(Nsim,1,aux2,dis,muu))
if(class(intento)=="try-error"){pot=matrix(c(1,1,1),ncol=1)}
else{pot=apply(Nsim,1,aux2,dis,muu)}
res=c(length(which(pot[1,]==1))/1000,
length(which(pot[2,]==1))/1000,length(which(pot[3,]==1))/1000)
return(res)
}
dd2=function(dis,muu,Nsim){
potdis=apply(muu,1,auxi1,dis,Nsim)
return(potdis)
}
Nsim=matrix(c(1:1000),ncol=1)
potenc=apply(dise,1,dd2,muu,Nsim)
Ma=matrix(potenc,nrow=3)
apply(Ma,1,summary)
arreglo=array(potenc,dim=c(3,1,16))
potencias=apply(arreglo,1:2,mean)
n1=write.table(potencias,"potencias4mas.csv",sep=";",dec=",")
### Gra´fico de potencia
plot(potencias[1,]~delta,ylim=c(0,1), pch=21, lty=2, lwd=1, col=5, cex=0.8, las=1,
ylab= ’Potencia de la prueba’, xlab=expression(delta),
cex.axis=0.8,cex.lab=0.8, cex.main=0.8,xaxt ="n" )
axis(1,delta, as.character(delta), cex.axis=0.8)
lines(delta, potencias[1,],pch=8,lty=2 ,lwd=1,col=2, type=’o’,cex=0.8)
lines(delta, potencias[2,],pch=8,lty=3 ,lwd=1,col=3, type=’o’,cex=0.8)
lines(delta,potencias[3,],pch=8,lty=3 ,lwd=1,col=4, type=’o’,cex=0.8)
legend(0.22,0.18,c(expression(paste(alpha,’=10%’,sep = "")),
expression(paste(alpha,’=5%’,sep="")),
expression(paste(alpha,’=1%’, sep = ""))),
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lty=c(2,3,3),col=c(2,3,4), pch=c(8, 8, 8), cex=0.8)
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