We consider the detection and estimation of a signal, whose associated spatial signature is imperfectly known, in the presence of broad-band noise. While in most cases, the spatial signature (or steering vector) is assumed to be known, i.e., lies along a known direction, we consider the case where the signature is known up to additive white Gaussian noise. This amounts to assuming that it somehow lies in a cone, the aperture of which depends upon the level of uncertainty. We consider the multiple snapshots case and assume the unknown signature to remain constant over the whole set of snapshots. We develop the maximum likelihood estimator of the different unknowns, build the generalized likelihood ratio (GLR). We then evaluate the statistical properties of the associated test under both hypotheses and check the validity of the asymptotic analysis on simulations..
INTRODUCTION
It is desired to recover a signal of interest st in the presence of interferences and noise using an array of n sensors. More formally the basic model is the following:
at each time instant t = 1, .., N, one observes yt = xt + it + nt, with xt = as(t) and it = Aut. (1) In this model a C Rf is the known signature (or steering vector), it the interferences and nt the noise. One assumes to known exactly A which defines the subspace in which the interferences are assumed to lie. This model is essentially an extension of the matched detector [1, 2, 3] to the multi-snapshot case since we consider that one observes N snapshots {yt}I
We will extend model (1) to the case where a is not exactly known. Since, if A is perfectly known the difficulties induced by the presence of the interferences is marginal [4, 5] we will omit this in the sequel to simplify the notation. Uncertainty in the signature a has been considered in [6] , where it is modeled as a = HO with H a known (p, n) matrix, i.e. the signature belongs to a known subspace. Other models for the uncertainty have already been proposed and we refer the reader to the references in [6] . We consider the case where the signature is known up to an additive noise vector, this is the model considered in the single snapshot case, in [5] . In Section 2, we define the model we propose, and in Section 3, we develop the maximum likelihood estimates (MLE) of the different unknowns that are used to build the generalized likelihood ratio test (GLRT) in Section 4. Simulation results are presented in Section 5 before we conclude in Section 6.
MODEL
We consider the following model for the n-dimensional received signal Yt and observed signature b: yt =ast+nt, t= 1,..,N; b=a-+iae, (2) where nt and e are zero-mean complex valued Gaussian random vectors with covariance matrix cr2I. At the beginning of the transmission ofthe N snapshots Yt one observes or knows a noisy version b ofthe true signature or steering vector a and then, using these N+1 vectors, one has to decide if a signal is present, and if it is the case, one wants to estimate the deterministic scalar sequence {s(t)}t I=. The positive real scalar a allows to tune the magnitude of the uncertainty on a.
We will assume that a and a are known. One could assume more complicated but known covariance matrices for e and n. without gaining in generality. One may relax the assumption on a but not on a being known since a is not identifiable. (GLRT) to make the decision. Since we assume to know the different noise variances it is convenient, to work with twice the logarithmic GLR which we denote L(Y, b). With the quantity t(.) introduced in (4), one gets 
T which is itself an extension to the multi-snapshot case of the single snapshot case [1, 2, 3] for which Y= y, and the associated matched detector based on L(y) = (l/a2)(aTy)2/(aTa).
In order to characterize the detection test which will consist in comparing L(Y, b) with a threshold Tj, we need to get the probability density function (p.d.f.) of L(Y, b) under both Ho and H1. Since the hypothesis Ho is simple, the threshold T7 will be set to obtain a given false alarm rate PFA and the probability of detection PD under H1 is then a function of the value of the signal to noise ratio (SNR) to be defined below. (7) a condition that is more difficult to satisfy than under H1.
SIMULATION RESULTS
The aim of this section is to check the validity of the analysis above and to illustrate the detection performance. In all the simulations we take n = 10, N = 10, aTa = 20 and ca = 1, and tune s to achieve the desired SNR = A2 = (aTa) (sTS) /au2 old rq is fixed to achieve a given false alarm probability PFA = Pr{/3X2 > } with =1 + (n -1) T (8) The probability of detection PD depends then upon A2 which can be seen as a SNR. The notation Pr{yX(A2) < rq} denotes the probability that a X2 with non-centrality parameter A2 is less than r1.
Receiver Operating Characteristics
The receiver operating characteristics (ROC's) for this detector are presented in Fig. 1 . These are obtained by simulations. More precisely, the threshold is calculated using relation (8) and the probabilities of detection, obtained using an adequate number of simulations are compared in Fig. 1 to those obtained by assuming L((y, z) to be a X2(A2) random variable. There are slight discrepancies between the observed and expected probabilities of detection.
Since we were careful enough and always respected condition (7) in our simulations, we made investigations to localize the origin of these discrepancies and noticed that the probability of false alarms obtained by simulations were also slightly in error, which means that the threshold given by (8) is slightly wrong and probably induces the differences observed on the probability of detection. Further analysis is now necessary to check (6).
In Fig. 2 , we present the results obtained by simulations for 3 different PFA's and 3 values of a, namely a = 0, 0.5 and 0.7. Remember that for a = 0, there are no uncertainties on the signature and the proposed detector is then equivalent to the standard one [6] . The PD's decrease as the uncertainty on the signature increases, as might be expected. 
CONCLUSIONS
We have considered the problem of detecting and estimating a signal whose spatial signature is not perfectly known. Indeed we mainly investigated the detection part and developed the GLRT associated with our model of uncertainty on the signature. We have considered that the noise covariance matrix was known and further investigations are needed to alleviate this assumption. Another important issue that requires further analysis concerns the influence on the performance of a wrong choice of at which measures the degree of uncertainty on the signature. The simulations we performed seem to indicate that the loss of performance is negligible, but this remains to be established theoretically. Signal Processing, vol. 42, 8, pp. 2146 -2157 , Aug. 1994 .
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APPENDIX
We develop a matrix perturbation result for a (n,N+1) matrix C with n < N + 1, which is the sum of a rank-I matrix C and a perturbation A\. Let the SVD of the rank-I matrix C be denoted as C = UYiV1T with U and E1 square matrices of order n. We further introduce the following partitions 
