Abstract. We consider a positive and power-bounded linear operator T on L p over a finite measure space and prove that, if T L p ⊆ L q for some q > p, then the essential spectral radius of T is strictly smaller than 1. As a special case, we obtain a recent result of Miclo who proved this assertion for self-adjoint ergodic Markov operators in the case p = 2 and thereby solved a long-open problem of Simon and Høegh-Krohn.
Introduction
The essential spectral radius r ess (T ) of a bounded linear operator T on a complex Banach space is defined to be the smallest number r in [0, ∞) such that every complex number of modulus > r is either in the resolvent set of T or a pole of the resolvent of T and an eigenvalue of T of finite algebraic multiplicity. The following is (a version of) our main result. Theorem 1.1. Let 1 < p < q < ∞ and let (Ω, µ) be a finite measure space. If a positive and power-bounded linear operator T :
, then r ess (T ) < 1.
Here, positive means that T f ≥ 0 almost everywhere whenever f ∈ L p (Ω, µ) satisfies f ≥ 0 almost everywhere, and power-boundedness means that the power bound sup n∈N0 T n is finite. The above theorem is actually a special case of a more general result below (Theorem 3.1).
The relation between Theorem 1.1 and the title of our paper is as follows: in the situation of the theorem the property T L p (Ω, µ) ⊆ L q (Ω, µ) is usually referred to as hyperboundedness of T . Moreover, we say that a bounded linear operator T of spectral radius 1 on a complex Banach space has a spectral gap if the number 1 is a spectral value and a pole of the resolvent of T . Thus, the conclusion of Theorem 1.1 implies that either the spectral radius of T is strictly smaller than 1 or that T has a spectral gap.
Historical remarks and related literature. A special case of Theorem 1.1 was recently proved by Miclo [27, Theorem 1] ; he assumed in addition that p = 2, that T is self-adjoint and that the fixed space ker(1 − T ) is spanned by the constant function with value 1. Miclo's result was a breakthrough, solving a long open problem of Simon and Høegh-Krohn [36] which arose in the 1970s in the context of mathematical physics. Of all the related articles that engaged this problem during the last decades, let us mention the works [1, 21, 42, 22, 17] which impose a strengthened positivity assumption on the operator and the paper [40] which assumes explicit numerical bounds for the operator norm of T from L p to L q . Moreover, we note that the technique used by Miclo was further developed in the recent article [41] .
Remark. We should mention here that, when comparing our results to those in [27] , one has to be a bit careful about the notion spectral gap. In [27] a slightly stronger definition is used: there an operator T is said to have a spectral gap if, in addition to the properties occurring in our definition above, the eigenspace ker(1 − T ) is spanned by the constant function ½. However, it is important to note that the property ker(1 − T ) = C · ½ enters the main result of [27] both as an assumption and -encoded in the notion spectral gap -as a conclusion.
We do not use an assumption of the form ker(1 − T ) = C · ½ which is why, in the context of the present paper, our slightly less restrictive definition of a spectral gap appears to be more appropriate.
Techniques, further results and organisation of the paper. The proof in [27] relies on Cheeger inequalities on finite graphs and an approximation procedure. Our approach is very different; its two main ingredients are: (i) a result which goes originally back to Groh [18, Proposition 3.2] and which essentially says that an operator has a spectral gap if its lifting to an ultra power has finite-dimensional fixed space, and (ii) the observation that an operator which maps L p to L q must have a finite dimensional fixed space as a consequence of the geometric properties of L p -and L q -spaces. Our proof thus draws a connection from the geometry of Banach spaces to the spectral theory of linear operators. A similar connection, though with a different technical flavour, has recently been exploited in [15] .
Our approach also allows us to vary our main result in several respects. First of all we prove a somewhat more general version of Theorem 1.1 (Theorem 3.1) which also allows us to consider L p -spaces over non-finite measure spaces in certain circumstances (Corollary 3.4). Further, it was shown by Wang in [40, Theorem 1.4] that the positivity assumption cannot be removed from Theorem 1.1. However, we prove that the positivity assumption can be replaced with an additional contractivity assumption (Theorem 3.5) or with a hypercontractivity assumption (Corollary 3.6). Moreover, such contractivity assumptions can be slightly weakened if p = 2 or q = 2 (Remark 3.7).
In the rest of the introduction we briefly discuss some preliminaries. In Section 2 we describe spectral gaps of operators T by the property that the lifting of T to an ultra power has finite dimensional fixed-space; by doing so we generalise an earlier result of Groh [18, Proposition 3.2] . In Section 3 we prove our main results. In Section 4 we demonstrate how uniform estimates for the essential spectral radius of hyperbounded operators can be derived from our main results by means of an ultra product argument. Section 5 gives an application of our results to the long-term behaviour of positive operator semigroups. In the concluding Section 6 we discuss the case p = 1 as well as the case q = ∞, and we make a brief remark about the situation on ℓ p -spaces. In the appendix we recall several geometric properties of L p -spaces which are needed to prove our main results.
Preliminaries. We assume the reader to be familiar with real and complex Banach lattices; standard references for this theory are, for instance, the monographs [35, 44, 26] . Here we only recall the basic terminology that a linear operator T on a Banach lattice E is called positive if T f ≥ 0 for each 0 ≤ f ∈ E. The reader is also assumed to be familiar with standard spectral theory for linear operators on Banach spaces; for a detailed treatment we refer, for instance, to the spectral theory chapters in the monographs [37, 23, 43] . If T is a bounded linear operator on a complex Banach space E we denote the spectrum of T by σ(T ); if λ ∈ C is not a spectral value of T , then we denote the resolvent of T at λ by R(λ, T ) := (λ− T ) −1 . The space of bounded linear operators on a Banach space E is denoted by L(E); we endow this space with the operator norm topology throughout. The fixed space of an operator T ∈ L(E) is defined as fix T := ker(1 − T ). We call a bounded linear operator T contractive if its operator norm fulfils T ≤ 1.
We make extensive use of ultra power arguments; some important facts about the construction of ultra powers are briefly recalled in Subsection 2.1; for a detailed treatment of ultra powers and ultra products of Banach spaces we refer the reader to the survey article [20] .
Throughout the paper, all occurring Banach spaces and Banach lattices are assumed to be defined over the complex scalar field. All measure spaces in the paper are allowed to be non-σ-finite unless otherwise stated.
2. Spectral gaps via ultra powers 2.1. A brief reminder of ultra powers. Let us briefly recall the concept of an ultra power of a Banach space E. Fix a free ultra filter U on N, endow the E-valued sequence space ℓ ∞ (E) with its canonical norm z := sup n∈N z n E for z = (z n ) n∈N ∈ ℓ ∞ (E), and define
Then ℓ ∞ (E) is a Banach space and c 0,U (E) is a vector subspace of it. The quotient space
is called the ultra power of E with respect to the ultra filter U. For each z = (z n ) n∈N ∈ ℓ ∞ (E) we use the notation z U for the equivalence class of z in E U . Moreover, for x ∈ E we use the notation x U for the equivalence class of the constant sequence (x) n∈N ∈ ℓ ∞ (E) in E U . The mapping E ∋ x → x U ∈ E U is isometric, and via this mapping we may consider E as a closed subspace of E U . For every z ∈ ℓ ∞ (E) we can compute the norm of z U in E U by means of the formula z U = lim n→U z n E .
If E is a Banach lattice, then so is ℓ ∞ (E), and then the space c 0,U (E) is a closed ideal in ℓ ∞ (E). Thus, the ultra power E U is a Banach lattice, too, and the embedding E ∋ x → x U ∈ E U is an isometric lattice homomorphism in this case.
U is an abstract L p -space and thus isometrically lattice isomorphic to a concrete L p -space by means of Kakutani's representation theorem [26, Theorem 2.7.1] .
Let E, F be Banach spaces. Every bounded linear operator T : E → F can be canonically extended to a bounded linear operator Theorem 2.1. Let E, F be Banach spaces, let T : E → F be a bounded linear operator and let U be a free ultra filter on N. If the kernel of T U is finite dimensional, then the range of T is closed.
The following proof is based on an idea taken from [18, Proposition 3.2] (see also [4, Lemma C-III-3.10]). Moreover, the author is indebted to Manfred Wolff for several suggestions which eventually lead to the above very general form of the theorem.
Proof of Theorem 2.1. Assume that the range of T is not closed in F and letT : E/ ker T → F denote the canonical operator induced by T . The range ofT is not closed (as it coincides with the range of T ), soT is not bounded below. Hence, there exists a sequence (x n ) n∈N ⊆ E/ ker T of normalised vectors such thatTx n → 0 in F as n → ∞.
Every vectorx n has a representative x n in E whose norm is not larger than 2. Note that the distance of x n to ker T equals 1 and that T x n =Tx n → 0 as n → ∞. Moreover, the sequence (x n ) n∈N does not have any convergent subsequence, for if x ∈ E was the limit of such a subsequence then x ∈ ker T , which contradicts the fact that each x n has distance 1 to ker T .
Hence, the set {x n : n ∈ N} is not relatively compact in E, so there exists a number ε > 0 such that {x n : n ∈ N} cannot be covered by finitely many open balls of radius ε. Therefore we can find a subsequence (y n ) n∈N of (x n ) n∈N such that y n − y m ≥ ε for all distinct m, n ∈ N. For each k ∈ N we define
Then each y (k) is an element of ker(T U ) and its norm is between 1 and 2. However, for j = k we obtain
Corollary 2.2. Let T be a bounded linear operator on a Banach space E and let λ ∈ C be an element of the topological boundary of σ(T ). Assume that, for a free ultra filter U on N, the eigenspace ker(λ − T U ) is finite dimensional. Then λ is a pole of the resolvent R( · , T ) and the algebraic multiplicity of λ as an eigenvalue of T is finite.
Proof. By Theorem 2.1 the operator λ − T has closed range. The kernel of λ − T is finite-dimensional as it can be identified with a subspace of ker(λ − T U ), so λ − T is an upper semi-Fredholm operator.
It is well-known that the set of semi-Fredholm operators is open in L(E) and that the Fredholm index is constant on connected components of this set, see for Remark. We are going to use Corollary 2.2 merely for power-bounded T and for numbers λ of modulus 1. In this situation, one could also show the desired assertion by using the proof of [18, Proposition 3.2(b)]; there, contractive operators are considered only, but in fact power-boundedness is sufficient for the proof. This proof avoids the use of Fredholm theory.
However, the more general result in Corollary 2.2 is interesting in its own right, so we chose to include it in full generality.
3. Spectral gaps for hyperbounded operators 3.1. Positive operators. Theorem 1.1 in the introduction is a special case of the following more general result.
Theorem 3.1. Let p, q ∈ (1, ∞) be two distinct numbers and let (Ω 1 , µ 1 ) and (Ω 2 , µ 2 ) be two arbitrary measure spaces. Moreover, let j :
In Theorem 4.1 we will give a uniform version of this result. The proof of Theorem 3.1 relies on the ultra power approach from Subsection 2.2 and on the following lemma:
Under the assumptions of Theorem 3.1 the fixed space fix T is finite dimensional.
Proof.
(1) We first show that the assertion is true if j is injective and if fix T is a sublattice of L p , meaning that |f | ∈ fix T for each f ∈ fix T . To this end, first note that j −1 T : L p → L q is continuous by the closed graph theorem. In particular, the operator S :
q is in the fixed space of S if and only if j(f ) is in the fixed space of T , i.e. fix S = j −1 (fix T ). The spaces fix T and fix S are closed in L p and L q , respectively. As fix T is a sublattice of L p , it follows that fix S is a sublattice of L q since j is a lattice homomorphism. Now it follows from Kakutani's representation theorem for abstract L p -spaces [26, Theorem 2.7.1] that fix T , with the norm induced by L p , is itself isometrically lattice isomorphic to an L p -space over some measure space, and likewise it follows that fix S, with the norm induced by L q , is isometrically lattice isomorphic to an L q -space over some measure space. Yet, the mapping j| fix S : fix S → fix T is bijective and a lattice homomorphism, hence a lattice isomorphism. As p = q, Proposition B.1 in the Appendix shows that this can only be true of fix T is finite dimensional.
(2) Now we drop the additional assumptions that j be injective and that the fixed space of T be a sublattice of L p ; we reduce this general situation to the simpler situation in step (1).
Since T is power bounded and L p is reflexive, it follows that T is mean ergodic, meaning that the Cesàro means
The range of P coincides with the fixed space of T and clearly, P is positive. We now define the set I to be the absolute kernel of P , i.e. I := {f ∈ L p : P |f | = 0}. Then I is a closed ideal in the Banach lattice L p and it is invariant under T and P . The factor space L p /I is again a Banach lattice, and in fact isometrically lattice isomorphic to an L p -space over another measure space. By q : L p → L p /I we denote the quotient mapping; then q is a lattice homomorphism.
denote the operators induced on the factor space by T and P , respectively. We claim that q| fix T is a bijection from fix T to fix T / . Clearly, q maps fixed points of T to fixed points of T / . Moreover, if f ∈ fix T and q(f ) = 0, then |f | = |P f | ≤ P |f | = 0, so f = 0; this shows that q| fix T is injective. To show surjectivity, note that T / is mean ergodic with mean ergodic projection P / , so fix T / is the range of P / . If q(f ) ∈ fix T / (for some f ∈ L p ), we thus have q(f ) = P / q(f ) = q(P f ), so q(f ) is the image of the vector P f ∈ fix T under q.
Since fix T and fix T / are isomorphic vector spaces, it suffices to prove that the fixed space of T / is finite dimensional. Now, observe that fix T / is a sublattice of L p /I: as shown above, every vector in fix T / can be written as q(f ) for some f ∈ fix T ; we conclude
Finally, consider the lattice homomorphism q • j : L q → L p /I, whose range contains the range of T / . We note that ker(q • j) is a closed ideal in L q . Factoring out this kernel in L q we obtain an induced injective lattice homomorphismj :
is also (isometrically lattice isomorphic to) an L q -space, we are now in the situation of step (1) and can thus conclude that fix T / is finite dimensional.
Remarks. (a) If T is contractive in the above lemma, then we do not need to factor out the ideal I in L p since it is easily seen that the fixed space of every positive contraction on L p is a sublattice. For the case of self-adjoint operators on L 2 , a version of Lemma 3.2 (under the assumption that (Ω 1 , µ 1 ) = (Ω 2 , µ 2 ) is a finite measure space) has been proved by Gross as a part of Theorem 1 in [19] ; in this reference, an explicit bound of the dimension of fix T in terms of the operator norm of T as an operator from L 2 to L q is given.
Proof of Theorem 3.1. If the spectral radius of T is strictly smaller than 1, there is nothing to prove, so we assume throughout the proof that T has spectral radius 1.
In particular, 1 is a spectral value of T since T is positive [35, Proposition V.4.1]. Fix a free ultra filter U on N. We first show that the fixed space of the operator
To this end, we are going to employ Lemma 3.2, but to the operator
U is itself (isometrically lattice isomorphic to) an L p -space over some measure space, and that T U is power-bounded as T is so; hence we have to find an appropriate L q -space and an appropriate lattice homomorphism in order to make the lemma work.
The space (L q ) U is (isometrically lattice isomorphic to) an L q -space over some measure space, and the mapping j
U is a lattice homomorphism. Moreover, the range of T U is contained in the range of j
. It follows from the closed graph theorem that the
We thus obtain 5] . The theorem says that, as the spectral radius of our operator T is a pole of the resolvent and as the corresponding spectral projection has finite-dimensional range, every spectral value of T of maximal modulus is a pole of the resolvent. Hence, T has only finitely many spectral values on the unit circle, and each such spectral value is a pole of the resolvent. Moreover, it readily follows from the Neumann series representation of the resolvent that the order of each such pole is dominated by the order of the pole 1; hence, all unimodular spectral values of T are first order poles of R( · , T ), so the algebraic and the geometric multiplicities of all those eigenvalues coincide.
Thus, it only remains to show that the eigenspace of each unimodular eigenvalue of T is finite dimensional. This follows, for instance, from [24, Theorem 2] or from [14, Theorem 5.3] (the assumptions of this theorem are fulfilled since the Banach lattice L p has order continuous norm and the operator T is mean ergodic).
Remark 3.3. The above proofs of Lemma 3.2 and Theorem 3.1 show that one does not actually need T to be power-bounded. It suffices that T has spectral radius at most 1 and that T is mean ergodic -which, on reflexive Banach spaces, is slightly weaker than being power-bounded.
To illustrate the generality of Theorem 3.1 we prove the following corollary for L p -spaces over subsets of R d with possibly infinite measure.
Corollary 3.4.
Let Ω be a Borel measurable subset of R d , endowed with the ddimensional Lebesgue measure λ, and let 1 ≤ p < ∞. Let T be a positive and power-bounded linear operator on L p (Ω, λ) and assume that there exist numbers
Proof. Let us define δ : Ω → R by δ(x) = 1 + |x| for all x ∈ Ω. Choose q ∈ (p, ∞) sufficiently close to p such that q ≤ p + ε 1 and d(
. Now we choose a real number α which is strictly larger than
. Set r := q/p ∈ (1, ∞) and choose r ′ ∈ (1, ∞) such that 1/r + 1/r ′ = 1 (i.e. r ′ =−p ); moreover, let µ denote the measure on the Borel σ-algebra over Ω which has density δ αr with respect to the Lebesgue measure, i.e. dµ = δ αr dλ. For every function g ∈ L q (Ω, µ) it follows from Hölder's inequality that
and hence
We chose α to be strictly larger than d q−p q , hence we have αr ′ > d. This implies
continuously embeds into L p (Ω, λ) (and obviously, the embedding is a lattice homomorphism). Moreover, we have already noted above that
, so the range of T is contained in L q (Ω, µ). Thus, the assertion follows from Theorem 3.1.
Assume for a moment that the Borel measurable set Ω ⊆ R d is bounded; then Corollary 3.4 becomes a special case of Theorem 1.1. Conversely, it is not difficult to deduce Theorem 1.1 from Corollary 3.4 in case that the space Ω in the theorem is a bounded and Borel measurable subset of R d and the measure µ in the theorem is the Lebesgue measure.
Contractive operators.
Wang showed in [40, Theorem 1.4] that the positivity assumption in Theorem 1.1 (and thus in Theorem 3.1) cannot be dropped. However, our next result proves that we can replace it with the assumption that T , as well as the operator induced by T on L q , is contractive.
Theorem 3.5. Let p, q ∈ (1, ∞) be two distinct numbers and let (Ω 1 , µ 1 ) and (Ω 2 , µ 2 ) be two arbitrary measure spaces. Moreover, let j :
and that the induced operator j −1 T j : L q → L q also has norm at most 1. Then r ess (T ) < 1.
In contrast to Theorem 3.1 we now need the assumption that j is injective as otherwise it does not make sense to talk about the operator j −1 T j.
Proof of Theorem 3.5. The main ideas are similar to those used in the proof of Theorem 3.1, so we are a bit briefer here. First assume that the number 1 is a spectral value of T . We show that 1 is a pole of the resolvent R( · , T ) and that its algebraic multiplicity as an eigenvalue of T is finite. To this end, let us first show that fix T is finite dimensional. Indeed, the mapping j| fix(j −1 T j) is a continuous linear bijection between fix T and fix(j −1 T j). We note that T is mean ergodic since it is power-bounded and since L p is reflexive. The associated mean ergodic projection P : L p → L p has fix T as its range and is contractive since T is so. Thus, as shown by Tzafriri in [38, Theorem 6] (based on earlier work of Ando [3, Theorem 4] ), the range fix T of P is isometrically isomorphic to an L p -space over some measure space. By the same reasoning we obtain that fix(j −1 T j) is isometrically isomorphic to an L q -space over some measure space. But j is a Banach space isomorphism between those spaces; according to Theorem A.1 in the appendix this can only be true if fix T is finite dimensional. Now we proceed as in the proof of Theorem 3.1 and lift the situation to ultra powers (L p ) U and (L q ) U . Since j U might not be injective in general, we factor out its kernel and obtain an injective lattice homomorphism J :
U with the same range as j U (although positivity does not play any further role in this proof, here we need that j, and thus j U , is a lattice homomorphism to ensure that the quotient space (
U fulfils the same assumptions as T . The only property for which this is not obvious is that
, but this can be seen as follows: the contractive operator (j
(which is again contractive), and it is easily checked that this induced operator coincides with J −1 T U J. We can now apply our results from the first part of the proof in order to conclude that fix(T U ) is finite dimensional. Thus, Corollary 2.2 shows that 1 is a pole of the resolvent R( · , T ) and an eigenvalue of T of finite algebraic multiplicity.
Finally, let λ ∈ C be any complex number of modulus 1. If λ is a spectral value of T we can apply what we have just shown to the operator λT and thus conclude that λ is a pole of the resolvent R( · , T ) and an eigenvalue of T of finite algebraic multiplicity. Hence, r ess (T ) < 1.
A nice consequence of Theorem 3.5 is that the following corollary is true without any additional assumptions on the operator T . Let (Ω, µ) be a probability space and
Corollary 3.6. Let (Ω, µ) be a probability space and let p ∈ (1, ∞). If T is a hypercontractive linear operator on L p (Ω, µ), then r ess (T ) < 1.
Proof. Let q ∈ (p, ∞) be as in the definition of hypercontractivity. Since (Ω, µ) is a probability space, the embedding of
q are contractive, so the assertion follows from Theorem 3.5.
We remark that the assumptions of Theorem 3.5 can be slightly relaxed if p = 2 or q = 2.
Remark 3.7. Suppose that, in the situation of Theorem 3.5, the assumption that T and j −1 T j both be contractive is replaced with one of the following two assumptions:
(a) We have p = 2, the operator T on L p = L 2 has spectral radius 1 and the induced operator j −1 T j is contractive on L q . (b) The operator T is contractive on L p and we have q = 2.
Then the conclusion r ess (T ) < 1 remains true.
Proof. Note that the contractivity of T and j −1 T j was only used in the proof of Theorem 3.5 to show that the fixed spaces of those operators (which are the ranges of their mean ergodic projections) are isomorphic to an L p -and an L qspace, respectively. Now, if one of those operators is not contractive but defined on a Hilbert space, then its fixed space is obviously also a Hilbert space and thus isomorphic to an L 2 -space over some measure space. The rest of the proof is the same as for Theorem 3.5 (note that we need to explicitly impose that assumption r(T ) = 1 in (a) since this is not automatic there).
Uniform estimates
As observed in [27, Proposition 11] the essential spectral radius r ess (T ) in Theorem 1.1 can be arbitrarily close to 1. However, things are different if the norm of T as an operator from L p to L q is bounded by a fixed constant. This is the content of our next theorem which complements [27, Theorem 14] ; more precisely, [27, Theorem 14] deals exclusively with self-adjoint Markov operators, but it yields explicit bounds for the largest non-unimodular eigenvalues of those operators. By contrast, the subsequent theorem does not assume self-adjointness and replaces L 2 with L p , but only yields the existence of a bound for r ess (T ), and it does not give any information about the precise magnitude of eigenvalues which are larger than r ess (T ). 
Note that the constant c does not explicitly depend on the measure spaces (Ω 1 , µ 1 ) and (Ω 2 , µ 2 ); however, in the standard situation where (Ω 1 , µ 1 ) = (Ω 2 , µ 2 ) is a finite measure space, where q > p and where j is the canonical embedding, the operator norm of j does of course depend in the number µ 1 (Ω 1 ). Thus, some dependence of c on the underlying measure spaces is implicitly given by the dependence of c on the operator norm of j.
Recall that our proof of Theorem 3.1 relied (via the proof of Theorem 2.1) on the employment of an ultra power of a given Banach space; we are now going to use the same technique again, but in addition we also need the slightly more general concept of an ultra product of several different Banach spaces. To describe elements of ultra products we use a similar notation as introduced for the elements of ultra powers in Subsection 2.1. For details about the theory of ultra products we again refer to the survey article [20] .
Proof of Theorem 4.1. Assume that the theorem fails. Then we can find (for n ∈ N) measure spaces (Ω
2 ) and power-bounded positive linear operators T n on E n such that r ess (T n ) ↑ 1 and such that j n Fn→En ≤ k 1 and j −1 n T n En→Fn ≤ k 2 as well as sup k∈N0 T k n ≤ k 3 for each n. Each T n has a number λ n of modulus |λ n | = r ess (T n ) < 1 in its essential spectrum, and after choosing an appropriate subsequence we may assume that (λ n ) converges to a complex number λ of modulus 1. Now choose a free ultra filter U on N. We defineẼ n :
U / ker(j n ) U for each n ∈ N and we letj n :F n →Ẽ n denote the injective lattice homomorphism induced by (j n ) U : (F n ) U →Ẽ n for each n ∈ N.
For the operatorsj n andT n we also have j n F n →Ẽn ≤ k 1 and j −1 nTn Ẽ n →Fn ≤ k 2 as well as sup k∈N0 T k n ≤ k 3 for each n ∈ N; the second of those inequalities follows from the fact that, for each n, the operatorj
nT n :Ẽ n →F n is the composition of the operator (j
U with the quotient map (F n ) U →F n . According to Corollary 2.2 we have achieved that, for each index n, the number λ n is an eigenvalue ofT n with infinite dimensional eigenspace. Hence, for each n ∈ N we can find a sequence of eigenvectors (f
Now we employ an ultra product argument. LetẼ andF as well asj :F →Ẽ andT :Ẽ →Ẽ denote the ultra products of the spacesẼ n andF n and of the operatorsj n andT n , respectively, along the free ultra filter U (it is not important here that U is the same ultra filter which we used in the first part of the proof). Note that the ultra product of the operatorsj n can only by constructed since the embeddingsj n are norm bounded by k 1 . The powers of the operatorT are norm bounded by k 3 .
The fact that j −1 nT n Ẽ n→Fn ≤ k 2 for all n implies that the range ofT is contained in the range ofj. AsẼ is an L p -space andF is an L q -space, we can apply Theorem 3.1 to conclude that r ess (T ) < 1.
On the other hand, λ is an eigenvalue ofT and for each k ∈ N the vector f
1/2, so ker(λ −T ) is infinite dimensional, which contradicts r ess (T ) < 1.
We refrain from also discussing a uniform version of Theorem 3.5.
Convergence of positive semigroups
An important task in the study of linear dynamical systems is to give sufficients conditions for the convergence of operator semigroups. Let E be a Banach space. An operator semigroup (more precisely, a one-parameter semigroup of linear operators) on E is a family of bounded linear operators (T t ) t∈(0,∞) ⊆ L(E) such that T t T s = T t+s for all s, t ∈ (0, ∞) (we do not require any continuity assumption with respect to the time parameter t here). The semigroup (T t ) t∈(0,∞) is called bounded if sup t∈(0,∞) T t < ∞. If E is a Banach lattice and each T t is a positive operator, then (T t ) t∈(0,∞) is called a positive operator semigroup.
Typical results about the long term behaviour of operator semigroups impose, for instance, regularity and/or spectral assumptions on a semigroup and conclude that T t converges as t → ∞ either with respect to the strong operator topology or even with respect to the operator norm, depending on the particular assumptions. For instance, it was proved by Lotz [25, Theorem 4] that if (T t ) t∈(0,∞) is a positive and bounded operator semigroup and a Banach lattice E and if r ess (T t0 ) < 1 for at least one time t 0 , then T t converges with respect to the operator norm as t → ∞. If we combine this with Theorem 1.1 we immediately obtain the following convergence result.
Theorem 5.1. Let 1 < p < q < ∞ and let (Ω, µ) be a finite measure space. Let (T t ) t∈(0,∞) be a positive and bounded operator semigroup on L p (Ω, µ). If there exists a time t 0 ∈ (0, ∞) for which we have
, then T t converges with respect to the operator norm as t → ∞.
Obviously we obtain an even more general result if we make use of Theorem 3.1 rather than Theorem 1.1.
Theorem 5.1 complements several recent results about the long term behaviour of positive operator semigroups; see for instance the article [28] which has its focus on spectral theory and growth fragmentation equations, the paper [13] on so-called lower bound methods for semigroups on L 1 , the articles [31, 12, 33, 32, 11 ] which all deal with semigroups that dominate integral operators, and the work [29] which considers perturbed semigroups on L 1 -spaces and which is related to the aforementioned series of articles. A good overview of many classical convergence results for positive semigroups can be found in [4, 9] ; also see the recent monograph [6] . The reader who is also interested in the asymptotic theory of general operator semigroups (without positivity assumptions) is referred to [10, Chapter V], [5, Chapter 5] and to the monograph [39] .
6. Concluding remarks 6.1. End points of the L p -scale. Throughout the article we only considered the case p, q ∈ (1, ∞). It is clear that, for instance, Theorem 1.1 remains true if q = ∞ since L ∞ (Ω, µ) embeds into L q (Ω, µ) for any q ∈ (1, ∞) and thus, in particular, for any q ∈ (p, ∞). However, much more is acutally true at the end of the L p -scale and it is worthwhile to discuss this in some detail.
We need the following observations from Dunford-Pettis theory: let T be a bounded linear operator between two Banach spaces E and F . Recall that T is called weakly compact if it maps the closed unit ball in E to a relatively weakly compact subset of F . Moreover, T is said to be a Dunford-Pettis operator or to be completely continuous if, for every sequence (x n ) in E which converges weakly to a vector x ∈ E, the sequence (T x n ) in F converges in norm to the vector T x; equivalently, T maps weakly compact subsets of E to norm-compact (equivalently: relatively norm-compact) subsets of F . Every compact operator between E and F is a Dunford-Pettis operator, and the converse is true if E is reflexive; thus, DunfordPettis operators are particularly interesting on non-reflexive Banach spaces. We point out that if E, F, G are Banach spaces, T : E → F is weakly compact and S : F → G is a Dunford-Pettis operator, then ST : E → G is compact. We will make repeated use of this simple observation in the proof of the subsequent theorem. Now, let (Ω, µ) be an arbitrary measure space. Then the spaces E = L 1 (Ω, µ) and E = L ∞ (Ω, µ) are so-called Dunford-Pettis spaces, i.e. every weakly compact linear operator from E to any Banach space F is a Dunford-Pettis operator; see [26, Proposition 3.7.9] .
Although the subsequent result follows from rather standard arguments from Dunford-Pettis theory we include the proof for the convenience of the reader. Theorem 6.1. Let p, q ∈ [1, ∞] and let (Ω 1 , µ 1 ) and (Ω 2 , µ 2 ) be two arbitrary measure spaces. Moreover, let j :
Proof. We first observe that, in any case, j −1 T : L p → L q is continuous due to the closed graph theorem.
(a) Let us first show that T : L 1 → L 1 is weakly compact. Consider the case q = ∞ first. Then the bounded operator j −1 T is weakly compact since L q is reflexive. Since the embedding j is continuous, we conclude that T = jj −1 T is weakly compact. Now consider the case q = ∞. Then j maps the unit ball of L q = L ∞ into a subset of L 1 of the form J + iJ, where J is an order interval in L 1 . But order intervals in J are weakly compact as L 1 has order continuous norm (see [26, Theorem 2.4 .2(i) and (vi)]), so j is weakly compact and hence, so is T = jj −1 T . We have thus proved that T is weakly compact. In particular, T is a DunfordPettis operator as L 1 is a Dunford-Pettis space and hence, T 2 is compact (as a composition of a weakly compact operator with a Dunford-Pettis operator).
(b) The mapping j −1 T : L ∞ → L q maps the unit ball of L ∞ into a subset of L q of the form J + iJ, where J is an order interval in L q . Since L q has order continuous norm, we again know that order intervals in L q are weakly compact [26, Theorem 2.4.2(i) and (vi)]. Hence, j −1 T is weakly compact and thus, so is spaces are min{p, 2} and min{q, 2}, respectively, while their optimal cotypes are max{p, 2} and max{q, 2}, respectively. Now we distinguish the following four cases:
(i) p < 2, q ≤ 2, (ii) p < 2, q > 2, (iii) p ≥ 2, q < 2, (iv) p ≥ 2, q ≥ 2.
For each case we obtain a contradiction (since p = q): in the cases (i)-(iii) the spaces L p and L q have distinct type and in case (iv) they have distinct cotype.
Remark. Regarding the proof of Theorem A.1 the following remark seems to be in order: in the reference [2, Theorem 6.2.14] the assumption that the L p -space under consideration be infinite dimensional is not stated explicitly. However, this assumption is needed for the optimality assertion for both the type and the cotype. Indeed, every finite dimensional Banach space is isomorphic to a Hilbert space and thus has optimal type and optimal cotpye 2. In the proof of [2, Theorem 6.2.14] the infinite dimension of the space is needed at the very end, where the fact that L p contains the sequence space ℓ p is used.
Appendix B. Lattice isomorphisms between L p -and L q -spaces Theorem A.1 employs non-trivial concepts from geometry of Banach spaces. While we need this result in the proof of Theorem 3.5, our other main theorem (Theorem 3.1) only makes use of the much simpler observation that infinite dimensional L p -and L q -spaces are not lattice-isomorphic for p = q. We think it is instructive to include an elementary proof of this result (although it is, of course, a special case of the much deeper Theorem A.1):
Proposition B.1. Let p, q ∈ [1, ∞) be two distinct numbers, let (Ω 1 , µ 1 ) and (Ω 2 , µ 2 ) be arbitrary measure spaces and assume that L p := L p (Ω 1 , µ 1 ) and L q := L q (Ω 2 , µ 2 ) are isomorphic as Banach lattices (i.e. there exists a lattice isomorphism L q → L p ). Then L q (and hence L p ) has finite dimension.
For the proof we need the simple observation that, in every infinite dimensional Banach lattice E, there exists a sequence (x k ) k∈N ⊆ E + of normalised and pairwise disjoint vectors (i.e. x k = 1 for all indices k and x j ∧ x k = 0 whenever j = k).
Proof of Proposition B.1. We may assume that p < q. Assume for a contradiction that L q is infinite-dimensional. Then there exists a sequence (f k ) k∈N of normalised and pairwise disjoint vectors 0 ≤ f k ∈ L q . The series This is a contradiction.
