Introduction
Consider two standard M=M=k queueing systems with the same arrival and service intensities, but di erent initial conditions. Let Y t and Y 0 t denote the number of customers in the systems (to be referred to as the rst and second one) at time t 0, and let and 0 denote their respective initial distributions. 
In fact, that holds for a wide class of systems, at least when Y 0 = 0; we shall return to that aspect later, but for now we remain in the M=M=k setting. If Y 0 = 0, then Y t is stochastically increasing in t: (2) To prove that well-known monotonicity result, the inequality (1) comes to use, actually. It is probably less known that if Y 0 = 0 then E Y t ] is concave in t: (3) For that result, a careful coupling and further theory are necessary. The reader is referred to Lindvall 2, Section V.4] for all the details concerning (2) and (3). Also, a few hints are given in Section 2, where we recall the theory for monotonicity of Markov processes that sustains (2) , (3) , and a generalisation in this paper. Our main topic is the following: if we rather consider two M=G=k queueing systems where G is a distribution with monotone failure rate, is it then possible to achieve (2) and possibly (3)? In the theory we rely on, we need an inequality that is sharper than (1) for our analysis.
It turns out that there is a dichotomy. If G has a decreasing failure rate (DFR) function, then (1) and (2) can always be achieved. In contrast, our methods give us no hope that (2) holds in general if G has an increasing failure rate (IFR) function.
In the latter case it is rather the possibility to obtain bounds for Y 0 We round o by a number of observations on another topic, namely comparisons between systems with di erent number of service stations; assume now that the second system has k 0 stations where k < k 0 . For a comparison between an M=M=k and an M=M=k 0 queueing system, the natural condition is the following: k = k 0 0 (5) where and 0 are the service intensities in the rst and second system, respectively. The equality (5) means that the intensity for nishing a service is the same in the two systems if all stations are busy. It turns out that if the initial conditions are the same, then (1) can be achieved; that speaks in favour of the principle to use fewer but quicker stations. Is that principle valid in general? For our analysis, assume that the service time distributions in the two systems have failure rate functions r and r 0 respectively (beware of the notation r 0 !) such that k r(x) = k 0 r 0 (x) for x > 0; (6) which is a natural generalisation of (5). It turns out that our methods fail in the attempt to obtain interesting results under condition (6) . The concluding section contains a number of re ections on that. Considerable attention has been paid to comparisons of queues: cf. Stoyan 4, Chapters 5-6] and Wol 6, Chapter 11]. Path-wise methods and stochastic monotonicity of imbedded Markov chains often come to use. For a result in the spirit of this paper, cf., e.g., Stoyan 4, Theorem 6.2.3], which proves that if we compare two k-station systems that are idle at time 0 and where the services are slower in the second system, then we have stochastic domination for the queue lengths, at any time. The strand of theory leading to this result is related to ours, in certain respects. Imbedding in Poisson processes is a versatile method, often e cient and simple to use. Since we limit ourselves to service times with densities, we are able to use a Poisson process in the rst quadrant to govern the completions of service times; that is crucial in our study. The plan is as follows. After the Markov process domination results in Section 2, the Poisson imbedding to be used is presented in Section 3. Our analyses of the DFR and IFR service time cases are in Sections 4 and 5 respectively. The comparisons of systems with di erent number of stations are carried out in Sections 6-7. The brief Section 6 presents a suitable coupling of M=M=k and M=M=k 0 processes, while the DFR and IFR cases are discussed in Section 7.
Stochastic monotonicity of Markov processes
We refer to Lindvall 2, Section IV.3] or Lindvall 3, Section 2] for detailed accounts of stochastic monotonicity of Markov processes; here we make a brief recollection of the aspects relevant for us.
Let (E; E) be a measurable space. We endow E with a partial ordering . A real-valued function f on E is increasing if x y ) f(x) f(y): For probability measures P on P 0 on (E; E), P is stochastically dominated by P 0 if R fdP R fdP 0 for all increasing and bounded measurable functions f on E.
We 
Under (11) and (12), we have g(X t ); t 0, has the SDI property if X 0 = a.
We return again to the M=M=k queue. For g(x) = x, one may indeed produce a coupling satisfying (11) and (12). Hence (13) holds if X 0 = 0, and we have explained the background of (3). For our analysis of the M=G=k queue, with G of DFR type, the choice of E and becomes crucial. 
and B jt = f(x; y) 2 B j ; x tg; t > 0; for 1 j n, we may use the method above to produce independent variables Z 1 ; : : : ; Z n by Z j = infft > 0; (B jt ) tg; due to (14) (ii). This will be crucial to us. Notice that once min(Z 1 ; : : : ; Z n ) has been observed, we may delete the strip ( 
The DFR case
Let the service time distribution on (0; 1) for this and the following chapter be denoted by G, and its failure rate function by r. To avoid some trite technicalities, we shall restrict our attention to service time distributions with unbounded support; that is automatic in the DFR case. Suppose a service has gone on for a time units. The term \attained service time" for a is accepted, but we shall use \age" for convenience, and say that a customer \is of age a"; this makes it possible to use, e.g., the quick term \age con guration". Notice that for a customer of age a, the failure rate of her remaining service time is r(a + x); x > 0;
which we denote by r a (x). A state space for an M=G=k system has to grasp two things: the number of customers, and the age con guration of those at service. We will denote a conguration of ages by a = a 1 ; a 2 ; : : : ; a n ] when there are n customers, n k, at service. For this section, we make the convention that the enumeration a 1 ; a 2 ; : : : ; a n of the con guration a of ages in the rst system is always done such that a 1 a 2 < : : : a n .
That is, we put label 1 on the youngest customer, ..., label n on the oldest of the n customers at service in the rst system.
We avoid the set notation f g for these con gurations in order to allow multiple entries of equal ages, but we shall not hesitate to use standard operations for sets: e.g., a 1 ; : : : ; a n ] n a 1 ] = a 2 ; : : : ; a n ] and a 1 ; : : : a n ] b] = a 1 ; : : : ; a n ; b]:
Let A be the class of possible age con gurations; we denote that of an idle system by . As state space for each of the two systems to be compared, we choose E = f(i; a); i 2 Z + ; a 2 A; #a = i^kg:
The partial ordering on E is de ned as follows: for (i; a) and (i 0 ; a 0 ), where a; a 0 2 A and a = (a 1 ; : : : ; a n ), let 
Throughout this section, we shall only encounter pairs of states satisfying (i; a) (i 0 ; a 0 ). We assume that the ages in a 0 are enumerated according to the matching requirement of (18); of course, if n < n 0 then there are (n 0 ? n) customers in the second system whose labels n + 1; : : : ; n 0 are irrelevant. We let the number of customers at time t 0 be denoted by Y t and Y 0 t for the two systems, while X t = (Y t ; A t ) and X 0 t = (Y 0 t ; A 0 t ), where A t and A 0 t are the respective age con gurations at t 0. We assume, to begin with, that the customer arrival process is deterministic, with arrivals at time points s j ; j 1, such that 0 < s 1 < s 2 < : : : and s j ! 1 as j ! 1:
For the crucial de nitions (20) and (21) below, we have in mind that the stations in the two systems are numbered, from 1 to k, and that a customer with label j is served at station j. Since a customer may get a new label at an s j time point or when a service is completed, she may also change station during her service. But that is of no signi cance. Now take (i 0 ; a 0 ) and (i 0 0 ; a 0 0 ) such that (i 0 ; a 0 ) (i 0 0 ; a 0 0 ); they will be the initial states of (X t ) 1 0 and (X 0 t ) 1 0 . We shall prove that X t X 0 t for all t 0: (22) To that end, we observe rstly that we need to pay attention only to the jump points (arrivals and times for completed services) since obviously the inequality is retained between such time points.
Notice that if a = a 1 ; : : : ; a n ] and a 0 = a 0 1 ; : : : ; a 0 n 0 ] are such that n n 0 and a m a 0 m for m n, then the sets B j and B j are equal for j n since r(x); x > 0, is decreasing. Repeated use of (26) yields (X t ) 1 0 ; (X 0 t ) 1 0 satisfying (22). A standard construction of a probability space is now made in order to allow random initial values and arrival process; that is carried out in such a way that the arrival process satis es (19) a.s. and is independent of the service times. We omit the details of that construction. Notice that if the rst system is idle at time 0, then its initial state (0; ) is trivially dominated by any initial state (i 0 ; a 0 ) of the second system. It is due time to sum up our ndings so far.
Theorem 1. Suppose the arrival process satis es (19) a.s. and is independent of
the initial values X 0 ; X 0 0 as well as the service times of the two systems. Further, suppose that X 0 X 0 0 which holds if the rst system is idle at time 0. Then, in the DFR case, there exists a coupling ((X t ) 1 0 ; (X 0 t ) 1 0 ) such that X t X 0 t for all t 0: Proof. Indeed, the proof is complete already, but in order to point out exactly where the DFR condition comes in: recall the comment between (22) Proof. Use the fact that (i; a) (i 0 ; a 0 ) implies i i 0 .
Corollary 2 should be seen as a natural example of what could be read o directly from the theorem. But this result holds for any service distribution, as long as the services are independent of the initial values and the arrival process. To prove that, we use a coupling as follows: let the arrivals be the same for the two systems, as above. For each arrival, let the service times be identical for the two customers (one in the rst, one in the second system) that turn up at that time point. Then it is a matter of a straightforward but careful study of the paths to prove that Y t Y 0 t for all t 0 if Y 0 = 0. For that, one splits the time range into the intervals 0; s 1 ); s 1 ; s 2 ); : : : , where s i ; i = 1; 2; : : : are the arrival time points, and considers the number of customers and the residual service times (more convenient than the ages) of the customers at service, in those time intervals, successively. Remarks.
1. We made the assumption (19) for convenience; also, it su ces for the M=G=k results to follow. But our methods work for any sequence (s j ) 1 0 such that s j ! 1 as j ! 1; hence we may allow batch arrivals.
We could do without our special de nition of age con gurations if we restricted us to arrival processes satisfying (19), but such a restriction would be unfortunate.
2. The condition X 0 X 0 0 may be weakened to X 0 D X 0 0 , due to Strassen's theorem on stochastic domination; cf. Lindvall 2, Section IV.1].
Svensson 5] has demonstrated that Poisson imbedding works well for sim-
ulations of processes at least as complicated as the one we study. Notice that our proof of Theorem 1 is carried out in terms of an algorithm which could be used as a base for a simulation programme.
4. The word \failure" is of course peculiar in a number of contexts where the term \failure rate" is used, but it and the abbreviations DFR and IFR are so well established that we employ them here too.
For the rest of this section, assume that the customers arrive according to a
Poisson process on 0; 1). We have then an M=G=k system, and the purpose is to reveal its monotonicity properties. We observe that X t ; t 0, is a Markov process, hence the theory of Section 2 is at our disposal. Since Theorem 1 tells us that (8) is satis ed, we obtain the following result from (9).
Theorem 2. In the DFR case, we have that X t is stochastically increasing in t if the system is idle at time 0. In particular, Y t is stochastically increasing in t under that condition.
Proof. The latter result follows from the fact that g : E ! Z + de ned by g(i; a) = i is increasing.
Remarks.
1. The reader is referred to Lindvall 2, IV, Theorem 9.3], which supports a generalisation of Theorem 2. Indeed, if D E is the state space for (X t ) 1 0 and
: D E ! R is increasing in the obvious sense, then ( t X) is stochastically increasing in t, (27) where ( t x)( ) = x(t + ) de nes the shift t of x = (x(s)) 1 s=0 2 D E . Of course, (27) is under the condition that the system is idle at time 0. 2. Recall (12) -(13). The concavity in (3) follows easily if we can prove that (Y t ) 1 0 has the SDI property. And it has; indeed, the birth and death intensities of an M=M=k system are such that we can produce a coupling satisfying Y 0 t ? Y t is decreasing in t (28) if Y 0 Y 0 0 . However, that does not hold in the DFR case, at least with the coupling we have produced, which seems to be a natural one. The explanation is obvious: if a j and a 0 j are the ages of two matched customers, which means that a j a 0 j , then the customer in the rst system may complete service at some instant, but that does not occur for the matched customer in the second system. Hence, the topic of \stochastic concavity" for an M=G=k system, idle at time 0 and with G of DFR type, is left open.
The IFR case
Now let r be increasing. Recall the assumption that the service time distribution G has unbounded support; in the IFR case, that holds if and only if r is bounded on nite intervals. It is suitable to change the principle of labelling of customers; now that is done in decreasing order of age. Except for this modi cation, the machinery of Section 4 is left intact. If the key word for the DFR case were \monotonicity", it is now \alternation". A reader familiar with recent renewal theory is not surprised by this; cf. Lindvall X, Section V.5]. Indeed, if N t and N 0 t ; t 0, are the number of renewals in 0; t] for a zero-delayed and, e.g., a stationary renewal process respectively, then if the life-length distribution F is of DFR type we may produce a coupling such that N t ? N 0 t is increasing in t:
That is not at all possible in the IFR case. But there we may achieve (1), (2) or (3). We nd that at a time point where a service is completed, the transitions are: from to (1) (4), (5), (6), or (8) (2) (4), (5), (9), or (10) (3) (7)
But all of states of type (4) Proof. The result is immediate, from the preceding arguments and a randomisation of i 0 0 ; a 0 0 , and (s j ) 1 1 .
Remarks. 
which speaks in favour of the rst system. Recall that an M=G= system is stable (= has a stationary distribution) if and only if the tra c intensity < 1 (cf. Asmussen 1, Section XI.2]). This means that for certain values of , the rst system is stable while the second one is not. In the IFR case, the inequality in (34) is reversed, and so is the one in (35); this speaks in favour of the second system. We are now interested in whether the methods of Sections 4-5 yield any domination results that support these observations. But we should not be optimistic, since the tra c intensities concern expectations whose comparisons seem hard to read o from the paths. We omit the details concerning the necessary modi cation of the setup in Section 4. But notice that the matching idea underlying (21) is not relevant now. We rede ne the sets B j ; 1 j k and B 0 j ; 1 j k 0 , as follows: Then we use (24) -(26) in an obvious way; notice that services may be completed at the same time at stations with di erent numbers in the two systems. Now consider the DFR case, with k = 1; k 0 = 2. We assume that r(x) = C; 0 < x 1 c; x > 1
where C is very large and c is very small. Let i 0 = i 0 0 = 1 and a 01 = a 0 01 = 1:1. It is quite clear how the two systems react to an intense stream of customers; in the rst one, they queue for a long time, while in the second one they are rapidly served by station 2. This means that Y t ?Y 0 t grows large to begin with; we realize that it is impossible to support, by a simple path-wise inequality, that the rst system is more e cient than the second one. Our coupling reveals nothing of interest in the IFR case. However, we remind about the possibility to use Poisson imbedding for simulations; a programme based on (35) -(37) would be rather simple to write, and well suited for comparisons of systems with di erent number of stations.
