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ABSTRACT
Virtual Compton Scattering at High Energy
ZHANG CHEN
In this dissertation we develop a theoretical framework in the context of per-
turbative QuantumChromoDynamics (pQCD) for studying non-forward scattering
processes. In particular, we investigate a non-forward unequal mass virtual Compton
scattering amplitude by performing the general operator product expansion (OPE)
and the formal renormalization group (RG) analysis.
We discuss the general tensorial decomposition of the amplitude to obtain the
invariant amplitudes in the non-forward kinematic region. We study the OPE to
identify the relevant operators and their reduced matrix elements, as well as the cor-
responding Wilson coefficients. We find that the OPE now should be done in double
moments with new moment variables. There are in the expansion new sets of leading
twist operators which have overall derivatives. They mix under renormalization in
a well-defined way. We compute the evolution kernels from which the anomalous
dimensions for these operators can be extracted. We also obtain explicitly the lowest
order Wilson coefficients.
In the high energy limit we find the explicit form of the dominantly contributing
anomalous dimensions. We are then able to solve the resulting renormalization group
equations (RGE) and give a prediction of the high energy behavior of the invariant
amplitudes. We find that it is the same as is indicated by the conventional double
leading logarithmic analysis.
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1Introduction
It is generally believed that Quantum Chromodynamics (QCD) is the fundamental
theory for the strong interaction and it describes the properties of nuclear and subnu-
clear, or hadronic, matter from first principles. QCD is a quantum field theory that
is invariant under a local non-Abelian gauge symmetry–the SU(3) color symmetry.
The basic matter particles of QCD, the quarks (and antiquarks), interact with eight
massless gluons, non-Abelian gauge bosons that also couple to themselves, to form
confined bound states of hadrons. The SU(3) gauge symmetry uniquely determines
the forms of interactions between quarks and gluons, and dictates that the theory is
both color confined and asymptotically free. This results in the bifurcation of QCD
into Lattice QCD at low energy and Perturbative QCD (pQCD) at high energy. For
more detailed discussion on various aspects of Quantum Field Theory and QCD, see,
for example, References [1, 2, 3, 4, 5, 6, 7, 8, 9].
At low energies, because the coupling of QCD is strong, the usual analytic method
of perturbative expansion in quantum field theory breaks down. As a result many
fundamental properties of QCD at low energies, such as quark confinement, the dy-
namical chiral symmetry breaking and ultimately the low energy hadron mass spec-
trum, remain unresolved, at least analytically. The lattice formulation of QCD [10]
2provides us with a new way of studying the theory non-perturbatively. By defining
the quark and the gluon fields on a 4 dimensional Euclidean space-time lattice, the
theory is regulated by an ultra-violet cut-off, the inverse lattice spacing. Physical
quantities of interest defined through the path integral of the quantum fields can now
be studied numerically, using Monte Carlo methods.
At high energies, on the other hand, perturbation theory is valid due to the
smallness of the QCD coupling. Perturbative QCD has had great success in explaining
and predicting results of high energy experiments, for example, from the ratio of cross
sections of e+e− → µ+µ− to e+e− → hadrons, to structure functions of the nucleon
in deeply inelastic scattering (DIS) (e.g., see [11] and the references therein). In
particular, pQCD has been successfully applied to the study of the structure of the
nucleon, one of the most important frontiers in strong interaction physics. Here
by structure we mean not only the traditional nuclear structure like spin structure
and form factors but also, more relevant to the work in this thesis, the distribution
functions of quarks and gluons, which we collectively call partons, inside the nucleon.
Physics processes usually involve both hard (high energy) and soft (low energy)
physics. The key to a pQCD analysis is the proper separation (“factorization”) be-
tween the hard part, where analytic calculation using perturbation theory is possible,
and the soft part, where we have to rely on non-perturbative methods like numerical
study and phenomenological modeling. By application of factorization theorems and
resummation methods, and/or more formal methods like the operator product ex-
pansion (OPE) and renormalization group equation (RGE) [4, 5, 12, 13, 14], pQCD
has been very successful in extracting the parton distribution functions of the nucleon
and predicting their behaviors in a wide range of kinematic regions of high energy
particle-particle scattering. However, there is still much work to be done, especially in
3extreme kinematic regions like very small and/or very large Bjorken-x (see equation
1.7), where we have to not only look for new physics but also take greater care in
separating the hard scattering process where pQCD is applicable and the soft physics
parts where perturbation theory breaks down.
Recently there is much interest in the analysis of non-forward scattering processes,
for example, deeply virtual Compton scattering (DVCS) [15, 16] and hard diffractive
electroproduction of vector mesons [17, 18, 19, 20] in DIS. This creates a new terri-
tory to explore the quark and gluon structure of the nucleon besides the traditional
inclusive (forward parton distributions) and exclusive (form factors) processes. A
new collection of parton distribution functions called the skewed parton distributions
(SPDs) 1 appear in these exclusive, hard diffractive processes which contain new in-
formation on long distance physics due to the non-forwardness (see, for example, Ref.
[21, 22, 23, 24]). At the same time, diffractive vector meson production also provides
a new way of directly measuring the (forward) gluon density in the proton [17]. The
work of this thesis is aimed at developing a theoretical frame work to properly study
non-forward processes in the context of operator production expansion and renormal-
ization group analysis [25]. The thrust of our research is obtaining the high energy
behavior of these non-forward processes in general.
DVCS and Skewed Parton Distributions
The Compton process, referring to the elastic scattering of a photon off a charged
object, historically provided one of the early evidences of the quantization and particle
nature of the electromagnetic wave [26]. Its role in studying the structure of hadrons
1SPD is the unified terminology used to replace the many terms like non-diagonal, non-forward,
off-diagonal and off-forward from different parameterizations.
4has been explored since the 50s with the derivation of Low’s low-energy theorems
[27] which assert, for instance, that at sufficiently low energy the spin-dependent
part of the Compton amplitude is determined by the anomalous magnetic moment
of a composite system. Going to higher-order terms in the low-energy expansion,
one finds the electric and magnetic polarizabilities. In recent years experimental and
theoretical works in measuring and understanding the polarizabilities of the nucleon
and pion have flourished [28].
The virtual Compton amplitude for scattering a virtual photon off a hadron has
become one of the basic tools in QCD to understand the short-distance behavior of
the theory. The process of deeply virtual Compton scattering (DVCS) is, assuming
the virtual photon is generated by inelastic lepton scattering, the Bjorken limit, i.e.,
the energy and momentum of the virtual photon going to infinity at the same rate,
of virtual Compton scattering. The basic mechanism for DVCS is a quark absorb-
ing the virtual photon, immediately radiating a real photon and falling back to the
nucleon ground state. Ji [15, 22] was the first to introduce and study DVCS. He pro-
posed that we can obtain from DVCS information on the so-called off-forward parton
distributions (OFPD) which in this case contain new information on long distance
physics.
The OFPDs have come up in different theoretical studies prior to Ji’s work. In the
late 1980s, Geyer and collaborators [29, 30] studied the relation between the Altarelli-
Parisi evolution for parton distributions [13] and the Brodsky-Lepage evolution [31]
for leading-twist meson wave functions. The “interpolating functions” introduced in
Ref. [29] are essentially Ji’s OFPDs. In the early 1990s, Jain and Ralston [32] studied
hard processes involving hadron helicity flip in terms of an “off-diagonal transition
amplitude” that involves off-forward matrix elements of bi-quark fields in the nucleon.
5It was shown that the integral of this amplitude over the quark four-momentum
yielded elastic form factors.
Ji [15, 21] introduced OFPDs in the study of the spin structure of the nucleon.
His main observations were that the fractions of the spin carried by quarks and gluons
can be determined from form factors of the QCD energy-momentum tensor, and that
the latter can be extracted from the OFPDs. Furthermore, the DVCS process was
proposed [15] as a practical way to measure the new distributions. Because the spin-2
twist-two quark and gluon operators are part of the QCD energy-momentum tensor
and because the form factors of the energy-momentum tensor contain information
about the quark and gluon contributions to the nucleon spin, DVCS provides a novel
way to measure the fraction of the nucleon spin carried by the quark orbital angular
momentum, a subject of great current interest [33]. The more relevant part of his
work to ours is his study on the evolution and sum rules (in terms of form factors)
of OFPDs. He also obtained certain estimates at low energy of the OFPDs and form
factors [22] using the MIT bag model [34].
Radyushkin also studied the scaling limit of DVCS [16], and generalized the dis-
cussion to hard exclusive electroproduction processes [18, 23]. The non-perturbative
information is incorporated in his double distributions F (x, y; t) and non-forward dis-
tribution functions Fζ(X ; t). He discussed their spectral properties, the evolution
equations they satisfy, their basic uses and some general aspects of factorization for
hard exclusive processes.
A third parametrization for the non-perturbative information was proposed by
Collins et al [19, 20]. In addition to the discussion of factorization theorem and evo-
lution, they performed a numerical study of their non-diagonal parton distributions
6in leading logarithmic approximation. They found that the non-diagonal gluon dis-
tribution x2G(x1, x2, Q
2) can be well approximated at small x by the conventional
(forward) gluon density xG(x,Q2).
It is clearly both interesting and important for us to study in depth these SPDs,
because they will give us information on novel long distance physics due to the non-
forwardness.
Diffractive Vector Meson Production
Conventionally, for example, in DIS, the gluon density xG(x,Q2) is measured indi-
rectly. The structure function F2 (the same as νW2 of, eg, equation 1.91) that comes
out directly from the experimental data is (essentially) the sum of quark (and anti-
quark) distribution functions while the gluonic content can only be obtained from a
DGLAP type evolution analysis (see Chap. 1 and Ref. [11]). This is because gluons
only have color charge and all probes in nature are color neutral due to color confine-
ment. As a result any interaction with the gluonic content inside the nucleon has to
have at least a quark loop involved and thus has to be of higher order.
On the other hand, at very small Bjorken-x, the gluonic sector dominates the
high energy behavior of scattering cross sections (see Chap.1 for explanation). It is
well-known that there is a sharp rise in the parton densities inside a nucleon at small
x, which is driven by the gluons. While this might be an indication of the emergence
of the so-called BFKL pomeron [35], higher order DGLAP evolution is able to account
for most of the increase (see, for example, Ref. [11]). It is obvious that new ways of
measuring the gluonic content in the nucleon, especially direct measurements, will be
extremely useful.
7It has been shown that the cross section for diffractive electroproduction of vector
mesons can be predicted in pQCD [17, 36, 37] (see Figure 1). This process provides
a novel probe of the dynamics of diffractive scattering in QCD. The prediction that
the cross section is proportional to the square of the gluon density xG(x,Q2) in the
hadron [17] means that we do have a process through which direct measurement of
the gluon density is possible. Experimental data [38] appears to be in accord with
the predictions, including an enhancement due to the rapid rise of the gluon density
at small x.
The pQCD calculation leading to the above prediction in Ref. [17] was done under
a double leading logarithmic approximation (DLLA)–resumming leading logarithms
in both the longitudinal momentum (leading ln 1/x) and the transverse momentum
(leading lnQ2/Λ2, where Λ is the QCD scale). For further studies we need to relax (at
least one of) these two approximations and also incorporate consistently the BFKL
contribution. One such possibility can be found in applying the high energy factor-
ization developed by Catani et al [39], relaxing the leading logarithmic approximation
(LLA) on the transverse momentum k and discussing the cross section in terms of
the so-called un-integrated gluon distribution (see, for example, [40]). However, up
to the time of the work in this thesis [25], there had not been a completely consistent
treatment.
One of the basic problems lies in the fact that conventional forward factorization
has been used on a non-forward process–because of the time-like four-momentum
of the final state vector meson, diffractive vector meson production is necessarily
a non-forward scattering process. It is therefore not obvious without theoretical
investigation of non-forward factorization and/or OPE that it should be the forward
gluon density that comes into the expression of the cross section.
8The research of this thesis was indeed originally motivated by the diffractive
vector meson production. The ultimate goal is a better understanding of the gluon
distribution inside the nucleon, especially at small x. However, we realised that
some formal theoretical development on OPE and renormalization group analysis in
the non-forward cases has to be made before we can consistently attempt to relax
the LLAs. In other words, we have to justify (or prove wrong) the use of forward
factorization under DLLA before we can go further.
Unequal Mass Virtual Compton Scattering
This dissertation aims exactly at tackling the above problem. In this research, we
formulate a general operator product expansion (OPE) description for a generic non-
forward unequal mass virtual Compton scattering amplitude(see Figure 12). In order
to avoid complications from dealing with meson light-cone wave functions (these have
been shown by Collins et al [19] to be factorizable), we have replaced the vector meson
vertex with another virtual photon coupling. At this point, the main goal is to study
the influence of the non-forwardness on OPE, rather than the phenomenology of the
vector meson production itself. DVCS and DIS are extreme kinematic cases of this
generic unequal mass double virtual Compton scattering (see section 2.1).
General proofs of the DVCS factorization have been given by Radyushkin in his
approach based on α-representation [16, 18, 23] and by Ji in an alternative method
[41]. It has been established that factorization for DVCS is on the same footing as
other well-known examples like DIS. Collins et al [19] have also proved the factoriza-
tion theorem for general diffractive vector meson production.
Some early studies of unequal mass Compton processes can be found in Refs.
9[30, 42]. The factorization property of the general two virtual photon process can
be summarized beautifully in terms of Wilson’s OPE. This expansion now requires
operators with total derivatives [25, 30, 42] to describe the non-forward nature of
the process. While it is well-known that these derivative operators contribute to the
wave functions of mesons [31, 43], and that the scale evolution of total derivative
operators can best be studied using conformally-symmetric operators [44], our work
will concentrate on the renormalization group evolutions of these operators (and their
corresponding Wilson coefficients) in the high energy (and small x) limit (see later
chapters of this thesis).
Because of the non zero momentum transfer r = p − p′ from the initial state
proton to the final state proton (Fig. 12), the scaling behavior must be different
from that in a forward case because of the new kinematic degree of freedom (the non-
forwardness). Indeed we will show that compared with forward scattering one has two
scaling variables, or equivalently, two moment variables ω and ν (see equation 3.13).
The amplitude should now be expanded in terms of double moments with respect to
these two moment variables. There are associated with these double moments new
sets of operators that have overall derivatives in front (see equation 3.11), which mix
among themselves under renormalization via an anomalous dimension matrix. The
reduced non-forward matrix elements of these operators are thus double distribution
functions. However, they do not seem to have a simple probability interpretation.
While formally we can go from DVCS to DIS using the same formalism and in principle
we can proceed beyond DLL to next to leading order, we will focus our attention on the
high energy behavior of these distribution functions. We solve their renormalization
group equations at high energy, and show that in the high energy limit the gluonic
double distribution function actually reduces to the conventional (forward) gluon
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density and the high energy behavior is the same as obtained by a conventional
double leading logarithmic (DLL) analysis. This also means that we have justified
the DLLA calculations [17].
The outline of the thesis is as follows. In Chapter 1 we review the standard
operator product expansion and renormalization group equation analysis of forward
scattering amplitudes, using DIS as an example. In Chapter 2 we define the process
and the kinematics of the non-forward scattering amplitude Tµν . A general tensorial
decomposition of Tµν into invariant amplitudes is given. In Chapter 3 we perform
a general operator product expansion of Tµν , define new moment variables and give
their relationship to the more conventional Bjorken type scaling variables. In Chap-
ter 4 we write down the renormalization group equations, present the equivalence of
evolution kernels for the double moments, and calculate explicitly the lowest order
Wilson Coefficients. In Chapter 5 we go to the high energy limit to solve the renor-
malization group equations and make connection with the double leading logarithmic
analysis. Chapter 6 gives conclusions and outlook for future work.
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Chapter 1
Forward Scattering
In this chapter, we give a review of the traditional operator product expansion (OPE)
and renormalization group (RG) analysis for a deeply inelastic scattering (DIS) of
lepton and proton (e-p), which serves to lay out the framework and conventions that
will be used in later discussions of non-forward scatterings. This will be the forward
case that we refer and compare to in those chapters.
We start with the parton model description of DIS to present the problem and
establish the kinematics. We proceed to decompose the amplitude into invariant
amplitudes and define the structure functions. We then perform an OPE of the
invariant amplitude and discuss the RG equation and its solution of the operators
and Wilson coefficients involved. To set the conventions, we also include a review
of the Light Cone(LC) gauge convention and explicitly calculate the quark-quark
splitting function in the LC gauge.
Most results in this chapter concerning quantum field theory are more or less standard
material and can be found in, for example, [2], [4] or [5], while more specific details of
12
DIS process can be found in for example, [11]. However, we will be presenting them
in a different way [45]. We will generally not make explicit references to the standard
literature on well-known results.
1.1 Amplitude and Kinematics
The process we consider here is an electron-proton scattering at very high energy,
such as those that occur at DESY. Figure 2 depicts one such process, where the
initial proton has four momentum p and spin σ while that of the initial electron is
k and λ, respectively. After the scattering, the electron has four momentum k′ and
spin λ′ while the final state of the proton is collectively labeled n.
The exchanged virtual particle, with momentum q = k − k′, can be either a photon,
a Z or a W boson (in figure 2 it is a photon). For the purpose of our discussion, we
will consider only one photon exchange, which is a good approximation at the leading
level. In the kinematic region we will be working, that is, with Q2 = −q2 ≥ 1 GeV 2
and energy of the electron at tens of GeV (for example, DESY has a electron beam
energy of about 30 GeV ), we can neglect the mass of the electron in the following
discussion, which means k2 = k′2 = 0.
1.1.1 Invariants of DIS
We first work in the rest frame of the proton to define the kinematic variables used
to describe such a process. We have

p = (M, 0, 0, 0)
k = ( ǫ, 0, 0, ǫ)
. (1.1)
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If the scattering angle of the electron is θ, then
k = ( ǫ′, ǫ′ sin θ, 0, ǫ′ cos θ) , (1.2)
thus the exchanged four momentum square is
Q2 = −q2 = −(k − k′)2 = 2k · k′ − k2 − k′2 = 2ǫǫ′(1− cos θ) . (1.3)
The first invariant of a DIS process, Q2, is then given by
Q2 = 4ǫǫ′ sin2
θ
2
, (1.4)
which indicates the hardness of the scattering. We can see that large Q2 needs large
ǫ, ǫ′, and θ not approaching zero.
A second invariant ν is defined by
Mν ≡ p · q = p · (k − k′) = M(ǫ− ǫ′) , (1.5)
which gives
ν = ǫ− ǫ′ . (1.6)
We can see that ν is the energy loss of the electron in the proton rest frame.
A third invariant, the Bjorken-x variable, is more commonly used instead of ν
and is defined as
xBj ≡ 1
ω
≡ Q
2
2Mν
≡ Q
2
2p · q . (1.7)
We note 0 ≤ xBj ≤ 1.
Q2 and xBj are the usual variables used to describe DIS, and sometimes we use
equivalently Q2 and ν. Although they are defined above in the photon rest frame,
they are by definition invariant when we go to any other frame.
14
1.1.2 Scattering Amplitude and Differential Cross-section
The scattering amplitude of the DIS process in figure 2 can be written as
T
(n)
σλ′λ = −ieU˜ (k′)γµU(k)
−igµν
q2
〈n(−)|jν(0)|pσ〉ie , (1.8)
with the minus sign on the n state meaning outgoing states and jν the electromagnetic
current given by
jν =
∑
f
ef q˜fγνqf . (1.9)
The differential cross-section is then given by
dσ =
1
4
∑
λ′λ
∑
σn
|T (n)σλ′λ|2(2π)4δ4(p+ q − pn)
d3k′
2ǫ2ǫ′
, (1.10)
where the factor 1
4
comes from averaging over initial proton and electron spin and the
phase space and kinematic factor are obtained from a plane wave normalization.
To simplify the expression of dσ we define the electron factor lµν and the proton
factor Lµν such that
d3σ
dk′3
=
1
2ǫ2ǫ′
e4
q4
Lµν lµν . (1.11)
We have, for the electron part,
lµν ≡ 1
2
∑
λ′λ
[U˜λ′(k
′)γµUλ(k)]
∗[U˜λ′(k
′)γνUλ(k)]
=
1
2
∑
λ′λ
U˜λ(k)γµUλ′(k
′)U˜λ′(k
′)γνUλ(k) . (1.12)
Because we know that
∑
λ
Uλ,α(k)U˜λ,β(k) = ( 6k +me)αβ , (1.13)
15
we arrive at
lµν =
1
2
Tr[γµ( 6k′ +me)γν( 6k +me)]
=
1
2
Tr[γµ 6k′γν 6k] , (1.14)
where we have taken the limit me = 0. Thus we obtain
lµν = 2(k
′
µkν + kµk
′
ν − gµνk · k′) +O(m2e) , (1.15)
which is determined completely from the kinematics of the process.
On the other hand, for the proton part, we have
Lµν =
1
2
∑
σ
∑
n
{〈n(−)|jµ(0)|pσ〉∗〈n(−)|jν(0)|pσ〉(2π)4δ4(p+ q − pn)}
=
1
2
∑
σ,n
〈pσ|jµ(0)|n(−)〉〈n(−)|jν(0)|pσ〉(2π)4δ4(p+ q − pn) , (1.16)
where we have used the fact that jµ is Hermitian.
Because the presence of the δ-function, the sum of n state is not a complete set
summation, but rather an on-shell summation. We rewrite the δ-function and obtain
Lµν =
1
2
∑
σ,n
∫
d4xei(p+q−pn)·x〈pσ|jµ(0)|n(−)〉〈n(−)|jν(0)|pσ〉
=
1
2
∑
σ,n
∫
d4xeiq·x〈pσ|jµ(x)|n(−)〉〈n(−)|jν(0)|pσ〉 , (1.17)
where we have used the translation relationship
jµ(x) = e
ipˆ·xjµ(0)e
−ipˆ·x . (1.18)
This translation operation is exactly analogous to the spacial translation by the three
momentum operator ~ˆp or the time translation by the Hamiltonian Hˆ in quantum
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mechanics (see, for example, [46]). In the above, pˆ is the 4-momentum operator
where 

pˆ · x = Hˆt− ~ˆp · ~x
pˆ| V acuum 〉 = 0
pˆµ|n〉 = pnµ|n〉 .
(1.19)
The n state summation is now of a complete set, thus by the completeness relationship
we arrive at the expression of the proton factor as
Lµν =
1
2
∑
σ
∫
d4xeiq·x〈pσ|jµ(x)jν(0)|pσ〉 . (1.20)
1.2 Structure Function
The structure functions of the proton are defined from the invariant amplitudes of
the proton factor, which in turn are obtained by a general tensorial decomposition.
1.2.1 Tensorial Decomposition
Lµν as a rank-2 tensor depends on the kinematic variables p and q only. Thus the
general tensorial decomposition of Lµν can be written as
Lµν(p, q) = Agµν +Bpµpν +C(pµqν + pνqµ) +Dqµqν +E(pµqν − pνqµ) + Fεµνρσqρpσ ,
(1.21)
where A,B, ... are invariant amplitudes depending only on the invariants of the pro-
cess, that is, A = A(p · q, q2) and so on. We have deliberately grouped the terms into
symmetric and anti-symmetric parts to make the symmetry properties of Lµν more
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manifest. The last term does not occur for an electron scattering, however, we do
have to consider it if it is a neutrino scattering.
The conservation of the electromagnetic current gives (cf equation 2.26)
qµLµν = q
νLµν = 0 . (1.22)
Thus we have
qµLµν = Aqν +Bp · qpν + C(p · qqν + q2pν) +Dq2qν + E(p · qqν − q2pν) = 0 , (1.23)
being true for any p and q. We can vary p and q while keeping p · q and q2 constant
and this means that the coefficients of the individual pν and qν have to vanish. We
have 

A+ Cp · q + Ep · q +Dq2 = 0
Bp · q + Cq2 − Eq2 = 0
. (1.24)
Similarly, from
qνLµν = Aqµ +Bp · qpµ + C(p · qqµ + q2pµ) +Dq2qµ + E(q2pµ − p · qqµ) = 0 (1.25)
we have 

A + Cp · q − Ep · q +Dq2 = 0
Bp · q + Cq2 + Eq2 = 0
. (1.26)
Combine equations 1.24 and 1.26 we arrive at


E = 0
A+ Cp · q +Dq2 = 0
Bp · q + Cq2 = 0
, (1.27)
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which eventually leads to


C = −p·q
q2
B
D = − 1
q2
(A− (p·q)2
q2
B)
E = 0
. (1.28)
Therefore, only two of the invariant amplitudes survive after considering current
conservation and we have
Lµν = Agµν +Bpµpν −Bp · q
q2
(pµqν + pνqµ)− 1
q2
(A− (p · q)
2
q2
B)qµqν , (1.29)
or eventually, after collecting terms,
Lµν = A(gµν − qµqν
q2
) +B
(
pµpν − p · q
q2
(pµqν + pνqµ) +
(p · q)2
(q2)2
qµqν
)
. (1.30)
1.2.2 The Structure Functions
The traditional structure structure function Wµν of the proton is indeed just Lµν with
kinematic factors. Explicitly (see 1.20),
1
4π2
M
Ep
Wµν(p, q) ≡ Lµν = 1
2
∑
σ
∫
d4xeiq·x〈pσ|jµ(x)jν(0)|pσ〉 . (1.31)
And after the tensorial decomposition, the two proton structure functions W1 and
W2, which are only functions of the kinematic invariants of the problem, are defined
by
Wµν(p, q) = W1(Q
2, x)
(
−gµν + qµqν
q2
)
+
W2(Q
2, x)
M2
(
pµpν − p · q
q2
(pµqν + pνqµ) +
(p · q)2
(q2)2
qµqν
)
. (1.32)
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Now in terms of the structure functions, the differential cross-section 1.11 becomes
d3σ
dk′3
=
1
4π2
M
Ep
1
2ǫ2ǫ′
e4
Q4
Wµν lµν . (1.33)
In calculating Wµν lµν we note that qµl
µν = 0 +O(m2e), so we can drop all terms
having explicit factor of qµ or qν in Wµν . We get
lµνW
µν = 2(k′µkν + kµk
′
ν − gµνk · k′) (−W1gµν +
W2
M2
pµpν)
= 4W1k · k′ + 2W2
M2
(2p · kp · k′ −M2k · k′)
= 4ǫǫ′(2W1 sin
2 θ
2
+W2 cos
2 θ
2
) . (1.34)
Thus the differential cross-section is given by
d3σ
dk′3
= 4
α2em
Q4
M
Ep
(2W1 sin
2 θ
2
+W2 cos
2 θ
2
) , (1.35)
where αem ≡ e24π is the fine structure constant.
It is conventional to give dσ/dQ2dν rather than dσ/d3k′, so we need the Jacobian
of the variable transformation. We have
d3k′ = 2πd cos θ(ǫ′)2dǫ′
= 2π(ǫ′)2
∣∣∣∣∣∣∣
∂ cos θ
∂Q2
∂ cos θ
∂ν
∂ǫ′
∂Q2
∂ǫ′
∂ν
∣∣∣∣∣∣∣ dνdQ
2 = π(ǫ′)2dνdQ2
∣∣∣∣∣∣∣
∂Q2
∂ cos θ
∂Q2
∂ǫ′
∂ν
∂ cos θ
∂ν
∂ǫ′
∣∣∣∣∣∣∣
−1
= π
ǫ′
ǫ
dνdQ2 . (1.36)
Therefore, the expression of the differential cross-section eventually becomes
dσ
dνdQ2
= 4π
α2em
Q4
ǫ′
ǫ
M
Ep
(2W1 sin
2 θ
2
+W2 cos
2 θ
2
) . (1.37)
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In the laboratory frame where θ is the scattering angle, it is possible to fix x and
Q2 (or equivalently Q2 and ν) and vary θ, thus experimentally W1 and W2 can be
determined separately. Since there are more small angle experimental data, W2 is
better measured.
Theoretically, what we usually do is to relate the cross-section, in terms of the
structure functions, to the imaginary part of a forward scattering amplitude [12] via
an optical theorem.
To be more specific, define the forward scattering amplitude Tµν as
Tµν = i4π
2Ep
M
1
2
∑
σ
∫
d4xeiq·x〈pσ|Tjµ(x)jν(0)|pσ〉 , (1.38)
we have (see 1.31)
Wµν = 2Im Tµν . (1.39)
The forward amplitude is shown in figure 3(a) while the structure function is shown in
figure 3(b), both up to kinematic factors. The only difference in the graphs is the cut
in the middle in figure 3(b), which means that all the intermediate lines the cut goes
through are put on the mass shell. Mathematically this is equivalent to replacing the
Feynman propagators of all the intermediate particles with its corresponding on-shell
δ-function and the proper factors (see section 1.4.3).
1.3 Operator Product Expansion Analysis
We will use a straight forward operator product expansion (OPE) analysis to discuss
the deeply inelastic scattering (DIS) of previous sections. While similar and more
complete discussions can be found in [5], we will present ours in a slightly different
notation, adopted from [45].
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1.3.1 General Statement
Let Oˆ1(x) and Oˆ2(x) be local operators built out of fundamental fields like q, q˜ (quark
and anti-quark fields) or Aµ (gauge fields) and finite number of (covariant) derivatives
at one space-time point, for example,
jfµ(x) = q˜
f (x)γµq(x) ; Oˆµ(x) = q˜Dµ(x)q(x) ; ... . (1.40)
We have, in the short distance limit,
Oˆ1(x)Oˆ2(0)
x→0−→
N∑
r=1
Oˆ(r)µ1µ2...µnr (0) E
(r)
µ1µ2...µnr
(x) +Remainder . (1.41)
Oˆ(r)s are local operators which can include the identity operator Iˆ and E(r)(x) are
the so-called Wilson coefficients, c-number functions that are usually singular in the
limit of x→ 0.
By a dimensional analysis we can obtain the asymptotic behavior of the Wilson
coefficients E(r)(x) at short distance. The convention we use is such that mass and
energy has dimension +1, i.e., [E] = dim(E) = [M ] = dim(M) = +1, while co-
ordinate has dimension of −1, ie, [x] = −1. Thus, we have under our convention,
[q] = −3
2
, [Aµ] = −1, and so on.
Now let dr be the naive dimension of Oˆ
(r), d1 and d2 be those of Oˆ1 and Oˆ2, respec-
tively, E(r)(x) has an x behavior/dependence, for small x, given by (
√
x2)−λ, where
λ = dr − d1 − d2 since we must have d1 + d2 = dr − λ. That is, we have
E(r)µ1µ2...µnr (x)
x→0∼ (
√
x2)d1+d2−dr . (1.42)
When we increase N , we can only generate new operators by adding new fields or
more derivatives into the operators, these new operators must have more negative
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dimensions, that is, dr decreases with increasing N , therefore, we may choose N large
enough such that the remainder becomes as small as desired, namely, remainder ∼
(x2)R for any desired positive value R in the small x limit.
1.3.2 Renormalization Group Equations
We work in the zero quark mass limit. The operators under renormalization behaves
like
Oˆi(x, µ
2, αµ) = Z
−1
i (
µ2
µ20
, αµ0) Oˆi(x, µ
2
0, αµ0) , (1.43)
where we have explicitly shown the dependence of the operators on the renormaliza-
tion scale. This is the so-called multiplicative renormalization and Zi more generally
can be a matrix when there is mixing among the operators.
Taking the logarithmic derivative of the scale µ2 on both sides of 1.43 we have
µ2
d
dµ2
Oˆi(x, µ
2, αµ) = [µ
2 d
dµ2
Z−1i (
µ2
µ20
, αµ0)] Oˆi(x, µ
2
0, αµ0)
= − 1
Zi
µ2
dZi
dµ2
Z−1i Oˆi(x, µ
2
0, αµ0)
≡ γi(αµ) Oˆi(x, µ2, αµ) , (1.44)
where in the last step we have defined the so-called anomalous dimension γi of the
operator Oˆi as
γi(αµ) = − 1
Zi
µ2
dZi
dµ2
. (1.45)
Note that γi is a function of αµ only. This is because from 1.45 γi can only be a
function of µ2 and αµ and is dimensionless. Because we have taken all the quark
masses to be zero, there is no scale to set µ, thus γi is a function of the coupling only.
On the other hand, if mq 6= 0, then γi → γi(αµ, µ2m2q ), complications will arise.
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The operators, at the same time, obey a renormalization group equation of the
form
µ2
d
dµ2
Oˆi(x, µ
2, αµ) = γi(αµ) Oˆi(x, µ
2, αµ) , (1.46)
or more generally, when there is operator mixing,
µ2
d
dµ2
Oˆi(x, µ
2, αµ) =
∑
j
γij(αµ) Oˆj(x, µ
2, αµ) . (1.47)
To establish the renormalization group equations of the Wilson coefficients, let us
look at a simple case where only one term is kept in the operator product expansion,
that is,
Oˆ1(x, µ
2, αµ)Oˆ2(0, µ
2, αµ)
x→0−→ Oˆ(3)(0, µ2, αµ) E(3)(x, µ2, αµ) +Remainder . (1.48)
Taking the logarithmic derivative of µ2 on both sides and omitting the contribution
from the remainder, we have, suppressing the µ2 and αµ dependence,
(γ1 + γ2)Oˆ1(x)Oˆ2(0)
x→0−→ γ3Oˆ(3)(0)E(3) + Oˆ(3)(0)µ2 d
dµ2
E(3) . (1.49)
Combined with the operator product expansion itself, we have
µ2
d
dµ2
E(3)(x) ≡ (µ2 ∂
∂µ2
+ β
∂
∂αµ
)E(3)(x) = (γ1 + γ2 − γ3)E(3)(x) , (1.50)
where β = β(αµ) = µ
2 dαµ
dµ2
is the QCD beta-function.
Therefore, the renormalization group equation for the Wilson coefficient functions is
(
µ2
∂
∂µ2
+ β
∂
∂αµ
+ γ3(αµ)− γ1(αµ)− γ2(αµ)
)
E(3)(x, µ2, αµ) = 0 . (1.51)
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1.3.3 OPE Description of DIS
We now put the operator product expansion formalism to use on the deeply inelastic
scattering process in 1.1. We work on the forward amplitude Tµν defined in 1.38 and
the structure functions (and thus the cross-sections) can be obtained through 1.39.
As usual we work in the so-called Bjorken limit where we have


−q2 = Q2 large
mν = p · q large
xBj =
1
ω
= Q
2
2p·q fixed .
(1.52)
Forward Operator Product Expansion
We expand Tjµ(x)jν(0) as xµ → 0. The tensor structure of Tµν can be proven as [45]
Tjµ(x)jν(0) = AˆµνE
(0)(x2)Iˆ + Aˆµν
∑
i,n
F (i)n (x
2)Oˆ(i,n)µ1...µn(0)x
µ1xµ2 ...xµn
+ Bˆµναβ
∑
i,n
E(i)n (x
2)Oˆ
(i,n)
αβ;µ1...µn
(0)xµ1xµ2 ...xµn +Rem. , (1.53)
where Aˆµν and Bˆµναβ are conserved tensor structure operators and (see also section
3.1)
Aˆµν = gµν✷− ∂µ∂ν
Bˆµναβ = gµαgνβ✷+ gµν∂α∂β − gµα∂ν∂β − gνβ∂µ∂α . (1.54)
We suppose symmetric combinations in µ, ν (since from section 1.2.1, Tµν , after all,
is symmetric) and also we suppose that all indices in Oˆs are symmetrized (even α,
β with µis). We note that the Oˆs are the same operator sets for both terms and
that the label n is actually the angular momentum quantum number, or spin, of the
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corresponding operator. The term twist is defined as the difference between the naive
dimension of Oˆ and its spin, ie, twist of Oˆn = [Oˆn]− n.
We need to evaluate the above OPE between two symmetric external proton
states (see 1.38), however, in practice in the kinematic region where high energy
particle experiments are conducted, especially in the small xBj region where most
of our interest lies, we can put in some transverse momentum to make the external
states asymmetric and physics will not see the difference at this level (note it is the
main goal of this thesis to discuss what will happen with asymmetric external states
when we go to higher level of accuracy). That is,
〈p|Tjµ(x)jν(0)|p〉 = lim
r→0
〈p− r|Tjµ(x)jν(0)|p〉 . (1.55)
Therefore the identity operator Iˆ does not contribute to Tµν in the OPE. We need to
work to the next terms in 1.53 and we have
〈p|Tjµ(x)jν(0)|p〉 x→0−→ (gµν✷− ∂µ∂ν)
∑
i,n
F (i)n (x
2)xµ1xµ2 ...xµn〈p|Oˆ(i,n)µ1...µn(0)|p〉
+ (gµαgνβ✷+ gµν∂α∂β − gµα∂ν∂β − gνβ∂µ∂α)∑
i,n
E(i)n (x
2)xµ1xµ2 ...xµn〈p|Oˆ(i,n)αβ;µ1...µn(0)|p〉 . (1.56)
For the matrix elements 〈p|Oˆ(i,n)µ1...µn(0)|p〉, the indices can be made only from either
gµν or pµ because xµ is gone, however, the contribution of the two types of indices are
different. After the Fourier transformation, we know from dimensional analysis that
xµi ⇒
qµi
q2
. (1.57)
Thus we have, for the gµν terms,
gµiµj
qµi
q2
qµj
q2
∼ 1
q2
, (1.58)
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while at the same time,
pµipµj
qµi
q2
qµj
q2
= (
p · q
q2
)2 ∼ O(1) . (1.59)
Therefore the gµν contributions are small compared with those of pµpν . So the
only term we keep is the contribution from a totally symmetric (in µi) combina-
tion pµ1pµ2 ...pµn . It is clear that this approximation is good to O(
1
q2
). That is, we
write
〈p|Oˆ(i,n)µ1...µn(0)|p〉 = pµ1pµ2 ...pµn 〈p||Oˆ(i)n ||p〉+O(
1
q2
) , (1.60)
where 〈p||Oˆ(i)n ||p〉 is the so-called reduced matrix element of the operator Oˆ(i,n)µ1...µn.
Because the external states are on-shell protons, 〈p||Oˆ(i)n ||p〉 does not depend on kine-
matic variables and thus is a number depending only on i and n, the flavor and spin
indices, respectively.
Note indeed this approximation is the so-called leading twist approximation be-
cause non-leading twist operators will have in their contributions extra factors of 1
q2
following similar discussion as the above.
We therefore obtain, after taking leading twist approximation,
〈p|Tjµ(x)jν(0)|p〉 x→0−→
∑
i,n
{
(gµν✷− ∂µ∂ν)(p·x)nF (i)n (x2)
+ [gµν(p·∂)2 + pµνpν✷− (pµ∂ν + pν∂µ)p·∂](p·x)n−2E(i)n−2(x2)
}
. (1.61)
The forward amplitude Tµν is essentially the Fourier transform with momentum
q of the matrix elements (1.38). And under the Fourier transform, it is clear that
xµ ⇒ −i ∂∂qµ . Thus we can rewrite the part concerning the Fourier transform of the
Wilson coefficients E(i)n (x
2) in terms of logarithmic derivatives of q2 as
∫
d4x eiq·x(p · x)nE(i)n (x2) = (−ipµ
∂
∂qµ
)n
∫
d4x eiq·xE(i)n (x
2)
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= ((−i2p · q) ∂
∂q2
)n e˜(i)n (q
2)
=
(−i2p · q
q2
)n (
q2
∂
∂q2
)n
e˜(i)n (q
2) , (1.62)
where e˜(i)n is the Fourier transform of E
(i)
n ; and we have a similar set of equations for
F (i)n . (Note in our notation,
(
q2 ∂
∂q2
)n
e˜(i)n (q
2) is exactly the coefficient C˜Ja(Q) in [5]
with the replacement of n→ J (spin index) and i→ a(flavor index). )
We then define the Wilson coefficients in the momentum space E˜(i)n and F˜
(i)
n as∫
d4x eiq·x(p·x)nE(i)n (x2) =
−2i
(Q2)2
(
2p·q
Q2
)n
E˜(i)n (Q
2) ≡−2i
Q4
ωnE˜(i)n (Q
2)
∫
d4x eiq·x(p·x)nF (i)n (x2) =
i
Q2
(
2p · q
Q2
)n
F˜ (i)n (Q
2) ≡ i
Q2
ωnF˜ (i)n (Q
2) , (1.63)
where we have used equation 1.7. Substitute these definitions into the Fourier trans-
form of the matrix elements and note that using integration by parts we can show that
the derivatives in the conserved tensor operators (1.54) become factors of momentum
q in the fashion ∂µ → iqµ, we arrive at∫
d4x eiq·x〈p|Tjµ(x)jν(0)|p〉 = −
∑
i,n
i〈p||Oˆ(i)n ||p〉
{
−
(
gµν − qµqν
q2
)
ωnF˜ (i)n (Q
2)
+
2
Q2
(
pµpν − pµqν + pνqµ
q2
p · q + gµν (p·q)
2
q2
)
ωn−2E˜(i)n−2(Q
2)
}
. (1.64)
Rewriting the last term in the parenthesis in front of E˜
(i)
n−2 as
gµν
(p·q)2
q2
= (gµν − qµqν
q2
+
qµqν
q2
)
(p·q)2
q2
, (1.65)
we obtain∫
d4x eiq·x〈p|Tjµ(x)jν(0)|p〉
= −∑
i,n
i〈p||Oˆ(i)n ||p〉
{
−
(
gµν − qµqν
q2
)
ωn
(
F˜ (i)n (Q
2)− 2
Q2ω2
(p·q)2
q2
E˜
(i)
n−2(Q
2)
)
+
(
pµpν − pµqν + pνqµ
q2
p · q + qµqν
q2
(p·q)2
q2
)
2
Q2
ωn−2E˜(i)n−2(Q
2)
}
. (1.66)
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From equation 1.7 we have
− 2
Q2ω2
(p·q)2
q2
=
1
2
, (1.67)
thus
∫
d4x eiq·x〈p|Tjµ(x)jν(0)|p〉
= −∑
i,n
i〈p||Oˆ(i)n ||p〉
{
−
(
gµν − qµqν
q2
)
ωn(F˜ (i)n (Q
2) +
1
2
E˜
(i)
n−2(Q
2))
+
1
Mν
(
pµpν − p · q
q2
(pµqν + pνqµ) +
(p·q)2
(q2)2
qµqν
)
ωn−1E˜(i)n−2(Q
2)
}
.(1.68)
Recall the definition of Tµν , equation 1.38, and the tensorial decomposition of
the structure function, equation 1.32, we obtain the tensorial decomposition of the
forward amplitude as
Tµν = i4π
2Ep
M
∫
d4xeiq·x〈p|Tjµ(x)jν(0)|p〉
=
(
−gµν + qµqν
q2
)
T1 +
1
M2
(
pµpν − p · q
q2
(pµqν + pνqµ) +
(p · q)2
(q2)2
qµqν
)
T2 ,
(1.69)
where the forward invariant amplitude T1,2 are related to the structure functions W1,2
by
W1 = 2ImT1 ; W2 = 2ImT2 . (1.70)
Comparing with the expression of the operator product expansion of Tµν , equation
1.68, we obtain the formula for the invariant amplitudes as
T1 =
4π2Ep
M
∑
n
ωn
∑
i
〈p||Oˆ(i)n ||p〉(F˜ (i)n (Q2) +
1
2
E˜
(i)
n−2(Q
2))
νT2 = 4π
2Ep
∑
n
ωn−1
∑
i
〈p||Oˆ(i)n ||p〉 E˜(i)n−2(Q2) . (1.71)
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Dispersion Relation and Optical Theorem
Equation 1.71 is essentially a power series expansion of the invariant amplitudes. To
further the computation we need the analyticity properties of T1 and T2
Explicitly write out the time ordered product in Tµν (suppressing the spin aver-
age) by inserting a summation over arbitrary intermediate states |r〉 we get
Tµν = i4π
2Ep
M
∫
d4xeiq·x〈p|Tjµ(x)jν(0)|p〉
= 4π2
Ep
M
i
∑
r
∫
d4x eiq·x{ θ(x0)〈p|jµ(x)|r〉〈r|jν(0)|p〉
+ θ(−x0)〈p|jν(0)|r〉〈r|jµ(x)|p〉 } . (1.72)
By applying the translation operators (see equation 1.18) we have
Tµν = i4π
2Ep
M
i
∑
r
∫
d4x eiq·x{ θ(x0)ei(p−pr)·x〈p|jµ(0)|r〉〈r|jν(0)|p〉
+ θ(−x0)e−i(p−pr)·x〈p|jν(0)|r〉〈r|jµ(0)|p〉 }
= i4π2
Ep
M
(2π)3
∑
r
∫
dx0{δ3(~q+~p−~pr)ei(q0+p0−pr,0)·x0θ(x0)〈p|jµ(0)|r〉〈r|jν(0)|p〉
+ δ3(~q − ~p+ ~pr)ei(q0−p0+pr,0)·x0θ(−x0)〈p|jν(0)|r〉〈r|jµ(0)|p〉 }
= − 4π2Ep
M
(2π)3
∑
r
(
δ3(~q + ~p− ~pr)〈p|jµ(0)|r〉〈r|jν(0)|p〉
q0 + p0 − pr,0 + iǫ
− δ
3(~q − ~p+ ~pr)〈p|jν(0)|r〉〈r|jµ(0)|p〉
q0 − p0 + pr,0 − iǫ
)
, (1.73)
where in the second step we have performed the spacial integration that yields the
3-d momentum δ-function. In the last step when we perform the time integration we
have put in the proper damping factors ±ǫ in the exponent to assure the convergence
at the boundaries in an adiabatic approximation.
To visualize the analytic properties of Tµν , again we go to the rest frame of the
proton where p · q = Mq0 = Mν. The independent variables Tµν depends on are p
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and q while for the invariant amplitudes the independent variables are actually Q2
and ω, with now (see equation 1.7)
ω =
2p · q
Q2
=
2M
Q2
q0 . (1.74)
Thus, for fixed Q2, singularities in ω are the same as singularities in q0. Note this
result is covariant–it is just for the purpose of visualization that we need to choose a
frame.
From equation 1.73 we have singularities in q0 at (i) q0 + p0 = pr,0 ≡ Er and
(ii) q0 − p0 = −Er. We shall discuss them one by one.
(i) The first set of poles in q0 occur when
(q0 + p0)
2 = E2r = M
2
r + ~p
2
r = M
2
r + (~q + ~p)
2 , (1.75)
where in the last step we have used the spacial δ-function. Mr is the invariant
mass of the intermediate state |r〉. We therefore have
M2r = (q + p)
2 = −Q2 + 2p · q +M2 , (1.76)
and the corresponding poles in ω are
ωr = 1 +
M2r −M2
Q2
. (1.77)
(ii) The second set of poles in q0 occur when, after similar discussion as above,
M2r = (q − p)2 = q2 − 2p · q +M2 , (1.78)
and the ω poles are at
ωr = −1− M
2
r −M2
Q2
. (1.79)
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The intermediate states |r〉 can be |p〉, |p, π〉, |p, π, π〉, etc. Electro-magnetic current
and Baryon number conservation require that M , mass of the proton (|p〉 state), be
the smallest invariant mass of all possible states involving any baryon. This means
we always have Mr ≥M . Therefore we can clearly visualize the analytic property of
Tµν on the complex ω-plane as shown in figure 4:
• Tµν has a pole at ω = 1 and another one at ω = −1. They correspond to an
elastic scattering where |r〉 = |p〉 and thus Mr = M .
• Tµν also has two branch cuts. One on the positive real ω-axis and starts from
the point ω = 1 + (M+mpi)
2−M2
Q2
, which corresponds to the lowest excited state
|p, π〉 with a pion generated almost at rest and as such Mr = M + mπ. It
extends out to infinity, or rather, as long as the collision center of mass energy
is big enough to generate the states. The other one is simply a mirror reflection
of this cut about the imaginary ω-axis.
It is therefore obvious that Tµν has an analytic circle of unit radius on the ω-plane
and thus its Taylor expansion in ω exists as long as we are inside the unit circle.
However, the region of 0 ≤ ω ≤ 1 is not physical. The physics, namely, deeply
inelastic scattering in the Bjorken limit, is happening in the kinematic region where
0 ≤ xBj ≤ 1 (see section 1.1) and corresponds to ω ≥ 1. Thus the operator product
expansion of equation 1.71, although called the OPE of the forward amplitude, can
not be applied directly as it is to the physical scattering, nor the computation of
structure functions and cross sections.
It turns out [12] that by deriving a dispersion relation for νT2, we can indeed
correctly apply the operator product expansion to the physical situation and relate
directly to the structure function νW2.
32
We start by writing a dispersion integral of νT2,
νT2(ω,Q
2) =
1
2πi
∫
c
dω′
ω′ − ωνT2(ω
′, Q2) (1.80)
where c is any coutour enclosing the origin on ω-plane and lying complete inside the
unit circle (see figure 4). The analyticity of Tµν within the unit circle will guarantee
its convergence.
We can continuously and analytically distort the contour c to c′ as shown in figure
5, where c′ crosses no cut, encloses no pole and has its boundary segments pushed
to infinity. At infinity although actually νT2 approaches a constant [45], there are
cancellations between ±∞ resulting in extra convergent factors and as such we can
drop the integral region of the two semi-circles at infinity and obtain
νT2(ω,Q
2) =
1
2πi
∫
c→c′
dω′
ω′ − ωνT2(ω
′, Q2)
=
1
2πi
∫ ∞
1−
dω′
ω′ − ω (νT2(ω
′ + iǫ, Q2)− νT2(ω′ − iǫ, Q2))
+
1
2πi
∫ −∞
−1+
dω′
ω′ − ω (νT2(ω
′ − iǫ, Q2)− νT2(ω′ + iǫ, Q2)) ,(1.81)
where ǫ is a infinitesimal positive number.
To simplify the above expression, we need the symmetry property of Tµν in ω, or
equivalently, in q0. Tµν as a time-ordered product can be represented systematically
by a set of Feynman diagrams. Equation 1.73 is for real q0 values. If we take q0 to
be complex and forget iǫ, we have an extended Tcµν(q
c
0) on a complex plane. The
usual time-ordered product is obviously obtained when we take q0 → |q0| + iǫ or
q0 → −|q0| − iǫ. This extended Tcµν(qc0) clearly obeys
Tµν(q0) = Tµν(−q0) , (1.82)
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which can be obtained directly from equation 1.73. When we go to real values, we
actually have
T2(ω + iǫ, Q
2) = T2(−ω − iǫ, Q2) , (1.83)
which means that for νT2 we have
νT2(ω ± iǫ, Q2) = −νT2(−ω ∓ iǫ, Q2) . (1.84)
Therefore, by setting ω′ → −ω′ in the second integral of equation 1.81 and use the
above we obtain
νT2(ω,Q
2) =
1
2πi
∫ ∞
1−
dω′
ω′ − ω (νT2(ω
′ + iǫ, Q2)− νT2(ω′ − iǫ, Q2))
+
1
2πi
∫ ∞
1−
dω′
ω′ + ω
(νT2(−ω′ − iǫ, Q2)− νT2(−ω′ + iǫ, Q2))
=
1
2πi
∫ ∞
1−
dω′
ω′ − ω (νT2(ω
′ + iǫ, Q2)− νT2(ω′ − iǫ, Q2))
+
1
2πi
∫ ∞
1−
dω′
ω′ + ω
(−νT2(ω′ + iǫ, Q2) + νT2(ω′ − iǫ, Q2))
=
1
2πi
∫ ∞
1−
dω′
(
1
ω′−ω−
1
ω′+ω
)
[νT2(ω
′+iǫ, Q2)− νT2(ω′−iǫ, Q2)] .
=
1
2πi
∫ ∞
1−
dω′
2ω
ω′2 − ω2 [νT2(ω
′+iǫ, Q2)− νT∗2(ω′+iǫ, Q2)]
=
ω
πi
∫ ∞
1−
dω′
ω′2 − ω22i Im νT2(ω
′ + i eps, Q2) , (1.85)
where in the last step we have used the Hermiticity of the electro-magnetic current.
Recalling equation 1.39, the optical theorem, we obtain the dispersion relation of νT2
as
νT2(ω,Q
2) =
ω
π
∫ ∞
1−
dω′
ω′2 − ω2νW2(ω
′, Q2) . (1.86)
Note that in the above, ω should still be seen as inside the convergence circle (the
unit circle) of νT2 while only ω
′ has the physical meaning of the inverse of Bjorken-x.
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Therefore we can expand the denominator of the dispersion integrand and get
νT2(ω,Q
2) =
ω
π
∫ ∞
1−
dω′
ω′2
νW2(ω
′, Q2)
1
1− ω2
ω′2
=
ω
π
∫ ∞
1−
dω′
ω′2
νW2(ω
′, Q2)
∞∑
n=0
(
ω2
ω′2
)n
=
∞∑
n=0
ω2n+1
π
∫ ∞
1−
dω′
(ω′)2n+2
νW2(ω
′, Q2) . (1.87)
Change the integration variable from ω′ to xBj = ω′−1 ≡ x we have
dx = −dω
′
ω′2
⇒ dω
′
(ω′)2n+2
= −x2ndx , (1.88)
and thus
νT2(ω,Q
2)
ωǫO(0)
=
∞∑
n=0
ω2n+1
1
π
∫ 1
0
dx x2nνW2(x,Q
2)
=
∞∑
neven
ωn+1
1
π
∫ 1
0
dx xnνW2(x,Q
2) . (1.89)
Again we would like to stress that ω and x are completely different quantities. ω
is essentially a mathematical qunatity introduced to Taylor expand the (invariant)
amplitude(s) around the origin in an operator product expansion. It is the so-called
moment variable and has its value limited between 0 and 1. On the other hand, x
is the Bjorken-x, xBj , a kinematic variable of the actual physical scattering (see 1.7)
with its value also limited between 0 and 1. The convolution of the structure function
νW2 with the n+1-th power of x is called taking the n-th moment of the structure
function. We can see that because of the symmetry properties of νT2, only odd
moments of the structure function enters the expansion of the invariant amplitude.
Comparing equations 1.89 and 1.71 we can relate the operator product expansion
of the forward amplitude with the moments of the (physical) structure function and
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we get
4π2Ep
∑
i
〈p||Oˆ(i)n ||p〉 E˜(i)n (Q2) =
1
π
∫ 1
0
dx xnνW2(x,Q
2) , n even . (1.90)
That is, although the structure function νW2 itself can not be related directly to an
expansion of local operators and their corresponding Wilson coefficients, its moments
in xBj can indeed be expressed as a product of local operators and Wilson coefficients
by application of operator product expansion and dispersion relations. The result,
after a trivial rewriting, is
∫ 1
0
dx xnνW2(x,Q
2) =
(2π)3Ep
2
∑
i
〈p||Oˆ(i)n ||p〉 E˜(i)n (Q2) , n even . (1.91)
The Operators
Before we discuss the momentum evolution and renormalization group properties of
the operators and their corresponding Wilson coefficients in equation 1.91, let us
identify the operators themselves.
By recalling equation 1.60 we know that the dominant operators should have the
smallest negative dimension since those with larger negative ones will be accompanied
by extra suppressing factors of 1
Q2
at high energy. In QCD, the leading twist operators
are the quark operators Oˆfµ1...µn and the gluon operators Oˆ
G
µ1...µn
as the following


Oˆfµ1...µn = 2 q˜fγµ1Dµ2 ...Dµnqf
OˆGµ1...µn = −2F αµ1Dµ2 ...Dµn−1Fαµn .
(1.92)
In the quark operator, Dµ is the covariant derivative and Dµ = ∂µ − igAµ with g
the QCD coupling Aµ =
∑
iA
i
µλ
i/2 where λi is the fundamental representation of
the SU(3) color group and Aiµ the gauge field. f is the flavor label and we can form
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singlets and octets out of the flavor indices. The Dirac indices are all symmetrized.
The dimension of the quark operator is [Ofn] = −n− 2.
The dimension of the gluon operator is also [OGn ] = −n − 2. The Dirac indices are
also symmetrized. In detail, OGn is
OˆGµ1...µn = −2
∑
i1,...,in−1
F i1,αµ1 (Dµ2)i1i2(Dµ3)i2i3 ...(Dµn−1)in−2in−1F in−1αµn , (1.93)
where the i’s are color indices and Dijµ = ∂µ +
∑
l gfiljA
l
µ with filj the adjoint repre-
sentation of the SU(3) color group.
We will not give an explicit proof of equation 1.92, but rather present some
motivations and explanations.
Oˆfµ1...µn Because the Dirac indices are symmetrized, only one gamma matrix can
be used since two of them will give gµν terms. The other indices have to be
covariant derivatives not only to preserve gauge symmetry but also to have the
most efficient way to get indices except for gamma matrices. For example, in
the case of n = 2, we can have q˜fγµ1qf q˜fγµ2qf , which has dimension of −6, or
q˜fγµ1Dµ2qf , which has a dimension of −4. The Wilson coefficient (E function)
of the former will have an extra power of 1
Q2
and thus the latter dominates.
OˆGµ1...µn The gluon field Fµν has two indices and dimension of [F ] = −2, however,
they are anti-symmetric. To symmetrize the µi indices we have to contract one
of the two indices in each Fµν . Thus they are not as efficient as the (gluonic)
covariant derivative Dµ’s.
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1.4 Renormalization Group Analysis
Recall that the operators need renormalization and they obey renormalization group
equations 1.46 and 1.47. Their corresponding Wilson coefficients obey a related equa-
tion 1.51 so that their products, which are the n moments of the physical structure
function, do not depend on the renormalization scale.
1.4.1 Equations and Solutions
We define the Parton distribution functions xP f(x,Q2)s by
∑
f
e2f
∫ 1
0
dx xnxP f(x,Q2) ≡
∫ 1
0
dx xnνW2(x,Q
2) =
(2π)3Ep
2
∑
i
〈p||Oˆ(i)n ||p〉 E˜(i)n (Q2) .
(1.94)
At this point xP fs seem more like mathematical objects rather than physical ones.
However, in the Parton Model of DIS, xP f are indeed the (momentum fraction)
distribution functions of quarks of flavor f inside the proton [11].
In leading order of the QCD coupling α(Q2) (when Q2 is large), only quark oper-
ators come in because photons only couple to quarks directly. Thus in equation 1.94
the Oˆ’s are quark operators Oˆf from equation 1.92. We have chosen the normalization
of Oˆf such that
(2π)3Ep〈p|Oˆfµ1...µn|p〉 = 2pµ1...µn (1.95)
for quarks of flavor f in free field theory. On the other hand, in QCD Oˆf requires
renormalization and so a scale µ has to be introduced. There will in general be compli-
cated Q2 and µ2 dependence in the reduced matrix elements and Wilson coefficients.
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To be more specific, if µ2/Q2 << 1 then E˜fn would have terms involving µ
2 as
E˜fn(Q
2, µ2) = E˜((α(µ2) logQ2/µ2)n) = Cf +O((α(µ2) logQ2/µ2)n) . (1.96)
If we simply choose µ2 = Q2, then all the Q2 dependence is in the reduced matrix
elements obtained by equation 1.60 and we have
E˜fn(Q
2) = e2f +O(α(Q
2)) (1.97)
under the normalization convention we use. Therefore we have, in leading order, at
the renormalization scale µ2 = Q2,
∑
f
e2f
∫ 1
0
dx xnxP f(x,Q2) =
(2π)3Ep
2
∑
f
〈p||Oˆfn||p〉e2f , (1.98)
which means that up to kinematic factors the moments of the parton distribution
functions are the reduced matrix elements in operator product expansion, or explicitly,
∫ 1
0
dx xnxP f(x,Q2) =
(2π)3Ep
2
〈p||Oˆfn||p〉Q2 . (1.99)
The subscript Q2 means that the reduced matrix elements are renormalized at the
scale µ2 = Q2.
Recall that the operators obey the renormalization group equation (see equations
1.46 and 1.47), at an arbitrary scale µ,
(µ2
∂
∂µ2
+ β
∂
∂αµ
) Oˆfn(µ
2, αµ) = γ
f
n(αµ) Oˆ
f
n(µ
2, αµ) , (1.100)
where γfn is the anomalous dimension of the operator.
The matrix elements of the operators will obey the same equation. Furthermore, be-
cause the differences between the matrix elements and the reduced matrix elements
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are only kinematic factors (see equation 1.60), the reduced matrix elements and thus
the n-moments of the parton distribution functions also obey the same renormaliza-
tion equation, namely, we have
(µ2
∂
∂µ2
+ β
∂
∂αµ
)
∫ 1
0
dx xnxP f(x,Q2) = γfn(αµ)
∫ 1
0
dx xnxP f(x,Q2) . (1.101)
The solution to the renormalization group equation 1.100 is (formally when we have
operator mixing and an anomalous dimension matrix)
Oˆfn(µ
2, αµ) = e
−
∫ αµ0
αµ
dα′
γ
f
n(α
′)
β(α′) Oˆfn(µ
2
0, αµ0) , (1.102)
and the moments of parton distribution functions will obey exactly the same evolution
in momentum scale.
The anomalous dimensions are calculable in perturbation theory. A lowest order
calculation gives the dominant large µ2 dependence.
1.4.2 Relationship to DGLAP Evolution
The DGLAP equations (Dokthitze, Gribov, Lipatov, Altarelli, Parisi) (for example,
see [13]) state that the momentum scale Q2 evolution of the parton distribution
functions P f(x,Q2) obeys
Q2
d
dQ2
xP f (x,Q2) =
α(Q2)
2π
∫ 1
x
dx′
x′
γf (
x
x′
) x′P f(x′, Q2) , (1.103)
where γf(x) is the so-called Altarelli-Parisi splitting function of the corresponding
parton distribution(s). γf (x) is defined to be zero outside the range (0, 1). Again in
general γf(x) can be a matrix due to mixing among the parton distribution functions.
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The DGLAP evolution equations and the renormalization group equations 1.101
are actually equivalent, with the proper identification of the splitting function with
the anomalous dimension. We will not explicitly prove this (for that see, for example,
[2, 4]), but rather show that given the DGLAP equation 1.103 we can obtain equation
1.101 and illustrate the explicit relationship between the splitting function and the
anomalous dimension (in the leading order).
Taking the n + 1th moment (here we adopt the convention that nth moment is
take by convoluting with xn−1) of both sides of equation 1.103 we obtain
Q2
d
dQ2
∫ 1
0
dx xnxP f(x,Q2) =
α(Q2)
2π
∫ 1
0
dx xn
∫ 1
x
dx′
x′
γf (
x
x′
)x′P f(x′, Q2) . (1.104)
Change the integration variables in the right-hand-side (rhs) from x and x′ to x′ and
x/x′ by dx = x′ d(x/x′) and dx dx′/x′ = d(x/x′) dx′, so that∫ 1
0
dx
∫ 1
x
dx′
x′
=
∫ 1
0
dx′
∫ 1
0
d
(
x
x′
)
, (1.105)
where we have also changed the integration limits appropriately (see figure 6 for
illustration). Rewrite xn as (x/x′)n(x′)n we have
rhs =
α(Q2)
2π
∫ 1
0
dx′
∫ 1
0
d(
x
x′
)x′P f(x′, Q2)(x′)n(
x
x′
)nγf(
x
x′
)
=
α(Q2)
2π
∫ 1
0
dx′x′nx′P f(x′, Q2)
∫ 1
0
d(
x
x′
)(
x
x′
)nγf(
x
x′
)
≡ α(Q
2)
2π
∫ 1
0
dx xn xP f(x,Q2)γfn , (1.106)
where we have defined the n-moment of the splitting function as
γfn ≡
∫ 1
0
dx xnγf(x) . (1.107)
By the proper identification between the n(+1)th moment of the splitting function
and the anomalous dimension in leading order as
γfn(α(Q
2)) =
α(Q2)
2π
γfn ,
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and noting that at the normalization scale µ2 = Q2 we have αµ = α(Q
2) and thus
Q2
d
dQ2
≡ Q2 ∂
∂Q2
+ β
∂
∂α
(1.109)
we have indeed recovered equation 1.101.
1.4.3 The Anomalous Dimensions and Splitting Functions
In terms of diagrams, the operator product expansion of the DIS forward amplitude
into the product of reduced matrix elements and Wilson coefficients is shown in
figure 7. If we put a cut through both sides, it becomes the OPE of the structure
function into Wilson coefficient and parton distribution function. Only the lowest
order contribution is shown where the connecting part on the right hand side is a
quark operator.
The parton distribution on the bottom evolves in the momentum scale via an anoma-
lous dimension until it reaches the scale of the hard scattering Q2. We will continue
the computation and discussion in the light cone (LC) gauge.
Review of the Light Cone Gauge
We take the convention that the 0 component is the time component of a four vector,
and the 1, 2, 3 components are the (spacial) x, y, z components, respectively.
For any four vector v, we define the light cone components
v± ≡ 1√
2
(v0 ± v3), v ≡

 v1
v2

 . (1.110)
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This means
v2 ≡ v · v = 2v+v− − v2, (1.111)
while for any two 4-vectors v1 and v2,
v1 · v2 = v1+v2− + v1−v2+ − v1 · v2. (1.112)
We can then define the LC metric gαβ by
g+− = g−+ = 1, g++ = g−− = 0, g⊥⊥ = −1,
g+⊥ = g⊥+ = g−⊥ = g⊥− = 0.
such that for α, β = +,−,⊥
v1 · v2 =
∑
α,β
gαβv1αv2β. (1.113)
The Dirac matrices γα with α = 0, 1, 2, 3 can be viewed as a four vector and we
can similarly define
γ± ≡ 1√
2
(γ0 ± γ3), γ ≡

 γ1
γ2

 . (1.114)
It can be easily verified that the light cone components obey the anti-commutation
relationship
{γα, γβ} = 2gαβ . (1.115)
In particular, we have
γ2+ = γ
2
− = 0
γ+γ− + γ−γ+ = 2 (1.116)
γ±γ1,2 + γ1,2γ± = 0
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and therefore,
γ+γ−γ+ = 2γ+
γ+ 6vγ+ = 2v+γ+ (1.117)
Introducing a vector nµ such that for any 4-vector v
n · v = v+ . (1.118)
This means
n− = 1 , n+ = n⊥ = 0 , & n
2 = nµn
µ = 0 . (1.119)
nµ is the so called LC null vector.
The light cone (LC) gauge is defined by requiring for the gauge field A,
n · A = A+ = 0 . (1.120)
The gluon propagator in the light cone gauge is
Dµν(k) = −i
k2 + iǫ
(
gµν − nµkν + kµnν
n · k
)
≡ −i
k2 + iǫ
Dµν(k) , (1.121)
where Dµν(k) is the so-called light cone gluon projector. We have
nµDµν = nνDµν = 0 . (1.122)
The light cone gauge is also a ghostless gauge.
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The Quark-Quark Anomalous Dimension
The diagram of the quark distribution function xP f(x) is shown in figure 8, where
we take the lowest order quark-quark vertex function to be ([45])
Γ
(0)
+ = γ+
(
k+
p+
)n−1
. (1.123)
Let us look at the first radiative corrections. The quark-quark diagram is shown
in figure 9, where we have an extra on-shell gluon line.
Using standard Feynman rules we can write the value of part of the diagram within
the dotted circle as
Γ
(1)
+ = C
∫ d4k
(2π)4
γα
i
6kγ+
(
k+
p+
)n−1
(−2π)δ+[(k1 − k)2] i6kγβD
αβ(k1 − k) . (1.124)
In the above, C is the color factor and
C = (ig)2
∑
i,b
(T iabT
i
ba′) , (1.125)
where T iab =
(
λi
2
)
ab
is the generator of the SU(3) color group. Since we have [6]
∑
i
(T i)2 = CF I , (1.126)
where CF is the Casmir operator of the fundamental representation of the gauge
group and for SU(N)
CF =
N2 − 1
2N
. (1.127)
Defining the strong coupling constant αs ≡ α by g2 = 4πα, we have
C = (ig)2CF δa′a = −4παCF , (1.128)
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where in the last step we have set a = a′.
In arriving at equation 1.124 we have also used the transition from the usual gluon
propagator 1.121 to the on-shell gluon by
−i
k2 + iǫ
→ (−2π)δ+[k2] , (1.129)
which is consistent with the optical theorem 1.39.
Therefore we obtain
Γ
(1)
+ =
αCF
2π2
∫
d4kδ+[(k1 − k)2]
(k2 + iǫ)2
(
k+
p+
)n−1
γα 6kγ+ 6kγβDαβ(k1 − k) . (1.130)
Note in the light cone gauge, there is only one solution to δ(k2) because of the
linearization of the light cone variable. We write the integral over d4k in light cone
variables
d4k = dk0dk1dk2dk3 ≡ dk+dk−d2k , (1.131)
and integrate over k− with the δ-function to get
dk−δ[(k1−k)2] = dk−δ[2(k1−k)+(k1−k)−−(k1−k)2] =
1
2(k1−k)+ . (1.132)
Define three momentum ratio variables
x =
k+
p+
, x1 =
k1+
p+
, ω =
k+
k1+
=
x
x1
, (1.133)
we evaluate k2 with (k1 − k)2 = 0 and get
k2 = 2k+k− − k2
= 2k+(k1− − (k1−k)
2
2(k1−k)+ )− k
2
=
k+
k1+
(k21 + k
2
1)− k2 −
k+
(k1−k)+ (k1−k)
2 , (1.134)
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where in the last step we have used
2k+k1− =
k+
k1+
2k1+k1− =
k+
k1+
(k21 + k
2
1) . (1.135)
Expressing things in terms of ω we have
k2 = ωk21 + ωk
2
1 − k2 −
ω
1−ω (k1−k)
2
= − 1
1−ω [−ω(1−ω)k
2
1 + ω(k1−k)2 − ω(1−ω)k21 + (1−ω)k2
= − 1
1−ω [(k − ωk1)
2 − ω(1−ω)k21] . (1.136)
Our goal is not to calculate Γ+ completely, but only to calculate the ultraviolet
divergent part of it. In evaluating the numerator of 1.130 we keep only the terms of
the highest k power, which turns out to be quadratic. Note because of the δ-function,
(k1 − k)− also has a k2 contribution. The denominator is simple after we take the
leading contribution, that is,
k2 = − k
2
1−ω . (1.137)
As for the numerator, we now need
γα 6kγ+ 6kγβDαβ = γα({6k, γ+} − γ+ 6k) 6kγβDαβ
= 2k+γ
α 6kγβDαβ − k2γαγ+γβDαβ . (1.138)
The second term of the above is
− k2γαγ+γβ
(
gαβ − nα(k1−k)β + (k1−k)αnβ
n · (k1 − k)
)
= −k2γαγ+γα + 0
= 2k2γ+ = −2γ+ k
2
1−ω , (1.139)
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where in the first step we used the facts that n · γ = γ+ and γ2+ = 0 while in the last
step we used the anti-commuting relation 1.115. The first term of the numerator, on
the other hand, can be expanded to be
2k+{γα 6kγα − 1
(k1−k)+ [γ+ 6k( 6k1−6k) + ( 6k1−6k) 6kγ+]} . (1.140)
We have from the δ-function
k− ∼ k
2
2(k1 − k)+ , (1.141)
and thus
γα 6kγα = −2 6k = −2γ+k− = γ+ k
2
(k1−k)+ . (1.142)
At the same time,
γ+ 6k( 6k1−6k) = −γ+ 6k 6k = −γ+k2
= γ+
k2
1−ω , (1.143)
while similarly
( 6k1−6k) 6kγ+ = γ+ k
2
1−ω . (1.144)
Therefore the first term of the numerator is actually equal to
2γk2
ω
1−ω{1−
2
1−ω} = −2γk
2 ω
1−ω
1+ω
1−ω . (1.145)
Combined with the second term, we find that the divergent contribution to the nu-
merator is
− 2γ+ k
2
(1−ω)2 [ω(1+ω) + (1−ω)] = −2γ+k
2 1+ω
2
(1−ω)2 . (1.146)
Rewrite the k integral as
∫
d2k = 2π
∫
kdk = π
∫
dk2 , (1.147)
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we arrive at the expression of the divergent part of Γ
(1)
+ as
Γ
(1)
+ =
αCF
2π
∫
dk+
2(k1 − k)+
(
k+
p+
)n−1 ∫
dk2
k2
γ+
(
k+
k1+
)n−1 (
k1+
p+
)n−1
2(1 + ω2)
= γ+
(
k1+
p+
)n−1
αCF
2π
∫
dk2
k2
∫
dω ωn−1
1+ω2
1−ω . (1.148)
Our original graph, one that is figure 3(b) plus an on-shell gluon running from
the incoming quark to the outgoing quark, is not divergent in k2. The divergence we
encountered arises because we let Q2 become very large for fixed k2. This means that
the cutoff for the logarithmic k2 integral is at Q2. That is, explicitly,
Γ
(1)
+ = γ+
(
k1+
p+
)n−1
αCF
2π
∫ Q2 dk2
k2
∫ 1
0
dω ωn−1
1+ω2
1−ω , (1.149)
where we have also explicitly written out the limit on the ω integration.
Taking the logarithmic derivative with respect to Q2, and recall equation 1.123,
we obviously have
Q2
d
dQ2
Γ
(1)
+ (x,Q
2) =
αCF
2π
∫ 1
0
dω ωn−1
1+ω2
1−ω Γ
(0)
+ (x,Q
2) . (1.150)
Remember the graphic definition of the parton distribution function and Γ
(0),(1)
+ as
the lowest and first order factors, we realize that we indeed have
Q2
d
dQ2
∫ 1
0
xn−1xP f(x,Q2) =
αCF
2π
∫ 1
0
xn−1xP f(x,Q2)
∫ 1
0
dω ωn−1
1+ω2
1−ω . (1.151)
By exactly reversing the argument in section 1.4.2 (with x′ now being x1), it is straight
forward to show that we indeed have the DGLAP evolution equation for the quark
distribution function
Q2
d
dQ2
xP f (x,Q2) =
αCF
2π
∫ 1
x
dx1
x1
γ(
x
x1
)xP f(x1, Q
2) , (1.152)
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where the Altarelli-Parisi splitting function is
γ(y) =
1 + y2
1− y . (1.153)
The integral in equation 1.152 is actually divergent at the end point when x1 → x.
This is an infrared divergence due to emission of soft gluons with (k1−k)+ → 0. This
divergence should not be present in physical processes and indeed it is removed once
we add the quark self-energy graphs shown in figure 10.
After virtual corrections are included, the full quark-quark splitting function that is
free of singularities is
γ(x) = CF [
1 + x2
(1− x)+ +
3
2
δ(1− x)] , (1.154)
where the special function (1− x)−1+ is defined by
∫ 1
0
f(x)dx
(1− x)+ =
∫ 1
0
dx
f(x)− f(1)
(1− x) (1.155)
for any function f(x) that has reasonable behavior.
The Mixing of Evolution
There are additional order α terms in the Q2-evolution equation due to operator
mixing, for example, see figure 11. We thus have the necessity of considering both
quark and gluon distributions.
To organize, define the flavor singlet quark distribution as
Σ(x,Q2) = x
∑
f
[P f(x,Q2) + P f¯ (x,Q2)] , (1.156)
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while the flavor octet distribution is
∆ff
′
(x,Q2) = x[P f (x,Q2)− P f ′(x,Q2)] , (1.157)
and a similarly defined function ∆
¯ff ′ for anti-quarks.
The octet distributions obey a generic DGLAP evolution equation
Q2
d
dQ2
∆ff
′
(x,Q2) =
α(Q2)
2π
∫ 1
x
dx1
x1
γqq′
(
x
x1
)
∆ff
′
(x1, Q
2) + O(α2) . (1.158)
However, the singlet distribution will mix under renormalization with the gluon dis-
tribution G(x,Q2). The DGLAP equation has a matrix form and explicitly
Q2
d
dQ2

 Σ(x,Q2)
G(x,Q2)

 = α(Q2)
2π
∫ 1
x
dx1
x1

 γqq′(x/x1) γqg(x/x1)
γgq(x/x1) γgg(x/x1)



 Σ(x1, Q2)
G(x1, Q
2)

 .
(1.159)
Let CF again be the Casmir operator in the fundamental representation with CF =
4/3 for SU(3) color group, and let CA be the Casmir operator in the adjoint repre-
sentation with CA = Nc = 3 for the color group, we have the explicit expression of
the four splitting functions as (eg, see [2])
γqq(x) = CF
[
1 + x2
(1− x)+ +
3
2
δ(1− x)
]
(1.160)
γgq(x) = CF
1 + (1− x)2
x
(1.161)
γqg(x) =
1
2
[
x2 + (1− x)2
]
(1.162)
γgg(x) = 2CA
[
x
(1−x)+ +
1−x
x
+ x(1−x)
]
+
11CA−2nf
6
δ(1−x) (1.163)
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1.5 High Energy Behavior
It is more convenient to discuss the high energy behavior of the parton distribution
functions when we go to the n-moment space by taking the n-th moment of the
DGLAP evolution equation, or equivalently directly using the renormalization group
equation from operator product expansion.
1.5.1 Anomalous Dimension Matrix
To the leading order in α we obtain, after taking the moments of the splitting func-
tions, the anomalous dimension matrix for the singlet-gluon mixing to be
γn(α(Q
2)) =
α(Q2)
2π

 γqqn γqgn
γgqn γ
gg
n

 (1.164)
where γn is the n-th moment of the corresponding γ(x) in equation 1.160 and explicitly
γqqn = −
2
3
[
1 + 4
n∑
2
1
j
− 2
n(n + 1)
]
(1.165)
γqgn = 2
n2 + n+ 2
n(n+ 1)(n+ 2)
(1.166)
γgqn =
8
3
n2 + n+ 2
n(n2 − 1) (1.167)
γggn = −3
[
1
3
+
2
9
nf + 4
n∑
2
1
j
− 4
n(n− 1) −
4
(n+ 1)(n+ 2)
]
. (1.168)
1.5.2 Dominant Moment Contribution
The anomalous dimension matrix elements are usually singular at some values of
the moment index n (see equation 1.165). In the high energy limit, the dominant
52
contribution at small x is from the right most pole of the anomalous dimension. We
will illustrate this by looking again at the DIS structure function νW2.
Adopting the common terminology let us now call νW2 structure function F2. The
n-th moment of F2 is defined as
F
(n)
2 (Q
2) =
∫ 1
0
dx xn−1F2(x,Q
2) . (1.169)
As we already established F
(n)
2 can be factorized as the product of parton distribu-
tion functions and perturbatively calculable Wilson coefficients with well defined Q2
evolution. To predict cross-section, however, we do need directly F2(x,Q
2) itself. We
can reconstruct F2 from its moments by a Mellin transformation
F2(x,Q
2) =
∫
c
dn
2πi
en log
1
xF
(n)
2 (Q
2) , (1.170)
where c is a contour lies in the complex n plane parallel to the imaginary axis and to
the right of all singularities.
Let us first check to see whether this is a self-consistent definition. Substitute
1.169 into equation 1.170 we obtain for the right hand side (rhs)
rhs =
∫
c
dn
2πi
∫ 1
0
dx′x′n−1F2(x
′, Q2)en log
1
x
=
∫
c
dn
2πi
∫ 1
0
dx′
x′
en log
1
x
−n log 1
x′F2(x
′, Q2)
=
∫ 1
0
dx′
x′
F2(x
′, Q2)
∫
c
dn
2πi
en[log
1
x
−log 1
x′
]
=
∫ 1
0
d log x′ F2(x
′, Q2) δ
(
log
1
x
− log 1
x′
)
= F2(x,Q
2) = lhs , (1.171)
where in the fourth step we have used the mathematical identity
∫ L+i∞
L−i∞
dn
2πi
e(n−c)z = δ(z) . (1.172)
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We can always distort the contour c to the left (but not crossing any poles) so that
it’ll pick out the residues of the n poles. Each pole np will eventually translate to a
power factor of the Bjorken-x as (x)−np. Therefore, at high energy and small-x the
dominant contribution comes from the right most n pole of the anomalous dimension
on the complex n-plane.
1.5.3 Double Leading Logarithmic Approximation
To illustrate the point that leading (right most) pole in moment space of the anoma-
lous dimension dominates in the high energy limit, we will explicitly compute the
high energy behavior of the structure function F2 of deeply inelastic scattering.
According to previous analysis, the moments of the structure function obey the
momentum evolution equation (see, eg, 1.102)
F
(n)
2 (Q
2) = F
(n)
2 (Q
2
0)e
∫ Q2
Q2
0
dλ2
λ2
γn(α(λ2))
. (1.173)
Thus the structure function itself is given by
F2(x,Q
2) =
∫
c
dn
2πi
F
(n)
2 (Q
2
0)e
n log 1
x
+
∫ Q2
Q2
0
dλ2
λ2
γn(α(λ2))
. (1.174)
From equation 1.165 it is obvious that the gluon-gluon anomalous dimension has the
right most pole among others at n = 1. Using the lowest order running coupling we
can write the leading contributing term of the anomalous dimension
γn(α(λ
2)) =
CA
π(n− 1)
1
b0 log λ2/Λ2
, (1.175)
where b0 is the first coefficient of the QCD β-function.
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By substitution we have
F2(x,Q
2) =
∫
c
dn
2πi
F
(n)
2 (Q
2
0)e
n log 1
x
+
CA
pib0
log
logQ2/Λ2
logQ2
0
/Λ2
1
n−1
≡
∫
c
dn
2πi
F
(n)
2 (Q
2
0)e
an+ b
n−1 , (1.176)
where we have defined at high energy,
a ≡ log 1
x
>> 1
b ≡ CA
πb0
log
logQ2/Λ2
logQ20/Λ
2
(1.177)
The high energy limit corresponds to n→ 1 and a >> 1 so we can make a saddle
point approximation for the exponent function f(n) = an + b 1
n−1 . We have
f ′(n) = a− b
(n− 1)2 = 0⇒ n0 = 1 +
√
b
a
. (1.178)
Thus at the saddle point n0,
f(n0) = a(
√
b
a
+ 1) +
b√
b
a
= a+ 2
√
ab
f ′′(n0) =
2b
(
√
b/a)3
=
2a3/2
b1/2
> 0 , (1.179)
which means c is a fine contour. Let iν = n− 1 we obtain finally,
F2(x,Q
2) = F
(n)
2 (Q
2
0)
∫ ∞
−∞
dν
2π
e(a+2
√
ab)e
− 2a3/2
b1/2
ν2
= F
(n)
2 (Q
2
0)e
n log 1
x e
2
√
log 1
x
CA
pib0
log
logQ2/Λ2
logQ2
0
/Λ2
√
πb1/2
a3/2
= F
(n)
2 (Q
2
0)
(
1
x
)1
e
2
√
log 1
x
CA
pib0
log
logQ2/Λ2
logQ2
0
/Λ2
√√√√√√π
√
CA
πb0
log logQ
2/Λ2
logQ20/Λ
2
(log 1
x
)3/2
.
(1.180)
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This is the high energy limit of the forward DIS amplitude/structure function.
The dominate small-x behavior is a power dependence on
(
1
x
)n0
with n0 given by a
saddle point approximation. It is obvious that the value of n0, which determines the
leading high energy and small-x behavior, is dictated by the right most pole on the
complex n plane. In this forward case, it is at n = 1 and thus we arrive at the x−1
leading behavior of the gluon distribution under DLLA.
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Chapter 2
Decomposition of the Non-forward
Amplitude
In this chapter, we discuss in detail the tensorial decomposition of the non-forward
Amplitude. First we define the amplitude under discussion by laying out the kine-
matics of the process; then we proceed to use current conservation and the symmetry
properties of the amplitude itself to decompose it into various invariant components
and define the corresponding invariant amplitudes in the non-forward case.
2.1 Kinematics
The process we consider is γ∗+P → γ∗+P (virtual photon + proton goes to virtual
photon + proton) shown in fig. 12 with Tµν its amplitude. It is a double virtual
Compton scattering in the sense that both the incoming photon q′ and the outgoing
photon q have, in general, non-vanishing invariant masses. There is a non-zero four-
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momentum transfer from the virtual photon to the target proton which we label as r.
Thus the struck proton p′ has a slightly different four-momentum than the original
proton p. And we have
p′ = p− r ; q′ = q − r . (2.1)
Furthermore, the incoming virtual photon q′ has a different invariant mass than the
outgoing virtual photon q with
q′2 = −Q21, q2 = −Q22 . (2.2)
We restrict our discussion to amplitudes. Cross sections are obtained from the
square of the amplitudes. In this non-forward case there is not a simple optical
theorem relating the imaginary part of an amplitude to a cross section [12]. Our
main interest is in the high energy limit, so similar to [17] we take all but one of the
light cone (LC) components of the proton momentum to be zero. We do the same
for the momentum transfer r. We will choose the non-zero component of both as the
plus component, which means
p = (p+, 0, 0) , r = (r+, 0, 0) , (2.3)
and
p2 = 0 = r2 ≡ −t . (2.4)
That is, we are in the zero nucleon mass and zero t limit.
The fact that the target remains a proton means that
p′2 = 0 = (p− r)2 = p2 − 2p · r + r2 , (2.5)
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and thus
p · r = 0 , (2.6)
which gives
p · q′ = p · q . (2.7)
And since
q′2 = (q − r)2 = q2 − 2q · r + r2 = q2 − 2q · r , (2.8)
which results in
2q · r = q2 − q′2 . (2.9)
Together with the fact that r is proportional to the external momentum p, we
have,
r = ζp , ζ =
q2 − q′2
2p · q . (2.10)
We always suppose −q2 = Q22 ≤ Q21 = q′2 so that ζ ≥ 0.
It is worth noting that the process of a double virtual Compton scattering is
not a physical one, however, it provides a general framework in which one can move
the discussion continuously from one physical limit to another. In particular, DIS
corresponds to q = q′ while DVCS corresponds to q = 0.
Also worth noting is that the kinematic limit we are discussing, namely, r 6= 0 but
t = 0, is not a physical one, since for a physical non-forward process, t is bounded by
|t| ≥ x
2m2
1− x , (2.11)
where x is the Bjorken x variable and m the target proton mass. However, our main
interest lies in the high energy and small-x behavior of the amplitude and therefore
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t = 0 is a good approximation. In principle we can always discuss finite t behavior
by giving r a transverse component r 6= 0. There the proportionality between r
and p (see 2.10) becomes a proportionality between the plus components of the two
momenta (i.e. r+ = ζp+)(see, for example, [23]).
2.2 The Amplitude
The amplitude of the process in fig. 12 in coordinate space is a matrix element between
two proton states of a time ordered product of two electromagnetic currents. If we
label the space time point of the incoming interaction as x+ z and the outgoing one
as x, we have
Tcoordµν = 〈p′|T jµ(x)jν(x+ z)|p〉 . (2.12)
As usual we want to Fourier transform the amplitude into the momentum space where
the kinematics and the dynamics of the process can be much more readily discussed.
The momentum space amplitude, which we label as Tµν , depends on all the relevant
independent kinematic variables (in the momentum space). In this non-forward case
there are three kinematic degrees of freedom and sets of variables such as (p, p′, q) or
(p, q, r) or (p, q′, r) are valid choices and are all equivalent to each other. We choose
the set (p, q′, q) for convenience of later discussion. Therefore, using the convention
that an incoming momentum p at space time point x enters the Fourier transformation
as an exponential of negative exponent e−ip·x and an outgoing momentum as one with
a positive exponent, we can write explicitly the amplitude of fig. 12 in momentum
space as
Tµν = Tµν(p, q
′, q)
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= i
∫
d4xd4z e−iq
′·(x+z)+iq·x 〈p′|T jµ(x)jν(x+ z)|p〉 . (2.13)
Integration over d4x gives only an overall four dimensional momentum space δ-
function. Ignoring it we can rewrite the amplitude, up to normalization factors like
(2π)4, as
Tµν(p, q
′, q) = i
∫
d4z e−iq
′·z 〈p′|T jµ(0)jν(z)|p〉 . (2.14)
It is obvious that this amplitude should be invariant under an overall translation in
coordinate space, for example, (z → 0 & 0→ −z). Explicitly, by using the translation
operator eipˆ·x where pˆ is the momentum operator and for any operator in coordinate
space Oˆ(z) (see equations 1.18 and 1.19)
eipˆ·xOˆ(z − x)e−ipˆ·x = Oˆ(z) , (2.15)
we have
Tµν(p, q
′, q) = i
∫
d4z e−iq
′·z 〈p′|T jµ(0)jν(z)|p〉
= i
∫
d4z e−iq
′·z 〈p′|T eipˆ·zjµ(−z)e−ipˆ·zeipˆ·zjν(0)e−ipˆ·z|p〉
= i
∫
d4z e−iq
′·zeip
′·z〈p′|T jµ(−z)jν(0)|p〉e−ip·z
= i
∫
d4z e−i(q
′−p′+p)·z〈p′|T jµ(−z)jν(0)|p〉
= i
∫
d4z e−iq·z〈p′|T jµ(−z)jν(0)|p〉 . (2.16)
Anticipating the operator product expansion analysis we want to recast the amplitude
into the so-called light cone expansion where (z → 1
2
z & 0 → −1
2
z). Similar to the
above process we have
Tµν(p, q
′, q) = i
∫
d4z e−iq
′·z 〈p′|T jµ(0)jν(z)|p〉
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= i
∫
d4z e−iq
′·z 〈p′|T eipˆ· 12 zjµ(−1
2
z)e−ipˆ·
1
2
zeipˆ·
1
2
zjν(
1
2
z)e−ipˆ·
1
2
z|p〉
= i
∫
d4z e−iq
′·zeip
′· 1
2
z〈p′|T jµ(−1
2
z)jν(
1
2
z)|p〉e−ip· 12 z
= i
∫
d4z e−i(q
′+ 1
2
(p−p′))·z〈p′|T jµ(−1
2
z)jν(
1
2
z)|p〉
= i
∫
d4z e−i(q
′+ 1
2
r)·z〈p′|T jµ(−z)jν(0)|p〉 . (2.17)
Therefore, we arrive at
Tµν(p, q
′, q) = i
∫
d4z e−iq·z 〈p′|T jµ(−z
2
)jν(
z
2
)|p〉 (2.18)
where we have defined
q = q′ +
1
2
r = q − 1
2
r =
1
2
(q′ + q) . (2.19)
Because from (2.9) we have
q · q′ = q2 − q · r = 1
2
(q′2 + q2) = −1
2
(Q21 +Q
2
2) , (2.20)
the square of this newly defined q becomes
q2 =
1
4
(q′ + q)2 =
1
2
(q′2 + q2) = q · q′ . (2.21)
If we define
Q
2 ≡ −q2 = −1
2
(q′2 + q2)
=
1
2
(Q21 +Q
2
2) , (2.22)
we will see in later discussions that Q
2
is now the natural scale of the scattering
process and it characterizes the hardness of the scattering.
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2.3 Current Conservation
Similar to the case shown in the previous chapter for the forward scattering we will use
the conservation of the electro−magnetic(e&m) current (2.23) to simplify the tensorial
decomposition of the non-forward amplitude Tµν . However, because now the two e&m
currents carries different momenta, we need to be more careful in writing down the
consequences of the current conservation in momentum space.
Because
∂
∂zµ
jµ(z) = 0 (2.23)
from (2.16) we have
0 = i
∫
d4z e−iq
′·z 〈p′|T jµ(0) ∂
∂zν
jν(z)|p〉
= i
∫
d4z e−iq
′·z ∂
∂zν
〈p′|T jµ(0)jν(z)|p〉
= i
∫
d4z
∂
∂zν
(e−iq
′·z 〈p′|T jµ(0)jν(z)|p〉)
−i
∫
d4z (−iq′)νe−iq′·z〈p′|T jµ(0)jν(z)|p〉)
= 0 + iq′νTµν (2.24)
and
0 = i
∫
d4z e−iq·z 〈p′|T ( ∂
∂zµ
jµ(−z))jν(0)|p〉
= i
∫
d4z e−iq·z
∂
∂zµ
〈p′|T jµ(−z)jν(0)|p〉
= i
∫
d4z
∂
∂zµ
(e−iq·z 〈p′|T jµ(0)jν(z)|p〉)
−i
∫
d4z (−iq)νe−iq·z〈p′|T jµ(−z)jν(0)|p〉)
= 0 + iqµTµν . (2.25)
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Thus in momentum space the conservation of the electro−magnetic current now re-
quires the amplitude to satisfy (cf 1.22)
qµTµν = 0; q
′νTµν = 0. (2.26)
2.4 Decomposition and Invariant Amplitudes
To obtain the complete tensorial decomposition of Tµν we also need the symmetry
properties of the amplitude. From fig. 13 we can see clearly that the second diagram
is simply the first diagram with a different momentum labeling and thus the two have
identical values, both equal to Tµν . Note that to be completely explicit, each diagram
in fig. 13 should have its own corresponding cross diagram, and the symmetry exists
for the sum of the cross diagram and the original one.
Therefore, while Tµν is no longer symmetric, it is invariant under the transfor-
mation µ↔ ν, q ↔ −q′, that is,
Tµν(p, q
′, q) = Tνµ(p,−q,−q′) . (2.27)
From Section 2.2 we know that Tµν depends on the momenta p, q and q
′, similar
to the last chapter we can write the most general tensorial decomposition of Tµν as
Tµν(p, q
′, q) = a0gµν + a1pµpν + a2q
′
µq
′
ν + a3qµqν + a4pµq
′
ν + a5q
′
µpν
+a6pµqν + a7qµpν + a8q
′
µqν + a9qµq
′
ν . (2.28)
As in the previous chapter, this is a spin averaged electron-scattering, thus we do
not need to consider any helicity issues and hence there are no ǫ-tensor terms in the
decomposition.
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The ais are invariant amplitudes depending again only on scalar products of the
momenta. Because we have equations (2.6), (2.7), (2.9), and (2.20), we take the ais
to only depend on q′2, q2 and p · q, that is
ai = ai(q
′2, q2, p · q), i = 0, 1, 2, ..., 9 . (2.29)
From (2.27) and (2.28) we have
Tνµ(p,−q,−q′) = a0(−)gµν + a1(−)pµpν + a2(−)q′µq′ν + a3(−)qµqν − a4(−)pµq′ν
−a5(−)q′µpν − a6(−)pµqν − a7(−)qµpν + a8(−)q′µqν + a9(−)qµq′ν
= Tµν(p, q
′, q) (2.30)
where we have used the short handed notation
ai(−) = ai(q ↔ −q′) = ai(q′2, q2,−p · q) . (2.31)
Equation 2.30 is true for any values of the momenta q′, q and p, in particular, we can
fix the scalar products but still vary arbitrarily the individual momentum. Thus the
coefficients of the same momentum combinations must be identical, which leads to
the following relationships among the invariant amplitudes:
a0 = a0(−) ; a1 = a1(−) ; a8 = a8(−) ; a9 = a9(−) ;
a2 = a3(−) ; a3 = a2(−) ; a4 = −a7(−) ; a5 = −a6(−) . (2.32)
By using the conservation of the e&m current (2.26) we can establish another
two sets of equations of the invariants. We have
qµTµν = 0 = a0qν + a1p · qpν + a2q · q′q′ν + a3q2qν + a4p · qq′ν + a5p · q′pν
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+a6p · qqν + a7q2pν + a8q · q′qν + a9q2q′ν ;
q′νTµν = 0 = a0q
′
µ + a1p · q′pµ + a2q′2q′µ + a3q · q′qµ + a4q′2pµ + a5p · q′q′µ
+a6q · q′pµ + a7p · q′qµ + a8q · q′q′µ + a9q′2qµ . (2.33)
Because again this is always true when we vary arbitrarily the momenta while keeping
the scalar products fixed, the coefficients of the same combinations of momenta must
identically vanish, leading to
a0 + a3q
2 + a6 p · q + a8 q · q′ = 0
a7q
2 + a1 p · q + a5 q · q′ = 0
a9q
2 + a4 p · q + a2 q · q′ = 0
a0 + a2q
′2 + a5 p · q′ + a8 q · q′ = 0
a4q
′2 + a1 p · q′ + a6 q · q′ = 0
a9q
′2 + a7 p · q′ + a3 q · q′ = 0 . (2.34)
As in the previous chapter, we will use these equations to reduce the number of
independent invariant amplitudes. We first rewrite (2.34) by taking a0,1,2,3,5 as given
and expressing the rest of a′is in terms of them. We obtain
a4 = −q · q
′
p · q a2 −
q2
p · qa9
= −p · q
′
q′2
a1 − q · q
′
p · q a2 +
q · q′q2
q′2p · q a3 −
q · q′
q′2
a5 ,
a6 = − p · q
q · q′a1 −
q′2
q · q′a4
= +
q′2
p · qa2 −
q2
p · qa3 + a5 ,
a7 = −p · q
q2
a1 − q · q
′
q2
a5 ,
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a8 = − 1
q · q′a0 −
q′2
q · q′a2 −
p · q′
q · q′a5 ,
a9 = −q · q
′
q′2
a3 − p · q
′
q′2
a7
=
p · qp · q′
q2q′2
a1 − q · q
′
q′2
a3 +
p · q′q · q′
q2q′2
a5 . (2.35)
We now use equation 2.32 to further simplify the above result. We have
a8 = a8(−) ⇒
− 1
q · q′a0 −
q′2
q · q′a2 −
p · q′
q · q′a5 = −
1
q · q′a0(−)−
q′2
q · q′a2(−) +
p · q′
q · q′ a5(−)
⇒ a5 + a5(−) = p · q
q′2
(a3 − a2) ,
a9 = a9(−) ⇒
p · qp · q′
q2q′2
a1 − q · q
′
q′2
a3 +
p · q′q · q′
q2q′2
a5
=
p · qp · q′
q2q′2
a1(−)− q · q
′
q′2
a3(−)− p · q
′q · q′
q2q′2
a5(−)
⇒ a5 + a5(−) = p · q
q2
(a3 − a2) , (2.36)
where we have used a1 = a1(−), a3(−) = a2 and p · q = p · q′. From the above, it is
obvious that we must have
a2 = a3 , a5 = −a5(−) . (2.37)
Furthermore,
a5 = −a6(−) ⇒
a5 = −(− q
′2
p · qa2(−) +
q2
p · qa3(−) + a5(−))
⇒ a5 + a5(−) = q
′2
p · qa3 −
q2
p · qa2 , (2.38)
which, combined with (2.37), gives
a2 = a3 = 0 . (2.39)
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At the same time,
a4 = −a7(−) ⇒
−p · q
′
q′2
a1 − q · q
′
p · q a2 +
q · q′q2
q′2p · q a3 −
q · q′
q′2
a5 = −(p · q
q2
a1(−)− q · q
′
q2
a5(−))
⇒ a5 = − p · q
q · q′a1 . (2.40)
Therefore, going back to (2.35) we have
a4 = −p · q
′
q′2
a1 − q · q
′
q′2
(− p · q
q · q′ )a1
= 0 ,
a6 = a5 = − p · q
q · q′a1 ,
a7 = −p · q
q2
a1 − q · q
′
q2
(− p · q
q · q′ )a1
= 0 ,
a8 = − 1
q · q′a0 −
p · q′
q · q′ (−
p · q
q · q′ )a1
= − 1
q · q′a0 +
(p · q)2
(q · q′)2a1 ,
a9 =
p · qp · q′
q2q′2
a1 +
p · q′q · q′
q2q′2
(− p · q
q · q′ )a1
= 0 . (2.41)
It is now clear that only two independent invariant amplitudes, a0 and a1, remain
in the end while all the other ones either vanish identically or can be expressed in
terms of a0 and a1. In summary, we have
a2 = a3 = a4 = a7 = a9 = 0
a5 = a6 = − p · q
q · q′a1
a8 = − 1
q · q′a0 +
(p · q)2
(q · q′)2a1 . (2.42)
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Thus, substitute these back into (2.28) we have
Tµν(p, q
′, q) = a0gµν + a1pµpν − p · q
q · q′a1(q
′
µpν + pµqν)
+(− 1
q · q′a0 +
(p · q)2
(q · q′)2a1) q
′
µqν
=
(
gµν −
q′µqν
q · q′
)
a0
+
(
pµpν − p · q
q · q′ (q
′
µpν + pµqν) +
(p · q)2
(q · q′)2 q
′
µqν
)
a1 . (2.43)
By defining two invariant amplitudes T1 and T2 we finally obtain the general
tensorial decomposition of Tµν as
1√
1− ζTµν =
(
−gµν +
q′µqν
q2
)
T1
+
1
M2
(
pµpν − p · q
q2
(pµqν + q
′
µpν) + (
p · q
q2
)2q′µqν
)
T2 . (2.44)
Ti = Ti(q
′2, q2, p · q) are invariant amplitudes analogous to those in DIS (see section
1.3.3). They are even functions of p · q (because they are essentially a0 and a1).
We have pulled out from Ti an explicit factor of
√
1− ζ, as was done in, e.g. ,[16] (see
equation 2.10 for the definition of ζ). This factor comes from the external spinors
of the proton as the following: The normalization convention we use for computing
Feynman diagrams is such that an external incoming Fermion with momentum p
and spin state r enters a Feynman diagram expression as Ur(p)√
p
where Ur(p) is the
standard 4-component basis spinor for a Fermion. Thus there is an explicit factor
of
√
p′
−1 ≡ (√1− ζ√p)−1 in the expression of Tµν . We pull it outside explicitly so
that later on the expression of the lowest order Wilson coefficient will be simpler (see
equation 4.60 in section 4.3 ).
It is worth noting that we still have only two independent invariant amplitudes
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even in the presence of three independent invariants, in contrast to the case of forward
scattering where we only have two (see sections 1.2.1 and 1.3.3).
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Chapter 3
Operator Product Expansion
In this chapter we will discuss the operator product expansion (OPE) of the non-
forward amplitude Tµν (see section 2.2). We will identify the operators in the OPE,
obtain their reduced matrix elements between (asymmetric) external states and define
new moment variables. We will express Tµν and eventually the invariant amplitudes
T1 and T2 (see equation 2.44) in terms of the reduced matrix elements and the
corresponding Wilson coefficients.
3.1 Non-forward Operator Product Expansion
In the short distance limit, we can perform an OPE for Tµν as a sum of products of
local operators and their corresponding Wilson coefficients [5]:
T jµ(−z
2
)jν(
z
2
)
zµ→0−→ Aˆµν
∞∑
J=1
J∑
n=0
uJ∑
i=1
F
(i)
J,n(z
2)Oˆ(i)(J,n)µ1...µJ (0)
zµ1
2
...
zµJ
2
+ Bˆµναβ
∞∑
J=1
J+2∑
n=0
uJ∑
i=1
E
(i)
J,n(z
2)Oˆ
(i)(J+2,n)
αβ;µ1...µJ
(0)
zµ1
2
...
zµJ
2
, (3.1)
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where Aˆµν and Bˆµναβ are conserved tensor structure operators. The summations
should be regarded as such that in addition to the literal summation over J , n and i,
all the indices except µ, ν are also symmetrized as usual.
To obtain the explicit expression of Bˆµναβ we start with the most general form
that an tensor operator in the position of Bˆ can have:
Oˆµναβ = a1gµνgαβ✷+ a2gµαgνβ✷+ a3gµβgνα✷
+a4gµν∂α∂β + a5gµα∂ν∂β + a6gµβ∂α∂ν
+a7gνβ∂µ∂α + a8gνα∂µ∂β + a9gαβ∂µ∂ν . (3.2)
Current conservation requires
∂µOˆµναβ = ∂νOˆµναβ = 0 . (3.3)
We have
0 = a1∂νgαβ✷+ a2∂αgνβ✷+ a3∂βgνα✷+ a4∂ν∂α∂β
+a5∂α∂ν∂β + a6∂β∂α∂ν + a7gνβ∂α✷+ a8gνα✷∂β + a9gαβ✷∂ν
= ((a1 + a9)gαβ∂ν + (a2 + a7)gνβ∂α + (a3 + a8)gνα∂β)✷
+(a4 + a5 + a6)∂ν∂α∂β , (3.4)
and
0 = a1∂µgαβ✷+ a2gµα∂β✷+ a3gµβ∂α✷+ a4∂µ∂α∂β
+a5gµα∂β✷+ a6gµβ∂α✷+ a7∂β∂µ∂α + a8∂α∂µ∂β + a9gαβ✷∂µ
= ((a1 + a9)gαβ∂µ + (a2 + a5)gµα∂β + (a3 + a6)gµβ∂α)✷
+(a4 + a7 + a8)∂µ∂α∂β . (3.5)
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Since the above two equations are tensor equations, the coefficient of each (different)
tensor structure operator must vanish, which gives us
a1 + a9 = a2 + a7 = a2 + a5 = a3 + a8 = a3 + a6 = 0
a4 + a5 + a6 = a4 + a7 + a8 = 0 . (3.6)
Thus we have
a9 = −a1
a4 = a2 + a3
a5 = a7 = −a2
a6 = a8 = −a3 , (3.7)
which, after substitution back into (3.2), leads us to
Oˆµναβ = a1gµνgαβ✷+ a2gµαgνβ✷+ a3gµβgνα✷
+(a2 + a3)gµν∂α∂β − a2gµα∂ν∂β − a3gµβ∂α∂ν
−a2gνβ∂µ∂α − a3gνα∂µ∂β − a1gαβ∂µ∂ν
= (gµνgαβ✷− gαβ∂µ∂ν)a1 + (gµαgνβ✷+ gµν∂α∂β
−gµα∂ν∂β − gνβ∂µ∂α)a2 + (gµβgνα✷
+gµν∂α∂β − gµβ∂α∂ν − gνα∂µ∂β)a3 . (3.8)
If we symmetrize the indices α and β we have
Oˆµναβ = gαβ(gµν✷− ∂µ∂ν)a1
+(gµαgνβ✷+ gµν∂α∂β − gµα∂ν∂β − gνβ∂µ∂α)a2 . (3.9)
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It is now obvious that Bˆµναβ is the same as in the forward case (see equation 1.54),
i.e. ,
Bˆµναβ = gµαgνβ✷+ gµν∂α∂β − gµα∂ν∂β − gνβ∂µ∂α , (3.10)
and corresponds to the tensor structure multiplying T2 in (2.44).
We have not found the explicit form of Aˆµν which would generate the tensor
structure corresponding to T1. But, as in the forward case, once we know T2, we
can obtain T1 by a Callen-Gross relationship, at least in leading logarithmic level
(see equation 3.38). In the following discussion, we will leave Aˆµν as an unspecified
general conserved tensor operator. Eventually we will obtain the necessary terms
from the Callen-Gross relationship.
3.2 The Operators
The operators that enter into the OPE of an amplitude are composed of the fields
involved in the interaction and derivatives. In the most general case, the deriva-
tives can either be internal, bi-directional derivatives like the ones in equation 1.92,
or overall derivatives that act outside the fields. These overall derivatives, when
evaluated between external states, give the difference in momentum (in momentum
space) between the incoming and outgoing states, or, equivalently, the net momen-
tum inflow/outflow of the local vertex of the interaction. Thus operators with overall
derivatives are identically zero in a forward scattering process, and we do not need to
consider them in forward OPE (see section 1.3.3). However, in a non-forward case as
the one we are discussing, because the momentum flowing into the local vertex is r
instead of zero, we have to include in the expansion new sets of operators that have
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overall derivatives.
In leading twist (the physical consequences of leading twist in this case will be
clear later) the operators for QCD are (cf. equation 1.92)
Oˆ(q)(J,n)µ1...µJ = ∂µ1 ...∂µn q˜(0)γµn+1i
↔
Dµn+2 ...i
↔
DµJ q(0) (3.11)
Oˆ(g)(J,n)µ1...µJ = ∂µ1 ...∂µn F
ν
µn+1
(0)i
↔Dµn+1 ...i
↔DµJ FµJν(0) , (3.12)
where it is again understood that the indices are all symmetrized.
After taking the matrix elements between the asymmetric external states, and after
taking a Fourier transform, the external derivatives would eventually be turned into
factors of rµ while the internal derivatives into either rµ or (p+ p
′)µ ≡ (2p− r)µ. We
thus define the two moment variables in the non-forward case as
ω =
(2p− r) · q
Q
2 , ν =
r · q
Q
2 . (3.13)
The forward case would be the limit ν = 0 while DVCS corresponds to ν = 1.
In a QCD-Parton picture, the diagrams contributing to Tµν are the so-called
hand-bag diagrams as shown in figure 14. If we parametrize the momentum of the
scattered parton as k = xp+ yr (see, e.g. [16]), where x and y are two Bjorken type
scaling variables defined by
x =
Q21
2p · q ≡
1
ω˜
y =
Q21
2r · q ≡
1
ν˜
, (3.14)
our moment variables are related to these quantities via
ω =
Q21
Q
2 (xω˜ + yν˜ −
1
2
ν˜)
ν =
Q21
Q
2 (
1
2
ν˜) . (3.15)
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There will be mixing among operators with the same J but different n labels.
Under evolution in the momentum scale, which as we shall see later, is characterized
by Q
2
, the internal derivatives, with which the dynamics of the process lies, can be
turned into either overall derivatives or again internal ones, and, as stated before,
eventually give rise to factors of either 2p − r or r. On the other hand, the overall
derivatives, which are in essence only involved with kinematics, can be turned into
themselves only and eventually give factors of r. Therefore, evolution in Q
2
will lead
to mixing of these operators in only one direction in an upper-triangular fashion,
namely,
Oˆ(i)(J,n) → Oˆ(i)(J,n′) , 0 ≤ n ≤ n′ ≤ J . (3.16)
However, we do still have the freedom to choose, for simplification, at a factorization
scale µ0, that all internal derivatives give factors of (2p− r). Thus we can write
〈p′|Oˆ(i)(J,n)µ1...µJ |p〉(µ0) = rµ1 ...rµn(2p− r)µn+1 ...(2p− r)µJ 〈p
′||Oˆ(i)(J,n)||p〉(µ0) . (3.17)
This is also the definition of the reduced matrix elements of Oˆ(i)(J,n). It is clear that
from the above discussion, these reduced matrix elements will depend only on J − n,
since the overall derivatives give (in certain sense) trivial kinematic factors of r, and
we have
〈p′||Oˆ(i)(J,n)||p〉 = 〈p′||Oˆ(i)(J−n,0)||p〉 . (3.18)
The choice of (3.17) is essentially the same as taking the leading twist approx-
imation. Analogous to the discussion in the forward case (1.3.3), the indices of the
asymmetric matrix elements of the operators in the OPE must be made from gµiµj or
pµi(p
′
µi
). After Fourier transformation the factors of zµi are turned into momentum
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factors, namely,
zµi ⇒
qµi
q2
. (3.19)
And we have
gµiµj
qµi
q2
qµj
q2
∼ 1
q2
, (3.20)
while (see 3.30)
pµipµj
qµi
q2
qµj
q2
= (
p · q
q2
)2 ∼ O(1) . (3.21)
Therefore the leading contribution from the operators in the OPE should all give
factors of the external momentum, while gµiµj type of contributions are small (by
factors of 1
q2
). It is clear that this also makes the leading twist operators dominate
(cf. [5]). Non-leading twist terms in this case are suppressed by at least a power of
1
Q
2 . And q is now the measure of the momentum scale of the scattering.
3.3 Wilson Coefficients and Explicit OPE
To obtain the explicit expression of the OPE of the amplitude, we rewrite equation
3.1 by explicit substitution of the tensor structure operators as
T jµ(−z
2
)jν(
z
2
)
zµ→0−→ Aˆµν
∞∑
J=1
J∑
n=0
uJ∑
i=1
F
(i)
J,n(z
2)Oˆ(i)(J,n)µ1...µJ (0)
zµ1
2
...
zµJ
2
+ (gµαgνβ✷+ gµν∂α∂β − gµα∂ν∂β − gνβ∂µ∂α)
∞∑
J=1
J+2∑
n=0
uJ∑
i=1
E
(i)
J,n(z
2)Oˆ
(i)(J+2,n)
αβ;µ1...µJ
(0)
zµ1
2
...
zµJ
2
.
(3.22)
We evaluate the above time-ordered product between the asymmetric external proton
states and expand it at an arbitrarily chosen factorization scale µ0 into products of
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reduced matrix elements, corresponding Wilson coefficients, and the kinematic factors
coming from the tensor structure operators. We obtain
〈p′|T jµ(−z
2
)jν(
z
2
)|p〉 −→
∞∑
J=1
J∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J,n)||p〉(µ0)AˆµνF
(i)
J,n(z
2)(2)−J((2p−r) · z)J−n(r · z)n
+
∞∑
J=1
J+2∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J+2,n)||p〉(µ0)
· BˆµνE(i)J,n(z2)(2)−J((2p−r) · z)J−n(r · z)n−2Cαβ(2p−r, r) . (3.23)
Because the α and β indices can either come from 2p−r or r when going to the reduced
matrix elements we have included a factor of Cαβ that incorporates all the possible
combinations in a symmetric fashion. Explicitly, it is the completely symmetrized
sum of the following three terms:
(2p− r)α(2p− r)βrµirµj ,
(2p− r)αrβ(2p− r)µirµj , (3.24)
rαrβ(2p− r)µi(2p− r)µj ,
together with a normalization factor that we need to put in to compensate for the
double counting of terms because, as stated before, the summation signs have already
implied a complete symmetrization of all indices except µ and ν.
The first term of equation (3.23) becomes
∞∑
J=1
J∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J,n)||p〉(µ0)(2)−J(2−ζ)J−nζnAˆµν F
(i)
J,n(z
2)(p · z)J , (3.25)
where we have used equation (2.10). The second term, after a shift of labeling J+2→
J , becomes
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∞∑
J=1
J∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J,n)||p〉(µ0) (gµαgνβ✷+ gµν∂α∂β − gµα∂ν∂β − gνβ∂µ∂α)
· E(i)J−2,n(z2)2−(J−2)(2− ζ)J−n−2ζn−2(p · z)J−4Cαβ(2p−r, r)
=
∞∑
J=1
J∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J,n)||p〉(µ0) 2−(J−2) (2− ζ)J−n−2 ζn−2 C
· (((2p−r)µ(2p−r)ν✷+ gµν((2p−r) · ∂)2
− ((2p−r)µ∂ν+∂µ(2p−r)ν) (2p−r)·∂) (r·z)2
+ (((2p−r)µrν✷+ gµν(2p−r)·∂ r·∂ − (2p−r)µ∂ν r·∂ − ∂µrν(2p−r)·∂)
+ (rµ(2p−r)ν✷+ gµν(2p−r)·∂ r·∂
−∂µ(2p−r)ν r·∂ − rµ∂ν(2p−r)·∂)) (2p−r) · z r · z
+ (rµrν✷+ gµν(r · ∂)2
− (rµ∂ν + ∂µrν) r · ∂) ((2p−r)·z)2) (p · z)J−4 E(i)J−2,n(z2) , (3.26)
where C is the normalization factor that will compensate for the double counting.
After using equation (2.10), it is straight forward to see that the four terms coming
from Cαβ(2p−r, r) all give the same value. This means that we should set C = 14 in
the above expression, which now becomes
∞∑
J=1
J∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J,n)||p〉(µ0) 2−(J−2) (2− ζ)J−n ζn
(pµpν✷+ gµν(p · ∂)2 − (pµ∂ν + ∂µpν) p · ∂) (p · z)J−2 E(i)J−2,n(z2) . (3.27)
Therefore we have, in summary, for the asymmetric matrix elements,
〈p′|T jµ(−z
2
)jν(
z
2
)|p〉 −→
∞∑
J=1
J∑
n=0
uJ∑
i=1
〈p′||Oˆ(i)(J,n)||p〉(µ0)
(
(2−ζ)J−nζn
2J
Aˆµν F
(i)
J,n(z
2) (p · z)J
+
(2−ζ)J−nζn
2J−2
(pµpν✷+ gµν(p·∂)2 − (pµ∂ν + ∂µpν) p·∂) E(i)J−2,n(z2) (p·z)J−2
)
.
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The amplitude Tµν is the Fourier transform of the matrix elements with momen-
tum q (see equation 2.18). Under the Fourier transform, we have, as in the forward
case (see section 1.3.3, note the difference in sign convention) zµ ⇒ i ∂∂qµ . There-
fore, by taking the logarithmic derivative of q2 of the Fourier transformed Wilson
coefficients, we have
1
2J
∫
d4z e−iq¯·z(p · z)JE(i)J,n(z2)
=
1
2J
(ipµ
∂
∂qµ
)J
∫
d4z e−iq¯·zE(i)J,n(z
2)
= ((p · q) ∂
∂q2
)J e˜
(i)
J,n(q
2)
=
(
p · q
Q
2
)J (
−iq2 ∂
∂q2
)J
e˜
(i)
J,n(q
2) , (3.28)
where e˜
(i)
J,n is the Fourier transform of E
(i)
J,n. We also have a similar equation for F .
At the same time, by a integration by parts it is straight forward to show that,
as in the forward case, the derivatives in the tensor structure operator will simply
turn into factors of the q momentum, namely, ∂µ ⇒ −iqµ. We will drop the Aˆµν
terms and concentrate on the explicit calculation of the structure function T2. Again
the necessary terms generated from Aˆµν and thus the structure function T1 will be
obtained from a Callen-Gross relationship once we know T2. We obtain the following
results for the expression of the amplitude in the short distance limit:
Tµν(p, q
′, q) = i
∫
d4z e−iq·z 〈p′|T jµ(−z
2
)jν(
z
2
)|p〉
= − i∑
J,n,i
〈p′||Oˆ(i)(J,n)||p〉(µ0) (2−ζ)J−n ζn
· (Aˆµνterms + (pµpνq2 + gµν(p · q)2 − (pµqν + qµpν) p · q)
·
(
p · q
Q
2
)J−2 (
−iq2 ∂
∂q2
)J−2
e˜
(i)
J−2,n(q
2) ) . (3.29)
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From equations 2.6 and 2.19 it is obvious
p · q′ = p · q = p · q . (3.30)
Thus for the tensor structure generated by Bˆµν (3.10) in equation 3.29 we have
pµpνq
2 + gµν(p · q)2 − (pµqν + qµpν)p · q
= q2
(
pµpν + gµν
(p · q)2
q2
− p · q
q2
(pµqν + qµpν)
)
= q2
(
pµpν − p · q
q2
(pµqν − ζ
2
pµpν + q
′
µpν +
ζ
2
pµpν)
+ gµν
(p · q)2
q2
+ q′µqν
(p · q)
q2
2
− q′µqν
(p · q)
q2
2)
= q2
(
pµpν − p · q
q2
(pµqν + q
′
µpν) +
(p · q)
q2
2
q′µqν
)
+
(p · q)2
(q2)2
(
gµν −
q′µqν
q2
)
.
(3.31)
Also from equation 3.13 we have
ω = (2− ζ)p · q
Q
2 , ν = ζ
p · q
Q
2 . (3.32)
Therefore, we can rewrite the expression of Tµν (3.29) as
Tµν(p, q
′, q) = i
∫
d4z e−iq·z 〈p′|T jµ(−z
2
)jν(
z
2
)|p〉
= −i ∑
J,n,i
〈p′||Oˆ(i)(J,n)||p〉(µ0) ωJ−n νn ( Aˆµνterms
+ (
Q
2
p · q )
2q2
(
(p · q)2
(q2)2
(
gµν −
q′µqν
q2
)
+
(
pµpν − p · q
q2
(pµqν + q
′
µpν) +
(p · q)
q2
2
q′µqν
)(
−iq2 ∂
∂q2
)J−2
e˜
(i)
J−2,n(q
2) ) .
(3.33)
Note we could not obtain the explicit expression of the Aˆµν terms because of its
general form. However, there is a term of the correct tensor structure (see equation
81
2.44) generated from the second term. This is another indication of the Callen-Gross
relationship that relates the two invariant amplitudes.
Now let us define the Wilson coefficients in momentum space E˜ as
p · q
Q
2 i(
1
q2
)2E˜
(i)
J,n = (−iq2
∂
∂q2
)J
∫
d4z e−iq¯·zE(i)J,n, (3.34)
where we have pulled out an explicit factor of p·q
Q
2 to make the form of E˜ simple (see
equation 4.60). We will have
Tµν = i
2
∑
J,n,i
〈p′||Oˆ(i)(J,n)||p〉(µ0)ωJ−nνn
(
(−gµν +
q′µqν
q2
)
p·q
Q
2 F˜
′(i)
J,n(αs,
Q
µ0
)
+
1
p·q
(
pµpν − p·q
q2
(pµqν + q
′
µpν) + (
p · q
q2
)2q′µqν
)
E˜
(i)
J−2,n(αs,
Q
µ0
)
)
. (3.35)
F˜ ′ should be a linear combination of E˜ and a similarly defined F˜ . We have explicitly
indicated their dependence on the factorization scale µ0.
By comparing with equation 2.44 we finally obtain the explicit expression of the
invariant amplitudes, in terms of reduced matrix elements and their corresponding
Wilson coefficients, as the following:
√
1− ζ T1 = −
∑
J,n,i
〈p′||Oˆ(i)(J,n)||p〉(µ0)ωJ−nνnF˜ ′
(i)
J,n(αs,
Q
µ0
) (3.36)
p·q
M2
√
1− ζ T2 = −
∑
J,n,i
〈p′||Oˆ(i)(J,n)||p〉(µ0)ωJ−nνnE˜
(i)
J−2,n(αs,
Q
µ0
) . (3.37)
We will concentrate on the discussion of T2 from now on. We always regard
T1 as being obtained from T2 from a Callen-Gross relationship that can readily be
extracted from the above discussion:
T1 =
p · q
M2
T2 . (3.38)
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Chapter 4
Renormalization Group Analysis
In this chapter, We perform a renormalization group (RG) analysis of the non-forward
amplitude. We write down the renormalization group equation (RGE) of the oper-
ators and their corresponding Wilson coefficients of the operator product expansion
(OPE) of the amplitude, and find the formal solution to the RGE. Then we compute
the evolution kernels that will generate the anomalous dimensions and discuss their
properties. Finally we will calculate explicitly the lowest order Wilson coefficients.
4.1 Renormalization Group Equation
As stated in the last chapter, we will concentrate on the invariant amplitude T2, and
T1 can be obtained from the Callen-Gross relationship (3.38). T2 is analogous to the
structure function F2 (νW2) (see section 1.2.2), however, the analogy is not complete
because of the subtleties in the discussion of dispersion relationship later on.
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Recall that T2 is given, after OPE, as
p·q
M2
√
1− ζ T2 = −
∑
J,n,i
〈p′||Oˆ(i)(J,n)||p〉(µ0)ωJ−nνnE˜
(i)
J−2,n(αs,
Q
µ0
) . (4.1)
It can be regarded as a double distribution function. In the usual language it is the
series sum of “double” moments in terms of the two new moment variable ω and ν
that we defined earlier (see equation 3.13):
T2 =
∑
J,n
ωJ−nνnT(J,n)2 , (4.2)
with the double moments T
(J,n)
2 defined as
√
1− ζ p·q
M2
T
(J,n)
2,(Q,µ0)
= −∑
i
〈p′||Oˆ(i)(J,n)||p〉(µ0)E˜
(i)
J−2,n(αs,
Q
µ0
) (4.3)
We will eventually analytically continue in J , but leave n as discrete. The dis-
cussion of analyticity properties of T2 is almost identical to that presented for the
forward case (see section 1.3.3) with minor adjustments. Explicitly writing out the
spin sum of Tµν we have (see equations 2.16 and 2.18)
Tµν(p, q
′, q) = i
1
2
∑
s
∫
d4z e−iq·z 〈p′, s|T jµ(−z
2
)jν(
z
2
)|p, s〉
= i
∫
d4z e−iq·z〈p′|T jµ(−z)jν(0)|p〉
z→−z≡ i
∫
d4z eiq·z〈p′|T jµ(z)jν(0)|p〉
= i
∑
r
∫
d4z eiq·z{ θ(z0)〈p′|jµ(z)|r〉〈r|jν(0)|p〉
+θ(−z0)〈p′|jν(0)|r〉〈r|jµ(z)|p〉 }
= i
∑
r
∫
d4z eiq·z{ θ(z0)ei(p′−pr)·z〈p′|jµ(0)|r〉〈r|jν(0)|p〉
+θ(−z0)e−i(p−pr)·z〈p′|jν(0)|r〉〈r|jµ(0)|p〉 } , (4.4)
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where we have used the translation operators (see equation 1.18) in the last step.
Performing the spacial integration yields a 3-d δ-function and we have, similar to the
forward case,
Tµν = i(2π)
3
∑
r
∫
dz0(δ
3(~q + ~p ′ − ~pr)ei(q0+p′0−pr,0)·z0θ(z0)〈p′|jµ(0)|r〉〈r|jν(0)|p〉
+δ3(~q − ~p+ ~pr)ei(q0−p0+pr,0)·z0θ(−z0)〈p′|jν(0)|r〉〈r|jµ(0)|p〉)
= −(2π)3∑
r
(
δ3(~q + ~p ′ − ~pr)〈p′|jµ(0)|r〉〈r|jν(0)|p〉
q0 + p′0 − pr,0 + iǫ
−δ
3(~q − ~p+ ~pr)〈p′|jν(0)|r〉〈r|jµ(0)|p〉
q0 − p0 + pr,0 − iǫ
)
. (4.5)
Again by looking at the poles in q0 we can discuss the analytic properties of the
amplitude. The first term gives rise to poles at
q0 + p
′
0 = pr,0 ≡ Er , (4.6)
which means that (cf 1.3.3)
(q0 + p
′
0)
2 = E2r =M
2
r + ~p
2
r =M
2
r + (~q + ~p
′)2 , (4.7)
where in the last step we have used the spacial δ-function. Mr is again the invariant
mass of the intermediate state r. Thus we have, recall equations 2.1 and 2.7,
M2r = (q + p
′)2 = (q′ + p)2 = q′2 + 2p · q . (4.8)
Rewrite q′2 as
q′2 =
1
2
(q′2 + q2)− 1
2
(q2 − q′2) (4.9)
and use equations 2.9 and 3.13, we arrive at
M2r = (q
′ + p)2 = q2 + (2p− r) · q
= q2(1− ω) , (4.10)
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and thus the poles in ω are at
ωr = 1 +
M2r
Q
2 . (4.11)
The second term of the spectral expansion of the amplitude gives poles at
q0 − p0 = −pr,0 = −Er (4.12)
and after similar discussion results in
M2r = (q − p)2 = q2 − 2p · q = q2 − (2p− r) · q
= q2(1 + ω) , (4.13)
which means that there are also poles in ω at
ωr = −1− M
2
r
Q
2 . (4.14)
We see again that the momentum scale is set naturally by Q
2
= −q2.
It is clear that in this non-forward case, Tµν also has an analytic circle of unit
radius in the ω-plane and has a Taylor expansion in ω. The discussion on the dis-
persion relationship for T2 then follows almost identically to that of the forward case
(see section 1.3.3)
We can indeed use the dispersion relationship to analytically extend the discussion
from the region of ω ≤ 1 where Tµν is analytic but kinematically unphysical to the
physical region of the Bjorken limit where 0 ≤ (ω)−1 ≤ 1 in the same manner as in
the forward case. And we find that the inverse of the expansion 4.2 is
T
(J,n)
2 =
∫
c
dω
ω
∫
c
dν
ν
(
1
ω
)J−n(
1
ν
)nT2(Q
2
, ω, ν)
= 2i
∫ ∞
1
dω
ω
∫
c
dν
ν
(
1
ω
)J−n(
1
ν
)nW2(Q
2
, ω, ν) , (4.15)
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where c is any contour in the ω(ν) plane that encloses the origin and W2 = ImT2.
Note that in obtaining the second equality we have used the fact that T2 is even in
ω. Also note that the moment index of ω in this case is, in our notation, J − n.
T2 now as a double distribution function is given by a Mellin transformation:
T2(Q
2
, ω, ν) =
∫
c
dJ
2πi
∞∑
n=0
e(J−n) logω νn T(J,n)2 (4.16)
with the contour c lying parallel to the imaginary axis in the J − n plane and to the
right of all singularities in that plane.
Under renormalization, the operators scale according to a renormalization group
equation
µ2
d
dµ2
Oˆ(i)(J,n) =
J∑
n′=n
∑
i′
γ˜ii
′
nn′Oˆ
(i′)(J,n′) (4.17)
where γ˜ is the anomalous dimension matrix which acts in the product space J ⊗ uJ .
Because the mixing of these operators is such that n→ n′ ≥ n (see equation 3.16 the
matrix γ˜ is upper triangular in the J dimensional n-space.
Since T2 is a physical quantity it should not depend on the factorization scale. The
Wilson coefficients obey a similar renormalization group equation thus cancelling out
the scale dependence of the operators:
µ2
d
dµ2
E˜
(i)
J,n(αs(µ),
Q
µ
) = −
n∑
n′=0
∑
i′
E˜
(i′)
J,n′ γ˜
i′i
n′n. (4.18)
We can write the solution to this RG equation as
E˜
(i)
J,n(αs(µ),
Q
µ
) =
n∑
n′=0
∑
i′
E˜
(i′)
J,n′(αs(Q), 1) M
i′i
n′n(α(Q),
Q
µ
), (4.19)
where M is a path ordered exponential of the anomalous dimension matrix, formally
given as
Mi
′i
n′n(αs(Q),
Q
µ
) =
(
P exp(−
∫ Q¯2
µ2
γ˜(αs(λ
2))
dλ2
λ2
)
)i′i
n′n
. (4.20)
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Therefore by substitution the double moments are given by
√
1−ζ p·q
M2
T
(J,n)
2,(Q,µ0)
= −
n∑
n′=0
∑
i′i
E˜
(i′)
J−2,n′(αs(Q), 1) M
i′i
n′n(αs(Q),
Q
µ0
) 〈p′||Oˆ(i)(J,n)||p〉(µ0) .
(4.21)
In principle, for the high energy scattering process, if we know the reduced matrix
elements at a given momentum scale µ, we can calculate the Wilson coefficients
order by order in perturbation theory at some high momentum scale Q, at which the
scattering actually takes place and perturbative QCD is valid, then use the anomalous
dimensions, also computed to some fixed order in perturbation theory, to evolve along
the momentum scale to µ so that we can use these reduced matrix elements and obtain
(theoretical predictions of) the invariant amplitude, the amplitude and eventually the
cross section.
The matrix elements can come from two sources in general. They can either come
from a first-principle calculation in lattice QCD, or from a high energy experiment.
The former is phenomenologically not quite feasible yet. For the latter, we actually
measure the cross section of the high energy scattering at a certain high momentum
scale, use the above mentioned procedure in reverse and phenomenological models
to extract the matrix elements, and then by RG analysis we can predict the cross
section at any other high momentum scale where factorization is valid and compare
the results with actual experimental data at the scale.
In the next two sections, we calculate the anomalous dimension (or rather, evolu-
tion kernels from which they can be extracted) and Wilson coefficients in the lowest
non-trivial order.
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4.2 Anomalous Dimensions
We will use the light cone (LC) gauge and compute the lowest order anomalous dimen-
sions in terms of light cone variables. In the LC gauge, the lowest order anomalous
dimensions of the quark and gluon operators are generated by the usual triangle dia-
grams. These diagrams are shown collectively in figure 15. The graphs where we have
more than two quark/gluon lines meeting at the vertex are zero because of the gauge
choice. The price we pay is the presence of extra end point colinear divergences in
the integration of light cone variables, which, as we will see, will cancel out eventually
after we include the self-energy graphs.
We define the momentum fraction variables (which are the moment variables) as
ω =
k+
k1+
, ν =
r+
k1+
. (4.22)
The conventions (cf. ref. [14]) we use for the quark and gluon vertices are
O(J,n)(+)q (k, k − r) = γ+(2k − r)J−n−1+ rn+
O(J,n)αβg (k, k − r) = 2gαβ n · k n · (k − r) (2k − r)J−n−2+ rn+ , (4.23)
where n is the LC null vector (see equation 1.119).
4.2.1 Quark-Quark Anomalous Dimension
The detailed version of the first diagram in figure 15 is shown in figure 16, where α
and β are Lorentz indices; a, a′, b and b′ are color indices for the quarks while i labels
the gluon line. In contrast to figure 9 of the forward case, the gluon is not on-shell.
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Using standard Feynman rules and the LC gauge we can write down its value as
γ+,1qq = (ig)
2
∑
i,b
(T iabT
i
ba′)
∫
d4k
(2π)4
γα
i
6k− 6 rO
(J,n)(+)
q (k, k − r)
i
6kγβ
−iDαβ(k1−k)
(k1 − k)2 ,
(4.24)
which, after the color algebra (see section 1.4.3) gives (where we have taken the
incoming and outgoing quark to have the same color index)
γ+,1qq = (ig)
2CF
∫
d4k
(2π)4
γα
i
6k− 6 rO
(J,n)(+)
q (k, k − r)
i
6kγβ
−iDαβ(k1 − k)
(k1 − k)2 , (4.25)
where the quark vertex Oq is given in (4.23) and the LC gluon projector (numerator
of the LC gluon propagator) (see equation 1.121)
Dαβ(k) = gαβ − nαkβ + kαnβ
n · k . (4.26)
Again n is the LC null vector. Writing the integral of the loop momentum in terms
of light-cone variables (see section 1.4.3) we get
γ+,1qq = −i
g2CF
(2π)4
∫
d2k dk+dk−
(2k − r)J−n−1+ rn+A(k, r)
(k2 + iǫ)((k − r)2 + iǫ)((k1 − k)2 + iǫ) , (4.27)
where
A(k, r) = γα( 6k− 6 r)γ+ 6kγβDαβ(k1 − k) . (4.28)
We perform the k− integration first, in terms of the poles of the integrand, which
come from the denominator factors
k2 + iǫ = 2k+k− − k2 + iǫ ,
(k − r)2 + iǫ = 2(k − r)+k− − k2 + iǫ , (4.29)
(k1 − k)2 + iǫ = 2(k − k1)+k− − k2 + iǫ .
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However, the positions of poles in k− are different when k+ is in different regions.
More specifically, there are four regions we need to consider:
1) k+ < 0, by setting the denominators to zero we find that the poles are at, respec-
tively,
k− =
k2
2k+
+ iǫ , k− =
k2
2(k − r)+ + iǫ , k− =
k2
2(k − k1)+ + iǫ . (4.30)
All three poles lie above the real axis of the complex k− plane (see figure 17 (a)). We
can complete the contour of integration of k− in the lower-half-plane and clockwise,
enclosing no poles and thus the integration gives zero value.
2) 0 < k+ < r+(< k1+), the poles are at, respectively,
k− =
k2
2k+
− iǫ , k− = k
2
2(k − r)+ + iǫ , k− =
k2
2(k − k1)+ + iǫ . (4.31)
The first pole is below the real axis while the other two are above it (see figure 17 (b)).
We can complete the integration contour again in the lower-half-plane and clockwise,
picking up the pole at k− =
k2
2k+
− iǫ ≡ k(1)− . The value of the integration would then
be the residue of the k
(1)
− pole with a factor of −2πi.
3) r+ < k+ < k1+, the poles are at, respectively,
k− =
k2
2k+
− iǫ , k− = k
2
2(k − r)+ − iǫ , k− =
k2
2(k − k1)+ + iǫ . (4.32)
The first two poles are below the real axis while the third one is above it (see figure
17 (c)). We can complete the integration contour now in the upper-half-plane and
counterclockwise, picking up the pole at k− =
k2
2(k+−k1+) + iǫ ≡ k
(2)
− . The value of the
integration would then be the residue of the k
(2)
− pole with a factor of 2πi.
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4) k+ > k1+, the poles are at, respectively,
k− =
k2
2k+
− iǫ , k− = k
2
2(k − r)+ − iǫ , k− =
k2
2(k − k1)+ − iǫ . (4.33)
All three poles lie below the real axis of the k− plane (see figure 17 (d)). We can com-
plete the contour of integration of k− in the upper-half-plane and counterclockwise,
again enclosing no poles and the integration gives zero value.
Thus the k+ integration should be performed in two regions:
γ+,1qq = −i
g2CF
(2π)4
∫
d2k
(∫ r+
0
dk++
∫ k1+
r+
dk+
)∫ dk− (2k − r)J−n−1+ rn+ A(k, r)
(k2 + iǫ)((k − r)2 + iǫ)((k1 − k)2 + iǫ)
= −iαsCF
(2π)2
∫
dk2
(∫ r+
0
dk+ +
∫ k1+
r+
dk+
)
(2k − r)J−n−1+ rn+
·
∫
dk−
A(k, r)
(2k+k−− k2 + iǫ)(2(k−r)+k−− k2 + iǫ)(2(k−k1)+k−− k2 + iǫ)
.
(4.34)
Evaluating the contour integral of k− at the poles specified above, we have
γ+,1qq =−i
αsCF
(2π)2
∫
dk2
[∫ r+
0
dk+
(−2πi)
2k+
(
(2k − r)J−n−1+ rn+A(k, r)
(2(k−r)+k−− k2)(2(k−k1)+k−− k2)
)∣∣∣∣k−=k(1)−
+
∫ k1+
r+
dk+
(2πi)
2(k − k1)+
(
(2k − r)J−n−1+ rn+A(k, r)
(2k+k−− k2)(2(k−r)+k−− k2)
)∣∣∣∣k−=k(2)−
]
. (4.35)
Substituting the pole values into the denominators and simplify them first, we get,
for the pole k
(1)
− =
k2
2k+
,
(2(k−r)+k−− k2)(2(k−k1)+k−− k2)
∣∣∣∣k−=k(1)−
=
(
k2
(k−r)+
k+
− k2
)(
k2
(k−k1)+
k+
− k2
)
= (k2)2
(
1− (k−r)+
k+
)(
1 +
(k1−k)+
k+
)
=
1
k4
k+
(k+ − (k−r)+)(k+ + (k−r)+) =
1
k4
k+
r+k1+
, (4.36)
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while for the pole k
(2)
− =
k2
2(k+−k1+) ,
(2k+k−− k2)(2(k−r)+k−− k2)
∣∣∣∣k−=k(2)−
= (k2
k+
(k−k1)+ − k
2)(k2
(k−r)+
(k−k1)+ − k
2) = (k2)2
(
1 +
k+
(k1−k)+
)(
1 +
(k−r)+
(k1−k)+
)
=
1
k4
(k1−k)+
((k1−k)+ + k+)((k1−k)+ + (k−r)+) =
1
k4
(k1−k)+
(k−r)+k1+ . (4.37)
Thus we arrive at
γ+,1qq = −i
αsCF
(2π)2
∫
d2k
k4
( −2πi
2r+k1+
∫ r+
0
dk+k+A
(1)(2k − r)J−n−1+ rn+
+
2πi
−2k1+(k1 − r)+
∫ k1+
r+
dk+(k1 − k)+A(2)(2k − r)J−n−1+ rn+
)
, (4.38)
where A(1) and A(2) are A(k, r) evaluated at the poles k
(1)
− and k
(2)
− , respectively.
We are interested in the logarithmic divergence in the graphs so in computing the
Dirac spinors we keep only the leading powers of k. This leading power turns out to
be quadratic, which means we will keep in the following calculation of A(1) and A(2)
only terms that are proportional to k2.
Defining ω and ν as before in (4.22), we have, at the poles,
k
(1)
− =
k2
2k+
=
k2
2k1+ω
& k2 = 2k+k− − k2 = 0,
k
(2)
− =
k2
2(k+−k1+) =
−k2
2k1+(1−ω) & k
2 = − k
2
(1 − ω) .
Recall that A(k, r) can be written into two terms:
A(k, r) = γα( 6k− 6 r)γ+ 6kγβDαβ(k1 − k)
= γα 6kγ+ 6kγβDαβ(k1 − k)− γα 6 rγ+ 6kγβDαβ(k1 − k)
≡ AI − AII (4.39)
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Using the anti-commutation relationships of the Dirac matrices in light cone
variables (see equations 1.115 and 1.117) we can reduce the first term (AI) to
γα 6kγ+ 6kγβDαβ(k1 − k) = 2k+γα 6kγβDαβ(k1 − k)− k2γαγ+γβDαβ(k1 − k) .(4.40)
At the pole k
(1)
− , because k
2 = 0, we have
AI = 2k+γα 6kγβDαβ(k1 − k) ≡ A(1)I . (4.41)
Expanding Dαβ(k1 − k) and again using anti-commutation rules and the fact that
k2 = 0 we have
A
(1)
I = 2k+γα 6kγα −
2k+
k1+(1− ω)(γ+ 6k( 6k1− 6k) + ( 6k1− 6k) 6kγ+)
= −4k+ 6k − 2ω
1−ω (γ+ 6k 6k1+ 6k1 6kγ+ − 2γ+k
2)
= −4k+(k+γ− + k−γ+ − k · γ)− 2ω
1−ω (γ+ 6k 6k1+ 6k1 6kγ+) . (4.42)
As stated before, we want to keep only the leading power in k. It is clear that in (4.42)
the leading power of k is quadratic and can only come from a term that contains the
factor k−. In addition, since we are computing the quark-quark anomalous dimension,
only terms that have similar vertex structure as the original quark vertex Oq in (4.23)
contribute. Thus, we keep in (4.42) only terms that are proportional to γ+k−. By
expanding the dot products and inspecting the result, it is straight forward to see
that only the second term in the first parenthesis survives and we have
A
(1)
I = −4k+k−γ+ = −2k2γ+ , (4.43)
where we have also used (1.116).
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The second term of (4.39) can be similarly reduced by keeping only the terms
proportional to γ+k−:
A
(1)
II = γα 6 rγ+ 6kγβDαβ(k1 − k)
= γα 6 rγ+ 6kγα − 1
(k1 − k)+ (γ+ 6 rγ+ 6k( 6k1− 6k) + ( 6k1− 6k) 6 rγ+ 6kγ+)
= 0− 1
(k1 − k)+ (2r+γ+( 6k 6k1 − k
2) + ( 6k1 6 r− 6k 6 r)2k+γ+)
= − 1
(k1 − k)+ (2r+γ+(γ−k+ 6k1 − 0) + (0− 6k 6 r)2k+γ+)
= − 1
(k1 − k)+ (0− 2k+ 6k 6 rγ+) =
1
(k1 − k)+2k+k−r+γ+γ−γ+
=
2r+
(k1 − k)+k
2γ+ =
2ν
1− ωk
2γ+ . (4.44)
Note some of the zeros above do not mean numerically zero but rather the contribu-
tions of those terms are zero. We use zero (0) this way through out the discussion
unless otherwise stated.
Combining the results we have
A(1) = −2k2γ+(1 + ν
1− ω ) . (4.45)
The evaluation of A(2) goes parallel but is a little bit more involved since we
no longer have k2 = 0 but rather k2 = − k2
(1−ω) . We outline the main steps in the
following:
A
(2)
I = γα 6kγ+ 6kγβDαβ(k1 − k)
= 2k+γα 6kγβDαβ(k1 − k)− k2γαγ+γβDαβ(k1 − k)
= 2k+γα 6kγα − 2k+
k1+(1− ω)(γ+ 6k( 6k1− 6k) + ( 6k1− 6k) 6kγ+)
−k2γαγ+γα + k
2
k1+(1− ω)(γ+γ+( 6k1− 6k) + ( 6k1− 6k)γ+γ+)
= −4k+ 6k − 2ω
1−ω (γ+ 6k 6k1+ 6k1 6kγ+ − 2γ+k
2) + 2k2γ+ + 0 .
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Using identical arguments as those in calculation of A(1), plus the fact that now the
leading contribution (of k2) can also come from a k2 factor in addition to k−, we
arrive at
A
(2)
I = −4k+k−γ+ −
2ω
1−ω (−2γ+k
2) + 2k2γ+
= −4k+ −k
2
2(k+ − k1+)γ+ + (
4ω
1−ω + 2)γ+(−
k2
(1− ω))
=
k2
(1− ω)2γ+(2ω(1− ω)− 4ω − 2(1− ω))
= − 2k
2γ+
(1− ω)2 (1 + ω
2) . (4.46)
On the other hand,
A
(2)
II = γα 6 rγ+ 6kγβDαβ(k1 − k)
= γα 6 rγ+ 6kγα − 1
(k1 − k)+ (γ+ 6 rγ+ 6k( 6k1− 6k) + ( 6k1− 6k) 6 rγ+ 6kγ+)
= 0− 1
(k1 − k)+ (2r+γ+( 6k 6k1 − k
2) + ( 6k1 6 r− 6k 6 r)2k+γ+)
= − 1
(k1 − k)+ (2r+γ+(γ−k+ 6k1 − k
2) + (0− 6k 6 r)2k+γ+)
= − 1
(k1 − k)+ (−2r+γ+k
2 − 2k+k−r+γ+γ−γ+)
=
2r+
(k1 − k)+γ+
−k2
(1− ω) +
4k+
(k1 − k)+γ+r+
k2
2(k+ − k1+)
= −2k2γ+
(
r+
k1+(1− ω)2 +
k+r+
k21+(1− ω)2
)
= − 2νk
2γ+
(1 − ω)2 (1 + ω) . (4.47)
Again combining the results we have
A(2) = − 2k
2γ+
(1− ω)2 (1 + ω
2 − ν(1 + ω)) . (4.48)
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Thus we have
γ+,1qq =
αs
2π
CF
∫
dk2
k2
γ+k
J−1
1+ ν
n
(
1
ν
∫ ν
0
dω (2ω − ν)J−n−1 ω (1 + ν
1− ω )
+
1
1−ν
∫ 1
ν
dω (2ω − ν)J−n−1 1 + ω
2 − ν(1 + ω)
1− ω
)
. (4.49)
The ω integration is divergent at ω = 1. This divergence is cancelled by the
self-energy graphs, the value of which in LC gauge can be readily taken from [47] as
ZF (x) = 1 +
αsCF
2π
2
ǫ
(−2I0 − 2 log |x|+ 3
2
) , (4.50)
where I0 is the colinear divergence
I0 =
∫ 1
0
dz
z
=
∫ 1
0
dz
1− z . (4.51)
This divergence can be viewed as essentially an artifact coming from the choice of
using light cone calculations. For a detailed treatment please refer to [47]. Here we
simply state and use their conclusions.
ZF depends on the longitudinal momentum fraction x. So in our case the self-energy
contribution from the k1−r line should have x = n·(k1−r)n·k1 = 1−ν while the k1 line has
simply x = 1. Adding 1
2
(ZF (1)+ZF (1− ν)) to (4.49) and identifying the logarithmic
divergence
∫ dk2
k2
= 2
ǫ
we will obtain the expression of γqq as in (4.53), namely,
γ(+)qq =
αs
2π
CF γ+k
J−1
1+ ν
n
∫ 1
0
dω (2ω − ν)J−n−1
(
Θ(ν−ω) 1
ν
ω (1 +
ν
1− ω )
+Θ(ω−ν) 1
1−ν
1 + ω2 − ν(1 + ω)
1− ω + δ(1−ω)(−2I0 − log(1−ν) +
3
2
)
)
.
(4.52)
Note there are no other diagrams contributing in LC gauge. Recall this is because
the gauge choice makes diagrams that have more than two lines meeting at the vertex
vanish.
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4.2.2 Anomalous Dimension Kernels
While the details of the computation of the other three anomalous dimensions are
shown in the Appendices, we list the result in the following:
γ(+)qq =
αs
2π
CF γ+k
J−1
1+ ν
n
∫ 1
0
dω (2ω − ν)J−n−1
(
Θ(ν−ω) 1
ν
ω (1 +
ν
1− ω )
+Θ(ω−ν) 1
1−ν
1+ω2−ν(1+ω)
1− ω + δ(1−ω)(−2I0 − log(1−ν) +
3
2
)
)
,
γ(+)gq =
αs
2π
CF γ+k
J−1
1+ ν
n
∫ 1
0
dω(2ω−ν)J−n−2
(
Θ(ν−ω) 1
ν
(ω2−2ω)
−Θ(ω−ν) 1
1−ν (1+(1−ω)
2−ν)
)
,
γijqg =
αs
2π
1
2
2gijkJ1+ν
n
∫ 1
0
dω(2ω−ν)J−n−1
(
−Θ(ν−ω) 1
ν
ω(2ω−1−ν) (4.53)
+Θ(ω−ν) 1
1−ν (ω
2+(1−ω)2−ων)
)
,
γijgg =
αsCA
2π
2gijkJ1+ν
n
∫ 1
0
dω(2ω−ν)J−n−2
(
Θ(ν−ω)1
2
(
1
ν
(4ω3−ω2+4ω)
+ (
ω3+ω2−2ω2ν
1− ω −3(ω
2+ω))) +
Θ(ω−ν)
1−ν (
2(1−ω+ω2)2
1− ω +ν
ν(1+ω2)−2(1+ω3)
1− ω )
+(1−ν)δ(1−ω)(−2I0−log(1−ν)+ b0
2CA
)
)
.
We have included virtual corrections coming from the self-energy graphs that will
cancel the colinear singularities at end point in the ω integration (I0 terms, see equa-
tion 4.51 for the definition of I0) and give correct constant terms in the anomalous
dimensions. Θ is the usual step function and
b0 = 11− 2
3
nf (4.54)
is the leading coefficient of the QCD β-function.
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4.2.3 Comments on Anomalous Dimensions
Some comments are in order. It is straight forward to show that in the forward
limit where ν = 0, equation 4.53 reduces to the conventional Altarelli-Parisi splitting
functions [13]. However, because of the non-forwardness, there is no simple probability
interpretation for these evolution kernels as splitting functions.
The reason we have two terms for each triangle graph is that for different k+
integration regions pinching of the k− pole is different (see section 4.2.1). Thus there
is no straight forward optical-theorem type dispersion relationship between the cross
section and the imaginary part of the amplitude. Nonetheless, we can still do analytic
continuation in J and relate the matrix elements to “double parton distributions” [12]
which now may not have a direct probability interpretation. The second terms of our
γ differ from those of [20] only because the factor n · k n · (k− r) in our convention for
the gluon vertex (see equation 4.23) is not included in the definition of their gluon
vertex. Once we take this into account and use the same vertices, their results are
identical to the second terms of the corresponding kernels of ours. 1
After we perform the ω ( i.e. k+) integral, we can in principle obtain the cor-
responding anomalous dimension matrix in the moment space. At first sight, the
(1− ν)−1 factor in the second terms may generate a series of infinite sums over pow-
ers of ν, which will spoil the locality of the vertex thus invalidate the operator product
1 Simultaneous to our work, Blumlein et al [48] also calculated the evolution kernels of what
they call “twist 2 light-ray operators for unpolarized and polarized DIS”. It would be useful to
make a detailed comparison to see whether the seeming deviation between our results is a nontrivial
disagreement or mainly due to different notations and approaches. Because of these differences in
notation and approaches, together with the fact that their main results eqs.(15)− (18) were stated
but not derived, we are not able to make such a comparison at the present time.
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expansion. Detailed calculations show that because the lower bound of integration is
now ν instead of zero, there will also always be at least one power of (1−ν) coming out
from the integral. Furthermore, the highest powers of ν cancel completely between
the first two terms of each γ, leaving the highest surviving ν powers to be νJ−1 for the
quark sector and νJ for the gluonic sector, as they must be to make the OPE valid.
All the I0 and log(1 − ν) terms that might potentially spoil the operator product
expansion also cancel completely between each triangle graph and its corresponding
self-energy graphs.
Because of the mixing among different n moments, as well as between quark and
gluon sectors, it is very difficult to read off the anomalous dimensions of the mixing
between two operators (with same J) of definite n moments. 2 However, the form
of the anomalous dimension matrix simplifies greatly when the high energy limit is
taken, and we will be able to make connection between this general formalism and
the conventional leading logarithmic approximation (LLA) analysis results.
4.3 Lowest Order Wilson Coefficients
The lowest order Wilson coefficients can be calculated in perturbation theory from
tree level Born diagrams as shown in figure 18, where we have explicitly included the
cross diagram.
Using standard Feynman rules we can write the value of the Born diagrams, after
2After the completion of this work, through private communications with Professors X. Ji and A.
V. Radyushkin, the author learned that by adopting a basis of linear combinations of the operators
in 3.11 using Gegenbauer polynomials as coefficients we might be able to explicitly diagonalize the
anomalous dimension matrix in the moment space.
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spin average, as
T(0)µν =
1
2
∑
s
(ieq)
2Us(p
′)
(
γµ
i( 6 p+ 6 q′)
(p+ q′)2 + iǫ
γν
+γν
i( 6 p− 6 q)
(p− q)2 + iǫγµ
)
Us(p) . (4.55)
By using equations 2.10, 4.10 and 4.13 we find
T(0)µν = −ie2q
√
1− ζ
2q2
(
1
1− ω
∑
s
U s(p)γµ( 6 p+ 6 q′)γνUs(p)
+
1
1 + ω
∑
s
U s(p)γν( 6 p− 6 q)γµUs(p)
)
= −ie2q
√
1− ζ
2q2
∞∑
l=0
ωl(Tr( 6 pγµ( 6 p+ 6 q′)γν) + (−1)lTr( 6 pγν( 6 p− 6 q)γµ))
= −2ie2q
√
1− ζ
q2
∞∑
l=0
ωl(pµ(p+ q
′)ν + pν(p+ q
′)µ − gµνp · (p+ q′))
+(−1)l(pµ(p− q)ν + pν(p− q)µ − gµνp · (p− q))
= −2ie2q
√
1− ζ
q2
∞∑
l=0
ωl((pµpν + pνpµ + pµq
′
ν + pνq
′
µ − gµp · q)
+(−1)l(pµpν + pνpµ − pµqν − pνqµ + gµνp · q))
= −2ie2q
√
1− ζ
q2
∞∑
l=0
ω2l(2(pµpν + pνpµ)− pµrν − rµpν
+ω(pµ(q
′ + q)ν + (q
′ + q)µpν − 2gµνp · q))
≡ −2ie2q
√
1− ζ
Q
2
∞∑
l=0
ω2lCµν , (4.56)
where
Cµν = (2p− r)µrν + rµ(2p− r)ν + 2ω(pµqν + qµpν − gµνp · q) . (4.57)
By similar derivations that lead to equation (3.31), as well as the definition of the
moment variables (see equation 3.13) we find
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Cµν = 2(2− ζ)pµpν − 2(2− ζ)p · q
q2
(pµqν + qµpν − gµνp · q)
= 2(2− ζ)(pµpν − p · q
q2
(pµqν + q
′
µpν) +
(p · q)2
q2
gµν)
= 2(2− ζ)
(
pµpν − p · q
q2
(pµqν + q
′
µpν) + (
p · q
q2
)2q′µqν +
(p · q)2
q2
(gµν −
q′µqν
q2
)
)
= 2ω

 Q2
p · q (pµpν −
p · q
q2
(pµqν + q
′
µpν) + (
p · q
q2
)2q′µqν) + p · q(−gµν +
q′µqν
q2
)

 .
(4.58)
Thus we obtain the value of the Born diagrams as
T(0)µν = −4ie2q
√
1− ζ
∞∑
l=0
ω2l+1
(
p·q
Q
2 (−gµν +
q′µqν
q2
)
+
1
p · q
(
pµpν − p · q
q2
(pµqν + q
′
µpν) + (
p · q
q2
)2q′µqν
))
. (4.59)
Comparing to (3.35) we obtain
E˜
(q)(0)
J,n=0(αs(Q), 1) = 4ie
2
q , J odd, J ≥ 3 ,
E˜
(q)(0)
J,n (αs(Q), 1) = 0 , J, n otherwise . (4.60)
Thus for each J value, only the Wilson coefficient of n = 0 has a non-zero value
at the tree level. This means that at leading order there is no dependence on the
non-forwardness in the Wilson coefficients.
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Chapter 5
High Energy Limit
In this chapter we will solve the renormalization group (RG) equation for the Wilson
coefficient (4.18) in the high energy limit, and discuss the relationship between our
general results and that of the usual forward double leading logarithmic approxima-
tion (DLLA) [17].
5.1 Reduction of the Path Ordered Exponential
Since we have computed the lowest order Wilson coefficients (4.60), and the reduced
matrix elements are regarded as input from experimental data, we need now to evalu-
ate the path ordered exponential Mi
′i
n′n(α(Q),
Q
µ
) in equation (4.19) in order to obtain
the double moments T
(J,n)
2,(Q,µ0)
and then the invariant amplitude T2.
Recall that formally we have (4.20)
Mi
′i
n′n(αs(Q),
Q
µ
) =
(
P exp(−
∫ Q¯2
µ2
γ˜(αs(λ
2))
dλ2
λ2
)
)i′i
n′n
, (5.1)
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thus to explicitly solve the RG equation we need to diagonalize the anomalous dimen-
sion matrix in both flavor (i) and moment (n) indices. However, in the high energy
limit the situation simplifies.
Similar to the forward case, after analytical continuation in J , at high energy,
the dominant contributions to T2 come from the leading (right most) poles in the J-
plane, which, as we will see, means that the diagonal elements in the moment space
(n space) of the anomalous dimension matrix dominate the evolution. And because
the gluon anomalous dimension has the right most pole (one unit higher than that of
the quark sector) (see equation 5.4), together with the fact that gluons have bigger
color charge, in flavor space (i space) at high energy the gluon anomalous dimension
dominates.
However, gluons only have color charge and thus can not interact directly with the
color-neutral virtual photon. The scattering must happen via a quark loop, which
means we have to force at least one gluon-quark transition at the end of the evolution.
Thus in each term of the expansion of the path ordered exponential (4.20), all the
factors of the product of anomalous dimensions are γ˜gg except the first one, which
should be γ˜qg due to the quark-gluon transition.
Therefore we need only to evaluate M between a quark and a gluon state and thus
collapse the two flavor sums in (4.21) to i′ = q and i = g. Formally, if we now label
γii
′
as the anomalous dimension matrix in the moment space, by expanding the path
ordered exponential, we have
Mi
′i
n′n(αs(Q),
Q
µ
)
i′=q ,i=g−→
(
P exp(−
∫ Q¯2
µ2
γ˜(αs(λ
2))
dλ2
λ2
)
)qg
n′n
=
( ∞∑
l=0
1
l!
P
∫ Q¯2
µ2
1∏
k=l
(
dλ2k
λ2k
(−γ˜(αs(λ2k))))
)qg
n′n
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=
( ∞∑
l=0
∫ Q¯2
µ2
dλ2l
λ2l
(−γ˜(αs(λ2l )))
∫ λ2
l
µ2
dλ2l−1
λ2l−1
(−γ˜(αs(λ2l−1))) · ...
·
∫ λ22
µ2
dλ21
λ21
(−γ˜(αs(λ21)))
)qg
n′n
hi−E→
( ∞∑
l=0
∫ Q¯2
µ2
dλ2l
λ2l
(−γ˜qg(αs(λ2l )))
∫ λ2l
µ2
dλ2l−1
λ2l−1
(−γ˜gg(αs(λ2l−1))) · ...
·
∫ λ22
µ2
dλ21
λ21
(−γ˜gg(αs(λ21)))
)
n′n
≡
(
−
∫ Q¯2
µ20
dλ2
λ2
γqg(αs(λ
2))P exp(−
∫ λ2
µ20
dλ′2
λ′2
γgg(αs(λ
′2)))
)
n′n
,
(5.2)
which can be rewritten as
Mqgn′n(αs(Q),
Q
µ0
) =
(
−
∫ Q¯2
µ20
dλ2
λ2
γqg(αs(λ
2))
)
n′l
(
P exp(−
∫ λ2
µ20
dλ′2
λ′2
γgg(αs(λ
′2)))
)
ln
.
(5.3)
The leading pole terms of the relevant anomalous dimensions can be parametrized as
(suppressing the J label), after integration of (4.53),
γqgnn′(λ
2) = −nf
2π
αs(λ
2) γqgnn′ , with γ
qg
nn′ =
1 + cqgn′,n
J − n ; (5.4)
γggnn′(λ
2) = −CA
π
αs(λ
2) γggnn′ , with γ
gg
nn′ =
1 + cggn′,n
J − n− 1 . (5.5)
where 0 ≤ n ≤ n′ ≤ J for γnn′ and more importantly
ci
′i
n′=n,n = 0 . (5.6)
This means that only the diagonal elements have leading pole contributions.
Because of the upper triangular structure and the leading pole positions (recall that
the right most pole dominates) of these γ matrices, we have, for m ≤ l ≤ n,
∑
l
γml γln = γmn γnn ≡ γmn an , (5.7)
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where we have labeled the diagonal terms of the anomalous dimensions (leading pole
terms) an. This means in a product of γ matrices we can, in leading logarithmic
approximation (LLA), take only diagonal entries in all the factors except for the first
one (see equation 5.11).
On the other hand, because we have the QCD running coupling (see, eg, [2])
α(λ2) =
4π
b0 log(λ2/Λ2)
, (5.8)
where Λ ≡ ΛQCD is the QCD scale and b0 the leading QCD β-function coefficient (see
(4.54)), the integration of the anomalous dimension at high energy gives
−
∫ λ2
µ20
dλ′2
λ′2
γgg(αs(λ
′2))) =
CA
π
γgg
∫ λ2
µ20
dλ′2
λ′2
α(λ′2)
=
4CA
π
γgg
∫ λ2
µ20
d log(λ′2/Λ2)
log(λ′2/Λ2)
≡ A(λ2)γgg , (5.9)
where we define the usual double-log factor
A(λ2) = A ≡ 4CA
b0
log
(
log(λ2/Λ2)
log(µ20/Λ
2)
)
. (5.10)
Thus the path ordered exponential of γgg (the second factor on the right hand
side of 5.3) becomes(
P exp(−
∫ λ2
µ20
dλ′2
λ′2
γgg(αs(λ
′2)))
)
ln
=
(
PeAλ2γgg
)
ln
= (1 + Aγ +
1
2!
A2γγ + ...)ln
= (1 + Aγln +
A2
2!
anγln + ...)
= I + (A +
A2
2!
an + ...)γ
gg
ln
= I +
1
agn
(eA(λ
2)agn − 1) γggln
=
1
agn
eA(λ
2)agn γggln + non−leading terms . (5.11)
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Therefore, (5.3) reduces to
Mqgn′n(αs(Q),
Q
µ0
) =
(
−
∫ Q¯2
µ20
dλ2
λ2
γqg(αs(λ
2))
)
n′l
1
agn
eA(λ
2)agn γggln
=
nf
2π
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2) eA(λ
2)anγqgn′m γ
gg
ln
1
agn
=
nf
2π
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2) eA(λ
2)an γqgn′n , (5.12)
where in the last step we have again used (5.7).
The n′ summation in the expression for the double moments (4.21) also collapses
in LLA to the diagonal element of γqg, and we have the final expression of the double
moments as
p·q
M2
√
1−ζT(J,n)
2,(Q,µ0)
= −
n∑
n′=0
∑
i′i
E˜
(i′)
J−2,n′(αs(Q), 1) M
i′i
n′n(αs(Q),
Q
µ0
) 〈p′||Oˆ(i)(J,n)||p〉(µ0)
= −
n∑
n′=0
E˜
(q)
J−2,n′(αs(Q), 1) M
qg
n′n(αs(Q),
Q
µ0
) 〈p′||Oˆ(g)(J,n)||p〉(µ0)
= −
n∑
n′=0
E˜
(q)
J−2,n′(αs(Q), 1)
nf
2π
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2) eA(λ
2)an
· γqgn′n 〈p′||Oˆ(g)(J,n)||p〉(µ0)
= −E˜(q)J−2,n(αs(Q), 1)
nf
2π
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2) eA(λ
2)an
· γqgnn 〈p′||Oˆ(g)(J,n)||p〉(µ0)
= −E˜(q)J−2,n(αs(Q), 1) 〈p′||Oˆ(g)(J,n)||p〉(µ0)
· nf
2π
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2) e
A(λ2)
J−n−1
1
J − n . (5.13)
Now the invariant amplitude T2 (4.16), after analytically continuation in J , be-
comes
− p·q
M2
√
1− ζT2(Q2, ω, ν) =
∫
dJ
2πi
∞∑
n=0
νn
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2)
nf
2π
E˜
(q)
J−2,n(αs(Q), 1)
· 〈p′||Oˆ(g)(J,n)||p〉(µ0)
1
J−n exp
(
(J−n) logω + A(λ
2)
J−n−1
)
. (5.14)
107
In the high energy limit we can make a saddle point approximation for the J
integration because the structure of the exponent in the expression. Define
f(J) = (J − n) log ω + A
J − n− 1 , (5.15)
we obtain the first and second order derivative of f as
f ′(J) = log ω − A
(J − n− 1)2
f ′′(J) =
2A
(J − n− 1)3 . (5.16)
Setting f ′(J) = 0 we obtain the saddle point Js as
Js = 1 + n +
√
A
logω
, (5.17)
and at the saddle point we have
f(Js) = log ω + 2
√
A logω
f ′′(Js) =
2 log3/2 ω
A1/2
, (5.18)
where indeed we can see that at Js we have f
′′ > 0. Now the invariant amplitude
becomes
− p·q
M2
√
1− ζT2 =
∞∑
n=0
νn
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2)
nf
2π
E˜
(q)
J−2,n(αs(Q), 1)
· 〈p′||Oˆ(g)(J,n)||p〉(µ0)
1
1 +
√
A(λ2)
logω
√√√√πA(λ2)1/2
log3/2 ω
elog ωe2
√
A(λ2) logω
=
nf
2π
√
π
log3/2 ω
ω
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2)A(λ2)1/4
1
1 +
√
A(λ2)
logω
·e2
√
A(λ2) logω
∞∑
n=0
νn E˜
(q)
J−2,n(αs(Q), 1)〈p′||Oˆ(g)(J,n)||p〉(µ0) . (5.19)
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Because the saddle point fixes the value J − n = Js − n = 1+
√
A
logω
, which fixes the
number of internal derivatives inside the gluon operator, recall (3.18), it is clear that
the reduced matrix element in (5.19) is the conventional (forward) gluon distribution
function in moment space with a shifted moment label Js − n. Despite the formal
summation over n, which is essentially the only difference introduced in this limit by
the non-forwardness, only one non-perturbative input is needed, which is the gluon
density. This means that although in general there will be complicated dependence
on ν in the double distributions, (in high energy and hard scattering limit) it is
nontheless perturbative.
At leading order the n summation collapses when we take the lowest order Wilson
coefficients given in (4.60) with the flavor averaged quark charge nf < e
2
q >=
∑
f e
2
q ,
which actually could be done even before taking the saddle point approximation. We
went to the saddle point first in order to make manifest the fact that there would be
only one soft input, the forward gluon density, even with the formal n summation.
Thus, subsitute the result from equation 4.60 we have
− p·q
M2
√
1−ζ T2(Q2, ω, ν)=
2inf < e
2
q >
π
√
π
log3/2 ω
ω 〈p′||Oˆ(g)(Js−n,0)||p〉(µ0)
·
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2)A(λ2)1/4
1
1 +
√
A(λ2)
logω
e2
√
A(λ2) logω . (5.20)
Because of the pinching of Js−n, the final evaluation of (5.20) is the same in both
forward and non-forward cases, in the high energy limit under leading logarithmic
approximation. Define the integral
I =
∫ Q¯2
µ20
dλ2
λ2
αs(λ
2)A(λ2)1/4
1
1 +
√
A(λ2)
logω
e2
√
A(λ2) logω , (5.21)
with A(λ2) given in equation 5.10, which is not very big even for very hard processes
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due to the double logarithm. Therefore in the high energy limit where ω is very big,
we have
1
1 +
√
A(λ2)
logω
→ 1 . (5.22)
We make the change of variable
log(λ2/Λ2) = log(Q
2
/Λ2)− u , (5.23)
which implies that
u = log(Q
2
/Λ2)− log(λ2/Λ2) = log(Q2/λ2) . (5.24)
It is clear that u > 0 and is not very large either. To simplify the notation, let
a =
4CA
b0
b = log(Q
2
/Λ2)
c = log

 log(Q2/Λ2)
log(µ20/Λ
2)

 ,
where we make the note that a and b can be seen as moderate compared with the
double logarithms u and c, which are not big. Then
A(λ2) = log
(
log(λ2/Λ2)
log(µ20/Λ
2)
)
= log

 log(Q2/Λ2)
log(µ20/Λ
2)
(1− u
log(Q
2
/Λ2)
)


= c + log(1− u
b
)
= c− u
b
= c
(
1− u
bc
)
. (5.25)
And the integral I becomes
I =
∫ logQ2
µ2
0
0
du
b0(b− u)(ac)
1/4(1− u
4bc
) e2
√
logω ac (1− u
bc
)
=
∫ logQ2
µ2
0
0
du
b0(b− u)(ac)
1/4(1− u
4bc
) e2
√
logω ac(1− u
2bc
)
≡ (ac)
1/4
b0
e2
√
ac logω · II , (5.26)
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where the second integral II is defined as
II =
∫ logQ2
µ2
0
0
du
1
b− u(1−
u
4bc
) e−
u
b
√
logωa
c . (5.27)
As we have discussed earlier, because the relative size of a and c and that log ω is
considered big,
√
logωa
c
is actually a big number.
Rewrite (5.27) as
II =
1
b
∫ logQ2
µ2
0
0
du
1
1− u
b
(
1
4c
(1− u
b
) + 1− 1
4c
)e−
u
b
√
logωa
c
=
1
b
∫ logQ2
µ2
0
0
du(
1
4c
+
1
1− u
b
(1− 1
4c
))e−
u
b
√
logωa
c , (5.28)
and let
z =
u
b
=
log(Q
2
/λ2)
log(Q
2
/Λ2)
, (5.29)
we have
II =
∫ logQ2/µ20
b
0
dz

 1
4c
e−z
√
logωa/c + (1− 1
4c
)
e−z
√
logωa/c
1− z

 . (5.30)
The z integral can be evaluated using the formula of special integral exponential
function IEi(z)
∫ α
0
dz
1− z e
−λz = e−λ(IEi(λ)− IEi(λ− αλ)) , (5.31)
where the IEi(z) function has a branch cut discontinuity at the negative real axis in
the z-plane (i.e., cut at z ∈ (−∞, 0]), and has the following properties:
IEi(0) = −∞ ,
IEi(0.3725) = 0 ,
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and while
∂zIEi(z) =
ez
z
, (5.32)
we have
IEi(z)
ez
<< 1 (5.33)
when z ≥ O(1).
Therefore the second term in equation 5.30 does not contribute in the leading loga-
rithmic approximation, and we have
II =
1
4c
1√
logωa/c

1− e−
√
logωa/c
logQ
2
/µ2
0
logQ
2
/Λ2


=
1
4
√
logωac
, (5.34)
where in the last step we have used the fact that
√
log ωa/c is a big number.
Subsititute these results into the expression of the invariant amplitude (5.20) we
have
− p·q
M2
√
1−ζ T2(Q2, ω, ν) =
2inf < e
2
q >
π
〈p′||Oˆ(g)(Js−n,0)||p〉(µ0)√
π
log3/2 ω
ω
(ac)1/4
b0
e2
√
ac logω 1
4
√
logωac
. (5.35)
Since ac = 4CA
b0
A(Q
2
), the final expression of the double distribution T2 is
p·q
M2
√
1−ζ T2(Q2, ω, ν)=−
inf <e
2
q>
2
√
πb0

 1
4CA
b0
log5 ωA(Q
2
)


1
4
· 〈p′||Oˆ(g)(Js−n,0)||p〉(µ0) ω e
2
√
4CA
b0
A(Q¯2) logω
.
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In the very high energy and hard scattering limit, the asymmetric reduced matrix
element becomes the forward gluon density
〈p′||Oˆ(g)(Js−n,0)||p〉 →
√
1−ζ 〈p||Oˆ(g)(Js−n,0)||p〉
∝
√
1−ζ (xg(x)) , (5.37)
with x = 1
ω
. We can see clearly that the leading high energy (small-x) behavior is
exactly the same as that is given by a forward direction leading logarithmic analysis
(see section 1.5.3).
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Chapter 6
Conclusions and Open Problems
We have formulated a general operator product expansion of a non-forward and un-
equal mass virtual Compton scattering amplitude. We have found that, because of
the non zero momentum transfer, the expansion now should be done in double mo-
ments with respect to the moment variables defined in equation 3.13. The double
moments can be parametrized as products of the Wilson coefficients, which can be
computed perturbatively at the hard scattering scale, and the non-forward matrix
elements of new sets of quark and gluon operators, namely, the double distribution
functions. These operators in general have total derivatives and they mix among
themselves under renormalization. They obey a well-defined renormalization group
equation that can be solved formally. We have calculated the (equivalent to) evolu-
tion kernels of the double distribution from which the anomalous dimension matrix
of these operators can be extracted.
In the high energy limit, we have found the leading contributions of the anomalous
dimension and used them to solve the resulting renormalization group equation. We
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have recovered the conventional double leading logarithmic (DLL) analysis results and
have made the connection that in fact the double distributions are proportional to
the conventional forward gluon density in this limit. This justifies previous analyses
using DLL approximation and forward gluon density on non-forward processes like
the exclusive diffractive vector meson production (e.g. [17]). Furthermore, we have
developed the formalism to proceed in principle beyond DLL to next to leading order
and/or relaxing the leading logarithmic approximations.
Our analysis is quite general. We can go from deeply inelastic scattering (DIS)
(the forward case, corresponding to ν = 0) to deeply virtual Compton scattering
(DVCS) (corresponding to ν = 1) in principle by continuously varying the moment
variable ν. However, the analyticity/analytical continuation in ν, as well as the
relevant dispersion relationships, still need further investigation. At the same time,
diffractive vector meson production (ν close to 1) can also be studied by replacing
the second quark-photon vertex with effectively a (light cone) wave function of the
vector meson [17, 31]. Also, here because the time-like four-momentum of the vector
meson, further study is needed in extending the discussion to the time-like region.
There are also other details of the analysis still need to be filled in. The ex-
plicit form of the anomalous dimension matrix is not yet written down, although
as mentioned earlier, a change of base to a linear combination of the quark and
gluon operators 3.11 using Gegenbauer polynomial as coefficient might simplify the
situation. The dispersion relationship between the invariant amplitudes Ti and the
double structure functions need also to be clarified. For example, the exact physi-
cal meaning of the fact that different k− poles are being picked out at different k+
integration regions. The relationship between this and the transition/interpolation
between Altarelli-Parisi evolution and Brodsky-Lepage evolution is also an important
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topic to study in depth.
More experimental data are to come from DESY, Jefferson Lab, SLAC, CERN
and RHIC, the study of the physics of non-forward processes will continue to be an
interesting and important field.
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Appendix A
Quark-Gluon Anomalous
Dimension
In this appendix we show the details of the calculation that leads to our form of the
quark-gluon anomalous dimension in equation 4.53.
In the LC gauge, the value of the quark-gluon diagram, shown in figure 20, is
γαβqg = (−ig)2
∑
a,b
(T iabT
i′
ba)
∫
d4k
(2π)4
(−1)Tr
(
γα
i
6k− 6 rO
(J,n)(+)
q (k, k − r)
i
6kγβ
i
6k1− 6k
)
,
(A.1)
where Oq is the quark vertex from (4.23) and there is an extra factor of (−1) coming
from the fermion loop. After the color algebra we obtain
γαβqg = −ig2
1
2
δii′
∫ d4k
(2π)4
(2k − r)J−n−1+ rn+Bαβ(k, r)
(k2 + iǫ)((k1−k)2 + iǫ)((k−r)2 + iǫ) , (A.2)
where we have defined
Bαβ(k, r) = Tr(γα( 6k− 6 r)γ+ 6kγβ( 6k1− 6k)) . (A.3)
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Almost identical to the calculation of the gluon-quark section, after the k− integral
we have
γαβqg = −
αs
2π
1
4
∫
dk2
k4
(∫ r+
0
dk+k+
r+k1+
(2k − r)J−n−1+ rn+B(1)αβ
+
∫ k1+
r+
dk+(k1 − k)+
k1+(k1 − r)+ (2k − r)
J−n−1
+ r
n
+B
(2)
αβ
)
. (A.4)
where B(1) and B(2) are Bαβ(k, r) evaluated at the poles k
(1)
− and k
(2)
− , respectively,
and again with
k
(1)
− =
k2
2k+
=
k2
2k1+ω
& k2 = 2k+k− − k2 = 0,
k
(2)
− =
k2
2(k+−k1+) =
−k2
2k1+(1−ω) & k
2 = − k
2
(1 − ω) .
We have
Bαβ(k, r) = Tr(γα( 6k− 6 r)γ+ 6kγβ( 6k1− 6k))
= Tr(γα 6kγ+ 6kγβ( 6k1− 6k))− Tr(γα 6 rγ+ 6kγβ( 6k1− 6k))
≡ BI,αβ −BII,αβ . (A.5)
Same as in the main text, we will pick up only the terms that are logarithmic
divergent in the transverse momentum (k2 terms) and thus we need only look at the
transverse components (αβ = i, j = 1, 2 terms).
For the first term, we have
BI,αβ = Tr(γα 6kγ+ 6kγβ( 6k1− 6k))
= Tr(γα(γ+, 6k − γ+ 6k) 6kγβ( 6k1− 6k))
= 2k+Tr(γα 6kγβ( 6k1− 6k))− k2Tr(γαγ+γβ( 6k1− 6k))
= 8k+(kα(k1 − k)β + kβ(k1 − k)α − gαβk · (k1 − k))
−k2Tr(γ−γ+γ−γ+(k1 − k)−)− k2Tr(γγ+γγ−(k1 − k)+) , (A.6)
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where we have used the identity of gamma matrices [2]
Tr( 6A 6B 6C 6D) = 4((A ·B)(C ·D)− (B ·D)(A · C) + (A ·D)(B · C)) . (A.7)
At the pole k
(1)
− where k
2 = 0, we have, for the ij component,
B
(1)
I,ij = 8k+(−kikj − kjki − gijk · k1)
= 8k+(gijk
2 − gij k
2
2ω
)
= 8k+gijk
2(1− 1
2ω
)
= 4k1+gijk
2(2ω − 1) , (A.8)
while at the pole k
(2)
− , where factors of transverse momentum k can come from either
k−, k2 or kikj terms, we have
B
(2)
I,ij = 8k+(−kikj − kjki − gijk · (k1 − k)) + 4k2gij(k1 − k)+
= 8k+(gijk
2 − 1
2
gij
k2
1− ω )−
4k2
1− ωgijk1+(1− ω)
= 4k1+gijk
2(2ω − ω
1− ω − 1)
= −4k1+gijk2ω
2 + (1− ω)2
1− ω . (A.9)
On the other hand, for the second term we have, by using the anti-commutation
relationships of the Dirac matrices (1.117),
BII,αβ = Tr(γα 6 rγ+ 6kγβ( 6k1− 6k))
= 2γαTr(γ+ 6kγβ( 6k1− 6k))− Tr( 6 rγαγ+ 6kγβ( 6k1− 6k))
= 2γαTr(γ+ 6kγβ( 6k1− 6k))− 2gα+Tr( 6 r 6kγβ( 6k1− 6k))
+Tr( 6 rγ+γα 6kγβ( 6k1− 6k))
= ...
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= 2γαTr(γ+ 6kγβ( 6k1− 6k))− 2gα+Tr( 6 r 6kγβ( 6k1− 6k))
+2kαTr( 6 rγ+γβ( 6k1− 6k))− 2gαβTr( 6 rγ+ 6k( 6k1− 6k))
+2(k1 − k)αTr( 6 rγ+ 6kγβ)− Tr( 6 rγ+ 6kγβ( 6k1− 6k)γα) , (A.10)
which gives
BII,αβ = γαTr(γ+ 6kγβ( 6k1− 6k))− gα+Tr( 6 r 6kγβ( 6k1− 6k))
+kαTr( 6 rγ+γβ( 6k1− 6k))− gαβTr( 6 rγ+ 6k( 6k1− 6k))
+(k1 − k)αTr( 6 rγ+ 6kγβ) . (A.11)
At the pole k
(1)
− , the first term of (A.11), after taking only the logarithmic divergent
contribution and only the transverse component, becomes
γαTr(γ+(γ−k+ − γ · k)γβ(γ+(k1−k)− + γ−(k1−k)+ − γ · (k1−k))) i,j−→ 0 ; (A.12)
the second term is always zero because gi+ = 0; the third term now becomes
4kα(r+(k1−k)β + gβ+r · (k1−k)− rβ(k1−k)+ i,j−→ −4kikjr+ = 2gijk2r+ ; (A.13)
the fourth term is now
−4gij(r+k · (k1−k) + r · (k1−k)k+ − k · r(k1−k)+)
= −4gij(r+ k
2
2ω
− r+k
2
2
− k
2
2k+
r+(k1−k)+)
= −2gijr+k2( 1
ω
− 1− 1−ω
ω
) = 0 ; (A.14)
and the last term is
− kiTr( 6 rγ+ 6kγj) = −4ki(r+kj) = 2gijk2r+ . (A.15)
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Thus we obtain
B
(1)
II,ij = 4gijk
2r+ = 4k1+gijk
2ν . (A.16)
At the pole k
(2)
− , the first and second terms are both zero for the same reason; the
third and fifth terms will take the same value as they do at the k
(1)
− pole; for the
fourth term we now have
−4gij(r+k · (k1−k) + r · (k1−k)k+ − k · r(k1−k)+)
= −4gij(r+(− k
2
2(1−ω) +
k2
(1−ω)) +
r+k+k
2
2k1+(1−ω) − r+(−
k2
2k1+(1−ω))(k1−k)+
= −2gijk2r+( 1
1−ω +
ω
1−ω + 1)
= −4gijk2r+ 1
1−ω . (A.17)
And we obtain
B
(2)
II,ij = 4k1+gijk
2ν − 4k1+gijk2 ν
1−ω
= −4k1+gijk2 ων
1−ω . (A.18)
Collecting terms we have
B
(1)
ij = B
(1)
I,ij −B(1)II,ij = 4k1+gijk2(2ω−1−ν)
B
(2)
ij = B
(2)
I,ij −B(2)II,ij = −4k1+gijk2
ω2+(1−ω)2−ων
1− ω . (A.19)
Substitute this back into (A.4) we have
γijqg = −
αs
2π
gij
∫
dk2
k2
(∫ r+
0
dk+k+
r+
(2k − r)J−n−1+ rn+(2ω−1−ν)
−
∫ k1+
r+
dk+(k1 − k)+
(k1 − r)+ (2k − r)
J−n−1
+ r
n
+
ω2+(1−ω)2−ων
1− ω
)
=
αs
2π
1
2
2gijk
J
1+ν
n
∫ dk2
k2
(
∫ ν
0
dωω
ν
(2ω − ν)J−n−1(2ω−1−ν)
−
∫ 1
ν
dω
1−ν (2ω − ν)
J−n−1(ω2+(1−ω)2−ων)
)
. (A.20)
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After factoring out the logarithmic divergence in k2 we again recover the result from
(4.53)
γijqg =
αs
2π
1
2
2gijkJ1+ν
n
∫ 1
0
dω(2ω−ν)J−n−1
(
−Θ(ν−ω) 1
ν
ω(2ω−1−ν)
+Θ(ω−ν) 1
1−ν (ω
2+(1−ω)2−ων)
)
. (A.21)
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Appendix B
Gluon-Gluon Anomalous
Dimension
The computation of the gluonic sector follows similarly. In this appendix we will show
in some detail the calculation of the gluon-gluon anomalous dimension.
Using standard Feynman rules and light-cone (LC) gauge we can write down the
value of the gluon-gluon triangle diagram (figure 21) as
γ+,1gg = (−i)3g2
∑
ij
(fijkfik′j)
∫
d4k
(2π)4
ΓγαδDγδ(k1 − k) Γδνβ
(k2 + iǫ)((k1−k)2 + iǫ)((k−r)2 + iǫ)
·Dββ′(k − r)O(J,n)g,β′α′(k, k − r)Dα′α(k) (B.1)
where the gluon vertex O(J,n)g is again taken from (4.23) and Γ denotes the triple-gluon
vertex.
Performing the color algebra with
∑
ij
(fijkfik′j) = −CAδk,k′ (B.2)
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and setting the index k = k′ we arrive at
γ+,1gg = −ig2CA
∫
d4k
(2π)4
2(2k − r)J−n−2+ rn+Agµν(k, r)
(k2 + iǫ)((k1−k)2 + iǫ)((k−r)2 + iǫ) (B.3)
where
Agµν = Γγαδ Dγδ(k1 − k) ΓδνβDββ′(k − r) V gβ′α′(k, k − r)Dα′α(k) (B.4)
with
Dγδ(k1 − k) = gγδ − nγ(k1 − k)δ + (k1 − k)γnδ
n · (k1 − k) (B.5)
and similar Dββ′(k− r) and Dα′α(k). Again the LC null four vector n is defined with
properties n2 = 0 and n · v = v+ for any four vector v.
The one point we need to pay extra attention to is the form of the gluon vertex in
(4.23) and thus in (B.4). The full tensorial structure of the LC gluon vertex in the
non-forward case, generalized from that in [14], is
V gβ′α′(k, k−r) = gβ′α′n·kn·(k−r)−n·(k−r)k′βn′α−n·k n′β(k−r)′α+k·(k−r)n′βn′α , (B.6)
and it is to be contracted with gluon lines Dα′α(k) and Dββ′(k − r).
We are now going to show explicitly that
Dββ′(k − r) V gβ′α′(k, k − r)Dα′α(k) ≡ V gβα(k, k − r)
Dββ′(k − r) gβ′α′n·kn·(k − r)Dα′α(k) ≡ V gβα(k, k − r), (B.7)
thus we can substitute the full gluon vertex by its first term because of the LC
projectors of the two gluon lines connected to the vertex and use (4.23) rather than
the full expression in (B.4).
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We split V gβ′α′(k, k− r) into two parts, with the gβ′α′ term being one part and the
remaining three terms being the other. That is, we write
Dββ′(k − r) V gβ′α′(k, k − r)Dα′α(k) ≡ V (g,1)βα − V (g,2)βα , (B.8)
where
V
(g,1)
βα = Dββ′(k − r) gβ′α′n·kn·(k − r)Dα′α(k) ,
V
(g,2)
βα = Dββ′(k − r) (n·(k − r)kβ′nα′ + n·knβ′(k − r)α′ − k ·(k − r)nβ′nα′)Dα′α(k) .
We have
V
(g,1)
βα =
(
gββ′ − nβ(k−r)β
′ + (k−r)βnβ′
n · (k − r)
)
(gβ′α′ n·kn·(k−r))Dα′α(k)
= (n·kn·(k−r)gβα′ − n·k(nβ(k−r)α′ + (k−r)βnα′))
(
gα′α − nα
′kα + kα′nα
n · k
)
= n·kn·(k−r)gβα− n·k(nβ(k−r)α + (k−r)βnα)− n·(k−r)(nβkα + kβnα)
+n·(k−r)nβkα + k ·(k − r)nβnα + n2(k−r)βkα + n·k(k−r)βnα
= gβαn·kn·(k − r)− n·(k − r)kβnα − n·knβ(k − r)α + k ·(k − r)nβnα
≡ V gβα(k, k − r) , (B.9)
and
V
(g,2)
βα =
(
gββ′ − nβ(k−r)β
′ + (k−r)βnβ′
n · (k − r)
)
(n·(k − r)kβ′nα′ + n·knβ′(k − r)α′
−k ·(k−r)nβ′nα′)Dα′α(k)
= (n·(k−r)kβnα′ + n·knβ(k−r)α′ − 2k ·(k−r)nβnα′ − n·k(k−r)βnα′
− n·k
n·(k−r)(n·(k−r)nβ(k−r)α′ + n
2(k−r)β(k−r)α′)
+
k ·(k−r)
n·(k−r)(n·(k−r)nβnα′ + n
2(k−r)βnα′))Dα′α(k)
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= (n·(k−r)kβnα′ + n·knβ(k−r)α′ − k ·(k−r)nβnα′ − k ·(k−r)nβnα′
−n·k(k−r)βnα′ − n·knβ(k−r)α′ + k ·(k−r)nβnα′)Dα′α(k)
= (n·(k−r)kβnα′ − 2k ·(k−r)nβnα′ − n·k(k−r)βnα′ + k ·(k−r)nβnα′)
·
(
gα′α − nα
′kα + kα′nα
n · k
)
= (n·(k−r)kβnα − 2k ·(k−r)nβnα − n·k(k−r)βnα + k ·(k−r)nβnα
−n·(k−r)
n·k (n
2kβkα + n·kkβkα) + 2k ·(k−r)
n·k (n
2kβkα + n·kkβkα)
+(n2(k−r)βkα + n·k(k−r)βnα)− k ·(k−r)
n·k (n
2nβnα + n·knβnα))
= n·(k−r)kβnα − k ·(k−r)nβnα − n·k(k−r)βnα − n·(k−r)kβnα
+2k ·(k−r)nβnα + n·k(k−r)βnα − k ·(k−r)nβnα
≡ 0 . (B.10)
It is now clear that we have established (B.7), and explicitly we have
Dββ′(k − r)V gβ′α′(k, k − r)Dα′α(k) = V gβα(k, k − r)
= gβαn·kn·(k − r)− n·(k − r)kβnα − n·knβ(k − r)α + k ·(k − r)nβnα .
(B.11)
The other factors in the definition of Agµν (equation B.4) are the triple-gluon
vertices involved in the diagram:
Γγαµ = gγα(2k − k1)µ − gαµ(k1 + k)γ + gµγ(2k1 − k)α ≡ −Γγµα ,
Γδνβ = gδν(2k1−k−r)β − gνβ(2r−k1−k)δ + gβδ(2k−k1−r)ν ≡ −Γβνδ . (B.12)
Thus we can rewrite (B.4) as, since Dγδ = Dδγ ,
Agµν = ΓγαµDγδ(k1 − k) ΓδνβDββ′(k − r) V gβ′α′(k, k − r)Dα′α(k)
131
= ΓγαδDγδ(k1 − k) ΓδνβV gβα(k, k − r)
= (−Γδνβ)Dδγ(−Γγαµ)V gβα ≡ ΓβνδDδγΓγµαV gβα . (B.13)
Expanding the above we obtain the full expression of the “gluon triangle” as
Agµν ≡ ΓβνδDδγΓγµαV gβα
=n·kn·(k−r) [ ( (k−2k1)·(k−2k1+r) + (k1+k)·(k1+k−2r) ) gµν
+ (k1+k−2r)µ(k−2k1)ν + (k−2k1+r)µ(k1+k)ν
+ (k−2k1)µ(k1−2k+r)ν + (k1+k)µ(k1−2k+r)ν
+ (k1−2k)µ(k1+k−2r)ν + (k1−2k)µ(k−2k1+r)ν + 4(k1−2k)µ(k1−2k+r)ν ]
− n·kn·(k−r)
n·(k1−k) [((k1+k)·(k1−k)n·(k1+k−2r)+(k1−k)·(k1+k−2r)n·(k1+k))gµν
+n·(k1+k−2r) ( (k1−k)µ(k−2k1)ν + (k1−2k)µ(k1−k)ν )
+n·(k1+k) ( (k1−k)µ(k1−2k+r)ν + (k−2k1+r)µ(k1−k)ν )
+n·(k−2k1)(k1−k)µ(k1−2k+r)ν + n·(k−2k1+r)(k1−2k)µ(k1−k)ν
+2n·(k1−k)(k1−2k)µ(k1−2k+r)ν
+ ( (k1−k)·(k1+k) + (k1−k)·(k−2k1) )nµ(k1−2k+r)ν
+ (k1−k)·(k1+k−2r)nµ(k−2k1)ν + (k−2k1)·(k−2k1+r)nµ(k1−k)ν
+ ( (k1−k)·(k1+k−2r) + (k1−k)·(k−2k1+r) ) (k1−2k)µnν
+ (k−2k1)·(k−2k1+r)(k1−k)µnν + (k1−k)·(k1+k)(k−2k1+r)µnν ]
−n·(k−r) [ n·(k−2k1) k ·(k−2k1+r)gµν
+n·(k−2k1)(kµ(k1−2k+r)ν + (k1+k−2r)µkν)
+n·(k1+k−2r)(k1−2k)µkν + n·k(k1−2k)µ(k1−2k+r)ν
+ (k1+k)·(k1+k−2r)nµkν+k ·(k−2k1+r)nµ(k1+k)ν+k ·(k1+k)nµ(k1−2k+r)ν
+ k ·(k−2k1+r)(k1−2k)µnν ]
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+
n·(k−r)
n·(k1−k) [ n·(k1+k−2r) ( n·(k−2k1)(k1−k)µkν + n·(k1−k)(k1−2k)µkν )
+ ( n·(k−2k1)(k1−k)·(k1+k−2r) + n·(k1+k−2r)(k1−k)·(k1+k)
+n·(k1+k)(k1−k)·(k1+k−2r) ) nµkν
+ k ·(k−2k1+r) ( (k1−k)·(k1+k)nµnν + (n·(k1+k) + n·(k−2k1) )nµ(k1−k)ν
+n·(k−2k1)(k1−k)µnν + n·(k1−k)(k1−2k)µnν )
+ ( (n·(k−2k1) k ·(k1−k) + n·k (k1−k)·(k1+k) + n·(k1+k) k ·(k1−k) )nµ
+n·k (n·(k−2k1)(k1−k)µ + n·(k1−k)(k1−2k)µ ) ) (k1−2k+r)ν ]
−n·k [ n·(k−2k1+r) (k−2k1)·(k−r) gµν + (k−2k1)·(k−r)nµ(k1−2k+r)ν
+n·(k−2k1+r) ( (k1−2k)µ(k−r)ν + (k−r)µ(k1+k)ν )
+ (n·(k1+k) (k−r)µ + n·(k−r) (k1−2k)µ ) (k1−2k+r)ν
+ ( (k−2k1)·(k−r) (k1+k−2r)µ + (k1+k)·(k1+k−2r) (k−r)µ
+ (k−r)·(k1+k−2r) (k1−2k)µ )nν ]
+
n·k
n·(k1−k) [ ( (k−2k1)·(k−r) (n·(k1+k−2r) (k1−k)µ + (k1−k)·(k1+k−2r)nµ )
+ (n·(k1+k−2r) (k1−k)·(k1+k) + n·(k1+k) (k1−k)·(k1+k−2r) ) (k−r)µ
+ (n·(k1+k−2r) (k1−k)·(k−r)+n·(k−r) (k1−k)·(k1+k−2r) ) (k1−2k)µ ) nν
+n·(k−2k1+r) ( (n·(k1+k) (k−r)µ + n·(k−r) (k1−2k)µ
+ (k−2k1)·(k−r)nµ ) (k1−k)ν
+ ( (k−2k1)·(k−r) (k1−k)µ + (k1−k)·(k1+k) (k−r)µ
+ (k1−k)·(k−r) (k1−2k)µ )nν )
+n·(k1−k) (n·(k1+k) (k−r)µ + n·(k−r) (k1−2k)µ
+ (k−2k1)·(k−r)nµ ) (k1−2k+r)ν ]
+ k ·(k−r) [ n·(k−2k1)n·(k−2k1+r) gµν + (k1+k)·(k1+k−2r)nµnν
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+n·(k−2k1+r)nµ(k1+k)ν + (n·(k−2k1) + n·(k1+k) )nµ(k1−2k+r)ν
+n·(k−2k1) (k1+k−2r)µnν + (n·(k1+k−2r) + n·(k−2k1+r) ) (k1−2k)µnν ]
− k ·(k−r)
n·(k1−k) [ (n·(k−2k1) + n·(k1+k) )n·(k−2k1+r)nµ(k1−k)ν
+ (n·(k−2k1) + n·(k1+k) )n·(k1−k) nµ(k1−2k+r)ν
+ (n·(k1+k−2r)+n·(k−2k1+r)) (n·(k−2k1) (k1−k)µ+n·(k1−k) (k1−2k)µ)nν
+ ( (n·(k−2k1) + n·(k1+k) ) (k1−k)·(k1+k−2r)
+ (n·(k1+k−2r) + n·(k−2k1+r) ) (k1−k)·(k1+k) ) nµnν ] , (B.14)
where we have used n·n = n2 = 0.
Similar to the calculation of γqq we perform the k− integral in (B.3) first. The
discussion of different regions of k+ and the corresponding pole values goes almost
identical. We have
γ+,1gg = −ig2CA
∫
d4k
(2π)4
2(2k − r)J−n−2+ rn+Agµν(k, r)
(k2 + iǫ)((k1−k)2 + iǫ)((k−r)2 + iǫ)
= −iαsCA
(2π)2
∫
dk2
k4
( −2πi
r+k1+
∫ r+
0
dk+k+A
g,(1)
µν (2k − r)J−n−2+ rn+
+
2πi
−k1+(k1 − r)+
∫ k1+
r+
dk+(k1 − k)+Ag,(2)µν (2k − r)J−n−2+ rn+
)
= −αsCA
2π
∫
dk2
k4
(∫ r+
0
dk+k+
r+k1+
(2k − r)J−n−2+ rn+Ag,(1)µν
+
∫ k1+
r+
dk+(k1 − k)+
−k1+(k1 − r)+ (2k − r)
J−n−2
+ r
n
+A
g,(2)
µν
)
≡ γ1,(1)gg + γ1,(2)gg , (B.15)
where Ag,(1) and Ag,(2) are Agµν(k, r) evaluated at the poles k
(1)
− and k
(2)
− , respectively,
and again we have
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k
(1)
− =
k2
2k+
=
k2
2k1+ω
& k2 = 2k+k− − k2 = 0,
k
(2)
− =
k2
2(k+−k1+) =
−k2
2k1+(1−ω) & k
2 = − k
2
(1 − ω) . (B.16)
To extract the gluon-gluon anomalous dimension, we do not need to calculate
further the full expression B.14. Rather, the projection of Agµν onto the transverse
directions will suffice. That is, by effectively treating the gluon vertex to be
V gij = gijn·k n·(k−r) . (B.17)
we only need to keep in equation B.14 those terms proportional to gij and kikj ↔
−1
2
gijk
2. Thus we define
Agij ≡ gijAI + kikjAII (B.18)
and calculate AI and AII separately. Note as stated in the main text, we may choose
k1 and r such that only their plus components are non-vanishing, that is,
k1 = (k+, 0, 0) , r = (r+, 0, 0) , (B.19)
which also leads to
k1 · r = k21 = r2 = 0 . (B.20)
Reading off (and simplifying) from the full expression of Agµν we arrive at
AI = n·kn·(k−r)(2k2−2k1 ·k−k ·r)
+
n·kn·(k−r)
n·(k1−k) (2k
2n·(k1+k)− 2k2n·r− 2n·(k1+k)k ·r)
−n·(k−r)n·(k−2k1)(k2−2k1 ·k+k ·r)− n·kn·(k−2k1)(k2−2k1 ·k)
−n·k(n·r(k2−2k1 ·k−k ·r)− n·(k−2k1)k ·r)
+ (k2−k ·r)((n·(k−2k1))2 + n·r(k−2k1)) . (B.21)
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Same as the discussion of the quark-quark anomalous dimension, we are only inter-
ested in the leading powers of k, which is also quadratic, and, from the pole values,
can only come from terms proportional to either k2 or k−. Keeping only such terms
we obtain
AI = k
2AaI + (k
2 − 2k1 ·k)AbI + r+k−AcI , (B.22)
where
AaI = 2
(
k2+ − 2k1+k+ + 2k21+ − k1+r+ +
k2+k1++k
3
+−k1+k+r+−2k2+r++k+r2+
(k1 − k)+
)
= 2k21+
(
ω2 − 2ω + 2− ν + ω
2 + ω3 − ων − 2ω2ν + ων2
1− ω
)
AbI = 4k1+k+ − k2+ − 2k1+r+ − k+r+ = k21+(4ω − ω2 − 2ν − ων)
AcI = −2
(
k2+ − k+r+ − 2k1+k+ + 2k21+ +
k3+ + k
2
+k1+ − k2+r+ − k1+k+r+
(k1 − k)+
)
= −2k21+(ω2 − ων − 2ω + 2 +
ω3 + ω2 − ω2ν − ων
1− ω ) . (B.23)
At the k
(1)
− pole, from (B.16) we have
k2 = 0 , 2k1 ·k = k
2
ω
, (B.24)
thus
A
(1)
I = −
k2
ω
AbI +
νk2
2ω
AcI
= −k
2
ω
k21+(4ω − ω2 − 2ν − ων)
−νk
2
ω
k21+(ω
2 − ων − 2ω + 2 + ω
3 + ω2 − ω2ν − ων
1− ω )
= −k
2
ω
k21+(4ω − ω2 + ν(ω2 − 3ω − ων +
ω3 + ω2 − ν(ω2 + ω)
1− ω )) .(B.25)
At the k
(2)
− pole, on the other hand, from (B.16) we have
k2 = 2k1 ·k = − k
2
1− ω , (B.26)
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and thus
A
(2)
I = −
k2
1− ωA
a
I −
νk2
2(1− ω)A
c
I
= − k
2
1− ωk
2
1+(2(ω
2 − 2ω + 2− ν + ω
2 + ω3 − ων − 2ω2ν + ων2
1− ω )
−ν(ω2 − ων − 2ω + 2 + ω
3 + ω2 − ω2ν − ων
1− ω ))
= − k
2
1−ω2k
2
1+(ω
2 − 2ω + 2− 2ν + ω
3 + ω2 − 2ων(2ω − ν)
1− ω ) . (B.27)
On the other hand, from the full expression of Agµν (B.14) we have
AII = 10n·kn·(k−r)− 2n·kn·(k−r)− n·(k−r)n·(k+4r)− n·kn·(k−5r)
+
n·kn·(k−r)
n·(k1−k) (n·(k1−k−2r) + n·(k1−k+2r))
= 8k2+ − 8k+r+ + 4r2+
= 4k21+(2ω
2 − 2ων + ν2) . (B.28)
Note that AII has the same value at both poles.
So now we have
Agij ≡ gijAI + kikjAII
= gij(AI − 1
2
k2AII)
= gij(AI − k2k21+2(2ω2 − 2ων + ν2)) . (B.29)
Substitute the above result with the values of AI at different poles into (B.15), we
have
γ
1,(1)
gg,ij = −
αsCA
2π
∫
dk2
k4
∫ r+
0
dk+k+
r+k1+
(2k − r)J−n−2+ rn+Ag,(1)ij
= −αsCA
2π
∫ dk2
k4
∫ ν
0
dωω
ν
kJ−21+ (2ω − ν)J−n−2νngij(A(1)I −
1
2
k2AII)
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= −αsCA
2π
∫
dk2
k2
2gijk
J
1+
∫ ν
0
dω(2ω − ν)J−n−2νn ω
2ν
·(− 1
ω
(4ω − ω2 + ν(ω2 − 3ω − ων + ω
3 + ω2 − ν(ω2 + ω)
1− ω ))
−2(2ω2 − 2ων + ν2))
=
αsCA
2π
∫
dk2
k2
2gijk
J
1+
∫ ν
0
dω(2ω − ν)J−n−2νn
·1
2
(
1
ν
(4ω3 − ω2 + 4ω) + ω
3 + ω2 − 2ω2ν
1− ω − 3(ω
2 + ω)
)
(B.30)
and
γ
1,(2)
gg,ij = −
αsCA
2π
∫
dk2
k4
∫ k11+
r+
dk+(k1 − k)+
k1+(k1−r)+ (2k − r)
J−n−2
+ r
n
+A
g,(2)
ij
= −αsCA
2π
∫ dk2
k4
∫ 1
ν
dω(1−ω)
1−ν k
J−2
1+ (2ω − ν)J−n−2νngij(A(2)I −
1
2
k2AII)
= −αsCA
2π
∫ dk2
k2
2gijk
J
1+
∫ 1
ν
dω(2ω − ν)J−n−2νn 1−ω
2(1−ν)
·(− 2
1− ω (ω
2 − 2ω + 2− 2ν + ω
3 + ω2 − 2ων(2ω − ν)
1− ω )
−2(2ω2 − 2ων + ν2))
=
αsCA
2π
∫
dk2
k2
2gijk
J
1+
∫ 1
ν
dω(2ω − ν)J−n−2νn
· 1
1−ν
(
2(1− ω + ω2)2 + ν(ν(1 + ω2)− 2(1 + ω3))
1− ω
)
. (B.31)
Same as in the case of the quark-quark anomalous dimension, the ω integration
is divergent at the end point ω = 1. This divergence is again cancelled by self-energy
graphs. However, in this case for each gluon propagator connecting to the vertex,
there are two of them, a gluon loop and a quark loop (figure 22). Their values in the
LC gauge can again be taken readily from [47] as
Zg(x) = 1 +
αs
2π
2CA
2
ǫ
(−I0 − log |x|+ 11
12
)
Zq(x) = 1 +
αs
2π
2CA
2
ǫ
(−nf
18
) . (B.32)
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Again the self-energies depend on the longitudinal momentum fraction x, with I0 the
LC colinear divergence (see equation 4.51). Using the same argument as that was
used for the quark-quark graph, we need add to the gluon-gluon anomalous dimension
the following contribution from self-energy diagrams:
1
2
(Zg(1)+Zq(1)+Zg(1− ν) +Zq(1− ν)) = αs
2π
2CA
2
ǫ
(−I0− 1
2
log(1− ν) + 11
12
− nf
18
) .
(B.33)
Identifying 2
ǫ
as the logarithmic divergence in transverse momentum and that
11
12
− nf
18
=
1
4Nc
(11− 2
3
nf ) ≡ 1
4Nc
b0 (B.34)
with b0 the leading coefficient of the QCD β−function, we can see that we have shown
that the gluon-gluon anomalous dimension is indeed given by the same expression of
γgg as in (4.53), that is,
γijgg =
αsCA
2π
2gijkJ1+ν
n
∫ 1
0
dω(2ω−ν)J−n−2
(
Θ(ν−ω)1
2
(
1
ν
(4ω3−ω2+4ω)
+ (
ω3+ω2−2ω2ν
1− ω −3(ω
2+ω))) +
Θ(ω−ν)
1−ν (
2(1−ω+ω2)2
1− ω +ν
ν(1+ω2)−2(1+ω3)
1− ω )
+(1−ν)δ(1−ω)(−2I0−log(1−ν)+ b0
2CA
)
)
. (B.35)
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Appendix C
Gluon-Quark Anomalous
Dimension
In this appendix we show the details of computing the gluon-quark anomalous dimen-
sion. The gluon-quark transition comes from the contribution of the second triangle
diagram, as shown in detail in figure 19. By the same Feynman rules and in the LC
gauge, we can write the value of the gluon-quark diagram as
γ+,1gq = (−ig)2
∑
i,b
(T iabT
i
ba′)
∫
d4k
(2π)4
γµ
i
6 k1− 6 kγν
−iDνβ(k − r)
(k − r)2 + iǫ
·O(J,n)(+)g,βα (k, k − r)
−iDαµ(k)
k2 + iǫ
= ig2CF δaa′
∫
d4k
(2π)4
2(2k − r)J−n−2+ rn+Bg(k, r)
(k2 + iǫ)((k1−k)2 + iǫ)((k−r)2 + iǫ) . (C.1)
Similar to the calculation of the quark-quark diagram (see section 4.2.1) we have set
the color label of the two quark lines to be equal (a = a′), and defined
Bg(k, r) = γµ( 6k1− 6k)γνDνβ(k − r)V gβαDαµ(k) . (C.2)
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The LC gluon projectors are
Dνβ(k − r) = gνβ − nν(k − r)β + (k − r)νnβ
n · (k − r) ,
Dαµ(k) = gαµ − nαkµ + kαnµ
n · k . (C.3)
From our convention of the gluon vertex (4.23), by exactly the same argument as
that for the gluon-gluon diagram (see the derivation of equation B.7 in appendix B)
we have
Dνβ(k − r) V gβα(k, k − r)Dαµ(k) ≡ V gνµ(k, k − r)
= gνµn·kn·(k − r)− n·(k − r)kνnµ − n·nν(k − r)µ + k ·(k − r)nνnµ .
(C.4)
By the same steps we followed before in computing the k− integral and picking
up different poles at different k+ regions, we have
γ+,1gq =
αsCF
2π
∫ dk2
k4
(∫ r+
0
dk+k+
r+k1+
(2k − r)J−n−2+ rn+Bg,(1)
+
∫ k1+
r+
dk+(k1 − k)+
k1+(k1 − r)+ (2k − r)
J−n−2
+ r
n
+B
g,(2)
)
≡ γ1,(1)gq + γ1,(2)gq (C.5)
where Bg,(1) and Bg,(2) are Bg(k, r) evaluated at the poles k
(1)
− and k
(2)
− , respectively,
with
k
(1)
− =
k2
2k+
=
k2
2k1+ω
& k2 = 2k+k− − k2 = 0,
k
(2)
− =
k2
2(k+−k1+) =
−k2
2k1+(1−ω) & k
2 = − k
2
(1 − ω) .
For the evaluation of Bg(k, r) we have
141
Bg(k, r) = γµ( 6 k1− 6 k)γνDνβ(k − r)V gβαDαµ(k)
= γµ( 6 k1− 6 k)γνV gνµ(k, k − r) = γµ( 6 k1− 6 k)γν(gνµn·kn·(k − r)
−n·(k − r)kνnµ − n·nν(k − r)µ + k ·(k − r)nνnµ)
= n·kn·(k − r)γµ( 6 k1− 6 k)γµ − n·k( 6 k− 6 r)( 6 k1− 6 k) 6 n
−n·(k − r) 6 n( 6 k1− 6 k) 6 k + k ·(k − r) 6 n( 6 k1− 6 k) 6 n
= −2n·kn·(k − r)( 6 k1− 6 k)− n·k( 6 k 6 k1− 6 r 6 k1+ 6 r 6 k − k2) 6 n
−n·(k − r) 6 n( 6 k1 6 k − k2) + k ·(k − r) 6 n( 6 k1− 6 k) 6 n
= −2k+(k − r)+( 6 k1− 6 k)− k+( 6 k 6 k1− 6 r 6 k1+ 6 r 6 k − k2)γ+
−(k − r)+γ+( 6 k1 6 k − k2) + (k2 − k ·r)γ+( 6 k1− 6 k)γ+ . (C.6)
As before we are interested in picking up the leading logarithmic divergence terms
which are again quadratic and come from terms proportional to k− (and k2 for the pole
k
(2)
− ). Since γgq is related to the gluon-quark transition in evolution, the contributing
terms will also have to have the structure of a quark vertex, that is, be proportional
to γ+ as well. We obtain
Bg(k, r) = −2k+(k − r)+(−k−γ+)− k+(γ+γ−γ+(k−k1+)− 0− 0− k2γ+)
−(k − r)+(γ+γ−γ+k1+k− − k2γ+) + (k2 − k−r+)γ+γ−γ+(k1 − k)+
= 2k+(k − r)+k−γ+ − 2γ+k+k−k1+ + γ+k+k2 − 2(k − r)+γ+k1+k−
+(k − r)+k2γ+ + 2k2γ+(k1 − k)+ − 2(k1 − k)+k−r+γ+ . (C.7)
Thus, for the k
(1)
− pole we have
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Bg,(1) = γ+
(
2k+(k − r)+
2k+
− 2k+k1+
2k+
+ 0− 2(k − r)+k1+
2k+
−2(k1 − k)+r+
2k+
+ 0 + 0
)
k2
= γ+k
2((k − r)+ − k1+ − (k − r)+k1+
k+
− r+ (k1 − k)+
k+
= γ+k
2k1+(ω − ν − 1− ω − ν
ω
− ν 1 − ω
ω
)
=
k2
ω
γ+k1+(ω
2 − 2ω) , (C.8)
while for the k
(2)
− pole we obtain
Bg,(2) = γ+
(
−2k+(k − r)+
2(1− ω)k1+ +
2k+k1+
2(1− ω)k1+ −
k+
1− ω +
2(k − r)+k1+
2(1− ω)k1+
−(k − r)+
1− ω −
2(k1 − k)+
1− ω +
2(k1 − k)+r+
2(1− ω)k1+
)
k2
=
γ+k
2
1−ω (−ω(k−r)++ k+− k++ (k−r)+− (k−r)+− 2k1+(1−ω)+ r+(1−ω))
= −γ+k
2k1+
1− ω (ω
2 − 2ω + 2− ν)
= − k
2
1− ωk1+γ+(1 + (1− ω)
2 − ν) . (C.9)
Subsitute these back into (C.5) we have
γ+,1gq =
αsCF
2π
∫
dk2
k4
(∫ r+
0
dk+k+
2r+k1+
(2k − r)J−n−2+ rn+
k2
ω
γ+k1+(ω
2 − 2ω)
+
∫ k1+
r+
dk+(k1−k)+
2k1+(k1−r)+ (2k − r)
J−n−2
+ r
n
+(−
k2
1 − ωk1+γ+(1 + (1−ω)
2 − ν))
)
=
αsCF
2π
∫ dk2
k2
(∫ ν
0
dωω
ν
ω2 − 2ω
ω
k1+k
J−2
1+ (2ω − ν)J−n−2νn+γ+
−
∫ 1
ν
dω(1− ω)
1− ν
1 + (1− ω)2 − ν
1− ω k1+k
J−2
1+ (2ω − ν)J−n−2νn+γ+
)
, (C.10)
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upon which we have recovered the result listed in (4.53), that is, after factoring out
the logarithmic divergence in the transverse momentum, we obtain
γ(+)gq =
αs
2π
CF γ+k
J−1
1+ ν
n
∫ 1
0
dω(2ω−ν)J−n−2
(
Θ(ν−ω) 1
ν
(ω2−2ω)
−Θ(ω−ν) 1
1−ν (1+(1−ω)
2−ν)
)
. (C.11)
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Figure 1: Diffractive Vector Meson Production
This is the diagrammatic representation of diffractive vector meson production (Part
(a)). Part (b) is the two-gluon exchange diagram that has the dominate contribution
when the double leading logarithmic approximation is taken.
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Figure 2: Deeply Inelastic Scattering
This is the diagrammatic representation of the Deeply Inelastic Scattering process.
This is a neutral current process via one photon exchange. The initial proton is |p, σ〉,
the initial and final electron are k, λ and k′, λ′, respectively, and n labels collectively
the different final states of the proton.
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Figure 3: Forward Amplitude and Structure Function
This is the graphic representation of the DIS forward amplitude (a) and the DIS
structure function (b). The difference lies in the cut (the dotted line) in the middle
of (b) which puts all the intermediate particles it passes through on the mass shell.
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Figure 4: Analyticity of the Forward Amplitude
This figure shows the analytic properties of the forward amplitude on the complex ω
plane. The crosses are poles and the bold regions on the real axis are the branching
cuts. The apmlitude has a convergence circle of unit radius. c is the original contour
used in the dispersion integral. It lies completely within the unit circle and thus
encloses no singularity.
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Figure 5: Dispersion Integral Contour
This figure shows the contour c′ of the dispersion integral of the forward amplitude.
It is a continuous distortion from the c contour of figure 4. c′ does not cross any cut
nor does it enclose any singularity on the complex ω plane.
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Figure 6: Integration Region and Change of Variables
This figure illustrates the change of variables and integration limits in section 1.4.2,
where we show the equivalence between the DGLAP equation and the RGE from
OPE analysis. The shaded area is the integration region.
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Figure 7: Forward Operator Product Expansion
The operator product of the forward amplitude to the lowest order. The upper part
of the righ hand side is the Wilson coefficient. The lower part is the reduced matrix
element. We have only shown the leading quark-quark transition.
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Figure 8: The Lowest Order Quark Distribution Function
This is the quark distribution function P f(x) where we have put in explicitly the
lowest order quark vertex in the light cone gauge. The dotted line is the cut that
puts all the intermediate lines it passes through on the mass shell.
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Figure 9: The Lowest Order Quark-Quark Diagram
This is the quark-quark diagram of the first order radiative correction to the quark
distribution function. a, b are color indices and i labels the on-shell gluon.
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Figure 10: Quark Self Energy Diagram
These are the two quark self energy diagrams that are needed to be added to figure 9
to cancel infrared divergence at the end points of integration.
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Figure 11: The Quark-Gluon Mixing Graph
This is the graph that generates the anomalous dimension for quark to gluon mixing
in forward DIS.
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Figure 12: Non-forward Scattering Amplitude
This is the unequal mass double virtual Compton scattering diagram. Both q and q′
are virtual photons and they are of different invariant masses. There is a non-zero
four-momentum transfer r from the incoming virtual photon to the target proton.
157
p p’p p’
q’ q
ν µ µ ν
- q - q’
Figure 13: Symmetry of the Non-forward Scattering Amplitude
Because the two diagrams shown are indeed identical after the momentum labeling
change µ ↔ ν, q ↔ −q′, the non-forward amplitude is invariant under the same
transformation.
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Figure 14: Handbag Diagrams in QCD-Parton Picture
These are the so-called “handbag” diagrams contributing to the non-forward am-
plitude in a QCD-Parton picture. We have explicitly included the cross diagram.
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Figure 15: Triangle Graphs for the Anomalous Dimensions
These are the four lowest order “triangle” diagrams contributing to the anomalous
dimensions. The momentum labels of the four are the same (only the quark-quark
diagram shows them explicitly).
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Figure 16: The Quark-Quark Diagram of the Anomalous Dimensions
This is the detailed version of the first triangle graph, the quark-quark diagram. α
and β are Lorentz indices; a, a′, b and b′ are color indices for the quarks while i labels
the qluon line. The difference between this diagram and Figure 9 in the forward case,
besides the non-forwardness, is that we are not putting the gluon on-shell.
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Figure 17: The Poles and Contours of k− Integration
The figures show, on the k− complex plane, the poles and different contours of k−
integration in the four regions of its value (see section 4.2.1). The dots are the pole
positions with their distances to the real k− axis exaggerated.
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Figure 18: The Tree Level Born Diagrams of the Non-forward Amplitude
These are the tree level (Born) terms contributing to the non-forward amplitude
from which we can calculate the lowest order Wilson coefficients. We have explicitly
included the cross term.
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Figure 19: The Gluon-Quark Diagram of the Anomalous Dimensions
This is the detailed version of the second triangle graph, the gluon-quark diagram.
α, β, µ and ν are Lorentz indices; a, a′, and b are color indices for the quarks while i
labels the gluon lines.
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Figure 20: The Quark-Gluon Diagram of the Anomalous Dimensions
This is the detailed version of the third triangle graph, the quark-gluon diagram. α,
β are Lorentz indices; a, b are color indices for the quarks while i and i′ label the
gluon lines.
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Figure 21: The Gluon-Gluon Diagram of the Anomalous Dimensions
This is the detailed version of the last triangle graph–the gluon-gluon diagram. α,
α′, β, β ′, γ, δ, µ and ν are Lorentz indices; i, j, k and k′ label the gluon lines.
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Figure 22: The Gluon Self-Energy Diagram
These are the gluon self-energy diagrams that are needed to cancel the end-point
divergences in the LC calculation. We need to include both the gluon loop and the
quark loop contributions.
