The problem considered is that of the trade-off between complexity and accuracy of flood routing models and methods of determination of extreme flow statistics. A system is analyzed consisting of a channel reach, with a set of input flood waves which are routed through the reach by using a flood routing method. It is desired to evaluate the consequences for design of the error which is introduced if, instead of the complete St. Venant (SV) equations, the Kalinin-Milyukov (KM) model is used to calculate the outflow from the reach. This problem is investigated by means of an example. As a standard, the routing by the complete SV equations is used. It is found that the use of the linear KM method introduces an error as compared to the complete SV equations which is smaller than the uncertainty caused by the choice of extreme value distribution. As a consequence, the results from the KM method are found to be as acceptable for design as the results obtained from the SV equations.
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INTRODUCTION
There exists a tendency in the scientific approach to hydrological and hydraulic engineering to use the powerful capabilities of the digital computer to develop ever more refined deterministic rainfall-runoff or flood routing models. The result is that in practical applications the numerical burden involved and the difficulties associated with the adaptation of deterministic models to specific situations lead to relatively high costs of model implementation, which are often not justified on the basis of the available input information. This is particularly evident in the case where the input into the deterministic model consists of sample functions from a basically unknown stochastic process, such as random rainfall events or floods. No matter how well the deterministic model describes reality, the accuracy of the results cannot be greater than that of the input information which is fed into the deterministic model. In view of this problem, it is justified not to seek the best physical model (i.e. the model which describes the physics of the problem most completely) but rather the best design model (i.e. the model which is best for a certain situation and purpose). In this sense, hydrological and hydraulic aspects of a problem must be seen together and as subservient to the design purpose: the optimum design must include an optimization of the method which leads to the optimum design.
There have been, to the knowledge of the authors, no reports in the literature in which the problem of the interface between hydrology and hydraulics has been considered from the point of view of the designer, although many engineers have been aware of the discrepancy between mathematical modelling capability and design requirement. As pointed out by Hemes ' (1983) , many decisions in the design process are insensitive to elements of hydrological modelling that are deemed crucial by hydrologists. Although hydrologists may develop ever better techniques of parameter identification and ever more complicated models for representing hydrological processes, the design decision does not necessarily gain from the improvement achieved by these methods. The same can be said for hydraulic refinements. It is the purpose of the present paper to illustrate this point. Consider the case of a reach of a channel at whose upstream terminating cross-section a gauging station is located at which input functions in terms of flood waves have been measured for years. We wish to find the maximum flow at the downstream terminating cross-section of the reach that is exceeded every N events. We wish to find this value at minimum cost, i.e. with minimum computational effort.
Although the example which we present is hypothetical, it should be remarked that it corresponds to practical problems which could occur in a variety of cases pertaining to land use planning, water structure design and safety analysis (e.g. evaluation of flood risk for a project on a river or in a flood prone area).
PROBLEM ANALYSIS
Assume that design information is required on the flow with certain recurrence properties in an ungauged cross-section of a river. Assume also that the data at a gauge located upstream of the site of interest are available. One wants to use these data to assess the extreme value statistics of the flow at the downstream site. There are several different theoretical aspects associated with the above design problem formulation. Formally, the objective is to find the probability distribution of an output (the peak value of the flow in the downstream cross-section) from an input consisting of a sample of time functions (flow in upstream terminating cross-section) which is transformed by the non-linear system corresponding to the channel reach. The problem can be considered to consist of three elements. The first problem is to find a method for selecting that input from the given sample of time functions which should be used in calculating the flood of required recurrence properties; the second problem is to describe the transformation by the non-linear system; and the third is to infer the probability distribution for the maximum outflow from this system. The above three problems will be analyzed in this section.
The statement of this problem differs from some earlier stochasticdeterministic analyses (e.g. Kaczmarek, 1971; Quimpo, 1971; Strupczewski et al, 1975) where standard stochastic processes such as a white noise or a Markov process are transformed by means of linear conceptual models such as, for instance, a series of linear reservoirs (mathematically identical to the Kalinin-Milyukov (KM) concept of characteristic reaches). Contrary to such approaches, in the present analysis: (a) no prior simplifying assumption about the stochastic nature of the inflow process is made, that process consisting of a sequence of measured time functions; (b) the complete set of the nonlinear St. Venant (SV) equations, i.e. the rigorous physically-sound flood routing method, is considered as the standard for comparison; and (c) the complexity and accuracy of the SV and KM flood routing methods are compared.
Methods for determining the design input
Many different methods exist by which the transformation of an input sample into an output corresponding to the design flood may be accomplished. In the simplest case, one can assume that the peak discharge at the upstream gauge is equal to the peak discharge at the downstream end of the channel. The assumption of lack of attenuation holds for shorter reaches and/or long waves. In this case the extreme value statistics at the gauge, in conjunction with an approximate rating curve for the downstream site, allow the problem to be solved.
In the case of longer reaches and/or rapid wave dynamics, the flow rate attenuation in the reach considered, must be taken into account. This can be achieved in a number of ways.
Method 1: One can route all the data on upstream flows through the channel reach to establish the information on flows and stages at the downstream ungauged site. Flood routing performed for a sufficiently large set of inflow waves into a river reach allows the extreme value statistics of the simulated outflows to be determined. These differ in general from the extreme value statistics of the inflows to the reach.
Method 2: One can use the sample of input functions to construct a generating model for input functions, for example by assuming a simple, invariant shape of the input flood wave. This shape can be described by means of parameters for which values are found from the measured sample. There have been several attempts world-wide to schematize flood waves with the help of a regular form. Although natural waves are highly irregular and cannot be embraced by any kind of schematization, it is necessary to describe the form of the design hydrograph with a small number of parameters. Examples of wave shape functions are the form of the probability density function of the Pearsonian distribution of the third type, or schematization of the rising limb of the flood hydrograph by a straight line segment and of the recession by a decreasing exponential. The parameter of the flood wave, however, that has the highest significance for water resources planners and decision makers is the maximum flow rate, Q. Therefore, it would be highly desirable to construct an idealized hydrograph depending on one parameter, Q, only. It is well known, however (e.g. Weingartner, 1979) that Q is poorly correlated with the other characteristics of the flood wave, such as time to peak and duration of the complete wave. Nevertheless it has been attempted in this study to work with a rough approximation of the input signal and to check its effect on the extreme value statistics.
Method 3: One can route a few observed inflow waves through the reach and establish a direct transformation of maximum inflow into maximum outflow, for instance with the help of a linear regression. This relation could then be used to arrive at an estimate of the required statistics (e.g. the hundred-year flood, Cioo) at tne downstream site. It is unlikely, however, that the relation between maximum inflow and maximum outflow is close to a one-to-one functional form. The scatter of points and the correlation coefficient depend on the variability of wave forms, i.e. large variability causes large scatter.
Method 4: One can construct a hypothetical flood wave with certain recurrence properties at the upstream gauge and route it through the reach. The advantages of this method are as follows:
only one routing is necessary; and in the case of linear routing models and an analytical form of inflow wave, a closed form solution for the outflow can be obtained. There are, however, serious disadvantages:
as specified above (cf. method 2), the approach requires additional schematization of the shape of the inflow wave, which controls the attenuation of the inflow amplitude -steep, impulse-like waves are more heavily damped than long waves of the same amplitude; and there are several reasons why, for example, the 100-year flood at the gauge does not transform into a 100-year flood at the downstream site. These include nonlinear effects, wave shape (e.g. multiple maxima), and additional conditions such as state of the catchment (antecedent moisture), lateral inflows, losses through seepage, etc. Yet another approach is to characterize the rainfall input over a catchment using a stochastic model, then to use this model to generate rainfall sequences for input to a rainfall-runoff model of the basin draining to the upstream end of the reach, and finally to use the flow sequences thus derived as input to the channel flow routing model (cf. Plate et ai, 1988) . This approach will not be followed in the present contribution.
The remaining approaches described below will be used subsequently to illustrate their performance in terms of the accuracy of the results. The complete SV equations and all available input floods are used to establish the standard (cf. Method 2 above) by which the performance of all other models is judged. The KM method is used for comparison. The empirical probability distribution of the outflow peaks is extrapolated to flows exceeded every N floods. This extrapolation depends on the probability distribution used to fit the data.
For the solution of the problem according to these concepts, an approach is chosen which is schematically presented in Fig 
The SV and KM routing
The problem of finding the transformation function of the channel reach can be solved by means of the exact depth-averaged momentum and continuity equations of incompressible fluid flow (the SV equations). Although not long ago the SV equations were of academic interest only and could not be solved, except for special cases, now they are easily solvable even with the help of personal computers. Therefore the question could be asked -why is the most complete SV model not used in the first place? There are several answers: the computational effort necessary for solving the SV equations is far greater than in the case, say, of the KM model; the SV model provides information on flow in all intermediate cross-sections, whereas in the problem formulation there is only the one downstream cross-section of interest. This is precisely the sort of information available in the KM model; and the SV model requires information on the distributed channel system characteristics -geometry, roughness, initial and boundary conditionswhich may not be readily available. For these reasons, and also because the number of flood waves which can be used as input is limited, and because exact stochastic models which describe the ensemble of flood waves do not exist, it may be questioned whether the comparatively high effort of model and program adaptation which is needed for the SV equations is indeed justified. For the purpose of the designer who needs the peak value at one site only, the same accuracy may be obtained from a much simpler KM model. Such simpler models have been developed by many different techniques (Cunge, 1969; Dooge, 1973; Plate et al., 1977; Strupczewski & Kundzewicz, 1979; Kundzewicz, 1982 Kundzewicz, , 1983 . These references contain guidelines for model users on the applicability of particular models to given situations. The path of the calculations to be followed is shown schematically in Fig. 1 . For the complete SV equations, the left lower branch is followed, and for the KM method the right lower branch. The KM method was used in two variants: one in which the parameters of the model were kept constant and equal to those corresponding to reference conditions; and one with varying parameters, different for each flood wave. The KM model was chosen from the set of existing hydrological flood routing models for the following reasons:
it has proved to be sufficiently accurate in many applications of flood routing in rivers, channels and storm drains; it is a method whose parameters can be approximately determined from physical system characteristics without direct calibration on inflowoutflow sequences. This is particularly important in the case of an ungauged downstream site. If no measurements at the exit cross-section are available, the identification of conceptual parameters based on inflow and outflow data cannot be performed; and the dependence of the parameters of this model on the physical characteristics of the flow process, as described by reference values of discharge and stage, shows a kind of compensation effect (Kundzewicz, 1982) , i.e. the impulse response of the system does not greatly vary with the change of reference conditions. The KM model is mathematically equivalent to a cascade of linear reservoirs. It was formulated as a linear operator, which under the assumption of steady initial conditions attains the form of the convolution integral:
where /, q, and h are inflow to the reach, outflow from the reach and the reach impulse response, respectively. The impulse response of the KM model is
Typically, the parameters N and K are chosen so as to minimize the difference between simulated and measured outflows. However, in the present study the measured outflows are not available and therefore the conceptual parameters are assessed in terms of the physical characteristics of the reach, e.g. length, L, slope, S , and roughness, n, and by the average characteristic, Q of the input flood wave.
The parameters of the KM model were found by analytically matching the moments (or cumulants) of impulse responses for the linear SV and KM models (Dooge, 1973; Strupczewski & Kundzewicz, 1979; Kundzewicz, 1982 Kundzewicz, , 1983 , according to the following equations developed by Dooge (1973) :
N LA.
where F = Froude number, v 0 = reference flow velocity, y = reference flow depth, S Q = bottom slope, L = reach length.
Equations (3) and (4) are strictly valid only for wide uniform channels with rectangular cross-sections, and for small deviations from the steady and uniform reference flow. However, as noted by Dooge (1973, page 246) : "The fact that linear routing methods have been used in applied hydrology would indicate that the effect of linearization cannot be so catastrophic as to make linear methods worthless". The same may be said about the parameter estimation procedure, although the theorems on equivalence and similarity of system performance (cf. Strupczewski & Kundzewicz, 1979) do not guarantee that the conceptual models with parameters given by equations (3) and (4) produce unbiased maximum values. It can prove only that a few initial moments of the responses of both models (i.e. linear SV and KM) are equal to each other.
Analysis of the output according to design requirements
Once the sample of maximum flow rates in the downstream cross-section terminating the reach is determined, standard extreme value methods can be used to find the design flood.
Instead of dealing with design floods with specific return periods (e.g. 100-year flood), we have chosen the partial duration approach. This means that the ensemble of flood waves analyzed consists of all the waves observed in the period in question whose amplitudes exceed a specified level. The transformation of results (flows exceeded every N floods) into design floods (flows exceeded every N years) is beyond the scope of this study. This would introduce additional uncertainty and obscure the illustrative features of the analysis. In the analysis Gumbel, gamma and Pearson III distributions were used.
As has been stated in the introduction, the extrapolated flow rate, exceeded every N floods, cannot be exact. Since the output is calculated from a sample of input functions, it is subject to two kinds of uncertainty. The first is sampling uncertainty because only a limited number of inputs is considered. This uncertainty decreases as the number of input sample functions goes up. The second is model uncertainty, which arises both in connection with the extreme value distributions, which are not known a priori, and in connecton with the flood routing model, although we assume that the outputs from the SV model are exact, and therefore free of model uncertainty. In general, this uncertainty decreases with increasing complexity and accuracy of the model. If the designer permits a specified uncertainty, then it is possible to trade model uncertainty against sample uncertainty, and vice versa. Consequently, it is possible to select an optimum combination of model uncertainty and sample uncertainty to yield the desired accuracy of the result with minimum effort. There are several ways in which this can be done. In order to be specific, the following definitions, which are based on Fig. 1 , will be used. / is the maximum flow of an input flood wave. Further, I Y (N) is the input peak corresponding to a recurrence interval of N events. The superscript Y denotes the extreme value distribution used, i.e Y = GU, GA and PE for Gumbel, gamma and Pearson, respectively. Similarly, Q is the maximum flow rate of an output flood wave and Q Y (N) is the output peak corresponding to a recurrence interval of JV events. The subscript j in Q Y (N) refers to the case considered, as indicated in Fig. 1 .
The traditional way for determining the accuracy of the result is to define a maximum permissible error, e, and to find out if: 
where Ej(N) is the apparent error caused by the approximation model (index j) used for the flood routing. Ej(N) is defined by:
The quantity D(N) is a measure of the error which arises from the model uncertainty of the extreme value distributions used. It is defined as the difference between the Q.J(N) values of those two methods, Y l and Y 2 , of extreme value analysis which gave the largest difference for the same value of N: . The inflow data available consisted of 54 flood events (all events over a threshold that have occurred within 20 years of observations) on the river Lager Hase in Northern Germany. The maximum values (/.) from these flood events are tabulated in column (1) of Table 1 . Method 1 of extreme value determination (routing all waves)
Method 1 (described in 2.1) was applied first to the exact SV equations (j = 1), which yielded the maxima Q of the output waves. These maxima are considered the reference values for all analyses. They are listed in column (2) of Table 1 . Then, all the waves were routed by means of the KM method (j = 2 for constant coefficients, and ; = 4 for event based coefficients), yielding the results tabulated in columns (3) and (5) of Table 1 . Since in the case considered the channel width is not much greater than the flow depth, and variations from reference values are not small, the exact validity of equations (3) and (4) is problematic. However, the outflows simulated with the help of the hydrological model did not dramatically depart from the responses of the hydrodynamic SV model.
Two alternative (and subjective) ways of determining the reference values for equations (3) and (4) were used: (a) the reference flow was assumed to be a constant fraction of the mean maximum inflow into the reach, with the proportionality coefficient a; and (b) the reference flow was calculated separately for each individual flood wave as proportional to the maximum of this wave with a proportionality coefficient a. The former approach was tantamount to the conventional linear model with constant parameters K and N determined for the whole set of events. The latter approach incorporates the system nonlinearity. The KM model remains linear for each particular event, because during the routing of a single inflow wave a linear model with constant parameters was used. However, since different model parameters were used in modelling different events, the model was nonlinear with respect to the set of events, which implies that the superposition principle was not valid. Experience gained with other flood routing systems indicated that a suitable value of the coefficient a. in the relationship for reference value, Q rg , = <xQ, is 0.25.
The empirical probability distribution for the calculated output data are plotted in Fig. 2 in which the Weibull formula, r/(s + 1), has been used for the empirical exceedance probability (r = rank in s values). In addition, the three probability functions were fitted to the outflow peaks. The results are listed in Table 2 .
Since the results from the SV equations are accepted as standard in the present study, they cannot be used to assess the error which exists between calculations and measurement. Such a comparison would have been the most conclusive. These deviations result from our ignorance of the real probability distribution rather than from sampling error. Deviations D(N) calculated from equation (8) and listed in Table 2 range from 0.82 m 3 s" 1 for N = 20 to 1.83 m 3 s 1 for N = 10 000. The results obtained from the KM model are compared with those of the reference case for each event by means of the error e.., which is listed in Table 1 . The errors e j2 range from 1.5 to 31.6%, with a mean error of +11%, which indicates a systematic deviation of the KM results from the standard. This result is only slightly modified if instead of the average set of parameters the event-based parameters are used. This systematic error results from the inaccuracy of the KM model, of determination of model parameters and of the deficiencies in determination of the coefficient a.
The effect of this systematic error is also evident in the errors of the extreme values which are determined from equation (5). The relative error e A (N) for the case ; = 4 (KM with variable parameters) ranges from 7.1% at TV = 20 to 6.4% at N = 10 000, again indicating that the results from the KM model are systematically slightly higher than those from the SV model. But when the relative error R(N) is calculated from equation (6) it is found that the model error is of the same magnitude as the uncertainty from the extreme value distribution (R(N) = 0.99 for N = 20 and 0.97 for N = 10 000). Comparison of extreme value curves for inflow data and outflows calculated using the SV and KM model is shown in Fig. 3 .
Method 2 of extreme value determination
Method 2 is a modification of Method 1 in which simplified wave shapes are used with peak values /. of the original inflow waves. The waves are assumed to be triangular, as shown in Fig. 4 , with peak equal to / and a relation is established between / and the corresponding values of T M and T £ by linear regression, which is shown in Fig. 5 . It is quite understandable that the large scatter evident in Fig. 5 affects the routing results listed in Table 1 . Also, in this crude approximation scheme the law of mass conservation can be violated. This is illustrated in Fig. 4 where three situations are considered. The inflow wave from A can be well approximated by the one-parameter triangular inflow, whereas the waves B and C considerably differ from the schematized triangle, although the peak values are exactly matched. For the output from the triangular input waves, depending on the routing model used, the output peaks Q 3 or Q s of Table 1 are obtained. When one considers the large variability of the wave forms, and the crude approximation to them, it is not surprising that the results differ from the reference case. As is shown in Table 1 , the errors e B now range from -8.5% to +50.6%, and it is almost an accident that the mean error is only 
Method 3 of extreme value calculations
Method 3 is based on an analysis of a few data points only, from which a regression relation is formulated. To illustrate this approach, all values of I are plotted vs. the corresponding value Q l in Fig. 6 . It is seen that the data scatter, with rather small deviations, about a regression curve of the form:
From this equation, the outflow extreme values Qj(N) can be calculated directly, by inserting I(N) for I. Results obtained by this method are listed (in rows E) in Table 2 . It is found that, except for very short reaches, this approach yields good results. This suggests that the calculations based on the SV equations could be simplified to the calculation of a few cases, and using them in regression analysis. There must exist, however, sufficient data to infer a statistically significant correlation coefficient for the input-output relationship.
It is interesting to compare these results with the ones obtained with the help of Method 2, whose results were found least satisfactory. When the input peak values / are plotted against the output peak values Q 5 , the curve shown in Fig. 7 is obtained. It shows that there exists an almost exact one-to-one correspondence between the two values, which deviates only slightly from a linear relationship. Maybe this is not surprising but also not self-explanatory. What is surprising is that the regression line given by equation (9) is almost exactly parallel to this linear relation, but is shifted systematically to lower values. Consequently, if the systematic error in the KM method could be eliminated, the results based on the SV equations and on the KM method would, for the situation considered, be almost equivalent. Furthermore, if the error band which exists around the regression curve equation (9), as shown in Fig. 6 , is added to the regression curve equation (9) in Fig. 7 , it is seen that the data fall within that band, except at the highest values, where probably the assumption of the wave shape as defined in Method 2 is the least reliable. 
CONCLUDING REMARKS
The evaluation of the choice of flood routing model by its effect on the extreme value statistics shows that: the sensitivity of the extreme value distribution with respect to the choice of the flood routing model is not very strong and simple models for the hydraulic transformation from input to output yield results which are not very different from the results obtained with much more complicated models. It has to be stressed, however, that the regression relationship has been derived using the more complex method (SV);
As was stated earlier, in addition to the choice of models for flood routing and for the probability density function of flood peaks, there is another factor affecting the accuracy of extreme flow estimates, viz. the size of the sample (number of flood peaks available). Analysis of this source of uncertainty is out of the scope of the present study.
The example presented does not permit more general conclusions to be derived. This investigation is viewed as a first step in trying to find out how deterministic and stochastic aspects of the complex hydraulic problem can be formulated to yield results with which a given design purpose can be met at minimum effort. Furthermore, the investigations of this paper show the direction in which design by reliability has to go to meet the design objective with a predetermined reliability, for situations in which both risk and uncertainty have to be considered.
