Much progress has been made in understanding how behavioral experience and neural activity can modify the structure and function of neural circuits during development and in the adult brain. Studies of physiological and molecular mechanisms underlying activity-dependent plasticity in animal models have suggested potential therapeutic approaches for a wide range of brain disorders in humans. Physiological and electrical stimulations as well as plasticity-modifying molecular agents may facilitate functional recovery by selectively enhancing existing neural circuits or promoting the formation of new functional circuits. Here, we review the advances in basic studies of neural plasticity mechanisms in developing and adult nervous systems and current clinical treatments that harness neural plasticity, and we offer perspectives on future development of plasticity-based therapy.
Introduction
Neural plasticity can be broadly defined as the ability of the nervous system to adopt a new functional or structural state in response to extrinsic and intrinsic factors. Such plasticity is essential for the development of the nervous system and normal functioning of the adult brain. Neural plasticity can manifest at the macroscale as changes in the spatiotemporal pattern of activation of different brain regions, at the mesoscale as alterations of long-range and local connections among distinct neuronal types, and at the microscale as modifications of neurons and synapses at the cellular and subcellular levels. Maladaptive neural plasticity may account for many developmental, acquired, and neurodegenerative brain disorders.
The concept of neural plasticity at the cellular level can be traced back to Ramon y Cajal, who proposed that modification of synaptic connections could serve as a substrate for memory (Cajal, 1913) . Donald Hebb more clearly hypothesized that correlated pre-and postsynaptic neuronal activity may trigger longterm synaptic potentiation (Hebb, 1949) . In the laboratories of physiologists, a short-term synaptic plasticity (posttetanic potentiation) was first discovered at the frog neuromuscular junction (Feng, 1941) . The discovery of long-term potentiation (LTP) in the hippocampus (Bliss and Lomo, 1973) and of longterm depression (LTD) in the cerebellum (Ito and Kano, 1982) gave an unprecedented impetus to the field by attracting many physiologists to the study of cellular and molecular mechanisms underlying synaptic plasticity (Malenka and Nicoll, 1993; Stevens, 1998 ) and its role in activity-dependent developmental refinement of neural circuits (Katz and Shatz, 1996) . Studies of activity-induced facilitation of sensorimotor synapses underlying the defensive gill reflex in Aplysia (Bailey and Kandel, 1993) demonstrated that long-term functional and structural synaptic modifications could serve as the substrate for learning and memory at the behavioral level. More recent findings on spiketiming-dependent plasticity (SDTP) further showed that information carried by the precise timing of spikes in pre-and postsynaptic neurons can be stored at synapses via generating spike-timing-dependent LTP/LTD (Dan and Poo, 2004; Markram et al., 1997) . Furthermore, formation and elimination of synapses or changes in synaptic morphology have been found to accompany LTP/LTD of synaptic efficacy (Hü bener and Bonhoeffer, 2010) , indicating a tight link between structural and functional plasticity of synapses.
At the level of neural circuits, Hubel and Wiesel discovered a striking example of developmental plasticity of visual circuits through their studies of monocular deprivation (Hubel and Wiesel, 1998) , which led to the discovery of the critical period (Espinosa and Stryker, 2012) . This basic research on the critical-period plasticity had an immediate impact on the clinical management of early visual dysfunctions-a best model of plasticity-based ''bench-to-bedside'' translation (Hoyt, 2004) . Subsequent demonstrations of remodeling of topographic maps in sensory and motor cortices in response to experiences or injury further indicated that the mature brain is also highly plastic (Buonomano and Merzenich, 1998; Feldman and Brecht, 2005) .
At the macroscopic level, new brain imaging methods such as magnetic resonance imaging (MRI), positron emission tomography (PET), and magnetic encephalogram (MEG) allow us to monitor changes in the spatiotemporal pattern of brain activities, the structure of brain tissue and nerve tracts, and the level of transmitters, receptors, and metabolites in different brain regions (Baliki et al., 2012; Grefkes and Ward, 2013; PascualLeone et al., 2005; Raichle and Mintun, 2006) . It is now possible to perform noninvasive longitudinal observations on long-term plasticity-related changes in the brain during disease progression and in response to therapy. Importantly for plasticity-based therapy, the emergence of deep-brain stimulation (Perlmutter and Mink, 2006) , transcranial magnetic stimulation (Hallett, 2000) , transcranial direct current stimulation (tDCS) (Nitsche and Paulus, 2000) , as well as other ''closed-loop'' stimulation methods (Fetz, 2007) now allow targeted stimulation of different brain regions for prolonged periods for inducing corrective plastic changes.
Critical-Period Plasticity Activity-Dependent Development of the Visual System The development of visual systems requires interplay between sensory experiences, spontaneous neural activity, and genetically encoded innate programs (Espinosa and Stryker, 2012; Hubel and Wiesel, 1998) . Early development can occur in the absence of visual experience. Prior to eye opening, both molecular cues and spontaneous activity help the formation of the topographic map in the primary visual cortex (V1) (Feller, 1999; Katz and Shatz, 1996) . Subsequently, either visual input or spontaneous activity (e.g., in case of visual deprivation) is required for the emergence of orientation selectivity of V1 neurons (Chapman and Stryker, 1993) . Visual input is required for further development, during which the left/right ocular preference of V1 neurons (i.e., ocular dominance) is established and the orientation preference of binocular neurons for the left and right eyes are matched (Espinosa and Stryker, 2012) . During a postnatal critical period, however, monocular deprivation leads to a permanent loss of the response to the deprived eye (Hubel and Wiesel, 1998) .
This understanding of critical-period plasticity has proven to be invaluable for ophthalmologists (Hoyt, 2004) . Impoverished visual input to one eye in children (e.g., due to errors of refraction or strabismus) during the critical period causes amblyopia or the loss of functional visual acuity (Epelbaum et al., 1993; Li et al., 2011) . Left uncorrected, amblyopia can also lead to loss of binocularity/depth perception and blindness. Occlusion therapy or patching of the eye with better vision has been shown to be a clinically effective treatment (PEDIG, 2003) . It forces use of the affected eye and results in long-term improvements in vision. While younger children appear to require less occlusion and have better functional outcomes, there is also growing evidence that older children and even adults may benefit from perceptual learning and innovative video-game play (Li et al., 2011) . Activity-Dependent Development of the Motor System The primary motor cortex (M1) ''motor map'' also develops after birth and appears to undergo a period of refinement during a critical period analogous to that of the visual system Martin, 2005) . Microstimulation can first evoke movements by postnatal week 7 in kittens (Bruce and Tatton, 1980) . Maturation leads to an increase in excitable zones, reduction in thresholds, and more stereotyped evoked movements (Chakrabarty and Martin, 2000) . The descending corticospinal tract (CST) is also refined through an activity-dependent process similar to the sensory systems-silencing the CST during the postnatal period results in permanent alteration in the topographical distribution and axon terminal morphology as well as long-term motor impairments (Martin, 2005) .
Critical-Period Plasticity and Brain Injury
The existence of critical-period plasticity may explain the complex relationship between early brain insults and functional recovery in motor, language, and cognitive domains in children . The long-standing Kennard Principle states that lesions in infancy are associated with more complete recovery than in adults (Dennis, 2010) . More recent work, however, has found that a subset of early insults may be especially devastating (Kolb et al., 2000) because, in addition to the injury, there is a longer-term derailment of developmental programs, due in part to the consequence of critical-period plasticity. Additional work is required to fully elucidate time windows and factors that balance the potential for increased recovery with the increased vulnerability of the immature brain .
Activity-Dependent Plasticity in Adults
In the adult nervous system, behaviorally relevant experience may reshape connectivity at both functional and structural levels, as exemplified by the remodeling of physiological maps (Buonomano and Merzenich, 1998) and cortical structure (Draganski et al., 2004; Xu et al., 2009 ) in response to alterations in central and peripheral inputs as well as behavioral experience. Chronic and acute insults to the adult nervous system also cause reorganization of the neural circuits that may utilize similar plasticity mechanisms as those occurring in normal brain. The capability for declarative learning and memory also implicates functional and structural plasticity of the adult brain (Hü bener and Bonhoeffer, 2010; Squire et al., 2004) . Activity-dependent plasticity is also essential for learning and memory in the amygdala (Johansen et al., 2011) , the basal ganglia (Yin et al., 2009) , and the spinal cord (Wolpaw and Tennissen, 2001 ).
Plasticity of Cortical Maps
Sensory cortical maps can be profoundly reorganized after deprivation of normal inputs (Buonomano and Merzenich, 1998; Feldman and Brecht, 2005; Kalaska and Pomeranz, 1979) . Transection of the median nerve in monkeys, for example, led to an expansion of cortical areas responsive to neighboring fingers (Merzenich et al., 1983) . Changes in intracortical inhibition may underlie such map plasticity (Jacobs and Donoghue, 1991) . Similar changes were evident in the topographic map in barrel cortex after selective sensory deprivation in rodents (Feldman, 2009 ). More recent research in primary auditory cortex and barrel cortex has begun to reveal the cellular and molecular basis of representational map plasticity (Feldman, 2009; Vinogradov et al., 2012) .
Studies of sensory and motor learning further demonstrate that representational maps dynamically allocate cortical areas in a use-dependent manner (Buonomano and Merzenich, 1998; Nudo et al., 1996a; Recanzone et al., 1993) . In the sensory domain, cortical representation was preferentially increased for digits that were involved in a sensory-guided perceptual task (Jenkins et al., 1990) . Similar modification of the tonotopic map was also found after auditory perceptual training (Recanzone et al., 1993) . Importantly, the spatiotemporal dynamics of behavioral experience plays a specific role in reshaping cortical maps. For example, abnormal sustained sensory stimulation of multiple fingers was found to break down the normal segregation between digit representations (Wang et al., 1995) . In the motor domain, reorganization of M1 motor maps (Monfils et al., 2005; Nudo et al., 1996a) and changes in spine turnover (Xu et al., 2009 ) were found after motor skill acquisition ( Figure 1A ).
Longitudinal studies in human subjects using MRI showed that new motor skill acquisition can result in map plasticity (Pascual-Leone et al., 2005; Pascual-Leone et al., 1995) and increased cortical thickness (Draganski et al., 2004) (Figure 1B ). More complete elucidation of sensory and motor neural circuits in the normal and disease states is required for understanding the cellular basis of cortical map plasticity and for developing more precise and effective plasticity-based therapies.
Activity-Dependent Modifications of Synapses, Neurons, and Circuits Activity is the main driving force for adaptive changes in the nervous system. While persistent changes in activity levels may lead to re-adjustment of the neuronal and synaptic components that allow homeostatic regulation of neural circuit functions (Turrigiano, 2012) , much interest in the past decades has been focused on activity-dependent plasticity that sets neural circuits into new functional states. Such plasticity at synaptic and neuronal levels provides the basis for the development of neural circuits in the first place, and it endows the capacity for neural circuits to perform the signal processing underlying many cognitive functions.
Plasticity in Synaptic Function
The complex molecular and cellular machinery for the control of neurotransmitter release and postsynaptic responses makes the synapse the most sensitive site for activity-induced modifications in the nervous system. Short-term synaptic modification plays an immediate role in adapting and extending the signalprocessing capability of neural circuits (Abbott et al., 1997; Zucker and Regehr, 2002) , whereas long-term modification provides the basis for learning and memory functions. The discoveries of rapid activity-induced LTP and LTD in various systems (Malenka and Nicoll, 1993) and the ease in studying these phenomena in brain slices have triggered extensive studies of their underlying cellular and molecular mechanisms. It is now clear that nearly all central synapses exhibit both short-term and long-term plasticity in response to repetitive synaptic activities, through changes in either presynaptic transmitter release or postsynaptic responses to transmitters-or both (Malenka and Bear, 2004 Elbert et al., 1998.) distinct forms of LTP and LTD, and the induction and expression mechanisms may differ among various types of synapses and at different developmental stages. Please see Perspective by Huganir and Nicoll (2013) in this issue for more information. It is generally recognized that a brief high-frequency synaptic activation often results in LTP while prolonged low-frequency activation leads to LTD. This activity pattern-dependent synaptic plasticity could be accounted for by the level of postsynaptic excitation-depolarization and the consequent Ca 2+ elevation-that triggers distinct subcellular events associated with the increase or decrease of synaptic efficacy (Malenka and Bear, 2004) . On the other hand, there is increasing interest over the past 15 years in the role of spike timing in controlling the polarity of synaptic modifications. Even for low-frequency spiking activities, repetitive pairing of presynaptic spiking before postsynaptic spiking within a specific time window ($20 ms) often results in LTP, whereas the opposite sequence of spiking leads to LTD (Bi and Poo, 1998; Debanne et al., 1998; Froemke and Dan, 2002; Markram et al., 1997; Zhang et al., 1998) . This spike timing-dependent plasticity (STDP) endows the activityinduced synaptic changes with the properties of causality and self-normalization as well as the capacity for coding temporal information of spiking (Bi and Poo, 1998) . Further experiments provided evidence of STDP-like modulation of the strength of synaptic connections in adult monkey motor cortex (Jackson et al., 2006) and human motor and somatosensory cortices (Wolters et al., 2003; Wolters et al., 2005 ) (see Figure 2 ). As temporal sequence is an essential element in perceptual and motor learning, STDP may provide natural synaptic mechanisms for sequence learning and for designing therapeutic approaches via physiological stimulation for strengthening the efficacy of specific connections (Jackson et al., 2006) ; see below).
Plasticity in Intrinsic Neuronal Excitability
Pioneering experimental and modeling studies on crab stomatogastric ganglion neurons have shown that prior activity and neuromodulatory influences could modify the number and In vivo whole-cell recording was made from a single neuros in the optic tectum (T), in order to monitor converging synaptic potentials evoked by correlated retinal stimulation at S1 and S2 with defined intervals. (Bottom) The critical window for LTP/LTD. Percent change in the EPSC amplitude of the subthreshold synaptic input after repetitive correlated retinal stimulation (at 1 Hz for 100 s) was plotted against the time of the input relative to the peak of action potential recorded in the tectal cell (''À'' before). Note that input arriving within $20 ms prior to tectal cell spiking became potentiated, whereas those arriving with $20 ms after spiking became depressed. Open circles: Repetitive spiking was induced by injections of depolarizing currents From Zhang et al. (1998) . (B) Long-term spike timing-dependent motor cortex plasticity in monkeys induced by an electronic neural implant. (Top) In subpanel a, the diagram of the setup is shown. Action potentials detected in the signal recorded from the Nrec electrode triggered electrical stimuli delivered to the Nstim electrode after a predefined delay. In subpanel b, the experimental setup for testing output effects of intracortical microstimulation (ICMS) on the right wrist is shown. (Bottom) Dependence of conditioning effects on delay between spikes and stimuli. The graph shows angular shift of Nrec effects toward Nstim effects per day of conditioning for different spike-stimulus intervals. (''+'' interval: Nstim after Nrec). Solid line connects the group means for each interval. Error bars, s.e.m. Dashed line, 95th centile for control electrodes. Adapted from Jackson et al. (2006) . (C) Temporally asymmetric Hebbian plasticity in human motor cortex. (Top) Experimental design is shown. Test amplitudes were elicited by single-pulse TMS before and after the paired associative stimulation (PAS, 90 pairs, 0.05 Hz), consisting of electrical stimulation of right-median nerve followed by TMS over the left hemisphere at the optimal site for activating the APB muscle with a constant interstimulus interval. (Bottom) The effect of PAS with interstimulus intervals of À10 to 50 ms on motor-evoked potentials (MEP) size of the right APB is shown. Traces: Example of one subject, average of 20 recordings before (pre) and after (post) PAS. Numbers on the left: interstimulus interval. Right vertical bars, mV. Graph, group data (means ± SE). Asterisks, significant change of MEP amplitudes (p < 0.05). Vertical broken line, approximate time of arrival of afferent signal in the primary somatosensory cortex. From Wolters et al. (2003) .
type of ion channels, leading to drastic changes in the firing patterns of the neuron (Marder et al., 1996) . Activity-induced short-and long-term modifications of intrinsic neuronal excitability have now been found ubiquitously in the nervous system (Kim and Linden, 2007) . Somatic and axonal changes of ion channels alter the initiation and patterns of spikes in the neuron and the release of transmitters at presynaptic terminals, whereas dendritic changes of ion channels modify dendritic integration of synaptic inputs, the coupling between synaptic potentials and dendritic excitation, and propagation of signals to the soma. Interestingly, changes in the intrinsic excitability and synaptic efficacy often act synergistically in modifying neural circuit functions (Debanne and Poo, 2010; Mozzachiodi and Byrne, 2010) .
In their original report on hippocampal LTP, Bliss and Lomo described the phenomenon of EPSP-to-spike (E-S) potentiation in addition to synapse enhancement (Bliss and Lomo, 1973) . Although changes in E-S coupling could in principle result from alteration of inhibitory inputs, recent studies have identified coordinated changes of active conductances in postsynaptic dendrites that contribute significantly to the changes in E-S coupling (Debanne and Poo, 2010) . Accompanying the induction of LTP and LTD with an STDP protocol in CA1 pyramidal neurons, there is a marked increase and decrease of EPSP-spike coupling, respectively, in a manner that requires activation of NMDA receptors but not GABA A receptor-dependent inhibition (Campanac and . Linearity in the summation of EPSPs, a property directly related to E-S coupling and strongly influenced by local dendritic active conductances, is also elevated and attenuated following induction of spike timing-dependent LTP and LTD, respectively (Wang et al., 2003) . Changes in the hyperpolarization-activated cationic (h) channels Wang et al., 2003) , A-type K + current in the dendrite (Frick et al., 2004; Kim et al., 2007) , and fast transient Na + current in the cell body (Xu et al., 2005) could all modify EPSP-spike coupling. Alteration in ion channels may also account for the global elevation of intrinsic excitability of postsynaptic neurons following brief episodes of synaptic activity, as found in cerebellar deep nuclear neurons (Aizenman and Linden, 2000) and in layer 5 pyramidal neurons in vivo (Paz et al., 2009) .
Brief periods of LTP/LTD-inducing activities could also rapidly increase/decrease the intrinsic excitability of the presynaptic neuron, respectively, due to retrograde modulation of Na + and K + current activation and inactivation kinetics at the soma (Ganguly et al., 2000; Li et al., 2004) . This retrograde modulation alters presynaptic spiking activity (i.e., facilitates or impedes bursting spikes or back-propagating spikes), thus modifying the efficacy of selective circuit pathways. In short, correlated spiking at the synapse could induce global changes in the intrinsic excitability of both pre-and postsynaptic neurons, enhancing signal transmission through the activated pathway. Thus, excitability changes ''beyond the synapse'' can act synergistically with synaptic modifications in setting the new functional state of the circuit. Structural Plasticity of Synapses Changes in synaptic plasticity with development/aging and the relationship between functional synaptic plasticity and structural rewiring of circuits are of particular interest here, because of their implications for neural circuit remodeling in developmental, psychiatric, and neurodegenerative disorders and after brain injury. A major advance in the field was the realization that activitydependent developmental refinement of neural circuits depends on NMDA receptor-mediated processes similar to that found for activity-dependent LTP (Constantine-Paton, 1990; Katz and Shatz, 1996) . The discovery of silent synapses that become functional after LTP-inducing activity (Liao et al., 1995) and the finding that progressive reduction of silent synapses is associated with developmental maturation (Shen et al., 2006; Wu et al., 1996) further linked synaptic LTP/LTD to developmental refinement of neural circuits. Synaptic structural changes discovered in slice preparations-the growth and retraction of dendritic spines associated with LTP and LTD (Hü bener and Bonhoeffer, 2010), respectively-support the notion LTP and LTD represent the prelude to activity (and experience)-induced structural stabilization and elimination of synaptic connections, respectively.
Both functional and structural plasticity of synaptic connections persists throughout the lifetime, although appearing to diminish over time. The century-old idea that learning and memory involve structural remodeling of synaptic connections has gained increasing experimental support (Caroni et al., 2012) . Long-term in vivo measurements of identified spines in the adult rodent cortices showed a small fraction of synapses undergo turnover (Grutzendler et al., 2002; Trachtenberg et al., 2002) . However, behavioral learning (Xu et al., 2005; Yang and Zhou, 2009 ) and visual experience (Hofer et al., 2009) lead to formation of new spines that remain stable for many months, potentially serving as long-lasting memory traces. In essence, activitydependent sculpting of developing circuits represents learning/ memory of early experiences, whereas the residual developmental plasticity provides the learning/memory capacity of the mature brain.
Reactivation of Developmental Plasticity
Maturation of inhibitory circuits is essential for opening the critical period in V1 during postnatal development (Hensch, 2004) , when monocular deprivation could induce expansion and retraction of thalamocortical axon arbors for inputs carrying information from the open and closed eyes, respectively. The critical period becomes permanently closed after a few weeks (in rodents) through a mechanism that remains to be fully characterized (Espinosa and Stryker, 2012) . Interestingly, recent findings showed that critical-period plasticity could be reactivated in the adult nervous system. Resetting excitatory-inhibitory balance (Harauzov et al., 2010; Maya Vetencourt et al., 2008) , removal of growth-inhibitory factors with enzymatic digestion of extracelluar chondroitin sulfate proteoglygan (CSPGs) (Pizzorusso et al., 2002; Vorobyov et al., 2013) , or genetic deletion of Nogo-66 receptor for myelin membrane associated growth-inhibiting proteins (McGee et al., 2005) or choroids-expressed Otx2 homeoprotein (Spatazza et al., 2013) have all been shown to restore critical-period plasticity in V1 in response to monocular deprivation in mice. These findings suggest that closure of critical period in early development is intimately associated with the formation of the perineuronal net surrounding the neurons and expression of inhibitory myelin factors and other secreted factors, e.g., Otx2 (Spatazza et al., 2013) , which stabilize the local circuit. On the other hand, reduced plasticity in the adult brain is not without benefit: it helps the stabilization of synaptic structures and stored memory, as shown by the finding that enzymatic removal of CSPGs in adult rats results in the susceptibility of the fear memory to erasure by extinction (Gogolla et al., 2009 ). These findings on the cellular and molecular mechanisms restricting developmental plasticity offer new insights into potential therapeutic treatments for promoting recovery of circuit functions in the adult brain. Neurotrophin-Dependent Plasticity Many proteins that regulate developmental processes, e.g., neural induction and neuronal differentiation, axon growth, and synaptogenesis, are also expressed in the adult brain, serving related or different functions. A case in point is neurotrophins, a small family of nerve growth factor-related proteins (Chao, 2003; Huang and Reichardt, 2003) . While initially identified as factors that promote survival and axon growth of specific neuronal populations, neurotrophins have been found to regulate dendrite growth and pruning, synaptic function and plasticity, and sensory perception and cognitive processes (Park and Poo, 2013) . Development of ocular dominance columns in V1 requires the action of extracellularly present brain-derived neurotrophic factor (BDNF) and activation of its TrkB receptors (Cabelli et al., 1997) that is known to influence maturation of GABAergic inhibition (Huang et al., 1999) and potentiate excitatory synaptic functions (Poo, 2001) .
Aberrant neurotrophin signaling could cause both abnormal development and dysfunction of the adult brain, as suggested by human genetic association studies and the altered expression of neurotrophins and their receptors in affected brain regions in many neurological and neuropsychiatric diseases (Chao et al., 2006) . A common single-nucleotide polymorphism (SNP) in the human Bdnf gene-the substitution of valine at codon 66 with methionine (V66M)-results in up to 30% reduction in the level of BDNF secretion but is genetically linked to impaired memory performances Hariri et al., 2003 ) and brain development (Pezawas et al., 2004) in humans. Mice with genetic variant BDNF (V66M) exhibited increased anxiety-related behaviors and reduced ability in motor learning (Fritsch et al., 2010) . Interestingly, transcranial direct current stimulation (tDCS) in both humans and mice resulted in enhanced motor learning and elevated BDNF level in the mice brains (Fritsch et al., 2010) . Although tDCS does not target specific circuits, anodal stimulation may provide a general enhancement of excitability (via depolarization) that helps the expression of specific activity-dependent plasticity associated with the learning process.
Adaptive Plasticity in Brain Disorders
Acute Brain Injury Neural plasticity contributes to the recovery of function after brain injury. In patients with stroke, for example, there is usually some spontaneous recovery over the first several months (Cramer, 2008) . Task-specific activity has also been shown to be a critical factor for promoting recovery (Nudo et al., 1996b; Ramanathan et al., 2006) . After a ''hand-area'' stroke, intensive retraining in nonhuman primates was specifically associated with an expansion of the cortical representation for hand and digits into the previous proximal arm representation (Nudo et al., 1996a) (Figure 1C ). Moreover, both local ( Figures 1C and  1D ) and distributed circuit modifications are associated with the recovery process. Local changes in the peri-infarct region include changes in dendritic morphology, axon sprouting, neurogenesis, and neural connectivity (Cramer, 2008; Taub et al., 2002) . Functional imaging studies in stroke patients also suggest that plasticity of interhemispheric as well as intrahemispheric functional connectivity are linked to improvements in function (Cramer, 2008; Grefkes and Ward, 2013; Taub et al., 2002) . A great challenge is to specifically identify which of the local and distributed changes are essential for recovery. These are likely to offer the most robust and potentially synergistic therapeutic targets. Chronic Neurodegeneration A hallmark of many neurodegenerative diseases (e.g., Alzheimer's disease and Parkinson's disease) is a prolonged prodromal period during which there is little evidence for global functional deficits despite ongoing degeneration at the cellular level (Cramer et al., 2011) . There is great interest in this prodromal period as it offers a window for intervention (Schapira and Tolosa, 2010) . A reasonable hypothesis is that during the prodromal period the neural network may undergo adaptive plasticity or homeostatic regulation in response to ongoing degeneration. In the case of Alzheimer's disease, a growing body of research indicates that amyloid-induced memory deficits may at least in part be due to impaired NMDA-R function and loss of normal synaptic plasticity (Parihar and Brewer, 2010) . Modulation of neural plasticity could be an important therapeutic avenue in both the prodromal and the symptomatic phase (Cissé et al., 2011) .
Maladaptive Plasticity in Brain Disorders
Excessive Plasticity Excessive plasticity can be associated with the development of some disease symptoms. Two examples include focal dystonia (Sheehy and Marsden, 1982) and chronic pain (Saab, 2012) . Focal dystonia is a neurological disorder often seen in those who perform repetitive fine motor tasks such as playing music or typing. These patients experience abnormal coactivation of agonist and antagonist muscles during task performance. Maladaptive plasticity triggered by excessive repetitive finger movements in a task requiring high attention contributes in part to the onset of symptoms (Elbert et al., 1998; Lin and Hallett, 2009) . Monkeys required to perform a repetitive fine motor task also appeared to develop dystonic symptoms (Byl et al., 1996) . Interestingly, cortical mapping studies in these animals showed that sensory receptive fields were abnormally increased with breakdown of normal topographic boundaries ( Figure 1E ). Persistent coincident sensory stimulation and excessive plasticity could account for both the change in receptive fields and dystonic symptoms (Byl et al., 1996; Lin and Hallett, 2009; Wang et al., 1995) (Figure 1F ).
Chronic pain syndromes are also associated with excessive plasticity in cortical and subcortical networks (Saab, 2012) . The perception of acute pain has an obvious functional and protective role. In many patients, however, there is a transition to a chronic-pain phase that is associated with substantial morbidity. Excessive plasticity may account for the transition to a chronic-pain state. Such neuroplasticity is referred to as sensitization and associated with a reduction of firing thresholds, increased spontaneous firing, and enhanced evoked activity (McMahon et al., 1993) . Brain imaging and noninvasive neurophysiological studies in patients with chronic pain have also suggested that changes in functional and structural connectivity underlie the perception of chronic pain (Baliki et al., 2012; Saab, 2012) . Impaired Plasticity Impaired activity-dependent synaptic plasticity has also been implicated in a wide range of developmental, neurological, and psychiatric disorders (Cramer et al., 2011; Ebert and Greenberg, 2013; Parihar and Brewer, 2010) . There is a growing consensus that phenotypically diverse neurodevelopment disorders are linked to abnormalities of synaptic molecules. For example, genetic mutations of proteins in the postsynapse density (PSD) are associated with autism spectrum disorders (Ebert and Greenberg, 2013) . Fragile X Syndrome and the Tuberous Sclerosis Complex appear to result from defective activity-dependent regulation of dendritic mRNA translation (Ebert and Greenberg, 2013; Krueger and Bear, 2011) , a process essential for the expression of protein synthesis-dependent synaptic plasticity.
A complex interplay between multiple genes and experiencedependent processes during both early development and adulthood may also underlie neuropsychiatric disorders, where a causal link between defective synaptic plasticity and disease symptoms may exist (Lakhan et al., 2013; Stephan et al., 2006) . Impaired glutamatergic transmission through the AMPA and NMDA receptors is hypothesized to underlie pathogenesis of neuropsychiatric disorders such as schizophrenia and mood disorders. In the case of schizophrenia, clinical symptoms such as hallucinations and learning/cognitive problems are specifically hypothesized to be the result of impaired synaptic plasticity and NMDAR hypofunction (Stephan et al., 2006) . Modulation of NMDAR function through glycine agonists appears to be a promising approach to treat schizophrenics (Coyle et al., 2003) .
Studies in monkeys also led to the concept of ''learned disuse'' after brain injury (Taub et al., 2002) . Experimental lesions that removed somatic sensation from a limb were found to be disabling (Knapp et al., 1963; Taub et al., 2002) . Even while motor strength was normal, animals persistently ignored the limb and exclusively relied on the unaffected arm. Only through forced restraint of the unaffected limb did the animals relearn to use the deafferented limb (Taub et al., 2002; Wolf et al., 2006) . This concept led to the development of ''constraint-induced movement therapy,'' a clinically effective method to significantly improve upper-limb function in some stroke patients. It is based on the principles of forced use of the affected arm by restraining the unaffected arm and intensive practice.
Treatments That Harness Neural Plasticity Task-Specific Rehabilitation Rehabilitation aims to achieve improvements in function and quality of life in patients (Bowden et al., 2013; Dobkin, 2009; Vinogradov et al., 2012) , and task-specific rehabilitation exploiting activity-dependent neural plasticity may maximize the effect (Cramer et al., 2011) . This principle can be applied to diverse functional domains such as motor control, language, and cognition. Recent large randomized controlled clinical trials for motor recovery after stroke have shown that intensity of training is essential for long-term improvements (Bowden et al., 2013; Wolf et al., 2006) . Studies of the effects of training in rodent and nonhuman primate models further suggest that plasticity of motor maps is a key mechanism underlying functional improvements (Nudo et al., 1996b; Ramanathan et al., 2006 ).
An excellent example of rehabilitation training is used with children with speech and language impairments and dyslexia (Vinogradov et al., 2012) . Children with such impairments have difficulties with reading and writing in the setting of otherwise normal intellect. An innovative computer-based training program has been used to treat impaired auditory processing (Tallal et al., 1996) . Early in the training period, rapidly changing speech was disambiguated by both amplification and replay at a slower speed. As training progressed, children were increasingly exposed to more natural speech. After training there were significant improvements in natural speech comprehension.
There is growing evidence that task-specific training programs may also help improve cognitive function in both older patients and those with acute or chronic brain disorders (Bavelier et al., 2011; Chen et al., 2011; Vinogradov et al., 2012) . Moreover, computerized programs that harness the power of video games (Bavelier et al., 2011) can improve deficits seen with visualperception defects (Li et al., 2011) , age-related degeneration (Anguera et al., 2013) , and neuropsychiatric disorders (Vinogradov et al., 2012 ). An essential feature of effective video-game training is the progressive adjustment of the level of difficulty in line with the cognitive improvement of the patient (Bavelier et al., 2011) . Furthermore, an important area of focus is on the ability to generalize task-specific training in one cognitive domain to more broad-based functional improvements. Correcting Maladaptive Plasticity Constrained induced movement therapy can reverse learned disuse in some stroke patients (Taub et al., 2002) . The ''EXCITE'' trial found that 2 weeks of intense upper-extremity rehabilitation led to both objective and subjective improvements (Wolf et al., 2006) . Moreover, approaches to treat focal dystonia also suggest that it is possible to correct maladaptive plasticity (Candia et al., 1999) . Professional musicians with long-standing dystonia symptoms refractory to standard treatments underwent splinting that immobilized digits without dystonic symptoms. Repetitive exercise of the dystonic fingers while the other fingers remained immobilized led to significant improvements. Phantom limb pain, a chronic pain syndrome experienced by amputees, may also involve maladaptive plasticity of sensorimotor circuits (Flor et al., 2006) . An innovative treatment is mirror therapy (Chan et al., 2007; Ramachandran and Rogers-Ramachandran, 1996) , in which patients view the reflection of their intact limb in a mirror placed to create the illusion of movements of the missing limb. A randomized controlled trial of mirror therapy in 15 patients with lower leg amputations found significant improvement in 9 of the 15 patients (Chan et al., 2007) . Neural Interfaces Cochlear implants are sensory prostheses that can restore hearing in deaf patients (Clark et al., 2013; Moore and Shannon, 2009 ). Research conducted in the 1950s revealed that electrical stimulation of the cochlear nerve in deaf patients could elicit auditory perceptions (Moore and Shannon, 2009) . Advances in electrical circuit design and the translation of biotechnology led to an implantable sensory prosthesis. Real-time processing of environmental sounds was converted into patterned stimulation delivered to the cochlear nerve. Importantly, even while the patterned stimulation remains the same, there are gradual improvements in the perception of speech and other complex sounds over a period of several months after device implantation (Kral and Sharma, 2012; Moore and Shannon, 2009 ). Activitydependent sculpting of neural circuits is hypothesized to underlie the observed perceptual improvements. Interestingly, if children become deaf before the development of language, cochlear implants can allow near normal language comprehension (Kral and Sharma, 2012) . However, implantation in deaf children older than elementary school age is typically linked to poorer outcomes, suggesting loss of a critical period for cortical development.
Neural plasticity is also likely to be essential for neuromodulation by deep brain stimulation (DBS). The development of DBS was based on decades of work showing that surgical lesions to specific nuclei could alleviate tremor and bradykinesia symptoms (Perlmutter and Mink, 2006) . DBS involves chronic implantation of a stimulating electrode that targets specific neural structures (e.g., subthalamic nuclei or the globus pallidus in Parkinson's disease) (Follett et al., 2010) . At least for movement disorders, it is commonly thought that targeted areas are functionally inhibited by the chronic electrical stimulation (Perlmutter and Mink, 2006) . DBS has been approved for treatment of refractory tremor, Parkinson's disease, and other movement disorders. It is also being actively studied for treating depression and other psychiatric illnesses (Holtzheimer and Mayberg, 2011) . It is of great interest to follow adaptive changes in the brain, especially for nondegenerative diseases, that may restore normal circuit functions after termination of DBS.
Potential Plasticity-Based Treatments Diverse pharmacological, molecular, and physiological approaches are being examined for modulating neural plasticity and to treat neurological and psychiatric diseases. Targets of modulation include neuromodulatory systems, cortical inhibition, as well as molecules that may actively promote or inhibit plasticity (Barbay and Nudo, 2009; Bavelier et al., 2010; Cramer, 2008) . Examples include improving function in animal models of neurodevelopmental disorders (Ebert and Greenberg, 2013) , neuropsychiatric disorders (Lakhan et al., 2013; Stephan et al., 2006) , and stroke (Cramer et al., 2011; Overman et al., 2012) . While some are highly targeted (e.g., specific pharmacological blockade of inhibition), others likely recruit multiple cellular processes and neural circuits (e.g., cell-based therapies and noninvasive stimulation).
Molecular Modulation
The noradrenergic system has been extensively studied for neural repair after brain injury (Barbay and Nudo, 2009; WalkerBatson, 2013) . D-amphetamine has been shown to improve functional recovery in both rodents and nonhuman primates (Barbay and Nudo, 2009; Feeney et al., 1982) , possibly through augmentation of neural plasticity. However, d-amphetamine treatment of stroke patients with motor and language deficits has yielded mixed outcomes (Walker-Batson, 2013 ). This highlights the challenge associated with translation from animal models to patient care. Moreover, the selective serotonin reuptake inhibitor (SSRI) fluoxetine, which is used widely for depression and other psychiatric illness, has effects on synaptic plasticity, neurogenesis, and the BDNF level in the brain (PilarCué llar et al., 2013) . It has been demonstrated to improve motor recovery after stroke in a recent clinical trial (Chollet et al., 2011) and is a promising drug for patients with amblyopia (Maya Vetencourt et al., 2008) , presumably through modulation of cortical inhibition (Espinosa and Stryker, 2012) .
Since inhibitory interneurons play a key role in shaping cortical function and plasticity, modulation of cortical inhibition offers a general mechanism of enhancing recovery by engaging neural plasticity (Ramamoorthi and Lin, 2011) . Reduction of inhibition in the visual system, for example, can restore a juvenile state of plasticity in the adult rodent brain (Espinosa and Stryker, 2012; Maya Vetencourt et al., 2008) . Many genetic disorders with cognitive deficits, such as autism and Down syndrome, are also associated with excessive inhibition (Ramamoorthi and Lin, 2011; Wetmore and Garner, 2010) . In the case of Down syndrome, reducing inhibition in a genetic model was found to improve cognitive function (Fernandez et al., 2007) . Reduction of extrasynaptic GABAergic currents has also improved motor recovery in animal models of focal stroke (Clarkson et al., 2010) .
Cell-based therapies also have a great potential to result in novel treatments (Leong et al., 2013; Sanberg et al., 2012; Southwell et al., 2010) . In mice, transplantation of embryonic cells can enhance the critical-period plasticity of the visual cortex (Southwell et al., 2010) . A decade of preclinical research into the use of adult and fetal/progenitor cells in animal models of ischemic stroke (Bliss et al., 2007; Leong et al., 2013; Sanberg et al., 2012) showed that transplanted cells may act through the secretion of soluble factors that promote neurogenesis, angiogenesis, and immunomodulation (Leong et al., 2013) . Although much has to be understood regarding efficacy and mechanisms of action, there are now multiple ongoing earlyphase clinical trials using cell-based therapies in stroke patients (Misra et al., 2012) .
Electrical Stimulation
Invasive and noninvasive electrical stimulation may modulate neural circuits in a wide range of disease states and allow recovery of normal circuit functions (Demirtas-Tatlidede et al., 2013; Hallett, 2000; Holtzheimer and Mayberg, 2011; Hsu et al., 2012; Kuo et al., 2013; Nitsche and Paulus, 2000; Perlmutter and Mink, 2006) . As outlined above, DBS has rapidly emerged as an important therapeutic tool in movement disorders as well as other neurological and psychiatric diseases, although the precise underlying physiological mechanisms need to be clarified. Noninvasive electrical stimulation of large cortical areas could be achieved by transcranial magnetic stimulation (TMS) that depends on the induction of electrical currents via externally applied magnetic fields, or by transcranial direct current stimulation (tDCS) based on the penetration of externally applied electrical currents through the skull. Multiple studies have shown that both TMS and tDCS can impact motor and cognitive functions in healthy subjects and patients with neurological or psychiatric disorders (Demirtas-Tatlidede et al., 2013; Hsu et al., 2012; Hummel et al., 2005; Kuo et al., 2013) . TMS is currently approved for medication-refractory depression (Demirtas-Tatlidede et al., 2013) . In stroke, both tDCS and repetitive TMS over the injured hemisphere when paired with training can improve motor performance and facilitate motor recovery (Grefkes and Fink, 2012; Hsu et al., 2012) . Stimulation-induced activity-dependent synaptic plasticity appears to be a potential mechanism of action. For example, an in vitro study found that both NMDA-R activation and BDNF are required for induction of synaptic potentiation via direct current stimulation that mimicked tDCS (Fritsch et al., 2010) .
Closed-Loop Neural Interfaces
Early work by Fetz and colleagues laid the foundation for realtime processing of neural signals and the induction of neural plasticity through feedback (Fetz, 2007) . For example, precisely timed microstimulation of an M1 cortical neuron using the spiking signal of an adjacent recorded ''presynaptic'' neuron over a period of 2 days resulted in a reorganization of the motor output in a manner resembling STDP-like synaptic potentiation (Jackson et al., 2006) . Furthermore, real-time conversion of neural activity into control signals has led to impressive demonstrations of the feasibility of Brain Machine Interfaces (BMI), which allow patients with motor disabilities to exert direct control over assistive devices (Birbaumer et al., 1999; Hochberg et al., 2006; Schwartz, 2004) . While computational algorithms can enhance this process, optimal recruitment of neural plasticity is essential for learning BMI control (Ganguly and Carmena, 2009; Koralek et al., 2012; Taylor et al., 2002) . BMI systems also allow direct volitional control over visualized neural signals (also termed ''neurofeedback'') (Birbaumer et al., 2009 ). Neurofeedback provides a powerful tool to induce long-term cortical plasticity (Ganguly and Carmena, 2009 ). The broader role of neurofeedback is also being explored in a range of conditions such as chronic pain, attention deficit disorder, epilepsy, and movement disorders (Sulzer et al., 2013) .
Prospect of Plasticity-Based Therapy
The mainstay of current plasticity-based therapies includes taskspecific behavioral training and relatively coarse treatment modalities such as DBS or TMS. As outlined above, there is a rapidly growing body of research that suggests the possibility of harnessing neural plasticity for brain repair through targeted molecular modulation. Real-time processing of neural signals offers the possibility of creating more sophisticated devices for ''closed-loop'' and state-sensitive therapies. Moreover, targeted gene delivery and optogenetic technology can provide physiological manipulations that affect specific regions and/or cell types (please see Perspective by Deisseroth and Schnitzer (2013) in this issue for more information). Development of noninvasive gene-delivery methods (e.g., using viral vectors that can cross the blood brain barrier) can have a great impact on future plasticity-based therapy.
One major challenge will be the robust translation of basic research findings to clinical care. Treatments found to be effective in model systems may not be equally efficacious in patients. Development of animal model systems and outcome measures that more accurately reflect the complexity of human disease could overcome some of the existing difficulty in translating animal studies to clinical practice. Robust translation may also be limited by the challenges of recruiting adequate patient cohorts for the diverse range of disease conditions (Grill and Karlawish, 2010) . International consortiums may offer an important avenue to reach this goal. A recently published trial on stroke prevention, which was conducted in 114 centers in China (Wang et al., 2013) , appears to have important global implications for the treatment of stroke patients. Establishment of robust standards and international collaborations should help to further such efforts.
The societal burden of brain disorders, including neurological and psychiatric diseases as well as substance abuse, now exceeds that of cardiovascular diseases and cancer in both advanced and developing countries (Collins et al., 2011) . The statistics are alarming, and the need for effective treatments is urgent. The predominant theme of translational research ''from bench to bedside'' has been the search for molecular and cellular loci of a brain disorder for which specific drugs could be developed. Findings reviewed here suggest that plasticity-based therapies using rationally designed physiological and electrical stimulation of brain circuits, with or without the aid of drugs, offer new therapeutic approaches that are potentially safe and applicable to a large population. Early diagnosis followed by early intervention is likely to be the most effective therapy. Even small changes in the clinical trajectory of many brain disorders can have profound functional consequences. However, given the drug-centric global ethos in medical care, the prospect for plasticity-based therapies lies as much in medical and public education on brain plasticity and in the development of innovative treatment programs as in the advances made in research laboratories.
