capable of meeting the dietary needs of undernourished populations in the world (Dahl et al., 2012) , and development of pea varieties with high mineral concentration can be a solution to mineral deficiency in several parts of the world especially in developing countries. To mitigate the nutritional concern arising from phytate-rich cultivars, low-phytate pea breeding lines were developed, as phytate is one of the major components of staple food crops that inhibits Fe and Zn bioavailability (Warkentin et al., 2012; Bangar et al., 2017) .
Substantial efforts have been made to determine the concentration of elements in plant and food samples using atomic absorption spectroscopy (AAS) and inductively coupled plasma mass spectroscopy (ICP-MS). Though reliable, these methods are digestion based and require contamination-free reagents and extensive sample preparation (Perring and Andrey, 2018 ). X-ray fluorescence (XRF) spectroscopy is an elemental analysis technique that has been established for accurate and nondestructive elemental analysis in several fields including environmental pollution (Borgese et al., 2009 ), medicine and pharmacy, biochemical research, quality control systems, oil and fuel industries (Reddy et al., 2005) , and forensic sciences (Mamedov, 2012) , as well as agriculture and food industries (Krupskaya et al., 2015) . This technique is based on the principle that on exposure to sufficiently energetic X-rays, each element produces characteristic fluorescent X-rays. Using X-ray energysensitive detectors, it is possible to identify and quantify the elemental composition of the sample from the X-ray spectrum by correlating the intensity to the concentration of an element in the sample. A potential advantage of the XRF technique compared with chemical methods is that the measurements can be performed directly on the solid material of ground powder pressed into pellets. When optimized, XRF may be simple to use and relatively rapid. As with any other method, XRF spectroscopy must be calibrated using known concentrations of each element for quantitative measurements. Here, we report the method of developing XRF calibration curves for quantification of essential macro-(K and Ca) and micronutrients (Mn, Fe, Cu, Zn, and Se) using the values obtained from AAS method. Although this study was conducted at a synchrotron, laboratory bench-top XRF machines are available that can be used for routine analysis of samples.
MATERIALS AND METHODS

Sample Selection
A set of 73 pea seed samples was selected as the calibration set to develop XRF calibration curves (Supplemental Table S1 ). Out of these 73 pea seed samples, 40 were selected from the 2016 Saskatchewan Pea Regional Variety Trial, conducted at four locations (Saskatoon, Rosthern, Lucky Lake, and Kamsack). To represent the widest range of concentrations of elements (K, Fe, Zn, and Se) available within the Crop Development Centre (CDC), University of Saskatchewan pea breeding program, 33 additional seed samples originating from the plots of the CDC pea association mapping panel, PR-07 (a recombinant inbred line population segregating for traits including mineral composition), and the CDC pea genome-wide association study population were included in the calibration set. These samples were sourced from field trials grown at Saskatoon, Rosthern, and Floral, SK, nurseries from 2010 to 2013. A validation set of 80 samples was selected for validation of XRF prediction models from the Saskatchewan Pea Regional Variety Trial field experiment conducted in 2016 that covered a realistic range of seed matrix properties including yellow, green, dun, red, maple, forage, and wrinkled pea market classes ( Supplemental Table S2 ).
Reference Method
Pea seeds were ground using a Geno Grinder 10 (SPEX SamplePrep). Atomic absorption spectroscopy is the most common technique used for mineral determination in most laboratories. Reference values were obtained for K, Ca, Mn, Fe, Cu, Zn, and Se in triplicates for 153 pea seed samples (calibration set and validation set) using AAS (novAA 300, Analytik Jena). Three replicates (0.5 g each) were extracted into solution by acid digestion using 6, 5, and 3 mL of HNO 3 , H 2 O 2 , and HCl, respectively. The samples were digested in a preheated open digestion block at 86°C for 2 h. The fully digested samples (14 mL) were diluted to 25 mL using 11 mL distilled water and stored in plastic vials with closed lids until injection to avoid evaporation losses. Blanks (deionized water) and a routine check sample (yellow cotyledon lentil powder) were digested in a similar fashion and were analyzed after every 21 samples. Standard solutions were used for the preparation of standard curves (Table 1) , which were used to compute concentrations of K, Ca, Mn, Fe, Cu, Zn, and Se. Digestion was completed a day prior to AAS analysis. Digested solution (25 mL) was diluted separately for the analysis of different elements. The results reported are an average of three technical replications for each sample.
For ICP-MS analysis, 2 mL of digest from the atomic absorption spectrometer was obtained and measurements were performed with an ICP mass spectrometer iCAP-RQ (ICAPRQ00250, Thermo Fisher Scientific). The sample introduction system used consisted of a Peltier cooled (3°C), baffled cyclonic spray chamber, PFA (perfluoroalkoxy) nebulizer, and quartz torch with a 2.5-mm removable quartz injector. The instrument was operated using kinetic energy discrimination using pure He as the collision gas in the collision-reaction cell. The exception to this was Se analysis, in which He gas was replaced with H gas in the cell for greater interference cancelation. To automate regions on each pellet. The CV for these 13 spectra was not >8% for all the elements studied in this experiment. Incoming X-ray beam size was defined by a slit width and slit height of 1.5 mm and 0.5 mm, respectively, analyzing a total area of 9.75 mm 2 on each pellet. The elemental peak areas calculated from a total of 39 spectra recorded for each sample (three technical replicates per sample) were averaged for all further analyses.
Analysis of X-Ray Fluorescence Spectra
As the beam current, and hence the intensity of the incident X-ray beam, changes with time, all spectra were normalized to incident beam intensity (I 0 ). All spectra were processed using PyMca software, a user-friendly program for XRF analysis developed by the European Synchrotron Radiation Facility, France (Solé et al., 2007) , and the areas of element-specific peaks were calculated. Overlapping peaks were deconvoluted before area calculation (Fig. 2) . A configuration and a calibration fit were developed using one representative sample spectrum and the rest of the sample analysis was completed using the batch fitting routine.
Fundamental Parameter Approach
PyMca has an inbuilt fundamental parameter (FP) algorithm that allows users to achieve "standard-less" analysis. The C/H/O/N ratios of pea seeds were calculated using the mean percentage of protein, starch, and fiber in the sampling process, an Elemental Scientific SC-4 DX autosampler was used. The samples were diluted to 50 mL using ultrapure water. The standard calibration solutions, blank, and rinse solution were prepared in 1% (v/v) HNO 3 . Internal standard correction was applied with Ga, Rh, and Ir at 20, 10, and 10 mg L −1 , respectively.
X-Ray Fluorescence Method
Sample Preparation Pea seeds were ground using a Geno Grinder 10 (SPEX SamplePrep). Three circular discs, referred to as "pellets," per sample were prepared using a 13-mm stainless steel pellet die in a hydraulic pellet press (PIKE Technologies, Auto-CrushIR) by applying pressure for 42 s (1 t for 4 s, 0 t for 30 s, 3.5 t for 4 s, and 7 t for 4 s) at the Canadian Light Source (CLS), Saskatoon, Canada. Different ways of sample preparation may be used for XRF analysis including loose powder, pellet preparation, and bead preparation. High concentration of Cu, Pb, and Zn complicates the process of preparing borate beads and the sample has to be melted or dissolved with borates (Mzyk et al., 2002) , so preparation of beads was ruled out. The use of pressed pellets has been reported to give more accurate results in comparison with loose powder where there are larger possibilities of errors owing to granulometric differences, particle size differences, and greater voids; these errors can be minimized by pressing powder to a constant volume (Watson, 1996) . Forty milligrams of pea flour was pressed into pellets of approximate thickness 0.2 mm and diameter of 13 mm. As pellets were robust and did not show any tendency to disintegrate, no binder was added. The pelletizing die was wiped using ethanol after each sample. The pellets were stored in the dark in a vacuum desiccator until further use.
Spectra Collection and Instrument Configuration
The XRF-based elemental analysis of the calibration and validation sets was performed at the Industry Development Education Applications Students (IDEAS) beamline at the CLS (Fig. 1) . The incident energy of the beam was set at 13 keV for all samples. A silicon drift detector was used for sample analysis, and the distance between the sample and detector was 4.5 cm. Each pellet was exposed to X-rays for 260 s, and 13 spectra were recorded from 13 different Table 1 . Concentration of standards for different elements prepared in atomic absorption spectroscopy (AAS) analysis. the validation set samples. Configuration and calibration fits were developed in PyMca including input measures including incident X-ray beam energy, detector type, and instrumental geometry. The XRF-FP concentrations were directly obtained from the software, normalized to I 0 , and correlated to the concentration values of the reference method (AAS) for all 153 seed samples (calibration set and validation set).
Development of Calibration Curves and Validation
Quantitative XRF analysis of samples is accomplished using a comparative procedure. Therefore, a calibration procedure, also known as the "empirical method," was performed before proceeding to the calculation of the composition of unknown samples. The areas of elementspecific peaks of the calibration set samples were correlated to AAS concentrations, and standard equations were obtained. These calibration curves were validated on the validation set.
Statistical Analysis
Statistical evaluation of XRF based prediction of nutrient concentrations was based on the "robust statistic" approaches used in Perring and Andrey (2003) and Perring et al. (2005) . The objective of this study was to determine whether XRF is sufficiently robust to predict element concentrations in a purposely diverse panel of pea seed samples. Therefore, the outliers, in this case samples with very high or very low concentrations of individual elements, were not removed. An alternative option to outlier rejection was to retain the outliers but give them less weight. This approach is known as robust statistics (Analytical Methods Committee, 1989) . The average of three replicates for XRF method and the AAS method were used for analysis ( Supplemental Table S3 ).
RESULTS AND DISCUSSION
X-Ray Fluorescence: Elemental Calibration Curves
Calibration curves were developed with a calibration set of 73 pea seed samples. These samples were selected to cover a wide range of concentration for all the analytes. The element-specific peak areas from the XRF spectra were plotted on the y axis and the concentrations obtained from the AAS method were plotted on the x axis to calculate the slope and the intercept of calibration curves by regression analysis (Fig. 3) . The calibration relationships developed in this research should be robust enough to be applied on pea samples beyond those tested here-for example, on varieties grown in different environments. Calibration curves using external authenticated standards in a pea starch matrix were originally attempted (data not shown) and found to be less accurate in comparison with calibration curves made from pea seed samples. Difficulties in matching the matrix properties of external standards were the main reason to prefer seed samples for calibration and validation. Moreover, the uniform matrix of the external standard would be unrepresentative of the variability in pea seed samples from a wide range of germplasm grown in diverse agroclimatic conditions. The calibration characteristics for K, Ca, Mn, Fe, Cu, Zn, and Se are provided in Table 2 . For all the calibration curves, R 2 was >0.84, except K, for which R 2 is 0.52. Standard error of calibration (SEC), which is based on the differences between each reference value and those calculated using the calibration model, was 920 mg kg −1 for K, 75.5 mg kg −1 for Ca, 0.67 mg kg −1 for Mn, 3.13 mg kg −1 for Fe, 0.39 mg kg −1 for Cu, 1.92 mg kg −1 for Zn, and 0.15 mg kg −1 for Se. Several other studies in food products have reported different SEC values such as 792 mg kg −1 for Fe, 82 mg kg −1 for Cu, and 468 mg kg −1 for Zn (Perring et al., 2005 , in food premixes); 252 mg kg −1 for K, 262 mg kg −1 for Ca, 4.1 mg kg −1 for Fe, and 2.7 mg kg −1 for Zn (Perring and Andrey, 2003, in milk products) ; ?646 mg kg −1 for K, 57 mg kg −1 for Ca, 1.28 mg kg −1 for Fe, and 0.9 mg kg −1 for Zn (Perring and Andrey, 2018 , in dehydrated bouillon and sauce-based products); 28 mg kg −1 for K, 106 mg kg −1 for Ca, 0.33 mg kg −1 for Mn, 1.45 mg kg −1 for Fe, 0.06 mg kg −1 for Cu, and 0.57 mg kg −1 for Zn (Perring et al., 2017 , in dry pet food samples). Except for K, the SEC values reported in this study were similar to the values reported in previous studies. Differences in the SEC values reported in several studies appear to be the function of instruments used and matrix differences in samples. Figure 4 shows the calibration plots and the equations used to predict the concentrations in the validation set.
X-Ray Fluorescence Validation
The second set of 80 samples was used for validating the calibration models obtained from calibration plots. The validation of the XRF method was accomplished by a systematic comparison between the concentration values predicted by XRF with those obtained by AAS (Fig. 4) , and correlation analysis with linear regression method was performed. According to the reference method (AAS), the concentrations of all the samples included in the validation set were within the range of the calibration curves.
Statistical evaluation was conducted using robust statistics and formulae described in the statistical analysis section (Perring and Blanc, 2008) . The results for validation are reported in Table 3 . For the model XRF (area) = A + B[reference method (mg L −1 )], for all analytes at 95% confidence, Pearson correlation coefficient (R), intercept (A), and slope (B) were computed. If the XRF-predicted concentrations and AAS-determined concentrations of a mineral are consistently equal for the validation set sample, these parameters should have the values R » 1, B = 1, and A = 0. As shown in Table 3 , for Mn, Fe, Cu, Zn, and Se, the intercept was not significantly different from 0, and B (the slope) was not significantly different from 1. This leads to the conclusion that the results obtained using XRF and AAS were not significantly different for Mn, Fe, Cu, Zn, and Se.
On the contrary, at the same confidence levels, statistically significant differences were found for XRF-predicted mineral concentrations of K and Ca. Although the slopes of the validation curve for K and Ca were not significantly different from 1, the intercept was significantly different from 0. Bias and standard deviation of differences were also relatively high and significantly different from 0 for K and Ca. Additionally, for all analytes, the ratio standard error of prediction (SEP)/SEC was <1.5. Inaccuracy for K and Ca concentrations may be explained by the fact that appreciable content of silica in colloidal form has been reported in plant specimens, leading to lack of complete recovery of some elements due to the binding of analytes with silica residue (Hoenig and De Borger, 1983 ).
An ICP-MS analysis was also conducted on the validation set to check for possible errors in the AAS concentrations obtained for K. Correlating AAS and ICP-MS data, it was observed that the R value was only 0.5 for K, indicating unreliability, or error in K concentrations from digestion-based methods (i.e., errors in either the AAS or the ICP-MS approaches; Fig. 5 ). On correlating AAS and ICP-MS data for Ca, Mn, Fe, Cu, Zn, and Se, the R values obtained were 0.97, 0.95, 0.95, 0.96, 0.94, and 0.99, respectively.
Light elements, including K and Ca, are usually measured under vacuum conditions in XRF (Vandana and Mittal, 2001) . The absence of a vacuum makes a reliable analysis of the light elements much more difficult. Matrix corrections are also necessary when samples are of sufficient thickness to absorb fluorescent X-rays, which causes a systemic reduction in experimentally measured fluorescence amplitude also called reabsorption (Reynolds, 1963; Tröger et al., 1992) .
The K results are understood when one realizes that the pellet thickness was likely just slightly too great; calculations show that <50% of the K fluorescence photons can escape through the entire thickness of the pellets used in this study. This makes the corrections for reabsorption unnecessarily large, and the systematic experimental error associated with XRF measured K larger than it should be. Pellet thickness was a compromise between the best possible statistics for the high-energy fluorescences and detectability for the low-energy fluorescences like K. The sample pellets must be prepared to obtain an infinitely thin target or an infinitely thick target. When the samples are infinitely thin, the total mass absorption coefficient of the sample is negligible, and a linear relationship is observed between the intensity of the fluorescent radiation and the concentration (Marguí et al., 2006) . Ideally, infinitely thin samples would improve the analysis for all the elements, but 40-mg pellets provided the thinnest pellets while maintaining acceptable structural integrity for experimental purposes. In future experiments, thinner pellets would be preferred to improve XRF-predicted K analysis.
The elemental concentrations will vary with nutrient availability, plant species, growing conditions, and time of sampling. Monte Carlo regressions indicate that the most reliable analytical conditions for light elements are under vacuum conditions (Li, 2008) , but the stainless-steel vacuum chamber in the beamline caused external interferences in the signal of Fe, so the samples were irradiated outside the vacuum chamber in air at room temperature and atmospheric pressure. The XRF intensities are influenced by small variations in the thickness of the powder pellets from which the measurements were made (Potts et al., 1997) . The escape depth for lower energy photons (K and Ca) is limited, so reabsorption changes significantly with pellet thickness. Thus, a small variation in pellet thickness can introduce error in intensity measurement.
Calibration curves tend to hide errors such as errors in measured intensities, poor sample preparation, and variation of particle size effects (Paltridge et al., 2012) . These effects tend to change from specimen to specimen and might contribute to the significant bias obtained for K and Ca in this study.
Limit of Detection and Determination
The limit of detection and limit of determination in this study were determined according to Rousseau (2001) . The detection limits (mg kg −1 ) of different elements were 9.54 mg kg −1 for K, 3.5 mg kg −1 for Ca, 0.5 mg kg −1 for Mn, 0.54 mg kg −1 for Fe, 0.35 mg kg −1 for Cu, 0.2 mg kg −1 for Zn, and 0.016 mg kg −1 for Se (Table 4 ), in comparison with the detection limits reported by Tezotto et al. (2013) for K (27.5 mg kg −1 ), Ca (27.6 mg kg −1 ), Mn (2.6 mg kg −1 ), Fe (2.3 mg kg −1 ), Cu (5.8 mg kg −1 ), and Zn (2.1 mg kg −1 ). These differences in the limit of detection may be due to the different equipment used (synchrotron beam vs. benchtop energy dispersive X-ray fluorescence spectrometer Shimadzu EDX-720) (Rousseau, 2001) and differences in sample preparation methods. The limit of determination in this study was 2363 mg kg −1 for K, 153 mg kg −1 for Ca, 1.85 mg kg −1 for Mn, 6.6 mg kg −1 for Fe, 0.84 mg kg −1 for Cu, 5.2 mg kg −1 for Zn, and 0.3 mg kg −1 for Se. Previous studies in milk-based products reported the determination limits as 1135 mg kg −1 for K, 656 mg kg −1 for Ca, 28 mg kg −1 for Fe, and 9 mg kg −1 for Zn (Perring and Andrey, 2003) . Due to higher standard deviation of repeatability for K, the limit of determination was higher than the values reported in previous studies. Limits of detection and determination for the lighter elements K and Ca were higher than the other elements, but they are practically low enough if we consider that both elements are present at high concentrations in plant tissues. The concentrations of all the analytes in pea seed samples were higher than the reported limits of detection at a 95% confidence interval.
X-Ray Fluorescence Percentage Recovery
The analytical term "recovery" addresses whether the expected value can be measured accurately. If the recovered value differs significantly from the expected, this can be a sign that some factor in the sample matrix may be causing a falsely elevated or falsely depressed predicted value. Recovery was calculated using three replicates of 80 samples used for validation:
Average of the 3 estimated concentrations Recovery 100 Reference method concentration =       Table 3 . Statistical parameters of the validation tests comparing calibration curve based X-ray fluorescence (XRF) predictions to atomic absorption spectroscopy (AAS) measurements of mineral element concentrations (n = 80 samples with three technical replicates). The range of recovery was >75% for all the analytes (Table 5) . Previous XRF studies have reported range of recovery between 80 and 120% (Perring and Blanc, 2008, in fortified milk powders) for quantification of macro-(Na, Mg, P, Cl, K, and Ca) and micronutrients (Fe, Cu, and Zn) , and 82 to 117% in coffee (Coffea arabica L.) plants (Tezotto et al., 2013) . Bias and recovery are mostly treated as synonyms and indicators of accuracy. The difference in recovery may be the function of analyte content and matrix mismatch (Linsinger, 2008) . We observed similar recovery percentages as reported in previous studies for all elements except Se, a heavy element.
X-Ray Fluorescence Repeatability and Relative Standard Deviation
Repeatability (s repeatability , s r ) expresses the closeness of the results obtained with the same sample (or subsamples of the same sample) using the same measurement procedure, same operator, same measuring system, same operating conditions, and same location over a short period of time. These conditions are referred to as repeatability conditions. The short period of time is typically one day or one analytical run. High repeatability is expected to give the smallest possible variation in results. Repeatability, SD(r), was calculated using robust statistics (Rousseeuw and Croux, 1993) . Robust statistics are statistical methods, insensitive to the effect of outliers. These methods rely on medians instead of means. To see the dispersion of intensity measurements, 10 samples were prepared and measured in the same batch. The repeatability, SD(r), calculated for each analyte using the triplicate values of all validation samples are listed in Table 6 . The SD(r) was calculated using the formula SD(r) = 1.2011 ´ Med{SD(i)} The relative standard deviation (RSD) was calculated by following formula: SD of the 3 estimated concentrations RSD 100 Average of the 3 estimated concentrations
Consequently, standard deviation of repeatability for AAS and XRF methods for analytes was comparable. A slightly higher standard deviation was observed for the XRF method as compared with AAS for Mn, Fe, Cu, Zn, and Se. For K and Ca, standard deviation of repeatability was 66 and 572 mg kg −1 in XRF, as compared with 28 and 367 mg kg −1 in AAS, respectively. Relative standard deviation (RSD %) was 3 to 7% for all the analytes in AAS. The RSD % for each element from three replicate analyses in the XRF method was generally <20%, except for K, for which RSD was 26%. Thus, in general, the XRF method showed good repeatability ( Table 6 ).
Comparison of Fundamental Parameter vs. Reference Method Concentrations
The XRF-FP-predicted concentrations were correlated with the concentrations obtained by AAS (Fig. 6) . To compare the data obtained by applying FP-based prediction (XRF-FP) of mineral concentrations with results from the reference AAS method, linear correlation analysis of the AAS-based results and XRF-FP-based results was performed for all 153 samples (Table 7 ). For the model XRF-FP (mg kg −1 ) = A + B[AAS (mg L −1 )], for all analytes at 95% of confidence, correlation coefficient (R), intercept (A), and slope (B) were evaluated. For Mn, Cu, Zn, and Se, the intercept was not significantly different from 0, and the slope was not significantly different from 1. This leads to the conclusion that the results obtained using XRF-FP and AAS were not significantly different for those elements. On the contrary, at the same confidence levels, statistically significant differences between the XRF-calibration and XRF-FP based methods were found for K, Ca, and Fe. Although the slopes of the plots correlating XRF-FPpredicted K, Ca, and Fe concentrations, the AAS measurements were not significantly different from one, and the intercepts were found to be significantly different from zero. The results reported for XRF-FP are similar to those reported by using calibration curves except for Fe. The Fe concentrations predicted using empirical method (calibration curves) are not significantly different from AAS concentrations. Probable reason for relatively higher bias for K and Ca in FP approach in comparison with the empirical method might be the overlapping of the fluorescent X-rays-for example, Ca-Kb overlaps with K-Ka. As FP algorithm uses a and b X-rays for the calculation, so overlap of peaks might be adding to higher bias (Marguí et al., 2005) . Except for Fe, the reason for which might be inaccurate fitting of the Fe peak, the FP approach was equally as good as the empirical method for all other elements.
CONCLUSION
The aim of this research was the comparison between XRF and the conventional analytical technique AAS for mineral analysis in pea seeds. Based on our results, the XRF technique could be considered a valuable and comparable alternative to AAS for analysis of Mn, Cu, Zn, and Se in pea seeds. In the case of K and Ca, relative uncertainties of measurement were found >20%, and being low-energy elements, the intensities need to be corrected for self-absorption.
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