Abstract. In an earlier paper, we introduced the notion of full quivers of representations of algebras, which are more explicit than quivers of algebras. Here, we consider full quivers (as well as pseudo-quivers) as a combinatoric tool in order to describe PI-varieties of algebras. Each full quiver is naturally associated to a polynomial that encapsulates trace-like properties of the underlying algebra.
Introduction
Recall [6, pp. 28ff .] that an algebra A over an integral domain C is representable if it can be embedded as a C-subalgebra of M n (K) for a suitable field K ⊃ C (which can be much larger than C). In [8] we considered the full quiver of a linear representation of an associative algebra, which is somewhat more explicit than the "classical" quiver of an algebra, and which enables one to study the structure of Zariski closed algebras, a useful generalization of finite dimensional algebras when the base field is finite. We determined properties of full quivers by means of a close examination of the structure of Zariski closed algebras. Then the full quiver was used to study the interactions between the radical and the semisimple component of Zariski closed algebras. In [8, Theorem 6.8] we saw that the Zariski closure of a representable affine PI-algebra over an infinite field has a representation whose full quiver has only proportional gluing.
Since every variety contains a relatively free algebra, we can study the PIs in terms of relatively free algebras of Zariski closed algebras. In this paper, after starting with a more thorough description of some of these results (specifically Corollary 3.8, which says that every relatively free algebra is a subdirect product of relatively free algebras having "enhanced canonical" full quivers), we consider the opposite point of view: We use the full quiver and "pseudo-quiver" to describe directly certain nonidentities and identities of a representable algebra A. Although not every affine PI-algebra is representable, every relatively free affine PI-algebra A turns out to be representable, by a theorem of Kemer [16] , so the theory of this paper enables us to study T-ideals of PI-algebras over an arbitrary field.
In Theorem 2.11 we show that over an infinite field, any pseudo-quiver can be reduced to a finite set of full quivers, so the concept of a pseudo-quiver is needed only over finite base fields.
The main motivation for this paper is to obtain a natural nonzero T-ideal of A (obtained from the nonidentity) that has special properties to be described below, thereby providing an inductive step for arguments in PI-theory, including the inductive step for Belov's proof of Specht's conjecture for affine algebras over finite fields; cf. [10] . At the same time, the full quiver also provides interesting examples of identities, which we explore but do not categorize here in a systematic way.
There already exists a very well-researched representation theory of f.d. algebras, but it is not fine enough to distinguish PIs, since the Morita equivalent algebras M n (F ) and M m (F ) satisfy different PIs for m = n. In this paper, we study how one can pass back from full quivers and varieties of algebras. We start with the full quiver (and pseudo-quiver) as cycle-free directed graphs endowed with various additional information encoded in "gluing" of vertices and of edges. Then we use the full quiver (especially when it is a single path) of an algebra to obtain certain PIs, and also to build PI-algebras from full quivers. We obtain nonidentities for the algebra A of a path, having special combinatoric properties that provide algebraic insight about the corresponding relatively free PI-algebras. This is accomplished by the construction of trace-absorbing nonidentities, which by definition are closed under multiplication by traces.
To achieve this task, first we need the following "First Canonization Theorem":
Theorem ([8, Theorem 6.11]). Any relatively free affine PI-algebra A has a representation for whose full quiver all gluing is Frobenius proportional.
In this paper, we continue to focus on algebras over fields, and rely on the celebrated theorem of Shirshov [6, Chapter 2] . Remark 1.1. For some of our arguments we need to recall that Shirshov's Theorem permits us to adjoin finitely many characteristic coefficients to a given affine Calgebra A to obtain an algebraÂ finite as a module over the commutative algebrâ C obtained by adjoining the same characteristic coefficients to C.
When we are given a representation ρ : A → M n (C), we stipulate that the generators ofĈ include every characteristic coefficient of products of a given finite set of generators of ρ(A) (viewed as a matrix in M n (C)).
We start by proving the following "Canonization Theorems" about reducing full quivers to a better form:
• Second Canonization Theorem 3.7. Any basic full quiver (resp. pseudoquiver) of a relatively free PI-algebra can be modified (via a change of base) to an "enhanced canonical full quiver (resp. pseudo-quiver)". • Corollary 3.8. Any relatively free algebra is a subdirect product of algebras with representations whose full quivers are enhanced canonical. The next result describes what happens when one mods out a "nice" T-ideal; cf. Definition 3.9:
• Third Canonization Theorem 3.12. Suppose A is a relatively free PI-algebra over C with pseudo-quiver Γ, and I = 0 is a C-closed T-ideal of A. Then A = A/I is obtained by means of the following elementary operations: gluing, new linear dependences on the vertices, and new relations on the base ring. Our trace-absorbing nonidentity then is obtained in Theorem 5.14, by means of a "hiking procedure" which forces substitutions of a polynomial into the radical. The outcome is that two definitions of trace actions (one in terms of matrix computations and one in terms of polynomial evaluations) coincide on the T-ideal that is generated by this polynomial, which thus is a common ideal of A and the algebraÂ obtained by adjoining traces to A, which by Shirshov's Theorem [6, Chapter 2] is Noetherian, in fact a finite module over a commutative affine algebra when A is affine. This yields the next theorem, which is the main result of our paper. Recall from [8] that a maximal subpath of a full quiver or pseudo-quiver is called a branch; the length of a branch B is its number of arrows, which equals its number of vertices, minus 1.
Theorem (Trace Adjunction Theorem 5.16). For any branch of a basic full quiver of a relatively free algebra A, there is a (naturally described) polynomial whose Tideal is also an ideal of the algebraÂ obtained by taking A together with the traces adjoined.
In characteristic 0 all characteristic coefficients can be obtained from the trace, by means of Newton's formulas. But in characteristic p one has a slightly more complicated version, using all characteristic coefficients instead of just the trace, as indicated in [10] . We present the trace version here, since it is enough for our applications in this paper and in [9] , although we need the characteristic p version in [10] .
The Trace Adjunction Theorem provides a powerful inductive tool which will be seen in a later paper to be a key feature in the solution of Specht's problem over finite fields, but meanwhile yields some immediate applications to PI-theory, which include:
• A straightforward proof of the rationality of the Hilbert series of a relatively free PI-algebra.
• Construction of a parametric PI which is not defined over the base field (Example 7.2).
The proof of the rationality of the Hilbert series of a relatively free PI-algebra is described briefly in §6 (elaborated upon in [9] ) since it is a clear application indicative of the power of the inductive procedure. The next application is given in its entirety in this paper (Example 7.2), since it quickly illustrates the use of full quivers in constructing identities and is needed in our subsequent exposition on Specht's problem. Two other applications are provided in [9] .
In §8 we switch our perspective, and examine other interesting PIs that arise mainly from gluing.
Background
Remark 2.1. Any representable algebra A ⊆ M n (K) has its Wedderburn block form described in detail in [7] and [8, Definition 3.10] , which is the keystone of [8] . This Wedderburn block form induces an action of A on M n (K), by which we view each element a ∈ A as a linear operator a on V via left multiplication. (Likewise, we also have a right action via right multiplication.) In the sequel, we usually consider the algebra A in this context.
Pseudo-quivers.
Rather than restrict our view of a full quiver in terms of a given representation of an algebra, we would like a more self-contained graphtheoretic concept, whose properties are derived from those of the original algebra.
For example, for A Zariski closed, when we write A/ Rad(A) = R i (via its Wedderburn decomposition), where R i ∼ = M n i (F i ), for subfields F i of K, each set of glued vertices of the full quiver corresponds to the idempotent e i which is the unit element of R i . In particular, all identifications among vertices of a full quiver are consequences of identical or Frobenius gluing.
For further reference, we also bring in the slightly more general notion of pseudoquiver, to enable linear changes of basis in the representation. When passing to the pseudo-quiver, we often sacrifice the property described in the previous paragraph, as indicated in Remark 2.7 below.
We write F q for the field of q elements.
Definition 2.2.
A pseudo-quiver is a directed graph Γ, without double edges and without cycles, having the following information attached to the vertices and edges:
• As with full quivers, the vertices are ordered, say from 1 to k, and an edge can only take a vertex to a vertex of higher order; in particular, the pseudoquiver has no cycles and no loops. When the base field F is finite, i.e., F = F q for some q, superscripts for the roman numerals indicate the Frobenius twist, which will correspond to a Frobenius endomorphism φ of the underlying algebra. The upper label I ( ) indicates that the vertex is obtained from another vertex, I, by applying φ . The first vertex listed in a glued component is also given a pair of subscripts in the form n i (t i ): the matrix degree n i and the cardinality of the corresponding field extension of F (which, when finite, is denoted as a power q t i of q = |F |). (All the other vertices in the same glued component are considered to have this same matrix degree and same cardinality.)
• As with full quivers, an edge (i, j) is called primitive if there is no k such that there exist edges (i, k) and (k, j). Only primitive edges are notated, unless gluing dictates us to notate a nonprimitive edge.
• Off-diagonal gluing (i.e., gluing among the edges) has several possible types, including Frobenius gluing and proportional gluing with an accompanying scaling factor. Absence of a scaling factor indicates scaling factor 1; such gluing is called identical gluing when there is no Frobenius twist indicated. [8, Example 5 .4]) we described a method (which we review for the reader's convenience), called compression, of modifying a full quiver to make it more concise, and which involves changing the base field into a commutative affine algebra generated by elements ξ i involving new relations that provide nilpotent elements which could be viewed as "infinitesimals". Namely, gluing within a branch could lead to the following sort of situation:
This algebra is isomorphic to
where is the size of this matrix block B i , and we replace the entire block B i by this single vertex.
Definition 2.5. A relation is called gluing up to infinitesimals if it has the form:
(1) ξ
for suitable i, j and a suitable k.
Note that when i = j this merely means that we are adjoining an algebraic element to the base field to obtain a commutative algebra which may have nilpotent elements.
The trickiest aspect of the subject is the interaction of identities caused by gluing between branches. Here are some extreme cases. Definition 2.6. Gluing between branches is called degenerate if each edge of one branch is glued to the corresponding edge of the other branch, in the same order.
Gluing between branches is permuted if the edges (including labeling) are permuted from the first branch to the second branch.
A permuted branch of a given branch B is a branch with permuted gluing to B.
We say that a vertex r precedes s (written r ≺ s) if there is a path from r to s. This relation is antisymmetric since Γ has no cycles.
In [8] , since we were concentrating on the algebra representations, we used the terminology "arrow" instead of "edge". Here, arrow denotes the edge together with its two terminal vertices. Two vertices joined by a primitive arrow are called consecutive.
Remark 2.7. Any full quiver of a representation of an algebra A gives rise to a pseudo-quiver. Starting with the k vertices v 1 , . . . , v k corresponding to central idempotents of the blocks, we proceed as in Remark 2.1. We identify the entries of the respective blocks according to gluing (with identical gluing identifying entries and with Frobenius gluing corresponding to the Frobenius automorphism). For any two idempotents e i , e j we choose a base of e i Ae j for the arrows between i and j.
Then by definition, any two consecutive vertices have only a single arrow joining them, although new linear dependence may arise among vertices corresponding to the same idempotents.
A morphism ψ : Γ 1 → Γ 2 of full quivers (or of pseudo-quivers) is a morphism of directed graphs (i.e., ψ((i, j)) = (ψ(i), ψ(j)) for each edge (i, j)), preserving gluing, such that if n i (t i ) is the subscript for the vertex i, then M n i (F q t i ) embeds into M n ψ(i) (F q t ψ(i) ), whereby the superscripts are carried with their respective vertices. We say that Γ 1 is a subquiver of Γ 2 if there is a 1:1 morphism from Γ 1 to Γ 2 . In other words, we get a subquiver passing to a subalgebra in a vertex, or by erasing vertices and the edges attached to them.
2.2.
Representations of algebras on a subquiver or sub-pseudo-quiver. We want to elaborate on [8, Corollary 7.2] , which is an important tool in studying full quivers and pseudo-quivers.
Recalling that Remarks 2.1 and 2.7 enable us to view the elements of A as operators, we can also represent A as acting on a full quiver or pseudo-quiver of its representation, via composition of linear maps. More precisely, A acts on V = K (n) , which is written as a direct sum of K-spaces of dimension 1, each corresponding to a vertex of Γ. (Of course, one also takes gluing into account when describing these operators.) Definition 2.8. Given a sub-(pseudo-)quiver Γ of a (pseudo-)quiver Γ of A, one can define the algebra A Γ to be the algebra obtained by restricting the action of the elements of A to Γ . Explicitly, given a ∈ A, define a Γ to be the composition of a | Γ with the projection sending the vector space corresponding to the sum of all blocks not in Γ to 0.
We say that a subgraph Γ 0 of Γ is convex when the following property holds:
If the concatenation p 1 p 2 of two paths of Γ lies in Γ 0 , then p 1 and p 2 both lie in Γ 0 .
Proposition 2.9. If Γ is a convex subquiver (resp. sub-pseudo-quiver) of a full quiver (resp. pseudo-quiver) Γ, then the natural map a → a Γ defines an algebra surjection.
Proof. By definition, this is a vector space projection, so we need to prove that it preserves multiplication. But the only way for multiplication not to be preserved is for the concatenation of two paths not in Γ to yield a path between two vertices of Γ , thereby contradicting the assumption that Γ is convex.
We call a pseudo-quiver 2-reduced if it has no relations of the form γ 1 v 1 +γ 2 v 2 = 0 for γ 1 invertible. We always assume in the sequel that our pseudo-quivers are 2-reduced. Although this process cannot be done for longer relations, we have the following trick. Proof. The representations of Γ op correspond to the transposes of the representations of A; switching indices i and n + 1 − i for each 1 ≤ i ≤ n reverses the arrows.
2.4.
Varieties of PI-algebras. Algebras are called PI-equivalent if they satisfy the same polynomial identities (PIs). One of the major ongoing problems of PItheory is to classify PI-algebras up to PI-equivalence, or, equivalently, classifying varieties according to the PIs defining them. Let us call this question the "PI Classification Problem". From this standpoint, the celebrated theorem of Kemer [16] (answering Specht's problem) can be formulated as saying that for any algebra of characteristic 0, its set of PIs is a consequence of a finite set of PIs. Later, Kemer [18] extended his result to algebras over arbitrary infinite fields.
In his proof, as described in [6, Chapter 4], Kemer shows that any affine PIalgebra over an infinite field is PI-equivalent to a finite dimensional (f.d.) algebra, and proceeds to describe their varieties in terms of identities of minimal "Kemer index". This could be viewed as a first step in understanding the PIs of f.d. algebras, the objective being to differentiate among different varieties of PIs by means of certain distinguished identities and nonidentities.
The set id(A) of polynomial identities of an algebra A is well known to be a T-ideal of the free algebra built from a countable set of indeterminates over the base field. More generally, given a polynomial f , we define f (A)
+ to be the linear subspace of A spanned by f (A). Thus, f (A) + = 0 iff f ∈ id(A). We call an algebra A representation-irreducible if for any two nonzero ideals I 1 , I 2 such that A/I 1 and A/I 2 are representable, their intersection I 1 ∩I 2 is nonzero.
. Thus, the PI classification problem can be reduced to the case of representation-irreducible algebras.
Given a T-ideal I of the free algebra F {x}, we can form the relatively free algebra F {x}/I, which is free in the class of all PI-algebras A for which id(A) ⊆ I. Using this correspondence, it is enough to classify relatively free algebras in terms of the full quivers of their representations. We investigate relatively free PI-algebras in terms of their generic elements, as constructed in [7, Construction 7.14] and studied in [7, Theorem 7.15] . (A generic element of a finite dimensional algebra having base {b 1 , . . . , b n } over an infinite field is just an element of the form ξ i b i , where the ξ i are indeterminates, but the situation for algebras over a finite field becomes considerably more intricate.)
As with most combinatorial studies of polynomial identities, we rely heavily on the Capelli polynomial
Definition 2.15. We denote by h n the n 2 -alternating central polynomial on n × n matrices [6, p. 25], which we recall is
where g n is a multilinear central polynomial for n × n matrices. Also, we define formally h 0 = 1.
When appropriate, we write h n (x) to emphasize that h n is evaluated on indeterminates x 1 
summed over the t k vectors (k 1 , . . . , k n ) for which each k i ∈ {0, 1} and k i = k, where α k is the coefficient of λ t−k in the characteristic polynomial of the transformation T given by left multiplication by z (viewed as a transformation of t-dimensional space, and thus as a t × t matrix). From this point of view, α k could be viewed as the quotient of two polynomials. Note that α 1 is −n tr(z). This is the key to "trace absorption", discussed in Definition 5.3.
2.4.1.
Reductions to certain kinds of polynomials. We want to focus on the kinds of polynomials that arise naturally in the theory of pseudo-quivers.
Lemma 2.17. Suppose that
Proof. [22] by specializing extraneous elements of nonblended polynomials to 0, that each PI is a sum of blended PIs. Thus, any T-ideal is generated by blended polynomials, and we only consider blended polynomials.
Next, we recall the usual linearization procedure, in which we define
We call the effect of applying this linearization procedure several times, a partial linearization of f .
Note that if f is blended, then so is Proof. The proof is by induction on deg f minus the number of indeterminates occurring in f . Applying Δ i lowers this number. On the other hand, Δ i (f ) / ∈ id(A) iff f is not quasi-linear on A, so we continue applying the linearization procedure until the next step yields an identity.
Remark 2.22. The reason we work with quasi-linear polynomials on A is that when A is Zariski-closed, we can write A = S ⊕ J, where S is the sum of the diagonal blocks, which is semisimple, and J is the radical of A. Thus, one can check whether a quasi-linear polynomial f (x) is a PI of A, merely by specializing the indeterminates
Since PIs are obtained from quasi-linear polynomials, we focus on these, thereby enabling us to limit the kinds of substitutions of indeterminates in a given polynomial f . A semisimple substitution (into a Zariski closed algebra A) is a substitution into a diagonal Wedderburn block (the semisimple part of A), and a radical substitution is a substitution into an off-diagonal Wedderburn block (the radical part of A).
We often use different letters to designate indeterminates of a given polynomial f that are intended to have different kinds of substitutions.
One can also consider scalar multiplication by F . 
. . , x n ), which enables us to rewrite f as a sum of identities having fewer monomials, unless f is completely F -homogeneous. Thus, we conclude by induction on the number of monomials of f .
2.5.
Trace functions on matrix rings. We also will need some results about matrices over arbitrary rings (not necessarily commutative).
There are two ways of formally defining traces in matrices.
Definition 2.25. In any matrix ring M n (W ), we define
e ij ae ji ;
we call this the matrix definition tr mat (a) of the trace. More generally, we define arbitrary characteristic coefficients
Thus, tr mat (a) = α 1 (a). Usually (3) is enough for our purposes; we need arbitrary characteristic coefficients when studying matrix algebras of nonzero characteristic.
Of course, these traces commute iff W is a commutative ring. This is a key issue, which we will need to address. Remark 2.26. We can also define traces and other characteristic coefficients via polynomials, as in Remark 2.16. Namely, by equation (2), for any n 2 -alternating polynomial f (x; y), we can find another polynomialf (x; y; z) such that (4) n tr(a)f (x; y) =f (x; y; a)
for every a ∈ A. We denote this implicit definition of the trace of a as tr pol (a).
We will want to identify these two notions of traces. Clearly tr mat (a) = tr pol (a) in M n (C) for C commutative. Consequently, we have: Fortunately, the Capelli polynomial c n 2 is an RZ-polynomial for n × n matrices, so we often replace a given polynomial f (
taking new indeterminates for the Capelli polynomials).
This issue can be sidestepped in this paper, in view of the trick used in Lemma 5.1. However, it cannot be avoided in the continuation, in [10] , which requires an extension of Zubrilin's theory to characteristic p.
2.6. The algebra of a full quiver. Having seen in [8, Definition 3.3] how a full quiver arises from a representation of an algebra, we also want to proceed in the opposite direction. We need to define a correspondence from full quivers to algebras, such that glued vertices go to matrix blocks with identifications, arrows go to linear transformations given by radical elements, and Frobenius gluing becomes Frobenius relations.
Assume that the base field F has order q (where q could be infinity). Recall, when q < ∞, that q is a power of p = char(F ) < ∞, and the Frobenius map a → a q is an F -algebra endomorphism. We turn to the connection between full quivers and algebras.
Definition 2.29. Fix an F -algebra C. (Usually C = F , but sometimes a commutative affine F -algebra. For example, when considering relatively free algebras, it is convenient to have C contain enough commutative indeterminates to permit us to define generic matrices.) Any full quiver Γ gives rise to an algebra A = A(Γ) as follows:
• Let n be the sum of the matrix degrees of all of the vertices of Γ. Let C = C ⊗ FF , whereF is the algebraic closure of F . Our algebra is to be represented inside M n (C). The vertex labelled by n i (t i ) corresponds to a matrix block M n i (C i ), where C i ⊂C is the tensor product C ⊗ F F i of C with the field F i of q i := q t i elements. (When F is infinite, then we just take F i = F.) We call M n i (C i ) the block corresponding to this vertex, and these blocks are embedded naturally into M n (C) along the diagonal. Taking the identity element e i of each given block, we have the Peirce decomposition e i M n (C)e j of M n (C); our algebra A is represented inside the upper block triangular part
• The arrow from the i to j vertices corresponds to the block e i M n (C)e j above the diagonal. We call these the off-diagonal blocks (which necessarily belong to the radical).
• Various relations, called quiver relations, are defined in terms of the gluing in the full quiver: Identical gluing of vertices indicates that the respective entries of the glued blocks are equal. The Frobenius twist (for q < ∞) for two glued diagonal blocks indicates that a given entry of the second block is obtained by raising the corresponding entry of the first block to the q power. Remark 2.30. As a bookkeeping device, multiply each entry in the i-diagonal block by a commuting indeterminate λ i . The finiteness conditions and gluing relations then are described in terms of relations among the λ i (for example λ
Likewise, the same indeterminate is assigned to glued blocks, with the appropriate power according to Frobenius gluing. We write F [Λ] to denote the polynomial algebra F [λ 1 , λ 2 , . . . ] modulo these relations.
Again, identical gluing indicates that the respective entries of these off-diagonal blocks are equal, and similarly one can apply the Frobenius twist to each offdiagonal block. Proportional gluing for off-diagonal blocks is given by applying the scaling factor to each of the entries.
Thus, the vertices of the full quiver yield diagonal blocks corresponding to matrix algebras, whereas the edges yield blocks above the diagonal, and the quiver relations are obtained by identical gluing and proportional gluing (which could be Frobenius gluing when the base field is finite).
We define id(Γ) to be id(A(Γ)), taking C = F [λ i : λ
31. Γ(A(Γ)) = Γ, since we recover the full quiver by reversing the procedure.
In the other direction, we would also like to say that if Γ is the full quiver of a relatively free algebra A = F {X}/I, then I = id(A(Γ)). This requires heavier machinery, and is given in Lemma 3.10 below.
Recall that a (not necessarily commutative) algebra W is called local if W/J is a (skew) field, where J is the Jacobson radical of W . Lemma 2.32. Suppose Γ has the full quiver
Then the corresponding algebra A = M n (W ), where W is a local algebra over F .
Proof. We rely on some standard facts about idempotent-lifting, given in [23] . By hypothesis, A has a set of n×n matrix units, which implies by [23, Proposition 1.1.3] that A ∼ = M n (W ) for some algebra W , which cannot have any idempotents since all the other vertices are glued. Furthermore, the full quiver shows that the semisimple part is M n (K) for some field extension K of F , so A/J ∼ = M n (K), where J is the radical of A, and we know that J = 0, and thus is "idempotent-lifting" by [ 
v , where the sum ranges over u, v = 1, . . . , k, μ = 1, . . . , c u and μ = 1, . . . , c v . This is not a decomposition of A, as the A (μμ ) uv are contained in KA, but not in A in general.
But the sub-Peirce decomposition reduces to the usual Peirce decomposition when the gluing of vertices is identical. Specifically, if e r = e r,i is the sum of identically glued vertices, then e r Ae r ∼ = M n (W r ), where W is a local algebra over F . From now on, when we refer to Peirce components, we mean the ones along the diagonal, i.e., these algebras e r Ae r . Example 2.34. Let us illustrate the construction in Definition 2.29, where C = F. The full quiver I −→ II −→ III gives rise to the algebra
On the other hand, the full quiver I −→ II −→ II gives rise to the algebra
Here the diagonal Peirce components are F and the local algebra
The full quiver I −→ II −→ II (2) gives rise to the algebra
We can further refine the basic full quiver, by turning to relatively free algebras. Given the variety V of a representable algebra, we can take the Zariski closure of its relatively free algebra U and construct its full quiver Γ. (In fact, every variety is the variety of a representable algebra, but this is a deep theorem, due to Kemer [18] in characteristic 0 [17] over arbitrary infinite fields and to Belov [2] over finite fields and arbitrary commutative rings.) Then id(V ) = id(U ) = id(A(Γ)), so results about the relatively free algebra U determine the identities of V .
Although this paper focuses on full quivers of relatively free PI-algebras, the connection can be rather tenuous. Example 2.35. Consider the full quiver Γ consisting of two paths of length 2, connecting the same two vertices. The algebra A(Γ) can be viewed as the subalgebra of upper triangular matrices generated by the matrix units e 1,2 , e 1,3 , e 2,4 , e 3,4 and the e i,i , i = 1, 2, 3, 4. A(Γ) is not a relatively free PI-algebra since it does not contain a generic element in the (1,1)-position, but it does contain the relatively free algebra (without 1) generated by indeterminates x 1 , x 2 , x 3 , x 4 satisfying x 1 x 3 = x 2 x 4 and all other x i x j = 0, since these are the only relations arising from the arrows. When the base field F is infinite, in (6) the full quiver can be separated (replacing α by αγ where γ q = γ), and the algebra can be embedded in a graded algebra. In other words, each S r is M ∞ -graded, where the indeterminates λ i are given degree 1; hence, A is naturally M-graded.
(ii) When the base field is finite (but the center of the block properly contains F ), we must contend with Frobenius gluing. Homogeneous components of different degrees may be glued, so S r itself is not graded, and we need to pass to the larger algebra B arising from the sub-Peirce decomposition of A; cf. Remark 2.33.
Let A r,r denote the (r, r )-sub-Peirce component of A. Then A r,r is naturally a left F r -module and a right F r -module, so A r,r is graded by the monoid Mr obtained from Fr, the compositum of F r and F r . (In other words, if F r has q t elements and F r has q t elements, then Fr has qt elements, wheret = lcm(t, t ).) Since the free module is graded and the monoid Mr is invariant under the Frobenius relations, we see that the Frobenius relations preserve the grade under Mr. Thus, the relatively free algebra of A(Γ) is graded with respect to Mr.
(iii) Given a full quiver Γ, let us write U(Γ) for the Zariski closure of the relatively free algebra of A(Γ). Suppose moreover that B is a branch of Γ, and B is a permuted branch of B with respect to some permutation.
Applying (i) to B gives us an M(B)-grading for the vertices of U(B), and likewise, we have an M(B )-grading for U(B ). However, the hypothesis that B is a permuted branch of B means there is a natural isomorphism Ψ M(B),M(B ) : M(B) → M(B)
, by means of which we define homogeneous elements of a ∈ A and U(B ) to be compatible if their grades correspond under this isomorphism. Clearly, glued diagonal elements of the respective blocks are compatible. Likewise, one can extend this isomorphism to (ii), and define compatible off-diagonal elements, and observe that glued offdiagonal elements must be compatible. Example 2.39. Consider the example
whose full quiver is I −→ I (1) . The grading monoid in this case is M r ×M r modulo the identification (1, ) ≡ ( , q).
The sub-Peirce decomposition in this case has three components, one for each matrix entry, and the generic element Example 2.41. Suppose F = F q , so that x q − x ∈ id(F ). Consider the full quiver
; ; w w w in which β and γ appear q times each. In view of the Frobenius gluing of the arrows, the products of the arrows of the two branches have equal evaluations (coefficient β q γ = βγ = βγ q ) in representations over F , even though no two subpaths between the same two vertices have the same grade.
Canonization theorems
The object of this section is to reduce full quivers to a better form. A pseudo-quiver is subdirectly decomposable if it admits a proper subdirect decomposition, and subdirectly indecomposable otherwise.
Definition 3.2.
A full quiver (resp. pseudo-quiver) is basic if it has a unique initial vertex r and unique terminal vertex s. A basic full quiver (resp. pseudo-quiver) Γ is canonical if it has vertices r and s satisfying the following properties:
• Γ starts with a unique path p 0 from r to r . Thus, every vertex not on p 0 succeeds r .
• Γ ends with a unique path p 0 from s to s. Thus, every vertex not on p 0 precedes s . • Any two paths from the vertex r to the vertex s have the same grade. An enhanced canonical full quiver (resp. pseudo-quiver) is a canonical full quiver (resp. pseudo-quiver) with uniform grade.
Proposition 3.3. When the full quiver or pseudo-quiver of an algebra A is canonical, a representation can be chosen such that there is no identical gluing among edges originating in r or terminating in s .
Proof. Each gluing between two edges initiating at the vertex r must correspond to a quasi-linear relation. Multiplying by any element of A must preserve this relation, implying diagonal gluing between edges originating at r ; thus, there is degenerate gluing which we eliminate via Proposition 3.16. Thus, we have removed all gluing on edges originating at r . Note that this procedure does not affect subsequent edges, so we can perform the same procedure on the dual quiver and remove all gluing on edges terminating at s .
Theorem 3.4. Any representable algebra A is a subdirect product of algebras having basic full quivers.
Proof. Suppose the algebra A has full quiver Γ. For every branch B of Γ, say with initial vertex r and terminal vertex s, let Γ r,s denote the subquiver comprised of all subpaths of paths whose initial vertex is r and terminal vertex is s. We claim that Γ r,s is convex. Indeed, for any two paths p 1 , p 2 whose concatenation p 1 p 2 is a subpath of Γ r,s , we can extend p 1 to a path starting in r and p 2 to a path ending in s, and thus each is a subpath of a path from r to s.
Thus, by Proposition 2.9, there is a projection A → A Γ r,s . But any arrow of Γ is in some Γ r,s . Hence an element of A is in the kernel iff it annihilates all the arrows of Γ, which means that the natural map A → r,s A Γ r,s is an injection.
3.1. The Second Canonization Theorem. We recall the following notion from [8] . Proof. We take A to be the algebra of generic elements constructed from Γ. We need to decompose A into a subdirect product of algebras having enhanced canonical full quivers.
First assume that F is infinite. In this case the only gluing is proportional, and any gluing between arrows initiating at e r must correspond to a relation of the form α i a r,s i = 0. Multiplying by any element of A must preserve this relation, implying diagonal gluing between the various s i blocks; thus, there is degenerate gluing between the B r,s i , which we can eliminate by means of Proposition 3.16.
For F finite, we must also take Frobenius gluing into account, and we need the more elaborate straightening argument of [8, Theorems 6 .12], which we review here. Let p = char(F ). By [7, Theorem 7.10] , the Zariski closure of A has finite PI-rank, which means that it is PI-equivalent to a representable affine PI-algebra. Consider the algebraÃ generated by its generic elements and pass to its Zariski closureÂ. In view of [8, Lemma 6 .1], we can decompose J = V 0 ⊕ V 1 as a direct sum of the connected component V 0 of 0 and a space V 1 which is finite dimensional over F and thus finite, say with base b 1 , . . . , b m . We takeÃ generated by V 0 and all elements
Then any element ofÃ can be represented as a linear combination of products of length ≤ m of these elements.
We project onto the varietyV defined by q-polynomials of degree ≤ q m . In [7, Theorem 4.10] , it is proved that the ideal of polynomial relations of an F -vector space A is generated by q-polynomial relations. Thus, some subset of the arrows is independent, and all other arrows can be written as q-polynomials in terms of these arrows. We are now in a position to repeat the previous argument, but this time our relations are in terms of q-polynomials rather than linear combinations. Thus, in this case, we only reduce to proportional Frobenius gluing. Proof. The subdirect decomposition of Theorem 3.4 can be done at the level of varieties, i.e., of relatively free algebras, so Theorem 3.7 is applicable. The last assertion follows at once.
Thus, the quiver theory of PI-algebras can be reduced to the case of enhanced canonical full quivers. Accordingly, all of the full quivers and pseudo-quivers that we consider in this paper will be enhanced canonical. Quivers tell us how our algebra is represented, whereas, as we shall see, pseudo-quivers tell us about evaluations of monomials. These two notions combine when we consider relatively free PI-algebras below.
3.2. The Third Canonization Theorem. In this subsection we prove the Third Canonization Theorem. The purpose of this theorem is to show how quiver reductions affect the T-ideals of the corresponding relatively free algebras. Accordingly, we only consider a certain kind of T-ideals, but get very explicit information for them. The next lemma, which serves as a converse to Remark 2.31, plays an important role both in this paper and in [10] . In particular, A satisfies a pseudo-quiver relation not satisfied by A. (Although this theorem is formulated for pseudo-quivers, we recall that over an infinite field the pseudo-quiver theory reduces to the theory of full quivers, in view of Theorem 2.12.) Note that the new gluing could lower the nilpotence index of the Jacobson radical. New relations on the base ring will be seen in the pseudo-quiver via new relations on arrows or on the vertices.
In a subsequent paper we will prove that any nonzero T-ideal contains a C-closed T-ideal for some affine commutative F -algebra C over which A is representable. Theorem 3.12 says that in passing from one variety to another, we obtain the finite direct product of relatively free algebras whose pseudo-quivers are obtained from the initial pseudo-quiver by the elementary processes described in the statement of the theorem. Gluing up to infinitesimals could increase the nilpotence index of the radical, and gluing of vertices could impose new relations between branches, such as connecting branches which had been previously disjoint.
Although this theorem is not needed in the proof of Specht's conjecture for affine PI-algebras over arbitrary Noetherian rings, it does show the relevance of full quivers to PI-theory. Its proof is based on the following notion. 
We now prove Theorem 3.12.
Proof. In view of [7, Theorem 7.20 3.3. Removing degenerate gluing. In the case of degenerate gluing (see Definition 2.6), the two branches produce the same values when we multiply out the elements in the corresponding algebra. When we take the (weighted) difference in the products, then the two branches may cancel, as illustrated in the following full quiver:
Example 3.15.
Since all evaluations along the whole branches cancel out, we are left only with evaluations for partial branches. Consequently, this full quiver is PI-equivalent to the full quiver with two disconnected branches:
In [8, Remark 5.18 and Proposition 5.20] we saw how to eliminate degenerate gluing, but at the cost of passing to an arbitrary commutative affine base ring. Nevertheless, the same argument enables us to reduce the algebra of the full quiver to a semi-direct product of algebras of subquivers.
Proposition 3.16. Any representable, relatively free algebra is PI-equivalent to an algebra whose full quiver has no degenerate gluing.
Proof. Take the Zariski closureÂ of A. By the Second Canonization Theorem, Theorem 3.7, we may assume that the quiver has a unique initial vertex v 1 . We repeat the argument of [8, Theorems 6.10 and 6.12] (slightly abbreviated), which might be difficult to extract from there:
Claim: We may assume that some power of each indeterminate is 0.
To prove the claim, first assume that the base field F is infinite. ThenÂ ⊗ F C is PI-equivalent toÂ, so we may work inÂ ⊗ F C. We pass to the representation ofÂ as transformations of V = V ⊗ F C, where the θ i,u are commuting indeterminates over Thus, we may assume that the base field F is finite, of characteristic p. By [7, Theorem 7.10],Â has finite PI-rank, which means that it is PI-equivalent to a representable affine PI-algebra. Replace A by the algebraÃ generated by its generic elements ([7, Theorem 7.15]), and pass to its Zariski closureÂ.
Let V 0 be the connected component of 0 in J. J/V 0 is a finite set, and also a vector space over F , and thus has some finite baseb 1 , . . . ,b k , which we lift back to
F b i is annihilated by p = char F , and is a subvariety since J is quasi-linear, so we have split V J as V 0 ⊕ V 1 .
We takeÃ generated by V 0 and all elements
Then any element ofÃ can be represented as a linear combination of products of length ≤ m of these elements. We need to replace the w k by generic elements j ψ j,k b j of V 1 , where ψ j,k are generic coefficients satisfying ψ j,k q = ψ j,k . These elements belong to
We project onto the varietyV defined by q-polynomials of degree ≤ q m . Since the projection of a quasi-linear variety is quasi-linear, we may work inV , in which all our q-power series project to q-polynomials. In view of Proposition 3.6, there is some subset of the arrows which is independent, and all other arrows can be written as q-polynomials in terms of these arrows.
Again we pass to the representation ofÂ over
we can eliminate arrows as in the case for F infinite (by the same technique of expanding the graph and labelling one arrow of each relation as "dispensable"), but this time our relations are in terms of q-polynomials rather than linear combinations. Thus, in this case, we can only reduce to proportional Frobenius gluing. This proves the claim. If the products of the primitive arrows sum to a nonzero map, replace the glued paths by a single branch having the same attributes. Otherwise, if the sum is zero, attach a formal commuting indeterminate θ i,u to each vertex of an arrow.
Thus, each new vertex has the form of the tensor product of an old vertex and a monomial in the θ i,u . Since the algebra is generic, we may erase any duplication of arrows. We conclude via induction on the length of Γ.
Thus, we assume from now on that our full quivers do not have degenerate gluing.
Identities and nonidentities of full quivers
We have now arrived at one of the core issues: How do we translate the graphtheoretic information given in a full quiver into an identity or nonidentity that will encode enough information to determine the original full quiver? In order to characterize different kinds of full quivers of representations according to their identities, we first need to establish, for every full quiver in C, either a corresponding polynomial identity or a nonidentity.
Our goal then is to find natural maps Φ, Ψ : Canonical full quivers → F {X}, which provide "meaningful" information about id(Γ). By "natural" we mean that Φ and Ψ should be readily calculable from Γ. By "meaningful" we would like Φ(Γ) / ∈ id(Γ), whereas Ψ(Γ) ∈ id(Γ).
This section is composed mainly of examples, to provide some intuition. One hits a snag with Example 4.16 below, in which id(Γ 1 ) = id(Γ 2 ) although Γ 1 and Γ 2 do not share the same geometrical makeup. So formally, we should modify our search and request that Ψ(Γ 1 ) = Ψ(Γ 2 ) only when the full quivers Γ 1 and Γ 2 correspond to algebras that are PI-equivalent. Also, we will want Φ to reflect the gluing in Γ. Edges of the full quiver are sent to indeterminates, with linear gluing among the edges sent to linear relations among the indeterminates.
It turns out that Φ is more useful in the theory. We distinguish these according to the properties of Γ. Let us pinpoint the transition from Γ to polynomial evaluations. 
. . x m , one can evaluate f in an algebra
A along a path of its full quiver Γ by specializing x 1 to an element a 1 corresponding to the first vertex, specializing x 2 to an element a 2 corresponding to the edge emanating from the first vertex, specializing x 3 to an element a 3 corresponding to the next vertex, and so forth. By the usual "staircase" argument, one would expect any evaluation along a different path to permute these substitutions and thus yield 0. However, gluing complicates this computation, and in particular, degenerate gluing could produce other nonzero evaluations which cancel out the original evaluation, and yield f (a 1 , a 2 , a 3 , . . . ) = 0. We could circumvent this problem by means of Proposition 3.16, but at the cost of replacing the base field F by a commutative affine algebra.
On the other hand, this phenomenon will not occur for pseudo-quivers, since degenerate gluing does not exist for pseudo-quivers (since radical elements can then be viewed as operators). The price is that we now have new relations on the vertices, as indicated in Remark 2.7.
Nonidentities of paths.
For the remainder of this paper, our algebra C of Definition 2.29 (over which we build the algebra from the full quiver) is the base field F . In this section we construct our nonidentity in the important case where the full quiver is a path; i.e., it has only one branch. In this case, Φ will send paths Γ to nonidentities of A(Γ). Definition 4.2. Let C be a class of enhanced canonical full quivers, and suppose Γ ∈ C is a full quiver. A polynomial f is called a C-critical nonidentity for Γ, if f ∈ id(Γ), but f ∈ id(Γ ) for every proper subquiver Γ < Γ.
Later we shall also require that the polynomial Φ(Γ) is "trace-absorbing" with regards to A(Γ), as defined in Definition 5.3. Our selection is not based on degree, but rather on combinatorial considerations which will become clear. We focus on nonidentities which force specific sorts of substitutions to obtain nonzero evaluations of f .
Our approach is as follows:
• We construct Φ on paths Γ = B. In this case. Φ(Γ) is a critical nonidentity. We could pass to the canonical pseudo-quiver, since it is easier to compute with this, but we stay with full quivers since their formal properties are more straightforward. The main complication in this step is nonidentical Frobenius gluing, which requires special treatment.
• Later, we treat permuted canonical full quivers Γ. We define Ψ(Γ) to be a blended PI of A(Γ), obtained as a weighted sum of Φ applied to the branches, with coefficients obtained from the gluing.
• We perform the reduction of arbitrary full quivers to permuted canonical full quivers, which is parallel to writing a polynomial as a sum of blended polynomials. We always take the polynomial Φ(Γ) to be quasi-linear with respect to A(Γ). By Remark 2.22, in order to check whether f ∈ id(Γ), one need only consider semisimple and radical substitutions.
Lemma 4.3. A nonzero evaluation of a blended polynomial lies in a diagonal Wedderburn block iff each substitution of the indeterminates is semisimple.
Proof. (⇒) Multiplying by a radical substitution moves us along to a subsequent block.
(⇐) Multiplying by a semisimple substitution leaves us in the same block (i.e., the same vertex).
Lemma 4.4. In the absence of gluing between branches, identities are determined by evaluations on branches.
Proof. Since full quivers of representations lack cycles, any nonzero evaluation of a monomial must occur by specializing elements to a path.
On the other hand, gluing between branches leads to cancellation of terms and provides the PIs which are the ones of greatest interest to us.
An important role is played by Lewin's Theorem [20] :
Recall that the length of a branch B is its number of arrows, which equals its number of vertices, minus 1. A typical path of length can be written in the form (10) •
Proposition 4.5. Any nonzero product of k radical elements of A must correspond to k edges in a path, and thus the full quiver of such an algebra A must have a branch of length ≥ k. More generally, if
is a blended polynomial evaluated on an algebra whose radical is of nilpotence index 
Digression: Identities of matrix algebras over finite fields.
For motivation, we start with the easiest full quivers, namely when the full quiver is comprised just of a single vertex. Since this corresponds to a matrix algebra over a field, we pause for a thorough review of the identities of finite n × n matrix algebras.
Here is a subtlety even for n = 1. Proof. Taking E to be the field of order q m , any matrix in M n (F ) can be viewed in M n (E) as the sum of a semisimple matrix and a nilpotent matrix which commute with each other, and taking the p u power kills the nilpotent part; thus the assertion is seen by checking the components of an arbitrary diagonal matrix. 1 (F q 1 ) ) and id(M n 2 (F q 2 ))? By the theorem of Oates and Powell [21] , every variety of finite rings is finitely based, but here we look for a special set of identities and nonidentities to differentiate between these algebras. Remark 4.8. (i) For n 1 < n 2 , the polynomial
Our next question (whose answer is immediate over infinite fields): How do we distinguish between id(M n
, seen as a consequence of the regular representation.)
In the notation of Remark 2.16, f (A)
+ is closed under multiplication by coefficients of the characteristic polynomial of any simple component of an element (represented as a matrix). In particular, we could take f to be either the Capelli polynomial, or if we want to rely on the easier theorem [6, Theorem J, p. 27], we could take instead the central polynomial h n .
Elementary full quivers.
The next most basic kind of full quiver, called elementary, is a full quiver that consists of a single edge. The underlying general ideas of the theory can already be seen in the case of an elementary full quiver, so we investigate the PIs of their algebras.
Recall that the full quiver I n 1 (t 1 ) → II n 2 (t 2 ) corresponds to the algebra [20] implies that id(A) = id(M n 1 (F 1 )) id(M n 2 (F 2 )).
Since we also treat algebras without 1, it is possible that one or both of the vertices is empty, i.e., that the corresponding diagonal block is empty. Incidentally, if F 1 is finite whereas F 2 is infinite, then id(A) is not equal to the T-ideal of identities of any finite dimensional F -algebra; cf. [3] . This phenomenon is in contrast to a theorem of Kemer for algebras over an infinite base field.
Example 4.9. There are three possibilities for an elementary full quiver:
(1) • → • yields nonzero entries only in the upper right corner of (n 1 + n 2 ) × (n 1 + n 2 ) matrices. The corresponding T-ideal of identities is generated by the identity xy.
(2) • → • corresponds to the algebra 0 * 0 * . (We adopt the convention throughout that the entries denoted * are arbitrary and not necessarily equal.) Its T-ideal of identities is {xf : f ∈ id(M n (F ))}. This easy special case of Lewin's theorem can be seen directly as follows: Consider a multilinear polynomial g(
gives a nonzero specialization of g; if each f i ∈ id(M n (F )), then g is an identity.
Similarly, I n(t) → • corresponds to
* * 0 0 , and the corresponding variety is {fx : f ∈ id(M n (F ))}, and has the critical nonidentity c n 2 [x, h n ]. (3) When both vertices are nonempty, the full quiver I n 1 (t 1 ) → II n 2 (t 2 ) has the critical nonidentity c n 2
, where n = max {n 1 , n 2 } .
Next, recall the definition of compression from Remark 2.4. When a branch compresses to a point, there are no nontrivial idempotents; i.e., there is a single sub-Peirce component, which is a matrix algebra M n (W ) over a local ring W ; cf. Remark 2.33.
We recall from Lemma 2.17 and Lemma 2.18 that, in the notation of Lemma 2.32 for F infinite, A is PI-equivalent to M n (F ) iff W is commutative. Thus, this case reduces to the case of a single point, and the radical substitutions in W are irrelevant. Thus, we must find a way of disregarding arrows connecting identically glued vertices, which we do in §5.
Paths without gluing.
Let us consider a representation whose full quiver is a path without gluing; the full quiver has the form
When t 1 = t 2 = · · · = 1, this algebra appears as the Giambruno-Zaicev algebra of [12] .
In order to construct critical nonidentities of paths, it is useful to know the values of substitutions in some basic polynomials. (12), we take indeterminates labelled x i,1 , x i,2 , . . . , and y i and define
We then define
where different indeterminates are used in each polynomial, so that Φ(B) is multilinear.
The situation is altered a bit by empty vertices; then in equation (14) we just take
Remark 4.12. Any nonzero value of Φ(B) requires radical substitutions of the y i .
Unfortunately, gluing can cause this polynomial to vanish. In particular, empty vertices involve extra subtleties in connection with gluing. Consider the example
The edges in its full quiver
• are glued, so from one point of view, the vertices are also glued, although they are empty.
(1) The full quiver I n 1 (t) → I corresponds to an algebra A as in Example 4.9(3), but with identical gluing, and with n 1 = n 2 . For n 1 = n 2 = 1,
where F 1 , L are as at the beginning. Note for arbitrary
, but this is never the case for F finite, since for |F | = q, A satisfies the identity (g q − g) 2 , for any central polynomial g := g(x) of n 1 × n 1 matrices (since g q − g is a nonidentity that takes values only in the radical).
The same considerations apply to paths of longer length. Example 4.13. We construct a critical nonidentity for an arbitrary path B of length , without consecutive gluing of vertices. Write B i for the block of the algebra A of B corresponding to the i vertex. Recall that over infinite fields, h n i is critical central for the block B i , and, when F = F q , h n i ;t i is critical central for B i .
We see that
can be nonzero only for substitutions of x i,1 , x i,2 , . . . to the same diagonal block and a radical substitution of y i to a block whose edge either begins or ends in this block. When the i-th vertex is empty we just take f i = y i . Following this argument along all the blocks shows that f 1 f 2 · · · f m could have a nonzero evaluation iff m is at most the number of edges in the path, which is . In particular,
vanishes on this algebra because the radical components have all been exhausted in the substitutions.
In general, compression of full quivers has a secondary effect on identities. Recall from [8] that I(n) denotes a vertex whose base ring is the local ring
n , where other vertices may be glued through the natural copy of F in this ring. 
Again, id(A ) = id(A n ).
These exemplify the following phenomenon.
Remark 4.19 (Compression and gluing).
When F is infinite, any commutative Falgebra with 1 satisfies the same identities as F , since extending an infinite base field does not affect PIs; thus, compression does not change the corresponding variety when F is infinite. Nevertheless, for F finite, letting I k denote the identities corresponding to the full quiver having compression of degree k, and I ∞ denote the identities corresponding to the full quiver having no compression, we see that I j I k for j > k, and I ∞ = k∈N I k . 
Examples of gluing up to infinitesimals.
, where the ε i are "infinitesimal elements of second order" and * denotes arbitrary entries. This example also is symmetric, in the sense that the matrices Y could be rewritten as ⎛
where ξ i3 = ξ i1 + ε i , so one could reverse the roles of ξ i1 and ξ i3 . Hence, the two algebras are PI-equivalent. This proves the nontrivial statement that these two different paths correspond to the same variety, and thus our map Φ does not provide a well-defined map on relatively free PI-algebras of paths, although we do not know of a graph-theoretic demonstration of this fact. This example should be contrasted with Example 4.16.
Since consecutive gluing of edges may introduce new commutative rings, there is a big difference between the finite and infinite cases. When F is finite, one can distinguish among the identities. On the other hand, since the radical of C is ε 2 , we see that C satisfies the identity (λ
Next, let us consider a strange effect when some, but not all, of the edges are glued. When Frobenius gluing is coupled with gluing of edges (which necessitates gluing of the corresponding vertices), the critical polynomials may involve repeated skewed commutators.
Example 4.25. The full quiver I n 1 (t) → I ( ) corresponds to the algebra A as in Example 4.9(3), but with Frobenius gluing. For n 1 = n 2 = 1 we have
where F 1 , L are as in §4.2. Now we have the identity g q y − yg, for any central polynomial g of n 1 × n 1 matrices. 
Consider the polynomial
, any evaluation lands in the maximum power of the radical. Moreover
Remark 4.28. There is a basic difference between identical and nonidentical Frobenius gluing, which is reflected in the identities. (Nonidentical) Frobenius gluing is automatically removed upon tensoring up to the algebraic closureF (or, in fact, by any infinite field).
We recall part of [8] :
Example 4.29. (i) Suppose A is the algebra of a path of length with nonidentical Frobenius gluing, with each n i = 1. Then the algebra A ⊗F is isomorphic to the algebra T of upper triangular × matrices overF , which corresponds to the path
(ii) On the other hand, the conclusion of (i) fails if A has identical gluing or Frobenius gluing up to infinitesimals, and in fact id(A ⊗F ) ⊃ id(A). In this case, we obtain two different varieties which satisfy the same multilinear identities and thus have the same codimension growth.
[8, Example 5.2] provides an example of a commutative algebra with nonFrobenius gluing on radical components.
Trace-absorbing nonidentities and their T-ideals
We get to the main point of this paper, namely to show that any relatively free representable algebra A has a T-ideal in common with a Noetherian algebra A properly containing A (which is a finite module over a commutative affine algebra when A is affine). This T-ideal corresponds to a critical nonidentity Φ(B) of a branch B of A.
The method is to define some action of characteristic coefficients (i.e., coefficients of the characteristic polynomial) of elements of a Zariski-closed algebra A, such that the values of the nonidentity obtained from its full quiver are closed under multiplication by these characteristic coefficients. This will enable us to preserve Hamilton-Cayley type properties in the evaluations of diagonal blocks, and plays a key role in combinatorial PI-theory because of Shirshov's Theorem [6, Chapter 2] .
The only technique that we have so far to incorporate multiplication by characteristic coefficients into evaluations of polynomials is Remark 2.16, which only works for semisimple elements.
Ironically, over a field of characteristic p, this is enough, by [6, Remark 2.35 and Lemma 2.36], which we quote: So in the polynomial f we just replace each x i by x p m i . Thus, when studying algebras over fields, we need only worry about characteristic 0, in which case all characteristic coefficients can be described in terms of traces. Furthermore, since we cannot have a nontrivial Frobenius twist, §4.5 is irrelevant to this section.
Remark 5.2. We obtain the desired trace action in three steps:
(1) Construct a polynomial f via a branch of the full quiver of A, which will take on a nonzero value for substitutions in a path to radical elements corresponding to the arrows of the path joining different Peirce components.
(Some of them could correspond to empty vertices.) This was done in Remark 4.14, based on the polynomial of Definition 4.11, in view of the argument of Example 4.13. (2) A procedure of further specializing the polynomial so that we can bypass radical substitutions of arrows connecting glued vertices. This will be done by "hiking" the polynomial, in Lemma 5.8. In this case the sub-Peirce components coincide with the Peirce components of A, thereby simplifying our discussion; hiking also ensures that the matrix traces in any Peirce component of A commute. (When studying algebras over a field we can reduce our use of characteristic polynomials to traces, in view of Lemma 5.1.) (3) Continuing the previous step, we need an action of matrix traces (computed on the diagonal components of the given representation of A) on the Tideal of f . To do this, one computes the trace as in Definition 2.25, and applies this on each (glued) matrix component, i.e., the Peirce components corresponding to vertices on each side of an arrow. More precisely, suppose we have two Peirce components, whose idempotents are e r = k e r (k) and e s = e s( ) . For any arrow α from (nonglued) vertices r k to s , we consider the matrix (a uv ) corresponding to α, and take traces on the r k -diagonal component on the left, and the s -diagonal component on the right. In other words, if the vertex corresponding to r has matrix degree n r , taking an n r × n r matrix w, we define tr u (w) as in the action of Remark 2.1 and then the left action (However, we only need the action when the vertex is nonempty; we forego the action for empty vertices.) Unfortunately the product of an element of A with tr(a) need not lie in A. Thus, we turn to the alternative action of the trace given in Remark 2.26. Equation (4) of Remark 2.26 then shows that left multiplication by tr(a) acts on the set of evaluations of any n 2 i -alternating polynomial f (x; y) on an n i × n i matrix component. By the previous step, these two trace actions coincide on the T-ideal of f . In the presence of gluing, one needs a more sophisticated argument for substitutions in radical components, using hiking, as is explained in Theorem 5.14.
In order to implement this program, we need a new notion. More generally, the full quiver • → I n(t) has the trace-absorbing nonidentity [x, h n ]c n 2 .
Similarly, the polynomial c n 2 [x, h n ] is a trace-absorbing nonidentity for the full quiver I n(t) → •, and the polynomial c n 2
is a trace-absorbing nonidentity for the full quiver I n 1 (t 1 ) → II n 2 (t 2 ) . Proof. The commutator involving the central polynomial yields 0 in the diagonal block, and thus must be in the radical component.
Remark 5.6. Our main objective is to introduce trace-absorbing polynomials corresponding to all canonical full quivers. By Lemma 5.1, we may assume that all characteristic coefficients can be described in terms of traces. As noted in Step (3) above, we have the natural bimodule action of traces on A given in terms of the full quiver, which we can identify with tr pol (a), defined in equation (4) , whenever the matrix traces commute. (In particular, this technique works for a single diagonal matrix block over a commutative ring.)
To treat the general case, we need another idea to force the matrix traces to commute with each other and also with radical substitutions of arrows connecting glued vertices. The following well-known observation is needed.
. . , a n ). We call this procedure (application of (27)) hiking the polynomial f . We say such a nonidentity f is fully hiked if it becomes an identity after any further hike. Recall that the radical of a Zariski-closed algebra A is nilpotent. Proof. Since the product of any k elements of the radical is 0 by definition, we can only hike f at most k times before getting an identity.
Remark 5.10. Note that hiking absorbs all radical substitutions joining sub-Peirce components of the same Peirce component, since we can apply these substitutions in evaluating the h n i in equation (27), so when working with fully hiked polynomials, we need consider only the Peirce decomposition (and not the more complicated sub-Peirce decomposition).
Example 5.11. This technique is illustrated via the full quiver given for the Grassmann algebra:
Clearly the critical nonidentity for each branch is [x 1 , x 2 ], and we get the Grassmann identity [[x 1 , x 2 ], x 3 ] by taking f = x 1 and applying Proposition 5.9. The best way to understand the PIs is to include in the full quiver the diagonal edges in each square face of the cube. Indeed, one could draw two diagonals (corresponding to the two choices of α and β), but these coincide in [x 1 , x 2 ], because of the factor of −1 in the proportional gluing.
Example 5.12. We modify each f i in Remark 4.14 via hiking, in case the corresponding Peirce component 
vanishes identically on any diagonal block. One concludes from this that substituting (30) for x i hikes our polynomial one step further.
Recall that the T-space of a polynomial f on an algebra A is defined as the subspace of A spanned by the evaluations of f on A. The following result holds for arbitrary algebras of paths. Proof. Since by definition any further hike of f yields an identity, Remark 5.13 dictates that polynomial traces defined in terms of f via equation (4) must commute. There is a subtlety involved when the Peirce component involves consecutively glued vertices, since then we need the radical substitution b of an arrow connecting glued vertices to commute with tr(a). But this is seen via Remark 5.7, since the right side of (26) hikes the polynomial further and thus is 0. Thus, the polynomial action on I coincides with the well-defined matrix action as described in Remark 5.2(3).
Since the critical nonidentities all contain an n 2 -alternating polynomial at each component, and we apply the trace action simultaneously to each of these polynomials, their T-spaces are closed under multiplication by characteristic coefficients of the simple components of semisimple elements, so we have a trace-absorbing polynomial.
We have completed the first step in our program: Definition 5.15. Formally, we define Φ(B) to be the fully hiked, trace-absorbing polynomial we have obtained in Theorem 5.14. Proof. In view of [7, Theorem 7.20 and Corollary 7.21], we may assume that A is affine, and its generators are generic elements, say X 1 , . . . , X t . We adjoin the Peirce components of these generic elements, noting that because the polynomial Φ(B) obtained by Theorem 5.14 is fully hiked, all substitutions involving these Peirce components are a product of a maximal number of radical elements and thus still are in its T-ideal I. But now we also adjoin the matrix traces for all the Peirce components (as described by equations (24) and (25) in Remark 5.2(3)) of these new components (applied simultaneously to each generator and each Peirce component) to obtain the algebraÂ. As before, Remark 5.13 dictates that polynomial traces defined in terms of f via equation (4) must commute, and applying Remark 5.7 shows that they commute with any radical substitutions of arrows connecting glued vertices. Thus, the action coincides with the matrix action defined on I.
Example 5.17.
(1) Consider the algebra corresponding to the path 
(2) Consider the algebra without 1 corresponding to the path Note here there is ambiguity as to whether x 3 or y 3 gets a radical substitution, and likewise for x 4 and y 4 . (Here the traces are just the scalars, since all matrices have degree 1.) We can view [y 1 , y 2 ] as a "hiking" of y which corresponds to the radical of the first Peirce component, a local algebra.
Remark 5.18. In view of Theorem 5.16, when studying representable relatively free algebras, we may assume that they are affine, in which case the algebraÂ of Theorem 5.16 is a finite module over a commutative affine algebra, by Shirshov's Theorem [6, Chapter 2] .
However, this may not be possible when the algebra is not representable, as in the case of the infinite dimensional Grassmann algebra. Proof. We obtained this trace-absorbing nonidentity for paths in Theorem 5.14. For the general case, we apply Φ to a maximal branch (i.e., first, with respect to the maximal size of the matrix components, and then with respect to the maximal length). (If there are several branches of the same dimension vector, we pick one arbitrarily.) Note 5.20. When working in nonzero characteristic, we need to treat all the characteristic coefficients, and not just the traces. This is discussed in detail in our next paper [10] .
Rationality of Hilbert series
Our next application concerns the theorem that the Hilbert series of a representable relatively free affine PI-algebra A is rational.
A proof is given in [6, Theorem 9 .44], but it relies on the full force of Kemer's theory, in particular Kemer's solution of Specht's Problem in Characteristic 0. Our aim is to indicate how the proof in [6, Theorem 9 .44] can be streamlined by means of Theorem 5.14; full details are given in [9] .
[6, Lemma 9.40(i)] says that if A has an ideal I such that A/I has a rational Hilbert series and I has a rational Hilbert series as an A-module, then A has a rational Hilbert series.
In [6] such an ideal I is obtained by means of Noetherian induction, which is available since Kemer's solution of Specht's Problem implies the ACC on T-ideals. However, it is much easier to find such an ideal I by means of the full quiver of A. First we take any branch of maximal length of Γ, and its associated trace-absorbing polynomial. Then the T-ideal is a common ideal of A andÂ (of Remark 5.16) which is a finite module over a commutative affine algebra. Hence any such T-ideal I is well known to have a rational Hilbert series as an A-module. Since this argument applies to all such ideals I, all of which are ideals in common withÂ, we can mod out by their sum, and thereby have eliminated all the branches of Γ. The image of A is thus a subalgebra of the image ofÂ, which is representable having Jacobson radical of lower nilpotence index, so by induction is representable. Thus, we conclude by induction.
Parametric sets of identities
Having obtained trace-absorbing nonidentities in §5, culminating in Theorem 5.19, we change direction for the remainder of this paper and turn to identities. Here is an example of a path giving rise to a subtle phenomenon in PI-theory.
Definition 7.1. A parametric identity of an algebra
, for some purely transcendental field extension K = F (ξ 1 , . . . , ξ m ) of the base field F whose homogeneous components (in the x i ) are not identities, but which becomes an identity for any specialization of the ξ i to F .
The theory of full quivers confronts us with the following sort of unexpected example: Example 7.2. We give an example of an algebra A without unit element (over a base field F of arbitrary characteristic), whose full quiver is a path, and with a parametric polynomial identity f defined over the field K = F (ξ 1 , . . . , ξ 2n ) , where the ξ i are purely transcendental over F .
Consider the following full quiver of length 2n edges:
All diagonal blocks are zero-dimensional, so the corresponding algebra A (without 1) is nilpotent of index 2n + 1, in particular satisfying the identity x 2n+1 . The edges of Γ are given the following extra relations:
Here v i (a), a ∈ A, denote the coordinates of a in the entry corresponding to the i-th edge of the full quiver Γ. We shall find a parametric set of identities of degree 2n (of degree n in both a and b).
Consider M = {strings of all monomials in a and b, of degree n in each of a and b} ⊂ A. We claim that M is linearly independent over F , but linearly dependent over K.
Indeed, write
. Given a string w ∈ M , we let I w denote the set of positions in which the letter a occurs. Thus we put
where j i = 1 for i ∈ I w and j i = 2 for i / ∈ I w , and
Expanding the product, it is easy to see that the coefficients of y n 1 x n 2 are the products of ξ i for i ∈ I w ; hence the coefficients of such monomials are linearly independent over F , as desired.
It follows that A has no two-variable polynomial identity with coefficients in F of degree n with respect to each of the indeterminates. Now we show that A does have identities of such type with coefficients in the larger field K, for n sufficiently large. The number of strings in M is clearly 2n n . The K-growth of K[x 1 , x 2 , y 1 , y 2 ] is polynomial, with Gel'fand-Kirillov dimension 4. The space spanned by strings viewed as monomials of degree n in x 1 , y 1 and degree n in x 2 , y 2 is of dimension (n + 1)
2 . But, for large n, 2n n > (n + 1) 2 ; hence we have a linear relation among the strings in M , and thus a polynomial identity with coefficients in K (which are not all in F ). We conclude that we have a parametric set of identities.
The same argument, using an infinite set of indeterminates, enables us to produce a PI-algebra A without any 2-variable identities of degree ≤ 2n defined over F , but which has parametric 2-variable identities of degree 2n defined over K. A similar construction can also be done for a branch with a sequence of glued vertices of any dimension, but is technically more complicated.
Having produced an example of a 2-variable PI defined over K which is not a consequence of 2-variable PIs defined over F , we raise the following question: Question 7.3. Given a variety V of PI-algebras over a field F , what is the minimal subfield F 0 which contains a finite subset S ⊆ id(V ) that generates id(V ) as a Tideal?
Identities arising from full quivers
Having seen that full quivers produce interesting identities, we turn to explore different identities that arise naturally from full quivers. (ii) One could use any identity of n i × n i matrices in (i), instead of the standard polynomial. In particular, using the Capelli polynomial c n , we have the identity c n 2 1 +1 c n 2 2 +1 · · · c n 2 +1 , where again we use distinct indeterminates for each occurrence of the Capelli polynomial. However, c n 2 1 c n 2 2 +1 · · · c n 2 +1 / ∈ id(A), and is a critical nonidentity for F infinite.
Having provided various critical polynomials, we turn now to one which, although not necessarily of lowest degree, seems to best preserve the information contained in the full quiver. We fix the following notation for our examples.
(The identity of Example 8.1(ii) does not reflect all the information provided by the path, and certainly does not reflect the size of the base field. To treat the case of finite fields F q m , we need to modify our polynomials along the lines of Proposition 4.7 or Remark 4. We consider the nonidentity x 1 [y 1,1 , y 1,2 ]x 2 [y 2,1 , y 2,2 ]x 3 , which arises in Definition 4.11. In order not to get 0 at once, x 1 and x 3 must both be specialized to the glued block corresponding to I, so is also an identity, which is critical over an infinite field. (Note that x 4 was superfluous in this example, since there was no gluing involved in the second component.) We can lower the degree of our identities as follows: For the full quiver (and x 1 is superfluous, since it could be specialized to 1).
These nonidentities are not so useful in detecting the presence of gluing, since we do not know which substitution (of y 2,1 or y 2,2 ) is semisimple, to the diagonal block corresponding to I, and which substitution is radical. However, their difference [ x 1 , [y 1,1 , y 1 Namely, we may take either of the transposed differences in which the nonzero substitutions that must be glued are interchanged.
The same argument yields the following result: In the presence of nonidentity Frobenius gluing on the diagonal, one must modify the Capelli polynomial to permit suitable q-powers of the indeterminates in certain monomials, analogously to Definition 4.24. Also, one should realize that changing the gluing coefficients in Example 8.6 might correspond to the same Capelli identities.
Interactions between branches.
We turn briefly to the trickiest aspect of the subject, the interesting question as to how the polynomials of the branches can cancel and produce identities for the full quiver Γ. This is a very difficult problem, and we cannot give a full description of id(Γ); rather we show how the full quivers naturally yield identities, via gluing between branches. In earlier sections, gluing was viewed as a nuisance, which eliminates useful trace-absorbing nonidentities and requires separate handling, but here we consider gluing in a positive light, yielding canonical new identities.
The different permuted branches B π are obtained first by creating another branch with degenerate gluing and then permuting its edges. Thus, applying these permutations to the factors of the critical nonidentities of B yields evaluations that satisfy a given linear relation, and thus give rise to an identity.
For example, two permuted branches B 1 and B 2 have different polynomials f 1 = Φ(B 1 ) and f 2 = Φ(B 2 ) whose evaluations must be proportional, and thus for suitable μ, f 1 − μf 2 is an identity of A.
In this way, permuted branches of a full quiver yield identities of the form
These considerations give rise to the following example that counters intuition.
Example 8.7. Suppose the full quiver Γ of the algebra A is of the form (32)
Here we take n 1 = n 2 , so that the corresponding central polynomials distinguish the blocks. There is one initial vertex and one terminal vertex. In the upper branch a block of type I precedes a block of type II, and the reverse is true in the lower branch.
Consider the polynomial P := Ψ(Γ) = P 1 − P 2 ,
where P 1 = f 1 h n 2 f 2 f 3 h n 4 f 4 and P 2 = f 3 h n 4 f 4 f 1 h n 2 f 2 . The evaluations corresponding to each branch cancel, so P = [f 1 h n 2 f 2 , f 3 h n 4 f 4 ] vanishes identically on A.
Note that A is a factor algebra of A 1 ⊕ A 2 , where A 1 and A 2 are the algebras corresponding to the two branches. Thus, letting F denote the free algebra, we see that id(A) = id(A 1 ) ∩ id(A 2 ), and thus the relatively free algebraÂ = F/ id(A) of A is a subdirect product of F/ id(A 1 ) and F/ id(A 2 ).
On the other hand, the natural morphism A → F/( P + id(A 1 )) ⊕ F/( P + id(A 2 ))
is not monic since P + id(A 1 ) contains P 1 and thus contains P 2 = P − P 1 (and likewise P + id(A 2 ) contains P 2 and P 1 = P − P 2 , whereas id(A) contains neither P 1 nor P 2 ).
