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INTRODUCCION
En este trabajo se presenta un algoritmo de estimación de
modelos econométricos en forma de espacio de los estados basado
en un filtro de Chandrasejchar. Este filtro es superior al filtro
de ¡Calman por su estabilidad numérica. Además, resulta especial-
mente ventajoso, desde el punto de vista computacional, cuando es
aplicado a los casos más usuales en Econometría. El algoritmo de
estimación se ha completado aplicando un método para estimar de
forma óptima las condiciones iniciales del filtro. Esto evita la
arbitrariedad habitual en estos casos, así como los posibles
problemas numéricos derivados de una mala elección de condiciones
iniciales.
El procedimiento de estimación utilizado, tanto para los
parámetros del modelo como para las condiciones iniciales del
filtro, es el de máxima verosimilitud. Para ello, se ha desarro-
llado la expresión analítica de la función de verosimilitud, por
lo que puede hablarse de máxima verosimilitud exacta. También se
han derivado las expresiones analíticas exactas del gradiente y
del hessiano de la función de verosimilitud, así como de la
matriz de información, a partir de la cual se obtiene la matriz
de covarianzas de los parámetros.
El problema de estimación por máxima verosimilitud de
modelos econométricos en forma de espacio de los estados no es
nuevo. Este tema ha sido tratado por Gardner et alter (1980),
Cancio (1989) y Terceiro (1990), utilizando el filtro de ¡Calman.
En este último trabajo se desarrolla un mecanismo para el
tratamiento <formulación y estimación) de modelos econométricos
con errores en las variables endógenas y exógenas.
Desde un punto de vista teórico, la aplicación del filtro
de ¡Calman en la estimación máximo—verosímil de modelos en espacio
de los estados es perfecta. Sin embargo, es bien sabido por la
experiencia práctica [vid., entre otros, Scblee et alter (1967),
Bellantoni y Dodge (1967), Leondes (1970), Fitzgerald (1971) y
Thornton y Bierman (1980)], que el filtro de Kalman es muy
sensible a errores de redondeo. Esta falta de robustez numérica
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da lugar, entre otras cosas, a la obtención de matrices de
covarianzas no definidas positivas, lo cual invalida sus resul-
tados.
La literatura de sistemas ha ofrecido diversas soluciones
a este problema inherente al filtro de ¡Calman. Todas ellas se
basan en factorizar las matrices de covarianzas mediante trans-
formaciones numéricamente estables. Estas factorizaciones
permiten eliminar la ecuación de Riccati cuya propagación genera
los problemas numéricos. Así surgió, como primera solución el
algoritmo de Potter (1963), aplicable a sistemas en tiempo
discreto. Andrews (1968) extendió el trabajo de Potter para
tiempo continuo, eliminando además algunas restricciones del
mismo. La generalización de Andrews se aplicó a problemas en
tiempo discreto por Leondes (1970) y Kaminski et alter (1971).
Todos estos algoritmos tienen unos requerimientos de cálculo
superiores a los del filtro de ¡Calman. Esta ineficiencia fue
resuelta por la factorización UDUT de Bierman (1974), que es una
instrumentación estable de la factorización de Agee y Turner
(1972). Por último, se ha desarrollado una nueva familia de
algoritmos debidos a Kailath (1973) y Morf et alter (1974). Estos
filtros están basados en la idea de factorizar los incrementos de
las matrices de covarianzas, en lugar de las propias matrices.
Esta nueva aproximación culmina con las llamadas ecuaciones de
Chandrasekhar, sólo aplicables a sistemas con matrices estructu-
rales constantes en el tiempo, aunque se han extendido al caso en
que las matrices de covarianzas del ruido del sistema varian con
el tiempo. Recientemente, Verhaegen y Van Dooren (1986, 1988) han
estudiado los aspectos computacionales y de robustez numérica de
todos estos algoritmos, mostrando las ventajas de la aproximación
de Chandrasekhar. Una aplicación de este algoritmo para la
estimación de algunos modelos simulados y una especificación
bivariante con datos físicos puede verse en Shea (1987, 1989).
En este trabajo, se ha aplicado el filtro de Chandrasekhar
a la estimación de modelos econométricos lineales y dinámicos,
tanto con datos simulados como con datos económicos reales. Las
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especificaciones consideradas presentan distintas estructuras
dinámicas así como distintas situaciones de condicionamiento. Por
otra parte, los algoritmos de Chandrasekbar son especialmente
ventajosos, desde un punto de vista computacional, cuando los
modelos presentan alguna estructura estacional, siendo éste un
caso frecuente en la práctica econométrica con variables
económicas. Los resultados muestran que este criterio proporciona
estimaciones comparables a las obtenidas mediante otros métodos,
además de poseer las ventajas de eficiencia computacional y de
robustez numérica ya citadas. En un contexto econométrico, es
conveniente utilizar algoritmos numéricamente robustos, puesto
que las variables propagadas recursivamente por un filtro son
utilizadas en la evaluación, para cada vector de parámetros, de
la función de verosimilitud exacta, de la expresión analítica de
su gradiente, de su hessiano y de la matriz de información.
Los algoritmos alternativos al de ¡Calman no fueron bien
acogidos en la práctica por considerarse muy complejos los
procedimientos de factorización de matrices. En contra de lo que
se suele pensar sobre los algoritmos de factorización, las
ecuaciones de Chandrasekhar son fácil y directamente aplicables
a la estimación de cualquier modelo econométrico, cuando éste es
expresado en una forma de espacio de los estados de dimensión
mínima [vid. Terceiro (1990)].
Deseamos destacar que las cuestiones numéricas de un
mecanismo de estimación deben preocupar a cualquier económetra
que realiza un trabajo empírico. La fiabilidad del software
empleado habitualmente en la práctica econométrica, es un aspecto
crucial, si después se quieren utilizar los resultados obtenidos
para explicar determinados hechos o relaciones entre variables
económicas. Por ejemplo, la Econometría se ha preocupado de
estudiar problemas numéricos como la multicolinealidad, ofrecien-
do métodos para detectaría y resolverla. Una parte sustancial del
trabajo se encuentra en esta línea, ya que nos ocupamos de la
estabilidad numérica de un algoritmo de estimación.
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La estructura del trabajo es la siguiente:
En el Capitulo 1 se resume la teoría de filtros lineales
en tiempo discreto, derivándose el filtro de Chandrasekhar para
modelos estacionarios y no estacionarios. También se revisan los
distintos filtros aplicables a nuestro problema y se realiza un
análisis comparativo entre ellos.
En el Capítulo 2 se desarrollan los elementos básicos del
mecanismo de estimación máximo—verosímil de modelos econométricos
(lineales y dinámicos) en forma de espacio de los estados
utilizando un filtro de Chandrasekhar. Para ello se obtienen las
expresiones analíticas exactas de la función de verosimilitud de
la muestra, del gradiente, del hessiano y de la matriz de
información.
El Capítulo 3 describe los algoritmos de optimización
numérica que se utilizan para maximizar la función de verosimili-
tud del modelo. Además, se explica la estructura del programa
desarrollado en FORTRAN para instrumentar el mecanismo de
estimación descrito en el capítulo anterior.
En el Capitulo 4 se muestran los resultados obtenidos al
aplicar el mecanismo de estimación, tanto a modelos simulados
como a modelos con datos económicos. Todos los resultados se
comparan con los obtenidos por otros procedimientos alternativos.
En el Capítulo 5 se resumen las principales conclusiones
del trabajo y se sugieren algunas extensiones del mismo.
Por último, se presenta una serie de apéndices cuyo
contenido es el siguiente:
En el Apéndice A se deriva el filtro de ¡Calman en tiempo
discreto, describiéndose las propiedades del mismo, su
inicialización y la interpretación de sus resultados para el caso
de modelos qaussianos. El Apéndice E describe el algoritmo de
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estimación máximo—verosímil de las condiciones iniciales del
filtro de Chandrasekhar. En el Apéndice C se presenta una visión
general sobre la ecuación de Riccati asociada al filtro de ¡Calman
y los distintos procedimientos existentes para encontrar solucio-
nes a la misma. Y por último, en el Apéndice D se ofrecen los
datos utilizados en la estimación de los modelos con datos reales
presentados en el Capítulo 4.
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CAPITULO 1
TEORIA DE FILTROS
1.1. MODELOS EN FORMA DE ESPACIO DE LOS ESTADOS.
Sea un sistema dinámico lineal cuyo estado queda definido
en cada instante t por un vector de estado s~. La evolución de
dicho estado en tiempo discreto puede representarse a través de
la siguiente ecuación:
= •~1~—~ + rtut + Etwt [1.1.1]
donde se supone que el estado del sistema en el instante t, viene
determinado por:
1) el estado del sistema en el instante anterior,
2) un vector de variables exógenas (ut) y
3) un vector de ruido (wt).
Además, se dispone de un vector de variables observadas o
“medidas” z~, que se relacionan con el estado del sistema a
través de la ecuación:
St 11t~<t + Dtut + C~v~ [1.1.2]
Un modelo en forma de espacio de los estados queda
definido por las dos ecuaciones anteriores, siendo [1.1.1] la
ecuación de estado o de transición y [1.1.2] la ecuación de
observación.
En esta representación ~, r~, ~ E~, Dt y C~ son las
matrices características del sistema. En principio, se supone que
son matrices no estocásticas y el subindice temporal indica que
sus elementos pueden cambiar en el tiempo. I~ es la matriz (nxn)
de transición del sistema; r~ es la matriz (nxr) de distribución
del control; Et es la matriz (nxp) de distribución del ruido de
estado; es la matriz (mxn) de observación; Dt es la matriz
(mxr) de distribución del control en la ecuación de observación;
es la matriz (mxc) de distribución del error de observación;
es el vector (nxl) de variables de estado; ut es el vector
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(rxl) de variables de control; z~ es el vector (mxl) de variables
observadas; wt es el vector (pxl) de perturbaciones de la
dinámica del sistema y vt es el vector (cxl) de errores de
observación.
Con las dos ecuaciones anteriores se describe el comporta-
miento de un sistema dinámico en tiempo discreto, siendo conve-
niente señalar que:
• El que la dinámica del sistema sea de orden uno no
supone ninguna restricción, ya que la forma de espacio
de los estados permite expresar cualquier relación
dinámica lineal. Como ya se verá, la dinámica de un
modelo se introduce en esta representación regulando la
dimensión del vector de estado.
• Las variables de estado del sistema no son, en general,
directamente observables. A priori, lo único que se
conoce de ellas es que siguen el proceso dado por la
ecuación [1.1.1]. Desde el punto de vista muestral, se
observa un vector de valores s~ que son combinación
lineal de los componentes de x~, Ut y de un vector de
ruido vt (vid, ecuación [1.1.2]).
• La linealidad del sistema [l.l.l]-[l.l.2] permite que,
en cualquier instante de tiempo t, z~ pueda expresarse
en función de los valores pasados y presentes de los
ruidos wt •~t y del vector de estado inicial s~.
Una forma alternativa a la ecuación [1.1.1] es la
siguiente:
st+1 = ‘t~t + rtut + Etwt [1.1.1’]
junto con la ecuación de observación dada por [1.1.2]. La única
diferencia entre [1.1.1] y [1.1.1’], es que en la primera se
establece una relación contemporánea entre el vector de estado
8
y el vector de perturbaciones del sistema Ot). En
principio, ambas formulaciones son equivalentes. Sin embargo, es
importante distinguir entre ambas en el caso de existir
correlación contemporánea entre los ruidos Vt y Nt.
Es fácil demostrar que un modelo no tiene una única
representación en forma de espacio de los estados. Para ello, sea
L una matriz cualquiera de orden (nxn> no singular. Entonces,
puede definirse el vector:
4 Lst
Premultiplicando la ecuación [1.1.1] por la matriz L, se obtiene
la nueva ecuación de estado:
4 — •tst-. + rtut + 4w~
y su correspondiente ecuación de observación es ahora:
st = 44 + Dtut +
en donde 4 = L*tIY’ ; = Lr~ ; 4 LS ; 4 = HtI7’
Ejemplo: Dado un proceso MA(l> definido como at + Oat...í, sus
posibles formulaciones en forma de espacio de los estados se
pueden resumir de la forma:
xt+í = Xat
zt = (6/X>xt + at
siendo A cualquier escalar distinto de cero y habiéndose hecho el
siguiente cambio de variable: xt+í = at ; zt = yt~
Esto indica que a un mismo vector de variables endógenas
(zt) y variables de control (ut), le corresponden infinitos
vectores de variables de estado <~t~• Sin embargo, más adelante
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se verá cómo imponiendo ciertas restricciones en las matrices
estructurales del sistema y en las matrices de distribución de
los ruidos, se puede identificar un único vector de estado para
cada modelo. Cuando estas restricciones han sido impuestas, se
obtienen las llamadas formulaciones canónicas en espacio de los
estados [vid. Wertz (1982)].
La formulación dada por las ecuaciones [1.1.1] y £ 1.1.2]
ó [1.1.1’] y [1.1.2] es la llamada fonaulación propia en espacio
de los estados. Esta forma tiene una ventaja computacional
evidente, ya que la dimensión del vector de estado es la mínima
posible1.
Un caso particular de especial interés en muchas
aplicaciones, surge cuando las matrices ~, r~, Et, Nt, D~ y C~
no dependen del tiempo. Su formulación en forma de espacio de los
estados es análoga a la ya descrita:
st.,. = •~t + rut + Ewt [1.1.1’’]
St = 11~t + Du~ + 0% [1.1.2’’]
La formulación impropia en espacio de los estados tiene
las siguientes características:
• Establece una relación contemporánea entre las variables
de estado y el término de error en [1.1.1].
• Suprime de la ecuación de observación el término de
error.
Por tanto, las ecuaciones [1.1.1] y [1.1.2], expresadas en
forma impropia, serian ahora:
= + r~u~ + Etwt+i
st = Htst + Dtut
Esta formulación es menos aconsejable, porque en ella la
dimensión del vector de estado aumenta con respecto a la formula-
ción propia y, por tanto, aumenta la carga computacional. Otro
problema derivado de esta formulación, es de tipo numérico y pro-
viene de no incluir un término de error en la ecuación de
observación [vid. Terceiro (1990)].
10
Una vez que el modelo que se está analizando se ha
expresado en forma de espacio de los estados, existen tres
técnicas para extraer alguna información estadística acerca de
las variables no observables del sistema. Estas técnicas se basan
en calcular:
A = E(Kt/ z~’)
donde es el conjunto de información disponible hasta el
instante t’.
Si t > t’, se predice el valor futuro del vector de estado
dada la información disponible hasta el instante t’. Esta técnica
para obtener información acerca de s~ es la de Drediccion
.
Si t = t’, se estima el valor presente del vector de
estado usando para ello las medidas disponibles hasta ese
momento. Esta técnica es la de filtrado
Si t st t’ y se dispone, en total, de t’ observaciones, se
intenta calcular el estado s~ utilizando toda la muestra
disponible. Esta técnica se conoce en la literatura como
smoothinp
En cada uno de estos casos se obtienen, además, las
correspondientes matrices de varianzas—covarianzas del error de
estimación del vector de estado:
A A
Este trabajo se centra en las técnicas de filtrado y en
particular, en el filtro de ¡Calman y algunas de sus variaciones
numéricas como el filtro de Chandrasekhar. Una presentación
detallada de las técnicas de predicción y smoothina puede verse
en Jazwinsky (1970), Bierman (1973), Anderson y Moore (1979) y
Ansley y Kohn (1983, 1985).
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1.2. EL FILTRO DE KALMAR EN TIEMPO DISCRETO.
Una vez expresado un modelo en forma de espacio de los
estados, pueden utilizarse diversos algoritmos para estimar el
vector de estado. El algoritmo más conocido y utilizado para este
fin es el llamado filtro de ¡Calman [vid. ¡Calman (1960>].
El filtro de ¡Calman es un procedimiento que permite
obtener una estimación recursiva óptima de los elementos del
vector de estado x~, contando para ello con la información
disponible hasta el instante de tiempo t2.
Bajo el supuesto de independencia de los ruidos de estado
y de observación, las ecuaciones que definen el filtro de ¡Calman
son:
A A
st/t—1 = h5t—í/t-i. + [1.2.1]
= •Jt~í1t~í%’ + EtQtEtI [1.2.2]
A A
5t¡t = 5t¡t~i. + [1.2.3]
A
St = — Htst¡t..,. — Dtut [1.2.4]
~t1t = [1 — KtHt]Pt¡t...,. [1.2.5]
= ~t~t-0t’~t7’ [1.2.6]
Bt = HtPt¡t...ilit’ + CtRtCt’ [1.2.7]
donde [1.2.1] y [1.2.2] son las llamadas ecuaciones de Dredicción
y [l.2.3]—[l.2.7J definen el ciclo de actualización o filtrado
.
Dada una estimación inicial del vector de estado, el filtro
2 Una derivación del filtro de ¡Calman puede verse en el
Apéndice A, en donde se distingue el caso en que los ruidos de
estado y de observación sean independientes entre si o estén
correlacionados contemporáneamente. Además, se describen las
propiedades del filtro, la interpretación de los resultados del
mismo para modelos gaussianos y sobre todo, se plantea el origen
de sus problemas que son siempre de tipo numérico. En este
apartado, sólo se resume brevemente la parte del Apéndice que
será utilizada en el resto del Capítulo.
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proporciona una estimación óptima del vector de estado en el
instante t, contando con la información hasta el instante
anterior. Cuando está disponible un nuevo dato sobre las
variables observadas Z~, el filtro actualiza la estimación
obtenida en la fase anterior ponderando el error cometido al
predecir z~ mediante su esperanza condicionada por la informacián
hasta t—l, por la matriz ganancia R~. Ese vector de errores de
predicción z~, conocido como proceso de innovaciones, tiene una
matriz de covarianzas denotada por Bt. Además, en las dos fases,
se calculan las matrices de covarianzas asociadas al error de
estimación del vector de estado ~~t¡t•~ y 2~,&• El filtro de
Salman puede expresarse de una forma alternativa uniendo las
tases de predicción y actualizacion:
A A
= <t+i. — KtEt)Ktit...,. + Kt(zt - Dtut) +
[1.2.8]
= %+?t1t—0tn’ + Et+,.Qt+,.Et+,.W — KtEtKt’ [1.2.10]
donde [1.2.10] es la llamada ecuación de Riccati del filtro de
Salman.
Si los ruidos de estado y de observación están
correlacionados contemporáneamente, las ecuaciones de predicción
del filtro siguen siendo [1.2.1] y [1.2.2], mientras que las de
actualización pasan a ser las siguientes:
A A5t~t ~ + [1.2.3’]
St Z.~ - ~ - Dtut [1.2.4’]
+ CtRtCt’ + HtEtStCt’ + CtStEt’EtI [1.2.6’]
2t¡t “t¡t—¡ — (“t¡t—At’~ EtStCt’)Bt...X(EtPt¡t.~.L + otStEt’>
[1.2.7’]
13
Por último, si se utiliza la formulación [l.l.l’]—[l.l.2],
pueden unirse las ecuaciones de predicción y de actualización
resultando las expresiones:
A A
st+1/t = •txt,t~,. + rtut + Ktzt
= - Ht~t/t~i - Dtut
= (%~t~t-¡Mt’~ EtStCtI)Bj’
[1.2.3’’]
[1.2.4’’]
[1.2.5’’]
[1.2.6’’]
= It?t,t~,.lt’ + EtQtEt’ - KtBtKt’
nt li~Pt
1t~,.lit’ + CtRtCt’ [1.2.7’’]
Esta última forma del filtro de ¡Calman es la más utilizada
en el trabajo.
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1.3. FILTROS DERIVADOS DE LA FACTORIZACION DE LA MATRIZ P.
Para resolver los problemas numéricos que presenta el
filtro convencional de ¡Calman en su aplicación, se utilizan
algoritmos numéricamente estables derivados de distintas
factorizaciones de la matriz
1.3.1. Problemas numéricos del filtro de Ralman.
El filtro de ¡Calman es muy sensible a los errores de
redondeo y su robustez numérica puede degradarse hasta el punto
de invalidar sus resultados. También es sabido que la mayor parte
de los problemas numéricos del filtro de ¡Calman se reflejan en
las matrices de covarianzas, que dejan de ser semidefinidas
positivas en algún momento de su propagación (vid. Capítulo 4).
Por tanto, parece interesante utilizar expresiones alternativas
del filtro de ¡Calman que sean numéricamente estables.
Los problemas numéricos del filtro de ¡Calman pueden
deberse a diferentes causas. Las más importantes son:
(a) El empleo de condiciones iniciales del filtro arbitra-
rias.
(b) La existencia de no linealidades en el problema.
(c) Los errores de redondeo.
El primer problema puede resolverse, en determinados
contextos, aplicando métodos de estimación óptima de las
condiciones iniciales del filtro (vid. Apéndice a). Para resolver
el segundo problema se ha desarrollado el llamado filtro de
¡Calman extendido3. Por último, como solución al problema (c) se
han desarrollado los algoritmos basados en factorizaciones de la
matriz ~ Usualmente, los efectos de los errores numéricos se
manifiestan en el cálculo de la matriz de covarianzas del vector
~ Vid. Jazwinsky (1970> Y Anderson y Moore (1979>.
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de estado, que deja de ser semidefinida positiva. Esto se debe a
que, en la versión convencional del filtro de Kalman, esa matriz
se propaga como la diferencia de dos matrices semidefinidas
positivas, siendo posible su degradación que se traduce en:
1) Pérdida de simetría de la matriz.
2) pérdida de condicionamiento de la misma.
La robustez numérica de un filtro de ¡Calman mejorará, si
se toman algunas precauciones en el cálculo. Estas pueden
consistir en:
• Calcular sólo la parte triangular inferior o superior de
la matriz ~ y posteriormente, forzar su simetría.
• Fijar una matriz de covarianzas inicial, denotada como
con una traza no demasiado grande, ya que una
incertidumbre inicial excesiva tiende a aumentar los
errores de redondeo.
• Escalar las unidades del problema para reducir su rango
de variación.
• Realizar los cálculos con precisión aritmética doble.
Estas precauciones reducen, pero no resuelven, la pérdida
de condicionamiento de ~ Existen en la literatura diversas
soluciones a este último problema:
Métodos ad boa.
(a) Aproximar la ecuación de Riccati [1.2.10], suprimiendo
el último sumando. Este es el término que puede llegar
a convertir en definida negativa a la matriz de
varianzas-covarianzas. Esta aproximación puede
resolver el problema numérico, pero no existe ninguna
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razón teórica que la justifique. Aún más, al ser la
matriz ‘t~t1t-0t’>
0’ EtQtEt’>.O y KtBtKt’>O, la
omisión de este último sumando tiende a aumentar
artificialmente la varianza del estimador del vector
de estado. Por la misma razón, al ser HtPt,t...íHt’> O
y aumentar la varianza del vector de estado, aumenta-
ría la varianza del vector de observación y por tanto,
el error de predicción. Además, el filtro perdería la
propiedad de optimalidad (vid. Apéndice A).
(b) En el caso de usar las ecuaciones [l.2.1]—[l.2.7], se
sustituye P~
1~ = 1 - por su expresión
equivalente [A.5’], pero más estable (vid. Apéndice
A). Si se usan las ecuaciones [1.2.8]—[l.2.l0], se
puede sustituir la ecuación de Riccati [1.2.101 por
una versión más estable dada por [A.ll] (vid. Apéndice
A). Sin embargo, al contrario de lo que suele creerse,
estas versiones más estables no garantizan la robustez
numérica del filtro de ¡Calman. Esto ha sido demostrado
con diversos ejemplos por Bierman y Thornton (1977,
1980)
(c> Verificar en cada iteración la matriz
manipulando lo mínimo posible los elementos de su
diagonal (para mantener su carácter de definida
positiva) y los de fuera de su diagonal (para
garantizar que los coeficientes de correlación de la
matriz sean, en valor absoluto, menores que la
unidad>. La forma de alterar los elementos de fuera de
la diagonal se basa en la siguiente propiedad de las
matrices definidas positivas: Si 2 es definida
positiva y se definen los coeficientes de correlación
de dicha matriz de la forma p<i,j)=
P(i,j)/[P(i,i)P(j,j)]t Vi,j = 1,2 ...,n y siendo i#j,
entonces se cumple que ¡p(i,j) 1< 1. De acuerdo con
esta propiedad, se alteran los elementos de fuera de
la diagonal para que los coeficientes de correlación
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sean menores que la unidad~ Sin embargo, puede
mostrarse que, en general, esto no basta para mantener
su condición de definida positiva4.
1.3.2. Algoritmos de la raíz cuadrada de
La alternativa a todos estos métodos ad—hoc es usar un
algoritmo que esté mejor condicionado numéricamente que el filtro
de ¡Calman. Una solución son los llamados filtros de la raíz
cuadrada. Estos algoritmos se basan en propagar una matriz
análoga a la raíz cuadrada de la matriz de covarianzas del vector
de estado, lo que da lugar, por construcción, a una mayor
estabilidad numérica que el filtro de ¡Calman.
Este mejor comportamiento se debe, en gran parte, a que se
reduce el rango de variación numérica de las variables que se
propagan, lo cual genera menores errores de redondeo. De esta
forma, cálculos que incluyen números comprendidos en el rango
[l0t10~] se reducen a números comprendidos entre [
10-n/
2,
10n/
2j.
Además, en estos algoritmos, el número de condición de la raíz
cuadrada de es la raíz cuadrada del número de condición de
Normalmente no se ha puesto demasiado énfasis en estos
algoritmos porque, erróneamente, se ha creído que los métodos de
factorización de matrices son demasiado complejos para ponerlos
en práctica.
Por ejemplo, sea una matriz de covarianzas P normalizada:
.5—6 0.5—6
0.5+6
Sin embargo, ~ 21 1Imponer que los coeficientes de correlación sean en valorabs luto menor que la unidad, implica suponer que —0.5 st 6 st 1.5.
el det(P) = 26(1.5 — 6) y para que sea definidapositiva debemos exigir además que 6 > 0. Por tanto, la condición
sobre los coeficientes de correlación no es suficiente.
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Todos los algoritmos de la raíz cuadrada se basan en que
siempre se puede descomponer una matriz A simétrica y definida
positiva de la forma A BB’, donde B es llamada la raíz cuadrada
de A. La noción de raíz cuadrada de una matriz es similar a la
noción de raíz cuadrada de un número. Sin embargo, las raíces
cuadradas de una matriz, si existen, no son únicas. Así, si B es
una raíz cuadrada de A y T es una matriz ortogonal, entonces ET
también será una raiz cuadrada de A, ya que A = BTT’B’ = BB’, al
cumplirse que TV = 1.
Se han desarrollado en la literatura dos tipos de filtros
de la raíz cuadrada
:
(a) El filtro de la raíz cuadrada de la matriz de
covarianzas del error de estimación del vector de
estado, que se obtiene factorizando la matriz
(¡4 El filtro de la raíz cuadrada de la matriz de
información, que se obtiene factorizando la inversa de
pt/t.
Ninguno de estos dos tipos de filtro es superior al otro
en todos los casos. Así, los algoritmos del tipo (a) son más
aconsejables para problemas donde el vector de variables
observadas es escalar (o la dimensión de este vector es
considerablemente menor a la del vector de estado) y donde se
tiene un buen conocimiento de los parámetros del modelo. Los
algoritmos relacionados con la matriz de información, son más
convenientes cuando se dispone de una gran cantidad de datos y no
se sabe apenas nada de los parámetros del modelo.
Factorización de Potter.
El primero que introdujo un algoritmo de factorización de
la matriz fue Potter (1963). La aproximación de Potter
consiste en encontrar una matriz 5 (llamada raíz cuadrada de P),
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tal que P = SS’. No es necesario que 8 tenga ninguna estructura
especial. El algoritmo original de Potter parte de la ecuación de
observación:
St = Iist + vt
donde se supone que E(vtvt’) = 1. La factorización de Potter
necesita un vector de estado inicial, a y la correspondiente raíz
cuadrada de la matriz de covarianzas de ese vector, denotada por
5. De este modo, la matriz de covarianzas del vector de estado
inicial se calcularía como P = SS’. Dada la ecuación f1.2.5] del
filtro de ¡Calman, la manera de actualizar los factores de la
matriz 2 sería la siguiente:
A
2 = (1 — Ktfl)P = SS’— KJSS’ = SS’ — SS’Ii’Bt...íHSS’ =
= S[I — S’H’Bt...,.HS]S’ = S[I — aBj1a’]B’
y denotando:
a = S’H’
Bt = HSS’H’ + 1 = a’a + 1
es fácil definir:
S = S[I — 1 [1.3.2.1]
Cuando el vector de variables observadas es un escalar, la
matriz [1 — aBt...ía’] se puede factorizar como [1 — /3aa’]2 donde
fi 1/[bt½(bt½ + 1)]. Es decir:
[1 — /9aa’j[I — /3aa’j [1 — 2/3aa’+ /32aa’aa’] =
—[1— (2/3 /32a’a)aa’] = [1 — b¿1aa’]
Por tanto: bt1 = 2/3 — f32a’a
Y hallando las raíces de la ecuación cuadrática:
f32a’a - 2/3 + bt1 =
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se obtiene que ¡3 = l/[bt~(b( ± ~)1~ Para evitar problemas de
cancelación, se escoge la raíz /3 = l/[bti(bt½ + 1)]. Y
sustituyendo esta factorización en [1.3.2.1], se obtiene:
A 1
5 = 5 — [bt2/(bt’ + 1)]R~a’ (1.3.2.2]
en donde:
Kt = Babj1 [1.3.2.3]
Las expresiones [1.3.2.2] y [1.3.2.3] son las ecuaciones
clave de la factorización de Potter. Las ecuaciones de este
algoritmo por orden de propagación son las siguientes:
Vj=l,...,n
= H~S~
‘a.+l)3 l/(a~ :1
1. = S.a.)
A
6. = z• - H ir
3 3 1 i/i—1
A A
= 5j/j—2. +
= aj/(l + a
1
5)
Sití Si —
[1.3.2.4]
[1.3.2.5]
(o bien, K~ = K
1/o1) [1.3.2.6]
[1.3.2.73
[1.3.2.8]
[1.3.2.9]
(1 • 3.2.10]
La ecuación [1.3.2.5] propaga la inversa de la matriz de
covarianzas del vector de medidas descrito en la ecuación de
observación. La ecuación [1.3.2.6] es la matriz ganancia
normalizada, que no es más que la ganancia del filtro de ¡Calman
afectada por un factor de escala. La ecuación ( 1.3.2.73 expresa
la desviación entre el valor real de la medida zt en el instante
t y su esperanza condicional, es decir, es el vector de
innovaciones. La ecuación [1.3.2.8] actualiza la estimación del
vector de estado del sistema. La expresión [1.3.2.10) actualiza
la estimación de la raiz cuadrada de la matriz de covarianzas del
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vector de estado. Y por último, las expresiones [1.3.2.43 y
[1.3.2.9] son simplemente definiciones5.
Un problema de la factorización de Potter es que sólo
puede aplicarse cuando el vector de medidas es escalar y cuando
éstas son independientes entre si. Sin embargo, esto último no es
realmente una limitación del algoritmo. Así, Andrews (1968)
propone su uso preblanqueando antes el vector de medidas si éstas
están correlacionadas6. El algoritmo de Potter tiene mayores
requerimientos de cálculo que la versión convencional del filtro
de ¡Calman. Esto es evidente, pues en la factorización de Potter
hay que actualizar n2 elementos de la matriz 5, mientras que en
el algoritmo de ¡Calman sólo se han de actualizar n(n+l)/2
elementos distintos de ~ Surgen, por este motivo,
modificaciones del mismo como el algoritmo UDU’ de Bierman.
Pactorización de Bierman.
Bierman (1974> propone el algoritmo UDU’, que consiste en
factorizar 2t,t de la forma P = UDU’ donde U es una matriz
triangular superior con unos en la diagonal principal y O una
matriz diagonal. Esta es una instrumentación estable de la
Las condiciones iniciales de este filtro son una estima-
ción inicial del vector de estado, ir, y una raíz cuadrada inicial
de la matriz de covarianzas del error de esa estimación, llamada
5.
La elección de la condigión inicial 5 depende de la forma
concreta que tenga la matriz Y:
• Si P es una matriz diagonal, su raíz cuadrada fi diag
— 1
{P(1,l<, P(2,2)t..., P<n,n)fl.
• Si Y no es diagonal, una posibilidad para calcuA.ar 8
sería hallar la descomposición de Choleslcy de Y, es
decir, Y = LL’ y elegir 5 = L.
E Esta solución se basa en que una aplicación de la
factorización de matrices definidas positivas, consiste en poder
convertir un vector de medidas correlacionado en uno independien-
te.
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descomposición propuesta por Agee y Turner <1972>. Esta
factorización puede considerarse como un algoritmo del tipo raíz
cuadrada al ser UD2 una posible raíz de ~ Las ecuaciones que
forman el algoritmo de Bierman se ofrecen a continuación:
Supongamos una ecuación de observación donde el vector de
medidas es escalar = hs,~ + vt siendo E(vt) = O y E(vtvt’) = r.
La estimación inicial del vector de estado es s y su matriz de
covarianzas P UDU’, donde U es una matriz triangular superior
con unos en la diagonal y D una matriz diagonal con elementos
positivos. Con estos supuestos, la ganancia del filtro de ¡Calman
y los factores U y D se obtienen de la siguiente forma:
U = bU siendo f’ = £~í ti
g=Df ~ =D~f ~)
n
a
0 = r
= a1~1 + f1g1 [1.3.2.7]
A
= (a~...1/a1)D~ (D1 = D~ si a1 = 0) [1.3.2.8]
u1 = g1 [1.3.2.9]
X —f1/a11 (X = O si aj1 = 0) [1.3.2.103
Vi=í,...,j—í
A
pv)t+ 1 [1.3.2.11]~ =u1~
= ‘ji + ujjL’j [1.3.2.12]
La ecuación [1.3.2.7] actualíza la varianza del proceso de
innovaciones. [1.3.2.8] actualiza los elementos de la matriz
diagonal D. [1.3.2.11] actualiza la columna j-ésima de la matriz
factor ti. Las expresiones [1.3.2.9] y [1.3.2.10] son
definiciones. Por último, [1.3.2.12] es la ganancia normalizada
del filtro de ¡Calman. Como puede verse, no es necesario calcular
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A2, que, sin embargo, puede recuperarse en cada instante de tiempo
A AAA
de la forma 2 = ¡IDI)’.
La estabilidad numérica de esta factorización se debe a
que los términos a1 en [1.3.2.7] se calculan como la suma de dos
elementos positivos, evitándose los errores numéricos por
cancelación de términos. La derivación de este algoritmo puede
verse en Bierman (1977) o Thornton y Bierman (1980). Estos
autores demuestran que, en realidad, la robustez numérica del
algoritmo se debe al uso de transformaciones ortogonales
numéricamente estables en cada iteración del proceso recursivo.
Otra característica de los algoritmos de factorización con
matrices triangulares (como es el de Bierman), es que la
singularidad o casi singularidad de la matriz 2 puede detectarse
simplemente examinando los elementos de la matriz factor O. Esto
se debe a que con esta factorización, el det(P) = det(UDU’) =
d11. . . .d~ri, ya que el determinante de una matriz triangular
unitaria es uno. Por tanto, la singularidad o casi singularidad
de 2 requerirá que al menos algún elemento de D sea muy pequeño.
Por último, cabe comentar que el hecho de que un algoritmo
sea numéricamente más robusto significa que es menos susceptible
a los efectos de posibles errores de redondeo. Y el que un
algoritmo sea numéricamente estable implica que los errores de
redondeo no dan lugar a la divergencia de los resultados del
filtro. Por tanto, para problemas razonablemente bien
condicionados, los resultados de las estimaciones serán más
fiables que los del filtro de Kalman. Esto no quiere decir que
dichos errores desaparezcan completamente, sobre todo si el
modelo en consideración está especialmente mal condicionado. Por
supuesto, si pudiésemos trabajar en precisión aritmética
absoluta, los resultados de todos los algoritmos vistos hasta
ahora serían idénticos.
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1.3.3. Algoritmos de factorizacián de los incrementos de
Estos filtros han sido desarrollados por ¡Cailath <1973) y
Morí, Sidhu y Kailath (1974) para el caso de sistemas con
matrices constantes en el tiempo. Están basados en las ecuaciones
de Chandrasekhar, derivadas inicialmente para sistemas lineales
en tiempo continuo y después extendidas a sistemas en tiempo
discreto. Su principal característica consiste en sustituir la
ecuación de Riccati del filtro de ¡Calman, por un conjunto de
ecuaciones en diferencias llamadas ecuaciones de Chandrasekhar.
Las ecuaciones de Chandrasekhar se derivan de la factor>
zación de los incrementos de en lugar de la factorización
de la propia matriz. Por tanto, es claro que existe una relación
entre los algoritmos de Kailath y Morf y los de Potter, Bierman,
Thornton et alter. Sin embargo, la aproximación de Kailath y MorE
tiene importantes ventajas computacionales cuando la dimensión
del vector de estado es considerablemente mayor que la del vector
de observación del sistema, caso frecuente en Econometría.
Además, estos algoritmos disfrutan de las propiedades de robustez
numérica de los métodos de factorización. Posteriormente, se verá
cómo estos filtros pueden tomar formas alternativas, dependiendo
las ventajas numéricas de cada una de ellas de las
características concretas del modelo a estudiar.
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1.4. EL FILTRO DE CHM¡DRASEKHAR EN TIEMPO DISCRETO.
Los algoritmos de Chandrasekhar en tiempo discreto se
derivan para sistemas con matrices constantes. Como se verá en
este apartado, estos filtros tienen una estructura diferente a la
de los filtros de ¡Calman, así como importantes ventajas
computacionales y de robustez numérica.
A continuación, y siguiendo a Morf, Sidhu y Kailath
(1974>, se derivan las ecuaciones que forman un filtro de
Chandrasekhar para el caso general en que la matriz O es distinta
a la identidad y los términos de error Vt y W~ están
correlacionados contemporáneamente (8 # O).
1.4.1. Derivación de las ecuaciones de Chandrasekhar.
Los algoritmos de Chandrasekhar se derivan de la factori—
zación de la matriz de incrementos de P~¡1~, definida como:
= ~tn1t -
2t,,t—j. [1.4.1.1]
Sea la siguiente factorización de
YtMtyt’ [1.4.1.2]
en donde:
Mt es una matriz cuadrada y simétrica de orden a,
es una matriz (nxa) y
a se determina a partir de las condiciones iniciales
del sistema.
Los filtros de Charxdrasekhar se caracterizan por propagar
los términos de la factorización dada en [1.4.1.2], en lugar de
la propia matriz ~ como ocurre en los filtros de ¡Calman.
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Como las expresiones [1.2.3’’] y [1.2.4’’] del filtro de
Kalman, que propagan el estimador del vector de estado y el
proceso de innovaciones, son independientes de 2t¡t~~~ pueden
incorporarse directamente a un algoritmo de Chandrasekhar.
La primera ecuación del filtro de ¡Calman que depende de
es la que calcula la matriz de covarianzas del vector de
observación. Esta matriz viene dada por la expresión [1.2.7’’].
Sin embargo, manipulando adecuadamente [1.2.7’’] y teniendo en
cuenta [l.4.l.l]—[l.4.l.2], se obtiene:
Bt = KPt¡t...,.H’ + CRC’ = HPt...,.,t..
2H’ + CRC’ +
+
11<2t/t—i —
= RPt...,.¡t.,..
2H’ + CRC’+ ~t-1/t-2
M’
= Bt...,. + HYt,.Mt,.Ytí’H’ [1.4.1.3]
ecuación que ya no depende de ~ y que, por tanto, puede
incorporarse a un algoritmo de tipo Chandrasekhar.
Para obtener la segunda ecuación del algoritmo, se parte
de la expresión de la ganancia del filtro de ¡Calman [1.2.5’’].
Operando en ella y teniendo en cuenta [l.4.l.l]—[l.4.l.2], se
obtiene una nueva expresión para la matriz Kt:
Kt.í = [lPt.,.¡tEt+ESC’][RPt.,.¡tH’± CRC’§1 —
= [tPt¡t..,.H’+ESC’]BtBJ’Bt+C’ +
+ [V~t+,.¡t — —1 —
Pt,t...,.>HI]Bt+,. —
= ~ + IVt,t..,.H’]Bt.f’ —
= [KtBt + lYtMtYtuHflBt+J’ [1.4.1.4]
A partir de [1.4.1.4], se obtiene otra ecuación
equivalente, que puede utilizarse alternativamente en el filtro
de Chandrasekhar:
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-1 +
= ‘t [“(2t¡t-í - Pt+,.,t)H’+ CRC’+ H13t,,.,tK’] mt+i.
+ •Vt/t.,.H’Bt+í’ =
= ~t [-IfV’t,t~,.H’+Bt+,.] Bt+L~’ + IVt¡t...,.N’Bt.í’~
= Kt - [KtHVt,t...,.li’+lVt,t...jU’]Bt.g.
27’ =
= K~ + [4 - -2. —
KtH]Vt¡t...íH’Bt.a —
YtMtYt’H’Bt+,?’ [1.4.1.4’]+ [e—= It KtM]
La ecuación [1.4.1.4’] tiene una importante ventaja
computacional con respecto a [1.4.1.4]: no exige almacenar en
cada iteración la matriz de covarianzas del vector de observación
del instante anterior, lo cual permite reducir la memoria
requerida por el software
.
Las restantes ecuaciones de este algoritmo propagan los
términos de la factorización de Vt¡t...,.: % x’ Mt. Para deducir
dichas ecuaciones, se parte de la expresión del filtro de ¡Calman
que propaga la matriz de varianzas—covarianzas del vector de
estado.
Sabiendo que ~ = ~t+2¡t+í - ~t+~1t y teniendo en
cuenta [1.2.6’’], se llega a:
= ~ + EQE’- Kt+,.Bt,xKt+í’ - IPt¡1...i.4’ - EQE’ +
+ KtBtKt’ = 4Vt/t~14’ - Kt+,.Bt+,.Ktn’ + KtBtKt’
Sustituyendo [1.4.1.4’] en la expresión anterior, se
obtiene:
+ RtBtKt’ - KtBt.,.Kt’ + KtHVt¡t...1HUKt’ -
— RtHVtit...,.4’+ KtHVt/t...,.l’Kt’+ KtHVt¡t~,.H’Bt+i7 ‘nt,t—,.•’
- IVt/t...,.H’Bt+í ‘H~~t,st—í’ + lvtit...iH ‘Bj4.f ‘HVvt.. ,.H’Kt’ —
- KtHVt,t...,.fl’Bt+f’HVt,t,..,.H’Kt’ —
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El segundo, tercer y cuarto sumando de esta expresión se
anulan. Y sacando factor común •t por la izquierda y por la
derecha, se llega al resultado:
‘tnit = it [Vtjt...,.- Vtjt...j.H’ Et+f’HVtp~,.] %‘ [1.4.1.5)
donde i~ = [~ - KtE].
Sustituyendo la matriz ~ por su factorización, se
obtiene la expresion:
Yt+,Mt+,.Yt.,.’ — t [Y~M~Y~’ - YtMtYt’E’Dt+f’BYtMtYt’] jt’
= ‘tYt [Mt — ~ Tt’tt’
Por tanto:
~tn = [4 - KtH]Yt [1.4.1.6]
Mt,i = Mt - MtYt’M’Et,, ‘~~%~<t [1.4.1.7]
Las expresiones [1.4.1.6] y [1.4.1.7] son las ecuaciones
de Chandrasekhar que propagan las matrices factores Y~ y Mt,
respectivamente. Es importante señalar que la matriz es
también definida mediante la ecuación de Riccati [1.4.1.7), pero
la diferencia entre la matriz del filtro de ¡Calman y la
matriz ~ es que la dimensión de ésta última es generalmente
menor a la de ~ y, lo que es más importante, M~~2. no
necesita ser semidefinida positiva.
La factorización de la matriz no es única. Así, se
demuestra que dicha matriz es también equivalente a la expresión:
Vt,í¡t t+¡. [Vt¡t—,. + Vt¡t...,.H’EJ’HVt¡t...,.] t.u’
[1.4.1.8]
donde ~ = [4 -
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La equivalencia entre [1.4.1.5] y [1.4.1.8] se demuestra
en el lema de Morf et alter <1974). Y en este caso, la corres-
pondiente factorización de [1.4.1.8] da lugar a las ecuaciones de
Chandrasekhar [1.4.1.6’] y [1.4.1.7’], alternativas a [1.4.1.6]
y [1.4.1.7], respectivamente.
= [4 — KtH]Yt...,. [1.4.1.6’]
Mt = Mt...± + Mt...íXt...í’H’Bt.f’HYt...aMt...a [1.4.1.7’]
Resumiendo, el filtro queda definido por las ecuaciones:
St St - ‘¼~et-í Dut
A
5 +t+1/t = ‘kI~-,. rut +
Bt = Bt...,. + HYt...,.Mt..,.Yt..,.’H’
= [O — Kt...,.If]Yt...,.
Mt = Mt,. - Mt..,.Yt...,.’H’Bt ‘flYt...,.Mt...,.
o bien:
= - - Dut
A A
st+i/t ~ + ru~ + Ktzt
st = ~ + EYt...,.Mt..,.Yt..,.’li’
Kt = Kt..í + [4 — Kt.iR]Yt...,.Mt...,.Yt.í’HIBj’
[4 - KtH]Yt...,.
Mt = Mt~.i + Ht..iYt...,.’R’Bt...f’HYt...iMt...,.
y necesita las condiciones iniciales S~, R0, Y0 y M0. Estas
varian dependiendo de si trabajamos con un modelo estacionario o
no.
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cCondiciones iniciales para modelos estacionarios.
En este caso, las condiciones iniciales E0 y K~ vienen
dadas por:
= HP0H’ + CRO’ [1.4.1.9]
= [IP0E’ + ESO’ [1.4.1.10)
donde [1.4.1.9] es la ecuación que propaga la matriz de
covarianzas del vector de observación y [1.4.1.10] es la
expresión de la ganancia del filtro de ¡Calman en el instante
inicial.
Para obtener las condiciones iniciales Y0 y M0, se ha de
factorizar la matriz y0 en la forma:
= Y M Y’ [1.4.1.11]
donde Y es una matriz de orden (nxa) y M una matriz cuadrada de
orden a con la siguiente estructura:
M
siendoM+1~0 yM<0.
El valor de a viene dado por las condiciones iniciales, ya
que a = rang<V0).
Además, la ecuación de Riccati del filtro de ¡Calman
expresa que la matriz se propaga de acuerdo con:
‘~tn¡t = ~t~t-0’ + EQE’ - KtBtKt’ [1.4.1.12]
y sustituyendo [1.4.1.12] en [1.4.1.11], se llega a:
= P1,0—P0 = 1P01’ ±EQE’ - K0B0K0’ —
[1.4.1.13]
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El valor de P0 en el caso de modelos estacionarios viene
dado por la solución única de la ecuación de Lyapunov
7t
= •P
01’ + EQE’
Sabiendo esto, la expresión [1.4.1.13] pasa a ser:
- lOBOSO’ = -[1P011’ + ESC’J[H20H’ + CRC’§
1[1P
011’ + EeC’]’
Por tanto, a = rang(V0) =min(n,m) y puede tomarse la
siguiente factorización de
Y0 = *P0H’ + ESO’ =
= -[HP0H’ + CRC’]
1
[1.4.1.14]
[1.4.1.15]
Como se observa, la dimensión de M~ viene determinada por
la condición inicial de esa misma matriz, de modo que, cuando se
trabaja con modelos estacionarios, a es igual a la dimensión del
vector de observación del sistema. Además, dado que ><0 st O, si se
utiliza la ecuación [1.4.1.7] en su propagación, se conservaría
dicha propiedad en todo instante de tiempo. Esto sería convenien—
8
te en el caso de procesos estacionarios
~ Si el modelo en espacio de los estados es estacionario,
es decir, si los autovalores de * son menores que la unidad en
valor absoluto, entonces cuando t -. ~, x~ tenderá a un valor
estacionario. En estas condiciones, P~ puede aproximarse por una
matriz constante P que es la solución única de esa ecuación de
Lyapunov.
8 Por supuesto, otra posible factorización de y
0 seria:
Y0 =
donde también se comienza con una matriz Mt definida negativa.
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Condiciones iniciales para modelos no estacionarios.
En el caso de modelos no estacionarios, podemos considerar
ir0 como un vector de parámetros desconocidos pero constantes. Por
tanto, es razonable suponer que la matriz inicial PO O. Las
condiciones iniciales [1.4.1.9] y [1.4.1.10] quedan simplificadas
a las siguientes expresiones:
= CRC’ [1.4.1.16]
= ESC’BJ’ [1.4.1.17]
y [1.4.1.13] se convierte ahora en la ecuación:
= EQE’- 10E0K0’ = EQE’— (ESC’)Bj’(ESC’)’ =
= EQE’ - ESO’ (CRC’)~
1CS’E’ =
= E[Q — SC’ (CRC’§10S’]E’
En este caso, se observa que a = rang(V
0) =min(n,p) si la
matriz E tiene rango completo. Una factorización de esta última
expresión proporciona las condiciones iniciales:
Y0 = E [1.4.1.18]
= Q — SC’ (CRC’§
10S’ (1.4.1.19]
donde ahora a es igual a la dimensión de la matriz de covarianzas
del ruido de estado del sistema. Puesto que ><0 > O, no se
aseguraría el carácter de esta matriz si se utilizase para su
propagación [1.4.1.7], siendo por ello conveniente utilizar en su
lugar la ecuación [l.4.l.7’]~.
Por tanto, si se obtienen las condiciones iniciales de las
matrices Mt e Y.~ para los casos de modelos estacionarios y no
En el caso particular en que no exista correlación entre
los ruidos de estado y de observación (8 = O), la matriz E
0 = Q
si Q tiene rango completo. Y para conservar el carácter de
definida positiva de Mt, también seria aconsejable utilizar la
versión [1.4.1.7’].
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estacionarios, no es necesario calcular el rango de la matriz
rango que define el valor teórico de la dimensión a.
Cálculo de la matriz de covarianzas del vector de estado.
Como ya se ha señalado anteriormente, en este tipo de
algoritmos no es necesario calcular en ningún momento la matriz
Sin embargo, puede obtenerse fácilmente a partir de
[1.4.1.1] y [1.4.1.2]:
=
2t¡t~,. +
y por recurrencia:
t
= + ZY~M~Y
1’ [1.4.1.20]
Por último, se ofrece un resumen del algoritmo obtenido en
los dos casos particulares estudiados.
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Filtro de Chardrasekhar para wdelos estacionarios.
FiLtro de Chandraseichar para modeLos no estacionarios.
El filtro a propagar es:
= Be...,. + HYt...,.Mt...,.Yt...í’H’
—1Kt = Kt...í + [C — Kt,.H]Yt...,.Mt..~,.Yt...,.’HPBt
A A
= ~ + rut + Ktzt
Mt = Mt...,. - Mt.,.Yt..,.’H’BJ’EYt..,.Mt...,.
= [C - Kt...,.H]Yt...,.
sujeto a las condiciones iniciales:
= HP
0H’ + CRO’
= [CP0H’ + ESC’]Bj’
Y0 = C%H’ + ESO’
— - -1
El filtro a propagar es:
z —z
Bt = Be...,. + HYt.,.Mt...,.Yt.,.’H’
Kt = Kt...,. + [4 - Kt..~,.H]Yt.~,.Mt...,.Yt.,.,.’H’Bj’
A
st+1/t = e~tit~i + rut + Ktzt
Mt = Mt...,. + Mt,.Yt,.’li’Btf’EYt,.Mt,.
= [~ — KtH]Yt...,.
sujeto a las condiciones iniciales:
E0 = CRO’
K0 = ESC’BJ’
Y0 = E
= Q - SC’ (CRC’)CS’
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Otras formas alternativas del algoritmo de chandrasekhar.
Es posible obtener distintas formas del filtro
sustituyendo las ecuaciones [1.4.1.3] y [1.4.1.7’] por ecuaciones
y MJ1.que propagan Bt-1 Estas se obtienen fácilmente aplicando
el Lema de Inversión de Matrices10 a la parte derecha de las
expresiones [1.4.1.3] y [1.4.1.7’], respectivamente. Las
ecuaciones resultantes serían:
—l — B —,. — 3 14
[1.4.1.22]
-1 —y llamando Mt...,. — ~ se obtiene la llamada forma simétrica
del algoritmo de Chandrasekhar:
— Yt...,.’H’Bj’HYt...í [1.4.1.231
Otras dos versiones alternativas consisten en utilizar
[1.4.1.7’) y [1.4.1.22] ó [1.4.1.21] y [1.4.1.22]. Esta última
1 yforma no es operativa pues no se pueden obtener Bt dado
el carácter simultáneo de [1.4.1.21] y [1.4.1.22]. Este problema
se resuelve sustituyendo en [1.4.1.21] Mt por la expresión:
Mt = Nt...,. + Mt,.Yt,.’H’Btf’HYt,.Mt,.
Pero esto da la forma original [1.4.1.3] y [1.4.1.7’].
La formulación simétrica puede ser más ventajosa
computacionalmente cuando a st m. Sin embargo, en el caso en que
a > m resulta más económico utilizar las expresiones [1.4.1.3] y
[1.4.1.7’].
10 (A + BCD§1 — IC1 - K~1s<c§1 + DK18)DK1 siendo A y O
matrices no singulares.
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1.4.2. Propiedades del filtro de Chandraseichar.
• El filtro de Chandrasekhar proporciona una estimación
recursiva óptima del vector de estado de un sistema. La
optimalidad se debe al empleo de la ganancia del filtro
de ¡Calman, expresada en términos de las matrices
factores Y~ ~¡
• Este filtro es un tipo de algoritmo de la raíz cuadrada
de la matriz de incrementos de ~ siendo YtMt¼ una
posible raíz cuadrada de dicha matriz.
• Los filtros de Chandrasekhar no necesitan en sí mismos
una ecuación de propagación de la matriz de covarianzas
aunque puede recuperarse su valor cada vez que
se procesa una nueva observación a partir de [1.4.1.20].
Por tanto, es posible calcular la ganancia del filtro
sin calcular la matriz de covarianzas del error de
estimación de K~.
• La principal característica de estos algoritmos es su
considerable ventaja computacional cuando la dimensión
del vector de estado es mayor que la del vector de
observación. Esto es evidente, ya que en la ecuación de
Riccati hay que actualizar del orden de n2 elementos,
mientras que las ecuaciones de Chandrasekhar sólo exigen
actualizar del orden de n elementos distintos.
• A pesar de haber derivado los filtros de Chandrasekhar
para un sistema invariante, pueden obtenerse también las
ecuaciones correspondientes a un modelo con matrices de
covarianzas Q, R y 5 variantes en el tiempo. Asimismo,
también puede derivarse el correspondiente algoritmo de
—1
la matriz de información ~ ) a partir de la
factorización de Chandrasekhar.
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• Si el modelo es gaussiano, el filtro de Chandrasekhar
es, al igual que el filtro de ¡Calman, una vía abierta
para calcular el valor exacto de la función de
verosimilitud de la muestra.
1 • 5. COMPARACION DE LA FACTORIZACION DE CIIAEDRASEKMAR CON OTRAS
FACTORIZACIONES ALTERNATIVAS.
Como se ha visto, existe una relación entre los filtros de
Potter, Bierman y los de Chandrasekhar. Sin embargo, las
diferencias entre ambas aproximaciones son la causa de que, en
este trabajo, se haya elegido la última:
(a) Los algoritmos de Potter y Bierman factorizan la
propia matriz de covarianzas P, mientras que el filtro
de Chandrasekhar utiliza una factorización de la
matriz de incrementos (o de variaciones) de 2.
<b) El algoritmo de Potter sólo puede aplicarse cuando el
vector de variables observadas es un escalar, mientras
que la factorización de Chandrasekhar se obtiene
partiendo de un vector de orden m de variables
observadas.
(c) La factorización de Potter supone actualizar una
matriz 5 que contiene n2 elementos distintos. Para
reducir cálculos se puede transformar 5 en una matriz
triangular y se tendrían que actualizar sólo n(n-fl)/2
elementos. Sin embargo, el problema en este caso es la
necesidad de calcular n raíces cuadradas en lugar de
una, pero el consumo de tiempo para calcular una raíz
cuadrada es mucho mayor que el utilizado en cualquier
otra operación aritmética. La factorización UDU’ evita
el cálculo de n raíces cuadradas siendo este algoritmo
casi tan eficiente como el filtro de Salman. Los
algoritmos de Chandrasekhar suponen el cálculo de
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raíces cuadradas de V~1¡~ de orden (nxa) y como
frecuentemente en Econometría a es mucho menor que n,
parecen ser los más ventajosos computacionalmente
cuando se aplican a este campo.
Resumiendo, el algoritmo de Potter resuelve los problemas
numéricos inherentes al filtro de ¡Calman convencional, pero tiene
el inconveniente de ser más costoso desde el punto de vista
computacional. El algoritmo de Bierman es también numéricamente
estable y casi tan eficiente como el de ¡Calman. Y por último, los
filtros de Chandrasekhar heredan las propiedades de estabilidad
numérica de los anteriores, con la ventaja de ser los más
económicos en cuanto a requerimientos de cálculo cuando son
aplicados a los casos más usuales en Econometría. En concreto, en
modelos estacionarios, su uso será muy ventajoso cuando la
dimensión del vector de estado del sistema sea considerablemente
mayor a la del vector de observación.
Los aspectos computacionales y de robustez numérica de
todos estos algoritmos han sido estudiados en detalle por
Verhaegen y Van Dooren (1986, 1988>. En concreto, concluyen que
en el caso en que la matriz P0,..2. sea nula, los filtros de
Chandrasekhar tienen la máxima precisión numérica. Esta robustez
puede degradarse si dicha condición inicial no es nula, pero aún
en este caso, pueden ser preferibles dichos algoritmos a otros
más estables por su eficiencia computacional. Esta ventaja en
cuanto a cómputo sólo se mantiene para el caso de sistemas
invariantes en el tiempo. Las modificaciones existentes que
permiten matrices de covarianzas de los ruidos no constantes
suponen, en la práctica, una mayor carga computacional. Otro
aspecto crucial en la propagación de errores numéricos en estos
filtros es el número de condición de la matriz Bt. Esto puede
resolverse, en muchos casos, aplicando un cambio de escala a los
datos de las variables observadas.
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CAPITULO 2
ESTIMACION MAXIMO-VEROSIMIL DE MODELOS ECONOMETRICOS EN FORMA DE
ESPACIO DE LOS ESTADOS MEDIANTE LOS FILTROS DE CHANDRASEKHAR
2.1. MODELOS ECONOMETRICOS EN FORMA DE ESPACIO DE LOS ESTADOS.
Sea la forma estructural de cualquier modelo econométrico
lineal dinámico:
F(B)yt = G(B)ut + A(B)et [2.1.1]
en donde ~t es un vector de m variables endógenas,
ut es un vector de r variables exógenas,
es un vector de m variables ruido blanco, es decir:
E(Et) = o
E(et,.ct2’) = s66t1,t2
Vt =1, 2,... n
1 si tí = t26t1,t2 { o en otro caso
Los elementos de las matrices Y , G y A de dimensiones
(mxm), (mxr) y (mxm), respectivamente, son polinomios en el
operador retardo B y se definen como:
7(B) ~ + F
1B + . . . + Y sP
p
Q(B) = G0 + G1B + . . . + G
q
A(B) = A0 + A1B + . . . + A58
5
La forma reducida correspondiente a [2.1.1] es:
F(B)yt = G(B)ut + A(B)et [2.1.2]
donde 1(B)
= F
0~1F(B)
G(B) = F0..1G(B)
A(B) = 10...1A (5)
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suponiendo que existe la inversa de la matriz F0. El modelo dado
por [2.1.2], puede expresarse en forma de espacio de los estados
mediante las ecuaciones:
st.,.,. = ex~ + ru~ + Ewt
zt = ¡<St + + Cv,~
en donde:
- FRGO[GR A1 — 11A0A2 — F2A0- AR - FRAO
[2.1.4]
H~[I0 O]
Q = R = 8 =
D = G0
Zt = Yt
c = A0 y -w -t — t — Et
[2.1.5]
[2.1.6]
El vector de estado tendrá, por tanto, k componentes
siendo k = máx(p, q, s). Por ejemplo, la representación en
espacio de los estados, según la norma de conversión anterior, de
un proceso ARMA(2,l) con término constante es:
(1 - 01B — ~2B)y~ ji + (1 — OB)at
Fxí,t+í1 oí í ~[xítl + [~1~ 1F ~ 0í
~fi ‘2,tj L J~L 02
zt= [1
~12.
~F2 01. .0
o...’
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Existen múltiples representaciones en forma de espacio de
los estados para un mismo modelo [vid. Aoki (1987)]. Sin embargo,
en este trabajo se ha elegido la de dimensión mínima del vector
de estado por diversas razones:
Esta representación supone una ventaja computacional con
respecto a otras de dimensión no minina.
• Si el modelo econonétrico es expresado en esta forma,
son directa y fácilmente aplicables las ecuaciones de
Chandraseichar derivadas en el capítulo 1.
• Más adelante, se plantea un algoritmo de estimación
óptima del vector de estado inicial (vid. Apéndice B).
Esta estimación será más eficiente si la dimensión de
dicho vector es mínima y además, permite evitar casos en
los que no está identificado un subconjunto de condicio-
nes iniciales.
Rosenbrock <1970) muestra que una representación en forma
de espacio de los estados es mínima si es observable y alcanza—
ble1. Puede demostrarse que la representación dada por [2.1.4]-
[2.1.6] cumple ambas propiedades.
Un modelo en espacio de los estados es observable si, dada
una muestra de tamaño suficiente n, el vector de estado puede
determinarse de forma exacta. Esta propiedad equivale a imponer
que:
rang[li’ (¡‘>1*’ 1 <*~>2¡<i 1 . . (f~>n—lJ<~] = n
Un modelo en espacio de los estados es controlable si, en
cualquier instante de tiempo, existe una secuencia de vectores
de control que permite alcanzar un vector de estado arbitraria-
mente escogido. Esta propiedad equivale a la siguiente condición:
rang[E CE *2E J . . . *W1EJ — n
que se cumple siempre que el rang(E) = n.
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Por último, hay que señalar que las ecuaciones [2.1.4]—
[2.1.6] constituyen una regla convencional para convertir
cualquier modelo econométrico lineal en forma de espacio de los
estados. Además, se han desarrollado procedimientos para el
tratamiento de modelos con errores de observación en las
variables output y/o inputs, variables observadas con distinta
periodicidad, etc [vid. Terceiro (1990)]. También existen reglas
para convertir modelos en forma de espacio de los estados a
modelos econométricos en forma final [vid. Aoki (1987)].
2.2. ESTIHACION MAXIMO-VEROSIMIL DE UN MODELO ECONOMETRICO LINEAL
EN ESPACIO DE LOS ESTADOS MEDIANTE UN FILTRO DE CHAMbRA-
SERRAR.
En este apartado se describe la forma de estimar, por
máxima verosimilitud exacta, los parámetros desconocidos de un
modelo econométrico lineal expresado en forma de espacio de los
estados. Para ello se utiliza un algoritmo de Chandrasekhar. El
problema que nos ocupa es estimar un vector de parámetros O, en
el que se incluyen todos los elementos desconocidos de las
matrices *, r, E, E, D, C, Q, R y 5.
2.2.1. La función de verosimilitud del modelo.
El método de estimación por máxima verosimilitud está
basado en el supuesto de que las observaciones {z1, z2,..., zt}
se distribuyen de forma idéntica e independiente. En este caso,
la función de densidad conjunta se define como el producto de las
funciones de densidad de cada observacion. Es decir:
L(z, 6) 11 p(zt)
t
Una vez que las observaciones se han realizado, la función
L<z,O) se interpreta como la función de verosimilitud y el
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estimador máximo—verosímil se obtiene maximizando esa función con
respecto al vector de parámetros desconocidos 6.
Sin embargo, cuando se trabaja con modelos de series
temporales no es creíble suponer que las observaciones son
independientes entre sí. Por esta razón, no puede usarse la
función de densidad anterior y la idea central para resolver este
problema consiste en aplicar sucesivamente la definición de
función de densidad condicional [vid. Schweppe (1965) y Harvey
(1981)
L(z, 6) = 11 p(zt/ ~ 6) [2.2.1.1]
t=1
donde p(zt/ ~ O) es la distribución de zt condicionada por el
conjunto de información disponible hasta el instante t—l. Es
decir, Z1~~ = (z1,..., zt...í>. Si los términos de error vt y ‘c~
el vector de estado inicial tienen distribuciones normales, la
distribución de zt condicionada por ~ es también normal, lo
cual permite caracterizar analíticamente la expresión [2.2.1.1].
Por tanto, para este tipo de modelos, p(zt/ ~ 6)
estará completamente caracterizada a través de las expresiones de
un filtro de Chandrasekhar. Es decir, si se denota:
E(zt/ ~ 1, e> = Az t/t-2.
A A
COV(zt/ ~ O) = E[(zt — Zt/t...,.)(Zt — zt¡t...,.)’/ ~ 6] = Bt
se tiene que:
p(zt/ ~ 6) = (2lr§•m/flBti~í/2e(/>tt
siendo:
A
z —
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Se trata de maximizar la función [2.2.1.1] con respecto al
vector O. Y maximizar esa función equivale a minimizar la expresión:
(mín 2w + ln IL.I + zt’Bt’zt)
2 t=l
[2.2.1.2]
Esta función de verosimilitud se conoce en la literatura
como la función de verosimilitud de la descomposición del error
de predicción. Esto es así, porque Z~ se interpreta como un
vector de errores de predicción. Bajo la hipótesis de normalidad,
la distribución de dicho vector es:
- NID(O, B~)
Es importante señalar que z~ se distribuye NID(O, L~) si
las matrices del sistema son fijas y conocidas. Esto no es cierto
si algún(os) elemento(s) de dichas matrices son parámetros
desconocidos y son reemplazados por sus estimadores2. La evalua-
ción de la función de verosimilitud dada por [2.2.1.2] exige el
cálculo en cada instante de tiempo de st ~ B~. Ambas expresiones
pueden obtenerse a través de un filtro de ¡Calman o de un filtro
de Chandrasekhar.
2.2.2. Planteamiento del problema de optimización.
El problema de optimización consiste en maximizar la
función de verosimilitud del modelo con respecto al vector de
parámetros a estimar, sujeto a las restricciones que impone un
filtro de Chandrasekhar. Dado que las ecuaciones de este filtro
cambian, dependiendo de si el modelo es estacionario o no, se ha
de plantear un problema distinto para cada tipo de modelo.
2 Vid. Watanabe (1985).
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Modelos estacionarios.
El problema planteado se reduce a minimizar la función
[2.2.1.2] sujeto a las restricciones que impone un filtro de
Chandrasekhar para modelos estacionarios. Es decir:
MIN 949) — (mín 2w + ln + Zt’BJ’zt>
2 t=l
s.a
mt = st - Ifxt/t~l - Dut [2.2.2.1]
Bt = Bt...,. + [2.2.2.2]
Kt = Kt,. + [4 - Kt..,.H]Yt...,.Mt..íYt...,.’H’Bj’
A = •~tit—~~ + ruÍL + Ktzt
Nt M~...
1 - Mt...,.Yt...,.’H’BC’HYt..íMt...,.
[9 -
donde todas las restricciones son de tipo igualdad y
[2.2.2.3]
[2.2.2.4]
[2.2.2.5]
[2.2.2.6]
se pueden
sustituir en la expresión de la función a minimizar.
Modelos no estacionarios.
Cuando se trabaje con modelos no estacionarios, el
problema planteado consiste en minimizar la misma función
objetivo, teniendo en cuenta las ecuaciones que forman un filtro
de Chandrasekhar para modelos no estacionarios.
1 n 1
MIN ¿(8) = — S (mín 2r + ln + z~’Ej Zt)
2 t=l
s.a
z —zt — t — - Dut [2.2.2.7]
[2.2.2.8]
~t—l +
Kt Kt.~j. + [e - KtH]Yt.,.Mt...,.Yt...,.’R’Bt...,. [2.2.2. 9]
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= ~ + rut + Ktzt [2.2.2.10]
Mt = + Mt...,.Yt...,.’H’Bt...C’HYt...,.Mt...,. [2.2.2.11]
= ji - KtH]Yt..,. [2.2.2.12]
Como se observa, lo único que cambia con respecto al
primer problema planteado son las dos últimas restricciones, que
propagan las matrices factores M~ e
Con respecto a los dos problemas anteriores, cabe señalar
dos aspectos importantes:
(a) Las restricciones del problema no se imponen directa-
mente sobre el vector 6, sino sobre variables que son
funciones implícitas de los componentes de ese vector.
(b) La estimación de los parámetros del modelo requiere la
estimación del vector de estado dada por el filtro de
Chandrasekhar. Como no se conoce el verdadero valor de
O, sino una estimación &, las estimaciones del vector
de estado derivadas del filtro de Chandrasekhar serán
subóptimas con respecto al verdadero modelo. Sin
embargo, si se utiliza un procedimiento de optimiza—
ción tal que — 6, entonces tanto el proceso de
innovaciones como su matriz de covarianzas tenderán a
su verdadero valor.
La minimización de [2.2.1.2] sujeta a cualquiera de los
dos filtros de Chandrasekhar considerados, exige utilizar algún
procedimiento de optimización numérica. Existen diversos algorit-
mos que pueden usarse, pero todos necesitan las primeras deriva-
das de la función objetivo y algunos, sus segundas derivadas. Por
ello, en los siguientes apartados se obtiene la expresión
analítica exacta del gradiente y del hessiano de la función a
minimizar, tanto para modelos estacionarios como no estaciona-
nos.
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2.2.3. Expresión analítica exacta del gradiente de la función de
verosimilitud.
Derivando la función objetivo [2.2.1.21 con respecto al
vector de parámetros a estimar, se obtiene la expresión del
término general del gradiente3:
8¿(8) ,. > + Z~’B~c
~ {! tr (Bt
8%
í ...,.8Bt —,. }— — zt’Bt ~ Bt zt [2.2.3.1]2
En [2.2.3.1] se desconocen las derivadas parciales del
proceso de innovaciones y de su matriz de varianzas—covarianzas,
con respecto a cada componente del vector O. Para obtenerlas, se
utilizan las ecuaciones del filtro de Chandrasekhar descrito en
el Capitulo 1.
Gradiente para modelos estacionarios.
Para evaluar el gradiente de la función de verosimilitud
en cada vector de parámetros, hay que derivar las expresiones del
algoritmo de Chandrasekhar para procesos estacionarios:
Es necesario recordar los siguientes resultados sobre
derivadas matriciales:
8lnjA(p) f—í 8A($) ‘1
= trap
1A($)
8AQ3) —l —l 8A(p) A(fi) —l
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A= - ÉL A 3D
88. Xt/t~. ae. -1 Gui. 1~ ae~
A
[2.2.3.2]
A
[2.2.3.3]
donde se define:
et = e -
— r - KtD
8Kt — 8Kt...,. + litz¡y ,. —,.
aOi ae~ ae~ — Mt...,.Yt...,.IH’BJ’ + ~ {aYti
+ Yt—2. aNt—,
.
801
811’
2. ni
aBt} BJ’
[2.2.3.4]
8Bt — 3Bt...1~ Jan
aol 801 ¡j~-ff-- Yt—
1 + ¡< aOit >¶t..,.Yt~a’H’+
1 ~. ae~
[2.2.3.5]
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ant...’ ]rBM xt—l• + t~1 E’ Bj’HYt...aMt...a —
_____ - ....tz.L Maol 8% 88
ax~...,
.
— M~iY ,.hE’Bt ~ 4. ~ ae~~ Mt—2. + flt~i 8% 5
— ~ — —,. aBt}B...llYMH’Bt 88
— aet~i ~ + — aYt:~i
aoi Be~ *t—1
[2.2.3.6)
[2.2.3.7)
Para poder propagar las expresiones [2.2.3.2]—112..2.3.7],
se necesitan las primeras derivadas de las condiciones iniciales
de Bt, Kt, ‘~t ~ En el caso de modelos estacionarios, estas
derivadas vienen dadas por las siguientes ecuaciones:
8B0 an Br BE’ 80 BR 80’
— PH’±n—H’+HP——+—RC’+C—C’+CR——
ao~ ae~ ae1 ae~ ae~ ae~ ae~
[2.2.3.8]
BR0 18* Op On’ BE os Be”)
— 4 PH’+ *—E’+ *2— + — SC’+ E— C’±ES — >BJ’ -
881 ~ao~ 88~ a% 8% 881 ae1j
~ B0
2.
Br0 Be OP O¡<’ BE Be ac’
— PH’ + C — E’ + *2 — + — SC’ + E — 0’ + ES —
a8~ ao~ aol aol
[2.2.3.10]
[2.2.3.9]
ant
88~
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___ —1.
DO~ [2.2.3.11]
siendo P la solución de la ecuación de Lyapunov:
p fF4’ + EQE’
y la derivada primera de P con respecto al vector de parámetros
8, tiene la expresión:
¿3; Br Be’ BE BQ 8E’
— PC’-4-*---—l’+IP——— ±—QE’+E-—--E’-I-EQ--——
aol ~± aol ao1 BO~ 881 88~
[2.2.3.12]
Gradiente para modelos no estacionarios.
En el caso de modelos no estacionarios, la expresión del
gradiente diferirá en las ecuaciones [2.2.3.6] y E2.2.3.7], así
como en las condiciones iniciales de Kt, Bt, ~t ~‘ Mt.
8M~ _ 8M~...1 (BM
— ~
88. 86. + ae. ~—,.3. 2. 2.
+ ~ - HuBt...,.
+ ‘It—,. 8Yt...i’}¡<,3 -lE
Bou t—2. ~ +
—a _____
88£)
...,.fBn
+ M~ .T1. .‘H’B.. <V Yt..iMt...,. + E Dei
BMt~i
+ Mt...iYt.~i’H’Bt...:t~’HYt...,. Be 1.
ayt _ ~ — Byt—1
8% — B8~ ~ + It—,. 3%
[2.2.3.13]
[2.2.3.14]
ano —
3% —
+
+
1
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Las condiciones iniciales de las ecuaciones [2.2.3.13]
[2.2.3.14] vienen dadas por las expresiones:
BR
RC’ + C —
Do.1
ac’
cg + cfl —
BO~ [2.2.3.15)
(BE
— Sc’
~86~
88
+ E —
8%
Be”)
+ ES —
Dei-; —,. — ESC’EJ
1
[2.2.3.16]
3Y
0 BE
BO~ ae~
DM0
8%
Dg
8%
{Be
86.1
Dc’ -~
cl + a
Dei’
BJ’CS’ + Sc’Ej’
}
5’- c
[2.2.3.18]
DB0
ae1
ac
De.1
y
BR0
De.1
Be0
De.1
—1Ea
[2.2.3.17]
Dc
Do.3.
{ 8e0
8%
Bj’CS’
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2.2.4. Expresión analítica exacta del hessiano de la función de
verosimilitud.
El término general del hessiano de la función de verosimi-
litud tiene la expresión:
_____ n ___ A
_ = E 1-— tr [Bt-it -í~ +
DO. Bt a~‘~ 86~86~ t=l 1 2 e.1
+ ~ B22 Bm’ —,. __+ —~ E —86.86. ao. ~ 86.2 1
BEt -1 8~t -
+ z~’B~ ~— Zt’BJ’ DO. DO.
) 1
- ,~na. -
— ~ltB~it +z ‘E1 BBt —1 BBt -D6~~ DO. ~ ~ DO. DO.
2.
1~ —,. B2B -
— — Zt’Bt DO.D6. tti
2 [2.2.4.1]
donde se observa que son necesarias las expresiones de las
derivadas segundas del proceso de innovaciones y de su matriz de
varianzas—covarianzas. Estas se consiguen derivando por segunda
vez las ecuaciones del filtro de Chandrasekhar. Como ocurría con
el gradiente, las expresiones del hessiano diferirán en modelos
estacionarios y no estacionarios.
Hessiano para modelos estacionarios.
Las expresiones necesarias para evaluar, en cada
vector de parámetros, el hessiano de la función de verosimilitud
son:
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A A
B2zt _ _ 8211 A DE Dx DE Dxt,t...,. —
ae.ao. 86.80. ~“~‘ DO. 80. DO. DO.Ji 2’ 1 J 2 1
A
82D
—H BO.~BO. 80.86. Ut
Ji Ji [2.2.4.2]
82x - A + -= ~2;~ A ~ ax~
1~~1 aet
DO~D6~ B61DO~ Kt/t~i + 86~ 80.80. DO.
1) J
JI. ji 1’
A
axt!t-1 +
8%
[2.2.4.3]
Se requiere ahora la expresión de la derivada segunda de
la matriz It:
D
2ít _ B2K~..., D2¡~~
1 Yt...,.Mt....íYt...,.’ESBJ’ +~ + L±
DO.86. — 8O.DO. + DO.DO, 86~ [Ajt jt
13’ 2’ J
J D6~J
[2.2.4.4]
siendo:
— BYt—1 Mt...,.Yt...,.’H’EJ180.
DO.1
[2.2.4.5]
[2.2.4.6]
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+86. j
81*’ Yt..,.Mt...,.Yt...,.’11’BJ’ Dnt -1
+ ~ ~t — DO.
J
[2.2.4.7]
DMt...,. _____
L±t= ~t—a. 86. +
DR,
‘— nj1
- Tt-í’It-ík-a’~I~J1 ~Boj
[2.2.4.8]
D2x’
80~B6
1 ...,.Yt...,.’R’Bj
1 + DYt...í DMt...,. Yt...,.’H’EJ’ +ztz1. Mt 80. 06
1 J+ _____ BE’
_____ DYt...,. Mt...,.Yt...í’~j~- s¿1 —
DO DO
1 j
[2.2.4.9]
Ljt =
DAtt —
ae~
Dyt—
’
+
8%
— Bit...,. ‘It~,.Yt~,.’H<BJ’ ~A BIS’
DO1 0•
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~~~~t=2tYt...,.’HUBJ’ -
86. 80. 86.80.3 1 Ji.
yt—1 ao~ Yt...,.’H’Et Bt Dei
+ Yt...,.Mt,. DO. DO
1 j
B t-l¡<.¡< —2. BEt Ef’
t — ~ DO1 ~ BOj
+ t~~4 ‘It—í
7t-i’ff~-- BJ’ + Yt BK~
1 BR’ —,.
DO~ 3. 3.
B
2H’
Ef’+ Yt...,.Mt 1 1!ta.’8¡<’ —1 ______
DO. 3~ Bt + ~ D6.DO.3 1 31
+ t2. 80~~ DO. BM,í~.
1 DE’
BMt...,. BYt...,’ + Y
80~ 7t—í’3j Et
3
+ ~ DO. DO. ~ BO.DO.
3 1 Dl
811’ 8»t —i.
— ~ DO
1 Ef’ DO. Bt
3 Boj
donde:
~i DBt E —1
14 = Yt..~,Mt...,Yt...,.’RUEt aol t
R’Ej
1 -
[2.2.4.10)
[2.2.4.11]
aLtt
DO.3
+
+
+
+
+
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B’½t — ...íDEt D
Dei Bo~ t~íYt~0’Bt DO1 + ~ Boj
Dxt...,....íDBt DR’
DO DO1 + ~ 5~ DO1
___ BBt -DBt Sf1 8% 5~ 1 —
Boj
~ sj1 BBt 1 +
80.DO
1 2
+ Yt..~íMt...íYt....,.’H’Ej’ a
2a, Sf1
86.80.
Ji
D2B 1 8211t—1 + -<
DO.BO. l...D6.D61
Ji 2
BR IBMt...i
¡. BO~
DR Dv
+ — tzz,I
DO. DO. Mt...íYt...í’11’±
3 2.
DR DR’
+ i 801
BR
+ 37~
~ 8% t1
811 Dv
DO
1
[2.2.4.12]
1DR DY~~114~,», +O1 DO~
_____ BR”)
+ 14~ R’ + Mt...,.Yt...í’— j +
DO.
D
2T. DYt..., DR’
11R’+ Mt,.Yt—+
DO~BO
1 DO~
186j
BR’ D2R’
+ HYt...íMt...íYt...í’
8080 +
2. 2’
+ ¡<~~—1 BMt...i ~ 1’ DR’
BO~ 86.
Da’
+ RYt..íMt...L DO. DO.
2.
[2.2.4.13]
en donde:
1 Nt... iYt í
Tjt — DO.
3
8yt-1
’
1+ + Yt...íMt...í BojDo.
[2.2.4.14]
+ {yt.-1
+
- Yt...,.Mt...íYt...í’E’BC’
- Yt...íMt..,.Yt...,.’R’Bj’
82~
80.80
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Dv,. DL.. Dv 8Y~.1’
8’~t—~ BM~...3
.
— fr.~A ....kZAy + ~ + Yt..1I+
DO
1 DO. ~ 80. ~ BO• 80. DO.1 2.
t1D%ao~ t1 + ~ DO1 BO~ 8% 2.
+ ~ DO~ +
Dé1
D
2Mt...í _ f B2Mt
DO~BO
1 ~J 1
86.86.Ji [2.2• 4.15]
DM~...1 BY~~1’ } R’Bj’HYt...íMt...í —
DO1 80. 32
BMt~i
DO1 Yt.~,.’11’Bj’Cit - [Di.t +
1it -
~11 J B~R’ ~ DM— Mt...íYt...,.’R’Dt it — it t 1 Do
1tít—íao1j +
+
Mt íYt ,.‘R’BJ’ DBt ~—i~ — DR
814 18K’ ___
8% ~ LB6~ 86 t~1t1 —
— Nt...,. Dv ‘ BR’ ~AcI. H’Bj’Cj~ — ‘It~~i~t~i’ ~j 3t itBO~
+ Mt...íYt i’H’Bt ‘{Oi.t - + ~ 1RYAC.. 8Mt...4
Dt9
1J
[2.2.4.16]
siendo:
~e. Yt...íNt..í+R 14 +2 2 De.2 [2.2.4.17]
B
2Ttt
Do .DO.
Ji
D2M~
86
59
Bn~...,. Byt—1’E, B
2Yt...~ ~ += + ~ 86.86.DO DO.2 2. Ji
+ ‘It—,. Byt—
1
’
DOi
‘8»’
DO1 DO.2
DBt
BO~
DE’ +BO~ D6~ B6~
[2.2.4.18]
DR’ B
2R’
— + Mt...lYt...l’ DOi
86.2. j
DR’ 8B~
DO
1 BO~
= B14t...í ~ DEt +
80 BO~j
BR’
+ ‘It-i~t-i’w Et-
j
Dnt —
~ 8%
‘It-a 11Doj ~ De1
MY’R’B DBt BBt
Bt—1 +
2
+ Mt...,.Yt...í’R’Bt...í
D
2 Bt ant
DO.DO. — Mt...íYt...í’R’Bt...í B6~Ji-
8
Bt,. ~
J
[2.2 .4. 20]
B14t...í ~
«it = DO ~~~‘«‘ +j
ÉitrIL’ 1V + 1%
2 :1
Bat
DO.2
11t = 821< ~ + ÉL ~ 14Dojael DO
1 DO~ ~ + i~-;i ~t—i
[2.2.4.21]
BOj
[2.2 .4. 22]
DR’
2± = ~ + ~ DO. +j 2 j [2.2.4. 23]
[2.2.4.19]
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ant ~
— ae~ ~ BO~
BR Dv~...1
86. DO.J 1
8
2y
-E -
86.86.Ji
B6~ BO.2 [2.2.4.24]
BR 8 B 214 ~
— DO. ~1 + R + ~ 80.86.
DO. 86. 86.1 J 1 22.
— D2;~
1 ~ + 8e~—~. ~ +
86.80. Db’.B6. DO. 86. DO.
Ji Ji 2. J 2
+ et—1
[2.2.4. 25]
Dyt-1 +
BO~
86.86.
Ji [2.2.4.26]
La propagación de las expresiones [2.2.4.4]—[2.2.4.26)
exige calcular las derivadas segundas de las condiciones inicia-
les de Kt, B~, h y ‘It~ Para modelos estacionarios, estas deriva-
das son:
321< Dli DP BR BR’ BR DF
PR’ + — E’ + — P — + — — 1<’ +D6~DO1 Be1 8% B6~ DO. DO. 86.J 2 2.
D~ DR’ DR BR’ DF Dli’
a690i. Dei 86. 86. DO. 86. DO.2 2 2. J 1
8
2c De BR De Do’
+RP + Re’ +—----—c’ ±—R-——
86.80. 86.86. 86. 80. DO. 86
Ji Ji 2. J 2- j
+
820 Dc DR De Be’ De DR
+
DO~BB~ DO
1 DO. 86. DO. DO. 86.
2 1 ) J 1
8
2R DR Dc’ De Dc’ BR 80’
) 1 DO. DO. 86. 80. DO. DO.86.86.
8k’
+ CR
86.86.
Ji [2.2 .4. 27]
D2B
86.86.J2.
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donde la derivada segunda de la matriz 2 tiene la expresión:
— 82; + De DF De Be’ +
86.86. DO. 80. DO. DG.
3’ 1 73 2. 73
82? DF De’ De 8*’
+ e e’ + * — + — 2 +
86.80. DO. DO. 86. BO~Ji 1 73 73
De ÉL~~ +
8% DG~
BF Be’
aO~ DG1
82*, 8
2E
+ QE’+
86.86. D0.80~
Ji Ji
DE Dg
— — E’ +8% 80.73
DE DE’
D6~ 86.2
DE Dg 82Q
+ — — E’ + E
86. DO. 80.80.
3 1 3’
8Q DE’
+ E——±
DO. DG.2 2.
E’
Dg BE’
DO. 86.2. 73
DE
¿3%
D2E’
EQ DO.B0.
731
DE’
8%
[2.2.4.28]
1_a2e
~1 FR’
IDO~D6~
De 8?
+
8% DO.73
Be DR’ De
Hl + — 2 — + —
DO. DO. DO.2. 73 73
82?
-4-e 1<’
86.80.
Ji
DF Dli’ De DR’ DF Dli’
8% 86. 86. DO. 86. 80.
:3 73 1 73 2.
8211,
±eF +
DO -DO
173
8
2E BE 88
sc’ +80.80. 80. DO.Ji 2. 73
OE Dc’
e’ + — e — +
DO~ DO~
DE 88 82s Bs
E—
80. 86. DO-DO. DO.
73 1 731 2.
88 Dc’ 8k’ Dz
+ E— — + ES -
8% 8% DB.B6.J01 Boj
Ji
Dz —1 8% —1 — ZB
0~1 ~
E0 8%
80’ DE De’
+ — a — +
DO. De. D6~
73 73
—I Da0 ~0•~1 —
86.
73
-1 +
+ za~1{~% EJ1 8% + ae ~ ~ ___80. 7173 1.
[2.2.4.29]
siendo:
D2P
80-DG.
Ji
82x
86.80.
Ji 8%
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z = eFE’ + ESO’ [2.2.4.30]
Be ¿32 BR’ BE Os Be’
— PH’ + 4 — R’ + C? + — se’ + E — O’ + ES —
DG~ 861 801 Dei 8% DO1 BOi
[2.2.4.31]
DZ Be DF BR’ BE BS DC’
— PR’ + * — E’ + *2 — + — SC’ + E — O’ + ES —
DO. DO. DO. DO. 86. DO~ DO~
73 73 73 73 73
[2.2.4.32]
— ¿324 PR’ +
ao
8* Br Be 811’ 84 DF
— — E’ + — 2 — + — — fi’ +
DO1 DO. 80. 86. 86. 80.73 1 :3 :3 1
82? DF DR’ De BR’ 8? 811’
+4
¿36.80. ¿36. ¿36. DO. DO. DO. DO.Ji 1 J 73 1 J 2.
8211. D
2E DE
+eP + 501+—
80.80. D6.BO. Bo~73’ 3’
Da
DO
DE Dc’
o’ + — 5 — +
8% DO.73
BE Be ¿32~
+ — — O’ + E
¿36. DO. DO.DO.73 1 732.
Da
e’ + E
DOi.
+ 81 D~ +
DO. 86. DO~~
:3 :3
Be 80’ 82cm
+ E — + ES
DO. 86. DO.DO.73 2. Ji [2.2.4. 33]
1- ~lDBp~
______ — B1~ 8B
0 ~0 DO.
:3’ 0(80.80.80. :3 1
8
2n 8B
0
86.86. 86. ~
:31 1 73
[2.2.4.34)
Eessiano para modelos no estacionarios.
En el caso de modelos no estacionarios, las expresiones
del hessiano pasan a ser las siguientes:
80.80.732.
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D2Mt ¿3214 13214+ 3
¿36-86. 86.86.732. Ji
~+ Dlq...,. 3~;—i’ H’Bt...f’HYt...íMt...í +
1
+ D14~...1X’H’E’1e + [D
1t +
Tit — ~ +
1
+ 14t.~,.Yt-.z’fl’Bt-.i7’Iit + J%i.L.. ...í{D~t... ~ + ~ É5t~il —
i~~—1 ( DO t—2. ae
1J
~10. 81*
8% ~ it + R±tBt~C’jy h—0t—a. +1
______ IDE’
+ DM~...., 37~ —
DO1 tJ
—1 8Bt...,.} Bt~i~’RYt~iMt~i +
71
+ Mt,. ~ ~
1C
1~ + MtaYti’
23!1 ~. —861 it
- ~4t~f~t-.í’N’Bt~C’{Oit — + ~ Bt~7’liYt...í
8~’}¿3% 3.
[2.2.4.35]
siendo:
— ~ ~ D
2v
D
1t — 86. 80- + t~L »~ +
86.86. 86- 86.
731 1 :3
— DYt...l’ R’Bt~i~i DBt...í¿3% aB j
—
814t—í ~—~.‘~-- + 14 ~ ¿31*’ + ~ 821<
,
it D% DO. 80- 80. D6.DO.
1 73 1 711
DR’
— Mt...lYt...1’ DO. DO.
:1. 73
(2.2.4.36]
[2.2.4.37]
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— — DK~..., ~~t—í + 14v-.,. D~t—‘H’B +St ao~ ~ ae~ ae~ Be,.
+ ~ ~ ~ ‘—nt-.íYt~,.’«’Bt~,.~í Deja% +
j
ant—’ _____
De.
ant...,. _____
— ‘It~íYt~í’I¡’Bt~,.~í DO~ ~ 861.
8Bt...
,
[2.2.4.38]
= DL...
1 ~ + DR’
it ae~ Yt...í’R’ + Nt~í
i
86.7, [2.2.4.39]
- = DBt...i- ay
O.
-~ DYt..i
¿3% Dei.
-11
Ji
Dei. DO.73
D
2yt — ______
86~D6
1 D6.86.
731
[2.2.4.40]
+ De~ i!Éa. + De~ i!ti. + —
<3O~ ¿36. 80. ¿30. ¿36.86.
:3 :3 1 Ji-
[2.2.4.41]
Las expresiones de las segundas derivadas de las condicio-
nes iniciales de Kt, B~, ~ y N~ también cambian y pasan a ser
las siguientes:
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82c Re’ + De DR + Do De’ + Be DR ~, +
80.86. 86. 88. 86- DO. 86. 86.
:31 1 :3 1 73 73 2-
DR DO’ Do Dc’ DR ac’ a2c.
+
Dei DO. DO. ¿36- 88. 86. 88.88-73 :3 1 :3 1 731
+0
DO .DG-
:31
[2.2.4. 42]
1 B2E
•1 Sc’labia0,.
¿35 Do’
DE Da
+
86- De
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DE De’
—5-
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1 DO. DO. D6~73 73
DE De’ BE Da
e’ + — a — + — e’ +
¿36- DO. DO.
73 73 1
as ao’ D
2e’ ‘1
86- DO. 80.86. j O73 3. 732.
—1 Dn
0
1—0+E ¿32w e’nO BeDO »0 80. 86.86. 0
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DO. ~
1 73
—1 8n
0
+ E nj’ E0 D6j~
BE
86. ~
73 1
—1
[2.2.4.43]
E = ESO’
DE
Dei
DE
DO
DE
D0~
DE
DO
8
2Y
— D2E
Da De’
SC’ + E O’ + ES
Bo~
[2.2 . 4. 44]
[2.2.4.45]
Bs Dc’
SC’ + E — O’ + ES
DO. DO.73 :3 [2.2.4. 46]
[2.2.4.47]DO.BO. D6.B0.731 :31
8¾
ae~ae,.
D2K
—a-
DO .D6.73’
donde:
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[2.2.4-48]
[2.2.4.49]
Da Da Be’
D% DO1 8% [2.2.4.50]
85 Be De’
— 01±5~~
¿3% DG. DO-73 73 [2.2.4.51)
siendo:
a = Se’
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— — — 5’ + e —
DG- 86- ¿30-
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~
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2.2.5. Expresión analítica exacta de la matriz de información.
Un instrumento necesario para completar el proceso de
estimación de un modelo econométrico, así como para realizar las
pruebas de validación del mismo, es la matriz de covarianzas de las
estimaciones de sus parámetros. Esta matriz puede obtenerse a
partir de la matriz de información del modelo, ya que su inversa
proporciona una cota interior a la matriz de covarianzas de los
estimadores de los parámetros. En este apartado, se sigue fundamen-
talmente el trabajo de Terceiro (1990). Definiendo la matriz de
información como la esperanza matemática del hessiano:
J ¿32¿ (0) 1’)
M(6) E It
DODO IOJ
una forma alternativa de escribir el hessiano de la función de
verosimilitud es:
- n 1 r ant —1 83t 11 tr [ 2(1
+ tr [ Ej’ ~ 8~t’ 1 - tr [ ~ ~ —1 ~ - +Zt’1
D6~ 86. 2 ~
:3 86.
+ tr [ng’ B2zt - tr [ng’ 8~t ~—‘ ~ +
B6~D6~ 3.
+ tr [ n~’ DBt n¿~’ Bnt nj1 ztzt’] —
86~ 8%
tr L
2 ztzt’1} [2.2.5.1)nt
donde la expresión [2.2.5.1] se obtiene sin más que aplicar las
propiedades del operador traza a [22.4.l]. El término general de
la matriz de información se obtiene tomando esperanzas en [2.2.5.1]
y teniendo en cuenta dos cosas: a) E(zt) = O y b) la derivada del
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proceso de innovaciones no depende del propio proceso de innovado-
nes (vid, ecuación [2.2.3.2]):
_ +[M<Shij = tr [nt...1
82t
¿301. t’ 73
+ tr [nt...
1E É~iiX
aol. ao [2.2.5.2]
En la expresión [2.2.5.2] el único término desconocido es
la esperanza del producto de las derivadas del proceso de innova-
ciones. El cálculo exacto de esa esperanza requiere propagar el
siguiente sistema lineal de dimensión ampliada con matrices
variantes en el tiempo:
x~1= et4 + rtut [2.2.5.3]
a aZt =114 ±DS1t [22.5.4]
a — 4a~ + 4Bt(4)Ft+í— ~ [2- 2 . 5. 5]
= 11ap~«<a) [2. 2. 5. 6)
siendo:
aSt
azt
a
= E(Kt)
= E(4)
4 = E[(z~ — zt)(z~ — 4)’]
Es decir, el sistema dado por las ecuaciones [2.2.5.3]—
[2.2.5.6] propaga la media y la matriz de covarianzas de un vector
de estado ampliado y de un vector de innovaciones también ampliado.
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Los componentes de dichos vectores de dimensiones 3n y 2rn,
respectivamente, son los siguientes:
A
A
DO
A
=t/t,I
DO~
e
De
DO
De
DO
- Kt ~
2.
BR
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a
z —t —
o o
et a
o
BZt
DO1
Bzt
DO-
:3-
-J
a
Kt =
Kt
¿3 Kt
L BKtBO~
r
Do
-Kt
Dei
80
— Kt 86-
73
«a —[ DliD6~
DM
BO~
-11
-11
o I 0a —o [ 1DO~~Do ¡DO
y las condiciones iniciales del sistema:
= [~1 a j ji
La condición inicial será obtenida de forma óptima
utilizando el algoritmo desarrollado en el Apéndice B. Por tanto,
el cálculo de la matriz de información exacta sólo exige propagar
simultáneamente las ecuaciones de un filtro de Chandrasekhar junto
con las primeras derivadas de dichas expresiones.
a
1< —t —
a
a Dr
80.1
Dr
DO
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No es posible obtener una factorización de los incrementos
de la matriz 4, al variar con el tiempo las matrices del sistema
y rt- En este caso, serían más apropiados los algoritmos de
factorización de la propia matriz de covarianzas’~. Sin embargo,
existe una razón práctica que justifica la propagación de 4 de
acuerdo con [2.2.5.5]: la matriz de información es evaluada sólo
en un punto (el vector de parámetros que maximiza la función de
verosimilitud de la muestra). Por tanto, es menos probable que los
posibles errores de redondeo en el cálculo de dicha matriz lleguen
a invalidar los resultados. Esto no ocurre en el proceso de
estimación de los parámetros, donde la matriz es propagada para
toda la muestra y evaluada en cada vector de parámetros hasta
llegar al óptimo.
Deben señalarse, por último, dos aspectos importantes en el
cálculo de la matriz de información:
• No es necesario calcular las derivadas segundas de la
función de verosimilitud y de las ecuaciones del filtro
de Chandrasekhar. Sólo se necesita información sobre sus
primeras derivadas.
• Se calcula la expresión analítica exacta de la matriz de
información. Normalmente, se utiliza una aproximación de
la misma que casi siempre consiste en sustituir en
[2.2.5.2] la esperanza matemática del producto de las
derivadas del proceso de innovaciones por el producto de
dichas derivadas5. El hecho de trabajar con una expre-
sión exacta de dicha matriz es importante tanto en el
proceso iterativo de optimización como en la etapa de
validación del modelo econométrico que se ha estimado.
Así, la contrastación de cualquier hipótesis sobre los
parámetros estimados se puede llevar a cabo mediante el
test del multiplicador de Lagrange, que utiliza tanto el
~ ‘Vid. Bierman y Thornton (1980>.
~ Vid. Watson y Engle (1983).
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valor del gradiente como el de la matriz de información
del modelo bajo la hipótesis nula.
2.2.6. Propiedades asintóticas del estimador máximo-verosímil.
Los estudios sobre la consistencia del estimador máximo—
verosímil para observaciones dependientes se han desarrollado a
partir del trabajo de Cramer (1946) o el de Wald (1949). siguiendo
al primero cabe destacar, entre otros, el trabajo de Crowder (1976)
y en la línea de Wald, los trabajos de Caines y Rissanen (1974> y
Heijmans y Magnus (1986a, 1986b). Todos estos estudios se diferen-
cian básicamente en usar más o menos supuestos restrictivos y en
el grado de dificultud existente a la hora de comprobar su
cumplimiento.
En el marco de modelos en espacio de los estados, Pagan
(1980) demostró las propiedades de consistencia y normalidad
asintótica del estimador máximo—verosímil de O, aplicando las
condiciones de Crowder (1976) a un modelo sin variables exógenas
y donde el vector st es escalar. Sin embargo, es inmediato
generalizar este resultado al caso en que z~ sea un vector de m
variables observables [vid. Pagan (1980>].
Las propiedades de consistencia y normalidad asintótica son
más difíciles de demostrar para un modelo en espacio de los estados
que contenga variables exógenas. Caines (1988, Capítulo 7) estudió
las propiedades asintóticas del estimador máximo—verosímil de 6,
considerando variables exógenas determinísticas y estocásticas.
Bajo condiciones muy generales, demostró las propiedades de
consistencia y normalidad asintótica del estimador por máxima
verosimilitud.
Resumiendo, si O * es el verdadero valor del vector de
parámetros O y &N el estimador máximo-verosímil de O dada una
muestra de tamaño 14, las propiedades asintóticas de dicho estimador
son:
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(a) Consistencia:
hm & —
‘4-
(b) Insesgadez asintótica:
lirn
(c) Normalidad asintótica:
a —N asy
A-
~/jr 6’
y-’ <~?
-,
= 6*
Eficiencia asintótica:
ltn COV(&N>
(d)
N(O*, tM(OÉ)fí)
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CAPITULO 3
SELECCION DE ALGORITMOS Y ESTRUCTURA DEL SOFTWARE
3.1. Estructura general de un algoritmo de optimización.
El problema de optimización que nos interesa resolver
consiste en:
1 n
MIN ¿(6) — E (mín 2w + ln n.~I + z.~’B~ t>
0 2t=l
[3.1.1]
sujeta a un conjunto de restricciones de tipo igualdad, dadas por
las expresiones [2.2.2.l]—jj2.2.2.6]o bien por las ecuaciones
[2-2.2.7]—[2.2.2.12]
El primer término de esta función es una constante que,
como tal, no se minimiza. El tercer sumando es una forma cuadrá-
tica que representa la suma de cuadrados de los errores de
predicción ~zt>’ ponderada por la inversa de su matriz de coya—
rianzas (Bt). Si el segundo término fuese despreciable, esta
función sería cuadrática y el criterio de máxima verosimilitud
sería equivalente al de mínimos cuadrados ponderados.
De la función a minimizar dada en [3.1.1], se conocen sus
primeras y segundas derivadas analíticas, desarrolladas en el
Capítulo 2.
Notación utilizada.
Antes de comenzar a describir los algoritmos de optimiza—
ción utilizados para resolver este problema, es necesario
establecer la flotación usada en este capitulo:
vector (nxl> de estimaciones óptimas del vector de
parámetros O.
valor de la función objetivo en el vector de
parámetros 01r
estimación del óptimo O~ en la iteración k-ésima.
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vector gradiente (nxl) de la función objetivo
evaluado en el vector de parámetros 6k•
hessiano de la función objetivo evaluado en el
vector de parámetros 6k-
dirección de búsqueda del óptimo seguida en la
iteración ]c-ésima.
ak : longitud del paso tomada en la iteración k—ésima.
Adoptando la notación anterior, la estructura general de
la mayor parte de los algoritmos que se emplean para optimizar
numéricamente [3.1.1] es la siguiente:
1) Fijar una estimación inicial 60 del óptimo 6~ y el
máximo número de iteraciones permitidas, 1<. Ir a 2).
2> Comprobar si en ese punto inicial se cumple la con-
dición de convergencia del algoritmo, previamente
establecida:
2.1) Si 6 = 6~, el algoritmo ha finalizado.
o
2.2) Si no se cumple, pasar a 3).
3) Calcular una dirección de búsqueda del óptimo ~k-
4> Calcular una longitud de paso ak.
5) Calcular 0k-a~í 6k +
6> Hacer k = k±l. Si k < K volver al paso 2). En caso
contrario, detener el proceso.
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3.2. eriterios de convergencia.
Cualquier algoritmo de optimización numérica necesita un
criterio de convergencia de forma que, si dicha condición se
cumple, el algoritmo se detiene por considerar suficiente la
aproximación al óptimo.
Los criterios de convergencia pueden hacer referencia a:
1) El valor de la función objetivo en la última iteración,
es decir, comprobar si la mejora en esta iteración ha
sido “pequeña”.
2) El cumplimiento de las condiciones de primer orden en
la última iteración.
3) El tamaño del paso dado en la última iteración.
Sea 6k+1 la estimación de 6~ en la iteración k+l obtenida
mediante cualquier algoritmo. Las condiciones correspondientes a
cada uno de los criterios anteriores de finalización del algorit-
mo podrían ser:
1) ¡¿(G~.~.~) — =c, donde e es un escalar positivo
arbitrariamente pequeno.
2) [¡g~J[ =e, o bien, Ig~k+lI =e Vi =
3) Iakj =e.
El problema de estos tests de convergencia es que son
sensibles a la escala de ¿(.) y del vector de parámetros 6. Por
ello, suelen emplearse versiones adimensionales, independientes
de la métrica del problema en concreto.
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3.3. Criterios para elegir la longitud del paso.
En un problema de minimización, los métodos para determi-
nar la longitud de paso intentan garantizar que una vez que se ha
llevado a cabo una iteración, el valor de la función objetivo
decrezca. Es decir:
<
Los criterios para elegir la longitud de paso son métodos
de line-search o búsqueda lineal de la longitud del paso a partir
de una dirección dada. Estos métodos pueden ser de dos tipos:
3.3.1. Elección de la longitud de paso óptima.
Este método consiste en resolver un problema de optimiza—
ción unidimensional en la variable ak. Este criterio está basado
en la idea de que, una vez calculada la dirección de búsqueda ~k’
el valor de la función objetivo alcanzado después de dar el paso
es:
= + akpk>
y esta expresión sólo depende de la variable ak. Por tanto, se
puede plantear el problema:
mm
ak
después de imponer alguna normalización sobre Resolviendo
este programa se obtiene una solución óptima a*, que da lugar a
la máxima reducción en el valor de la función objetivo cuando nos
movemos desde 0k—í en la dirección
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3.3.2. Elección de la longitud de paso por backtracki.nu
.
Este criterio consiste en comenzar, en cada iteración, con
una longitud de paso ak = 1. Si el punto 6k + no es aceptable
(de acuerdo con algún criterio), se vuelve hacia atrás (redu-
ciendo ak> hasta que se encuentre un valor 0k + ~k~k aceptable.
En teoría, parece lógico requerir que:
<
Sin embargo, esta condición no garantiza que la secuencia
<6k> converga al mínimo. Un primer problema es que el valor de la
función puede decrecer muy poco en relación al tamaño del paso.
En este sentido, se puede exigir que la tasa media de decreci-
miento desde t~6k> a ~<6k+í> sea, al menos, una fracción de la
tasa inicial de decrecimiento del valor de la función en esa
dirección. Es decir, dado A c (0,1), se ha de cumplir que:
+ akpk) =C<O~<) + Aa~g(O~) ‘~k [3.3.2.1]
El segundo problema puede ser que el tamaño del paso sea
demasiado pequeño en relación con la tasa inicial de decreci-
miento del valor de la función. Sin embargo, se puede exigir que
la tasa de decrecimiento de ¿(.) desde el punto 6k+í en la
dirección sea mayor que una cierta fracción de la tasa de
decrecimiento de ¿(.) desde en la dirección Es decir, dado
f3 E (0,1), se ha de cumplir que:
+ ~k~k> ~k ~ Pg(O~) ‘~k [3.3.2.2)
En la práctica, esta última condición no es necesaria
porque la estrategia de backtrackincr evita tomar pasos excesiva-
mente pequeños.
Por tanto, se ha de encontrar, en cada iteración, un valor
de ~k que cumpla las condiciones [3.3.2.1] y [3.3.2.2].
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3.4. Direcciones de búsqueda del óptimo.
Cono ya se ha dicho, una estrategia natural para resolver
un problema de minimización es asegurar que en cada iteración,
decrezca el valor de la función objetivo. Por tanto, la idea
básica es elegir una dirección desde un punto 6k’ tal que si
# 6<,, exista algún desplazamiento a lo largo de esa dirección
que haga decrecer el valor de la función objetivo.
Esta dirección es una dirección de descenso1. Matemática-
mente, ~x es una dirección de descenso desde 6k ~ 6~, si existe
algún ~k > O tal que:
+ ~k~k> <
Una condición necesaria y suficiente para que ~x sea una
dirección de descenso es que:
g(0~) ‘p~~ < O
Es fácil obtener esta condición a partir de un desarrollo en
serie de Taylor de la función ¿(.) alrededor del entorno del
punto 6k~
3.4.1. Dirección de eauchy.
A partir del concepto de dirección de descenso, parece
bueno intentar conseguir una gran reducción en el valor de la
función objetivo eligiendo ~x de forma que ~(0~) ‘~k sea “grande”
y negativo. Sin embargo, debe imponerse alguna normalización
sobre ~k’ porque de lo contrario, para cualquier p.<. tal que
g(0~> ~ < 0, siempre es posible elegir una dirección como un
múltiplo arbitrariamente grande de p~.
1 Análogamente, para un problema de maximización se define
el concepto de dirección de ascenso.
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Por tanto, el objetivo es encontrar de modo que
g(0~) ‘~x sea mínimo sujeto a alguna normalización de Es
decir:
mm ~(6~) ‘~k
Pl’
s.a “~kII = 1
La solución a este problema depende del tipo de norma que
lii’ 1
se utilize. Si se elige la usual II~kIi = ~~k’~k~1’ el mínimo es:
Plc = —g(O~)/jIg(6~)I¡
y ésta es la dirección de Cauchy. Con respecto a la misma cabe
señalar que:
(a) Aunque es una dirección de descenso, los algoritmos
basados en ella sólo tienen una tasa de convergencia
lineal2.
(b) Los algoritmos basados en esta dirección se acercan
rápidamente al óptimo en las primeras iteraciones,
independientemente de las condiciones iniciales de las
que se parta. Sin embargo, su comportamiento empeora
en la cercanía del óptimo.
(c) Esta dirección sólo usa información sobre las primeras
derivadas analíticas de la función a optimizar.
(d) Es una dirección muy sensible a los cambios de escala
del vector 6.
2 Un algoritmo es linealmente convergente si, aplicado a una
función lineal, converge en una iteración.
82
3.4.2. Dirección de Newton.
La dirección de Newton se basa en una aproximación de
Taylor de segundo orden a la función objetivo en un entorno de
6k- Así, sea 0(6> la aproximación de segundo orden de ¿(6).
Entonces:
1
= ~(6t> + ~k’<%c+í — 0x) + ~ ~0k-fr1— 0k>’~Jc(0k+1 — Ok>
Las condiciones de primer orden del problema:
mm [q~(O
2~~1) —
2.
son:
+ ~jc<
6k+1- 6k~ - O
y por tanto, se obtiene la siguiente regla de actualización:
0k+1 = 0k - -1Gk q
1~
El vector de parámetros actualizado
6k~í será un mínimo
global si la matriz Gk es estrictamente definida positiva. El
buen condicionamiento de la matriz hessiana es una condición
necesaria y suficiente para que:
(a> La dirección de Newton sea de descenso.
:3
(b) El algoritmo sea cuadráticamente convergente
(c) La ventaja de este algoritmo es que si 00 está lo
suficientemente cerca del óptimo 6<, y G es definida
positiva, la secuencia <Ox> generada por el algoritmo
converge muy rápidamente a 6<,.
Un algoritmo es cuadráticamente convergente si, aplicado
a una función cuadrática, converge en una sola iteración.
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<d) Esta dirección no sólo usa información sobre las
primeras derivadas de la función objetivo, sino
también sobre las segundas derivadas. Es decir, en la
actualización del vector de parámetros tiene en cuenta
la curvatura de la función objetivo.
(e) La dirección de Newton es independiente de la escala
de O.
Es importante notar que habría que disponer de alguna
modificación del método de Newton cuando el hessiano, evaluado en
algún punto, no es definido positivo, que es el principal
problema de dicho algoritmo, se tienen, entonces, los métodos de
cuasi—Newton o de Newton modificados.
3.5. Método de Newton modificado para asegurar el buen condicio-
namiento de Rt.
Este algoritmo consiste en aplicar el método anterior a
Gk para encontrar la descomposición de Cholesky de la matriz:
=
6k + /1L]cI
donde:
= O si es una matriz definida positiva.
> O si es una matriz no definida positiva.
En cualquier caso, se resuelve:
0k+l -
y si está muy cerca del mínimo 6<, y 0<, es definido positivo y
está bien condicionado, este algoritmo es equivalente al ante-
rior -
Sin embargo, este último algoritmo tiene la ventaja de que
—lla dirección de Newton modificada ~ ~ es una dirección tal
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que, cualquier función ¿(.> dos veces diferenciable, decrece a
partir de cualquier punto 6k’ distinto del óptimo.
Dennis y Schnabel (1983> demuestran que es posible
calcular a la vez el escalar = O y la factorización de
Cholesky de Rk. Cuando no es definido positivo, el escalar ¡y
más pequeño que hay que añadir al hessiano ha de ser ligeramente
mayor que el menor autovalor de dicho hessiano. En primer lugar,
se aplica un algoritmo modificado de factorización de Cholesky4
a Gk. Este consiste en calcular + D = LL’ siendo D una matriz
diagonal con elementos no negativos que se convierten en cero si
es definido positivo. Por tanto, si D = O, ¡y = O. Si D ~ O,
se calcula una cota superior de ¡y (denotada por b
1>, usando para
ello el teorema de Gerschgorin
5. Como existe otra cota superior
a definida cono:
= máx (dii)
se elige ¡y = min(b
1, b2). De esta forma, se perturba lo mínimo
posible el hessiano para asegurar su buen condicionamiento. Por
último, se calcula la factorización de Cholesky del hessiano
modificado »k
0k + ¡1k1.
Por tanto, habría que comenzar en cada iteración con el
método de Newton. Este método se usaría si con él se da un paso
razonable (por ejemplo, si el valor de la función decrece> - Si no
ocurre esto, habría que retroceder y tomar un paso dictado por un
método global. Con esta estrategia, siempre se acabará usando el
método de Newton cerca del óptimo, obteniendo una rápida conver-
gencia local.
En cada iteración k, este algoritmo se puede resumir en
los siguientes pasos:
‘~ vid. Gui y Murrey (1972) -
~ Vid. Dennis y Schnabel (1983).
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(1) Calcular ~ y decidir si parar o continuar de acuerdo
con algún criterio de convergencia previamente fijado.
(2> Calcular
(3) Aplicar una técnica de factorización a Gk y calcular
su número de condicion. Si dicho hessiano está mal
condicionado, se perturba de la forma descrita ante-
riormente -
(4) calcular s~ = -Rf2g~, siendo Mk = + MR’.
(5) Hacer 6k+í = 0k + o bien, elegir 0r~í por una
estrategia global. Volver a (1).
3.6. Descripción de los algoritmos de optimización utilizados.
Los algoritmos de optimización escogidos para minimizar la
función de verosimilitud dada en [3.1.1], utilizan la dirección
de Newton por las siguientes razones:
• Dicha función es muy similar a una función cuadrática,
sobre todo, si el segundo término de [3.1.1] es despre-
ciable con respecto al tercero.
• Se dispone de la expresión analítica exacta del gradien-
te y del hessiano de dicha función, que es la infor-
mación que utiliza la dirección de Newton para ac-
tualizar el vector de parámetros en cada iteracion.
Usualmente, puede disponerse de una buena condición
inicial sobre el valor óptimo de los parámetros. Esto
proviene del conocimiento que se tiene a priori del
modelo econométrico objeto de estudio o de la estimación
de dichos coeficientes por otros procedimientos distin-
tos al desarrollado en este trabajo.
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Con respecto al criterio de elección de la longitud de
paso, se ha utilizado un método de backtrackinct. Se comienza
siempre que sea posible con = 1, con el objeto de mantener la
ventaja del método de Newton cerca de la solución.
Básicamente, se han utilizado tres algoritmos de optimiza—
ción alternativos:
• un método de line—search
.
• dos métodos de model—trust region
incorporados en UNCMIN (UNConstrained MlNimization) y que, a
continuación, se describen. UNCMIN es un sistema modular de
subrutinas escritas en FORTRAN desarrollado en la Universidad de
Colorado y basado en los métodos descritos por Dennis y Schnabel
(1983). El paquete está diseñado para minimizar, sin restriccio-
nes, campos escalares no lineales y derivables continuamente dos
veces.
3.6.1. Método de line-search
La primera aproximación para iterar desde una solución
fuera de la región de convergencia del método de Newton, es el
método de line-search (o de búsqueda lineal). La idea de este
método es la siguiente:
(1) Se calcula una dirección de descenso
(2) Se calcula 6k+í = 0k + ~k~k para algún ~k ~ 0, que
haga 0k.í un punto aceptable. En este método, se usa
—l
una dirección de cuasi-Newton = ~«k g~ donde la
matriz hessiano se calcula como 11k = GR + ¡IkI, siendo
= O si GR es estrictamente definida positiva. Esto
permite que el algoritmo mantenga una rápida conver-
gencia local.
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Definidas las condiciones [3.3.2.1] y [3.3.2.2], pueden
demostrarse los tres resultados siguientes:
(1> Teorema de Wolfe (1969,71):
(a) Dada cualquier dirección tal que se cumpla que
g(0~) ‘~k < o~ existe un ak > O que satisface las
condiciones [3.3.2.1] y [3.3.2.2].
(b) Cualquier método que genere una secuencia de valores
tal que ~ - 9~) < O y satisfaga las
condiciones [3.3.2.1]—[3.3.2.2], es unmétodo global-
mente convergente.
(2) Teorema de Dennis y Moré (1974): Cerca de un mínimo de ¿(.>,
donde el hessiano es definido positivo, el paso de Newton
satisface las condiciones [3.3.2.l]—[3.3.2.23.
Lo importante de estos resultados es que muestran que
pueden crearse algoritmos globalmente convergentes intentando
siempre primero el paso de Newton.
La estructura del algoritmo es la siguiente:
Algoritmo A.1: Dado un valor A E (0, 1/2) y O < < < 1, tomar
primero ak = 1. Mientras se cumpla la condición:
+ > ~(%> + Aa~g(O~)’p~
se toman pasos ak = pak, siendo p algún valor p E [r,u], que en
cada instante es elegido por line—search. Por último, se calcu—
la:
0k+l = 0k +
Para encontrar la longitud de paso aR en cada iteración,
se utiliza el Algoritmo A.l. En el paquete UNCMIN se fija un
valor A = 1O4. La forma de obtener el valor de 12k que satisface
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las condiciones [3.3.2.1] y [3.3.2.2] se describe a continuación.
Si se define:
e<ak=a> = + apx)
y es necesario hacer backtrackinQ, se usará la información más
reciente acerca del valor de ¿(.) - Se dispone de dos fuentes de
información acerca de ¿ (a]Ja) - Por un lado:
¿(a=0) = ¿‘(a=O) = [3. 6.1.1]
y por otro lado, al calcular + ~x>’ se conoce:
= + pIc) [3.6.1.2]
[3.3.2.2]
Si 240k + P]c)
(es decir,
no satisface las condiciones
si ¿(a=l> > t(a=0> + A¿’(a=0)>,
[3.3.2.1]—
se ajusta
¿(ak=a) por un modelo cuadrático unidinensional (denotado
m(a>) que satisface [3.6.1.1] y [3.6.1.2]. Es decir:
m(a) = [¿(a=l) — ¿‘(a=0) Ja2 + ¿‘(a=0)a +
Minimizando la función m(a> con respecto a a, se obtiene
la solución:
A
2 [¿(a=l)
que es un mínimo,
m’ (&)
ya que:
=0
y también cumple la condición de
= 2[2.(a=l)
segundo orden:
— ¿(a=0) —
al poder demostrarse que:
por
¿ (a=O)
— t’(a=zO)
— t(a=~0)
>0
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¿(a==l) > ¿(a=0> + A¿’(a=0> > ¿(a=O) + ¿‘(a=O)
Es fácil ver que & > O al ser ¿‘<a=O) < O. Por tanto, se
- A
tomara a como el nuevo valor de en el Algoritmo A.l. Además,
como ¿(a=l) > ¿(a=O> + A¿’(a=O), se tiene que:
A 1
0<
2(1 — A>
Y de hecho, si ¿<a=l) > ¿(a~O), se tiene que:
A 1
2
A
Por tanto, el valor óptimo a proporciona una cota superior
al valor de u z 1/2 para obtener el primer valor de p en el
Algoritmo A.l.
En el paquete UNCMIN, este algoritmo tiene dos caracteris-
ticas:
(1) Se tija un paso de longitud mínima.. Esto sirve para
contrastar si se ha llegado al óptimo. Si la condición
[3.3.2.1] no se cumple, pero ~akpkIies menor que la
longitud de paso mínima, se ha llegado al óptimo..
(2) El usuario fija una longitud de paso máxima, ya que se
pueden dar pasos excesivamente grandes cuando se
calcula = -II(1g~ y 11~ es una matriz casi singular.
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3.6.2. Métodos de model trust-re«ion
.
Estos algoritmos no suponen que los pasos de longitud
corta deben estar en la dirección de cuasi—Newton. Como se ha
visto, si el paso de cuasi—Newton no es satisfactorio, en los
métodos de line—search se elige una longitud de paso menor y se
mantiene la misma dirección del paso. La nueva longitud de paso
se consigue construyendo un nuevo modelo cuadrático unidimensio-
nal, basado solamente en la información sobre la función y el
gradiente en la dirección de cuasi-Newton.
En estos nuevos métodos, cuando se necesita encontrar un
paso más corto, primero se elige la longitud de paso y luego, se
usa el modelo cuadrático n—dimensional para elegir la dirección
del mismo.
Una vez realizada la primera iteración, parece razonable
pensar que se tiene una idea sobre la longitud de paso a tomar a
partir de ese punto. Por ejemplo, de la longitud de paso tomada
en la iteración ]c se puede deducir una cota superior de la mejor
longitud de paso a adoptar en la iteración ]c+l. Es decir, en
estos métodos se usa información sobre la función, obtenida en
las iteraciones anteriores, para estimar la mejor longitud de
paso en la siguiente iteración.
Supongamos que estamos en un punto 6k y se dispone de
alguna estimación de la máxima longitud de un “buen” paso.
Surge entonces la pregunta de ¿cómo seleccionar un paso de
longitud máxima desde el punto B~~7< Existe una respuesta
natural si volvemos a un modelo cuadrático. Añadiendo la idea de
acotar la longitud máxima del paso por 5k > 0, la respuesta es
conseguir un paso 6k que resuelva el problema:
1
mm 2<0k> + g(O~)’s + —
2
s.a ~
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La solución a este problema viene dada por el siguiente
lema:
Sea ¿: ~n -. 51 dos veces continuamente diferenciable y Mk
una matriz simétrica y definida positiva. Entonces:
s(ji) = + MIí~1g(6~)
para un único ji =O tal que ~s(g4 = salvo que ~s<o>Ii~
En este caso, a(o) es la solución de Newton. Es evidente que para
cualquier ji =o, s(g) define una dirección de descenso desde el
punto 0k~
No obstante, no hay ninguna garantía de que el punto 6k+í
que resuelve exacta o aproximadamente el problema anterior sea el
siguiente paso aceptable> aunque lo será si es un “buen” paso
acotado. Por tanto, un paso completo en un algoritmo de trust
—
recrion tiene la siguiente forma:
Algoritmo A.2: Dada ¿: Mn -+ ~ 6~< >0, ~ E Rn y E~ E Mnxn
simétrica y definida positiva, repetir en cada iteración:
(1) ~ = 6> + 5k~ siendo 5k la solución del problema
anterior.
(2) Decidir si 0k+í es un punto aceptable de acuerdo con
algún criterio establecido y calcular un nuevo valor
de hasta que 0k+1 sea un punto aceptable.
(3> Hacer 6k+l =
Existen dos aproximaciones para encontrar el paso en este
tipo de algoritmos:
(1> El paso óptimo localmente restringido o hook steD: Consiste
en encontrar un paso s(g> = ~<11k+ pIV1g(O~) tal que se cumpla
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que ~s(ji) = &k y calcular 6k+l = 6k + ~(M)- Este método encuen-
tra una solución aproximada Mk a la ecuación escalar:
Co’) = liso’) II — =
(2) El paso deuble doclea: Este método también encuentra una
solución aproximada al problema anterior. Sin embargo, más que
encontrar un punto 6k.~.í = 6k + ~o’k) sobre la curva ~(M) tal que
se cumpla que ‘~~k+1 — ~k~I= 6k’ aproxima esta curva por una
función lineal conectando el punto de Cauchy (el óptimo del
modelo cuadrático en la dirección de máximo descenso) con la
dirección de Newton para ese modelo. Esta estrategia se basa en
moverse en la dirección de Cauchy cuando es pequeño y en la
dirección de cuasi—Newton cuando se incrementa.
Actualización de la región de confianza.
Para completar el paso global dado en el Algoritmo A.2.,
es necesario decidir si el punto 0k+í encontrado por hook steo o
por dauble doglec¡ step es una iteración aceptable.
(a) Si 0k+í no es aceptable, se reduce el tamaño de la
región de confianza y se minimiza el mismo modelo
cuadrático sobre una región de confianza más pequeña.
(b) Si ~ es un punto satisfactorio, hay que decidir si
el tamaño de la región de confianza debe aumentar,
disminuir o mantenerse para dar el siguiente paso.
La condición que hace de 6k+í un punto aceptable es:
=t(6k> + Ag(O~)’(O~~
1 —
0k~ E3.6.2.l]
donde A e <0, 1/2). En UNCMIN, de nuevo, se elige A ~ ya que
la condición [3.6.2.1] es más fuerte que ~<0k+í> <
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Si 6k+í no cumple la condición [3.6.2.1], se reduce el
tamaño de la región de confianza y se vuelve a encontrar la
solución aproximada del problema de minimización restringida por
hook steo o por double doalec¡ step. El factor de reducción del
tamaño de la región de confianza se obtiene aplicando la misma
estrategia de backtrackincz del algoritmo line-search. Aplicando
esta estrategia, se obtiene:
= — g(O~) ‘<6k+’ — 0k)
— — g(6~) ‘ <0k+1 —
y el nuevo radio de la región de confianza es:
6k+l = a*IIOk+,. — Ok1t
Si 0k~í cumple la condición [3.6.2.1], hay que distinguir
dos casos:
(1) Si ~ está en el paso de Newton, se toma este paso,
se actualiza 8, se forma el nuevo modelo y se pasa a
la siguiente iteración.
(2) Si - no está en el paso de Newton, primero
se intenta dar un paso más largo desde 0k usando el
modelo actual. Si 0k+1 es ya un punto aceptable, hay
que actualizar el valor 8k+í En este aspecto, hay
tres alternativas: que se doble su tamaño, que se
reduzca a la mitad o que se mantenga. Así, si el
modelo cuadrático con el que se está trabajando
predice bien la función, se aumenta el tamaño de la
región. Si por el contrario, se está prediciendo mal,
se reduce su tamaño.
En el paquete UNCMIN, en concreto, se define la reducción
real en el valor de la función como g = — t~0k~ y la
reducción prevista en el valor de la función a través del modelo
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cuadrático con que se trabaja como = mk(Ok+,.> - ~(6k>- Y
definidos así estos incrementos, las estrategias a tomar son:
• Si g =075~pred se toma =
• Si g > 010~pred se toma 6k+l =
• En cualquier otro caso, se toma 6k+l =
3.7. criterios de convergencia utilizados.
El criterio de convergencia utilizado para decidir la
finalización de cualquiera de los algoritmos descritos, está
referido al cumplimiento de las condiciones de primer orden.
La justificación de usar dicho criterio es que, aunque la
condición O también puede darse en un máximo o en un punto
de silla, la utilización de métodos globalmente convergentes y la
estrategia de perturbar el hessiano siempre que no sea estricta-
mente definido positivo, hace prácticamente imposible que el
algoritmo converga a un máximo o a un punto de silla. Por tanto,
en nuestro contexto, la condición = O es una condición
necesaria y “casi” suficiente para que 6k sea un mínimo de la
función É(.).
En precisión infinita, una condición necesaria para que O
sea un mínimo es que:
= O
Sin embargo, en precisión finita, es necesario relajar la
condición anterior y sustituirla por:
=e
siendo e una tolerancia arbitrariamente pequeña. Sin embargo,
este test no es adecuado porque depende de la escala de 0k y de
f(.). Por ejemplo, si se tija e = ío~ y los valores de £(.)
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están en el rango [10 ~, ío~], es muy probable que cualquier
valor de 2~c~ satisfaga esa condición de convergencia. Por el
contrario, si los valores de ¿(‘) están en el rango [los, l0~],
esa condición puede ser demasiado exigente.
Para resolver este problema, se puede usar el siguiente
criterio:
Ig~’G¿1g~j = E
Esta condición es independiente de la escala de Gk, pero
sigue dependiendo de la escala de ¿(.).
Una mejora del test anterior consiste en definir el
gradiente relativo (GR) de la función ¿<.) en el punto 6k’ de la
siguiente forma:
tasa de cambio relativa de ¿
GR= -..lím
tasa de cambio relativa de ¿—‘0
¿ (0k>
donde e~ es un vector unitario y 0i,k es la componente i—ésima
del vector O en la iteración k. Con esta definición, se exige el
cumplimiento de la condición:
IIGR(Gk)Il =e
donde e es la tolerancia del gradiente. Este criterio es indepen-
diente de cualquier cambio en la métrica de t(.> o de 0k• Tiene
el inconveniente de que la idea de cambio relativo en ¿<.) o en
se rompe si el valor de O. o es muy cercano a cero.
i,k
Sin embargo, este problema se resuelve sustituyendo 0ík y C(.)
por máx{IOÍkI,t(Olk)> y máx{i¿(Ok)l,t(¿>1, respectivamente,
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donde t<Oi,k) y t<¿> es una estimación de la magnitud típica de
O.i,k y ¿(.), respectivamente. Con estas modificaciones, el test
resultante y más utilizado en UNCMIN es:
máx g~~máx{IB~~I, t(Oi,k)}
l=i=n máx(I¿(ek)I, t(¿)>
Otro criterio de convergencia disponible en UNCMIN es el
siguiente:
IIrel(Ok)(i =rj
donde ~ es la tolerancia del paso6 y rel(Ot) es el cambio
relativo en los valores de 6~, k definido como:
rel(6~,i) = LOi,k+í — Oi,kI ~
máx(i6Í,k±íl, t(Oi,k)1
3.9. Escalamiento de variables..
El paquete UNCMIN trabaja con variables escaladas. La
razón es que, en la práctica, algunas variables pueden diferir
mucho en cuanto a magnitud. Por ejemplo, supongamos que los
valores de una variable 6~ están comprendidos en el rango [102
ío~j y los de una segunda variable 62 están comprendidos en el
rango ~ ío6]. Una métrica tan dispar en estas variables da
lugar, frecuentemente, a errores de redondeo importantes. Por
ejemplo, al calcular términos como IiOktí — O~jj, en el caso
anterior la segunda variable será prácticamente ignorada. Este
problema se soluciona reescalando las variables, es decir,
cambiando sus unidades de medida. Esto es equivalente a efectuar
6 La tolerancia del paso se fija dependiendo del número de
dígitos significativos que se desee en la solución. Así, si se
quieren p dígitos, se elegiría ~ =
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el cambio de variable & TO, siendo T una matriz diagonal de
factores de escala. En el ejemplo anterior, esta matriz puede ser
T = diag<1V3, lo6>.
Por tanto, se trabaja en un nuevo espacio de variables, se
obtiene el paso global y después, se deshace la transformación
aplicada a las variables. El resultado fundamental es que el paso
de Newton no cambia ante esta transformación en las variables,
pero la dirección de Cauchy sí. Esto quiere decir que un paso de
búsqueda lineal en la dirección de Newton no está afectado por el
cambio de unidades, pero un paso en la región de confianza sí
puede cambiar.
Por estas razones, en el uso del paquete UNCHIN el usuario
debe proporcionar una matriz de escala T correspondiente al
cambio de unidades deseado en cada problema. En realidad, sólo se
ha de ofrecer un vector de tipificaciones de todas las variables
del problema y el algoritmo correspondiente construye la matriz
T = diag{l/t(6
1), ..., l/t(O~)>, de forma que la magnitud de cada
variable transformada es del orden de la unidad. Lo que no
permite UNOMIN es un escalamiento dinámico, que podría ser
conveniente cuando en el proceso de optimización alguna variable
cambie mucho su orden de magnitud.
3.9. Aproximación del gradiente y del hessiano por diferencias
finitas.
A veces, las expresiones analíticas exactas del gradiente
y del hessiano de una función a optimizar no están disponibles.
Esto no ocurre en nuestro contexto, ya que dichas expresiones
están dadas por las ecuaciones [2.2.3.2]-[2.2.3.12]. Sin embargo,
estas derivadas pueden aproximarse por diferencias finitas,
aunque habrá un error asociado a dichas aproximaciones.
La aproximación por diferencias finitas hacia adelante del
componente (i,j) de g(6> será:
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tpO + he1)
—
a11 = h
donde e~ es un vector unitario. Esto es equivalente a aproximar
la columna j—ésima de g(O) por la expresión:
¿(O + he) — ¿(O
)
h
donde ItA.1 — g(6)Ii = 0(h) para un valor de h suficientemente
pequeño. Es decir, el error cometido al realizar esta aproxima-
ción es de orden h.
Es más precisa la aproximación por diferencias finitas
centrales, dada por la expresión:
¿(O + he1) — ¿(O — hei
>
2h
que como se observa, requiere evaluar la función el doble de
veces que la aproximación anterior, pero el error cometido es
menor, ya que ja~ — g(6)1J = 0(h2).
En Dennis y Schnabel (1983) se muestra que, si se elige
adecuadamente el tamaño del paso para la aproximación por
diferencias finitas, el método de Newton sigue teniendo una tasa
de convergencia cuadrática.
De hecho, proponen perturbar cada componente de 6 por su
propio tamaño de paso h
1 = r001 donde ~ies el épsilon de la
máquina
7. Es decir, no hay razón para que haya un único tamaño
del paso, pudiendo ser no conveniente si la magnitud de los
componentes O. difieren mucho entre sí. Como este tamaño del paso
J
El épsilon de la máquina se define cono el menor número
cuya suma con 1 difiere de 1.
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puede ser muy pequeño si los valores de 6- están muy cerca de
cero, se puede modificar a:
— fl2 max(!O~!. t(6
9}J
donde t(O~) es la magnitud típica del componente 6.J.
3.10. Uso del, paquete UNCHIN.
Los datos requeridos por el programa UNCHIN son la
dimensión del problema, una subrutina para evaluar la función
¿(6) y una estimación inicial 6o del óptimo 6<,.
El usuario puede controlar los métodos para evaluar las
primeras y segundas derivadas de la función a optimizar. El uso
del programa es ineficiente en el caso de optimización de una
función de una variable y sólo tiene una limitación: no puede
haber más de 100 parámetros a estimar. Sin embargo, en la
práctica, es claro que ésta no es ninguna restricción, pues es
raro encontrar modelos econométricos con más de 100 parámetros.
3.10.1. Elección del método de optimización.
El programa dispone de tres estrategias globales de
minimización:
<1> El método line-search
.
<2> Dos métodos de trust-recsion: el paso óptimo localmente
restringido <heok steo> y el paso double doctlea
A menos que el usuario especifique un método concreto, el
programa empleará por defecto el método de line—search. El mejor
funcionamiento de los tres métodos de optimización alternativos
dependerá del problema concreto bajo estudio. Es decir, a priori,
no se sabe qué método será más adecuado en una situación particu-
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lar. Parece que los métodos de trust—reaion funcionarán mejor que
el de line—search en modelos donde el condicionamiento de la
función objetivo sea malo o cuando los parámetros a estimar no
puedan superar una zona de invertibilidad.
3.10.2. cálculo del gradiente y del hessiano.
Este programa permite elegir entre proporcionar el
gradiente y el hessiano analíticos de la función a minimizar o
calcular una aproximación a dichas expresiones por diferencias
finitas. Es un paquete muy flexible en este aspecto, permitiendo
elegir entre una amplia gama de combinaciones entre derivadas
analíticas y/o calculadas por diferencias finitas.
Además, a menos que el usuario no lo desee, UNCHIN realiza
siempre una comparación entre el valor del gradiente y/o el
hessiano analítico (proporcionado por el usuario> y su valor
aproximado por diferencias finitas. Si ambas magnitudes difieren
en más de un 1%, el programa finaliza con un mensaje de error.
Esta comparación permite comprobar, en cada caso, si ha habido
algún error en el cálculo por parte del usuario de las expre-
siones analíticas de las primeras y segundas derivadas de la
función.
En este trabajo, siempre se proporcionan las expresiones
analíticas exactas del gradiente y del hessiano y se pide que el
programa compare estas magnitudes con las calculadas por diferen-
cias finitas.
El usuario también puede especificar si la función
objetivo es o no “costosa” de evaluar en cada vector de paráme-
tros. Cuando es así, puede ser ventajoso utilizar los métodos de
la secante para aproximar el hessiano (que no requieren evalua-
ciones de la función objetivo>, más que el método de diferencias
finitas, que sí requiere esas evaluaciones. El método de la
101
secante utilizado es el de Broyden, Fletcher, Goldfarb y Shan—
8no -
3.10.3. Entrada en el programa.
Dispone de dos subrutinas de entrada.
En la primera, el usuario debe proporcionar los siguientes
datos:
el número de parámetros a estimar.
• un valor aproximado del valor de la función objetivo
cerca del óptimo.
• un vector de condiciones iniciales de los parámetros.
En la segunda, además de lo anterior, el usuario puede
fijar:
el tamaño máximo y mínimo permisible del paso.
• el radio de la región de confianza inicial si es elegido
ese método de optimización.
• el grado de tolerancia del valor de la función, del
gradiente y del paso para los criterios de convergencia.
las tipificaciones de los parámetros para calcular una
matriz de escala de las variables9.
• el máximo número de iteraciones permitido, etc.
Como se observa, la entrada del programa permite tener un
control absoluto del proceso de optimización.
~ Vid. Dennis y Schnabel (1983).
No es necesario ofrecer este vector de tipificaciones de
los parámetros, pero es muy conveniente si se sabe que los
órdenes de magnitud de los componentes de O difieren mucho entre
sí.
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3.10.4. control de los resultados.
Cuando el algoritmo de optimización elegido finaliza, el
programa devuelve el control ofreciendo una aproximación & al
mínimo local 6<,, el valor de la función en ese punto ¿(6), el
valor del gradiente g<&) y un mensaje que indica por qué ha
finalizado el algoritmo. Por ejemplo:
• Se ha convergido.
• Se ha excedido el número de iteraciones permitido.
• La función a minimizar es demasiado no lineal.
• La función a minimizar no está acotada interiormente o
el tamaño máximo del paso fijado es demasiado pequeño,
etc.
Por último, conviene señalar que el paquete UNOMIN
originalmente programado en precisión simple, ha sido convertido
a precisión doble para evitar problemas numéricos en el proceso
de cálculo.
3.10.5. Organización del programa de estimación de modelos
economátricos en forma de espacio de los estados mediante
un filtro de Chandrasekhar.
El programa de estimación consta de las siguientes partes:
• Un programa principal.
• El paquete de subrutinas UNCMIN.
• La subrutina de cálculo del valor de la función a
optimizar -
• La subrutina de cálculo del valor analítico del gradien-
te de la función objetivo.
• La subrutina de cálculo del valor analítico del hessiano
de la función objetivo.
• La subrutina de cálculo del valor de la matriz de
información.
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• La subrutina de cálculo de las condiciones iniciales
óptimas del vector de estado.
• Las subrutinas del modelo concreto a estimar.
Todas las subrutinas están programadas en FORTRAN y
precisión doble.
La función del programa principal es leer las dimensiones
del problema y distribuir la memoria disponible entre las
matrices necesarias, dando a cada una de ellas la dimensión
exacta requerida por el problema. La memoria total disponible
puede cambiarse modificando un parámetro del programa.
El programa principal llama a UNOMIN para optimizar la
función objetivo. Una vez que el algoritmo elegido finaliza,
UNOMIN devuelve el control y el principal llama a la subrutina de
cálculo de la matriz de informacion. Esta rutina calcula dicha
matriz, las desviaciones típicas de los parámetros estimados y la
matriz de correlación entre ellos.
Cuando UNCMIN necesita el cálculo del valor de la función,
del gradiente y del hessiano, llama a las subrutinas correspon-
dientes. Y éstas llaman (opcionalmente) a la rutina de cálculo de
las condiciones iniciales óptimas del vector de estado.
El cálculo del valor de la función objetivo, del gradiente
y del hessiano, ha sido programado de acuerdo con las expresiones
anlíticas exactas desarrolladas en el Capítulo 2. La subrutina de
cálculo de las condiciones iniciales del vector de estado se
corresponde con el algoritmo máximo-verosímil de estimación de
dichas condiciones, descrito en el Apéndice A.
A su vez, las subrutinas de cálculo de la función, del
gradiente y del hessiano necesitan la especificación concreta del
modelo que se quiere estimar. Por ello, estas subrutinas llaman
a las subrutinas propias de cada modelo. Estas son tres y
contienen:
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• Las expresiones de los elementos de las matrices
estructurales y de ruido del modelo expresado en espacio
de los estados.
• Las expresiones de las primeras derivadas de los
elementos de dichas matrices con respecto a cada
parámetro a estimar.
• Las expresiones de las segundas derivadas de los
elementos de dichas matrices con respecto a cada
parámetro a estimar.
Si se desea calcular el gradiente o el hessiano a través
de las aproximaciones a dichos valores que permite UNCMIN, se
puede suprimir la programación de estas subrutinas.
Estas tres últimas subrutinas cambian con cada modelo.
Esto supone reprogramar cada vez que se quiere estimar una
especificación distinta. Sin embargo, la programación de dichas
rutinas es siempre fácil. Por ejemplo, si la especificación a
estimar es un modelo MA(l) doble:
= (1 — OB)(l — 8B12)at
la primera rutina del modelo consistiría en programar los
elementos de las siguientes matrices:
13x13 13x1 13x1
E=[l0 0] ; D=O ; C=l ; Q=R=S=cr2
1x13
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Denotando E(i,j), Q(i,j), R<i,j) y S(i,j) al elemento
(i,j> de dichas matrices, la rutina de las primeras derivadas
sería:
BE(l,l) _ _ OE(12,l) OE(í3,í) 8E(13,l) 6
— =—l;
ao ae ao ae
8Q<l,l) _ 8R(l,l) as<í,í> _
8a2 — 8a2 = 8a2 —
1
y el resto de las primeras derivadas serian nulas al no depender
ningún otro elemento de i, r, E, D, y C de los parámetros 6, e y
a2.
Y por último, la rutina de las segundas derivadas sería:
82E(13, 1
)
=1
aoae
82E (13,1
=1
aeao
siendo también el resto de las segundas derivadas nulas.
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CAPITULO 4
APLICACIONES
En este capitulo se presenta un conjunto de resultados
empíricos obtenidos al aplicar el mecanismo de estimación
descrito en los capítulos anteriores. Este procedimiento se ha
aplicado tanto a modelos simulados como a modelos con datos
reales.
Todos los modelos se han estimado utilizando tres procedi-
mientos distintos:
• Mínimos cuadrados con retroprevisión.
• Máxima verosimilitud exacta con el filtro de Kalman.
• Máxima verosimilitud exacta con el algoritmo de Chandra—
sekhar.
La aplicación de los dos últimos métodos requiere que los
modelos sean previamente expresados en forma de espacio de los
estados, siguiendo la norma de conversión expuesta en el Capitulo
2.
La razón de presentar los resultados obtenidos con
distintos procedimientos de estimación es doble. Por un lado, se
quiere mostrar que el mecanismo desarrollado ofrece resultados
comparables a los de cualquier otro método, además de las
ventajas computacionales y de robustez numérica ya citadas. Por
otro lado, es importante analizar las posibles diferencias que se
produzcan en la estimación de una misma especificación por este
método y por otros alternativos.
Los modelos estimados son modelos ARMA univariantes,
modelos de función de transferencia y modelos multivariantes.
Todos ellos han sido especificados de acuerdo con la metodología
Box—Jenkins (1976) de series temporales. De acuerdo con este
enfoque, las series han sido transformadas adecuadamente para
conseguir estacionariedad en media y en varianza, de modo que
sólo se ha aplicado para su estimación el algoritmo de Chandra—
sekhar para modelos estacionarios.
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Es importante señalar que este trabajo se centra en la
etapa de estimación de un modelo, sin preocuparnos su especifica-
ción. Además, no ha sido un objetivo desarrollar un programa para
la estimación por máxima verosimilitud con el filtro de Kalman y
el de Chandrasekhar lo más eficiente posible, desde un punto de
vista informático. Por ello, no son demasiado informativos los
valores absolutos de tiempo de cálculo, pero si los valores
relativos con respecto al uso del filtro de Chandrasekhar en
lugar del filtro de Kalman. La estructura del programa desarrol-
lado en FORTRAN para un entorno de ordenadores personales es la
misma cuando se utiliza un filtro u otro, de forma que la
introducción de mejoras en las rutinas de cálculo del mismo
reducidirían los tiempos de cálculo en términos absolutos, pero
no en términos relativos. Por otra parte, el programa empleado
para estimar las especificaciones consideradas por mínimos
cuadrados con retroprevisión es MICRANAL 1.3 (1984).
A continuación, se ofrecen primero los resultados de la
estimación de un conjunto de modelos simulados. Con estos
ejemplos se comprueba el buen funcionamiento de nuestro algoritmo
de estimación, tanto en situaciones bien como mal condicionadas.
Después, se presenta la estimación de una serie de modelos con
datos reales como ejemplos ilustrativos de la mayor precisión
numérica y del ahorro en tiempo de cálculo de la aproximación de
Chandrasekhar con respecto a la de Kalman.
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4.1. MODELOS SIMULADOS.
En este apartado, se presentan los resultados obtenidos
con modelos simulados al aplicar el procedimiento de estimación
por máxima verosimilitud descrito en los capítulos anteriores.
Se han simulado tres tipos de modelos: a) modelos
univariantes autorregresivos, b) modelos univariantes de medias
móviles y e) modelos multivariantes. Todos los modelos se han
estimado aplicando los tres procedimientos citados anteriormente.
Usando los valores teóricos de los parámetros, se han
generado 20 realizaciones de 100 observaciones para cada situa-
ción estudiada. Además, con objeto de analizar el comportamiento
de nuestro método de estimación ante modelos bien y mal condicio-
nados, se ha simulado cada modelo para distintos valores de los
parámetros.
Los dos procedimientos de máxima verosimilitud considera-
dos (con el filtro de ¡Calman y con el de Chandrasekhar>, utilizan
un método de optimización numérica de tipo line-search (vid.
Capitulo 3) . Las preestimaciones de los parámetros, necesarias
para inicializar el algoritmo de optimización, se han escogido en
todos los casos dentro del intervalo ± O.26’~ siendo el
valor teórico de los parámetros. Las mismas condiciones iniciales
han sido usadas para el filtro de ¡Calman y el de Chandrasekhar.
Por tanto, son perfectamente comparables entre sí las estimacio-
nes obtenidas con los dos procedimientos de máxima verosimilitud.
Los resultados de las simulaciones se presentan en las
Tablas 4.1.1 a 4.1.13. En general, cabe destacar que las estima-
ciones obtenidas con el método de máxima verosimilitud utilizando
el filtro de Chandrasekhar son aceptables. En todos los casos,
los valores medios están muy cerca de los verdaderos valores y
sus intervalos de confianza siempre contienen los valores
teóricos. Además, es importante señalar que las desviaciones
típicas calculadas coinciden básicamente con las obtenidas a
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partir de la expresión exacta de la matriz de información (vid.
capítulo 2).
Todas las pruebas se han llevado a cabo en un ordenador
personal Olivetti con procesador INTEL 80386 (20Mhz). En cada
tabla, se ofrece la ganancia (o pérdida) porcentual media en
tiempo de cálculo al usar el filtro de Chandrasekhar en lugar del
filtro de ¡Calman. El gráfico 4.1.14 (pág 57), resume cómo crece
exponencialmente esta ventaja computacional cuando aumenta la
dimensión del vector de estado (n) con respecto a la dimensión
del vector de observación (m)
A continuación, se comentan brevemente los resultados de
las estimaciones obtenidas para cada situación considerada.
En la Tabla 4.1.1 se presentan los resultados de la
simulación de un proceso AR(l) para distintos valores de los
parámetros. Las estimaciones resultantes son muy similares con
los tres criterios utilizados. Sólo cabe decir que, con máxima
verosimilitud y el filtro de Chandrasekhar, los valores medios
están ligeramente más cerca de los verdaderos valores de los
parámetros. También se observa una pequeña ventaja en cómputo con
la aproximación de Chandrasekhar versus el filtro de ¡Calman
(nótese que en este modelo n=ni=l).
En la Tabla 4.1.2 se muestran los resultados de la
simulación de un proceso MA(l). En el caso bien condicionado
(6~O.5), se observa que el procedimiento de mínimos cuadrados con
retroprevisión sobrestima el parámetro media móvil más que los
otros dos métodos. En el caso mal condicionado, se observa que,
tanto con mínimos cuadrados con retroprevisión como con máxima
verosimilitud con el filtro de ¡Calman, el parámetro está sobres-
timado, mientras que esto no ocurre con la aproximación de
Chandrasekhar. Esto es importante, pues indica el peligro de
algunos procedimientos al estimar parámetros que no pueden
superar una región de invertibilidad. Aunque en este caso también
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n=m=1, se obtiene una pequeña ganancia porcentual en tiempo de
cálculo con las ecuaciones de Chandrasekhar.
Con objeto de mostrar cómo crece la ganancia media
porcentual en tiempo de cálculo cuando n aumenta con respecto a
ni, se ha simulado un proceso MA(l> estacional de periodo trimes-
tral donde n/m = 4/1 y un MA<l) estacional de periodo anual donde
n/m 12/1. Los resultados de estas simulaciones se ofrecen en
las Tablas 4.1.3 y 4.1.4, respectivamente. Mientras que la
ganancia media porcentual en tiempo de estimación es, en algunos
casos, de un 43% cuando n = 4, esta ganancia llega a ser de más
de un 100% cuando n = 12. Es decir, el tiempo empleado (medido en
segundos) en la estimación de este tipo de modelos se duplica
cuando se utiliza el filtro de ¡Calman en lugar de las ecuaciones
de Chandrasekhar. En cuanto a las estimaciones medias, señalar
que, de nuevo, el método de máxima verosimilitud con el filtro de
¡Calman sobrestima más el valor del parámetro media móvil que el
algoritmo de Chandrasekhar.
En las Tablas 4.1.5 y 4.1.6 se muestran los resultados de
la simulación de un proceso AR(2) con distintos valores de los
parámetros. Con esta especificación, los valores medios de las
estimaciones son muy similares con los tres procedimientos,
aunque se observa que el método de máxima verosimilitud con el
filtro de Chandrasekhar llega a resultados más parecidos a los
verdaderos valores que los otros dos procedimientos. En este
modelo, al ser el ratio de dimensiones n/m = 2/1, también se
obtiene un ahorro computacional con el filtro de Chandrasekhar,
ahorro que varía dependiendo del modelo concreto estimado.
En la Tabla 4.1.7 se ofrecen los resultados de la
simulación de un modelo ARMA(l,l). La estimación del parámetro
autorregresivo está mucho más cerca de su verdadero valor cuando
se aplica cualquier método de máxima verosimilitud que cuando se
utiliza mínimos cuadrados con retroprevisión. En cuanto al
parámetro media móvil, sigue siendo la aproximación de Chandra-
sekhar la que mejor estima este coeficiente. Como siempre, se
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obtiene una pequeña ventaja computacional de aproximadamente un
6% con las ecuaciones de Chandrasekhar versus el filtro de
¡Calman.
La Tabla 4.1.8 ofrece los resultados de la simulación de
un proceso AR(l) con término constante. En ella, se observa un
importante error en la estimación del coeficiente asociado al
término constante mediante mínimos cuadrados con retroprevisión.
Sin embargo, esto no ocurre con cualquiera de los dos procedi-
mientos de máxima verosimilitud, cuyos resultados coinciden
exactamente en este caso.
En las Tablas 4.1.9 y 4.1.10 se muestran los resultados de
la simulación de un proceso AR<l) con errores de observación.
Debido a la falta de identificación de este modelo, se ha fijado
la varianza residual del mismo y se ha dejado variar la varianza
del error de observación, con el fin de obtener distintos ratios
señal/ruido. Este proceso se ha generado para una muestra de 100
observaciones y considerando un valor del parámetro autorregresi—
va de 0.5 <vid. Tabla 4.1.9) y de 0.9 <vid. Tabla 4.1.10>. Con
cualquiera de los tres criterios utilizados, se observa que los
parámetros son estimados con mayor precisión cuanto más alto es
el ratio señal/ruido. Sin embargo, se aprecia una ligera mejora
en las estimaciones conseguidas con máxima verosimilitud con el
filtro de Chandrasekhar con respecto al filtro de ¡Calman. El
ahorro porcentual en tiempo de cómputo es, en este caso, del
orden de un 4% en todas las estimaciones. Cabe señalar, además,
que la formulación de este proceso con error de observación es
distinta a la convencional y se ajusta a la formulación dada por
Terceiro (1990) para este tipo de modelos.
En cuanto a los modelos multivariantes, la Tabla 4.1.11
ofrece los resultados de la simulación de la primera especifica-
ción considerada. Es un modelo bivariante con una matriz autorre—
gresiva diagonal y distinta de la identidad. En este caso, se
observa que los valores medios de los parámetros también coinci-
den exactamente con los dos procedimientos de máxima verosimili—
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tud considerados. Se aprecia una ligera infraestimación de dos
parámetros en este modelo: la varianza residual de la segunda
serie generada y la covarianza entre los ruidos. A pesar de que
en este modelo el ratio de dimensiones n/m = 1/2, se consigue un
pequeño ahorro computacional cuando se utilizan las ecuaciones de
Chandrasekhar en lugar del filtro de ¡Calman.
En la Tabla 4.1.12 se ofrecen los resultados de la
simulación de un modelo bivariante con una matriz media móvil
diagonal y distinta de la identidad. La estimación del parámetro
media móvil bien condicionado está infraestimado por los dos
métodos, aunque ligeramente más por la aproximación de ¡Calman.
Sin embargo, como casi siempre, el parámetro media móvil peor
condicionado está sobrestimado por los dos procedimientos, aunque
también más con el filtro de ¡Calman. De nuevo, un caso en que la
dimensión n es menor que m y la ganancia en tiempo de cálculo
empleado es de aproximadamente un 6% con el algoritmo de Chandra-
sekhar.
Por último, en la Tabla 4.1.13 se presentan los resultados
de la simulación de un modelo bivariante con parte autorregresiva
y media móvil. Además, se ha perturbado, en un instante de tiempo
determinado, el valor de las dos series generadas. Este efecto ha
sido corregido después mediante dos variables de intervención de
tipo impulso, estimándose también los coeficientes asociados a
dichas variables deterministas. En esta especificación, las
estimaciones de todos los parámetros prácticamente coinciden con
los dos procedimientos de máxima verosimilitud considerados.
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Fig. 42A4: Ganancia media en tiesrj,o de cálculo (en %) para distintos ratios n/m.
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4.2. Modelos del Indice Dow-Sones.
Esta serie fue analizada por Anderson (1976) de acuerdo
con la metodología Box—Jenkins (1976). La muestra utilizada
abarca el período del 28 de agosto al 18 de diciembre de 1972,
disponiéndose, por tanto, de 78 observaciones.
Anderson considera que la serie del Indice Dow-Sones (a
partir de ahora, denotada como DWt) es estacionaria en media
diferenciándola una vez. Y con este orden de diferenciación,
propone como mejor representación univariante del Indice un
proceso AR(1> -
Sin embargo, el análisis detallado de esta serie muestra
que parece más apropiado tomar das diferencias regulares (vid.
Figuras 4.2<1, 4.2.2 y 4.2.3). En la Figura 4.2.2 se muestra la
serie VDW~ estandarizada. En ella, se observa la necesidad de
tomar una diferencia regular adicional al deambular la serie
alrededor de su media. La Figura 4.2.3 sugiere que la serie
puede ser considerada estacionaria. Aunque no se ofrecen aquí, el
examen de las funciones de autocorrelación simple (acf) y parcial
(p~f) de la serie con dos diferencias regulares, muestra
claramente la presencia de estructura media móvil de orden uno.
Fig 42.1: Serie original del Indice Dow-Janes.
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Fig 42~2: Serie estandarizada.
Fig. 4.23: Serie estandarizada.
Se ha trabajado con dos modelos univariantes para este
Indice:
(1 - ~B)VDWt = at [4.2.1]
V2DWt — (1 — GB)at [4.2.2]
A continuación, se estudia por separado cada una de estas
representaciones univariantes del Indice.
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4.2.1. Modelo AR<l) para el Indice Dow-Janes.
El resultado de la estimación de este modelo por los tres
procedimientos de estimación considerados es:
Método
d9
Estim.
Mm. cuadrados
COn
Máx. verosimil.
conel
F. Ralman
Máx. verosimil.
con el
F.Chandrasekhar
Modelo
[4.2.1]
4
4> — 0.506
(0101)
A2
a = 0.149
a
4
4> — 0.504
(0099)
A2
a 0.151
a (0.024)
4
4> = 0.504
(0.099)
A2
a 0.151
a (0.024)
TabLa 4.2.1.1: Resultados de la estimación de~ modeLo [4.2.1).
A2
donde Ga es la varianza residual resultante del ajuste y entre
paréntesis, se ofrecen las desviaciones típicas de los parámetros
estimados -
La Tabla 4.2.1.1 sugiere los siguientes comentarios:
La estimación del proceso AR(l) es robusta frente a
distintos procedimientos de estimación. Se observa que
tanto la estimación del parámetro autorregresivo como la
de la varianza residual, prácticamente coinciden con los
tres métodos. Y en los dos mecanismos de máxima verosi-
militud utilizados, las estimaciones coinciden exac-
tamente. Hay que señalar que este hecho se debe a que la
función de verosimilitud de este modelo está muy bien
condicionada. En las Figuras 4.2.1.2 y 4.2.1.3 se
presenta el perfil de la función de verosimilitud de la
muestra en un entorno del óptimo, permitiendo variar los
2valores de los parámetros 4> y a~, respectivamente. En
ambos casos, los valores de la función han sido mul-
tiplicados por un factor de escala de ío16.
Con carácter general, cabe indicar que en el procedi-
miento de mínimos cuadrados con retroprevisión no se
ofrecen las desviaciones tipicas de las varianzas
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residuales estimadas, ya que éstas no son consideradas
como parámetros propios del modelo. Es decir, se
calculan a posteriori sobre los residuos resultantes del
ajuste.
Fig. 42.12: Perfil de la función de verosimiLitud con respecto a 4.
1.4
0.0e 0.22 0.09 vn 043 045 0-17 0.10
cPig. 4.2.1.3: Perfil de ¡a función de verosimiLitud con respecto a
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CPU
Máx . verosim.
con el
F. Ralman
Háx - veros ini.
con el
F.Chandrasek.
Ganancia
(‘e)
proc.INTEL 286 (10Mhz)
Proc.INTEL 386 (20Mhz)
104.69
36.04
99.63
35.76
+ 5.08
+ 0.78
Tabla 4-tl.4: Tieq>os de cálculo en segundos en la estimación del modelo (4.2.1].
La Tabla 4.2.1.4 muestra una mínima ganancia porcentual en
tiempo de estimación cuando se utiliza la aproximación de
Chandrasekhar, ganancia que varia dependiendo del procesador
utilizado.
Por último, se estudia con este ejemplo la seguridad y
estabilidad numéricas de los dos filtros utilizados para su
estimación. Dado que en este caso, n=ni=l, todas las matrices que
aparecen en las ecuaciones de los filtros son escalares. Por
ello, es fácil escribir las expresiones teóricas de los filtros
en función de los parámetros a estimar.
Expresiones teóricas del filtro de Chandrasekhar para un modelo
AR<1).
Dada la formulación en espacio de los estados de un
proceso AR(l), se obtienen las siguientes condiciones iniciales
del filtro de Chandrasekhar para modelos estacionarios:
22
4>
PO — 1 - 4>2
K0 = 4>
2
2
1-0
21—O
a
2
a
Como puede verse, la varianza inicial del vector de estado
y del vector de observación son positivas si ¡~j< 1. Pero esta
condición se cumple al trabajar con un modelo estacionario. La
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matriz factor M0 (en este caso, escalar) es definida negativa si
el proceso es estacionario.
Dadas estas condiciones iniciales, las variables del
filtro Vt =1 son:
Bt = 2
1% = 4>
Mt = —(l/a~)
Yt = o
donde se comprueba que, al utilizar la versión del filtro de
Chandrasekhar para modelos estacionarios (vid. Capitulo 1), se
mantiene el carácter de definida negativa de Mt, a partir de su
condición inicial.
Aunque en esta aproximación es posible calcular, en cada
instante de tiempo, la ganancia del filtro sin propagar la matriz
de covarianzas del vector de estado, ésta última puede obtenerse
de forma recursiva a partir de la expresión [1.4.1.20]. En este
ejemplo, se tiene que:
= o Vt =1
Por tanto, en un proceso AR(l), teóricamente la varianza
del vector de estado ha de ser nula en todo instante de tiempo.
Expresiones teóricas del filtro de Ralman para un modelo AR<l>.
La expresión de la varianza del vector de estado inicial
es la misma que en el filtro de Chandrasekhar. El resto de las
variables del filtro de Kalman para este modelo son:
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2
sit=l
Bt = 1 - 4>2
Vt=2
Vt=l
Vt=l
Se observa, por tanto, que la única diferencia existente
en las expresiones de los dos filtros es que la matriz de
covarianzas del vector de observación es, en el instante t=l,
mayor en el filtro de ¡Calman que en el de Chandrasekhar. Además,
teóricamente la varianza del vector de estado ha de ser nula en
todo instante de tiempo. Esto significa que el filtro debería ser
asintóticamente estable dado que se cumple que:
hm ~t~í~’t= O
En la Figura 42.1.5 se representa la evolución de la
varianza estimada del vector de estado una vez que el algoritmo
de optimización ha llegado a un vector de parámetros óptimo. En
ella, se aprecia cómo los errores numéricos en la propagación,
hacen que esta varianza sea estrictamente negativa cuando se
calcula con el filtro de ¡Calman. Además, se observa que dicha
varianza oscila constantemente entre dos valores, con lo que se
muestra la inestabilidad, aunque sólo numérica, del filtro de
¡Calman. Por el contrario, la varianza del vector de estado
obtenida a partir del filtro de Chandrasekhar es un número
estrictamente positivo y constante en todo instante de tiempo,
como cabía esperar de su expresión teórica.
Dadas las ecuaciones del filtro de ¡Calman, los errores
numéricos cometidos en la propagación de ~t se transmiten al
cálculo de B~. Esto no se puede apreciar en la Figura 4.2.1.6,
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(que muestra la evolución de Bt), al ser los errores numéricos
cometidos muy pequeños. Lo que se observa en dicho gráfico,
coincide con lo que se dedujo antes teóricamente: en un primer
instante, la varianza del vector de observación es mayor para el
filtro de ¡Calman, coincidiendo después para ambos filtros.
La evolución del vector de estado es muy similar cuando se
estima con los dos filtros, como lo muestra la Figura 4.2.1.7. La
Figura 4.2.1.8 presenta la evolución de la ganancia calculada por
ambos filtros, viendo que es estacionaria en la última iteración
del algoritmo de optimización y que su valor coincide con la
estimación de 4> en ese momento (es decir, en el óptimo>.
Como resumen de este ejemplo cabe señalar que, a pesar de
ser el modelo más sencillo concebible y del buen condicionamiento
de la función de verosimilitud, se aprecia una ligera ganancia
tanto en tiempo de cálculo como en precisión numérica utilizando
las ecuaciones de Chandrasekhar en lugar del filtro de ¡Calman.
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Fig. 42.15: Varianza estimada del vector de estado del modelo [4.L1].
Fig. 4.2.1.6: Varianza estimada del vector de observación del modelo
[4.2.1]-
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4.22. Modelo MA(1) para el Indice Dow-Jones.
Una representación univariante que, en nuestra opinión,
resulta más adecuada que la propuesta por Anderson, consiste en
describir mediante un proceso MA(l) la segunda diferencia regular
del Indice.
La estimación de los parámetros de este modelo con los
tres métodos utilizados se ofrece en la siguiente tabla:
Método
de
Estim.
Mm. cuadrados
con
retroprevisión
Máx. verosimil.
con el
E. ¡Calman
Máx. verosimil.
con el
F.Chandrasekhar
Modelo
O
O = 06735
(0.081)
6
6 = 0.722
<0.083)
0
0 = 0.724
(0.082>
[4.2.2] A2
a = 0.150
a
A2
a = 0.152
a (0.025>
A2
a = 0.153
a (0.025)
Tabla 422.1: Resultados de La estimación del modeLo (4.2.2].
A la vista de los resultados de la ‘I’abla 4.2.2.1, pueden
hacerse los siguientes comentarios:
La estimación del parámetro media móvil es ligeramente
más alta en el caso del procedimiento de mínimos
cuadrados con retroprevisión que en los otros dos
métodos de máxima verosimilitud utilizados. De nuevo,
esto puede ser importante a la hora de reformular un
modelo cuando este parámetro esté cerca de la no
invertibilidad.
A su vez, la estimación de O es ligeramente mayor cuando
este modelo se estima utilizando la aproximación de
Chandrasekhar que cuando se aplica el filtro de ¡Calman.
Esto no es de extrañar, ya que como se observa en las
Figuras 4.2.2.2 y 4.2.2.3, el perfil de la función de
verosimilitud con respecto a cada parámetro es casi
plano en un entorno de puntos que contiene las estima-
ciones de los parámetros obtenidas con los tres métodos.
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Como en el modelo [1], en dichas figuras, los valores de
la función de verosimilitud han sido multiplicados por
un factor de escala de i016.
Fig 4.2.2.2: Perfil de la función de verosimilitud con respecto a 6.
2-4
3.2
1-6
‘-4
0-~
0-4
006 0-04 0-11 0-14 0.163 0-17 02
Fig 4.2.2.3: Perfil de la función de verosimilitud con respecto a -
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2-2
1-o
1-4
0.6
0-01 0.15 0.3 0-46 0.6 0.72 0-75 0-9
En la Tabla 4.2.2.4 se ofrece el tiempo usado en la
estimación de este modelo por los dos métodos de máxima verosimi-
litud considerados. En este caso, también son escalares las
dimensiones del vector de estado y de observación. Sin embargo,
existe una pequeña ganancia computacional cuando se aplica el
método de máxima verosimilitud con el filtro de Chandrasekhar.
CPU Máx.verosim.con el
F. ¡Calman
Máx. verosim.
con el
F.Chandrasek.
Ganancia(‘e)
Proc.INTEL 286 (10Mhz)
Proc.TNTEL 386 (20Mhz)
103.48
35.70
101.72
35.04
+ 1.73
+ 1.88
TabLa 4.2.2.4: TiefliJos de cálculo en segundos en [a estimación del modelo [4.2.21.
La Figura 4.2.2.5 muestra que éste es un ejemplo en el que
se obtiene una varianza del vector de estado estrictamente
positiva con los dos filtros utilizados para su cálculo. Además,
esa varianza converge muy pronto a un valor estacionario cercano
a cero.
La Figura 4.2.2.6 representa la evolución temporal de la
varianza del vector de observación calculada con ambos filtros.
Se observa que esta varianza conserva siempre su propiedad de
semidefinida positiva con los dos métodos. La única diferencia
apreciable es que el filtro de ¡Calman calcula una varianza mayor
en los primeros instantes de tiempo que el de Chandrasekhar,
convirtiéndose después en una constante positiva e idéntica para
los dos filtros. La divergencia apreciada en este caso, se
explica porque la varianza del vector de observación en los dos
primeros instantes de tiempo es:
• Según el filtro de ¡Calman
:
E1 = a~(l + 62)
a~(l + 92 +
E2 =
(1 +
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• Sec~ún el filtro de Chandrasekliar
:
a~(l + 82 + g4> 2 2 — a
= Ua(l + 6)
(1 + 92) (1 +
a~(l + 92 + g4> 6~ 2______________ aa
(1 + 62) (1 + 62) (1 + ~2 +
Iterando sucesivamente, puede comprobarse que esto ocurre
hasta un determinado momento, a partir del cual, esta varianza se
convierte en una constante numéricamente idéntica para los dos
filtros. Esto se debe al siguiente hecho: dado que la varianza
del vector de observación con el filtro de ¡Calman se calcula a
partir de la expresión B~ = ~ + a2 y ~t/t—l se hace casi
nula a partir de un instante de tiempo, Bt convergerá también a
una constante positiva que coincide con la varianza residual del
modelo. Lo mismo ocurre para el filtro de Chandrasekhar, al
propagar Bt de acuerdo con Bt = Bt..í + ~ —
La Figura 4.2.2.7 muestra la propagación del vector de
estado estimado con los dos procedimientos de máxima verosimili-
tud considerados. Se observa que esta estimación prácticamente
coincide con los dos filtros. Además, se aprecia que el vector de
estado es más estacionario en media que en el ejemplo anterior.
La razón es que la estimación del vector de estado depende, entre
otras cosas, de los datos, y en este caso, la serie del Indice
Dow—Jones es más estacionaria al haber sido diferenciada dos
veces.
La Figura 4.2.2.8 representa la evolución de la ganancia
calculada por los dos filtros a lo largo de la muestra, observán-
dose cómo alcanza muy pronto un estado estacionario.
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Hg. 4.2.2.6: Varianza estimada del vector de observación del modelo
[4.22] -
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Fig. 42.2.5: Varianza estimada del vector de estado deL modelo [422].
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Fi9. 4.2.2.7: Estimación del vector de estado del modeLo (4.2.2].
Hg. 4.2.28: EvoLución de la ganancia calcuLada del modelo 14.22].
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En la Figura 4.2.2.9 se ofrece el perfil de la serie
residual cuando se ha llegado al vector de parámetros que
maximizan la función de verosimilitud del modelo. Es decir, se
presenta la evolución de los residuos resultantes del ajuste del
Indice Dow—Jones a través de un proceso MA<l). En él, se observa
la existencia de dos residuos que superan las bandas de signifi-
cación de ±2DS fechados en las observaciones 60 y 61. Esto
sugiere la necesidad de intervenir dichos valores atípicos
introduciendo en el modelo una variable determinista de tipo
escalón en la observación 60.
4 1~wm~ -..¡ ~ra~
Fig. 4.2.ZS: Residuos estandarizados del modelo (4.22] -
Es decir, el modelo univariante de intervención a estimar
es:
DWJt = (tJo¿tS/60 +
con una estructura para el ruido:
t — (1 - 6B)at
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en donde:
at es un proceso de ruido blanco,
=60
cts/60 — { O otro caso
Esta especificación puede escribirse alternativamente de
la forma:
V2DWJt = wo¿t’0/60 + <1 — 6B)a~ [4.2.3]
siendo:
1 si t = 60
= —l si t = 61
jo en otro caso
que da lugar a la siguiente formulación en espacio de los
estados:
Xt±í = — Gat
V2nwJ~ = xt + + at
donde:
2 2Z —v Q=R=S=aat— DwJt ; vt=wt=at
Los resultados de la estimación de este modelo univariante
de intervención se ofrecen en la siguiente tabla:
Método
de
Estim.
Mm. cuadrados
con
retroprevisión
Máx. verosimil.
con el
F. ¡Calman
Máx. verosimil.
con el
F.Chandrasekhar
Modelo
[4.2.3]
w
w = 1.3743
0 (0.3220)
A
6 = 0.6985
(0.0851)
A2
a = 0.1212
a
<
<o = 1.3726
0 (0.3220)
A
6 = 0.6879
(0.0860)
A2
u = 0.1229
a (0.0201)
<
<o = 1.3729
0 (0.3225)
A
6 = 0.6896
(0.0859)
A2
a = 0.1231
a (0.0201)
Tabla 42210: Resultados de la estimación del modelo [423].
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donde la correlación existente entre el parámetro media móvil y
el asociado a la variable de intervención de 0.08 por el método
de mínimos cuadrados con retroprevisión. Sin embargo, la matriz
de correlaciones resultante cuando se utiliza cualquiera de los
métodos de máxima verosimilitud es la siguiente:
A[~ ~ 1.0 1
Por tanto, se observa que sólo al utilizar la expresión
exacta de la matriz de información se obtiene una correlación
estrictamente nula entre los parámetros ~ y como es de
esperar teóricamente.
La Tabla 422.l0 muestra que el coeficiente asociado a la
variable de intervención es altamente significativo y su estima-
ción es muy similar con los tres métodos. Además, al haber
incluido esta variable determinista, la estimación del parámetro
media móvil es más parecida con los tres criterios que en la
especificación [4.2.2]. Esto se debe a que la corrección de ese
efecto impulso transitorio ha mejorado el condicionamiento de la
función de verosimilitud de la muestra (vid. Figuras 4.2.2.11,
4.2.2.12 y 4.2.2.13). Lógicamente, la varianza residual de este
ajuste también ha disminuido con respecto a la especificación
[4.2.2].
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Fig 4.2211: Perfil de la función de verosimiLitud con respecto e 6.
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¿Fig. 42.2.12: perfil de la función de verosimiLitud con respecto a
lo
Hg. 4.2.2.13: Perfil de la función de verosimilitud con respecto a
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4.3. Modelos del Desempleo Femenino del Reino Unido.
Esta serie (a partir de ahora denotada como DFt) recoge el
número de mujeres desempleadas el primer dia de cada mes en el
Reino Unido. La muestra analizada es de 67 datos mensuales que
abarcan el período de Enero de 1967 a Julio de 1972.
En la Figura 4.3.1 se muestra el gráfico de la serie
original, observando la no estacionariedad de la misma con
respecto a la media. En cuanto a la estacionariedad en varianza,
existe una duda razonable acerca de la conveniencia de su
transformación logarítmica (vid. Figura 43.3) - Aunque el gráfico
rango—media (vid. Figura 4.3.2) mostraba una configuración
creciente, la información que proporciona este instrumento no es
demasiado concluyente ante una muestra tan corta. Por ello, se
optó por estimar después el valor óptimo del parámetro de la
transformación Box—Cox. No se pudo rechazar la hipótesis nula
= O al ser 5 = —0.0695 con una desviación típica de 0.3827.
La Figura t3.4 nuestra claramente la estacionalidad de la
serie al estar, por ejemplo, el Desempleo Femenino sistemáti-
camente por debajo de la media en todos los meses de Junio de la
muestra utilizada. Si se divide la muestra en intervalos de 12
meses desde el mes de Junio de cada año, se observa que la pauta
de comportamiento de la serie es muy similar en cada intervalo de
un año.
La necesidad de tomar dos diferencias regulares se aprecia
en la Figura 4.3.5 donde la serie deambula alrededor de la media
sobre todo, en los primeros y últimos meses de la muestra escogi-
da. Por último, la Figura 4.3.6 muestra que la serie puede ser
considerada estacionaria en media con ese orden de diferencia-
ción.
A partir de las funciones de autocorrelación simple y
parcial de la serie V’í2V
2lnDFt, el modelo identificado fue un
proceso MA(l) regular, no encontrándose ninguna estructura
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estacional modelizable. Se estimó este modelo y la acf y nacf
residuales mostraron la necesidad de incorporar estructura MA}l)
estacional. El modelo que propone Anderson difiere de éste en que
no transforma logarítmicamente la serie, sólo considera necesaria
una diferencia regular para lograr estacionariedad en media, no
incorpora ninguna estructura estacional y modeliza en la parte
regular un proceso AR(l) - En resumen, se ha seleccionado la
siguiente especificación:
V2VD 1212 Ft = (1 — OB)(l — 8B )at [4.3.1]
Este modelo expresado en forma de espacio de los estados,
tiene un vector de estado de dimensión mucho mayor a la del
vector de observación. En concreto, n=13 mientras que m=l. Por
ello, éste es un ejemplo adecuado para mostrar la importante
reducción de carga computacional que supone estimar este tipo de
especificaciones con el filtro de Chandrasekhar.
ng. 431: Serie original de deseapleo fefuenino.
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fE
Hg. 432: Gráfico rango iredia-desviación típica de
la serie DF1.
Fit 433: Serie ltt%.
Fig. C34: Serie VIrOF estandarizada.t
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En la siguiente tabla, se ofrece el resultado de la
estimación de [4.3.1] por los tres criterios usados:
Método
de
Estim.
Mm. cuadrados
con
retroprevisión
Máx. verosimil.
con el
F. ¡Calman
Máx. verosimil.
con el
F.Chandrasekhar
Modelo
[4.3.1]
O
O = 0.778
(0.080)
A
e = 0286
(0.137)
A2
a = 0.803x10
a
6
6 = 0.764
(0.083)
A
8 = 0.202
(0.155)
A2
a = 0.860x10
3
a (0.193x10 )
6
6 = 0747
(0.082)
A
e = 0.185
(0.156)
A2
a = 0.872x10
3
a (0.195x103)
Tabla 437: Resultados de la estimación del modelo E4.3.1].
Fig. 4.3.5: Serie V
12VLrIJF1 estandarizada.
Fíg. 43.6: Serie Vi2VlnOFt estandarizada.
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A la vista de los resultados de la Tabla 4.3.7, cabe
resaltar los siguientes comentarios:
• De nuevo, las estimaciones del parámetro media móvil,
tanto regular como estacional, son distintas con las
tres aproximaciones. En este ejemplo, las estimaciones
obtenidas por máxima verosimilitud con el filtro de
Chandrasekhar son ligeramente más bajas que con los
otros dos procedimientos, sobre todo, para la estructura
media móvil estacional.
• La estimación por mínimos cuadrados con retroprevisión
admite la estructura estacional, mientras que los otros
dos mecanismos de máxima verosimilitud rechazan su
inclusión, sobre todo, la aproximación de Chandrasekhar.
Esto ocurre aunque la correlación existente entre los
dos parámetros media móviles es bastante baja (según el
método de mínimos cuadrados es —0.12, según el método de
máxima verosimilitud con el filtro de ¡Calman —0.07 y
según la aproximación de chandrasekhar -0.05).
En cuanto al tiempo de cálculo, éste es un modelo donde su
estimación por la aproximación de Chandrasekhar supone una
importante ventaja computacional con respecto a la aproximación
de ¡Calman. Esto es asi, puesto que el vector de observación es un
escalar y el vector de estado es de orden (13x1) . En este caso,
la ecuación de Riccati asociada al filtro de ¡Calman y que propaga
la matriz P~, ha de actualizar 91 elementos distintos de la misma
en cada instante de tiempo, mientras que en la aproximación de
Chandrasekhar sólo hay que actualizar 13 componentes de la matriz
factor Y~ y el único elemento existente del factor Mt. La
siguiente tabla muestra la citada ganancia en tiempo de estima-
ción:
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.A¡E,ey
(1..
4 6
1?
e-e”
Cpu
Máx.verosim.
con el
F. ¡Calman
Máx.verosim.
con el
F.Chandrasek.
Ganancia
Proc.INTEL 286 (10Mhz)
Proc-INTEL 386 (20Mhz)
8573.54
2074.98
4313.52
1110.20
+ 98.76
+ 86.90
TabLa 43.8: Tieqos de cálculo en segundos en la estimación del modelo [43.1].
Con objeto de estudiar si en este modelo el filtro de
¡Calman calcula matrices de covarianzas del vector de estado
semidefinidas positivas en todo instante de tiempo, se ha
representado en la Figura 4.3.9 la evolución de la traza de esta
matriz cuando es propagada por los dos filtros, dado que la
dimensión de la misma es de orden (13x13) - Se observa que la
traza es estrictamente positiva con las dos aproximaciones.
Con respecto a la estimación del vector de estado obtenida
por ambos filtros, sólo se han representado la primera y las dos
últimas componentes de dicho vector con respecto al tiempo. El
motivo es que al expresar este modelo en forma de espacio de los
estados, se obtiene que sólo estos tres elementos del vector de
estado dependen de los parámetros del modelo econométrico. Para
el resto de sus componentes, se comprueba que el elemento i—ésimo
del vector de estado en un instante cualquiera, es siempre igual
a la componente i+l del vector de estado en el instante anterior.
Las Figuras 43.10, 4.3.11 y 4.3.12 ofrecen la evolución de las
componentes estimadas del vector de estado que interesan. Estos
gráficos muestran que la propagación de esas tres componentes del
vector de estado es muy similar cuando dicho vector se estima con
el filtro de ¡Calman y el de Chandrasekhar. Solamente se aprecian
ligeras divergencias en los primeros instantes de tiempo, debido
a que el filtro de Chandrasekhar es inicializado de forma
distinta al filtro de ¡Calman.
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Hg. 4.3.10: Primera comonente estimada del vector de estado deL modeLo
[43.111 -
156
Fig. 43.9: Traza de La matriz de covarianzas estimada del vector de estado
del modelo 14.3.1].
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Fig. 43.12: Ultima cowonente estimada del vector de estado del modelo
(4.3.1] -
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4.4. Modelos de relación entre el Consumo Energético y el PIB de
Dinamarca
En este apartado, se estudia la relación existente entre
el Consumo de Energía (CE) y el PIB de Dinamarca a través de una
función de transferencia. Esta relación fue analizada por Ramain
(1986) para 18 paises de la OCDE, estimando un modelo de
regresión simple para cada país. La diagnosis de estos modelos
estimados muestra claramente que un análisis de regresión no
recoge adecuadamente la relación entre CE y PIB (residuos no
estacionarios, etc.)
El análisis se ha realizado utilizando una muestra anual
de 30 observaciones que abarca el periodo 1951—1980 y sólo se ha
analizado el caso de Dinamarca. Los datos de PIB vienen dados en
números índice con base en 1970 y el Consumo Energético está
agregado y medido en millones de Tm. equivalentes de petróleo.
Después de haber conseguido una representación univariante
adecuada tanto para el CEt como para el PIB, la identificación
del modelo de función de transferencia dio lugar a la siguiente
especificación:
lnCEt = (W~ - <oíB)lnPIBt + Nt
[4.4-1]
(1 - — 02B
2)V2Nt = at
siendo la ganancia en estado estacionario g = <o — (Ji. La forma
en que ha de escribirse el modelo [4.4.1] para ser expresado en
forma de espacio de los estados es:
(1 — 0íB — 4>
2B
2)V2lnCEt=(l — — 4>
2B
2) (<os — WíB)V2lnPIBt + at
donde at es un proceso de ruido blanco.
El resultado de la estimación de este modelo por los tres
procedimientos utilizados se ofrece en la siguiente Tabla:
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Mm. cuadrados
con
retroprevisión
Máx. verosimil.
con el
E. Kalman
Máx. verosimil.
con el
F.Chandrasekhar
A A A
<o = 0.950
0 (0.520>
<o = 0.930
0 (0.483)
<o = 0.920
0 (0.483)
A A A
<o = —0.950
1 (0.520)
<o = —0.922
1 (0.488)
<o = —0.912
1 (0.488>
A A A
4> = —0.820
1 (0.190) 4> = —0.7961 (0.174) 4> = —0.8131 (0.172)
A A A
4> = —0.450
2 (0.180)
4> —0.419
2 (0.178)
4> = —0.435
2 (0.176)
A2
a = 0.50x102
a
A2 2
a = 0.50x10
2
a (O.13x10 )
A2
a 0.50x10
2
a ( 13 2>
Tabla 4.4.1: Resultados de la estimación del modelo (4.4.1].
La matriz de correlaciones entre los parámetros estimados
según minimos cuadrados con retroprevisión es la siguiente:
A A AA
4> 4>
1 2 0
(J <o
1[1.00
.53 1.00
—.07 1.00
:~Q .21
.07 1.00 1
Según máxima verosimilitud con el filtro de ¡Calman es:
A A A A A 2
4> 4>[1
1.00
.55 1.00
.00 .00
.00 .00
.10 .08
<o <o a
2 0 1 a
1.00
.00
.00
1.00
.00 1.00
Y según el filtro de Chandrasekhar:
A A4> 4>
1 2
1.00
.56
.00
.00
.11
1.00
loo
.00
.08
A A A 2
<o <o a
0 1 a
1.00 j.01 1.000 1.00E
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La única diferencia apreciable en la estimación por los
tres métodos consiste en que se obtiene una correlación más alta
entre los parámetros autorregresivos cuando se estiman por máxima
verosimilitud que por minimos cuadrados con retroprevisión.
Además, no existe ninguna correlación entre los parámetros
estimados de la función de transferencia y los autorregresivos
por cualquiera de los métodos de máxima verosimilitud, mientras
que sí se detectaban cuando se utilizaba mínimos cuadrados con
retroprevisión. Este resultado se debe al empleo de una aproxima-
ción al gradiente de la función de verosimilitud que, a su vez,
se utiliza para calcular una aproximación al hessiano y por
último, esta aproximación se usa para calcular una aproximación
a la matriz de informacion.
El tiempo de cálculo utilizado en la estimación de esta
función de transferencia fue de 135.83 segundos utilizando el
filtro de ¡Calman y de 129.68 segundos según la aproximación de
Chandrasekhar. La pequeña ganancia porcentual en tiempo de
cálculo (4.74%), es debida a que en esta especificación el ratio
de dimensiones n/m es 3/1. Es decir, según el filtro de ¡Calman se
han de actualizar 6 elementos distintos de la matriz cada vez
que se procesa una observación, mientras que con el filtro de
Chandrasekhar sólo hay que actualizar 3 elementos del vector
factor Y~ y el único componente del factor Mt.
Los gráficos 4.4.2 y 4.4.3 muestran la evolución de los
elementos de la diagonal de la matriz P~, es decir, las varianzas
estimadas de cada componente del vector de estado cuando se ha
llegado al vector de parámetros óptimo. Del examen de los mismos,
se pueden sacar las siguientes conclusiones:
(a) El deterioro numérico del filtro de ¡Calman se refleja
en la aparición de elementos negativos en la diagonal
principal de la matriz de covarianzas Pt <vid. Figura
4.4.2).
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(b) La faetorización de Chandrasekhar asegura el carácter
estrictamente positivo de dichas varianzas en todo
instante de tiempo (vid. Figura 4.4.3).
(c) Las varianzas de los dos primeros componentes del
vector de estado calculadas con el filtro de ¡Calman
son intermitentemente negativas, en la línea de los
resultados obtenidos por Bierman y Thornton (1980).
(d) Los errores numéricos en el cálculo de la matriz
hacen que las ganancias calculadas con el filtro de
¡Calman no sean fiables.
(e) Como el modelo estimado es estacionario, tanto la
matriz de covarianzas como la matriz ganancia R~,
deberían converger a un valor estacionario en el
vector de parámetros óptimo. Esto sólo se observa con
la aproximación de Chandrasekhar, pues con el filtro
de ¡Calman dichas variables oscilan constantemente
entre das valores.
(f) El empleo de la versión estable de la ecuación de
propagación de P~ (como se ha hecho en este caso), no
garantiza la estabilidad numérica del filtro de
¡Calman. La utilización de esta versión hace que los
errores numéricos sean menores, pero no se eliminan.
(g) La inestabilidad numérica no desaparece aún trabajando
con números reales en precisión doble.
(h> La idea de acotar los elementos de la diagonal de
para asegurar su condicionamiento (vid. Capitulo 1),
es un método ad—hoc que, en teoría, producirá resul-
tados subóptimos. Además, la forma adecuada de acotar
dichos elementos de la matriz dependerá del problema
en concreto y por supuesto, esta técnica aumentarla
inevitablemente el tiempo de cálculo.
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Hg. 4.4.2: Varianzas estimadas de los coqr~onentes del vector de
estado calculadas con el filtro de Kalman. [PW<i.i)es [avarianza
del conponente i-ésimol.
Hg. 44.3: Varianzas estimadas de los conponentes del vector
estado calculadas con el filtro de Chandrasekhar. [PWCI,í>es
varianza del coaponente i-ésimo].
de
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—~ r,r<L6$ + 9.9<2.1<
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En algunas ocasiones, puede ser más interesante la
estimación de la ganancia en estado estacionario de una función
de transferencia que la de los parámetros individuales de la
misma. Incluso, en determinadas situaciones, puede interesar
imponer la restricción de ganancia unitaria en estado estaciona-
rio.
Es fácil imponer restricciones lineales o no lineales
entre los parámetros de un modelo cuando éste es formulado en
espacio de los estados y estimado por cualquier criterio de
máxima verosimilitud. La contrastación de estas hipótesis puede
llevarse a cabo mediante el test de Wald, el test de razón de
verosimilitudes o el test del multiplicador de Lagrange (NL) - La
ventaja de utilizar este último es que sólo hay que estimar el
modelo bajo la hipótesis nula. La forma de este test es la
siguiente:
Fa’ T A 1
ML= t~6r~ 1 A —l ______L A J £M(Or)] L A Xr8% 8%
donde r es el número de restricciones impuestas, O es el vector
r
de estimaciones de los parámetros en el modelo restringido y
M(Or> es la matriz de información calculada bajo la hipótesis
nula. Debe tenerse en cuenta que, tal como señala Terceiro
(1990), para la utilización de este test, sólo se necesitan
variables calculadas en el proceso de estimación y que, en
nuestro caso, se dispone de las expresiones exactas del gradiente
y de la matriz de información.
El modelo que nos ocupa se ha estimado bajo la hipótesis
nula H
0: g = J., donde el vector gradiente y la matriz de informa-
ción calculados mediante la aproximación de ¡Calman son:[x::r) Jr= [—.133x1011 —. 113x1EC11 .290x1011 —.
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[ 3. 367x102
A..~ 19 646x102
~r> [—5.494x1022 9.448x1021 l.300x101
1. 676x1V5 1. 340x105 1. 617x1024 2. 592x106
3. 480xlC2
y el valor obtenido del test es ML 7.67lxlV24
Y según la aproximación de Chandrasekhar:
r A T
U (6r~ = [.804x10 11 —417x10111 —I 645xlC12 —. l86xl0~~~8]
3. 344x102
A ~
M(Or) =
1. 673x102
2. 7l4xlC21
2. 582xlC6
3. 460x102
3.444x10’21 l.316x101
1. 395x105 1. 840x1024 2. 582x106 ]
siendo, en este caso, el valor calculado del estadístico de
1. 077x1023
Por tanto, a la vista de los resultados, no puede
rechazarse la hipótesis nula de ganancia unitaria con los dos
criterios de estimación.
1
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4.5. Modelos multivariantes. 
En Grandal (1986) se desarrolla un marco teórico general 
para el estudio de mercados con retardo fijo de oferta. También 
se lleva a cabo una aplicación econométrica de este modelo al 
mercado de la patata en España. 
Este modelo generaliza en muchos aspectos los formulados 
hasta entonces para este tipo de mercados. Además, permite 
contrastar no sólo la conocida hipótesis de expectativas raciona- 
les de Muth (1961), sino también una amplia gama de hipótesis 
alternativas de racionalidad. 
El modelo conceptual básico, aplicable a cualquier modelo 
con una función de oferta con retardo fijo, está formado por las 
siguientes relaciones: 
(a) Relación de demanda. 
ct = Vc(B)Pt + ‘l,t [4.5.1] 
Ve(O) = CY # 0 [4.5.2] 
La ecuación [4.5.1] indica que la cantidad demandada (ct) 
puede responder de forma dinámica ante variaciones en el precio 
(Pt)* uc es una función de transferencia que recoge ese 
posible efecto dinámico del precio sobre cantidad. El término nct 
es el error estocástico en la demanda, que cumple las condiciones 
de estacionariedad e invertibilidad de un modelo univariante 
estocástico. Por último, o (vid. expresión [4.5.2]) es la 
elasticidad-precio de la demanda al más corto plazo. La condición 
o + 0 es necesaria para que el precio se determine en el mercado. 
(b) Relación de oferta. 
4t = PP&1(1) + Vqt [4.5.3] 
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p*o [4.5.4] 
La ecuación [4.5.3] relaciona la cantidad ofrecida al 
mercado en el instante t, (qt), con la expectativa del precio que 
forman los productores en t-l para el momento t, [ptS1(l)J. /3 es 
la elasticidad-precio de la oferta que se supone distinta de cero 
(vid. [4.5.4]), ya que /3 = 0 implicaría que la única relacion 
entre precio y cantidad vendría dada por el lado de la demanda. 
Por último, qqt es el error estocástico en la oferta que satisfa- 
ce las condiciones de estacionariedad e invertibilidad de un 
modelo univariante estocástico. 
(c) Condición de equilibrio del mercado. 
ct = qt wt [4.5.5] 
Es decir, [4.5.5] implica que no se acumulan stocks del 
bien. Esta es una hipótesis simplificatoria que resulta verosímil 
en el caso estudiado. 
(d) Estructura de los terminos de error e independencia entre 
las relaciones de oferta y demanda. 
nc(B)t),t = a,t [4.5.6] 
n,(B)v,, = aqt [4.5.7] 
E(actaqtl) = 0 [4.5.8] 
donde B(B) = ll(B)-'@(B), 0(B) es un polinomio media-móvil inver- 
tibie y (P(B) es un polinomio autorregresivo estacionario. La 
condición [4.5.8] es necesaria para que el concepto de equilibrio 
en un mercado sea operativo. Esto implica que las variables 
recogidas en los términos de error de oferta y demanda no deben 
estar correlacionadas entre si. 
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(e) Formación de expectativas. 
Para completar el modelo, se supone que la expectativa 
pg-l(1) se relaciona con las variables del mercado de la forma: 
Pt-1(1) = vp(B)Pt-l + Vq(B)qtsl (-4.5.81 
donde Up(B) y Vq(B) son funciones de transferencia no explosivas. 
Es decir, el polinomio autorregresivo del denominador en u(B), ha 
de tener sus raices características fuera del círculo unidad. La 
relación [4.5.8] supone que la única información disponible para 
los agentes en el instante t, viene dada por la historia pasada 
de precios y cantidades hasta el instante t-l. 
A partir de [4.5.8], es posible contrastar la hipótesis de 
racionalidad en el sentido de Muth (1961). Esta hipótesis supone 
que los agentes utilizan el conjunto de información máximo que, 
en este caso, incluye tanto la historia de precios y de cantida- 
des, como la estructura y los valores de los parámetros del 
modelo dado por [4.5.1]-14.5.81. Es decir, pzVl(l) sería la 
esperanza condicional de pt por el modelo y la historia de las 
variables. Otra hipótesis contrastable dentro de este marco, es 
la de racionalidad en sentido univariante, que supone que los 
agentes sólo utilizan la historia del precio para formar sus 
expectativas. En este caso, pt-l(1) sería la esperanza condicio- 
nal de pt por esta información y el modelo univariante del 
precio. 
A partir de las ecuaciones [4.5.1]-C4.5.81, se obtiene el 
siguiente modelo bivariante estocástico: 
nc (B) -v,(B)&(B) 
1 flq(B) Cl - PVq@)Bl -WI?(B) Bflq(B) 
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el cual, una vez normalizado queda:
]lq(B>[l - /SLJq<B>B]
llq(BIIl — PVq(B)B]
—
a
E :::
Vc(B)flc(B) — l3Vp(B)•BIIq(B
)
a
1
donde a~t — qt - act
a
A partir de una estimación de [4.5.10], es posible estimar
la elasticidad—precio de la demanda mediante la relación:
A2
A aq
A
a [4.5.11]
qp
y, una vez estimada esta elasticidad, ya es posible escribir el
modelo en la forma [4.5.9]. La elasticidad—precio de la oferta y
la función de transferencia que recoge el efecto dinámico del
precio sobre cantidad, pueden estimarse a partir de [4.5.9]. Así,
denotando ~ al elemento (i,j) de la matriz autorregresiva de
[4.5.9], se tiene que:
A
A ~~22 (B
A
B=l
A
A ~l2 (E
i/c(B)
A
fl11(B)
ch
L
[4.5.101
[4.5.12]
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Grandal aplica este modelo teórico al mercado de la patata
en España. Para ello, utiliza una muestra trimestral de 64
observaciones que abarcan el periodo del primer trimestre de 1965
al último de 1980. Las series temporales utilizadas son la
Cantidad de Patata Producida trimestralmente (en miles de Tm.) y
la serie de Precios de la Patata Percibidos por los Agricultores
Ponderados (en Pts/¡Cg.). En el Apéndice D se ofrecen los datos de
ambas series reelaborados a partir de los datos estadisticos de
base.
Como ejemplo multivariante para aplicar nuestro mecanismo
de estimación basado en el filtro de Chandrasekhar, se ha
escogido uno de los modelos que se presentan en el trabajo de
Grandal por diversas razones:
• El modelo conceptual básico en el que se apoya es muy
general. En principio, es aplicable a cualquier modelo
con una función de oferta con retardo fijo, por lo que
puede ser interesante su futura utilización para el
estudio de otros mercados distintos al de la patata en
España. Aunque en este trabajo no se ha abordado este
aspecto, es evidente que puede ser útil disponer de
mecanismos de estimación robustos y flexibles para una
posible nueva aplicación del modelo teórico.
• El modelo que se ha seleccionado fue estimado por máxima
verosimilitud utilizando el programa SCA <1986>. Este
paquete sólo calcula la expresión analítica exacta de la
función de verosimilitud para modelos de medias—móviles
puros. En el caso de modelos mixtos, como el del
ejemplo, se utiliza la aproximación dada por Hilímer y
Tiao (1979)
• Algunos parámetros del modelo teórico han de ser
estimados a posteriori, es decir, usando las estimacio-
nes resultantes de otros coeficientes. Además, sus
desviaciones típicas son también recuperadas mediante
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aproximaciones. Por otro lado, el cálculo de la matriz
de información exacta es particularmente importante en
este ejemplo, donde el contraste de hipótesis permite
estudiar el tipo de mecanismo de formación de expec-
tativas existente en el mercado.
Los resultados de la estimación del modelo bivariante por
máxima verosimilitud exacta con SCA son los siguientes:
a (1 + 0.14B4 + 0.05B8 — 0.17B12)
ct = VlnPt +
1 — 0.69B4
1 — 0.44H4
74
[4.5.13]
A
a = —4.4
<4.6)
A
ac x 100 = 70.6
= ñ4.1 +
1 — 0.44B
4
aqt [4.5.14]
p~
1(l) = [—o .21B
4 + o.ísa8 + 0.30B12 lVínp[ 1—0.69B4 it
Las relaciones [4.5.13]—[4.5.15], junto con la condición
de equilibrio del mercado, pueden escribirse de nuevo en forma de
una estructura bivariante:
r A
(1 — 0.6gB4> —a (1 + 0.14B4 + 0.05B8 — 0.17B12) V
4lnq~ 1
A
Ii — 0.69B4) —¡3 (—0.21B4 + 0.19B8 + 0.30B12) VV4lnpt J
act
= 1.16
(0.57)
A
x 100 = 9,3
[4.5.15]
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E cl — 0.44B4)(l — 0.69B4)o O [act 1O.69B~)1 L qt j(1 — 0.44B4> (1 — ¡ a ¡
[4.5.16]
y normalizando [4.5.16], las matrices correspondientes a su
representación en espacio de los estados son las siguientes:
xt,
1 =
0
0
¡0000 0;
01000 0
0000! 0 O
*1 0
00
00
00
*2 0
00
00
00
*3 0
000!
0000
0000
0000
0000
0000
0000
0000
0000
o
o
o
o
o
o
O
o
zt +
<24x24)
L V4c~ 1 Fivv4pt ~[o o1
o
o
o
E1
o
o
o
E2
o
o
o
E3
<24x2>
C 2x24)
donde:
‘
a
no22
a
011011+012 0022
a a
O DO23 O
0 13»23 *3—
Ci 14 + 0024
a - a
Bu 0022
a
0íí+0íu~0u2 _ 0022
2a a
~011
‘1 =
o
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a
= ~ ~11013
a
011011 - 0023
a
a a
2
¿6023
a2
so
24
a
~01/4_ ~~24
a a
2
=s=L!t
- 0R
01
2 ¡
0qt J
- u =v
¡ t
Los resultados de la estimación de este modelo por máxima
verosimilitud exacta, utilizando el filtro de Chandrasekhar y la
matriz de información exacta, son los siguientes:
(0.066)
á(l + 0.13B4
(00073~ (0.065k
+ 0.051B — 0.19B
(0.055)
1 — 0.45B4
ct = VlnPt +
1 — 0.55B4 y
(0. 067)
act
4
[4.5.16]
A
a = —2.63
(0.42)
A
= 0.20
(0. 0071)
A
= pp~-
1 +
(0. 055)
1 — 0.45B
4
aqt
[4.5~17)
A
¡3 = 0.68
(0.01)
A
= 0.0089
(0.0012)
E
3 =
014 0024
a «2
2ac
y4
172
r (0.071) (0.0 72~ (0.070) 1¡ — 0.24B4 + 0.20B + 0. 33B12
~t-íe = — 0.55B’~ vínpt
L (0.067) -~ [4.5.18]
Los resultados muestran que todas las estimaciones
coinciden aproximadamente, excepto las correspondientes a las
elasticidades—precio de demanda y oferta. En concreto, la elas-
ticidad—precio de la demanda estimada es negativa y significati-
vamente distinta de cero. Y con respecto a la elasticidad—precio
de la oferta, se rechaza la hipótesis nula de que sea igual a la
unidad -
A continuación, se ofrecen los perfiles de la función de
verosimilitud transformada logarítmicamente y cambiada de signo,
para algunos parámetros de esta especificación. Los gráficos
4.5.1 y 4.5.2 muestran que la función —lnL(O) está muy bien
condicionada con respecto a los parámetros 4>11 y ~ Con
respecto a las varianzas residuales, el perfil de dicha función
es ligeramente más plano en un entorno de puntos que contiene al
óptimo (ver Figuras 4.5.3 y 4.5.4). La función -lnL(6> con
respecto a la elasticidad—precio de la demanda (a) es la peor
condicionada (ver Figura 4.5.5) . En concreto, este gráfico
muestra que la función presenta un pico en el punto en el que el
valor de la función es mínimo. A partir de ese punto, existe un
intervalo de valores de a para los cuales la función —lnL(6> toma
aproximadamente el mismo valor. Por supuesto, el perfil mostrado
sería bastante más suave si se hubiesen dibujado más puntos, pero
en cualquier caso, en Grandal la estimación final de dicho
parámetro cae dentro de esa zona plana de la función, mientras
que con nuestro mecanismo se converge a un punto donde el valor
de la función -lnL(6) es menor.
Por último, señalar como conclusión que además de ser
importante la utilización de procedimientos de estimación
robustos y flexibles, también puede ser útil el uso de instrumen-
tos gráficos muy sencillos como los perfiles de la función de
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verosimilitud en la dirección de todos los parámetros. Esto
permite detectar a veces un mal condicionamiento de la función a
optimizar en algunas direcciones, asi como posibles no linealida—
des de la misma que hagan que el algoritmo de optimización
empleado no llegue a un óptimo en sentido estricto.
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Figura 4.5.1: Perfil de La función -[nL(O) con respecto al parámetro ~
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CAPITULO 5
CONCLUSIONES
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Las principales conclusiones de este trab¿jtr’~on las
siguientes:
En primer lugar, se ha tratado el problema de estimación
por máxima verosimilitud exacta de modelos econométricos
utilizando un filtro de Chandrasekhar. En este punto, se ha
llevado a cabo un estudio exhaustivo del funcionamiento del
procedimiento de estimación, al ser aplicado tanto a modelos con
datos simulados como con datos económicos reales. Además, las
especificaciones consideradas presentan distintas estructuras
dinámicas y situaciones de condicionamiento. Las ventajas de esta
aproximación son las siguientes:
Los resultados confirman la mayor robustez numérica del
filtro de Chandrasekhar frente al filtro de ¡Calman
convencional. En concreto, la utilización de versiones
estables del filtro de ¡Calman no es suficiente para
eliminar los errores numéricos inherentes al mismo y que
dan lugar a la obtención de matrices de covarianzas con
autovalores estrictamente negativos. Sin embargo, en
todas las pruebas realizadas con el filtro de Chandra—
sekhar, se muestra la robustez numérica de este algorit-
mo proporcionando matrices de covarianzas semidefinidas
positivas en todo instante de tiempo.
• Por otra parte, el algoritmo de Chandrasekhar presenta
importantes ventajas computacionales con respecto al
filtro de ¡Calman cuando se aplica a modelos con dimen-
sión del vector de estado (n) mayor a la dimensión del
vector de observación <m) . Esto ocurre en la mayoría de
los modelos econométricos que presentan estructura
estacional. La ganancia porcentual en tiempo de cálculo
puede llegar a ser superior al 80—90% con respecto al
filtro de ¡Calman, creciendo de forma exponencial a
medida que aumenta el ratio de dimensiones n/m.
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• A partir de las ecuaciones de Chandrasekhar, pueden
derivarse las expresiones analíticas exactas de la
función de verosimilitud de la muestra, de su gradiente,
su hessiano y su matriz de información. Calcular de
forma exacta estas funciones resulta importante a la
hora de estimar y especialmente, para contrastar
cualquier hipótesis (lineal o no lineal) sobre los
parámetros.
Un aspecto crucial a la hora de utilizar un filtro,
consiste en estimar adecuadamente las condiciones iniciales del
mismo ya que, cuando la muestra es corta, las estimaciones de los
parámetros del modelo econométrico pueden ser sensibles a las
condiciones iniciales del. La aportación de este trabajo en este
aspecto es la siguiente:
• Se ha aplicado un algoritmo de estimación por máxima
verosimilitud de las condiciones iniciales del filtro.
Esto evita tanto la arbitrariedad con que se eligen
éstas en la mayoría de los casos, como los posibles
errores numéricos derivados de una mala elección de
condiciones iniciales (vid. Apéndice B).
Por otra parte, cabe destacar las ventajas de usar una
representación en forma de espacio de los estados con dimensión
mínima del vector de estado, ya que:
• Usando dicha formulación, se simplifica la aplicación de
las ecuaciones de Chandrasekhar a la estimación de los
parámetros del modelo econométrico.
• Proporciona ventajas computacionales con respecto a
otras formulaciones de dimensión no mínima.
• Evita que alguna(s) componente(s) del vector de estado
inicial sea(n) no identificable(s), cuando se estiman
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los elementos de dicho vector por el algoritmo de máxima
verosimilitud ya citado,
Finalmente, en este trabajo se muestra que los filtros
derivados de la factorización de matrices (como es el de
Chandrasekhar) no son difíciles de aplicar en la práctica y que
su construcción garantiza la estabilidad del filtro. En nuestro
contexto, es conveniente utilizar algoritmos con esta carac-
terística, ya que las variables que se propagan recursivamente en
el filtro son usadas para evaluar, en cada vector de parámetros,
la función de verosimilitud del modelo, su gradiente y su
hessiano. Como es bien sabido, el proceso recursivo es sensible
a la acumulación de errores de redondeo.
Por otro lado, es importante disponer de las expresiones
exactas de dichas funciones para evitar el uso de aproximaciones
a las mismas. Pero, igualmente importante es utilizar después un
filtro numéricamente robusto para evaluar con la mayor precisión
posible los valores exactos de dichas funciones. La robustez
numérica del filtro de Chandrasekhar hace que dicho algoritmo sea
menos susceptible a los efectos de posibles errores numéricos.
Puesto que tenemos disponibles algoritmos superiores al
filtro de ¡Calman en cuanto a robustez numérica y eficiencia com—
putacional, una extensión lógica de este trabajo seria implemen—
tarlos también de forma eficiente mediante el desarrollo de
programas informáticos de fácil manejo para el usuario. Este
aspecto es cada vez más importante al ser cada vez mayor la gama
de aplicaciones de las técnicas de filtrado (casi siempre del
filtro de ¡Calman) y smoothincr a problemas econométricos ya
tratados en la literatura. Algunos ejemplos son la estimación de
modelos que contienen expectativas racionales de algunas
variables (vid. Watson <1989>], la estimación de modelos bajo
estructuras de heterocedasticidad dinámica (ARCH) [vid. Harvey
(1989)], la interpolación óptima de datos [vid. Kohn y Ansley
(1983)], la estimación de modelos con errores de observación en
las variables o con distinta periodicidad muestral [vid. Terceiro
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(1990>], la estimación de modelos con parámetros cambiantes [vid.
Young (1984), los procedimientos de desestacionalización, etc.
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APENDICE A
El filtro de Ralman en ticiano discreto
La derivación de este filtro parte de las siguientes
hipótesis sobre la formulación de un modelo en espacio de los
estados dado por [1.1.1] y El.l.2]:
Hipótesis
:
Los ruidos vt y wt son procesos de ruido blanco con
esperanza nula y matrices de covarianzas Rt Y ~ respec-
tivamente:
(a)
E(vt> = O
E(wt> = O
cov(vt)
COV(wt)
Vt E
Vt e {l,2,...,n)
Los ruidos de estado y de observación no están correlacio-
nados entre si.
E(Wt,Vs’) = o Vt,s e {l,2,...,n}
Este supuesto puede relajarse, permitiendo que los ruidos
de estado y de observación estén correlacionados contemporánea-
mente. En ese caso, la correspondiente matriz de varianzas—
covarianzas se denotará por St:
E(wt,vs’) 8t6ts
6ts { 1 si t5
si t#s
Vt,s e {l,2,...,n)
El vector de estado inicial s~, tiene media x~ y una
matriz de varianzas—covarianzas PO. Es decir:
E(s
0) = ; Coy(s0) =
Los ruidos de estado y de observación no están correlacio-
nados con el vector de estado inicial.
Ch>
(a)
<4)
182
E(vt,Ko’) = o Vt E {l,2,...,n}
E(wt,xo’) O Vt E {l,2,...,n>
En el caso de modelos con ruido homoscedástico, el
supuesto <a> se convierte en el siguiente:
E<vt) O ; COV(vt) R Vt e {l,2,...,fl}
E(wt) = O ; COV(wt) = Q Vt E {l,2,...,n}
Y si se permite que los ruidos de estado y de observación
estén correlacionados contemporáneamente, éstos tendrán una
matriz de covarianzas constante denotada por S.
( 1 si t=s
E(vt,Va’) = Set5
6ts = ~ o si t#s
Vt,s E {l,2,...,n}
La información disponible consiste en el vector de
variables observadas zt, el vector de variables de control Ut, el
vector de estado inicial s
0 y los elementos de las matrices
r~, ~, H~, D~, C~, Qt R~ y S~ (en su caso).
A.1. Derivación del filtro de Ralman.
En este apartado, se derivará la forma general del filtro
de Ralman en dos casos: <a) cuando los ruidos de estado y de
observación son independientes entre si y (b) cuando se supone
que están correlacionados contemporáneamente.
<a> Caso en que los ruidos ‘~t Y a no están correlacionados.
Sea un modelo expresado en la forma [l.l.l]—[l.l.2], donde
los ruidos Vt y Wt son independientes entre sí (es decir, S~ O,
A
Vt). Se denota Kt...u/t...i al estimador óptimo de st..í basado en la
información disponible hasta el instante t-l y ~ a la
matriz de covarianzas del error de esa estimación. Es decir:
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A A
— Kt...x¡t...i><1<t~..i —
A
Dado ~ y 2t-~t~~~ el estimador óptimo de St viene
dado por la expresión:
A A
St/t.-2. = %5t—í/t—i. + EA.l.l]
y la matriz de covarianzas del error de esa estimación tiene la
expresión:
A A
£lIlt(Xt...i — ~t—i~t—í>~~t—í — ~t—~¡t—í>’%’] +
+ E[Etwtwt’Et’] = •tPtí¡t..iIt’ + EtQtEt’ [A.l.2)
Las ecuaciones [A.l.l] y [A.l.2] son las llamadas
ecuaciones de nredicción del filtro de ¡Calman.
La expresión [A.l.l] se obtiene tomando esperanzas
condicionadas por la información disponible hasta t-l en la
ecuación [1.1.1] y aplicando la hipótesis de que la esperanza de
es nula.
La ecuación [A.l.23 se obtiene a partir de [1.1.1) y de
jjA.l.2], aplicando el supuesto de que v.~ es independiente del
vector de estado inicial.
Cuando está disponible un nuevo dato sobre las variables
observadas <st>’ el filtro de ¡Calman actualiza la estimación
denotada por ~ de la siguiente forma:
= A [A.l.3J
xt/t-
1 + xtzt
A
Zt = - ~ - Dtut LIA.l.43
= [1 — KtHtlPtit...í fA.1.5]
Pt,t...iHtIBj’ [A.l.6]
= ~ + CtRtCtt (A.l.7]
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Las expresiones [A.l.3] y CA.1.5] son las llamadas
ecuaciones de actualización del filtro de ¡Calman.
La ecuación [A.l.3] actualiza la estimación del vector de
estado ponderando por la matriz ganancia L~, el error cometido al
estimar la medida mediante su esperanza condicionada por la
información disponible hasta el instante t—l. Ese vector de
errores está definido en la ecuación (A.l.4] y es conocido como
proceso de innovaciones, ya que representa la nueva información
que añade la última observación procesada. El vector de in-
novaciones puede escribirse alternativamente como:
A
2 —
y, de acuerdo con esta expresión, es fácil ver que dicho proceso
tiene esperanza nula y que su matriz de covarianzas viene dada
por la matriz Bt definida en [A.l.7]. Es decir:
El: = E[ZtZt’J
Se supone que existe la inversa de E,~. Esto puede no ser
cierto si el vector vt tiene componentes deterministas.
La ecuación [A.l.5] proporciona la matriz de covarianzas
del error de la estimación de 5t dada por la expresión EA.l.31.
Es decir1:
1 Es fácil mostrar que una expresión alternativa a [A.l.5]
es la siguiente:
~t,t = [1 — KtHtJPt¡t...i[I — KtHt]’ + KtCtRtCt’Kt’ [A.l.5’]
Esta última expresión tiene la ventaja de ser más robusta
numéricamente que fA.l.5J al componerse de la suma de dos
matrices definidas positivas por construcción, aunque tiene el
inconveniente de que su cálculo supone un mayor número de
operaciones que la ecuación [A.l.5]. Las ecuaciones de predicción
jA.l.lJ y [A.l.2] junto con las de actualización [A.l.3) y
[A.l.5] describen la llamada versión estable del filtro de
¡Calman. Sin embargo, Thornton y Bierman (1980) muestran con
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A= E~(1% — Kt¡t)O<t — 1<t,tr]
La ecuación [A.l.6] define la matriz K~, que se conoce
como la ganancia del filtro de ¡Calman. Esta matriz mide el efecto
de una nueva observación sobre la estimación del vector de
estado. De acuerdo con [A.l.6], esta matriz es directamente
proporcional a la incertidumbre asociada a la estimación del
vector de estado e inversamente proporcional a la incertidumbre
asociada al vector de observaciones. Se demostrará más adelante
que la expresión de la ganancia dada por [A.l.6] es la que
minimiza la traza de
Las ecuaciones de predicción y actualización del filtro de
¡Calman pueden expresarse conjuntamente, de la siguiente forma:
A
= ~‘t+i — KtHt)xt¡t i + K~(z~ - D~ut) +
EA.l.8]
donde = •t+iPt¡t...iHtIBJ’ [A.l.9J
y la ecuación de propagación de la matriz de covarianzas del
error de estimación del vector de estado es ahora:
= •t.?tít~ílt.í’ + Et+íQt+íEt+í’ — KtBtRt’ [A.l.lO]
o bien:
= ‘t,í!IPt¡t—í — Ptit...iEtIBt...íHtPt,t...í]*t,¡’+ Et,iQt,íEt+í’
Esta última expresión es conocida como la ecuación de
Riccati del filtro de ¡Calman (vid. Apéndice C). La ecuación
[A.l.lO] es poco aconsejable numéricamente, pues se calcula como
la diferencia de dos matrices definidas positivas y esto puede
diversos ejemplos que, incluso utilizando esta versión más
estable, el filtro puede llegar a degradarse numéricamente.
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hacer que ~ pierda su condicionamiento en algún momento de
la propagación. Existe también una versión estable de esa
ecuación:
= + [Et KtCt] [Qt 8t
[A.1.11)
siendo = - ~
Hay que señalar que los errores numéricos cometidos en el
cálculo de la ganancia a través de [A.l.9] provocarían errores de
primer orden en el cálculo de a través de [A.l.lO] y de
segundo orden si se utiliza en su lugar la expresión [A.l.ll].
Ch) Caso en que los ruidos ‘t y Wt están correlacionados.
Cuando la formulación del modelo en espacio de los estados
permita que los ruidos ‘,t y w~ estén correlacionados contem-
poráneamente, las ecuaciones de predicción del filtro siguen
siendo las mismas, mientras que las de actualización se convier-
ten en las siguientes:
2t/t = X~/.t.
1 + Ktzt
It = It - Hét¡t~i. -
It = (Pt¡t...ilit’+ EtBtCt’>BJ’
Bt = HtPt,t~.iHt’ + CtRtCt’ + litEtstCt’ + CtStEt’Ht’
[A.1.3’]
[A.l.4’]
[A.l.5’]
[A.1 • 6’]
[A.1.7’]
donde las variables del filtro siguen teniendo la misma interpre-
tación estadística que en el caso (a>.
Por último, si se utiliza la formulación [l.l.l’]—[l.l.2jj,
pueden unirse las ecuaciones de predicción y de actualización
resultando las expresiones:
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A A
t+l/t = *tStit~~. + r~u~ + Ktzt
= — ~i3<t/t~~í— Dtut [A.l.4’’]
= (ltPt,,t...íHtI+ EtStCt’)BJ’ [A.l.5’’]
‘~t+aít = %~t1t—í%’ + EtQtEt’ — KtEtKt’ [A.l.6’]
Et = ~ + CtRtCt’ [A.l.7’’]
Esta última forma del filtro de Kalman será la más
utilizada en este trabajo.
A.2. Propiedades del filtro de Ralman.
• Es un filtro lineal, aplicable a cualquier modelo
dinámico de orden finito, y computable de forma recur—
siva. Por tanto, la estimación del vector de estado
puede actualizarse a medida que llegue nueva información
de forma secuencial.
• El filtro proporciona una estimación del vector de
A
estado, ~ que depende del vector de observaciones
z~. Sin embargo, la ecuación que propaga la matriz de
covarianzas del estimador del vector de estado muestra
que ésta es independiente del vector de medidas. Es
decir, ninguna observación ayuda más que otra a reducir
la incertidumbre existente acerca del vector de estado,
aunque está garantizado el no crecimiento de dicha
incertidumbre en el ciclo de actualización
2.
• La ganancia del filtro es también independiente de la
información disponible hasta el instante t—l. Por tanto,
las expresiones [A.l.5’‘]—[A.lÁ7’ ‘] pueden propagarse
independientemente del resto de las ecuaciones del
filtro. Esta propiedad no se cumple para cualquier
filtro [vid. Anderson y Z4oore (1979)].
2 Esto se debe a que tr(Pt¡t) =tr(Pt,.~t...
1).
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• En sistemas con matrices constantes, la ganancia del
filtro y la matriz P~ variarán en el tiempo, incluso si
el estado del sistema es estacionario con respecto a su
media y varianza. Esto no quiere decir que, a partir de
un instante determinado, ambas matrices no puedan
alcanzar un valor estacionario.
• El filtro de ¡Calman es óptimo porque la ganancia <Le) se
elige de forma que minimiza la traza de la matriz
Demetry (1970) demostró que la ganancia del filtro de
¡Calman no sólo minimiza la traza de ~t1t’ sino cualquier
combinación lineal de los elementos de la diagonal
principal de dicha matriz. La optimalidad del filtro se
demuestra en el siguiente teorema [vid. Jazwinsky
(1970)].
Teorema: La expresión de la ganancia dada por la ecuación [A.l.6]
es la que minimiza la traza de
Demostración: Supongamos que existe otra matriz ganancia definida
como K’~ — + ~t tal que se cumpla que tr(41t) < tr(Pt,,t),
siendo Kt una matriz cualquiera no nula y K~ Pt¡t...íHt’BJ’. En
este caso, la matriz de covarianzas del estimador del vector de
estado tiene la expresión:
P*t¡t = LI - (Kt + ~ — + Kt)Ht]’ +
+ + Kt)CtRtCt’ ~‘t + ‘t~’ =
= [1 — RtHt]Pt¡t~í[í - KtHt]’ + [KtHt - I]Pt,t...íHt’Kt’ +
+ KtHtPt¡t..,i[Ht’lCtI — 1] + KtCtRtCt’Kt + RtCtRtCt’Kt +
+ KtHtPt,t...iHt’Kt’+ KtCtRtCt’Kt’ + KtCtRtCt’Kt’
y sustituyendo K.~ por su expresión en los siguientes sumandos:
hEtHt — I]Pt,,t...iHt#KtP ~ KtHtPt¡t~aiIHt’Kt — 1], se obtiene:
[KtKt - I]Pt,t...íHt’Kt’ = -KtCtRtCt’Kt’
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KtHtPt¡t...i[Ht’Kt’ - 1] = —KtCtRtCtIKt’
Por tanto:
~t,t +
De esta última ecuación se deduce que tr(4,n~) > tr(P~¡~)
al ser KtBtKt’ una matriz definida positiva VKt # O. Pero esto
está en contradicción con la hipótesis de partida. Por tanto, no
existe una matriz distinta de L~ que reduzca más la tr<Pt,t>.
C.Q.D.
A.3. Interpretación de los resultados del filtro de Ralman para
modelos gaussianos.
Un aspecto importante del filtro de ¡Calman es que cuando
el modelo es gaussiano (es decir, cuando la distribución del
vector de estado inicial ,a y de los ruidos Vt y wt sea normal y
ambos ruidos sean independientes de ~ las ecuaciones que
forman el filtro de ¡Calman son las mismas que en el caso no
gaussiano, pero la interpretación de sus resultados es distinta.
Una derivación de las ecuaciones del filtro de ¡Calman bajo la
hipótesis de normalidad puede verse en Anderson y Hoore (1979) y
Harvey (1989).
En el caso no gaussiano, ~ es un estimador lineal,
insesgado y óptimo de basado en la información disponible
hasta el instante t y P~1~ es la matriz de covarianzas del error
de esa estimación.
En el caso gaussiano, el filtro de ¡Calman proporciona,
además, la media y la matriz de covarianzas de la distribución de
condicionada por el conjunto de información disponible hasta
ese instante. Es decir:
A1<t¡t = E(St( Z~)
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— ‘t,’~)” zh~t/t = E[(x~ — A A
donde se interpreta como la media de la distribución condi-
cionada de 1~. la matriz de covarianzas de esa distribución
y es el conjunto de información disponible hasta ese momento.
En este caso, la distribución del vector de estado está completa-
mente caracterizada.
Si son conocidos todos los elementos del vector inicial
entonces éste tendrá una distribución a priori3 con media
y matriz de covarianzas P
0. En este caso, el filtro de ¡Calman
permite calcular la función de verosimilitud exacta de las
observaciones. Esta será la vía para poder estimar cualquier
parámetro desconocido de un modelo, así como para construir los
test estadísticos para la validación del mismo una vez que ha
sido estimado.
1.4. Inicialización del filtro de ¡Calman.
Cualquiera que sea la forma concreta que tome el filtro de
Kalman, siempre necesita ser inicializado con los valores ~o ~
P0, que pueden ser desconocidos. Una forma de fijar estas
condiciones iniciales consiste en tomar = O y P0 = rl, donde
r es un escalar positivo y arbitrariamente grande. Estas con-
diciones indican un elevado grado de incertidumbre acerca del
estado inicial del sistema. Esta estrategia para determinar las
condiciones iniciales puede ser una fuente de inestabilidad
numérica del filtro de Kalman, existiendo métodos alternativos
para su estimación. El criterio más habitual es utilizar un
subconjunto inicial de observaciones para obtener un conocimiento
previo acerca del vector de estado. También es posible considerar
que todos los elementos de son parámetros constantes pero des—
Es usual no disponer de información sobre
5o’ pero en
estos casos, puede utilizarse un subconjunto de observaciones
iniciales para formar una distribución a priori sobre ,c~.
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conocidos, que hay que estimar como parte del procedimiento de
máxima verosimilitud (vid. Apéndice B).
En el caso de total o casi total incertidumbre acerca del
vector de estado inicial, puede ser aconsejable utilizar el
filtro de la matriz de información. Este filtro es equivalente al
filtro de ¡Calman y la idea básica del mismo consiste en propagar
la inversa de P~ (o matriz de información) en lugar de ella
misma. En este algoritmo, no se obtiene una ecuación de
propagación para el estimador del vector de estado, sino para un
vector al: que es combinación lineal de las componentes del vector
de estado original. Las condiciones iniciales de este filtro son
a0 =0 y Pj
1=O y llamando Pj’~tt, las correspondientes
ecuaciones de propagación y actualización son las siguientes:
‘tit = 1t,~t~í + H~’R~ 1H.~ [A.4.l]
‘tn¡t = [1 — LtEt’]At [A.4.2]
½= [t ‘]‘ItitIj’ [A.4.3]
Lt = AtEt[Et’AtEt + ~ -l [A.4.4]
Kt = •tlt,,tHtIRj’ [A.4.5]
A A
at,tvti = 1t¡t~ist¡t~i EA.4.6]
A A
at,t = It,t5t~t [A.4.7]
A 1A
at.l/t = [1 — LtEtI][1t]’at¡t [A.4.8J
A A —1 [A.4.9]
Desde el punto de vista computacional, es más aconsejable
que la versión convencional del filtro de ¡Calman cuando la
dimensión del vector de observación es mayor que la del vector de
estado4. Este es el caso menos frecuente en Econometria, donde
Esto se debe a que en el filtro de ¡Calman se ha de
calcular la inversa de la matriz HtPt¡t...ílit’ + Rt, mientras que
en el filtro de información se ha de invertir EtIAtEt + QJ’. Por
otro lado, el algoritmo de la matriz de información requiere el
cálculo de las inversas de las matrices de ruido (Rt ~ ~t>’ no
necesario en el filtro de ¡Calman. Por tanto, las dimensiones del
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lo más usual es que el orden del vector de estado supere en gran
medida al del vector de observaciones. Por esta razón, en este
trabajo no se presta demasiada atención a este algoritmo, cuya
5
aplicación puede ser aconsejable en otros casos
En cuanto a la robustez numérica del filtro, es fácil ver
que el uso de la expresión [A.4.2] para propagar la matriz de
información, puede llevar a que dicha matriz pierda su simetria
y su carácter de definida positiva. Aunque existe una versión
estable de [A.4.2], la forma más eficiente de resolver dichos
problemas numéricos consiste en utilizar el filtro de la raíz
cuadrada de la matriz de información6.
problema y la estructura particular de las matrices de ruido son
los dos aspectos que pueden hacer más atractivo, desde un punto
de vista computacional, un filtro u otro. Así, el filtro de la
matriz de información seria más eficiente cuando la dimensión del
vector fuera grande, las matrices de covarianzas de los ruidos
fuesen diagonales y sólo se necesitase la matriz de covarianzas
del vector de estado, después de haber procesado toda la
información disponible.
En concreto, la aplicación de este filtro es muy con-
veniente en la estimación recursiva de modelos de regresión
lineales, básicamente por tres razones: a) la independencia del
filtro de condiciones iniciales arbitrarias, b) la robustez
numérica del algoritmo al propagarse la matriz de información
como suma de matrices definidas positivas y c) las estimaciones
finales resultantes del filtro coinciden analítica y
numéricamente con la estimación M.C.O. al final de la muestra.
6 Vid. Morf, sidhu y Kailath (1974) y Bierman, Belzer y
Vandergratt (1977).
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APENDICE B
Estimación de las condiciones iniciales octimas del vector de
estado
.
El interés del desarrollo de este apéndice se debe a que
el procedimiento de estimación descrito en los Capítulos 2 y 3
necesita dos tipos de condiciones iniciales: a) las condiciones
iniciales del vector de estado y b) un conjunto de preestin’íacio—
nes de los parámetros del modelo econométrico.
Con respecto al primer tipo de condiciones iniciales, se
obtiene el estimador máximo-verosímil del estado inicial,
condicionado por el valor de los parámetros propios del modelo
econométrico. Este método puede utilizarse para inicializar de
forma óptima tanto un filtro de ¡Calman como uno de tipo Chandra—
sekhar.
Caben dos posibilidades para obtener una estimación del
vector de estado inicial
(a) Estimar el vector inicial de estado basándose en el
comportamiento posterior de dicha variable. En este
caso, se obtiene una aproximación a la función de
verosimilitud al considerar la estimación de como
su verdadero valor. Esta aproximación puede resultar
eficiente en los casos en que la función de verosimi-
litud sea poco sensible a las condiciones iniciales
del sistema. No es conveniente, por ejemplo, en los
casos en que el tamaño muestral es pequeño, ya que las
estimaciones de los parámetros del modelo pueden ser
muy sensibles a las condiciones iniciales del vector
de estado de las que se parta. Existen algoritmos
basados en esta aproximación, como son los llamados
algoritmos de nunto fijo. Estos calculan un estimador
óptimo de z~ por retroprevisión. Un estudio más
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detallado puede verse en Anderson y Moore (1979) y
Parzen (1984)
(b) Considerar los elementos del vector como parámetros
constantes pero desconocidos, que necesitan ser
estimados como parte del procedimiento de máxima
verosimilitud. Al considerar constantes los elementos
de 5o’ es razonable suponer que P0 = O. Con esta idea,
se obtiene que el estimador máximo-verosímil de
condicional al resto de parámetros, es una función
lineal de las observaciones. Este estimador puede
concentrarse fuera de la función de verosimilitud que
sólo necesitará ser maximizada con respecto a los
parámetros propios del modelo. Un ejemplo de esta
aproximación ha sido el algoritmo desarrollado por
Terceiro (1990), que incluye como caso particular al
de Rosenberg (1973).
En este trabajo, se utiliza el algoritmo de condiciones
iniciales debido a Terceiro (1990) para inicializar un filtro de
Chandrasekhar y, mediante el mismo, estimar los parámetros
propios del modelo econométrico.
2.1. Estimador máximo-verosímil del vector de esl:ado inicial.
El vector de parámetros que se desea estimar ahora es:
e = ~e~’ x~’j’
donde:
es un vector que contiene todos los elementos des-
conocidos de las matrices •, r, E, C, D, Q, R y S.
es el vector (nxl) de las condiciones iniciales del
vector de estado iq.
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La función a minimizar con respecto al vector de paráme-
tros es:
1 n 1
¿(6> = — E (mín 2w + ln IEtl + zt’Bj It)
2 t=l
siendo el proceso de innovaciones (o vector de errores de
predicción) y Et su matriz de covarianzas.
Sustituyendo [A.4’’] en [Afl’’] se obtiene:
A A
= ~ + rtut + Ktzt
donde:
•t=*-KtH ; r~r-K~H
Dadas unas condiciones iniciales 4 y P~ = O, el filtro de
Chandrasekhar proporcionará una estimación del vector de estado
AS *
y un proceso de innovaciones z~. Con unas condiciones
iniciales distintas, ~o y P0 = O, los resultados del filtro seran
A
y z~. Para evaluar la función de verosimilitud, en cada
vector de parámetros, es necesario calcular este último vector de
errores de predicción y su matriz de covarianzas Bt. Teniendo en
cuenta que las matrices ~ son las mismas en los dos filtros,
la idea es obtener del output del primer filtro.
Es fácil demostrar que la relación existente entre el
estimador del vector de estado y del proceso de innovaciones,
ante un cambio en las condiciones iniciales del vector de estado,
es la siguiente:
zt = 4 — Hit...í(xo — ¡3.1.1]
donde se calcula recursivamente de la forma:
= (U - KtH)it..í ¡3.1.2]
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comenzando con =
A AS *
= ‘<t+í,t + Y~(S~ — ~ ¡3.1.3]
La expresión [B.l.3J se obtiene observando que las
matrices O, r, H, D y Kt sólo dependen del vector 6~ y no de
Por tanto, estas matrices permanecerán invariantes ante un cambio
*
en las condiciones iniciales del vector de estado, desde a 2<o
Como la matriz B~ tampoco depende de las condiciones
iniciales de r~, ¿<6> es una función cuadrática en ~a’ pudiendo
expresarse como:
1
~ ~ = — E E mín 2w + ln IEtI +
2 t=l
+ [4 — H~t~i0<o - 4)]’~t~’ *
[1t — Hit...í(Xo — 4)]
¡3.1.4]
y la derivada de [B.l.4] con respecto a 1<o’ es una función lineal
de las observaciones:
8¿(6~, Sp) n - ....i ___
-. E z..’
as
0 t=í - ax0 ¡3.1.5]
En la expresión ¡3.1.5] se desconoce la derivada del
proceso de innovaciones con respecto al vector ~o Sin embargo,
derivando ¡3.1.1] con respecto a se obtiene:
BZt _
aso t1. [B.l.6]
Sustituyendo [B.l.l] y [B.l.6J en ¡3.1.5] e igualando esta
última expresión a cero, se obtiene el estimador máximo—verosímil
de s~, condicional al valor de cualquier otro parámetro del
modelo:
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n.A n... ~1~j -l‘<o = J1t—í”’
2t t—i] 4~
1’t—í’~’~t’(4 + Hit14)]
¡3.1.7]
En el caso particular en que 4 = o, este algoritmo es
equivalente al de Rosenberq (1973).
La solución ¡3.1.7] es un mínimo de [B.l.4], ya que la
derivada segunda de [B.l.4] con respecto a so:
n —
es una matriz definida positiva al serlo también Bt (o bien, su
inversa)
A partir de [B.l.7J, se observa que para obtener una
estimación óptima del vector de estado inicial, es necesario que
la matriz [B.l.8] tenga rango completo. Sin embargo, como BJ’ es
definida positiva y el rang(H) = m, el rango de [B.l.8] es
generalmente igual a m. Esto significa que no tendrá inversa en
los casos en que n sea mayor que m, que como ya se ha dicho son
los más frecuentes en Econometría. En este caso, sólo serian
identificables m componentes del vector de estado inicial y para
obtener una solución única habría que incorporar información
sobre (n—m) elementos de dicho vector. Dado que el objetivo
primordial es la estimación de los parámetros contenidos en
la solución que se ha dado a este problema es utilizar una
inversa generalizada de la matriz. Si m > n todos los componen-
tes de
5o son identificables, ya que la matriz [B.l.8] será no
singular.
Por último, cabe señalar que este método evita estimar
simultáneamente todos los parámetros contenidos en [6~’ ‘<o’]’• De
esta forma, se puede usar el algoritmo descrito en el Capítulo 2
para minimizar ¿(6> con respecto a 6~. La minimización de esta
función con respecto a it
0 se resuelve analíticamente utilizando
la expresión ¡3.1.7].
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APENDICE O
Ecuaciones de Riccati
De las ecuaciones del filtro de ¡Calman (vid. Apéndice A),
se observa que 2t~~,t satisface la siguiente ecuación de Riccati:
2tn¡t = ‘‘t,’t—0’ — ~‘2t¡t—0’ + ESCI][HPt¡t...íH’ + CRO’]1
+ EeC’]1 + EQE’ [0.1]
Sin pérdida de generalidad, se puede definir ORC’ =
EQE’ = Q y suponer que S — 01. En este caso, la ecuación [C.l]
queda simplificada a la expresion:
2tn,t = ‘2t¡t—0’ — ~ + R] ~ + O
[0.2]
Si la secuencia {~t,t~~> converge a un estado estacionario
cuando t -* w, la solución en el limite (denotada por P) cumplirá
la siguiente ecuación algebraica de Riccati (EAR> en tiempo
discreto2:
P — 121’ + IPK’[RPK’ + R§1HP1’ - Q = O [C.3]
Un sistema lineal dinámico dado por las ecuaciones:
5
t:i •‘<~ + ru~ + wt
¡¡st + Du.~ + Vt
donde e # O, se puede transformar en otro donde 8 = O:
* * —2.
= • + r ul: + + BR
+ Du~ + vt
siendo:
1* =*-sif’¡¡ ; r*=r~sIr~D ;
*Q = Q - SR
2 Para estudiar en detalle una teoría global sobre la
ecuación de Riccati vid. Bucy <1967).
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que se obtiene haciendo = ~t1t-~.= P en la ecuación [0.2].
La ecuación matricial [0.3] representa la solución estacionaria
de ~ definida en [C.2].
Asimismo, se puede definir la matriz de transición en
estado estacionario de la forma:
e = u - Lii
y la matriz ganancia en estado estacionario como:
E = CPB’ [UPE’ +
Por conveniencia, sea la factorización de las matrices R
y Q:
E = (E1) (R½)
Q = DO’
y u =
Bajo los supuestos anteriores, la EAR puede escribirse
ahora como:
P - ¡PI’ + ¡PH’ [HPH’+ 1] ~HPI’ — DD’ = 0 [0.4]
y se puede definir:
e = ¡ - ¡PH’[EPE’+ 1011<
En un problema de filtrado, ~ es la matriz de
covarianzas del error de estimación de s~. Esto implica que dicha
matriz ha de ser simétrica y definida no negativa. Por tanto,
sólo son interesantes las soluciones de la EAR que cumplan dichas
propiedades de
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Los métodos existentes para encontrar las soluciones de
una EZtR pueden clasificarse básicamente en dos tipos:
• métodos de cálculo directos.
• métodos de cálculo iterativos.
0.2.. Métodos de cálculo directos.
En estos métodos, las soluciones de la EAR están relacio-
nadas con el cálculo de los autovectores generalizados3 de una
matriz M de orden (2nx2n) , definida como:
¡‘+E’Hr’Q — ~‘‘‘ 1 [C.l.l]
donde se supone que existe la inversa de la matriz 9.
Particionando cada autovector generalizado (denotado por
de la matriz M en dos vectores de orden n (denotados como
e Yj)~ de la forma:
[:tl2~ =2.
y llamando [X’ Y’]’ a una selección de tales autovectores, se
obtienen los siguientes resultados4:
Sea un autovalor de la matriz 1< de multiplicidad p~.
Los autovectores generalizados 2jtr’ Vr = 0,1, . . . con rango
1, 2,..., Pj~ asociados a X~ han de cumplir que:
J
(1< — )yjI)z~ = o
(1< — XjI)Zj~r = zj+r~i(r = 1, 2,...,
Puede encontrarse una demostración de los mismos en Chan
et alter (1984).
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(1) Si P es una solución de la EPA, existe una selección
de autovectores EX’ Y’]’ tal que P = yC1, siendo E no
singular.
(2> Para cada posible selección [E’ Y’]’ tal que E sea no
singular, entonces P = YC1 es una solución de la
EAR5.
(3) Si O es no singular, 14 no tendrá
nin~úr(é2a~
7valor
nulo.
v4
Este método supone llevar a cabo dos etapas de
<a) Encontrar la matriz 14 de autovectores generalizados
dada en [0.1.1].
(b> Resolver la ecuación matricial de orden n, P —
En la práctica, esta aproximación no es muy utilizada por
tener claras desventajas:
• Exige calcular la matriz 14 de orden (2nx2n) y cuando n
es mucho mayor que m, esto supone una considerable carga
computacional.
• No es un método seguro en el caso de que algún autovalor
de 14 tenga multiplicidad mayor que uno. Para resolver
este problema existe otro criterio directo, consistente
en calcular transformaciones ortogonales que convierten
a 14 en una matriz en forma Schur
6, siendo muy con-
veniente esta forma si se quieren evitar problemas
numéricos.
Puede verse un estudio sobre la existencia y unicidad de
las soluciones de una EPA en Lancaster y Rodman <1980).
6 Vid. Pappas, Laub y Sandelí (1980).
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Axtas aproximaciones son generalizables al caso en que ¡
sea singular o casi singular [vid. Pappas et alter (1980>). Esto
elimina los posibles problemas numéricos inherentes a otros
algoritmos no recursivos, como el de Vaughn (1970), cuando la
matriz ¡ está mal condicionada con respecto a su inversión.
0.2. Métodos de cálculo iterativos.
Algunos de estos métodos consisten en comenzar con una
matriz inicial P~, semidefinida positiva, tal que se cumpla que:
1½ P
t-.w ~ =Para obtener la solución P se puede iterar, desde la
condición inicial, sobre [0.1] o sobre la versión más estable de
dicha ecuación:
= ~Jt1t—0t’ + [E —KtC] L :~ : 1 L~»1~. 1
Otro método iterativo es una generalización del método de
Hewer (1971> y está basado en el siguiente resultado:
Sea ~ Vt = 0,1,... la única solución semidefinida
positiva de la ecuación:
+ EQE’ + KtCRC’Kt’ — KtCS’E’ — ESC’Rt’ [0.2.1]
donde:
Kt = ~~t-a~’ + ESCIIIIHPt...uHI + ORO’§
1 [0.2.2]
Si se elige K
0 de forma que ~ tenga raíces en valor
absoluto menores que la unidad, puede mostrarse que:
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(2) 2 = hm
t-*w
(3> II~t~~ — =&I~t — p¡¡2 siendo 6 una constante positi-
va y pequeña.
Con este resultado, los pasos del proceso iterativo para
solucionar la EAR son los siguientes:
(1) Elegir K
0 de forma que •a sea una matriz estable.
(2) Calcular de acuerdo con la ecuación [C.2.l].
<3) Calcular de acuerdo con la ecuación [C.2.2].
(4) Calcular P~ de acuerdo con [0.2.1] y así sucesivamen-
te, hasta que se cumpla un criterio de convergencia.
Este algoritmo iterativo finaliza cuando se cumple la
condición ¡¡R~~~ — < r~ siendo ~ una tolerancia positiva,
fijada de antemano.
Cualquiera de los métodos iterativos no exigen el cálculo
explícito de la inversa de 9, pero requieren calcular, en cada
iteración, la ecuación [0.2.1]. Este cálculo será tanto más
costoso cuanto mayor sea la dimensión n. Como contrapartida, no
exigen el uso de rutinas que calculen Los autovectores generali-
zados asociados a los autovalores estables de una matriz de orden
(2nx2n), o en su caso, de rutinas para el cálculo de transforma-
ciones ortogonales.
Por último, señalar que puede verse un estudio detallado
sobre las propiedades de convergencia de las soluciones de una
EAR en Chan, Goodwin y Sin (1984). Estos últimos, dan un especial
énfasis al estudio de dichas propiedades cuando el sistema es
observable y detectable (vid. Capitulo 2), pero no necesariamente
estable (en el sentido de que ¡ tenga raíces fuera del circulo
unidad>.
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APENDICE O
Datos utilizados
A continuación, se ofrecen los datos utilizados en las
estimaciones de los modelos con datos reales presentados en el
Capítulo 4.
TABLA 0.1: Serie del Indice Dow-Jones.
abs.
Serie
origin. Obs.
Serie
origin.
1 110.94 40 114.36
2 110.69 41 114.65
3 110.43 42 115.06
4 110.56 43 115.86
5 110.75 44 116.40
6 110.84 45 116.44
7 110.46 46 116.88
8 110.56 47 ¡ 118.07
9 110.46 48 118.51
10 110.05 49 119.28
11 109.60 50 119.79
12 109.31 51 119.70
13 109.31 52 119.28
14 109.25 53 119.66
15 109.02 54 120.14
16 108.54 55 120.97
17 108.77 56 121.13
18 109.02 57 121.55
19 109.44 58 121.96
20 109.38 59 122.26
21 109.53 60 123.79
22 109.89 61 124.11
23 110.56 62 124.14
24 110.56 63 123.37
25 110.72 64 123.02
26 111.23 65 122.86
27 111.48 66 123.02
28 111.58 67 123.11
29 111.90 68 123.05
30 112.19 69 123.05
31 112.06 70 122.83
32 111.96 71 123.18
33 111.68 72 122.67
34 111.36 73 122.73
35 111.42 74 122.86
36 112.00 75 122.67
37 112.22 76 122.09
38 112.70 77 122.00
39 113.15 78 121.23
Fuente: Anderson (1976>.
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TABLA D.2: Serie de Desempleo Femenino en el Reino Unido.
Fecha
Seri9
origin. Fecha Serieorigin.
Ene—67 96.40 Nov—69 83.30
Feb—67 104.10 Dic—69 80.10
Mar—67 102.00 Ene—70 80.50
Abr—67 100.30 Feb—70 83.00
May—67
Jun—67
96.40
87.30
Mar—70
Abr—70
82.70
81.50
Jul—67
Ago—67
85.10
87.90
89.80
May—70
Jun—70
Jul-70
78.30
71.60
75.40
Nov—67
Dic—67
96.30
99.50
95.60
Ago—70
Sep—70
Oct—70
78.60
79.80
84.80
Ene—68 97.30 Nov—70 87.50
Feb—68 97.80 Dic—YO 86.50
Mar—68 94.50 Ene—71 92.00
Abr—68 90.20 Feb—71 98.80
May—68
Jun—68
85.60
77.50
Mar-71
Abr—71
104.90
104.80
Jul—68
Ago—68
Sep—68
73.40
76.60
76.80
May—71
Jun—71
Jul—71
99.20
91.70
100.60
Oct—68
Nov—68
Dic—68
85.30
85.90
82.90
Ago—71
Sep—7 1
Oct—7 1
106.10
110.30
117.00
Ene—69 84.50 Nov—71 123.10
Feb—69 84.50 Dic—71 122.90
Mar—69 82.30 Ene—72 127.50
Abr—69 78.30 Feb—72 128.40
May—69
Jun—69
74.60
68.70
Mar—72
Abr—72
129.50
131.90
Jul—69
Ago—69
Sep—69
71.90
74.10
74.90
May—72
Jun—72
Jul—72
120.10
109.10
118.30
Oct—69 82.40
Fuente: “Unemployment Flow Statistics”, Dept. of Employment
Gazzete, H1450, Sept. 1972, pág. 793—795.
Unidades: Miles de personas a día 1 de cada mes.
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TABLA 0.3: Series de Consumo Energético (CE) y PIE de Dinamarca.
Año CE PIE
1951 4.49 46.69
1952 4.81 47.56
1953 5.11 50.31
1954 5.70 52.07
1955 6.09 51.87
1956 6.14 52.91
1957 5.43 55.21
1958 6.15 56.75
1959 6.06 60.64
1960 6.93 64.24
1961 7.55 68.33
1962 8.59 72.20
1963 9.42 72.67
1964 9.85 79.40
1965 10.86 83.02
1966 11.64 85.29
1967 11.81 88.42
1968 12.69 91.80
1969 14.46 97.78
1970 15.39 100.00
1971 14.80 102.45
1972 15.05 108.03
1973 15.14 112.17
1974 13.08 111.35
1975 13.43 110.24
1976 14.71 117.81
1977 14.81 120.07
1978 15.07 121.69
1979 15.43 125.39
1980 13.83 125.12
Fuente: Ramain (1986). Energy Economics.
Unidades: PIE: número índice con base 1970.
CE: millones de Tm. equivalentes de petróleo.
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TABLA 0.4: Series de Cantidad producida y Precios de la patata.
Fecha Fecha q
1/65
11/65
‘IV
1/66
111/66
11/66
IV/66
1/67
11/67
1/68
11/68
‘IV
1/69
11/69
111/69
IV/69
1/70
11/70
fl//7g
1/71
11/71
32
863
1573
1597
66
1757
818
1781
83
850
1733
1824
76
900
1732
1836
76
794
1884
2033
66
896
2206130
103
801
1979
4.37
4.77
4.18
4.47
4.68
4.78
5.63
4.25
4.92
4.14
2.63
2.98
4.04
4.71
4.63
4.40
4.90
6.82
4.05
3.72
4.43
4.64
3.6 540
4.27
4.36
3.62
1/73
11/73
111/73
IV/73
1/74
74
‘1V74/74
1/75
11/75
75ny
/75
1/76
11/76
111/76
IV/76
1/77
11/77
111/77
IV/77
1/78
11/78
781
1/79
11/79
79
103
1000
2363
2114
85
2387
1026
2194
84
930
2286
2039
89
1041
2416
2110
106
935
2651
2187
85
1000
24941787
67
867
2556
4.92
6.70
5.74
5.08
6.11
4.9?
5.42
5.23
6.06
6.90
7.48
7.79
10.69
14.64
9.0?
8.56
9.75
10.67
10.43
7.05
6.76
9.25
7.3576
11.65
17.96
13.86
1/72
11/72
II~72
1982108
949
2119
2098
3.814.36
5.09
4:5
IV/791/80
11/80
80
IV’/80
2144
74
1059
2704
1901
11.28
14.28
10.84
8.49
10.06
Grandal (1986>. “Mecanismos de formación de expectativas
en mercados con retardo fijo de oferta: el mercado de la
patata en España. Banco de España. Servicio de Estudios.
Estudios Económicos, n2 41.
Unidades: q~: Cantidad de patata producida en miles de Tm.
Precios de la patata percibidos por los agricul-
tores en Pts/kg.
Fuente:
209
DIBLIOGRAFIA
Agee, W.8. y R.li. Turner <1972>. “Triangular decomposition of a
positive del inite matrix plus a symmetric dyad with application
to ¡Calman filtering”. White Sands Missile Rancie Tech. Ren., n0
38.
Anderson, 0.0. <1976>. Time series analysis and forecasting (The
Box—Jenkins approach). Hutterworths, Londres.
Anderson, B.D.O. y J.D. Moore <isis). optimal filtering. Pren-ET
1 w
494 573 m
528 573 l
S
BT

tice—Hall. Inc.. Enctlewood Cliffs, New Jersey.
Andrews, A. <1968>. “A square root formulation of the ¡Calman
covariance equations”. AIAA 3., n~6, pág. 1165—1166.
Ansley, CF y R. Kohn <1983>. “Exact likelihood of vector
autorregresive--moving average process with missing or agregate
data”. Biometrika, vol. 70, n~l, pág. 275—278.
Ansley, C.F. y R. Kohn (1985>. “Estimation, filtering and
smoothing in state space models with incompletely specified
initial conditions”. Annals of Statistics, n213, pág. 1286—1316.
Ansley, OS. y R. Kohn <1988>. “A note on square root filtering
for vector autorregresive moving-average model”. Journal of Time
Series Analvsis, vol. 11, n~3, pág. 181—183.
Aoki, 14. (1987>. State Space Modelling of Time Series. Springer
—
Verlag. Heidelberg.
Athans, 14. (1974>. “The importance of ¡Calman filtering methods
for economic systems”. Annals of Economic and Social Measurement
,
n23, pág. 49—64.
Dellantoni, J.P. y 1.11. bodge <1967). “Square root formulation of
the Kalman—Scbmidt filter”. AIAA Y, vol. 5, pág. 1309—1314.
210
Bierman, S.J. <1973). “A comparison of discrete linear filtering
algorithms”. IEEE Trans. Aero. Elect. Systems, AES—9, n~l, pág.
28—37.
Biermari, S.J. <1973>. “Fixed interval smooothing with discrete
measurements”. International Journal of Control, vol. 18, n~l,
pag. 65—72.
Bierman, S.J. <1977>. Factorization methods br discrete sequen-
tial estimation. Academic Press, New York.
Bierman, S.J. y O.k. Thornton <1977>. “Numerical comparison of
¡Calman filter algorithms: Orbit determination case study”.
Automatica, n~13, pág. 23-35.
Bieruan, S.J., M.R. Belzer y J.S. Vandergraft <1990>. “Maximum
likelihood estimation using square root information filters”.
IEEE Transactions on Automatic Control, vol. 35, n~l2, pág. 1293—
1298.
Eittanti, 8., 1.3. LaubyJ.O. Willems <Ed*.> (1991). TheRiccati
Equation. Springer-Verlag, Heidelberg.
Bucy, R.S. <1967>. “Global theory of the Riccati equation”. J
.
Comnut. Svst. Sci., vol. 1, pág. 349—361.
Cabios, P.E. y Rissanen, J. <1974). “Maximum likelihood es—
timation of parameters in multivariable gaussian stochastic
processes”. IEEE Transactions on Information Theorv, vol. IT—20,
n01, pág. 102—104.
Caines, P.E. <1988>. Linear Stochastic Systems. John Wiley, New
York.
Cancio, E. <1989>. “Estimación máximo verosímil y predicción de
modelos econométricos lineales dinámicos en espacio de los
estados”. Tesis Doctoral. Universidad Complutense de Madrid.
211
Chan, 8W., G.C. Geodvin y K.S. Sin (1984>. “Convergence proper-
ties of the Riccati difference equation in optimal filtering of
nonstabilizable systems”. IEEE Transactions on Automatic Control
,
vol. AC—29, n~2, pág. 110—118.
Chin, L. (1983>. “Advances in computational efficiences of linear
filtering”. Control and Dynamic Systems, vol. 19, pág. 125-192.
Crajuer, II. <1946>. Mathematical Methods of Statistics. Princeton
Universitv Press, New Jersey.
Crovder, M.J. <1976>. “Maximum likelihood estimation for depen—
dent observations’. Journal of the Royal Statistical Societv
series E, vol. 38, pág. 45—53.
Demetry, 3.5. <1970>. “A note on the nature of optimality in the
discrete ¡Calman filter’. IEEE Transactions on Automatic Control
vol. AC—15, pág. 603-604.
Dennis, J.E. y R.B. Schnabel <1983>. “Numerical methods for
unconstrained optimization and nonlinear equations”. Prentice
—
Hall Series in Computational Mathematics, New Jersey.
Dyer, P. y S.L McReynolds <1969). “Extension of square root
filtering to include process noise”. J. Ont. Theorv Anní., vol.
3, n’6, pág. 444—459.
Fitzgerald, R.J <1971>. “Divergence of the ¡Calman filter”. IEEE
Transactíons on Automatic Control, vol. AC—16, n26, pág. 736—74?.
Friedíander, B.., T. Kailath, M. Morf y L. Ljung <1978>. “Extended
Levinson and Chandrasekhar equations for general discrete—time
linear estimation problems”. IEEE Transactions on Automatic
Control, vol. AC—23, pág. 653-659.
212
Gardner, 0., 1.0. Harvey y G.D.A. Phillips <1980). “An algorithm
for exact maximun Likelihood estimation by means of ¡Calman
filtering”. Arrnlied Statistics, n029, pág. 311—322.
Gui, P.E. y U. Murray <1972>. “Quasi-Newton methods for uncons-
trained optimization”. J.I.M.A., vol. 9, pág. 91—108.
Grandal, M.D. <1986>. “Mecanismos de formación de expectativas en
mercados con retardo fijo de oferta: el mercado de la patata en
España”. Banco de Esnaña. Servicio de Estudios. Estudios Económi-ET
1 w
140 593 m
533 593 l
S
BT

cos, n0 41.
Gupta, N.K. y R.K. Mehra <1974). “Computational aspects of
maximum likelihood estimation and reduction in sensitivity
function calculations”. IEBE Transactions on Autornatic Control
,
vol. AC—19, n’6, pág. 774—783.
¡<aunan, E.J. y 3. Rissanen <1982). “Recursive estimation of mixed
autorregresive moving average order”. Biometrika, vol. 69, pág.
81—94.
Earvey, 1.0. <1981). Time Series Modeis. Philio Alían Publishers
Oxford.
Nancy, 1.0 y P.E.J. Tood <1983). “Forecasting economic time
series with structural and Box—Jenkins models: A case study”.
Journal of Business and Economic Statistics, vol. 1, n04, pág.
299—3 15.
Karvey, 1.0. <1989). Forecasting, structural time series models
and the ¡Calman filter. Universitv Press, Cambrigde.
Heijmans, R.I3.E. y Magnus, tE. <1986a>. “On the first order
efficiency and asymptotic normality of maximum likelihood
estimators obtained from dependent observations”. Statistica
Neerlandica, vol. 40, n93, pág. 169—187.
213
Heijmans, R.D.R. y Magnus, J.R. <1980>. “Consistent maximum
likelihood estimation with dependent observations: The general
(non—normal) case and the normal case”. Journal of Econometrics
,
vol. 32, pág. 253—285.
Eendry, D.F. y 3.1. Richard <1983>. “The econometric analysis of
economic time series”. International Statistical Review, n051,
pág. 11—163.
Rever, G.A. <1971>. “An iterative technique for the computation
of the steady state gains for the discrete optimal regulator”.
IEEE Transactions on Automatic Control, vol. AC—16, n’4, pág.
382—384.
Hilímer, 8.0. y G.O. Tiao <1979>. “Likelihood function of
stationary multiple autoregressive moving average models”.
Journal of the American Statistical Association, vol. 74, n9367,
pág. 652—660.
Jazwinsky, 1.11. <1970>. Stochastic Processes and Filtering
Theory. Academic Press, New York.
Kailath, T. <1972). “Sorne Chandrasekhar type algorithms bar
quadratic regulators”. Proc. 1972 IEEE Conf. Decision Control
.
New Orleans, pág. 219—223.
Kailath, T. <1974>. “A view of three decades of linear filtering
theory”. IEEE Transactions of Information Theorv, vol. IT—20,
n~2, pág. 146—181.
Kailath, T. <1980>. “Some alternatives in recursive estimation”.
International Journal of Control, vol. 32, n02, pág. 311—328.
Kailath, T. <1980). Linear System Theory. Prentice—Hall, Nueva
Jersey.
214
Kamdnski, P.G. <1971>. “Square root filtering and smoothing for
discrete processes”. Ph.D. dissertation. Den. Aerosn. Astronaut.
,
Stanford.
Kaminski, P.G., A.E. Bryson y 8.?. Bcbaidt <1971>. “Discrete
square root filtering: A survey of current techniques”. IEEE
Transactions on Automatic Control, vol. AC—l6, n06, pág. 727-735.
Kaminski, P.G. y A.E. Bryson <1972>. “Discrete square root
smoothing” Proc. AIAA Guidance and Control Conference, paper 72-
877.
taiman, R.E. <1960>. “A new approach to linear filtering and
prediction problems”. Transactions of the ASME. Journal of Basic
Enciineering, vol. 82, pág. 35—45.
Kalman, RE. y LB. Bucy <1961>. “New results in linear filtering
and prediction theory”. Transactions of the ASME. Jaurnal of
Basic Engineering, pág. 95—108.
Ritagava, G. <1981). “A nonstationary time series niodel and its
fittinq by a recursive filter”. Journal of Time Series Analvsis
,
n22, pág. 103—116.
Kohn, R. y C.F. Ansley (1983). “Fixed interval estimation in
state space models when some the data are missing or aggregated”.
Biometrika, vol. 70, n03, pág. 683—688.
Lancaster, P. y L. Rodman (1980). “Existence and uniqueness
theorems for the algebraic Riccati equation”. International
Journal of Control, vol. 32, n~2.
Laub, 1.3. <1979>. “A Schur method for solving algebraic Riccati
equations”. IEEE Transactions Automatie Control, vol. A.C—24, pág.
913—921.
215
Laub, 1.3. <1993). “Numerical aspects of solving algebraic
Riccati equations”. Proc. IEEE Cof. Decision ana Control, pág.
184—186.
Leondes, O.T. <1970). “Theory and applications of ¡Calman filte—
ring”. NATO Advisorv Groun for Aerospace Res. Develon., AGAIiDo-
graph 139.
Lindquist, 1. <1974). “A new algorithm for optimal filtering of
discrete time stationary processes”. SIAM J. Control, vol. 12,
n~4, pág. 737—746.
Ljung, L. y T. Railath <1977>. “Efficient chanqe of initial
conditions, dual Chandrasekhar equations and some applications”.
IEEE Transactions of Automatic Control, vol. 22, n~3, pág. 443—
447.
Ljung, 8. y L. Ljung <1985>. “Error propagation properties of
recursive least—squares adaptation algorithms”. Automatica, vol.
21, pág. 158—167.
McGiifin, P.B. y D.N.P. Murthey (1980>. “Parameter estimation tor
autorregresive systems with missing observations”. International
Jaurnal of Systems Science, vol. 11, n~9, pag. 1021—1034.
Mehra, R.K. <1976>. Identification and estimation of the error—
in-variables model (EVM) in structural form, en R.J.B. Web
(editor), Stochastic Systems: Modelino Identification and
Ovtimization, vol.l, North—Holland, Amsterdam.
¡Lendel, 3. <1971). “computational requirements for a discrete
Kalman filter”. IEEE Transactions on Automatie Control, vol. AC—
16, n06, pág. 748—758.
Morf, 14. y T. Railath <1974). “Square root algorithms for least
squares estimation”. IEEE Transactions on Automatic Control, vol.
AC—20, n~4, pág. 483—497.
216
Morf, 14., G.B. Sidhu y T. Railath <1974>. “Some new algorithms
for recursive estimation in constant, linear, discrete—time
systems”. IEBE Transactions on Automatic Control, vol. AC—19, n2
4, pág. 315—323.
Pagan, 1. <1980>. “Some identification and estimation results for
regression models with stochastically varying coefficients”.
Jaurnal of Econometrics, vol. 13, n23, pág. 341—363.
Pappas, T., A.T. Laub y LR. Bandeil <1980). “Qn numerical
solution of the algebraic Riccati equation”. IEEE Transactions on
Automatic Control, vol. AC-25, n24, pág. 631—641.
Parzen, E. (1984). Time series analysis of irregularly observed
data. Springer-Verlag, New York.
Ralston, A. y P. Rabinowitz <1979>. A first curse in numerical
analysis. McGraw-Hill International Editions, Singapore.
Rainain, 2. <1986>. “The energy demand elasticity in relation to
gross domestic product (A relevant indicator?>”. Enercsv Econo
—
mics, pág. 29—38.
Rosenberg, B. <1973>. “The analysis of a cross section of time
series by stochastically convergent paraineter regression”. Annals
of Economic and Social Measurement, vol. 2, n~4, pág. 399—428.
Rosenbrock, E.U. <1970). State-Space and Multivariable Theory.
John Wiley, New York.
Scbmidt, G.T. <1976). “Linear and Nonlinear Filtering Tecniques”.
Control and Dvnamic Systems, vol. 12, pág. 63-95.
Sablee, F.M., 0.3. atandish y N.Y. Toda <1967>. “Divergence in
the ¡Calman filter”. AIAA J., vol. 5, pág. 1114—1120.
217
Schveppe, F.C. <1965>. “Evaluation of likelihood functions for
gaussian signals”. IEEE Transactions of Information Theorv, vol.
IT—ll, n01, pág. 61—70.
Shea, B.L. <1983>. “Maximum Likelihood Estimation of Multivariate
Time Series via the ¡Calman Filter”. PhD dissertation, University
College of Wales, Aberystwyth.
ahea, B.L. <1989>. “The Exact Likelihood of a Vector Autoregres-
sive Moving Average Model”. Annlied Statistics, vol. 38, n~l,
pág. 161—204.
Silveruan, L.M. <1976>. “Discreto Riccati equations: alternative
algorithms, asymptotic properties, and system theory interpreta-
tions”. Control and Dynamic Systems, vol. 12, pág. 313—384.
Sorenson, It.W. <1976>. “An overview of filtering and stochastic
control in dynamic systems”. Control and Dvnamic Systems, vol.
12, pág. 1—56.
Tanaka, 14. y T. Katayaaa <1987>. “Robust ¡Calman filter for linear
discrete—time system with gaussian sum noises ‘½ International
Journal of Systems, vol. 18, n~9, pág. 1721-1731.
Terceiro, 3. <1975>. “Error analysis of the linear stochastic
control problem”. Proceedincis of the eicíht Hawaii International
Conference in Systems Sciences. Western Periodical Companv, pág.
66—78.
Terceiro, 3. (1990>. Estimation of dynamic econometric modeis
with errors in variables. Snringer-Verlag, Heidelberg.
Thornton, C.L y G.J. Bierman <1980>. “UDU~ covariance factoriza-
tion of ¡Calman filtering”. Control and Dvnamic Systems, vol. 16,
pág. 177—248.
218
Vaughn, D.R. <1970). “A nonrecursive algebraic solution for the
discrete Riccati equation”. IEEE Transactions on Automatic
Control, vol. AC-15, n~5, pág. 597—599.
Verhaegen, >1. y P. Van Dooren <1936>. “Numerical aspects of
different ¡Calman filter implementations”. IEEE Transactions on
Automatic Control, vol. AC-31, n010, pág. 907—917.
Verhaeqen, 14. y E. Van Dooren <1988). “New insights in the
numerical reliability properties of existing ¡Calman filter
implementations”. Control and Dvnamic Systems, vol. 29, pág. 1-
45.
Wald, A. (1949>. “Note on the consistency of the maximum
likelihood estimate”. Annals of Mathematical Statistics, vol. 20,
pág. 595—601.
Watanabe, K. <1985>. “A note on the ¡Calman filter with estimated
parameters”. Journal of Time Series Analvsis, vol. 6, rx~4, pág.
2 69—278.
Watanabe, E. (1937>. “simple method for solving the constant
gains of ¡Calman filters with single output”. International
Journal of Control, vol. 46, n~3, pág. 849—864.
Watson, N.U. y E.?. Engle <1983>. “Alternative algorithms for the
estimation of dynamic factor, MIMIC and varying coefficient
regression models”. Journal of Econometrics, vol. 23, n03, pág.
385—4 00.
Nertí, y., 14. Gevers y E.J. Hannan (1982>. “The determination of
optimum structures for the state—space representation of multiva—
riate stochastic processes”. IEEE Transactions on Automatic
Control, vol. AC—27, n~ 6, pág. 1200—1210.
Wiener, 14. <1949>. The Extrapolation, Interpolation and Smoothing
of Stationary Time Series. John Wiley, Nueva York.
219
¡<oid, II. <1954>. A study in the analysis of stationary time
series. Almavist & Wiksell, Stockholm.
Womble LE. y J.E. Potter <1973). “A prefiltering version of the
¡Calman filter with new numerical integration formulas for Riccati
equations”. Proc. 1973 IEEE Conference Decision and Control, San
Diego, pág. 63—67.
Young, P. <1984>. Recursive estimation and time—series analysis.
An introduction. Springer—Verlag, Heidelberg.
220
INDICE DE AUTORES
Agee 3, 22, 210
Anderson 11, 15, 129, 139,
151, 189, 191, 195,
206, 210
Andrews 3, 22, 210
Ansley 11, 181, 210, 215
Aoki 42, 43, 210
Bellantoní 2, 210
Belzer 194, 211
Biernan 2, 3, 11, 17,
22—24, 38, 39, 71, 161,
186, 194, 210, 211, 218
Bittanti 211
fox 108, 129, 150,
Broyden 101
Bucy 200, 211, 215
Caines 72, 211
Cancio 41, 2, 211
Chan 202, 205, 211
Demetry 190, 212
Dennis 84, 85, 87, 88, 99,
101, 212
Dodge 2, 210
Engle 71, 219
Fitzgerald 2, 212
Fletcher 101
Gardner 2, 212
Gui 85, 212
Goldfarb 101
210, 213
Goodwin 205, 211
Grandal 165, 168, 169, 173,
209, 213
Harvey 44, 181, 191, 212,
213
Heijmans 72, 213
Hendry 213
Hewer 204, 214
Hilímer 169, 214
Jazwinsky 11, 15, 190, 214
Jenkins 108, 129, 210, 213
Kailath 3, 24—26, 194, 212,
214—216
¡Calman 1, iii, y, viii, 2,
3, 4, 5, 11—18, 20—24,
26—29, 31, 37—39, 46,
108—127, 131, 133, 134,
135, 136, 139, 141,
142, 146, 153—155, 159,
160, 161—163, 179, 181,
183—193, 195, 200,
210—213, 215—219
¡Caminski 3, 214
Kohn 11, 181, 210, 215
Lancaster 203, 215
Laub 203, 211, 215, 216
Leondes 2, 3, 215
Ljung 212, 215, 216
Magnus 72, 213
Moore 11, 15, 189, 191,
195, 210
Morf 3, 24—26, 29, 194,
212, 216
221
Pagan 72, 216
Pappas 203, 216
Parzen 195, 216
Potter 3, 19, 21, 22, 24,
38, 219
Ramain 158, 208, 217
Richard 213
Rissanen 72, 211, 213
Rodman 203, 215
Rosenberg 196, 198, 217
Rosenbrock 43, 217
Sandelí 203, 216
Schlee 2, 217
Schnabel 84, 85, 87, 99,
101, 212
Schweppe 44, 217
Shea 3, 217
Sidhu 24, 26, 194, 216
Sin 2, 8, 9, 17—19, 22, 23,
25, 27, 33, 36—38, 42,
44, 48, 68, 71, 72,
80—82, 84, 87, 93, 95,
96, 98, 100, 104, 108,
113, 114, 129, 134,
141, 146, 179, 186,
189, 198—200, 205, 211
Terceiro 1, ji, 2, 4, 10,
43, 68, 113, 163, 181,
196, 218
Thornton 2, 17, 23, 25, 71,
161, 186, 211, 218
Tiao 169, 214
Turner 3, 22, 210
Van Dooren 3, 39, 218
Vandergraft 194, 211
Vaughn 203, 218
Verhaegen 3, 39, 218
Wald 72, 163, 218
Watanabe 46, 218, 219
Watson 71, 181, 219
Wertz 9, 219
Willems 211
Young 181, 219
222
INDICE DE PALABRAS
actualización 12, 13, 83,
93, 185—189, 193
algoritmo de Bierman 22, 39
algoritmo de la raíz
cuadrada 37
algoritmo de Potter 3, 22,
38
aproximación por diferencias
finitas 98, 99
asintóticamente estable 135
autovectores generalizados
202, 203, 205
backtracking iv, 79, 80,
86, 88, 94
condicionamiento iv, 3, 16,
83, 85, 100, 136, 147,
161, 173, 179, 187
condiciones iniciales y, 2,
5, 15, 21, 26, 30—33,
35, 43, 51, 52, 60, 64,
70, 82, 101, 103, 104,
110, 133, 134, 180,
192—198
consistencia 72
convergencia iv, 77, 78,
82, 85, 87, 95, 96, 99,
102, 205
descomposición de Cholesky
22, 84
desestacionalización 181
dimensión mínima 4, 42, 180
dimensión no minina 43, 180
dirección de ascenso 81
dirección de búsqueda viii,
77, 79
dirección de Cauchy iv, 81,
82, 93, 97
dirección de cuasi—Newton
87, 91, 93
dirección de descenso 81,
82, 87, 92
dirección de Newton iv,
82—84, 86, 93, 97
double dogleg 93, 100
ecuación algebraica de
Riccati ix, 200
ecuación de estado 7, 9
ecuación de Lyapunov 31, 51
ecuación de observación
7—10, 19, 21, 22
ecuaciones de Chandrasekhar
3, 4, 24, 26, 29, 37,
43, 111, 112, 113, 136,
179, 180
eficiencia asintótica
errores de observación
8, 43, 113, 181
escalamiento iv, 97, 98
espacio de los estados
2, 4, 5, 7—10, 12,
40, 41, 42—44, 72,
104, 108, 133, 146,
151, 155, 158, 163,
170, 180, 183, 188,
estabilidad numérica 2,
18, 23, 39, 161
estacionalidad 150
estacionaríedad 108, 150,
151, 165, 166
estado y, vii, ix, 7-13,
15, 17—22, 25, 27, 28,
73
vii,
iii,
31,
103,
211
4,
223
formulación impropia 1033, 37, 39, 42, 43, 45,
47, 48, 69, 103, 104,
111, 133—138, 141—144,
151, 154—158, 160—163,
179, 180, 183, 184—187,
189—193, 195—201
estado estacionario ix,
142, 158, 163, 200, 201
estimación máximo verosímil
211
estimación recursiva 12,
37, 193
factorización iii, 3, 4,
18—26, 28, 29, 32, 33,
37, 38, 70, 71, 84, 85,
160, 180, 201
filtrado 11, 12, 181, 201
filtro de Chandrasekhar 1,
iii, 2, 3, 5, 11, 26,
27, 35, 36—38, 45—49,
54, 70, 71, 103,
109—113, 133, 134, 135,
141, 142, 151, 154,
155, 159, 160, 162,
169, 171, 179, 181,
196, 197
filtro de ¡Calman 1, iii, y,
viii, 2, 3, 5, 11—18,
20, 21, 22—24, 26—29,
31, 37—39, 46, 108—122,
134—136, 139, 141, 142,
154, 155, 159—162, 179,
181, 183—193, 195, 200
filtro de la matriz de
información 192, 193
filtro de la raíz cuadrada
19, 194
forma de espacio de los
estados iii, 2, 4, 5,
7—10, 12, 40—44, 103,
108, 151, 155, 158, 180
forma estructural 41
forma reducida 41
forma simétrica 36
formulación propia 10
función cuadrática 83, 86,
198
función de autocorrelación
parcial ix
función de autocorrelación
simple ix
función de densidad
condicional 44
función de densidad conjunta
44
función de verosimilitud
iii, iv, viii, 2, 4, 5,
37, 44, 45, 46, 49, 54,
68, 71, 86, 131, 132,
136, 139, 140, 145,
147—149, 160, 169, 172,
173, 179, 181, 192,
195—197
función objetivo 47—49, 76,
78, 79, 81—83, 100,
101, 103, 104
ganancia del filtro de
¡Calman viii, 21, 22,
27, 31, 37, 187, 190
gradiente de la función de
verosimilitud 49, 160
hessiano analítico 101
hessiano de la función de
verosimilitud viii, 2,
54, 68
heterocedasticidad dinámica
181
hook step 92, 93, 100
incertidumbre 16, 187, 189,
192
inestabilidad numérica 161,
192
inicialización y, 5, 192
224
insesgadez asintótica 72 modelos ARMA univariantes
interpolación óptima 181
inversa generalizada 199
invertibilidad 100, 111,
139, 165, 166
line—search iv, 79, 86—88,
91, 94, 100, 110
longitud de paso iv, ix,
77, 79, 80, 86, 88, 90,
91
matriz de covarianzas vii,
viii, 2, 13, 15, 16,
18—22, 27, 28, 31, 33,
37, 38, 48, 68, 69, 76,
134, 135, 156, 160,
161, 184—187, 189—193,
197, 201
matriz de incrementos viii,
26, 37, 38
matriz de información viii,
2, 4, 5, 19, 37, 68,
70, 71, 103, 110, 147,
160, 163, 169, 172,
180, 192, 193, 194
matriz de transición 201
matriz de
varianzas—covarianzas
16, 28, 49, 54, 183
matriz definida positiva
84, 190, 199
matriz en forma Schur 19,
22, 24, 38, 203
mininos cuadrados con
retroprevisión 108,
109, 111—113, 131, 139,
146, 154, 159, 160
mínimos cuadrados ordinarios
ix
mínimos cuadrados ponderados
iv, 76, 91
108
modelos de función de
transferencia 5,
30—33, 35, 39, 46, 48,
49, 51, 54, 60, 108,
133, 134
modelos estacionarios y, 5,
12, 191
modelos gaussianos y, 108,
110, 113, 165
modelos multivariantes 4,
32, 35, 45, 47, 52, 62,
72, 73, 191
normalidad asintótica 72,
73
número de condición 18, 39,
85
optimalidad 17, 37, 190
optimización iv, y, 5, 46,
48, 71, 76, 78, 79, 86,
98, 100, 102, 110, 135,
136, 173
parámetros cambiantes 181
predicción 11—13, 17, 45,
76, 185—188, 197, 211
proceso de innovaciones
vii, 13, 23, 27, 48,
49, 54, 68, 69, 71,
186, 197, 198
proceso de ruido blanco
145, 158
propagación 3, 15, 21, 32,
33, 37, 39, 60, 71,
135, 142, 155, 161,
187, 192, 193
región de confianza 93, 94,
97, 102
restricciones lineales 163
225
retroprevisión 108, 109,
111—113, 115—122, 131,
139, 146, 153, 154,
159, 160, 195
simulación 111—127
sistema dinámico 7, 8
sistema dinámico 11, 181,
210, 214, 219
test de Wald 163
test del multiplicador de
Lagrange ix, 71, 163
tolerancia 95—97, 102, 205
transformación Box—Cox 150
transformaciones ortogonales
23, 203, 205
226
