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(i) Summary 
 
Although the energetic balance of forces stabilizing proteins has been established qualitatively 
over the last decades, quantification of the energetic contribution of particular interactions still 
poses serious problems. The reasons are the strong cooperativity and the interdependence of non-
covalent interactions. Salt bridges are a typical example. One expects that ionizable side chains 
frequently form ion pairs in innumerable crystal structures. Since electrostatic attraction between 
opposite charges is strong per se, salt bridges can intuitively be regarded as an important factor 
stabilizing the native structure. Is that really so? In this chapter we critically reassess the 
available methods to delineate the role of electrostatic interactions and salt bridges to protein 
stability, and discuss the progress and the obstacles in this endeavor. The basic problem is that 
formation of salt bridges depends on the ionization properties of the participating groups, which 
is significantly influenced by the protein environment. Furthermore, salt bridges experience 
thermal fluctuations, continuously break and re-form, and their lifespan in solution is governed 
by the flexibility of the protein. Finally, electrostatic interactions are long-range and might be 
significant in the unfolded state, thus seriously influencing the energetic profile. Elimination of 
salt bridges by protonation/deprotonation at extreme pH or by mutation provides only rough 
energetic estimates, since there is no way to account for the non-additive response of the protein 
moiety. From what we know so far, the strength of electrostatic interactions is strongly context-
dependent, yet it is unlikely that salt bridges are dominant factors governing protein stability. 
Nevertheless, proteins from thermophiles and hyperthermophiles exhibit more, and frequently 
networked, salt bridges than proteins from the mesophilic counterparts. Increasing the thermal 
(not the thermodynamic) stability of proteins by optimization of charge-charge interactions is a 
good example for an evolutionary solution utilizing physical factors. 
 
 
(ii) Keywords: electrostatic interactions, salt bridge, protein stability, thermal stability, 
denatured state, pK, protein unfolding 
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1. Introduction 
The stability and functionality of proteins is the result of the delicate balance between 
different types of non-covalent interactions and thermodynamic forces. Among them, 
electrostatic interactions were the first considered as a factor responsible for stabilizing the 
folded protein. Already in the first decades of the 20-th century it was recognized that proteins 
exhibit properties reminiscent of the properties of water-soluble, charged colloid particles with a 
compact structure. Protein stabilization by electrostatic interactions became the dominating 
concept after the work of Linderstrøm-Lang (1), who published in 1924 his seminal theory 
providing for the first time quantitative explanation/description of proton titration curves and 
pH-induced denaturation. The ideas of Linderstrøm-Lang are the basis of the present 
understanding of electrostatic interactions, although they were introduced even before all amino 
acid types constituting proteins were known. In the following decades, in parallel with the 
rapidly accumulating information on the spatial structure of proteins, the importance of hydrogen 
bonds in stabilizing regular secondary structure elements and tertiary folds was identified (2,3). 
In his famous review published in 1959 Kauzmann emphasized the fact that about half of the 
amino acids found in proteins have hydrophobic, non-polar side chains, and argued that the 
hydrophobic effect is the major factor stabilizing proteins (4).  
Although more than 40000 protein structures are deposited in the Protein Data Bank at 
present, and this number grows exponentially, a wide spectrum of questions related to the 
stability and the functionality of proteins awaits answers. The quantitative assessment of the 
contribution of weak non-covalent bonds to protein folding and stability is a major goal of 
modern protein science, yet in many cases the interpretation of available data is controversial (5). 
In this chapter we present approaches aiming at estimation of the contribution of electrostatic 
interactions, particularly of salt bridges, to the unfolding free energy, and discuss the present-day 
views about their role in protein stability and function. The very nature of charge-charge 
interactions poses difficulties in quantitative description and defining their importance. In 
contrast to the other types of non-covalent interactions they are short-range and long-range and 
depend on ionization equilibria, which in turn are governed by electrostatic interactions 
themselves. The correct understanding of the interplay of electrostatic interactions with all other 
non-covalent interactions is of prime importance in developing robust strategies for rational 
design of proteins with desired properties for medical and biotechnological applications. The 
material presented is largely focused on theoretical approaches. Computational studies of 
electrostatic interactions enjoy growing popularity since they provide the unique opportunity to 
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analyze pair-wise interactions in atomistic detail and to delineate discrete energy terms, 
information which is not available from “wet” experiments. 
  
2. Definitions, concepts and formalism 
2.1. Electrostatic interactions and salt bridges 
In protein science, the term electrostatic interactions is used as an generic term in referring 
to interactions between charged groups, whose ionization state depends on pH and on the 
specific environment, including the interactions with the partial charges of polar but non-
ionizable groups (dipoles). When protonated, the imidazole group (histidine), amino groups (ε-
amino group of lysine and the N-terminal amino group), and the guanidinium group (arginine) 
are positively charged. Carboxyl groups (aspartic acid, glutamic acid, the C-terminal 
carboxylate), the thiol group (cysteine), and the hydroxyl group of the phenol ring (tyrosine) are 
negatively charged in their deprotonated forms. Usually, charged groups tend to be accessible to 
the solvent. In many cases, oppositely charged groups are close to each other, thus forming ionic 
pairs or salt bridges. A salt bridge is defined as a hydrogen bonded pair of charges of opposite 
sign. Obviously, the formation of a salt bridge depends on the protonation state of the partners 
and hence on pH. It should be noted that charge-charge attraction or repulsion could be 
significant even if the geometrical centers of the functional groups are separated by distances 
larger than 4 Ǻ, the distance usually used to identify a salt bridge. Long-range electrostatic 
effects are important not only for the stability of proteins but also for their functionality (ligand 
binding, substrate tunneling, catalysis, etc). 
 
2.2. Folding/unfolding equilibrium and electrostatic interactions 
The stability of a protein molecule at given conditions is defined by the difference in the 
free energies between its unfolded (denatured) and folded (native) states. The same is valid for 
the electrostatic term of the free energy: 
 
elFelUel GGG ,, ∆∆∆ −= , (1) 
∆GU,el and ∆GF,el are the electrostatic free energies corresponding to the unfolded and folded 
state of the protein, respectively. It is commonly accepted that ∆Gel originates mainly from the 
changes in interactions ionizable groups are involved in. Perhaps the most prominent 
manifestation of the influence of electrostatic interactions (and salt bridges in particular) in 
protein stability is the phenomenon of pH-induced denaturation (see Section 4). Assuming that 
only the electrostatic interactions are changed by pH variation, Eq. 1 can be written as: 
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is the average number of protons bound to the protein in the unfolded (U) and in the folded (F) 
state, respectively, whilst θι is the degree of protonation of titratable site i, often referred to as 
titration curve of this site. The total number of titratable (ionizable) sites is N. Equation 2 can be 
obtained in terms of protonation/deprotonation equilibria (6) or from a statistical mechanics 
treatment (7). The bottom line is that the quantitative evaluation of the role of electrostatic 
interactions in the stabilization of the native protein structure requires knowledge, 
experimentally obtained or theoretically predicted, of the ionization equilibria in both, the 
unfolded and the folded state. The experimental approaches to the problem are discussed in 
Section 4. 
[Figure 1 here] 
2.3. Ionization equilibria 
 The ionization behavior of each titratable site is described by the proton dissociation 
constant, often designated as Ka, which is linked to the free energy according to 
aaa KRTKRTG p3.2log3.2 =−=∆ . ∆Ga can be dramatically influenced by the rest of the protein 
moiety. (Henceforth, we omit the subscripts a for clarity of notation). In other words, individual, 
chemically identical titratable sites experience the influence of different environments and could 
have very different ionization properties. The most relevant factors regulating the ionization 
equilibria are listed in Table 1. For the moment we consider a fixed spatial organization of 
titratable sites (single conformer). The very important influence of the conformational flexibility 
(factor 4 in Table 1) will be discussed in Section 3.1.2. The influence of the desolvation (factor 1 
in Table 1) on the ionization equilibrium constant of a given site can be evaluated by the 
thermodynamic cycle illustrated in Fig. 1. The term pH)p(3.2S −=→ moddp KRTG∆  is the energy 
of deprotonation of the considered group when the influence of the protein moiety is completely 
ignored, i.e. the group is considered as model compound dissolved in water. Obviously, S dpG →∆  
can be obtained just by knowing the deprotonation constants of the relevant model compounds 
(Kmod), for instance acetyl-X-amide, where X stands for different titratable groups (Table 2). 
According to the cycle, the quantity of interest, the free energy of deprotonation, P dpG →∆ , of a 
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given site in the protein is related to the deprotonation energy of the model compound S dpG →∆  
by:  
 
( ) solmodpddpdp GKRTGGGG ∆∆∆∆∆ +−=−+= →→→→ pHp3.2PSPSSP , (4) 
The difference PSPS →→ −= pdsol GGG ∆∆∆ is the desolvation energy (factor 1 in Table 1), which 
represents the difference of PS→dG∆  and PS→pG∆ , the free energies of transfer of the titratable site 
(as a model compound) from the solution to its location in the protein in the deprotonated state 
and in the protonated state, respectively. As defined here, solG∆ is related to the process of 
deprotonation of a given group, rather than to its ionization. For groups which become ionized 
upon protonation the desolvation energy has the opposite sign.  
[Table 1 here] 
[Table 2 here] 
 Among alternatives, P dpG →∆ according to Eq. 4 is most frequently evaluated 
computationally using continuum electrostatics models. In these models the protein molecule is 
presented as a material with low dielectric constant immersed in the high dielectric medium of 
the solvent. For this system the Poisson-Boltzmann equation is solved (14,15). The following 
assumptions are implicit in the continuum electrostatics calculations. (i) The protein is 
represented by a single conformer. Any conformational changes that may occur upon ionization 
are neglected. (ii) PSPS →→ −= pdsol GGG ∆∆∆  is electrostatic in nature, which simplifies the model 
and is reasonable in the context of (i). (iii) The interaction between any couple of charges does 
not depend on the presence of other charges. In such a way, the different contributions to the 
electrostatic energy can be considered separately. In other words, the total electrostatic energy is 
assumed to be an additive sum of independent energy terms that correspond to different sources 
of the electrostatic field.  
With the above assumptions, the energy of deprotonation of a given site, i, can be 
presented as a sum of the different electrostatic contributions corresponding to factors 1 to 3 
listed in Table 1: 
 tc,ipc,isol,iimod,
P
d,ip GGGKRTG ∆∆∆∆ +++−=→ pH)p(3.2   (5) 
The term ∆Gpc,i is the change of the electrostatic energy of interaction between the charges of site 
i and the protein permanent, pH-independent charges (dipoles) upon deprotonation of this site 
(factor 2 in Table 1). Metal ions coordinated by the protein structure are also considered 
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permanent if their valence is not changed in parallel with the change of the protonation state of 
the protein.  
The last term in Eq. 5, ∆Gtc,i, accounts for the charge-charge interactions of the i-th site 
with the rest of the titratable sites (factor 3 in Table 1). This energy obviously depends on the 
protonation state of all titratable sites. At different pH values, the titratable sites will be in 
different protonation states, depending on their chemical nature and environment, i.e. the protein 
will be characterized by different charge constellations. If the charge constellation corresponding 
to an arbitrary pH is known, the task of calculating titration curves of the individual sites, 
θ i(pH), and hence of νF(pH), is solved (see Eq. 3). The solution of this problem is provided by 
statistical mechanics formulations, first introduced for pK calculations by Bashford and Karplus 
(16). A single protonation state of a protein molecule with N ionizable sites is completely 
described by an N-component vector, x=(x1, x2, … xi, … xN), whose i-th component, xi, has value 
of 0 or 1 depending on whether the i-th group is protonated or deprotonated. Thus, at given state 
x of the protein and pH, the energy of the protein-solvent system can be expressed as:  
 ∑∑∑
≠
+−=
i ij
jxix
i
ii jiWKxRTG ,int, 2
1pH)p(3.2)pH,(x∆   (6) 
Indices i and j enumerate all titratable sites, and ji jxixW ,  is the charge-charge interaction energy 
between site i in microscopic state xi and site j in microscopic state xj. The average value of any 
variable xi coincides with the degree of deprotonation and is given by the Boltzmann statistical 
sum: 
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α  . (7) 
The summations in the above equation are over all 2N possible protonation states {x}. The 
calculation of αi(pH) is, in fact, equivalent to calculating θi(pH) = 1−αi(pH), which can be used in 
Eq. 3 for calculation of the protein titration curve. It should be noted that Eq. 7 is adequate only 
within the limits of the implicit assumptions of the continuum model, as discussed above. In 
principle, Eq. 7 can be extended to a more general case by including other features and 
properties that can influence the ionization equilibria, for example for redox sites or ligand 
binding (17). Without violation of the main assumptions stated above, another extension has 
been proposed (18,19) accounting for alternative proton binding on the titratable groups and for 
alternative orientation of the polar hydrogens of the non-titratable groups, i.e. for tautomers and 
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rotamers. Although these extensions improve the description of the ionization behavior of the 
protein molecule, they remain within the limits of a single conformer representation. 
 
3. Electrostatic properties of proteins 
 Proteins exist as a mixture of states separated by free energy barriers. In the simplest case 
described here, only the native (folded) and the denatured (unfolded) states are 
thermodynamically relevant. The energetic difference between these states arises from 
differences in the balance of non-covalent interactions, interactions with the solvent and entropic 
factors. We consider separately the electrostatic properties of folded and unfolded proteins for 
clarity, bearing in mind that both states are equally important in describing protein energetics. 
 
3.1 Ionization equilibria in folded proteins 
 As already pointed out, the steric and chemical properties of the surroundings of titratable 
groups could profoundly change their ionization properties. This is very important in the context 
of folded proteins, since the position of charges is fixed by the global fold and re-adjustment of 
charge-charge distances is limited by rotation around side chain bonds. In this section we discuss 
the influence of the factors listed in Table 1 on the ionization behavior. 
 
3.1.1 Solvent accessibility and charge-dipole interactions 
[Figure 2 here] 
Since ipcG ,∆ and isolG ,∆ of Eq. 5 depend only on the protein structure (i.e. on how the 
particular group is situated in the protein) but not on the charge-charge interactions with other 
titratable sites, it is convenient to introduce the quantity intrinsic pK for the individual sites: 
 )()3.2(pp 1 pc,isol,iimod,iint, GGRTKK ∆∆ ++= −  , (8) 
Similarly to pKi,mod, pKint,i is pH independent. Knowledge of the intrinsic pK is useful in different 
aspects. One of them is that it already provides information about the role of the individual 
components of electrostatic interactions in the stabilization of the native protein structure. The 
most significant influence has the term isolG ,∆ . The effect of burial of the titratable sites is 
manifested by stabilization of their neutral form (increasing pK of acidic groups and decreasing 
pK of basic groups). Due to the desolvation energy, a group completely buried in the protein 
interior may shift its pK value by up to 25 pH units (21). Taking into account that ∆Gsol,i is 
unfavorable if the deprotonation is related to charging of site i, it becomes clear that the 
desolvation penalizes charge burial. Buried titratable groups are usually surrounded by polar 
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environment, so that the term ∆Gpc,i tends to partially compensate the desolvation penalty 
(21,22). An illustration of the effect of compensation of these two factors is given in Fig. 2, 
where the combined results of pK calculations on Asp121 in Bacillus circulans xylanase and MD 
simulations are presented (23). During the first 300 ps of the simulation, the carboxyl group of 
Asp121 is accessible to the solvent which is reflected by the low ( )RTGK solsol 3.2/p ∆∆ = and 
( )RTGK pcpc 3.2/p ∆∆ =  values calculated for trajectory snapshots. After about 400 ps the 
carboxyl group of Asp121 becomes partially buried. As a result, solKp∆  increases, thereby 
stabilizing the neutral form of the carboxyl group. At the same time, the energy of interactions 
with the peptide dipoles from the surrounding becomes more favorable, thereby stabilizing the 
charged form. This compensatory effect is typical and reflects the chemical properties of proteins 
as polypeptides (24).  
 
3.1.2 Conformational flexibility 
 Proteins are flexible entities. The amplitude of thermal motions can be significant. 
Moreover, changes in the chemical composition of the solvent and physical-chemical parameters 
can introduce conformational changes on a local or global scale. Since the formalism outlined in 
Section 2 is adequate only for fixed atomic positions, the assessments of the ionization equilibria 
based on a single protein conformer (usually determined by X-ray crystallography) are correct 
either only for a set of sites with limited flexibility, or only in a narrow pH interval, for which the 
corresponding structure is relevant. The X-ray structure does not necessarily represent the 
ensemble of structures of the protein in solution. Due to crystal contacts the protein molecule 
may adopt conformations which are negligibly populated in solution. Also, conformational 
changes may occur due to changes of the protonation state of the protein. To give an example, 
the experimentally observed pK values of Glu28 and Asp29 from RNase T1 can be reproduced 
only if the nearby Lys25 is considered flexible (25). The conformational flexibility is perhaps the 
key factor providing coupling between electrostatic interactions and other non-covalent 
interactions in proteins.  
Different approaches have been devised to deal with protein flexibility in electrostatic 
calculations. Flexibility can be implicitly accounted for by adjusting the protein dielectric 
constant in continuum PB calculations (26-28). Although such methods generally make pK 
predictions closer to the experiment, being still based on a single conformer, they are incapable 
to reveal any correlation between protonation and structural changes. Other approaches attempt 
an explicit treatment (14,17,29). However, it is computationally demanding, which practically 
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prohibits its application in full. The reduction of the complexity is most commonly made by 
using a limited, but representative, number of conformations.  
The ionization free energy depends primarily on local environmental effects. A large 
number of studies have focused on description and analysis of local conformational flexibility 
effects on ionization equilibria of individual titratable sites (18,19,30-35). For example, the 
conformational space defined by the side chain torsion angles can be systematically explored 
(31). Alternatively, side chain conformations with maximized solvent accessibility could be 
considered along with the “native” conformer as seen by X-ray crystallography (32).  
Information about conformational flexibility can be extracted from ensembles of NMR 
strucutres, which are presumed to give a good representation of protein structural diversity in 
solution. An overall improvement of pK towards the experimental data can be achieved by 
averaging the pK values calculated using all members of the NMR ensemble (36). However, 
since NMR ensembles typically consists of only 10-50 conformers, averaging is arithmetic, i.e. 
all conformers are given equal statistical weights, an assumption which has no rigorous physical 
ground. It was also demonstrated that in regions where NMR and X-ray structures differ 
significantly the pK values calculated on the basis of the X-ray structures are in better agreement 
with the experimental data (37). For solvent exposed residues, however, a better agreement with 
the experimental results has been obtained using NMR structures. One can speculate that crystal 
contacts, as it was pointed out above, are one of the main sources of failing to correctly predict 
the ionization equilibria in proteins. 
Alternative approaches to account for the conformational flexibility is to collect ensembles 
of structures generated by molecular dynamics simulations. Various protocols combining 
calculations of ionization equilibria with simulated protein flexibility have been elaborated. In 
different approaches, the considered structural changes rank from involving only polar hydrogen 
atoms (18,19,30,33), to side-chain fluctuations (31,32,34,35,38), to global structural motions 
(6,23,28,39-42). Overall, pK values from MD ensemble averages were closer to the experimental 
values in most cases. However, the pKs of buried titratable groups were still badly captured by 
continuum methods (28). The intuitive explanation is the (still) limited sampling time. During a 
few hundreds of picoseconds solvent- exposed side chains can visit many alternative 
conformations with similar pK. This time might be insufficient for a buried, conformationally 
restrained side chain to visit fewer conformations with very different pK, since the transition 
might require global conformational rearrangements, which occur on longer time scales. Below 
we briefly summarize several interesting conclusions that can be made from MD-based studies 
of the ionization properties of proteins. (i) Longer simulation times are required to achieve 
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approximately constant average pK. For example, simulations of at least 500 ps were necessary 
to collect ensembles reproducing the experiment for the majority of titratable sites in Bacillus 
circulans xylanase, but for some sites sampling for more than 1 ns was required. (23). An 
illustration is given in the lower panel of Fig. 2, showing the time evolution of pK of Asp121. (ii) 
Multiple shorter MD trajectories (starting from the same initial structure) might be superior to a 
single MD trajectory of the same total length (41). (iii) The initial structure is likely to influence 
the results of continuum pK predictions (23), although this is not always the case (43). It appears 
that, again, the extent of sampling is more important. Also, even with different initial structures, 
the ionization of buried residues (including active site residues) is not well reproduced. (iv) The 
calculated pK values are likely to be biased by the choice of the initial protonation state. The 
problem could be overcome by collecting conformers from two independent molecular dynamics 
runs: one with all titratable sites charged and one with all sites neutral (6,40). In this case, 
however, the benefit of the ergodic hypothesis is lost. In view of the ever growing computational 
power and the refinement of force fields, one can say that the combination of pK calculations and 
molecular dynamics simulation is currently the most promising approach for analysis the 
influence of conformational flexibility on the ionization equilibria in proteins. It will be 
illustrated in the next section that considering and understanding of this influence is of prime 
importance for evaluation of the role of electrostatic interactions in protein stability. 
 
3.2. Ionization equilibria in unfolded proteins  
 Because the unfolded state is by definition an unstructured and fully solvated state, the 
easiest and often used way of handling electrostatic interactions in denatured proteins is to ignore 
them. This so-called null approximation can be (but must not be) justified for extreme cases 
where electrostatic interactions are screened, for instance by denaturing agents such as GdmCl. 
In all other cases (denatured states induced by heat, non-ionic denaturants or pressure), the 
assumption of non-existent electrostatic interactions is unjustified for prediction of the 
electrostatic term of unfolding energy (44). Indeed, experimental work has occasionally 
identified pK shifts from the model values (pKmod), indicating non-zero electrostatic interactions 
(45-47). There is no reason to believe that the cited cases are an exception and electrostatic 
interactions in other unfolded proteins should be neglected. 
The question is then, could electrostatic interactions in denatured proteins be considered 
quantitatively? Since experimental studies with denatured proteins are difficult and are severely 
limited by the low population of that state at benign conditions, theoretical approaches to the 
problem are indispensable. Many attempts have been made to find a solution. The denatured 
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state has been modeled with an extended backbone and side chain conformation, assuming 
complete hydration and maximized charge-charge distances (27). Another approximation is to 
project side chain charges on the backbone of a simplified polypeptide chain, thus reducing 
charge-charge interactions to interactions between sequentially neighboring charges (48). Others 
modeled the denatured state as having native-like topology, yet being “swelled”, reflecting the 
increased hydrodynamic radius of and the generally increased charge-charge distances in 
denatured proteins (49). Continuum pK calculations using the mentioned models have 
demonstrated good agreement with the experimental data. However, they all are designed to 
solve specific tasks. They also have a major limitation, namely, only one possible (and fixed) 
distribution of charges is assumed. Such a situation is physically unrealistic, since denatured 
proteins exist as large ensembles of rapidly interconverting conformers. 
Recently, more realistic models have been devised. According to Zhou, the denatured state 
is represented by a virtual Gaussian chain connecting titratable sites (50-53). The distance 
between charges is not fixed and exists as a distribution, which depends on the bond length and 
the number of bonds separating the virtual polymer elements. Another approach based on the 
continuum dielectric model and ideologically very close to that of Zhou represents the unfolded 
protein as a material with low dielectric constant (εp = 30-40) immersed in the high permittivity 
medium of the solvent (54). The shape of the dielectric cavity can be considered as an average 
over all possible conformations of a flexible chain, which results in a sphere inside which most 
of the protein atoms reside. The radius of this sphere can be the radius of gyration of an unfolded 
protein (54). In equilibrium, the charges are located on the surface of the dielectric cavity. The 
conformational heterogeneity of the unfolded ensemble is modeled by different charge 
configurations on the surface of the dielectric cavity, which can be calculated by Monte Carlo 
simulation. The fundamental advantage of these models is that the charge-charge distances are 
variable. The adequacy of the two similar approaches to predict the electrostatic properties of 
unfolded proteins was convincingly demonstrated by comparison of calculated pK values with 
experimental data. Recently, the pK values of some titratable groups in unfolded proteins were 
directly measured (55-57). These studies provided sound evidence that the considered pK’s are 
discrete and distinguishable from those of model compounds. As seen in Fig. 3, the two sets of 
calculated values agree fairy well with the experiment, the maximal deviation being 0.4 pH units. 
Although the measured or calculated pK shifts (in a still very limited number of denatured states) 
are smaller than those usually observed in folded proteins, these shifts are large enough to have 
detectable influence on the pH dependence of protein stability.  
[Figure 3 here] 
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4. Defining the role of salt bridges in protein stability by experiment, computation and 
structural analysis 
 
4.1 Experimental estimates of the electrostatic contribution to protein stability  
 The classical way to estimate the contribution of salt bridges to protein thermodynamic 
stability is to measure the free energy of unfolding ( UG∆ ) as a function of pH. The idea is 
simple. Since the charged form of the groups participating in salt bridges depend on 
protonation/deprotonation, increasing or decreasing the proton concentration will eliminate the 
negative charges or the positive charges, respectively, thereby disrupting the salt bridges. The 
measured difference in UG∆  relative to a pH, where the salt bridge partners corresponds to the 
electrostatic contribution of salt bridges to stability. The experiment can be performed in various 
ways. Thermal melting experiments at different pH values yield the unfolding enthalpy ( mH∆ ) 
and the midpoint of thermal denaturation (Tm). If the unfolding heat capacity change ( pC∆ ) is 
known either from direct measurements by heat capacity calorimetry (DSC) or from Kirchoff´s 
plots ( mH∆ -versus-Tm), UG∆  at any temperature can be calculated from the Gibbs-Helmholtz 
equation: 
 
 ( ) ( ) )pH(lnln1pH m
m
mp
m
mU KRTT
TTTTC
T
THpHG −





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−= ∆∆∆  (9) 
Alternatively, ∆GU can be assessed at benign temperature from isothermal denaturant-induced 
unfolding experiments using the linear extrapolation method (LEM) according to:  
 
 ( ) [ ] ( )pHlnpH)(
2/12/1 denU KRTdenmpHG −−=∆  (10) 
[Figure 4 here] 
The mid-point of denaturation is [den]1/2. At this denaturant concentration the fraction of 
unfolded protein (fU) is 0.5. The term ( ) [ ]denddenGdm )pH,(pH ∆=  (units of kJ−1 mol−1 M−1) 
describes the linear dependence of the unfolding free energy on the denaturant concentration in a 
narrow range of denaturant concentrations, where 0.4 < fU < 0.6. For unfolding of monomeric 
proteins, )pH(mK  and ( )pHK den 2/1 equal 1. For multimeric proteins, if unfolding is coupled to 
simultaneous dissociation to subunits,
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2/1 , where n is the number 
of subunits and Mtot is the total concentration of subunits. Both methods have advantages and 
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disadvantages, but the pH-dependence of ∆GU has been determined with high precision for many 
proteins. In the vast majority of cases, the acidic pH region is explored, since at the high pH 
required to protonate basic side chains chemical modifications occur. The typical outcome is 
shown in Fig. 4A where protonation of acidic side chains is destabilizing. Although dozens of 
proteins get less stable at low pH this is not necessarily always the case (Fig. 4B). There are 
proteins which are not very sensitive to low pH, or even gain thermodynamic stability at low pH.  
The decrease in stability at low pH can be pronounced. Given that the typical stability of 
globular protein domains is 5-15 kcal mol−1, pH-induced destabilization by as much as 10-15 
kcal mol−1 is dramatic. The protonation of acidic groups affects not only the folded state. 
Neglecting the residual charge-charge interactions in the denatured states of barnase (Fig. 4A), 
the N-terminal domain of the ribosomal protein L9 from B. stearothermophilus, and some other 
proteins according to the null approximation (see Section 3.2) largely overestimates the pH 
effect on ∆GU (50,51,67). The choice of physical agent used to shift the equilibrium between 
folded and unfolded protein in order to calculate ∆GU has in many cases critical influence on the 
resulting ∆GU(pH) function, as illustrated in Fig. 4B. It is now a well established fact that the 
results of GdmCl-induced unfolding are frequently at odds with the ∆GU(pH) profiles collected 
by urea-induced and thermal unfolding experiments (69,70). GdmCl acts as a dissociated salt and 
screens charge-charge interactions. Possibly, salt bridges are mostly affected, yet there is no way 
to justify this widespread belief. Various effects could arise, depending on the charge 
constellation. If salt bridges stabilize the native state (and there are no residual charge-charge 
interactions in the denatured state), around neutral pH the stability of the protein will be 
apparently lower when measured by GdmCl-induced unfolding in comparison to urea/heat 
denaturation. At low pH, where only positive charges are present, the effect of GdmCl could be 
stabilizing, since Coulombic repulsion will be attenuated. The picture is indeed more 
complicated, due to the fact that the denatured state is not an electrostatic “dummy” and charge-
charge interactions in that state will also be modulated by salt. Moreover, apart from the charge 
screening effect, different denaturants (and heat) might change the structure of both the native 
and denatured proteins in different ways. Given the long-range nature of electrostatic 
interactions, even small structural perturbations might have serious consequences on the 
experimentally estimated ∆GU(pH). This point was clearly demonstrated by comparisons of 
∆GU(pH) profiles constructed by following non-thermodynamic variables (spectroscopic signals) 
or by following genuine thermodynamic variables (proton inventory) (70).  
 Equations 2 and 3 build the basis of another approach to measure ∆GU(pH) 
experimentally. The difference of protons bound to the native and unfolded state with reference 
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to an arbitrary chosen pH, FU ννν∆ −= , can be directly measured by potentiometric titration. In 
principle, this is the method of choice since ν∆ is obtained in a model-independent manner, but 
application is hampered by the relatively high protein concentrations required to collect high-
precision data. From thermal unfolding data ν∆ is also accessible according to: 
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Since differentiation is involved, the experimental errors are often too large to allow reliable 
estimates of ν∆ . Alternatively, the pK values can be measured directly by NMR spectroscopy. In 
the ideal case, if FiKp and 
U
iKp  are available, the degrees of protonation, θiU,F(pH), can be 
obtained by the Henderson−Hasselbalch equation 
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and Eq. 2 and 3 can be employed to calculate ν∆ . Unfortunately, the method is not free of 
problems. First, the proteins for which ionization equilibria can be measured in both the folded 
and unfolded states are still rare. Secondly, the evaluation of FiKp itself is often not 
straightforward.  The extraction of pK’s from the pH-dependence of the chemical shift is made 
by fitting the same Henderson−Hasselbalch equation to the data (71): 
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δδδ  , (13) 
where n is the Hill coefficient, reflecting the mutual dependence of the ionization of titratable 
sites. δ(pH) is the observed chemical shift of the reporting nucleus at given pH, while δa and δb 
are the limiting chemical shifts at the acidic and the basic flanks of δ(pH). For some groups 
complete titration curves cannot be measured. Therefore, either δa or δb remains undefined, 
which introduce uncertainty in fitted value of FiKp . Often, δ(pH) exhibits a multi-step sigmoidal 
shape. In such cases the appropriate fitting expression is (72,73) 
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where 1
1
=∑
=
j
i
iC  and j = 1, 2 … counts the number of inflections of δ(pH). In Fig. 5 a two-step 
titration curve is illustrated. Eq. 14 presumes that such a curve reflects the titration of two sites 
and since in this case j = 2 two pK values are obtained and assigned to two different groups. The 
very same shape can however be obtained for the titration of a single group if its ionization is 
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coupled with the ionization of another group. This phenomenon is referred to as cooperative or 
irregular titration (74) and the conditions leading to irregular titration behavior were deduced 
theoretically (75). As far as Eq. 2 uses integral quantities, i.e. the difference between protein 
titration curves, the interpretation of δ(pH) curves with multi-step sigmoidal shape does not 
influences the calculation of the electrostatic contribution to unfolding free energy. 
[Figure 5 here] 
 
4.2 Assessing the contribution of salt bridges by mutation 
 Numerous attempts have been undertaken to probe for the contribution of salt bridges by 
mutation. There are many examples of removing the charge from one of the salt bridge partners 
by mutation, leading to destabilization. However, the loss of free energy upon mutation cannot 
be equated with the reduction of the overall charge-charge interactions energy due to the loss of 
the salt bridge. The situation is basically the same as in pH-variation experiments. Depending on 
the nature of replacement, desolvation, charge-dipole interactions and charge-charge interaction 
with neighboring charges are modified. Some mutations could also remove van der Waals 
contacts made by the non-polar moiety of the replaced salt bridge partner with other groups. 
Introduction of smaller side chains creates space for side-chain rearrangements. Charge reversal 
changes dramatically the charge constellation in the vicinity of the parent salt bridge. Moreover, 
the conformational flexibility and hence the dynamic properties of the region can change, which 
has impact on the energetics of the system. 
 It is believed that the use of double-mutant cycles can provide more detailed information 
about the energetics of salt bridges (76). A double mutant cycle yields the so-called coupling free 
energy of a salt bridge by mutating each group separately and both groups simultaneously. If the 
two mutated residues are non-interacting, the effect of mutating either residue is independent of 
mutating the other residue. However, if the mutated residues are interacting with each other, the 
effect of substituting one residue will depend on the residue at the other position. Hence, to 
determine the coupling free energy of a salt bridge, the free energy of unfolding, ∆GU, of the 
wild type protein, the two single mutants and the double mutant have to be determined. The 
double mutant cycle is designed to cancel all effects except those from the direct interaction 
between the two mutated residues. It follows that in an ideal double mutant cycle the coupling 
free energy is due only to the direct interaction between the mutated residues. This is true if 
rather restrictive assumptions are made. First, one assumes that there is no significant 
conformational change upon either mutation, so that van der Waals packing is not influenced. 
Second, the mutations do not significantly alter electrostatic interactions in the unfolded state. As 
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we have shown, the second assumption is often untrue. To summarize, double mutant cycles 
provide valuable information about the contribution of a priori selected salt bridges to protein 
stability in terms of the coupling free energies. It is currently the only experimental approach to 
obtain a semi-quantitative estimate of the free energy of pair-wise charge-charge interaction. 
Although information from double-mutant cycles could be a useful guide for rational design and 
molecular modeling, the two assumptions mentioned above should be kept in mind. 
 
4.3 Do proteins benefit from salt bridges?  
Structural stabilization of proteins at different environmental conditions can be considered a 
prime functional solution. Are salt bridges involved in this solution? A prominent salt bridge 
network links the two subunits of the disulfide oxidoreductase from Pyrococcus furiosus 
(Fig. 6). The network consists of 10 functional groups. The total number of bonds is 14, out of 
which 6 are connecting the two subunits. More than half of the bonds are made within the same 
subunit, thus facilitating the appropriate conformation and orientation of neighboring functional 
groups. Taking into account that this protein is from a hyperthermophilic organism (optimal 
growth temperature above 80 ºC) one might presume that these salt bridges essentially contribute 
to the stability of the dimer and to the conformation of the subunits at the interface region. Many 
other examples of this kind can be given, yet a general statement about the role of salt bridges 
cannot be made. In view of the fore mentioned difficulties to obtain reliable knowledge about the 
energetic contribution of salt bridges, it is not surprising to find in the literature rather polarized 
opinions: from stating that salt bridges could be a destabilizing factor (68), or have only modest 
contribution to stability (77), to claiming a central role of ion pairs in the stabilization of the 
native protein structure (78). In energy terms, the stabilizing contribution of individual salt 
bridges has been evaluated to occur over a wide range: from 0.5 kcal mol−1 (79) to 3-5 kcal mol−1 
(80). Of course, since these are focused on different proteins exhibiting different structural and 
functional features, these and similar reports should not be considered contradictory. Neither can 
they serve as a basis for general conclusions.  
[Figure 6 here] 
The spatial distribution of the ionizable residues in proteins is of special interest in many 
aspects. To minimize the desolvation penalty, charged groups are “expelled” to the protein 
surface. Formally, the first benefit of this effect is a better solubility and prevention of 
nonspecific association and aggregation of protein molecules, a feature of critical importance for 
maintaining the native structure and the functional properties of proteins in the “crowded” 
environment of living cells. On the other hand, charge distribution on the protein surface should 
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guarantee specific binding if needed. Multimeric proteins are a typical example: Subunits 
interact in a unique arrangement often driven by salt bridges and salt bridge networks linking the 
individual subunits, as just discussed in the example above. Furthermore, an appropriate 
arrangement of the charges can facilitate binding by electrostatic steering of charged or polar 
ligands, substrates and other macromolecules.  
One of the possible ways to estimate the structural significance of electrostatic interactions 
is to study the three-dimensional distribution of ionizable sites in folded proteins representing 
different structural and functional classes (81). Since favorable electrostatic interactions 
(stabilizing the native structure) arise from attraction between opposite charges, one could expect 
distribution of surface charges to be non-random . It turns out, however, that the number of salt 
bridges in native proteins does not differ statistically from the number expected from a 
distribution created by a random process (82). Hence, salt bridges  do not appear to be utilized as 
stabilizers of the native structure. On the other hand, repulsive contacts are significantly rejected, 
so that in most of the native structures there are none at all, or else just one repulsive contact. It 
follows that the electrostatic term of the free energy of a folded protein is effectively minimized 
by avoiding electrostatic repulsion, rather than by optimizing the network of attractive 
interactions. In other words, electrostatic stabilization is not linked to the evolutionary 
appearance of additional salt bridges. It should be noted that this conclusion does apply to 
thermo- and especially to hyperthermostable proteins (see Section 4.4).  
Surprising as it might appear, the apparent lack of evolutionary pressure for maximizing 
the number of salt bridges can perhaps be explained by the fact that salt bridges are dynamic 
formations and are strongly influenced by the local and overall conformational flexibility. In 
solution, salt bridges break and re-form. Sometimes charged side chains fluctuate within 
alternative salt bridge arrangements. The effect of the conformational flexibility on the ionization 
equilibria of the charged side chains involved in salt bridges is illustrated in Fig. 7, where the 
dynamics and the energetics of the Asp15/Lys52 salt bridge in Bacillus agaradhaerens xylanase 
is presented (23). In the time intervals within which Asp15 and Lys52 do not form salt bridge, 
their pK values are close to the standard ones (pKmod), indicating that these groups do not 
contribute to the electrostatic stabilization of the protein. In contrast, whenever the salt bridge is 
formed, the pK’s shift significantly from pKmod, indicating an stabilization effect. On average, 
the salt bridge is broken about 50% of the total simulation time. Hence, the contribution of the 
Asp15/Lys52 salt bridge is half of that expected from a "stable", non-fluctuating ion pair. Similar 
observations have been reported for the dynamic properties of the triplet Asp8/Arg110/Asp12 in 
barnase, which has a relatively short lifetime and marginal stabilization effect (83). Concerning 
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the thermodynamic stability of proteins, one can hypothesize that surface-exposed salt bridges 
"pass unnoticed" by evolution due to the inefficient energetic contribution of many of them. 
[Figure 7 here] 
The short life time and frequent formation/disruption of salt bridges is not a general rule. 
Estimates made by MD simulation have shown that salt bridges can exist unbroken substantially 
longer than 1 ns, even as long as 200 ns (42,84,85). A representative example can be given with 
the case of the Braun's E. coli outer membrane lipoprotein protein (Lpp-56). It is a homotrimeric, 
parallel coiled coil, which contains many salt bridges organized in 5 rings girdling the three-helix 
bundle of the molecule (Fig. 8A). The number of simultaneously existing salt bridges is 15 
during a 7 nm MD simulation; 12 salt bridges are interhelical. The protein (168 residues) thus 
contains twice as many salt bridges than the expected number from a random distribution. This 
suggests that the charge-charge interactions in this protein should be involved in the stabilization 
of the native structure. Indeed, in the course of 7 ns MD simulation, the prevailing majority of 
salt bridges do not, or only seldom break (86). An example of a long living salt bridge is given in 
Fig. 8B. This salt bridge is interhelical and belongs to the C-terminal ring 5 (Fig. 8A). The salt 
bridge is broken only during the first 400 ps and in the time interval 1500-2200 ps. After this 
time it remains intact (Fig. 8C). The integrity of this salt bridge is supported by an additional 
hydrogen bond between the carboxyl group and a tyrosine (Fig. 8B). The hydrogen bond seems 
to play a twofold role: besides maintaining the appropriate conformation of the C-terminal 
residue and, hence, the appropriate orientation of the C-terminal carboxyl group, it is an 
interhelical link, contributing to the stability of the bundle. The population of conformers with 
intact salt bridges within ring 5 is between 85% and 95%. The high occupancy, in contrast to the 
example form Fig. 7, leads to a large average shift of the pK values of the participating groups. 
The calculated average values of the C-terminal carboxyl groups and of the three lysines at 
position 54 are −3.2 and 13.0, respectively, which is a source of a significant stabilizing 
contribution. Rings 2 and 4 (see Fig. 8A) are also characterized with extremely high population 
of intact salt bridges, 99% and 69%, respectively. Another example of achieving electrostatic 
stabilization is Ring 3 (Fig. 8D,E). The side chain of lysine at position 38 can alternatively form 
intrahelical salt bridges with two aspartic acids from the adjacent helix (Fig. 8D). During one 
third of the simulation time Lys38 is bound to Asp40. Thereafter, Lys38 is involved in an 
alternative salt bridge with Asp33 from the same adjacent helix. Thus, the link between the two 
helices of the bundle is intact for ~80 % of the time, and is likely to confer a valuable 
contribution to the stability of the molecule. 
[Figure 8 here] 
 20 
The contrasting dynamic behavior of the salt bridges illustrated in Fig. 7 and Fig. 8 poses a 
question about the factors dictating the frequency of formation/disruption. One can presume that 
the number of hydrogen bonds involved in the salt bridge is a factor increasing its lifetime. 
Indeed, rings 2 and 4 in Lpp-56 consist of salt bridges composed by identical functional groups 
(guanidinium and carboxyl groups) but linked by different numbers of hydrogen bonds. The salt 
bridges in ring 2 are linked by two hydrogen bonds, whereas those in ring 4 are linked by one. 
Correspondingly, salt bridges within ring 4 have shorter lifetimes. Another important factor is 
the local environment. An example is ring 5 (Fig. 8C,D), where a third partner is involved, 
maintaining the most appropriate spatial arrangement of the functional groups forming the salt 
bridge. The dominating factor seems, however, to be the conformational flexibility of the 
molecule. It may or may not tolerate conformational freedom of the charged side chains and in 
this way regulate the salt bridge lifetime. Hence, the contribution of the salt bridges to protein 
stability is function of their lifetimes, and depends on the dynamic properties of the protein 
molecule on a local or even global scale. This property cannot be identified in a single, say X-ray 
structure. For instance, according to the X-ray structure of Lpp-56 (87) the salt bridges in ring 1 
are well defined, whereas the MD simulation suggests a negligible average population of these 
salt bridges (about 1%). In contrast, the salt bridges in ring 2 are well defined in the MD 
trajectory, yet are not present in the X-ray structure.  
 
4.4 Electrostatic contribution to protein thermal stability 
In the last few decades a series of discoveries changed our understanding of the 
environmental limits of life. For example, living organisms have been found in hot springs and 
around the deep ocean volcanic vents where the temperature reaches, or even exceeds, the 
boiling point of water. Obviously, the proteins constituting thermo- and hyperthermophiles 
organisms must maintain their native structure at temperatures at which their homologues in 
mesophilic organisms are unfolded. Indeed, some proteins have denaturation temperature of 
about 150 ºC (88). Comparisons of X-ray structures of functionally homologous proteins from 
thermo-/hyperthermophilic organisms and from mesophilic organisms revealed the striking fact 
that they do not differ in fold, and generally speaking, exhibit only minor structural variation. 
This observation challenges our understanding of the fine tuning of non-covalent interactions, 
since very subtle structural differences appear responsible for large difference in the physical 
chemical properties of proteins. 
Recently, an increasing number of observations strengthens the view, that electrostatic 
interactions are an important factor conferring thermostability to proteins, although opposite 
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views also exist (89-94). The overall trend of an increased number of salt bridges in proteins 
from organisms with higher optimal growth temperature is illustrated in Fig. 9 and in Table 3.  
[Figure 9 here] 
 [Table 3 here] 
Hyperthermostable proteins clearly confirm this trend. One can argue that it is a side effect. 
Glutamine and asparagine side chains in some sequential and spatial arrangements are labile and 
tend to get deamidated at higher temperatures. It is not surprising, therefore, that 
hyperthermostable proteins contain less asparagine and especially glutamine in comparison to 
the mesophilic counterparts. Due to the environmental pressure the unstable and solvent 
accessible glutamine and asparagine are substituted by glutamic and aspartic acid. In parallel, to 
preserve the charge balance, the number of positively charged residues, especially lysine, 
increases (97-99). If this hypothesis is correct, it follows that the increased number of charged 
groups is driven by the chemical character of asparagine and the glutamine, not by the necessity 
to search for additional sources of thermal stability. Indeed, as seen in Table 3 the number of salt 
bridges in thermostable proteins is around that expected for a random distribution. In some cases, 
however, electrostatic stabilization is gained through an increased number of salt bridges. (80, 
100) 
Nevertheless, even if the increased charge content is a side effect, thermo- and especially 
hyperthermostable proteins are expected to gain stabilization energy form electrostatic 
interactions. A sizeable energy barrier exists for the solvation (disintegrating) of a salt bridge and 
the height of this barrier increases with temperature, as demonstrated by high-temperature, 
continuum-solvent MD simulations of a prototypical ion pair model (100). The sole presence of 
such energy barrier suggests an apparent role of ion pairs in increasing the kinetic barrier for 
thermal unfolding. Indirect evidence for the stabilizing role of salt bridges at high temperatures 
comes also from experimental studies. Variants of the cold shock protein Bs-Csp from Bacillus 
subtilis (a mesophile) were generated by directed evolution approaches (101). The most stable 
variant had an unfolding temperature of 82.2 ºC and resembled the thermophilic counterpart 
protein (Bc-Csp from Bacillus caldolyticus) also in stability as function of the salt concentration. 
Another striking property of thermostable and especially of hyperthermostable proteins is 
the increase of the size and the number of salt bridge networks (78,92,102-108). A typical salt 
bridge network connecting the subunits of the hyperthermostable protein disulfide 
oxidoreductase from Pyrococcus furiosus is shown in Fig. 6. The contribution of surface salt 
bridge networks to protein stability has been tested occasionally by experiment. For example, in 
the triad Arg190-Glu231-Lys193 of the NADP+ binding domain of the Thermotoga maritima 
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glutamate dehydrogenase the contribution of each charge-charge pair is reduced by 1.1 kcal 
mol−1 in the absence of the third partner (109). Very similar results were previously obtained for 
the triad Asp8-Asp12-Arg110 in the mesostable protein barnase (110). This effect, referred to as 
cooperative interactions within ion pairs (109), is due to the environment created by each of the 
members of the network, which being polar, is appropriate for stabilizing the ionized forms of 
the other partners. In addition, the conformational flexibility is possibly reduced within a salt 
bridge network, leading to longer salt bridge lifetimes, hence to an increase in stability, as 
discussed in the previous section. 
The examples considered above are a small part of the huge body of structural and 
experimental observations suggesting that the increased thermal stability of thermophile proteins 
and the increased content of salt bridges are related. The most obvious physical reason for an 
increased contribution of salt bridges to thermal stabilization is the reduction of the dielectric 
constant of water at higher temperatures. The direct consequence is the reduction of the 
desolvation penalty for the formation of a salt bridge when the temperature increases. At the 
same time, the charge-charge interactions increase in magnitude. These two factors act in parallel 
towards stabilizing the charged form of the functional groups participating in salt bridges, and 
oppose the effect of thermal motions which disfavor salt bridge formation. Thus, the electrostatic 
term of free energy becomes increasingly less sensitive to the temperature. One can hypothesize 
that the long lifespan of salt bridges in salt bridge networks, supported by the reduced 
desolvation penalty and increased charge-charge interactions at high temperatures, both of which 
help to withstand the thermal motion, is one of the key factors for increasing the thermal stability 
of proteins. 
 
5. Conclusions 
 Elucidation of the contribution of electrostatic interactions and salt bridges to protein 
stability is key to understanding the physics of proteins and their central position in the 
molecular machinery of living organisms. Many attempts have been made to determine the 
energetic contribution of salt bridges to protein stability, yet the issue remains contentious. The 
reason is that the favorable charge-charge attraction within a salt bridge is opposed by the 
unfavorable free energy of desolvation of charges and is further modulated by charge-dipole 
interactions and by the ionization behavior of nearby charged groups. Salt bridges are dynamic. 
Being mostly surface-exposed they experience large thermal motions, continuously breaking and 
re-forming. Therefore, the total energetic contribution of isolated salt bridges is governed by 
their life span, which in turn is a function of the overall flexibility of the protein molecule.  
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 There is still no well-accepted view about the energetic role of salt bridges. Contrasting 
opinions mirror the conceptual difficulty to account for the cooperativity and strong 
interdependence of non-covalent forces. Since absolute energy can not be measured, the strength 
of a salt bridge is evaluated from the energy difference between states with the salt bridge being 
formed or destroyed. The total electrostatic contribution to protein stability can be estimated by 
disrupting attractive charge-charge interactions through protonation/deprotonation. However, 
this is the energy relative to states, where the charge balance is severely altered in comparison to 
the native charge constellation. Individual salt bridges can be targeted by mutation. Even 
carefully designed and executed double-mutant studies provide only the coupling energy 
between charged side chains, yet it is impossible to filter out non-additive energetic terms arising 
from the structural changes introduced by mutation. Theoretical methods provide detailed 
description of the discrete energy contributions influencing the stability of salt bridges, but the 
accuracy of computational estimates suffer from the still incomplete description of the physical 
properties of protein. In the past, both experimental and theoretical studies have largely 
neglected the electrostatic interactions in denatured proteins. It is now clear that the denatured 
state must be carefully considered if the goal is to quantify protein stability. As in many other 
branches of modern protein science, understanding the role of salt bridges in proteins requires 
the combined efforts of structural, experimental and theoretical approaches. 
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Table 1 Major factors determining the ionization equilibria of titratable groups in proteins. 
 
 Factor Comments 
1 Desolvation penalty (∆Gsol) This is the energy of transfer of a titratable group or 
a model compound from solvent to its fixed location 
in the protein molecule.  
2 Electrostatic interaction of the 
titratable groups with the 
permanent protein charges 
(charge-dipole interactions; 
∆Gpc). 
For instance, these are the interactions of a given 
titratable group with the charge dipoles of the 
polypeptide backbone. 
3 Electrostatic interaction 
between titratable groups 
(charge-charge interactions; 
∆Gtc)) 
These interactions determine the co-operative 
character of the ionization equilibria in proteins. 
4 Conformational flexibility Native proteins can adopt different conformations at 
different conditions. For instance, conformational 
changes may occur upon the ionization of a given 
titratable group. Also, at certain conditions more 
than one conformation of the protein molecule can 
be in equilibrium. This factor essentially influences 
factors 1 − 3. 
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Table 2 Standard pK values of model compounds, pKmod, representing the commonly ionizable 
sites in proteins. Source references are given in parentheses after the pK values. 
Titratable group pKmod 
C-terminus  3.8 (8), 3.6 (9), 3.63 (10) 
Asp  4.0 (8,9) 
Glu  4.4 (8), 4.5 (9) 
His  6.3 (8), 6.4 (9) 
His, deprotonation of Nδ1 (Nε2 - methylated)  6.6 (11), 
His, deprotonation of Nε2 (Nδ1 - methylated)  7.0 (11) 
N-terminus  7.5 (8), 8.0 (9) 
Cys  9.5 (8), 9.0 (9), 8.3 (12,13) 
Tyr  9.6 (8), 10.0 (9) 
Lys 10.4 (8,9)  
His (2-nd deprotonation) 10.8 (9) 
Arg 12.0 (8, 9) 
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Table 3 Number of salt bridges in thermo- and hyperthermostable proteins from different 
functional classes compared with their counterparts from mesophilic organisms (96).  
——————————————————————————————————— 
 optimal salt bridges 
Protein and organism a) temperature in native structure expected b) 
——————————————————————————————————— 
Rubredoxin 
Pyrococcus furiosus 100 4 4.2 
Desulfovibrio desulforicans  0 1.1 
Desulfovibrio vulgaris  1 3.4 
Desulfovibrio gigas   1 3.9 
Clostridium pasteurianum  2 3.6 
Superoxide dismutase (Mn,Fe ) 
Thermus thermophilus 75 10 10.1 
Pseudomonas ovalis  6 6.2 
Escherichia coli  4 6.6 
Malate dehydrogenase  
Thermus flavus 75 17 16.7 
porcine  15 17.7 
Phosphoglycerate kinase 
Bacillus stearothermophilus 55 32 30.4 
Saccharomices cerevisiae  8 20.8 
Phosphofructokinase 
Bacillus stearothermophilus 55 15 15.2 
Escherichia coli  10 15.8 
Lactate dehydrogenase 
Bacillus stearothermophilus 55 21 15.4 
Lactobacillus casei  12 14.2 
dogfish  19 14.6 
porcine  13 13.0 
D-glyceraldehyde-3-phosphate 
dehydrogenase 
Bacillus stearothermophilus 55 16 19.5 
lobster  15 13.3 
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——————————————————————————————————— 
a) The thermophilic organism is underlined. 
b) Calculated according Spassov et al. (82) 
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Legends to the figures 
 
Figure 1 Thermodynamic cycle for the calculation of the pK values of the titratable sites in 
proteins. The upper and lower horizontal branches represent the deprotonation of the 
considered titratable group free in solution or in its fixed location in the protein, 
respectively. The left and right vertical branches describe the change in solvation 
which the protonated and deprotonated forms experience upon transfer from the bulk 
solution (model compound, fully solvent-accessible) to the protein (residue, partially 
or completely solvent-inaccessible), respectively. The free energy changes associated 
with each process are indicated. 
 
Figure 2 Molecular dynamic simulation and pK calculations on Asp121 from Bacillus 
circulans xylanase. A: Time evolution of the snapshot ∆pKsol values due to 
desolvation (solid circles) and due to electrostatic interactions with the peptide 
dipoles, ∆pKpc, (open circles). B: Snapshot pK values of Asp121 taken in 5 ps 
intervals. The time evolution of the average pK is indicated as a continuous line. The 
dashed line corresponds to the experimental pK value of 3.6 (20).  
 
Figure 3 Recent success in prediction of the properties of the denatured state. A: Comparison 
of experimental and calculated pK values of titratable sites in Drosophila protein drk. 
The data are presented as ∆pK = pK−pKmod. The experimental data (black bars) are 
taken from ref. (55) for the carboxyl groups and from ref. (56) for the histidines. The 
gray bars and the hatched bars are theoretical predictions according to the models 
described in ref. (53) and in ref. (58), respectively. B: Experimental and predicted 
radius of gyration of three unfolded proteins. The letters refer to the protein and the 
experimental conditions. a, Cyt C at pH 3 (59). b, Cyt C at pH<2 (60). c, Cyt C at pH 
7 in 4 M GdmCl (61). d, truncated SNAse at pH 7.5 (62). e, SNAse at pH 5.5 (63). f, 
Lysozyme at pH 5.2 (64). g, Lysozyme at pH 2 (65). h, Lysozyme at pH 2 in 4M 
GdmCl (65). The calculated radii of gyration are from ref. (66).  
 
Figure 4 pH dependence of the denaturation free energy. A: Barnase. Experimental data (45) 
are compared with the theoretical curves (54,67) obtained by taking into account 
electrostatic interactions in the unfolded state (continuous line) and with the pKmod 
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values from Table 2 (dashed line). Practically identical results are obtained for the 
same protein by Zhou (50). B: A dimeric leucine zipper engineered to maximize the 
interhelical electrostatic interactions (68). The symbols represent the unfolding free 
energy measured by heat denaturation (open squares), urea-induced denaturation 
(triangles) and GdmCl-induced denaturation (filled squares). 
 
Figure 5 Simulated two-step sigmoidal titration curve. On the left ordinate: degree of 
deprotonation according Eq. (14). Two pK values are assigned to two different sites, 
A and B. In this case two pK values are derived (pointed by arrows) and the change 
of the total charge is 2. On the right ordinate: degree of deprotonation of a single 
titratable site whose ionisation is coupled with the ionisation of another site. The 
ellipse marks the region of the plateau typical for irregular titration curves.  
 
Figure 6 A: Salt bridge network connecting two subunits of disulfide oxidoreductase from 
Pyrococcus furiosus (78). Black lines: salt bridges connecting the subunits; grey 
lines: intrasubunit salt bridges. B: Cartoon presentation of the two subunits (in 
different shading) of the native protein. The region of the salt bridge network is 
indicated. 
 
Figure 7 Snapshot pK values of Lys52 (open circles) and Asp15 (solid circles) from Bacillus 
agaradhaerens xylanase calculated by means of combination of molecular dynamic 
simulation and electrostatic calculations (23). The time intervals at which the two 
residues form a salt bridge are marked with grey segments in the horizontal bar. The 
straight lines indicate pKmod of Asp and Lys. 
 
Figure 8 Overall organization and dynamics of particular salt bridges in the Lpp-56 protein. 
A: An overview of the salt bridges in Lpp-56. The three helices are shaded 
differently. The prominent rings of salt bridges are numbered. Side chains 
participating in the salt bridge rings are drawn as ball-and-sticks. All other side 
chains are not shown. The N-terminus is on the left. B: Interhelical salt bridge 
between the C-terminal carboxyl group and the ε-amino group of Lys54. The side 
chain of Tyr54 forming a hydrogen bond with the C-terminal carboxylic group is 
also shown. C: Time evolution of the distance between the C-terminal carboxyl 
group and Lys54. D: Lys38 forms alternative salt bridges with Asp34 or Asp40 of 
 39 
the adjacent α-helix. E: Time course of the existence of the alternative Lys54/Asp34 
(gray) and Lys54/Asp40 (black) salt bridges. The data were collected by a 7 ns MD 
simulation in explicit water. 
 
Figure 9 Salt bridges at the subunits interface of the citrate synthase dimers from different 
organisms (95): pig (optimal temperature 37 °C), Thermotoga maritima (55 °C), 
Sulfolobus solfataricus (85 °C), Pyrococcus furiosus (100 °C). The figure was kindly 
provided by Prof. M. J. Danson, University of Bath, Centre for Extremophile 
Research, UK. 
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Figure 2 
Jelesarov & Karshikoff 
 
 
 
0 100 200 300 400 500 600 700 800 900 1000
3
4
B
Time, ps
pK
0 100 200 300 400 500 600 700 800 900 1000
-1
0
1
2
A
∆pK
Time, ps
 42 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 
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Figure 4 
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Figure 5 
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Figure 7 
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Figure 8 
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Figure 9 
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