Abstract. We introduce and investigate the modified TV-Stokes model for two classical image processing tasks, i.e., image restoration and image inpainting. The modified TV-Stokes model is a two-step model based on a total variation (TV) minimization in each step and the use of geometric information of the image. In the first step, a smoothed and divergence free tangential field of the given image is recovered, and in the second step, the image is reconstructed from the corresponding normals. The existence and the uniqueness of the solution to the minimization problems are established for both steps of the model. Numerical examples and comparisons are presented to illustrate the effectiveness of the model.
1. Introduction. Variational models based on two minimizing steps or a twostep approach have recently been adapted to the image processing, cf. [23, 26, 27, 8, 17] . Until now there has not been any theoretical analysis of such models, in many cases they do not generate well-posed problems. In this paper, we reformulate the ideas mentioned in the earlier papers, and propose a new variant of the two-step model which leads to a correct problem that has a unique solution.
We consider the problem of inpainting an image in areas where information may be missing, or denoising an image which may be containing some additive noise. In either case, we are given an image y : Ω → R which is the gray intensity of the image, and Ω is a bounded domain in R 2 with a Lipschitz continuous boundary, e.g. a rectangular domain for an image.
In case of denoising, we have
where h is the true image and η is the noise. In case of inpainting, the area of missing information, also known as the inpainting region, is denoted by Ω I . Consequently,
One of the earliest models for image denoising, based on variational calculus, is the classical second order model due to Rudin, Osher and Fatemi [25] : 2) referred to as the ROF model. Here one looks for a minimizer u in the space BV (Ω) of functions from L 1 (Ω) with bounded total variation T V (h) = Ω |∇h|dx < ∞ defined
The model has a unique solution in BV , cf. [9] , and it is well known for preserving edges in an image. However, since the model favors piecewise constant functions the resulting image gets a staircase effect in the smooth regions. In order to overcome the staircase effect, a number of higher order model have been proposed, cf. [11, 22, 29] , which are based on minimizing the total variation of the gradient or the derivatives of the image rather than the total variation of the image itself. Existence and uniqueness result for the fourth order model due to Lundervold-Lysaker-Tai (LLT) [22] can be found in [21] . However, it is difficult to solve numerically problems with high order derivatives. In addition, it has also been observed that images produced by some fourth order problems, cf. [22] , may still look patchy in smooth regions. Instead of having to deal with a fourth order model and yet manage to avoid the staircase effect in an image, the two-step models have started to appear as the most efficient models for image denoising, cf. [8, 23, 26, 27] . The basic approach in a two-step model is, to reduce the fourth order problem into a set of two second order problems.
Among the early two-step models is the one due to Burchard, Tasdizen, Whitaker and Osher, cf. [8] for processing deformable surfaces via level set method.
This idea was further extended to image processing in [23] by Lysaker, Osher and Tai (LOT). Here in the first step, one seeks a function of directions of gradients
) that is the solution of the following problem:
In the second step, the image function h 0 is reconstructed as the solution of the following minimization problem:
Numerical calculations show that this model preserves the edges comparatively much better than the ROF and the fourth order models.
However, the functional E 2 (h) has no sense in the space BV (Ω), since ∇h is not defined at points x ∈ Ω for an arbitrary h ∈ BV (Ω).
Another two-step model has been used in [27] for inpainting, and later in [26] for denoising. Here the first minimization step of the LOT model is replaced by the following minimization problem:
) is the function of tangential vectors that are orthogonal to the vectors of normals to the level curves of the image surface ∇y = (
). The constraint div u = 0 follows from the fact that div∇ ⊥ y = 0.
Once the solution of the problem (1.8) is known, the corresponding function of normal vectors is defined and the problem (1.6) is solved in the second step.
The resulting model, known as the TV-Stokes model preserves edges in an image and at the same time produce smooth surfaces. However, as indicated above, the functional E 2 from (1.6) has no sense in the space BV (Ω). Below, we replace the functional E 2 by a new one and consider a two-step model in which the problem (1.8) is solved in the first step and a minimization problem for a new functional is solved in the second step. We call the new two-step model as the modified TV-Stokes model. This model is introduced in Section 2 and in Section 3, we study it and its regularization. Results on the existence and the uniqueness of the solution for the first and the second steps for the original and the regularized models are proved. It is also argued that solutions of the regularized problems converge to the solutions of the initial problems for the first and the second steps as the parameter of regularization tends to zero. In Sections 4 and 5, the algorithm and numerical results are presented 2. The modified TV-Stokes model. The image h can be considered as a surface. The normal and the tangential vectors to the surface are given by n = ∇h(
. The vector fields then satisfy the following conditions: div u = 0 and ∇ × n = 0, the first one being called the incompressibility condition in fluid mechanics.
Let the noisy image y be given. We compute the tangential field v = ∇ ⊥ y. The algorithm is then defined in two steps. In the first step, we solve the following minimization problem:
Here Ω |∇u i |dx is defined by (1.3), and δ is a positive parameter which is used to get a balance between the smoothing of the tangent field and the fidelity to the noisy tangent field. The constraint divu = 0 is understood in the sense of distribution. ). In the second step, we reconstruct our image by fitting it to the normal field and the values of y of the noisy image. Consequently, we solve the following minimization problem:
where µ is a positive parameter. The parameter µ is defined by the noise level σ that is given as σ 2 = Ω η 2 dx. This value is estimated using statistical methods. In case that the true noise level is not known, a large value of µ would result in under-smoothing, and a small value in over-smoothing.
It should be noted that the problem on minimization of the functional from (2.1) without the constraint divu = 0 has been studied in [7] for color images, where a fast algorithm has been proposed. 
Here δ is as defined before, v is a given function, 
where
, defines a norm in BV (Ω) 2 , and that it is equivalent to the following main norm in BV (Ω)
2 :
The proof of this theorem is given in Section 3.3. Let us consider the problem: Find u 0 such that
For a function u ∈ BV (Ω) 2 , the condition div u = 0 denotes that
By using the embedding theorem in BV (cf. [1] , p.152), it is easy to check that U is a closed subspace in BV (Ω) 2 , i.e. U is a Banach space with the norm (3.3) or (3.4).
Theorem 3.2. Suppose that Ω is a bounded domain in R 2 with a Lipschitz continuous boundary S, and let also (3.2) holds. Then there exists a unique solution of the problem (3.5).
Proof. Let {u j } be a minimizing sequence, i. e.
It follows from (3.1) and (3.3) that the sequence {u j } is bounded in BV (Ω) 2 . Therefore, a subsequence {u k } can be extracted such that
and
where denotes the weak convergence (see [1] , Theorem 3.23, p.132, [2] , p.40, 41). It follows from (3.9) that div u 0 = 0 and, hence, u 0 ∈ U . (3.8) and (3.9) imply lim inf
Therefore, u 0 is a solution of the problem (3.5). Let us consider the following functional:
We have
Therefore, the functionals ψ and J are strictly convex, and there exists a unique function u 0 such that (3.5) holds. Because of this, (3.8) and (3.9) are valid not only for the subsequence {u k }, but for the sequence {u j } as well. The functional J is not differentiable. Because of this, we introduce the following regularization J α of the functional J:
Here α > 0 and by definition
We consider the problem: Find u α such that 
where u α and u 0 are the solutions of the problems (3.12) and (3.5) , respectively. At first we prove the following lemma which will be used in the proof of Theorem 3.4.
Lemma 3.5.
Let Ω be a bounded domain in R 2 with a Lipschitz boundary S, and suppose that (3.2 
) is satisfied. Then there exists a function
Proof. We consider the function
It is evident that f (α, b) ≥ 0 and Lemma 3.5 will be proved if we argue that there exists a function e such that
It is obvious that
Let b 1 be a fixed large positive constant, and let
It is easily seen that at sufficiently large b 1 , the following inequality holds:
Therefore, the function e satisfies the condition (3.17) , and the Lemma is proved.
Proof of Theorem 3.4. It is obvious that
Taking (3.12), (3.15) and (3.18) into account, we obtain,
for all α ∈ (0, α 0 ]. Thus, we can extract a subsequence, which is still denoted {u
It follows from here that
Relation (3.20) and Lemma 3.5 yield
Lemma 3.5 and (3.12)imply
From (3.21)-(3.23) it follows that the function u 0 = z is the solution of the problem (3.5). Since the problem (3.5) has unique solution, the relation (3.14) is true for an arbitrary sequence {u α } such that α → 0. (see [13] Chapter 1, Theorem 3.1).
Here we assume that Ω is a simply-connected domain. In the case that Ω is a multi-connected domain, the following additional condition should be satisfied ) are tangential vectors to the level curves of the functions g and h, respectively.
The following relations hold:
We introduce the functional
is a given function, and µ is a given positive constant.
In line with the definition of the norm in BV (Ω), the first term in (3.28) is defined by
We consider the following problem: Find h such that
The solution of the problem (3.30) is regarded to be the reconstructed image.
We have considered the second step the reconstruction of the image function by the use of the function u 0 which is the solution of the problem (3.5). In similar fashion, the image function is reconstructed by the function u α which is the solution of the problem (3.12). In this case, the function u 0 in the above formulas is replaced by the function u α . Theorem 3.6. Suppose that Ω is a bounded domain in R 2 with a Lipschitz continuous boundary S, and let y ∈ L 2 (B). Then there exists a unique solution of the problem (3.30) .
Proof. For w ∈ BV (Ω), we have,
where α ∈ (0, 1). Therefore
Let {h n } be a minimizing sequence, that is
By (3.32), the sequence {h n } is bounded in BV (Ω). Because of this, there exists a subsequence {h k } of the sequence {h n }, such that
It follows from (3.34) and (3.35) that
and by virtue of (3.33), the function h = h 0 is the solution of the problem (3.30).
For an arbitrary t ∈ [0, 1], we have
Therefore, the first term in the right hand side of (3.28) is a convex functional in BV (Ω). The second term is a strictly convex functional. Hence, there exists only one solution of the problem (3.30), and the theorem is proved.
The functional Ψ is non-differentiable. Because of this, we consider the following regularization Ψ α of Ψ:
where α > 0. Let us consider the following problem: Find h α such that
Theorem 3.7. Suppose that the conditions of Theorem 3.6 are satisfied. Then for an arbitrary α > 0 there exists a unique solution of the problem (3.37). If h α ∈ W 1 1 (Ω), then the following condition is satisfied
where h is the solution of the problem (3.30) Theorem 3.7 is proved by analogy with the proofs of theorems 3.3 and 3.4.
Proof of Theorem 3.1.
In this section, we give the proof of the Theorem 3.1. Since the embedding of BV (Ω) into L 2 (Ω) is continuous for Ω ⊂ R 2 , we have
Let us establish the inverse inequality
Suppose that (3.40) is false. Then there exists a sequence {u
Therefore, a subsequence {u k } can be extracted that satisfies the conditions
It is evident that
We take p = p im in the right-hand side of (3.49). Bearing in mind (3.48), we obtain
Considering that m is fixed and granting (3.42), (3.45), we pass to the limit in 
where 
Here
is the regularization of the distribution derivative
It follows from (3.51) that the partial distribution derivatives of u 0 i are equal to zero. Because of this, (3.54) yields
where a 1b , a 2b are constants. 
It follows from (3.43) and (3.46) that Relations (3.58) and (3.59) are in contradiction with (3.41). Therefore (3.40) is valid, and the theorem is proved.
Algorithm.
For the first step, we consider the problem (3.12) with the regularized functional J α . It is assumed that the solution of the problem (3.12) belongs to the space H 2 (Ω) 2 . Then there exists a unique function λ α ∈ H 1 (Ω) such that the pair u α , λ α is the unique solution of the following problem (see [3] , [20] , Section 6.1.3):
where ν = (ν 1 , ν 2 ) is the unit outward normal to ∂Ω the boundary of Ω. For the solution of the problem (4.1)-(4.4) we used the method of approximation of a solution of a stationary problem by a solution of an evolutionary problem introducing an artificial time variable t. In this case one seeks functions u e = (u e 1 , u e 2 ), λ e , which satisfy the following conditions:
where T is a positive constant, u 0 , λ 0 are given, and ε > 0 . In addition, the function u e satisfies the boundary conditions (4.4) on Γ = ∂Ω × (0, T ), in which the index α is replaced by e. It can be shown that the solution of a discretized evolutionary problem at an instant t converges to the solution of the discretized stationary problem as ε tends to zero and t tends to infinity; this convergence takes place for an arbitrary initial data for u e and λ e . Once the function
is defined, it is used to reconstruct the image h. In this case we solve the problem (3.37) with the functional Ψ α defined by (3.36), where ∇g = (−u α 2 , u α 1 ). We assume that the function h α that solves the problem (3.37) is sufficiently smooth. Then h α is the solution of the following problem:
By analogy with the above, introducing an artificial time variable t, we get the following time dependent problem, where one seeks a function h e that satisfies the equation
the Neumann boundary condition (4.10) on Γ, where h α is replaced by h e , and the initial condition h e (0) = h 0 . It can be shown that the solution of a discretized time dependent problem at an instant t converges to the solution of the discretized stationary problem as t tends to infinity.
The calculations have been performed for the case that Ω is a rectangular domain. The above nonstationary problems for u e and h e were solved by finite difference method using explicit schemes, both in time and space. For the spatial discretization, a staggered grid has been chosen, with each vertex of the grid corresponding to a pixel or pixel center where the noisy intensity y is given.
5. Numerical Examples. We have used the modified TV-Stokes model for denoising a number of images; some of those results are presented in this section. We consider the case that y = h + η, where h is the true image and η is a random noise with the noise level σ = η L 2 (Ω) = h − y L 2 (Ω) . The signal to noise ratio (SNR) is measured as the number in decibels,
are the averages of h and η, respectively, |Ω| = Ω dx. Experiments show that the modified TV-Stokes model, as well as the original TV-Stokes model [26] , give smooth images that are visually very pleasant, especially in smooth areas of an image. At places where the texture changes very rapidly, the modified TV-Stokes model seems to smear out the image and thereby loose some of the fine scale details. However, this is the most common drawback of many image processing models based on variational methods.
Below we present results of calculations for images with gray level values in the range between 0 (black) and 1 (white). In all our experiments, we expose our image to random noise with zero mean. The value of α 2 was 10 −10 in the first step in (3.10), and 10 −12 in the second step in (3.36). In the first step, the iteration stops when the corresponding energy value converges at least up to one decimal point, and the discrete L 2 -norm of the divergence falls below 0.5 × 10 −1 . In the second step, the iteration stops when the corresponding energy value and the computed noise level converge up to their second decimal points.
The quality of the resulting image depends on the choice of the parameters δ and µ. Smaller δ results in higher smoothing of the tangential field, and, consequently, the image. Conversely, a larger δ results in less smoothing. After δ has been fixed, we use µ for the fine tuning.
Calculations were performed for several models and results of calculations for the modified TV-Stokes model are compared with results for other models. Results of calculations are illustrated in figures 5.1-5.6. In each figure we show an original image and the noisy and the denoised images corresponding to different models. The difference images, included in figures 5.1-5.5, demonstrate the difference between the noisy image and the corresponding denoised image for the modified TV-Stokes model. The SNR values of the noisy and the denoised images are also given in these figures.
In our first example we apply the modified TV-Stokes model to the Ali image with smooth surfaces, cf. Finally, we compare the modified TV-Stokes model with a few other models on the Lena image, cf. Figure 5 .6. This includes the second order ROF model, the fourth order LLT model [22] , and the two-step LOT model [23] . A comparison of calculations for these models can be found in the paper [23] . We have used the same noisy image as it was in that paper. The images 5.6(a)-5.6(e) are taken directly from the paper [23] . The image 5.6(f) is the denoised image for the modified TV-Stokes model. The ROF model demonstrates the staircase effect. It is known that the LOT model preserves edges quite well, but it is seen from the figure, it cannot get rid of the staircase effect. The other models, namely, the fourth order model and the modified TV-Stokes model result in smoother surfaces in the smooth regions of the image. The fourth order model, however, has produced patches of black cloud. The modified TV-Stokes model has produced an image which is visually more pleasant than all the other models shown here. [23] .
. Comparisons of different models on the Lena image (100×100). Images (a)-(e) are taken from

