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Изучается классическое решение задачи Коши и граничной задачи для одномерного неоднородного волнового 
уравнения. Уравнения в задачах задаются в полуплоскости и полуполосе двух независимых переменных. На нижнем 
основании задаются условия Коши, негладкие в точке. В граничной задаче на боковых границах области задаются 
гладкие условия первого рода. Решение задачи строится методом характеристик. Доказывается единственность, 
устанавливаются условия, при которых существует кусочно-гладкое решение.
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The article is concerned with studying the classical solution of the Cauchy problem and the boundary problem for the 
one-dimensional nonhomogeneous wave equation. Equations in the problems under consideration are defined in the half-plane 
and in the half-band of two independent variables. The Cauchy nonsmooth conditions are assigned at the bottom of the region. 
First-kind smooth conditions are defined at the side boundaries of the region. Analytical solutions of problems are obtained 
using the method of characteristics. The uniqueness of the solution is proved, and the conditions, under which the piecewise 
smooth solution exists, are determined.
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Введение. В теории дифференциальных уравнений с частными производными особое место 
занимают результаты, полученные методом характеристик. Построение классических решений 
этим методом для доказательства существования и единственности рассматриваемых задач за-
висит не только от правильного выбора вида граничных условий для дифференциальных урав-
нений с частными производными, но и от выполнения условий согласования заданных функций 
в уговых точках области. Как показывают результаты, от вида условий согласования зависят 
гладкость решений и постановка задач (см. [1–6] и др.). Как правило, условия согласования яв-
ляются необходимыми и достаточными при доказательстве сответствующих утверждений. 
Аналогичные условия согласования возникают при решении задач, для которых задаются гра-
ничные условия с помощью негладких функций. Физическим процессом, который моделируется 
граничной задачей для одномерного волнового уравнения с негладкими условиями Коши, явля-
ется процесс малых колебаний тонкой струны, оттянутой в начальный момент времени с помо-
щью силы, приложенной только в одной точке.
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Основное явление в теории механического удара – это распространение волн смещений 
в твердых телах. Экспериментальное изучение почти всех явлений удара весьма затруднитель-
но. Наибольшая сложность состоит в том, что время, в течение которого протекает процесс 
удара, – относительно короткое. Основы волновой теории механического удара были созданы 
Б. Сен-Венаном [7–10] и другими исследователями [11–15]. При аналитическом изучении вызван-
ных ударом колебаний интерес представляют задачи, в которых груз после удара остается в со-
прикосновении с ударяемым телом, в котором рассматриваются и описываются колебательные 
процессы [16–18].
Метод характеристик позволяет выписывать решения в явном аналитическом виде для 
многих задач, что дает возможность эффективно использовать при этом и численные методы. 
Близкими к изучаемым задачам в данной статье в случае гладких функций в граничных услови-
ях для волнового уравнения являются задачи, представленные в работах [19, 20].
Постановка задачи. Найдем решение одномерного волнового уравнения
 
( )( ) ( )2 2 2 , ,t xu a u t x f t x∂ ∂− =   (1)
в области ( ) ( )0,0, lQ ∞ ×=  двух независимых переменных ( ),t x Q∈  , где 2 2 2 2 2 2/,   /,  , .0 t xl tl x=∈ < < +∞ ∂ = ∂ ∂ ∂ ∂ ∂   
2 2 2 2 2 2/,   /,  , .0 t xl tl x=∈ < < +∞ ∂ = ∂ ∂ ∂ ∂ ∂  К уравнению (1) на нижней границе Q∂  области Q присоединяются ус-
ловия Коши
 ( ) ( ) ( )( ) ( ), 0, , , ],, 00 [tx xu x u x x lϕ ∂ = ∈= ψ   (2)
а на боковых частях границы Q∂  – граничные условия Дирихле
 ( ) ( ) ( ) ( )
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Будем предполагать, что функции ( ) ( ), 1 2, ,jf j =ψ µ  достаточно гладкие, а именно:
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кусочно гладкой и определяется формулой
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Задача состоит в нахождении функции ( ) ( ),: , ,Q t xu u t x→ ∈  удовлетворяющей уравне-
нию (1) на Q  и условиям (2), (3). Такое решение имеется не всегда. Его существование и един-
ственность зависят от выполения условий согласования в угловых точках (0, 0), (0, l) и в особой 
точке (0, x*), которые будут выписаны ниже в явном виде.
Задача для однородного уравнения. Для начала в (1) положим ( ) ( ), 0,  ,f t x t Qx= ∈  и рас-
смотрим граничную задачу для однородного уравнения
 
( )( ) ( ) ( ) ( )2 2 2 , 0, , 0, 0, .t xu a u t x t x Q l∂ ∂ ∈ = ∞ ×− =  , (5)
с указанными выше начальными условиями (2) и граничными условиями (3).
Для построения решения задачи (5), (2)–(4) применим метод характеристик. Выпишем общее 
решение рассматриваемого уравнения. Оно определено, например, в [20] и имеет вид
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( ) ( ) ( ) ( )1 2, , ,,u t x g x at g x at t x Q+ + − ∈=   (6)
где ( )1,2jg j =  – произвольные достаточно гладкие функции, определенные в  .
Чтобы найти функции g1 и g2 и определить таким образром решение расматриваемой задачи, 
используем начальные и граничные условия.
Введем функции
( ) ( ) ( )1 ,  , ( ,  1)
k klg kz lz ∈ +  
( ) ( ) ( )( )2 ,  , 1 ,  kg z z kl k l∈ − − −  
(7)
k = 0, 1, 2, … . Эти функции определяют g1 и g2 на соответствующих промежутках по формулам
( ) ( ) ( ) ( )( )1 1 , , 1 ,kg z g z z kl k l∈ +=  
( ) ( ) ( ) ( )( )2 2 , , 1 .kg z g z z kl k l∈ − − −=
(8)
Разобьем Q на подобласти
( ) ( ) ( ) ( ){ }, , , , 0,1,1 2,, 1 ,i j Q il x at i l jl x at x jtQ ij l∈ < + < + − < − <= − − = …∣  (9)
характеристиками уравнения (5):
, ,x at il i= ∈+   
0, .x at jl j− ∈− =   
(10)
Причина, по которой вводились функции (7) и подобласти (9), будет указана ниже. Учитывая 
введенные обозначения, общее решение запишется в виде
( ) ( ) ( ) ( ) ( ) ( ) ( )1
,
2, , , , , 0,1, 2, ... .
i j i jQu t x g x at g x at t x i j= + + ∈− =  (11)
Таким образом, для нахождения решения задачи (5), (2)–(4) необходимо определить функции 
( )
1
ig  , ( )2
jg   i, j = 0, 1, 2, … .
Сформулируем и докажем лемму о виде функций g1 и g2.
Л е м м а. Функции g1 и g2 из соотношения (6) согласно (8) определяются по формулам (12) и (13):
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( ) ( ) ( ) ( ) ( )1 12 1 , 1 ,
k kzg z g z k l z k
a
l+  = − − − − + < < − 
 
µ   (13)
где C1, C2 – произвольные постоянные.
Д о к а з а т е л ь с т в о. Формулы (12) получаем, удовлетворяя условиям Коши. Оставшиеся 
функции (7) определяются из граничных условий. Запишем условия (3) для общего решения 
в областях Q(0,1) и Q(1,0):
 ( )
( ) ( ) ( ) ( ) ( )11
0
2
1,0 , 0 , 0,u t g at g at t at l l at= + − = < < − < − <µ  
 ( )
( ) ( ) ( ) ( ) ( )21 2
1 0, , 2 , 0 .u t l g l at g l at t l l at l l at l= + + − = < + < < − <µ  
 (14)
Отсюда следует, что
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Теперь докажем формулы (13) методом математической индукции. Запишем граничные усло-
вия в областях ( ), 1k kQ +  и ( )1,k kQ +  :
 ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )1 , 111 2,0 , ,0 ,
k k k ku t g at g at t Qt+ += + − µ ∈=  
 ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 21 1,, , , .k k k ku t l g Ql at g l at t t l+ += + + − µ ∈=  
 (16)
Выражая ( ) ( )11
kg z+  и ( ) ( )12
kg z+  , получим формулы (13). 
Таким образом, формулы (12) и (13) доказаны. С их помощью можно построить решение по 
формуле (11). Несложно заметить, что это решение будет содержать произвольные постоянные C1 
и C2. Для того чтобы избавиться от них, проанализируем структуру решения. Оно определяется 
через сумму двух функций ( )1
ig   и ( )2
jg  , заданных рекуррентно. Если расписать эти функции, 
становится понятно, что они будут состоять из суммы гладких μ1 и μ2 и негладких 
( )0
1g   и 
( )0
2g   
функций. Из этого, используя формулы (13), делаем вывод, что функции ( )1
ig   и ( )2
jg   могут быть 
представлены в виде суммы
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 (17)
где s(z) – символическое обозначение любых дважды непрерывно дифференцируемых функций. 
Это обозначение вводится для упрощения рассуждений. Поскольку решение уже было построено 
выше, сейчас нас интересует только гладкость, а не точное выражение. Учитывая это, распишем 
функции ( )01g   и 
( )0
2g  , выделяя из них негладкие слагаемые:
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Как видим, произвольные постоянные C1 и C2. входят в функции 
( )
1
ig   и ( )2
jg   с разными зна-
ками. Это означает, что построенное решение u, которое является суммой этих функций, либо 
не будет зависеть от произвольных постоянных, когда они взаимоуничтожаются, либо будет за-
висеть от их разности C2 – C1.
Для определения разности произвольных постоянных используем начальные условия в точке x*. 
Возьмем ( ) ( )0,0,t x Q∈  и будем устремлять ее к (0, x*):
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Из формулы (20) следует, что
( ) ( ) ( ) ( )1
2 1
2
.
2
* *x x
C C A
ϕ+
= −
ϕ
−   (21)
Итак, мы доказали следующее.
Т е о р е м а  1. Решение задачи для уравнения (5) с условиями (2), (3) существует, единственно 
и находится с помощью формул (11), (12), (13).
Поскольку классическое решение – кусочно дважды непрерывно дифференцируемая в об-
ласти Q функция, в дальнейшем займемся исследованием гладкости построенного решения. 
Отметим также тот факт, что в случае, когда C1 ≠ C2, формула построения решения будет отли-
чаться от формулы для решения задачи с гладкими условиями Коши (см. [1]).
Условия согласования. На предыдущем этапе рассматриваемая область Q разбивалась на 
подобласти, в каждой из которых решение u(t,x) определялось по-разному. Потребуем, чтобы по-
строенное решение было дважды непрерывно дифференцируемо при переходе через границы под- 
областей ( ),i jQ  . Для этого выписываются скачки функции u и ее производных на этих грани-
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цах и они полагаются равными нулю. Это проделано, например, в работе [1]. В результате полу-
чены следующие условия согласования:
( ) ( ) ( ) ( )1 20 0 ,0 , lϕ = µ ϕ = µ  
( ) ( ) ( ) ( )1 20 0 , 0 ,lψ = µ ′ ψ = µ ′   (22)
( ) ( ) ( ) ( )2 21 20 0 , 0 ,a la ϕ′′ = µ ′′ ϕ′′ = µ ′′  
при выполнении которых построенное выше решение будет дважды непрерывно дифференциру-
емо в окрестности границ подобластей ( ),i jQ  , не совпадающих с границей области Q. Если эти
условия выполняться не будут, то решение не будет гладким при переходе через данные харак-
теристики.
Исследование гладкости решения граничной задачи. Для исследования построенного ре-
шения на гладкость будем записывать его в конкретных областях ( ),i jQ  и определять скачки
функции u(t,x) и ее производных на характеристиках, на которых возможна негладкость решения 
из-за негладкости начальных условий в точке x*:
,*,x at il x i+ = + ∈  
0*, .x at jl x j− = − + ∈  
(23)
Возьмем некоторое четное неотрицательное число k и запишем решение в области ( ),k kQ  :
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(24)
Для упрощения выкладок введем оператор
( ){ } ( ) ( ) ( ) ( ) ( ), * 0 * 0, ,li l, m , im , .z t x z tx x xxz t ux t xu u tt x→ + → −= −∆  
(25)
Здесь ( ) ( ): , ,zx xz tt → ∈  – произвольная линейная функция. Вообще говоря, такое определе-
ние некорректно. Но в нашем случае в качестве z(t,x) будут выступать суммы x + at или x – at 
и некоторых чисел. А поскольку решение u(t,x) – зависит от x + at и x – at, то пределы будут опре-
деляться однозначно.
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Используем введенный оператор для записи скачков в области Q(k,k):
 
{ } ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )2 12 1 112, * * * ,x at kl u t x x x C xC A+ − = − =−∆ ϕ ϕ + − ϕ  
 
{ } ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )1 122 112, * * * .x at kl u t x x x C x AC− + = − = ϕ−ϕ − −∆ ϕ  
 (26)
Теперь запишем для Q(k+1,k):
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 (27)
Скачки в области Q(k+1,k):
 
( ) ( ){ } ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )22 12 12 12, * * * ,k l x at u t x x x C A xC+ − + =∆ ϕ ϕ + = − ϕ− − −  
 
( ){ } ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )1 222 112, * * * .x at kl u t x x x C x AC− + = − = ϕ−ϕ − −∆ ϕ  
 (28)
Аналогично для Q(k,k+1):
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 (29)
 
{ } ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )2 1 12 11 φ φ φ, * * * ,2x at kl Cu t x x x AC x+ − = − = −−∆ +  
 
( ){ } ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )2 12 11, * *1 φ φ .φ2 *kl x at u t x x x C AC x− − −∆ −= − − − −=  
 (30)
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Теперь предположим, что k – нечетное. Рассуждая аналогично, получаем:
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 (31)
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 (33)
На основании этих формул можем сделать вывод, что решение не будет непрерывным в слу-
чае разрывности φ. Сформулируем полученные результаты в виде теоремы.
Т е о р е м а  2. Решение задачи для однородного волнового уравнения (5) с негладкими на-
чальными условиями (2), (4) и гладкимим граничными условиями (3) в случае, когда они удовлет-
воряют условиям согласования (22), не будет гладким во всей области постановки задачи Q. 
На характеристиках (23) решение или его производные терпят разрыв, скачки решения при пе-
реходе через характеристики линейно зависят от скачков функции φ и ее производных, опреде-
ляются по формулам (26), (28), (30)–(33).
Следует отметить, что скачки решения и его производных постоянны, зависят от числа A 
и пропорциональны скачкам функции φ, описывающей профиль струны в начальный момент 
времени, и соответствующих ее производных в точке x*.
Рассмотрим три частных случая задания негладких начальных условий.
1. ( ) ( )* 0 * 0 .x x Aϕ − = ϕ + =  
Из формул (26), (28), (30)–(33) видно, что в таком случае решение из класса С (Q) и находится 
по формуле Даламбера в Q(0, 0).
2. ( ) ( ) ( ) ( )( )
1
* 0 * 0 ,    * 0 * 0 .
2
x x A x xϕ − ≠ ϕ + = ϕ − + ϕ +  
В таком случае решение уже не будет непрерывным, но разность C2 – C1 = 0 и решение можно 
найти по формуле Даламбера Q(0, 0).
3.
 
( ) ( ) ( ) ( )( )1* 0 * 0 ,    * 0 * 0 .
2
x x A x xϕ − ≠ ϕ + ≠ ϕ − + ϕ +  
Решение Q(0, 0) будет разрывным и отличаться от решения, получаемого по формуле Даламбера, 
на константу C2 – C1 ≠ 0.
Решение граничной задачи для неоднородного уравнения. Итак, решение граничной зада-
чи для однородного уравнения нами построено. Используем его для нахождения решения задачи 
для неоднородного уравнения (1) с начальными условиями (2) и граничными условиями (3).
Решение этой задачи будем искать в виде
 ( ) ( ) ( ) ( ), , , , ,, u t x v t x tu t x x Q+= ∈  (34)
где u  – решение задачи для однородного уравнения, найденное выше, а v – решение неоднород-
ного уравнения (1) с однородными начальными условиями:
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 ( ) ( )0, 0, 0, 0,tv x v x= =  . (35)
Для нахождения функции v воспользуемся методом Дюамеля (более подробное его описа-
ние можно найти в работе [1]), в соответствии с которым частное решение v имеет следующую 
формулу:
 
( ) ( )
0
, , ,,
t
v dt w tx x− τ τ τ= ∫  (36)
где w(t, τ, x) – решение уравнения
 ( )( ) ( )
2 2 2 , , 0, ,    [0, ],0, ,t xw a w tt x x l∂ ∂ τ τ∈ ∞ ∈− =  (37)
удовлетворяющее условиям Коши
 ( ) ( ) ( )0, 0, 0,, , , .tx xw fxw= =τ τ τ  
 (38)
Решение данной задачи определяется по формулам (11), (8), (12), (13), (21). 
Для определения условий согласования воспользуемся представлением решения (34). Выразим 
из него решение однородного уравнения
 ( ) ( ) ( ) ( ),, , , , ,u t x v t x tu xt Qx= − ∈   (39)
которое, с учетом условий (35) для функции v, является решением задачи вида (2), (3), (5):
 ( )( ) ( ) ( ) ( )
2 2 2 , 0, 0, 0 ,, ,t xu u t x la t x Q− =∂ ∂ ∈ = ∞ ×   
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0, 0, 00, 0, 0, , , 0, ,,t t txu x u x v u x v xx x u x x l= − = ϕ ψ= ∈− =   (40)
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )21,0 ,0 ,, , 0.0 , , ,u t u t v t u tt l u t l l tt tv= − = µ = − = µ >     
Для этой задачи имеем условия согласования (22). Для задачи (1)–(4) однородные условия 
согласования в угловых точках (0,0), (0, l) имеют вид, указанный в [1]. Следовательно, к (22) не-
обходимо добавить
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 22 21 2φ '' 0 μ '' 0 0,0 0, μ '' φ '' 0, 0.a f l a l f l− + = − − =   (41)
Как было показано выше, если выполняются условия согласования, то w дважды непрерывно 
дифференцируема. В таком случае и функция v, определяемая по формуле (36), также обладает 
необходимой гладкостью. В силу линейности оператора дифференцирования из этого следует, 
что изучение гладкости решения задачи для неоднородного уравнения сводится к исследованию 
гладкости решения задачи для однородного.
С учетом сказанного выше, сформулируем полученные результаты в виде теоремы.
Т е о р е м а  3. Решение задачи (1), (2), (3) существует, единственно и представляется в виде 
суммы (34) решения задачи для однородного уравнения (5) с условиями (2), (3) и решения задачи 
для неоднородного уравнения (1) с однородными условиями (35).
Решение первой задачи находится по формулам (11)–(13) и его гладкость зависит от глад-
кости начальных условий, скачки выражаются по формулам (27)–(33). Также для гладкости не-
обходимо выполнение условия согласования (22).
Решение второй задачи строится по формуле (36) с помощью формул (11)–(13) и будет глад-
ким при выполнении условий согласования (42).
Заключение. В статье были сформулированы условия согласования, при выполнении кото-
рых существует классическое решение задачи в случае достаточной гладкости условий Коши. 
Построено классическое решение рассматриваемой граничной задачи и показана зависимость 
его гладкости от гладкости условий Коши. Важным является тот факт, что в случае негладких 
в точке начальных условий формула построения решения задачи отличается от формулы для по-
строения решения задачи с гладкими начальными условиями.
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