The Pearson productϪmoment correlation is an index of how well one can predict scores on one variable given scores on another based on a linear regression equation; the higher the correlation, the better prediction. The nature of this predictability was investigated at the level of the individual. We demonstrate there is relatively little improvement in predictability of individual status for the middle 80% of the population as correlations increase from .10 to .50, and that it is not that much better for correlations as high as .90. The same is true for the middle 60% of the population when assessing how likely it is that an individual will perform as well or better (or as poorly or worse) on a second variable than on the predictor. These generalisations are demonstrated initially with an empirical sampling distribution from a population correlation of .50. It is further investigated by determining the probabilities associated with decile location based on analytical integration of the normal bivariate space for population correlations of .10, .30, .50, .70, and .90.
Considerable research is concerned with the study of individual differences, often focusing on the Pearson productmoment correlation between two variables where a significant correlation is considered an indication of some (linear) consistency in individual differences. But what does it really tell us about the individual? Cohen (1988) has characterised a correlation of .10 as depicting a small effect, commenting that "many relationships pursued in "soft" behavioural science are of this magnitude" (p. 79). He characterizes a correlation of .30 as a medium effect, observing that such values are encountered in behavioural science and that "this degree of relationship would be perceptible to the naked eye of a reasonably sensitive observer" (p. 80). He describes a correlation of .50 as a large effect, remarking that Ghiselli (1964) considered it as the practical upper limit of predictive effectiveness. These values have been described as reflecting 1%, 9%, and 25% respectively of the variance common to two variables.
There have been many articles written about the various ways in which the Pearson correlation can be interpreted and how an increase in the magnitude of the coefficient indicates an increase in predictability. For example, Rodgers and Nicewander (1988) offer 13 ways in which to interpret a correlation coefficient. In their abstract, they state "We show that Pearson's r (or simple functions of r) may variously be thought of as a special type of mean, a special type of variance, the ratio of two means, the ratio of two variances, the slope of a line, the cosine of an angle, and the tangent to an ellipse, and may be looked at from several other interesting perspectives" (p. 59). Rovine and von Eye (1997) provide a 14th way of interpreting correlation as "the proportion of times a second variable falls within a set range of the first" (p. 42), an issue that underlies the question raised here. Other articles deal with factors that influence the magnitude of the correlation coefficient (Goodwin & Leech, 2006) , and the interpretation of a phi coefficient as the difference between conditional probabilities when the marginals are equal (Falk & Well, 1997) . These articles deal with the interpretation of a correlation in general and not on its implications for an individual in the sample under investigation.
Our primary purpose in this investigation was to answer the question as to how well one could predict an individual's relative status on a second variable given his or her score on a first variable. A secondary aim was to answer the question of how the magnitude of the correlation between the two relate to this. Unlike most of the previous articles, our objective was to understand the implications for individual prediction, not the meaning or interpretation of r itself. That is, given that an individual obtains a score at the mean of the first variable, what score would you predict on the second variable? Given that an individual scored at the 10th decile on the first variable, how likely would it be for that person to score at the 10th decile of the second? And/or given that an individual scored at the pth decile, how likely would it be that the person would score that well or better on the second variable (or even that well or worse)? This, we propose, is the implication as far as the individual is concerned.
Simulation Study
Our interest in the meaning of correlation as it applies to the individual drove us to conduct an empirical study in which we investigated actual data producing a correlation of .50, corresponding to Cohen's large effect. Specifically, we obtained a sample of 1,000 observations from a population correlation of .50 using the Correlated Multivariate Random Normal Scores Generator (Aguinis, 1994) . The data were in standard score form and the sample means for the two variables were Ϫ.018 and Ϫ.006, and the standard deviations were 1.000 and 1.054. The obtained correlation was .509. Figure 1 presents a scatter plot of the empirical data.
These scores were transformed to decile values, and their bivariate frequency distribution is presented in Table 1 in the form of a 10 ϫ 10 matrix. If the correlation between the two variables were 0, this would result in a 10 ϫ 10 matrix with an expected 10 observations in each cell. Thus, given 1,000 cases, the probability of being in any given cell is 10/1000 ϭ .01, and the probability of being in any given decile for one of the variables is 100/1000 ϭ .10. Correlations greater than 0 will result in some cell frequencies being greater than 10 and others less, but the marginal frequencies would still be 100 and the marginal probabilities would still be .10.
Expressed in this way, it is possible to assess (1) the probability of an observation being in any one cell, or (2) the probability of being in any one Zy cell or set of Zy cells given that one is in any one decile of Zx, or (3) the probability of being in any one cell or set of Zy cells given that one is in any set of Zx deciles. Returning to Table 1, consider the following examples:
1. The probability of being in any one cell is simply the frequency of that cell divided by the total N. Thus, the probability of simultaneously being in the 10th decile of Zx and the 10th decile of Zy is 36/1000 ϭ .036, while the probability of being in the 5th decile of Zx and the 4th decile of Zy is 14/1000 ϭ .014.
2. The probability of being in any one cell of Zy given that one is in any one decile of Zx is the ratio of the frequency in the particular cell divided by the total number of observations in the Zx decile. Thus, the probability of being in the 10th decile of Zy given that one is in the 10th decile of Zx is 36/100 ϭ .36. Furthermore, the probability of being in any of a set of Zy deciles given that one is in one set of Zx deciles is the sum of the relevant set divided by the number of individuals in the Zx set. For example, the probability of being in the 8th, 9th, or 10th decile of Zy given one is in the 10th decile of Zx is (36 ϩ 19 ϩ 14)/100 ϭ .69.
3. The probability of being in any one cell or set of Zy cells given that one is in any set of Zx deciles is equal to the ratio of the frequency in that cell or the sum of frequencies in the set of cells over the sum of frequencies of the Zx deciles. Thus, the probability of being in the 9th decile cell of Zy given that one is in the 7th or 8th decile of Zx is (10 ϩ 11)/(100 ϩ 100) ϭ .105, or the probability of being in the 7th to 10th deciles of Zy given that one is in the 8th to 10th deciles of Zx is (18 ϩ 11 ϩ 13 ϩ 10 ϩ 13 ϩ 12 ϩ 21 ϩ 17 ϩ 36 ϩ 19 ϩ 14 ϩ 8)/(100 ϩ 100 ϩ 100) ϭ 192/300 ϭ .64. In short, one can determine the probability of any given scenario. This is an empirical example based on 1,000 observations drawn from a bivariate normal population with a correlation of .50, and if another sample were drawn, the cell frequencies would vary slightly because of sampling fluctuations, resulting in slightly altered probabilities. A comprehensive characterization free of sampling error is provided by considering the associated probability density function for given values of the population correlation.
Theoretical Specifics
Rather than performing simulation studies to determine the conditional probabilities associated with the various deciles, the same logic can be demonstrated based on theoretical considerations.
Governing Formulae
The Pearson product-moment correlation for the population can be defined as:
The equation for the probability density function of the bivariate normal distribution in standard score form is given by Hays (1973, p. 659) as:
Examination of the function will reveal that it is symmetrical for any given value of the population correlation, . When is 0, the resulting function is a circle, but for any other value it is an ellipse with a slope given by the sign of , and as the correlation increases in magnitude, the minor axis of the ellipse becomes shorter (i.e., the ellipse becomes thinner). Figure 2 illustrates the parameter space for a positive correlation between two variables, Zx and Zy.
Note that it would be centered at the means of the two variables, (i.e., 0, 0).
Given the population correlation, , the regression of two sets of standard scores, Zy on Zx, would have the same slope as that for Zx on Zy with a value equal to , and the values of Zx and Zy would be distributed within the ellipse. The ellipse expresses the nature of the probability density function of the bivariate distribution and for any given value of would be symmetrical about the centre of the ellipse. Figure 2 shows cut-off values for the Zx and Zy axes. The area designated A indicates the cases that are above cut-off values for both variables; the area identified as B indicates those that are above the Zx but below the Zy cut-offs; and the area C indicates those values that are below the Zx but above the Zy cut-offs. Note from the figure that the proportion of cases above the Zx cut-off that are also above the Zy cut-off is given by the ratio of A/(A ϩ B), while the proportion of cases that are above the Zy cut-off that are also above the Zx cut-off are A/(A ϩ C). In short, given a correlation between Zx and Zy, conditional probabilities exist which would increase with increases in the magnitude of their correlation. Thus, the Bayesian expression of the probability of exceeding Z Y given Z X is:
Similarly, the probability of exceeding Z X given Z Y is: Note, this relationship does not depend on any cause-effect scenario. It is possible that individual differences in Zx are responsible for individual differences in Zy, or that individual differences in Zy are responsible for individual differences in Zx, or that individual differences in Zx and Zy are due to some other variable(s). The correlation model assumes simply that there is a linear association between the two variables. In research, a significant correlation implies that there exists in the population an association between the two variables, and that the unbiased estimate of the population correlation () is the value of r obtained in the sample. Our objective in this investigation is to demonstrate that this association has implications for the individuals sampled. The major point is that if there is a significant correlation in the population between the two variables, this means that information about one of the variables has implications about the other variable, regardless of any cause-effect interpretation. The probability density function presented above can be used to compute the areas in the intersection of the deciles in the parameter space. This is achieved by double integration of f(Zx, Zy) with respect to Zx and Zy over the intervals prescribed by each pair of Z X and Z Y deciles. That is:
where Z xl , Z xu , Z yl and Z yu are the lower and upper limits of the variables Zx and Zy respectively.
Analytical Results
We investigated the bivariate probability density functions for population correlations of .10, .30, .50, .70, and .90.
1 Table  2 presents the areas (probabilities) associated with each decile in the bivariate distributions for a population correlation of .50. The cell values are given to five decimal places while the marginal values have been rounded to two places. It will be noted that each of the marginal values equals .10, and that the cell values in each row and column add to .10 with rounding, hence the sum of all the cell values equals 1.0. Being areas identified by the density function, each of these values can be viewed as the probability of membership in any given cell, while the row and column marginals are the probabilities of being in any given decile of either Zx or Zy.
Examination of the cell values will also reveal that they are perfectly symmetrical. Although it might be expected that the probabilities would be greatest for deciles in agreement between the two variables (i.e., the diagonal values), it will be noted that is not true in this table.
2 These values can be used to estimate the probability of an individual achieving various decile cut-offs in Zy given a specific decile cut-off value in Zx. Using the values from Table 2 as examples, it can be observed that 1. the probability of being simultaneously in the 10th decile of Zx and the 10th decile of Zy is .03218;
2. The probability of being simultaneously in the 5th decile of Zx and the 4th decile of Zy is .01140; 3. the probability of being in the 10th decile of Zx given that one is in the 10th decile of Zy is .03218/.10 ϭ .3218;
4. the probability of being in the 8th, 9th or 10th decile of Zy given that one is in the 10th decile of Zx is (.01398 ϩ .01912 ϩ .03218)/.10 ϭ .06528/.10 ϭ .6528;
5. the probability of being in the 9th decile of Zy given that one is in the 7th or 8th decile of Zx is (.01223 ϩ .01441)/(.10 ϩ .10) ϭ .02664/.2 ϭ .1332;
6. the probability of being in the 7th to 10th deciles of Zy given that one is in the 8th to 10th deciles of Zx is (.01398 ϩ .01912 ϩ .03218 ϩ .01441 ϩ .01660 ϩ .01912 ϩ .01369 ϩ .01441 ϩ .01398 ϩ .01248 ϩ .01223 ϩ .01043)/(.10 ϩ .10 ϩ .10) ϭ .19263/.30 ϭ .6421.
Of course, these are expected values given that they are calculated from values defined by the density function, but it will be noted that they are very similar to those calculated from the empirical sampling distribution of the population correlation of .50 presented in Table 1 .
Similar analyses can be performed for the other values of the population correlation that can be obtained from the authors. For example, it can be demonstrated that given a correlation of .10, the probability of one being in the top 50% of one distribution given that one is in the top 50% of the other is .53130, hardly a difference from the value of .50 expected in any event. The corresponding probability for each of the other correlations is .59112 for ϭ .30, .66572 for ϭ .50, .74598 for ϭ .70, and .85570 for ϭ .90. Note, therefore, that for what has been characterised as a large effect (r ϭ .50) in psychological research, roughly two thirds of the sample would be correctly identified as being in the top half of the predicted distribution while one third would be misidentified. Even for a near perfect correlation ( ϭ .90), only 86% are correctly placed in the top half of the distribution while 14% are misclassified.
3
At the individual level, the correlation might be viewed as an index of how consistent an individual's position will be in both variables relevant to the other individuals in the sample, and it is assumed that the degree of consistency will increase with increases in the magnitude of the correlation. Obviously, if the correlation is 1.00, there will be perfect consistency, but what about other values of the correlation? One way of investigating this is to consider the conditional probability of an individual being in the same decile for Zy as for Zx. 2 It was only in the table for the correlation of .90 where this occurred. For all other tables, these probabilities are greatest only for deciles 1 and 10; for the correlation of .70, this is also true for deciles 5 and 6. In all other instances, probabilities are larger in some higher deciles in each column for those above the median and lower for those below, and the extent to which this occurs depends on the magnitude of the correlation, reflecting the width of the ellipse described by the sample space.
3 These values may appear to be inconsistent with Rosenthal and Rubin's (1982) discussion of the binomial effect size display (BESD). Note, however, that the "r" values to which they refer are phi () coefficients so that their medium effect of .30 corresponds to a Pearson correlation of .50, which is in fact a strong effect.
probability of individuals being in corresponding deciles for each of the five correlations.
Inspection of Table 3 will reveal some important features. First, note that for each column the values in the top half are mirror images of those in the lower half. The probabilities are highest for the extreme deciles, decrease in magnitude for the more central ones, are symmetrical around the median, and become more variable as the correlation increases. Second, note that the probabilities for each decile tend to increase as the correlations increase; the mean probabilities over all deciles are .11, .14, .17, .23, and .36 for the five correlations as would be expected given that the correlations are increasing. What is probably unexpected is how low these values are. On average, the probability of an individual being in the corresponding deciles is relatively low regardless of the magnitude of the correlation though admittedly it increases with increasing correlation. On closer inspection, it will be noted that for correlations of .10, .30, and .50, there is relatively no change in predictability for deciles 2 to 9 (e.g., from .11 to .17 is the largest difference). For correlations of .70 and .90, there are slight improvements but, again, the largest changes are in deciles 1, 2, 9 and 10 (i.e., the extreme 40% of the cases).
4 Stated in another way, there is relatively little predictability with correlations from .10 to .50 for 80% of the cases, and for 60% for larger correlations.
One might argue that the purpose of correlation is not to assess the predictability of an individual being in the same decile on two variables, but rather the predictability of an individual scoring as high or higher if above the median or as low or lower if below the median. Table 4 presents the resulting probabilities for these scenarios.
As with Table 3 , the values in the top part of each column are mirror images of those in the lower part. In Table 4 , however, the values are lowest on the extreme ends and increase as they approach the middle, and the variability of the values in each column decreases as the correlations increase. Note, too, that like Table 3 , the probabilities for each row tend to increase as the correlation increases; the mean probabilities over all rows are .39, .42, .46, .50, and .59. That is, on average, for correlations less than .70, less that 50% of the cases would be correctly identified as doing as well (or as poorly) or more extremely on Zy given their decile position on Zx. For individuals in deciles 5 or 6, there is virtually no difference in predictability, and relatively not very much more for deciles 4 and 7. That is, as in Table 3 , much of the improved predictability as the correlations increase involves the extremes of the distributions, but even here the probability exceeds 50% for all deciles only when the correlation is .90.
Discussion
The focus of this article is the degree of correlation between two variables and the implications this has for an individual. Attention was directed to the variables in standard score form and on the individual's relative status as defined by decile membership. Although the discussion referred to positive correlations, it pertains to negative correlations as well. It is often stated that the Pearson product-moment correlation can vary from Ϫ1 to ϩ1, but this is true only when the two distributions are symmetrical and have identical shapes. Two asymmetrical distributions (skewed to the left or right) with the same shape could produce a correlation of ϩ1, but there would be limits on the degree of negative correlation possible. Similarly, two asymmetrical distributions that are mirror images could produce a correlation of Ϫ1, but there would be limits on the largest possible positive correlation that could be obtained (for algebraic considerations, see Gardner, 2000) . The results presented here refer to bivariate normal distributions and apply to both positive and negative correlations, but the rationale could be generalised to any scenario provided the distributions of the two variables are known and it is assumed that the variations around the regression line are normally distributed. Clearly, as the magnitude of the correlation increases the degree of linear relationship between two variables increases. Nonetheless, when it comes to predictability at the individual level, relatively little is gained. If the magnitude of the correlation is considered to imply a degree of predictability about the individual obtaining similar or similar and more extreme scores on both variables, then improvement of predictability holds primarily at the ends of the distributions. The view that a higher correlation implies better prediction is true only in the general sense that there is a stronger linear relationship between the two variables, but is much less so when predictions about an individual are addressed.
These results have many implications for the researcher and practitioner. Individualized prediction and associated consultation should be qualified accordingly. For example, although it is generally agreed that IQ is a strong predictor of grades in school, generally yielding a correlation of .50, generalisations that one can make about a single individual are limited. As we have seen, a statement that a student with an IQ at the mean (e.g., 100) will continue to be at the mean or better in grades is true only .58% of the time (see Table 4 ), while a gifted student scoring at the 9th decile in IQ will be at the 9th decile or better in grades only 36% of the time (see Table 4 ), and a student scoring at least at the 9th decile will have a probability of .44 of performing that well or better in grades (i.e., from These results arguably have a bearing in many contexts where the bivariate correlation is used for prediction. For example, in the clinical setting, it may be of interest to predict symptom severity on the basis of a premorbid indicator (e.g., Nicholson & Neufeld, 1993) . Considering Figure 2 , and related text, symptom severity in need of clinical attention may correspond to the cut-off value on the Zy axis, and the Zx axis may correspond to scores on a predictor variable. If the cut-off value on the Zx axis represents the point at which the prediction is that symptom severity is in need of attention, the sensitivity of measure Zx would comprise A/(A ϩ C), and its positive predictive power would be A/ (A ϩ B) . Clearly, degree of association between Zx and Zy has a direct bearing on such diagnostic efficiency statistics, and the bivariate probability tables can be consulted for their population values, given and selected decile cut-offs.
Turning to statistical tests on single cases, a central question surrounding clinical prediction, for instance, may take the form, "Given a certain location on pretreatment variable X, how likely is the client's location on posttreatment variable Y, if there were no treatment effect?" Methods addressing this type of question engage the bivariate distribution of scores between X and Y head on (Nunnally & Kotsch, 1983; Payne & Jones, 1957) . Results presented here elaborate upon the effect the degree of association plays in such statistical inference and at the level of the individual participant.
Note that the effects of on the bivariate normal distribution are manifestly complex. The relation of these properties to the linear itself is nonlinear. For any particular , moreover, predictive efficiency is nonlinear inasmuch as it is greater at the extremes. It may be possible to develop specific functions analytically expressing these associations. However, such developments to our knowledge have yet to appear. Finally, standard practice suggests that the current observations on predictability at the level of the individual may not be widely known. We believe, however, that they represent information that every user at this level should want to know.
Résumé
Le coefficient de corrélation de Pearson est un indice qui permet de prédire les scores d'une variable sur une autre, à partir d'une équation de régression linéaire. Plus la corrélation est élevée, meilleure est la prédiction. La nature de cette prévisibilité a été étudiée au niveau individuel. Nous avons démontré qu'il y a relativement peu d'amélioration de la prévisibilité de l'état individuel pour les 80% situé au milieu de la population, alors que les corrélations augmentent de 0,10 à 0,50 pour des corrélations aussi élevées que .90, ce qui n'est guère mieux. La même chose est vraie pour les 60% du milieu de la population lorsqu'il s'agit d'évaluer la probabilité qu'une personne effectuera aussi bien ou mieux (ou aussi mal ou pire) sur une seconde variable autre que le prédicteur. Ces généralisations ont été effectuées initialement sur la base d'une distribution d'échantillonnage empirique à partir d'une corrélation de population de .50. Les probabilités associées aux déciles basés sur l'intégration analytique de l'espace normal bivariée des corrélations de la population de .10, .30, .50, .70, et ,90 ont également été examinées. a This expression refers to the probability of someone being in the 5th to the 10th decile in the predicted distribution given that they were in the 5th decile on the predictor (i.e., doing as well or better relatively in the predicted distribution as they did on the predictor), while the following one refers to the probability of someone being in the 1st to the 5th decile in the predicted distribution given that they were in the 5th decile on the predictor (i.e., doing as poorly or worse).
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