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CONVERGENCE O F  FOURIER SERIES 
1. Introduction. This article deals with some new aspects of the 
question of the convergence and of the rapidity of convergence 
of the Fourier series GCf) of a function f (x)E(L) .  I t  deals en- 
tirely with simple convergence, not with summability. In fact 
the methods empIoyed have little connection with summability 
for the reason tha t  they are designed to  exploit whatever oscil- 
latory character the function f(x) may have, and especially t ha t  
of the Dirichlet kernel, which is not of fixed sign, whereas the 
kernels of summability methods are usually of positive type. On 
this account frequent use is made of the Second Mean Value 
Theorem in estimating the magnitudes of the integral expres- 
sions which occur in the discussion, and thus our results are ob- 
tained without resorting to  the cruder device of inserting ab- 
solute value signs under the sign of integration, even in inter- 
vals in which the integrals in question are absolutely con- 
vergent. 
We are concerned primarily with the behavior of integrals of 
the form 
SAM ($(t)/t) sin ntdl, l" (c(t)/t) cos ~ t d t ,  (0 < h < P 5 r) 
which are essentially the types met with in the study of the 
Fourier series GCf) and the  conjugate series g(f), respectively, 
corresponding t o  the function f(x) belonging to  the class (L), 
Our object is t o  study integrals of these types in order t o  formrt- 
late general criteria for the convergence of one or the other or 
both of these series. 
The classica1 criteria depend t o  a large extent on the absolute 
convergence properties of Lebesgue integrals. For example, t ha t  
of Lebesgue, regarded as one of the more general, involves the 
(absolute) convergence property 
uihich implies the convergence property 
2 The Rice Institute Pamphlet 
(F) ST: (b(t)/t) sin ntdt = o(1) (fi -+ m> 
provided tha t  I4(t) 1 satisfies a simple additional condition a s  
t-40. The property (F) in turn implies the convergence of GCf) 
t o  f(xo) a t  the point XO, if 4(t), by definition, is given by 
But  the condition (L) imposes a restriction on the behavior of 
+(t) which can be shown t o  be, in a quite definite sense, very 
severe. For example i t  is not difficult to  prove that  if f(x) 
=COS (l/x),  x #0, ~ € 1 - T ,  T], then 
sn(0) = ( l / r )  S r ( ~ ( t ) / 2  sin ( t / 2 ) )  sin (n  + 1/2)tdt = O(n-'I), 
0 
which implies t ha t  GCf) converges to zero fairly rapidly at x= 0; 
whereas the function $(t), in the example, does not satisfy con- 
dition (L) a t  all. This is due of course t o  the presence in (L) 
of the bars under the integral sign. Examples of this kind are 
easy to find and are exhibited in $5. 
Throughout the paper we shall assume tha t  the function j ( x )  
is of period 2n, is integrable (Lebesgue) in every interval, and 
satisfies at the point xo the condition 
in other words, f(x) is the symmetric derivative a t  xo of its own 
integral. This condition is satisfied almost everywhere and in 
any  case is essential for our purposes. We will now describe one 
of the results established in the paper. 
The  condition (AI), a s  is kvell known, implies tha t  the integral 
n l n  So (+(t)/t) sin ntdt = o(1) (n -+ w).  
A necessary and sufficient condition, under (Al), in order that  
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sn(x0) - ~ ( x o )  
- (I/.) S '(4(t)/2 sin (t/2)) sin (16 + 1/2)tdt = o(1) 
0 
is therefore that  
ST, (+(t)/2 sin (t/2)) sin (n + 1/2)tdt = o(1) 
and this, a s  is well known, is equivalent to: 
I: = Srin(4(f)/t) sin nldt = o(l), (12 -+ w ) 
where n varies continuously or by integers I ,  2 ,3 ,  - . . . I t  seems 
naturaI therefore to  study the properties of integrals of the type 
Id and also of the type: 
I:' = [ = (d(i)/t) cos nldl, 
where +(t) satisfies condition (Al). Results concerning these 
two types are obtained in 56 in studying conditions under which 
both BCf) and 6(f) converge at xo. We shall not discuss them a t  
this point but  consider, b y  way of illustration, integrals of the 
types 
I:(x, p) = Lp (@(t)/t) sin ~ t d t ,  
J A 
where ~ / n  5 X <p S n. 
Obviously, a sufficient condition that  G o  converge to f(xo) is 
that :  
(a) I ,  p) = 0 u)zifarnzlyfor all X, p, n-/n 5 X < p 5. 
I t  is not difficult t o  prove, see $ 5 ,  t ha t  condition (a) is consider- 
ably more general than tha t  of Lebesgue, and therefore we are 
4 The  Rice Institute Pamphlet 
interested in discovering its significance in terms of the intrinsic 
properties of the function 4 ( t ) .  The theorem we prove is the 
following one, in which we employ the notation: 
S(F,  A,  12, 2k )  = (Iz/3) [F(h) + 4F(X + It) + 2F(X + 2h) + . . . 
+ F(X + 2kh)l  
to represent the Simpson approximation to the integral: 
THEOREM. Let Q(t)  = ( l / t ) J i4 ( t )d t ,  Qr(t) = J;Q(t)dt. I f  Q(t)  
= o ( l ) ,  a necessary and suscient condition that $ ( t )  satisfy con- 
dition (a), that i s  : 
(A) IdX, P)  = 41) uniformly ( n / n  S X < P 6 a)  
i s  that the function Q(t)  satisfy the condition: 
2 k h  
(B) ( I ,  , , 2 )  - so QI(X + t)dt = o(hZ)  
uniformly as h+O, for all intervals [A, X+2kh] such that O S A < A  
+2kh 5 27r. 
B y  means of this theorem we can therefore establish the foI- 
lowing general criterion for the convergence of G ( f )  : 
If 4 ( t )  satisfies the conditions (Al) and ( B )  then G ( f )  converges 
at fhe $oint xo to ~ ( x o ) .  
Our main results are expressed in terms of the  order of ap- 
_ proximation to certain integrals by means of elementary 
mechanical quadratnres, namely the Trapezoid Rule and Simp- 
son's Rule. We use the following notation, in which F(x) repre- 
sents a continuous function: 
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The following relationships, of irnportarlce in the proofs, are 
listed for easy reference: 
(I) T ( F , X , 2 1 z , k ) - T ( F , X , 1 ~ , 2 k ) = ( l z / 2 ) E ( F , X , h , 2 k )  
(11) 4T(F,X, 12, 2k) - T(F,X, 2h, k) = 3S(F, A, h, 2k) 
(111) S(F, X + lz, k ,  2k - 2) - S(F, A, h, 2k) 
= (h/3) [E(F, X, h, 2k) - (2F(X) + F(X + lz) 
+F(X + (2k - 1)h) + 2F(X + 2kh)]]. 
These relationships, though perhaps not familiar, are easiIy veri- 
fied. 
2. Equivalence Theorems (A, C), (B, C). In this section we 
establish the main general theorems concerning the equivalence 
of the conditions (A), (B), (C), and also the conditions (A'), 
(B') , (C'), which we now define. 
DEFINITION 1. If F(x) is a continz~ozcs function 0 (,xSn, and 
FI(x) =JiF(t)dt, then 
(A) F(x) has the property (A) N 
z~niformly for all X, p; 0 5 A 6 p  S 1 ; 
(B) F ( x )  Izas flze property (B) - 
Xf f k h  
S(F1, X, It, 2k) - Fl(l)di  = o(lr2) (12 -+ 0) 
uniformly fur all X, k such that 0 5 X  SXf2kh S 1 ; 
(C) F(x) ltas the property (C) - 
E(F1, X, h, 2k) - (lz/2)(F(h + 2kh) - F(x)) = o(h) ( h  4 0 )  
unifornzly for all A, k ,  O-iX SA+2kh-i 1. 
The conditions (A'), (B'), (C'), are like (A), (B), (C), except 
that the interval of integration is of length 27r and F(x) is as- 
sumed to  be equal to a linear function plus a function of period 
2r. 
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DEFINITION 2. I f  F (x )  - m x  i s  a periodic continztous function, 
of period 2n ,  then 
(A') F ( x )  Jzas the froperty ( A f )  ,- 
J e'nzdF(x) = o(1) (n = integer), (n --+ m); 
a 
(B ' )  F ( x )  has the property (B t )  - 
S(F1, X ,  h ,  272) - J F,(h + t )dt  = o ( h 2 ) ,  (16 = ~ / n  -+ O), 
0 
uniformly for all A, 0 S X S 2 r r ;  
(C')  F ( x )  has the property (C')  ,- 
E(Fl ,X ,  Jz12n)-(h/Z)(F(X+2n-)-F(X))=o(h), (h=n/n-+O) 
uniformly for all X, 0 SX 5 2 r .  
THEOREM (A, C) .  I f  F ( x )  i s  a continuous function, 0 l x S n ,  
and F l (x )  = j [F( t )d t ,  a necessary and sujicient condition that 
uniformly for all A, p, ( 0  SX <p 1 )  i s  that 
( C )  E(F1,X,lz,2k)-(h/2)[~(~+2kh)-~(~)]=o(h), h+O) 
uniformly for all X ,  k where k i s  a positive integer such that 
05X<X+2kJzS1,  and h>O. 
Suppose first t h a t  (A)  is  satisfied, t h e n  
2krln So cos nxdF(X + x)  = o(1) 
and o n  integrating by parts and dividing by n, setting h = n / n ,  
w e  h a v e  
(2.1) S lkhF(h + 2) sin ardz  = [F(x) - F(X + 2 b h ) ] / n  + o(h).  
0 
W e  n o w  consider t h e  Fourier series of t h e  odd funct ion  p ( x ) ,  o f  
period 2n ,  
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a 
p ( x )  = signum (sin x )  = ( 4 / n )  (sin ( 2 j  + 1)  x ) / ( 2 j  + I), 
j-0 
with p (0 )  =p(rr)  = O .  On replacing x by nx in this formula, mul- 
tiplying by F(X+x), and integrating termwise, as  we may, then 
applying (2.1)  we obtain: 
26h 
= (*/TI 2 S F ( h  + x )  (sin ( 2 j  + l ) n x / ( 2 j  + 1 ) ) d r  
j=O 0 
since xo" (2j+1)-Z= rr3/8. This result is equivalent t o  
which is equivalent t o  (C),. 
Conversely, to prove (A), assuming (C), we consider the 
integral, in which h =n/n, namely 
sin nt:dF(h $ t )  = - n + t )  cos ntdt 
2 b h  
- n 2 L  h ( h  + t) sin ntdt. 
The last expression is obtained by integrating twice b y  parts. 
On dividing i t  by n2 we see tha t  we have to  prove tha t  
( 2 . 2 )  S "'Fl(h + t )  sin ntdt + [F'l(h + 2 k h )  - F,(M ]/n = o(lz2) 
0 
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uniformly for a11 X > O  such tha t  X+2kh 5 1. By the definition 
of the symbol E and by the periodicity of the function sin n t ,  
the left members of (2.2) is equal to: 
TI., 
(1 /2 )  J E(Fi,  h + t ,  h ,  2k )  sin ntdt 
0 
+ ( 1 / 2 )  S -'l;l1(h + t )  sin fitdt 
0 
~ / n  
- (1 /2 )  S Fi(X + t  + 2kh)  sin rztdt 
0 
+ [FI@ + 2kh)  - F I ( x )  I/?$. 
Now, using (C), this expression is equal to: 
- (1 /2 )  S ^"'[F1(h + t  + Zkh) - P l ( h  + 2 k h ) ]  sin atilt + o(h3 .  
0 
But  since F ( t )  is continuous, we have 
uniformly as h-0, 0  2 t  5 h  = ~ / n .  By inserting these three re- 
sults in the three integrals respectively we find that  the left 
member of (2.2) has been reduced t o  
+ (1 /2 )  [ ~ ( h )  -F ( h  + 2kh) l  S ' "1 sin ritdt f o(h2) = o(h9 .  
0 
We have thus proved t h a t  condition (C) implies condition 
(A) in the form 
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uniformly for all positive values of X ,  k such that X+2khsl ,  
and this is equivalent to ( A ) ,  since ( A )  is equivalent to  
and p, can be expressed as 2 k h k l  where 0 11 5 27~/n. For an  
interval of length Zs2rr/n may be ignored on account of the 
continuity of F and the fact that  sin nx and cos nx are uniformly 
bounded and of bounded variation in all intervals of length 
527r/n. This follotvs by a simple application of the Second 
Mean Value Theorem. The proof is therefore complete. 
Two corollaries of this theorem are worthy of notice: 
COROLLARY I (A, C ) ,  i n  which the quantity o(1) in ( A )  is re- 
placed by O(h-"), (0 da< l ) ,  and the quantity o(h) i n  (C)  is re- 
placed by O(hl-"). 
COROLLARY I1 ( A ,  C ) ,  i n  which o(1) i n  ( A )  is replaced by 
O(p(h) +w ~ ( h ) )  and o(h) i n  ( C )  is replaced by 0 [h(p(h) +fwp(h))] 
where p(h) i s  a function which decreases to zero with h, and wp(h) 
is the well-known oscillation function associated with F. 
The reader will have little difficulty in verifying these corol- 
laries by noting that  with these changes the proofs go through 
step by step. 
We can also state: 
THEOREM (A', C') If F(x)  -mx is a continuous function of 
period 2n-, a necessary and suscient condition that: 
(A') So 2'ehzdF((s) = o(1) as t i le  integer n -+ rn 
is that 
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uniformly for all X, as  the integer n becomes injinite. 
The proof of this theorem is simpler than that of Theorem 
(A, C ) .  For if F(x )  itself is periodic the proof can be carried out, 
step by step, in the same way except for simplifications due to 
the periodicity. If F(x)  is linear, in which case Fi(x) is quad- 
ratic, the proof is immediate-the second members of (A') and 
(C ' )  being equal to  zero. With these remarks the reader can 
easily verify the theorem. 
THEOREM ( B ,  C). I f  F ( x )  i s  continuous, O S x S r r ,  and F l (x )  
=&F(t)dt, a necessary and sufficient condition that 
unijormly for all X ,  k such that O S X < X + 2 k h S 1 ,  i s  that: 
(C) E(FI ,  X ,  h ,  2k )  - ( h / 2 )  [F(X + 2klz) - F ( x ) ]  = o(h)  
uniformly for all A, k a s  in ( B ) .  
Proof. Assuming that ( B )  is vaIid, and replacing X by X+h, 
2k by 2k-2 ,  we have also 
jX:(2 12-1) h 
S(F1, X + lz, h ,  2k - 2)  - F ~ ( t ) d t  = 0(h2) 
and on subtracting the members of ( B )  from the members of 
this equation, and using ( $ 1 ,  111), we obtain 
( I d s )  [ E ( F I ,  X ,  12, 2k)  
- ( 2 ~ 1 ( h )  +FI(X + 12) + FI(X + (2k  - 1)Jz) + ~ F I ( X  + 2khI 1 I 
+ S o h F l ( h  + f )d l+  L " F l ( h  + (Zk - l ) h  + t)dl = 0(h2),  
or, on combining the terms in brackets with the two integrals, 
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Here we make a substitution in the first integral of (2.3) : 
which follows from the continuity of F. It is easily seen tha t  the 
first integral in (2.3) is equal to:  
By treating the second integral of (2.3) in a similar may, we 
obtain : 
(1~/3)  { E(F,, A, It, 2k) + ( h / 2 )  [F(x)  - F(X + 2kh)I ) = o(lb2) ; 
and this is equivalent t o  (C). 
Conversely, assuming (C), we have, by ($1, I). 
We now iterate this formula, replacing h in succession by 12/2, 
h/4,  - . h/2Y, and sum, Since h2 x," 4-v = h2/3,  we obtain from 
the right hand members the quantity (h2/3) [F(X+2kh) -F(X)] 
+o(lz2). And since the trapezoidal sum T(F1, A, h/2Y1 2Y+1k) 
converges to  pF1(X +t)dt the result is : 
and therefore if we replace h by h/2, k by 2k, in  this equation, 
and multiply both members by four: 
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On subtracting members of (2.4) from those of (2.5) we obtain, 
since, by ($1, 11), 
the final result 
which is equivalent to ( B ) .  
This theorem, like Theorem (A, C), has two corollaries: 
COROLLARY I ( B ,  C): in which the quantity o(h2) in ( B )  z's re- 
placed by O(h2-a), where 0 -la < 1, and the quantity o(h) in ( C )  
i s  replaced by O(hl-"). 
COROLLARY I1 ( B ,  C): in which the quantity o(h2) in ( B )  i s  re- 
placed by O[h2(p(h) + w F ( ~ )  ] and the quantity o(h) in ( C )  is  re- 
$laced by 0 [h(p(h) + w ~ ( h ) ) ] ,  where p(h) is a function which de- 
creases to zero with h ,  and wp(h) is  the oscillation function associ- 
ated with F. 
The reader can easily verify the corollaries by following 
through the steps of the proof of Theorem (B, C) with the indi- 
cated changes. 
THEOREM (B', C') If F(x)-mx is  a continuous function, of 
period 2n, a necessary and suficient condition in order that, as 
the integer n becomes in$nite, 
uniformly for all X ,  0 SX 5 2n, i s  that 
unijormly for all A, 0 5 X 6 2n. 
Here again i t  is unnecessary to give the details of the proof, 
which is like that  of Theorem ( B ,  C) but a good deal simpler 
on account of the periodicity. The proof is immediate if F(x) 
Convergence of Fourier Series 13 
is linear, and Fl(x) quadratic, for then i t  follows easily that  the 
left members of (B') and (C') are equal to  zero. With these re- 
marks it is unnecessary to give a separate proof. 
3. The Equivalence Theorem (a, A). In this section we prove 
that, under the assumption tha t  +(t)  satisfies the condition 
(A1), the conditions (a), (A), are equivalent; in other words 
that, under this assumption, if Q(t) satisfies condition (A), 
where Q(t) = (l/t)j&#~(t)dt, then +(t) satisfies condition (a) ; and 
conversely. It will then follow from the result of $2 that any one 
of the three conditions: 
Q(t)  satisfies (A), (B), (0 
i s  equivalent to the condition: 
@(t) satisfies (a). 
We begin by proving the following 
LEMMA. A necessary and su.cient condition in order that 
converge to zero z~nifornzly with respect to X ,  as n+w, is that 
converge to zero for every sequence {A,), converging to zero, such 
that X,>.lr/n. 
The necessity of the condition (b) is obvious. 
Assuming that limn,, In(r/n,  An) = 0 for every such f X, ] we 
first prove that 
Suppose, on the contrary, that a sequence of integers (nk) 
exists, such that 
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Then that  exists a positive sequence { ~ k ) ,  ph>r/ns,  such that  
We can, of course, suppose that  { ~ k )  converges. If limb,, PI, 
=p > O  then for all intervals (a, b), p d a < b  r ,  
for 4(t)/t is summable in the ciosed interval [@/2, n ] ,  and there- 
fore the Riemann-Lebesgue Theorem applies in this interval. 
But this contradicts (3.1). I t  folIows therefore that  limk,,pk =0, 
and we have 
1 Ixk(r/nk, pli) 1 > 1 2 ;  
but this contradicts the hypothesis (b). We have therefore 
proved that  
lim I,(n/n, T )  = 0. 
n--tm 
In order to prove (a) suppose, on the contrary, that I,(rr/n, A) 
does not converge uniformly to zero. Then there exists a sub- 
sequence { n k {  , also a sequence ], together with a positive 
constant Iz such that  
and since we can extract a convergent subsequence from the 
sequence (pk) we may as  well suppose that  {pk) itself con- 
verges to p 2 0. 
If p = O  we have a contradiction of (b). If p > O  we have 
lim sup I In,(n/uk, pk) ( 2 h 
k-h m 
and since, as tve have just proved, 
it follows that  
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Lim sup I Ink(pltJ 7 )  1 2 h. 
t 4 m  
But  this is impossible since $( t ) / t  is summable in the interval 
[p /2 ,  n ]  and the Riemann-Lebesgue Theorem again applies. 
The lemma is therefore proved. 
With the aid of this lemma we can now prove 
THEOREM (a, A). If 4 ( t )  satisfies condition (AI), that i s  
a necessary and suficient condition that 
uniformly for all X I  n /n IX ST, i s  that Q( t )  satisfy condition (A)  
in tlze form: 
uniformly for all p, 0 p S n .  
Since Q(t )  =];oQ'(s)ds, and since sin n t ,  cos n t ,  are m i -  
formly bounded and of uniformly bounded variation in the 
intervals [0, r / n J ,  and since 4 ( t )  satisfies condition (Al), we 
can apply the Second Mean Value Theorem to  show tha t  the 
integral 
and thus i t  follows that  condition (A) is equivalent t o  the condi- 
tion: 
uniformly for p, n/n s p  ST .  
Hence, assuming (A) we obtain, after integration by parts in 
(4, 
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for all sequences tp,, f converging to zero, with I ~ n  >R/% 
But the first term in the preceding equation is o(l), and 
therefore 
and therefore, by the Second Mean Value Theorem, 
sa;l (Q(t)/t) 'OS ntdt = Crz, T) S*::Q(~) z:: fztdt = o(1 )  
sin 
since { v , )  converges to zero, rr/nSvn5p,,. But also we have 
4(t)/t=Q(t)/t+Q1(t), and therefore we have shown that  (a) 
and the last equation imply that  
for every sequence {p,], pn>a/n ,  converging to zero. But 
by the preceding Lemma, this implies that 
uniformly, X>n/n. Hence (A) implies (a). 
Conversely, assuming (a), consider the integral: 
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(r  = et) 
and since, by (a), the inner integral is o(l), uniformly for all 
p>n/m, as m--+Oo, 0 <05 1, i t  follows that the condition (a) 
implies the condition : 
uniformly for all X 2- n/n. 
Now, recalling that  
i t  follows that from (a) and (c) we may infer 
uniformly for A ,  r / n S X S s ,  and since we have shown that, 
when 4(t) satisfies (Ax), the conditions (a) and (A) are equiva- 
lent, i t  folIows that, 
uniformly for A,  0 SXSn.  Thus the theorem is proved. 
As an immediate corollary of Theorem (a, A) we can state, in 
consequence of the equivalence of conditions (A) and (B) the 
following criterion for the convergence of BCf)* 
THEOREM 1. If $(t) satisfies condition (Al), that is : 
and if QQ) Izas the property (B), that is: 
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where Ql(t) =&Q(t)dt,  uniformly jor all A, k ,  0 S X  <X +2kh In, 
then GCf) converges at x = xo to  f ( xB ) .  
This is the theorem stated at the end of $1. 
4. Simultaneous Convergence of G(f), SCf). We now apply the 
results in $52, 3 to the convergence of both GCf) and g ~ f )  a t
x=xo. The quantities t o  be considered are expressed in our nota- 
tion a s  follows : 
(4.2) ),(zo) = - (l/ir) S T ( $ ( t ) / 2  tan ( t /2))(1 - cosnZ)dl+ o(1) 
0 
where 
and sn(xo), ?,(xo) are the respective partial sums of G(f )  and 
g@). Let now 
$70 = f (xo + t )  - 
so that  
and let 
We will suppose t h a t  &(t)  and +l( t )  satisfy the conditions: 
(A1) Q"(t> = oC111 QICt) = o( l ) ,  ( t  -+ 0) 
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zcniformly for a11 X, 0 S X  4 n .  
The conditions ( A l ) ,  (A), are together equivaIent, by  $3, to 
(AS and the conditions: 
uniformly for all A, ( w / n  S X S n ) .  But since condition ( A l )  is 
valid, we have, since 1 - cos n t  = 2 sin2(nt/2), 
f 'In (4?( t ) / t )  sin ntdt = o ( l ) ,  
J 0 
~r nln I (&(t) / t )  ( 1  - cos nt )d t  = o(1)  
J 0 
and a corresponding condition with 4, replaced by 41;  the second 
equation in (4.3) being obtained by using the Second Mean 
Value Theorem in the form: 
n / n  7 1 7 ~  So (Q.(t)/t) sin2 (n t /2 )d t  = SI (&( t ) / t )  sin (n t /2 )d l  = o(1) .  
Hence we have from (4.1)  and (4.2) 
S ~ ( X D )  - ~ ( X O )  = ( l / n )  S (4 (1) / t )  sin litdt + o(1)  
T/7& 
= o(1) 
and also 
~ n ( x 0 )  + (1,r)  J ' ( ~ i 2  tan ( t12))dt  
~ 1 %  
= ( l / r r )  J * ( # ( t ) / 2  tan (L/z)) cos ntdt + o(1)  
' I n  
= ( I / * )  J ' ($ ( i ) / t )  cos nidt + o ( l )  
n/n 
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We have thus proved that if q5,(t) and +l(t) satisfy conditions 
(A3 and (A) then s,(xo) converges to f (XO) and also that  S,(XO) 
and the quantity 
are equiconvergent is the strict sense. 
But since conditions (A) and (B) are equivalent we have 
therefore proved : 
THEOREM 2. I f  +,(t) and 4 4 t )  both satisfy the condition (A*) 
and i f  Q'(t)  and Qyt) satisfy the condition: 
uniformly (0 SX <X+ 2kh ST), where Qp(t) = ( ~ / t ) & ~ ( t ) d t ,  a ( t )  
= J i Q ~ ( t ) d t ,  then, as  12-4  w , 
S.(XO) f S r ; ( $ ( t ) / 2  tan ( t /2) )d t  = 4 1 ) .  
5. Examples. In order to construct a continuous function which 
satisfies conditions (A*) and (a) but not (L) we proceed as fol- 
lows: let 
where $(t) is a continuous increasing function of t with $(O) 
=q5(0) = 0. We have t o  prove that the function $( t )  can be chosen 
so that the quantity 
l6 = s6' 1 $(t) sin ( l i t )  - $(t -k 6) sin ( l / ( t  + 8)) 1 dt/ t  
is not o(1 )  as 6,+0. We make the substitution t = l / s ,  N =  1/6, 
6(s)  =$(I/,) and obtain: 
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b = SINfl(s) / sin s - g(s, N )  sin sf I ( l /s)ds 
(5 1) N 
2 B(N) Sl I sin s - g(s, N )  sin sf / ( l /s)ds,  
where g(s, N )  =$(t+6)/$(t) >= 1, sf =Ns/ (N+s) .  Let 
This quantity is the difference of ['phase" between sin s and 
sin s'. 
Instead of the interval of integration (1,  N) we shall take a 
subinterval ( a ~ ,  b ~ )  such that (i), p(aN),  p ( b ~ )  are integral 
multiples of 2n and (ii) U N - N ~ / ~ ,  N-JIW*. 
Now, since 
it follows that if s is increased by the amount (Nn/s)h  p(s) will 
be increased by the amount: 
In  other words, in an interval of length Nn/s ,  p(s) will vary 
approximately linearly. Thus, if for a given value s = sl, of the 
the form sl=nla, sin sf is approximately in phase with sin s, 
then, after s is increased t o  the value s2=sl+Nn/sl, sin sf 
will again be approximately in phase with sin s. In approxi- 
mately one third of the half-period intervals (nn,  (n+l)n)  
contained in (sl, 3 2 )  sf will lag behind s by the amount p such 
that  
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These intervals will be situated very nearly in the middle 
third of the interval (sl, sz). Moreover in the middle third of 
each one of these half-period intervals, where 1 sin sl > t/3/2, 
sin s and sin s' will have opposite signs and therefore the inte- 
grand in the integral of (5.1) 
/ sin s - g(s, iV) sin s' I /s > / sin s / s > 1/3/2s. 
Thus the amount contributed to the integral I6 by one of these 
haIf-period intervals, of type (a, a + r )  will be greater than 
( 2  l o g  (a+ 2 ~ / 3 )  -log (a+ r/3))-(d3/6)(log [a+n) 
--log a), and the total contribution of the interval (sl, s2) t o  
I6 will be greater than (t/3/6) log (sg/s~)' Hence, finally, if N 
is suficiently large, 
But  log ( b ~ / a ~ ) - ( 3 / 4  - 2/3) log N =  (1/12) log N, and there- 
fore if 
it follows tha t  I8 is not o(1). In  other words, we have proved 
that :  
If #(t) is not o(l/  I log t I ) then the function 
does not satisfy the condition (L). 
In  the  following paragraphs i t  will become clear that  this 
fzinction does satisfy conditions (a), (AX). We begin by proving 
tha t  the  function sin (l/t)  satisfies these conditions. 
In  order t o  prove tha t  the function sin (l/t) satisfies condition 
(a) we consider the  integral: 
I(h, p) = 2 kY sin (l/O sin ddf/t (0 < 7, < P )  
= kp cos (fir - l/*)dt/t - cos (nt + l/t)dt/t 1' 
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We set q=log ( t d z ) ,  &=log (Adz) ,  P=log ( I r / ~ z ) l  and ob- 
tain 
li(h, p) = $' cos (24; sinh q)dq = JI(B) - Jl(a) 
a 
B 
&(A, p) = cos (24; cosh q)dg = h(B) - Jz(a) 
where a, p are arbitrary, - =O <a: <p < =O . Now, since the  func- 
tions cos, cosh q, are even and the function sinh p odd we may 
take a: =0, 0 > 0, in both integrals. Thus 
11(8) = J b  cos 2(4; sinh q)dg 
B 
= ( 1 2  sech q d(sin (24; sinh q)) 
0 
and since sech q is decreasing, we have sech 0 = 1 and 
.Jl(O) = (1/24\/n) S 'd(sin ( 2 4 %  sinh q) 
0 
= 0(1/4%) 
Similarly, taking a =0, we consider 
B 
J,(B) = cos (2& ccosh q)dq. 
But  here we have t o  consider two cases. First suppose tha t  
/3 Ssinh-I (n-''4). Then 
Second, if P>sinh-I (72-114) = b we have to  consider only 
J2@) - Jz(b) = cos ( 2 4 2  cosh q)dq. S," 
B 
= ( 1 2  csch p d(sin (24; c o ~ h  q)) 
b 
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and since csch q is decreasing i t  follows, by the Mean Value 
Theorem, that the last integral can be expressed as 
(1/22/%) csch b d(sin (22/% cosh q)) S,' 
= ( l / ~ l / ; ) n ~ / ~ S ~ '  d(sin (24% cosh q)) = O(n4'"). 
We have therefore proved that  I(X, p) = O(~Z-'[~) uniformly for 
all X, p ;  0 <A <p. 
With obvious modifications the same sort of proof can be 
applied to  show that the integral 
Lp sin (1M cos nfdt/t = O(n-113. 
We have therefore proved that the function sin (l/t) satisfies 
condition (a). I t  is clear that the same is true of the function 
cos (lit).  
It is easily seen that these functions satisfy the fundamental 
condition (AI), for since, for example, 
d(t2 cos (l/t)) = sin (l/t) + 2t cos (l/t) 
we have 
sin (l/t)dt = t8 cos ( ~ / t )  - 21 cos (l/j)dt =; 0(t2). S,' 
It is worth while to observe that, by means of the examples 
sin (l/x) and cos (l/x), i t  is easy to construct a fairly extensive 
class of functions of oscillatory character which satisfy condi- 
tion (a) but not (L). We proceed as follows: 
Let tC.(x), tC.z(x) be bounded functions, each of which has total 
variation in the interval 16, T ]  of the order 0 ( ~ ( 6 ) ) ,  where ~ ( 6 )  
is a function which may become positively infinite as  6 4  co ; 
then the product &(x) . # z ( ~ )  has the same property, since 
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Consider now a function of the type: 
$4~) = *(x) sin (11 x + O ( 4 )  
= $(x) cos 9(x) sin (l/x) + $(x) sin 0(x) cos (1/x) 
where $(x), cos O(x), sin B(x), have the property required of 
$l(x), $z(x), which will certainly be the case if the total varia- 
tions of $(x), O(x), in the intervaI [a, n ]  are o(~(6))  and $(x) 
alone is bounded; for the functions sin 8, cos B are bounded and 
I sin O(x2) -sinB(x~) 1 5 1 O(x2) -B(xl) 1 . This being so, i t  will follow 
tha t  the functions q 3 ( x )  =$(x) sin O(x), + 4 ( ~ )  =$(XI cos O(X) will 
have the required property. 
We can now prove tha t  the function 4(x), thus defined, satis- 
fies the conditions (Al), (a) provided tha t  (i) the total variations 
of $(XI, O(x), in the interval [a, n] are o(6-114) and, (ii) $(x) is 
bounded. 
I t  is easy to prove tha t  $(x) satisfies condition (Al). In  fact 
we prove a stronger result: 
If $(x) is such tha t  its total variation in the interval 16, n] is 
o(6-I)-then the functions $(x) sin (l/x),  $(x) cos (l/x),  satisfy 
condition (Al). 
We give the proof for the first function only since the  method 
applies equally well t o  the second. 
Suppose first that  $(x) is positive and monotonica1ly decreas- 
ing, with $(x) = o(x-I). Since 
d(x2 cos (I/  x)) = sin (l/x)dx + 2x cos (l/x) 
i t  follows tha t  
S+ : $(x) sin (l/x)dx = $(x)d(x2 cos (I/%)) 
- 2 JhJ.(x) cos (l/x) xdz 
- 2 So cos (I/%) xdx. 
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Here the first term is o(h). The  second term is less, in absolute 
value, than the positive quantity: 
The  third term is also less, in absolute value, than 
and, since $(x) = o ( r l ) ,  this integral is o(h). Having proved 
that  each of the three terms in question is o(h), we have proved, 
since the same method applies t o  the function $(x) cos (l/x),  
t ha t  +(x) sin (l/x), $(x) cos (1/x), satisfy condition (Ad, if 
+(x) is monotone decreasing. But, by hypothesis, $(x) can be ex- 
pressed as the difference of two such functions each of which is 
o(x-l). Thus the proof is complete. We can now state a theorem 
which exhibits a fairly general class of functions satisfying the 
conditions (Al), (a), bu t  not L, as  our first example shows. 
THEOREM 3. If the total variation of each of the functions #( t ) ,  
O(t) , in  the interval [ 6 ,  n ]  is 016-'i4), and if the function $(t) is 
bounded in  [0, n ] ,  then the function: 
satis$es conditions (Al) and (a). 
The  proof of this theorem comes immediately from an appli- 
cadon of the Second Mean Value Theorem to integrals of the 
type : 
LY IGi(t) sin (1/t) cos r,tdl/i 
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( j  = 1, 2) 
= $ j ( ~ )  Jmsin (l/t) cos nidt/t ( X S m S g  
a 
and those obtained by replacing sin (l/t) by cos ( l l t )  and cos nt 
by sin nt. In the case above the integral is o(1) unifornlly for all 
X ,  p, [r/n<X < p  ST] since ~ ) ~ ( t )  may be regarded as a function 
which is positive, monotone decreasing and of the order o(t-'I4), 
so tha t  the integral is o(n1IQ). O(n-'I4) = o(1) as  n 4  m . 
6. J-ReguIarity. The equivalence of the conditions (A'), (B') 
provides another interesting criterion for the  simultaneous con- 
vergence of the series @Cf) and GCf) at the point XO. For this we 
find i t  convenient to define properties relating to the behavior 
of the function j(x) in the right-hand and left-hand neighbor- 
hoods respectively of the point xo. 
We consider the Fourier series of the periodic functionf,(xo, x) 
defined as follows: 
Let 
+r(t) = f (XO + t )  - f(x0) (0 4 C 4 T) 
= jr(xo1 .o + t) + f,(xo, xo - I )  - 2jr(xo, 30) 
= f,(xo, xo + t )  - jr(x0, xo - t). 
Then 4,(t) is the function which corresponds t o  +(t) in the 
formula for sL-jr(xo, xo) and also t o  #(t) in the formula for sr,, 
where s;, s; are the partial sums of G(f,)  and 8( f r ) .  That  is: 
i = - (l/n) J T(9r(t)/2 tan (t/2))(1 - cos 711)dt + o(1). 
0 
We define J-regularity a s  follows: 
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DEFINITION 1. If f (x)  E (L) is of period 2n, and i s  such that 
the integral 
exists, and i f  the series G(f,(xo, x))  and G(f,(xo, x ) )  are conver- 
gent at x = xo, then the function f ( x )  is  said to be J-regular on the 
right at x = xo. 
This amounts t o  the same as saying that f(x) is J-regular on 
the right i f ,  and only i f ,  (i) the integral 
exists and (ii), the integral 
Similarly, if we define the periodic function 
and 
we have, if si(xo) and &(xo) are partial sums of GCfl(x0, x ) )  and 
- 
GCfi(x0, x ) )  respectively, 
I ~ X O )  = ( l / ~ )  1 T ( ~ z ( t ) / 2  tan (1/2)) ( I  - cos d )d t  + o( l ) ,  
and we make the corresponding 
DEFINITION 2. If f (x)  E(L) ,  is  of $eriod 2n, and is  such that 
the integral 
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exists, and if the series GUl(xo, x)) and Z ( ~ I ( X O ,  x)) are con- 
vergent at x =xo, then the func t ion f (x )  i s  said to be 7-regular on the 
left at x = xo. 
From these definitions i t  follows that  if the integrals: 
exist, then a necessary and su$cient condition in order that f ( x )  be 
J-regular on  the right and on the left i s  that 
If now we extend the range of the functions C$,(t), C$l(t), so as 
t o  render them periodic (27r), by means of the definitions 
and then define the functions P(t), FL(t ) ,  for all values of t by 
the formulae : 
i t  is evident tha t  the condition (a') above is equivalent t o  the 
condition : 
(A') einLdFr(l) = o ( l ) ,  1'" ei7LQF1(t) = o(1);  
which, by  Theorems (A', C'), (B', C'), of $2,  is equivalent t o  
the statement that  the functions FT(t) ,  FL(t ) ,  as defined, satisfy 
condition ( B f ) .  We have thus established: 
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THEOREM 4. I f  f ( x )  E (L ) ,  a necessary and suficient that f ( x )  
be J-regular on the right and o n  the left i s  that both of thefunctions 
Fr( t )  , F L ( t )  , exist, as defined, and satisfy the condition (B') .  
As an immediate consequence of this theorem we can now 
state, as  a criterion for the convergence of both GCf) and g(f): 
THEOREM 5. I f  FT(t )  , F1(t) ,  exist and satisfy the condition (B') 
then G(f) and GCf) converge res$ectively to the sums: 
?r f(x0 + 2 )  - f(x0 - t )  
dl. 
2 tan ( t / 2 )  
