I might also mention here that excellent sources of background material on AI are Barr et al., eds., The Handbook of Artificial Intelligence (1981 ; Webber and Nilsson, eds., Readings in Artificiallntelligence (1981) ; and Shapiro, ed., The Encyclopedia of Artificial Intelligence (forthcoming). The Webber and Nilsson collection has an "Advanced Topics" section with philosophically relevant articles, and the Shapiro volume has several good articles on the relationship between philosophy and AI. 2 As things turned out, we spent rather more time than planned looking at AI programs (as weIl as some in-class instruction in LISP) and, so, had less time than planned to read Haugeland's book. Nevertheless, the class discussions were high in philosophical content, much of it initiated by the students. Consequently, it is clear to me now that a better format would be to have the students read and discuss relevant essays from Haugeland while studying the AI programs. Thus, the syllabus presented below represents an idealized, but workable, version of the course.
In addition to short writing assignments throughout the semester (some of which are described below), there was a take-horne, essay-question midterm and a term project. For the project, the students had the option of writing a 10-15-page term paper or doing an AI or LISP programming project. These are described in Appendix B.
LISP and AI Programs
LISP is the "language of choice" for AI programming. Fully half of the students chose to leam LISP as their term project, including several who had no prior programming experience. (LISP can, and arguably ought to, be one's first programming language.) Good introductions to what LISP is can be found in Friedman 1974 , Hofstadter 1983abc, and Wand 1984 . We were fortunate to be able to use the manuscript of an excellent self-tutoring text (Shapiro, 1986 ). An inexpen'-sive alternative is, as mentioned, the second half of Winston 1977 (which is not in the second edition). Other good texts are Winston and Horn 1984 (although I find their programming style very non-LIsP-like), Touretzky 1984, and Wilensky 1984 .
The other popular AI programming language is PROLOG, whose syntax is like that of first-order logic. But most famous AI programs have been written, and are available, in LISP.
Indeed, if the computing facilities at your institution include a good version of LISP (e. g. , Franz LISP, Common LISP, MACLISP, INTERLISP, Portable Standard LISP) , then you can-with, perhaps, the assistance of some computer buffs or hackers among your students-implement several AI programs, thus giving the students some "hands on" experience. Manageable versions of SAM (a program that "understands" stories about stereotypical activities, using "scripts"), PAM (a program that "understands" stories involving plans and goals), POLITICS (a program that simulates a political belief system), TALE-SPIN (a program that "creates" stories), and ELI (a natural-Ianguage parser) are given in Schank and 
An Artificial IQ Test
I began the course by giving the students an "Artificial IQ" test: aseries of questions not unlike those appearing on "intelligence" tests-all of which can be handled (albeit separately) by various AI programs (though the students were not told this till after they took the test)-together with some discussion questions. The students had several days to work on this before it was discussed in class (Topic 4, below). The test is given in Appendix C and described in this section. I have found this "test" to be an excellent discussion-starter, and I have also used it successfully for "stand-alone" talks on AI.
The first two questions concern Thomas Evans' s ANALOGY program (Evans 1968) , which reasons about simple geometric analogies using the same strategies that people do. One interesting question that can be raised in this context is this: If (and this is a big assumption) the ability to do such analogies is a mark of intelligence (after all, such questions do appear on real IQ tests, for whatever that might be worth) , then is Evans's program (or a computer running the program, or a person following the program) intelligent? On the other hand, if a mere program can solve these problems, in a strictly mechanical fashion, then perhaps this ability is not a mark of intelligence.
Question 3 presents computer/human interactions from BORIS (Program "B") and ELIZA (Program "0"). BORIS (Dyer 1982 , Lehnert 1983 ) is a program descended from SAM and PAM that can read fairly complex stories (on topics that it "knows" something about) and answer fairly difficult questions about them. ELIZA is Joseph Weizenbaum's celebrated natural-Ianguage program (Weizenbaum 1966 (Weizenbaum , 1976 . Unlike BORIS, it can (appear to) converse on any topic whatsoever, although it only has a pattern-matching mechanism and so can hardly be said to understand naturallanguage. (Details on its workings can also be found in Winograd 1983; see Topic 13 A, below.) While most students tend to feel that BORIS is nl0re "intelligent," a few brave souls will point out that ELIZA is more versatile (and fairly accurately simulates a Rogerian psychotherapist) and that, hence, perhaps, it is the more intelligent one. (Cynics will say that it merely shows that Rogerian psychotherapists are not intelligent!)
Question 4 is a problem that can be solved by Earl Sacerdoti's NOAH planning program (Sacerdoti 1977) . It calls for fairly sophisticated problem-solving (i.e., programming) skills, involving the use of top-down design and stepwise refinement (i.e., recursively analyzing problems into subproblems that are easier to solve). Question 5 is adapted from Patrick H. Winston' s program that "learns" what an 'arch' is by being shown positive (A, D) and negative (B, C) instances (cf. Winston 1977: 29-43 Questions 6-10 concern issues in natural-Ianguage processing: The sentence in question 6 is (at least) three-ways ambiguous (see Hendrix and Sacerdoti 1981) . The point is that a natural-Ianguage-understanding program must be able to recognize all three ways and decide which one is appropriate in a given context. The story in question 7 illustrates problems of pronominal reference, another important issue in natural-Ianguage understanding. The story in question 8 illustrates the fact that many aspects of stories can be predicted because they are stereotypical: Most students will predict that the article goes on to discuss the role of women in the fire department, to provide statistics, to say that women were not expected to pass, to discuss issues in the feminist movement, etc. The stories in questions 9 and 10 can be handled by SAM and PAM, respectively.
Course Outline
What follows is an outline of the course, together with suggested readings and some writing assignments. The "topic" numbers do not refer to days or weeks; they are merely sequential. The starred readings are central; the others, optional. 'H' refers to Haugeland 1981; 'W' refers to Winston 1977. Readings: *Fodor, "The Mind-Body Problem," (1981); *Dennett, "Intentional Systems," in H; Putnanl, "Reductionism and the Nature of Psychology," in H; Churchland, Matter and Consciousness (1984) .
Topic 3. The Turing Test. Presentation and discussion of Turing's thesis that (roughly) the question, "Can a machine think?", should be replaced by the question, "Can a machine fool a human into thinking that s/he is conversing with another human, rather than with the machine?". 
Leam LISP, using Shapiro (1986) .
Notes: Projects 1-3 required copying and debugging programs. Once implemented, they can be modified as future exercises or projects; see the appropriate texts. Similarly, project 4 was a copy-and-debug project; we had a listing of this program, but had been having trouble translating it into the dialect of LISP available on our computer. No one tried project 5 at Fredonia, but I have since had a student at Buffalo who translated it into French; it is a worthy term project with possible beneficial side effects as a tool for foreign-language departments. Project 6 calls for great LISP skill; our system did not have a working editor.
Appendix C
ArtificialIQ Test
1.
In each of the following, A is to B as C is to? (Illustration on page 112 is from Winston, 1977: 27.) 2.
Describe how you solved No. l(b). 3.
On the basis of the following two con1puter/human interactions, which program exhibits more intelligence? (COMPUTER OUTPUT IS IN CAPS; human input in lower case.)
Program "B":
Richard had not heard from his college roon1mate Paul for years. Richard had borrowed money from Paul which was never paid back. But now he had no idea where to find his old friend. When a letter finally arrived from San Francisco, Richard was anxious to find out how Paul was. Unfortunately, the news was not good. Paul's wife Sarah wanted a divorce. She also wanted the car, the house, the children, and alimony. Paul wanted the divorce, but he did not want to see Sarah walk off with everything he had. I-lis salary from the state school system was very small. Not knowing 'who to turn to, he was hoping for a favor from the only lawyer he knew. Paul gavehis horne phone number in case Richard feit he could help. At DOOR there is a non-empty pile of red objects. At BOX t or BOX 2 (we don't know which) there is a non-empty pile of keys, all of which fit the door. We don't know what is at the other box. T ABLE is empty. The robot has three possible actions: 1.
Pick up--If the robot is holding something, this action has no effect. Otherwise, some object at the location will be in the robot's hand when this action is completed. 2.
Put down-Ifthe robot is not holding anything, this action has no effect. Otherwise, the object in the robot' s hand is added to the pile at the current location of the robot. 3.
Go to X-The robot's location becomes X. If X is OUTSIDE, there must be a key in the pile at DOOR or this action has no effect. The robot has no way to tell if any action had an effect or not.
Initially the robot is at an undetermined place in the room. Figure 2 suggests the initial configuration. The problem is to develop a set of actions that will ensure that a red object is OUTSIDE. A. This is a CRDL:
C. This is not a CRDL:
B. This is not a CRDL:
D. This is a CRDL: 
7.
Consider the following story: lohn decided to visit Bill. He drove to his house, but he saw that the lights were off, so he went to the movies. a) Did lohn see Bill? b) Whose house was dark? c) Who went to the movies? d) How did you determine the answers to these questions? 8.
Consider the following lead paragraph from arecent news item: Twenty-five women passed the strenuous New York City Fire Department test of physical endurance today. This was the first test given since women were allowed to join the Department. What topics were covered in the rest of the article? 9.
Consider the following story: lohn went out to a restaurant last night. He ordered a steak. When he paid for it, he noticed that he was running out of money. He hurried horne since it had started to rain. Did lohn eat dinner last night? How do you know? How would a computer know? 10. Consider the following story:
Willa was hungry. She reached for the phone book. She got in her car. Did Willa eat the phone book? How do you know? How would a computer know?
John drove horne irnrnediateIy. Just as he walked in the door, the phone rang. John picked it up. But it was onIy Karen, one of Mary's friends. John told her Mary was out and hung up. Mary wanted to call the police but John thought they should wait. They were discussing this when Susan walked in the door. She had stayed after school for a gyrnnastics rneet and taken a late bus horne. Nothing had happened to her. It was all a hoax.
