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BAB IV 
ANALISA DAN PERANCANGAN 
4.1 Analisa  
Pada tahapan ini dilakukan analisa terhadap kebutuhan aplikasi mulai dari 
kebutuhan data hingga penyelesaian masalah, dan setelah itu dilakukan tahapan 
perancangan berdasarkan tahapan analisa yang telah dilakukan agar dapat 
dimengerti oleh pengguna. 
4.1.1 Analisa Kebutuhan Data 
Analisa kebutuhan data dilakukan untuk mengetahui akurasi pada metode 
Backpropagation pada klasifikasi penyakit ISPA. Data terbagi menjadi 2 yaitu 
data latih dan data uji.  
A. Data Latih 
Data latih (training) dilakukan dan membagi data yang mengalami 
faringitis, tonsillitis, rhinitis tuberculosis (TBC), sinusitis. Jumlah data latih yang 
akan digunakan adalah 150 data diantaranya 30 data faringitis, 30 data tonsillitis, 
30 data rhinitis, 30 data tuberculosis (TBC) dan 30 data sinusitis. Dari pembagian 
kelas pada ISPA tersebut akan dijadikan sebagai data untuk pembelajaran yang 
selanjutnya akan disimpan kedalam Database aplikasi. Pelatihan dan pengujian 
data dibagi menjadi 3 kali percobaan dengan kuantitas data latih dan data uji yang 
berbeda-beda untuk mencari akurasi yang paling tinggi, dengan opsi pilihan data 
latih 70% sebanyak 105 data 80% sebanyak 120 data dan 90% sebanyak 135. 
Data latih dengan menggunakan metode Backpropagation ini nantinya akan 
dijadikan acuan dalam klasifikasi penyakit ISPA. 
B.  Data Uji 
Data uji (testing) merupakan data yang akan diuji pada sebuah aplikasi 
untuk kebutuhan penyesuaian klasifikasi terhadap data latih. Pengujian dilakukan 
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untuk menetukan tingkat akurasi dari proses klasifikasi terhadap proses 
pembelajaran. Di dalam data uji dibagi ke dalam kuantitas yang berbeda yakni 
30% sebanyak 45 data, 20% sebanyak 30 data dan 10 sebanyak 15 dari jumlah 
keseluruhan data. Jadi data uji adalah sisa data yang tidak digunakan dalam data 
latih. 
C.  Data Masukan 
Analisa data masukan adalah analisa terhadap data-data yang dilakukan 
sebagai acuan masukkan pada aplikasi agar didapatkan pemahaman terhadap 
aplikasi secara keseluruhan. Variabel masukan yang digunakan pada penelitian ini 
dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Variabel Data Masukan 







































































X15 Sakit tenggorokan Ya 1=Ya 
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Variable Gejala ISPA Nilai Bobot Nilai 
Tidak 0=Tidak 































































































Pada penelitian ini terdapat 5 variabel keluaran atau target yang sudah ditentukan. 
Adapun target yang sudah ditentukan tersebut dapat dilihat pada tabel 4.2. 
Tabel 4.2  Target Output  






4 Tuberculosis (TBC) 
5 Sinusitis 
4.1.2 Analisa Metode Backpropagation 
Pada tahapan ini dilakukan analisa metode Backpropagation untuk 
mengklasifikasi penyakit ISPA. Metode Backpropagation adalah metode 
penurunan gradien untuk meminimalkan nilai error output untuk mengubah nilai 
bobot arah mundur. Backpropagation memiliki satu layer tersembunyi (Hidden 
layer) serta menggunakan fungsi aktivasi sigmoid biner yang berguna untuk 
mendapatkan nilai output error terhadap perambatan alur maju (foward 
propagation) dikarenakan nilai target untuk unit tidak diberikan. 
 Arsitektur jaringan syaraf tiruan pada algoritma Backpropagation dapat 
ditentukan setelah variable-variabel gejala dan target penyakit telah ditentukan. 
































































Gambar 4.1 Arsitektur Jaringan Pada Aplikasi Diagnosa Penyakit ISPA 
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Jaringan terdiri dari 34 unit (neuron) pada lapisan input yaitu x1, x2, x3, x4 
sampai x34, 1 lapisan tersembunyi dengan 16 neuron yaitu z1, z2, z3, z4 sampai 
z34, serta 3 unit pada lapisan output yaitu y0, y1 dan y2. Bobot yang 
menghubugkan x1, x2, x3, x4 sampai x34 dengan lapisan tersembunyi adalah v11, 
v2, v31, v41 sampai v3434. Dan bobot bias yang menuju ke lapisan tersembunyi 
adalah v01, v02, v03, v04 sampai v034. Bobot yang menghubungkan lapisan 
tersembunyi dengan lapisan output adalah w11, w21, w31, w41 sampai w342.  
Dan bobot bias yang menuju ke output layer adalah w01, w02 dan w03. Fungsi 
aktifasi yang digunakan adalah sigmoid binner. 
4.1.2.1 Tahap Pelatihan 
 Langkah-langkah pada tahap pelatihan (training) dapat dilihat pada 
Gambar 4.2: 
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Gambar 4.2 Diagram Tahap Pelatihan (Training) 
Berikut ini merupakan penjelasan dari Gambar 4.2 di atas: 
1. Inisialisasi nilai bobot awal dengan nilai acak. Bobot awal pada penelitian 
ini dapat dilihat pada lampiran. Lalu tentukan nilai maksimum epoch dan 
learning rate yang pada penelitian ini maksimum epoch adalah sebanyak 
500 dan learning rate yang digunakan adalah 0.6. 
2. Masukkan data latih dari inputan (x1, x2,……,x34) dan target. 
3. Pada tahap pelatihan terdapat 2 fase yaitu perambatan maju (feedforward 
propagation) dan perambatan balik (Backpropagation) 
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4. Lakukan proses pelatihan sebanyak epoch yang telah ditetapkan 
sebelumnya. 
5. Bobot akhir yang didapatkan pada fase perambatan balik akan disimpan 
dan digunakan pada tahap pengujian 
Keterangan variable output pada penyakit ISPA padat dilihat pada Tabel 4.3: 
Tabel 4.3 Keterangan variable output 
No Nama Y0 Y1 Y3 
1 Faringitis 0 0 1 
2 Tonsilitis 0 1 0 
3 Rhinitis 1 0 0 
4 Tuberculosis (TBC) 1 0 1 
5 Sinusitis 0 1 1 
 
Contoh perhitungan manual menggunakan metode Backpropagation 
Perhitungan dilakukan dengan menggunakan data latih ke 1 dengan kondisi 
berhenti berdasarkan jumlah Epoch yang ditentukan. 
Epoch = 500 
Learning rate = 0,6 
Bobot awal input ke hidden: 
V01 = 0.01  V02= 0.02  V03=0.03  V04= 0.04………… V034=0.34 
V11 = 0.01  V12= 0.02  V13=0.03  V14= 0.04………… V134=0.34 
V23 = 0.01 V22= 0.02  V23=0.03  V24= 0.04………… V234=0.34 
……………………………………………………………………..................... 
V341 = 0.01 V342= 0.02 V343=0.03 V344= 0.04………….V3434=0.34 
 
Bobot awal hidden ke output 
W0=0.5, W1=0.01, W2=0.02, W3=0.03, W4=0.04, W5=0.05......….W34=34 
 
Data inputan: 
 X1 =1  X2 =1  X3 =1  X4 =0 
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Target = 1  
Fase I : Perambatan Maju  
Setiap unit tersembunyi menjumlahkan bobot sinyal input (Persamaan 2.1) 
Z_in1 = v01+(v11*x1)+(v21*x2)+ (v31*x3)………………. +(v341*x34) 
= 0.06 
Untuk hasil dari operasi hidden layer Z_in dapat dilihat pada Tabel 4.4 
Tabel 4.4 Operasi Pada Hidden Layer 
Z_In1 Z_In2 Z_In3 Z_In4 Z_In5 Z_In6 …… Z_In34 
0.06 0.12 0.18 0.24 0.3 0.36 ….. 2.04 
 
Fungsi aktifasi pada hidden layer (persamaan 2.2) 
Z1= 1/(1+ e-0.06)= 0.51 
Untuk hasil akhir dari fungsi aktifasi hidden layer z2 hingga z34 dapat dilihat 
pada Tabel 4.5. 
Tabel 4.5 Fungsi Aktifasi Pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z34 
0.514996 0.529964 0.544879 0.559714 0.574443 …… 0.884933268 
 
Operasi pada output layer (Persamaan 2.3) 




Tabel operasi pada output layer dapat dilihat pada Tabel 4.6 
Tabel 4.6 Operasi Pada Output Layer 
Y_In0 Y_in1 Y_in2 
4.142490347 4.151108023 2.632224207 
 
Fungsi aktifasi pada output layer( Persamaan 2.4) 
Y0=  =  = 0.015634914 
 
Y1= = 0.015502836 
 
Y2= = 0.0670931 
Fase II : Perambatan balik 
Hitung nilai error pada output layer (Persamaan 2.5) 
Untuk T0 
δk = (Tk – yk)*[1+f(x)][1-f(x)] 
δ0  = (T0 – y0)*[1+f(x)][1-f(x)] 
= ( 0 - 0.015634914 ) * ( 1/2 * ( 1 + ( 2 / ( 1 + 2.71828183 ^ ( -
4.142490347 ))) –1 ) * ( 1 - ( 2 / ( 1 + 2.71828183 ^ (-4.142490347)) -1 ))) 
= -0.000481257 
Hitung korelasi bobot (Persamaan 2.6) 
α  = 0.6 
Δw01  = α * δ0 * Z1 
 = 0.6 * -0.000481257 * 0.514995502  
= -0.000148707 
Korelasi bobt pada T0 dapat dilihat pada Tabel 4.7 berikut ini 
Tabel 4.7 Korelasi Bobot Pada T0 
Δw0_01 Δw0_02 Δw0_03 Δw0_04 Δw0_05 Δw0_06 …… Δw0_34 
-0.00015 -0.00015 -0.00016 -0.00016 -0.00017 -0.00017 …… -0.00026 
Hitung korelasi bias (Persamaan 2.7): 
ΔW0  = α * δ0 
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= 0.6 * -0.000481257 
= -0.000288754 
Hitung faktor δ hidden layer berdasarkan error pada setiap hidden layer 
(Persamaan 2.8) 
δ _ in1 = δ0 * w1 
 =  -0.00048 * 0.1 
 = -4.81x10-5 
Faktor δ hidden layer pada T0 dapat dilihat pada Tabel 4.8 berikut ini 
Tabel 4.8 Faktor δ Hidden Layer pada T0 
δin1 δin2 δin3 δin4 δin5 ……… δin34 
-4.8x10-5 -9.6x10-5 4.8x10-5 -4.8x10-5 -0.00014 ……… -0.000144 
 
Hitung informasi error pada unit j (Persamaan 2.9) 
δj   = δ_inj* (1/2*(1+(2/(1+e^(-Z_in)))-1)*(1-(2/(1+e^(-Z_in))-1))) 
 =-2.40412E-05*(1/2*(1+(2/(1+2.71828183^(-0.06)))-1)*(1-
(2/(1+2.71828183^(-0.06))-1))) 
 = -2.40x10-5 
Informasi error pada unit j untuk T0 dapat dilihat pada Tabel 4.9 berikut ini 
Tabel 4.9 Informasi Error Pada Unit j Untuk T0 
δ1 δ2 δ3 δ4 δ5 …….. δ34 
-2.4x10
-5
 -4.8x10-5 2.39x10-5 -2.4x10-5 -7.1x10-5 …….. -2.94x10-5 
 
Hitung korelasi bobot masukan (Persamaan 2.10) 
α = 0.6 
ΔV11 = α * δ1 * X1 
 =  0.6 * -2.4E-05 * 1 
 = -1.44x10-5 
Korelasi bobot masukan pada T0 dapat dilihat pada Tabel 4.10 berikut ini 
Tabel 4.10 Korelasi Bobot Masukan Pada T0 
No 1 2 3 4 ………. 34 
AV1 -1.44x10-5 -1.4 x10-5 -1.4 x10-5 0 ………. 0 
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No 1 2 3 4 ………. 34 
AV2 -2.87 x10-5 -2.9 x10-5 -2.9 x10-5 0 ………. 0 
AV3 1.43 x10-5 1.43 x10-5 1.43 x10-5 0 ………. 0 
AV4 -1.42 x10-5 -1.4 x10-5 -1.4 x10-5 0 ………. 0 
AV5 -4.23 x10-5 -4.2 x10-5 -4.2 x10-5 0 ………. 0 
AV6 1.39 x10-5 1.4 x10-5 1.4 x10-5 0 ………. 0 
AV7 -4.14 x10-5 -4.1 x10-5 -4.1 x10-5 0 ………. 0 
AV8 4.09 x10-5 4.09 x10-5 4.09 x10-5 0 ………. 0 
………. ………. ………. ………. … ………. ………. 
AV34 -1.76 x10-5 -1.76 x10-5 -1.76 x10-5 0 ………. 0 
 
Hitung korelasi bias (Persamaan 2.11): 
ΔV01 =  α * δ1 
 = 0.6 * (-2.4E x10-5) 
 = -1.44 x10-5 
Korelasi bias pada T0 dapat dilihat pada Tabel 4.11 berikut ini 
Tabel 4.11 Korelasi Bias Pada T0 
ΔV01 ΔV02 ΔV03 ΔV04 ΔV05 … ΔV034 
-1.4 x10
-5
 -2.9 x10-5 1.43 x10-5 -1.4 x10-5 -4.2 x10-5 … -1.76 x10-5 
 
Untuk T1 
δk = (Tk – Yk)*[1+f(x)][1-f(x)] 
δ0  = (T1 – Y1)*[1+f(x)][1-f(x)] 
= (0 – (-0.015502836)) * ( 1/2 * ( 1 + ( 2 / ( 1 + 2.71828183 ^ ( - 
4.151108023))) –1 ) * ( 1 - ( 2 / ( 1 + 2.71828183 ^ (-4 4.151108023)) -1 
))) 
= -0.007984304 
Hitung korelasi bobot (Persamaan 2.6) 
α  = 0.6 
Δw11  = α * δ1 * Z1 
 = 0.6 * 0.00148958 * 0.514995502 
= 4.6 x10-5 
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Korelasi bobot pada T1 dapat dilihat pada Tabel 4.12 berikut ini 
Tabel 4.12 Korelasi Bobot Pada T1 
Δw1_01 Δw1_02 Δw1_03 Δw1_04 Δw1_05 …….. Δw1_34 
4.6 x10-5 4.7 x10-5 4.8 x10-5 5 x10-5 5.1 x10-5 …….. 7.9 x10-5 
Hitung korelasi bias (persamaan 2.7): 
ΔW1  = α * δ1 
= 0.6 * 0.00148958 
=  89 x10-5 
Hitung faktor δ hidden layer berdasarkan error pada setiap hidden layer 
(Persamaan 2.8): 
δ _ in1 = δ1 * w1 
 = 0.00148958 * 0.3 
 = 4.4 x10-5 
Faktor δ Hidden Layer pada T0 dapat dilihat pada Tabel 4.13 berikut ini 
Tabel 4.13 Faktor δ Hidden Layer pada T1 
δin1 δin2 δin3 δin4 δin5 …….. δin34 
4.4 x10
-5
 1.4 x10-5 1.4 x10-5 2.9 x10-5 1.4 x10-5 …….. -4.4 x10-5 
 
Hitung informasi error pada unit j (Persamaan 2.9) 
δj   = δ_inj* (1/2*(1+(2/(1+e^(-Z_in)))-1)*(1-(2/(1+e^(-Z_in))-1))) 
 =0.000446874*(1/2*(1+(2/(1+2.71828183^(-0.06)))-1)*(1-
(2/(1+2.71828183^(-0.06))-1))) 
 = 0.000223236 
Informasi error pada unit j untuk T1 dapat dilihat pada Tabel 4.14 berikut ini  
Tabel 4.14 Informasi Error Pada unit j Untuk T1 
δ1 δ2 δ3 δ4 δ5 …. δ34 
2.2 x10
-5
 7.42 x10-5 7.39 x10-5 1.4 x10-5 7.2 x10-5 …. -9.1 x10-5 
 
Hitung korelasi bobot masukan (Persamaan 2.10) 
α = 0.6 
ΔV11 = α * δ1 * X1 
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 =  0.6 * 0.000223236 * 1 
 = 0.000133942 
Korelasi bobot masukan pada T0 dapat dilihat pada Tabel 4.15 berikut ini 
Gambar 4.15 Korelasi Bobot Masukan Pada T1 
No 1 2 3 4 ….. 34 
ΔV1 0.000133942 0.000134 0.000134 0 ….. 0 
ΔV2 4.45 x10-5 4.45 x10-5 4.45 x10-5 0 ….. 0 
ΔV3 4.43 x10-5 4.4 x10-5 4.43 x10-5 0 ….. 0 
ΔV4 8.81 x10-5 8.81 x10-5 8.81 x10-5 0 ….. 0 
ΔV5 4.37 x10-5 4.37 x10-5 4.37 x10-5 0 ….. 0 
ΔV6 0.000129811 0.00013 0.00013 0 ….. 0 
ΔV7 8.55 x10-5 8.55 x10-5 8.55 x10-5 0 ….. 0 
….. ….. ….. ….. ….. ….. ….. 
ΔV34 -5.46 x10-5 -5.46 x10-5 -5.46 x10-5 0 ….. 0 
 
Hitung korelasi bias (Persamaan 2.11): 
ΔV01 =  α * δ1 
 = 0.6 * 0.000223236 
 = 0.000133942 
Korelasi bias pada T1 dapat dilihat pada tabel 4.16 berikut ini 
Tabel 4.16 Korelasi Bias pada T1 
Δv01 Δv02 Δv03 Δv04 Δv05 …. Δv34 
0.000133942 4.45 x10-5 4.43 x10-5 8.81 x10-5 4.37 x10-5 …. -5.46 x10-5 
 
Untuk T2 
δk = (Tk – Yk)*[1+f(x)][1-f(x)] 
δ0  = (T2 – Y2)*[1+f(x)][1-f(x)] 
 = (1 – (-0.865813801)) * ( 1/2 * ( 1 + ( 2 / ( 1 + 2.71828183 ^ ( - 
2.632224207))) –1 ) * ( 1 - ( 2 / ( 1 + 2.71828183 ^ (-2.632224207)) -1 ))) 
 = 1.483202138 
Hitung korelasi bobot (Persamaan 2.6) 
α  = 0.6 
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Δw21  = α * δ2 * Z2 
 = 0.6 * 0.000223236 * 0.514995502 
= 2.29 x10-5 
Korelasi bobot pada T2 dapat dilihat pada Tabel 4.17 berikut ini 
Tabel 4.17 Korelasi Bobot Pada T2 
Δw2_01 Δw2_02 Δw2_03 Δw2_04 Δw2_05 … Δw2_34 
2.29 x10
-5
 2.36 x10-5 2.43 x10-5 2.49 x10-5 2.56 x10-5 … 3.94 x10-5 
 
Hitung korelasi bias (persamaan 2.7): 
ΔW2  = α * δ2 
= 0.6 * 0.000223236 
=  0.000133942 
Hitung faktor δ hidden layer berdasarkan error pada setiap hidden layer 
(Persamaan 2.8): 
δ _ in2 = δ2 * w2 
 = 0.000223236 * -0.1 
 = -7.42 x10-6 
Faktor δ hidden layer pada T2 dapat dilihat pada Tabel 4.18 berikut ini 
Tabel 4.18 Faktor δ Hidden Layer pada T2 
δin1 δin2 δin3 δin4 δin5 … δin34 
-7.42 x10
-6
 1.48x10-5 1.48 x10-5 7.42 x10-6 2.23 x10-5 … 1.48 x10-5 
 
Hitung informasi error pada unit j (persamaan 2.9) 
δj   = δ_inj* (1/2*(1+(2/(1+e^(-Z_in)))-1)*(1-(2/(1+e^(-Z_in))-1))) 
 =(-7.42 x10-51/2*(1+(2/(1+2.71828183^(-0.06)))-1)*(1-
(2/(1+2.71828183^(-0.06))-1))) 
 = 1.48 x10-5 
Informasi error pada unit j untuk T2 dapat dilihat pada Tabel 4.19 berikut ini 
Tabel 4.19 Informasi Error Pada Unit j Untuk T2 
δ1 δ2 δ3 δ4 δ5 …. δ34 
1.48 x10
-5
 -3 x10-5 -3 x10-5 -1.5 x10-5 -4.5E x10-5 …. -2.96 x10-5 
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Hitung korelasi bobot masukan (Persamaan 2.10) 
α = 0.6 
ΔV11 = α * δ1 * X1 
 =  0.6 * 1.48423E-05 * 1 
 = 8.90 x10
-6
 
Korelasi bobot masukan pada T2 dapat dilihat pada Tabel 4.20 berikut ini 
Gambar 4.20 Korelasi Bobot Masukan Pada T2 
No 1 2 3 4 …… 34 
ΔV1 8.90 x10-6 8.9 x10-6 8.9 x10-6 0 …… 0 
ΔV2 -1.78 x10-5 -1.8 x10-5 -1.8 x10-5 0 …… 0 
ΔV3 -1.78 x10-5 -1.8 x10-5 -1.8 x10-5 0 …… 0 
ΔV4 -8.90 x10-6 -8.9 x10-6 -8.9 x10-6 0 …… 0 
ΔV5 -2.67 x10-5 -2.7 x10-5 -2.7 x10-5 0 …… 0 
ΔV6 2.67 x10-5 2.6 x10-5 2.6 x10-5 0 …… 0 
ΔV7 -1.78 x10-5 -1.8 x10-5 -1.8 x10-5 0 …… 0 
ΔV8 -1.78 x10-5 -1.8 x10-5 -1.8 x10-5 0 …… 0 
…… …… …… …… …… …… …… 
ΔV34 -1.78 x10-5 -1.8 x10-5 -1.8 x10-5 0 …… 0 
 
Hitung korelasi bias (Persamaan 2.11) 
ΔV01 =  α * δ1 
 = 0.6 * 1.48 x10-5 
 =  8.90 x10-6 
Korelasi bias pada T2 dapat dilihat pada Tabel 4.21 berikut ini 
Tabel 4.21 Korelasi Bias pada T2 
Δv01 Δv02 Δv03 Δv04 Δv05 ….. Δv34 
8.90 x10
-6
 -1.8x10-5 -1.8x10-5 -8.9x10-5 -2.7x10-5 ….. -1.78 x10-5 
 
Fase III: Perubahan bobot dan bias 
Hitung bobot baru pada Hidden Layer (Persamaan 2.13): 
V11 (baru) = v11 (lama) + v (0) + v (0) + v (1) 
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  = 0.01 + 0.000893748 + 0.000133942 + 8.90 x10-6 
  = 0.011036595 
Bobot V baru pada hidden layer dapat dilihat pada Tabel 4.22 berikut ini 
Tabel 4.22 Bobot V Baru Pada Hidden Layer 
V 1 2 3 4 …… 34 
V1 0.011036595 0.021037 0.031037 0.04 …… 0.34 
V2 0.011809396 0.021809 0.031809 0.04 …… 0.34 
V3 0.009139171 0.019139 0.029139 0.04 …… 0.34 
V4 0.010960988 0.020961 0.030961 0.04 …… 0.34 
V5 0.01264115 0.022641 0.032641 0.04 …… 0.34 
V6 0.009290343 0.01929 0.02929 0.04 …… 0.34 
V7 0.012636438 0.022636 0.032636 0.04 …… 0.34 
V8 0.007489572 0.01749 0.02749 0.04 …… 0.34 
… …… …… …… …… …… …… 
V34 0.011020653 0.021020653 0.031020653 0.04 …… 0.34 
 
V01 (baru)  = 0.01 + 0.000893748 + 0.000133942 + 8.90538E-06 
  =0.011037 
Bobot bias baru pada hidden layer dapat di lihat pada Tabel 4.23 berikut ini  
Tabel 4.23 Bobot Bias Baru Pada Hidden Layer 
V01 V02 V03 V04 V05 …… V34 
0.011037 0.021809 0.029139 0.040961 0.052641 …… 0.341020653 
 
Hitung bobot baru pada output layer dengan (persamaan 2.12): 
W01(baru) = w01(lama) + w01 
  = 0.5 + 0.017891048 
  = 0.517891 
Bobot W baru pada Output Layer dapat dilihat pada tabel 4.24 berikut ini 
Tabel 4.24 Bobot W Baru Pada Output Layer 
 W0 W1 W2 W3 W4 …. W34 
Y0 0.517891 0.109214 0.209482 -0.09025 0.110014 …. 0.315832383 
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 W0 W1 W2 W3 W4 …. W34 
Y1 0.500894 0.30046 0.100474 0.100487 0.2005 …. -0.299209093 
Y2 0.500134 -0.09998 0.200024 0.200024 0.100025 …. 0.200039403 
Setelah bobot V baru dan bobot W baru  didapat, maka akan dilakukan 
tahap selanjutnya yaitu tahap pengujian. 
4.1.2.2 Tahap Pengujian 
 Langkah langkah pada tahap pengujian  dapat dilihat pada Gambar 4.3: 
Mulai
Masukkan data uji 
X1. X2 ., dan X34 
serta data target
Gunakan hasil bobot akhir pada 
tahap pelatihan untuk tahap 
pengujian
Fase Feedforward Propagation 
(Perambatan Maju)




Gambar 4.3 Diagram Tahap Pengujian (Testing) 
Penjelasan dari Gambar 4.3 Diagram Tehap Pengujian adalah: 
1. Masukkan data uji baru yang terdiri dari variable inputan X1, X2, X3,….. 
dan X34 beserta Target. Setelah hasil didapat maka selanjutnya lakukan 
normalisasi data 
2. Bobot akhir yang didapat pada tahap pelatihan digunakan sebagai 
inisialisasi bobot awal pada tahap pengujian 
3. Pada tahap pengujian hanya menggunakan fase feedforward propagation 




Perhitungan manual tahap pengujian 
Pengujian terhadap data penyakit ISPA baru: 
X1 =1 
 X2 =1 
 X3 =1 
 X4 =0 
 X5 =0 
 X6 =1 
 X7 =0 
 X8 =1 
 X9 =0 
 X10 =0 
 X11 =0 
 X12 =0 
 X13 =0 
 X14 =0 
 X15 =0 
 X16 =0 
 X17 =0 
 X18 =0 
 X19 =0 
 X20 =0 
 X21 =0 
 X22 =0 
 X23 =0 
 X24 =0 
 X25 =0 
 X26 =0 
 X27 =0 
 X28= 0 
 X29 =0 
 X30 =0 
 X31 =0 
 X32 =0 
 X33 =0 
 X34=0 
 
Operasi pada hidden layer: 
Z_in1 = V01 + (V11 * X1) + (V21 * X2) + ……………………+ (V341 * X34) 
= 0.21622 
Operasi pada hidden layer dapat dilihat pada Tabel 4.25 berikut ini 
Tabel 4.25 Operasi pada Hidden Layer 
Z_in1 Z_in2 Z_in3 Z_in4 Z_in5 …… Z_in34 
0.21622 0.230856 0.224835 0.245766 0.265847 …… 0.54612392 
Fungsi aktifasi pada hidden layer (Persamaan 2.2): 
Z1  = 1/1+e^(Z_in) 
 = 1/1+2.71828183^(-0.21622) 
 = 0.553845 
Hasil perhitungan ungsi aktifasi pada Hidden Layer dapat dilihat pada Tabel 4.26 
berikut ini 
Tabel 4.26 Fungsi Aktifasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 ….. Z34 
0.553845 0.557459 0.555973 0.561134 0.566073 ….. 0.633235844 
Operasi pada Output Layer: 




Hasil perhitungan operasi pada output layer dapat dilihat pada Tabel 4.27 berikut  
Tabel 4.27 Operasi pada Output Layer 
Y_in0 Y_in1 Y_in2 
3.720839679 3.617812234 2.229835444 
 
Fungsi aktifasi pada output layer (Persamaan 2.4): 
Yj =  
 
Hasil perhitungan fungsi aktifasi pada Output Layer dapat dilihat pada Tabel 4.28  
Tabel 4.28 Fungsi Aktifasi Pada Output Layer 
Y0 Y1 Y2 
0.976358811 0.97386029 0.902896933 
 
Berikut merupakan Tabel kelas pada output Y0, Y1 dan Y2: 
Tabel 4.29 Tabel kelas pada output Y0, Y1 dan Y2 
Kelas  Y0 Y1 Y2 
1 0 0 1 
2 0 1 0 
3 1 0 0 
4 1 0 1 
5 0 1 1 
 
Keterangan :  jika Yk < 0.9650, maka nilai Yk = 1 
  Jika Yk  ≥ 0.9650, maka nilai Yk = 0 
 Setelah dilakukan pengujian maka didapatkan nilai Y0= 0, Y1=0 dan 
Y2=1, dan masuk pada kelas 1 yaitu pada penyakit Faringitis. 
4.1.3 Analisa Fungsional 
 Analisa fungsional pada aplikasi jaringan syaraf tiruan klasifikasi penyakit 
ISPA terdiri dari Context Diagram, Data Flow Diagram, Entity Relationship 
Diagram dan Flowchart. 
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4.1.3.1 Data Flow Diagram 
Data flow diagram adalah suatu bagan yang mengGambarkan pergerakan 
aliran data dari mana asal dan tujuan data tersebut. Data flow diagram juga 
merupakan penjabaran dari context diagram secara terperinci.  
1. Context Diagram 
Context diagram berguna untuk melihat Gambaran pada proses kerja aplikasi 
secara umum. Context diagram adalah data flow diagram level 0 yang 
mengGambarkan garis besar operasional pada aplikasi. Context diagram pada 
aplikasi penerapan jaringan syaraf tiruan klasifikasi penyakit ISPA memiliki 

















Info data V Awal





Gambar 4.4 Context Diagram Klasifikasi Penyakit ISPA 
Context diagram pada sistem ini memiliki 2 entitas yaitu Admin dan User. 
Admin ialah yang dapat mengakses sistem sepenuhnya sedangkan User hanya 
dapat menginputkan data gejala diagnosa dan menerima hasil diagnosa. 
Tabel 4.30 Keterangan Entitas Pada Context Diagram 
No Nama Masukan keluaran 
1 Admin - Data User 
- Data Diagnosa 
- Data V Awal 
- Data W Awal 
- Data Kasus 
- Data Gejala 
- Info data User 
- Info data diagnosa 
- Info Hasil Diagnosa 
- Info data V Awal 
- Info data V Awal 
- Info data Kasus 
- Info akurasi 




2. DFD level 1 
DFD level 1 pada sistem aplikasi penerapaj jaringan syaraf tiruan 
























Info Data V Awal

























Gambar 4.5 DFD Level 1 Klasifikasi Penyakit ISPA 
Terdapat 5 proses yang terjadi pada DFD level 1 yaitu proses login, proses 
diagnosa, proses hasil, pengolahan data master dan yang terahir adalah proses 




Tabel 4.31 Keterangan Proses Pada DFD Level 1 Klasifikasi Penyakit ISPA 
No Proses Deskripsi  
1 Login Terjadi input-an data User oleh Admin 
Data yang diinput-kan diproses dan Admin mendapat 
umpan balik berupa info data User 
2 Diagnosa Terjadi input-an data diagnosa oleh Admin dan User 
Data yang diinput-kan diproses dan di simpan pada 
database 
Admin dan User mendapat umpan balik berupa info data 
diagnosa. 
3 Hasil Admin mendapat info data diagnosa dari proses hasil yang 
disimpan pada database diagnosa. 
4 Pengolahan Data 
Master 
Admin mendapat info data Kasus dari proses hasil yang 
disimpan pada database Kasus. 
Admin mendapat info data V Awal dari proses hasil yang 
disimpan pada database v_awal 
Admin mendapat info data W Awal dari proses hasil yang 
disimpan pada database w_awal. 
5 Proses BPNN Terjadi input-an data gejala berupa data latih dan data uji 
oleh Admin 
Data yang di-input-kan diproses dan disimpan ke dalam 
database 
Admin mendapat umpan balik berupa informasi akurasi 
 
 
3. Data Flow Diagram (DFD) Level 2 Proses 5 Proses BPNN 
Data Flow Diagram (DFD) level 2 Proses 5 Proses BPNN merupakan tahap 
pengujian. Berikut adalah Gambar DFD level 2 proses 5 proses BPNN 



















Gambar 4.6 DFD Level 2 Proses 5 Proses BPNN 
Terdapat 2 proses pengolahan data yang terjadi pada DFD level 2 proses 5 
proses BPNN yaitu proses data uji dan proses data latih. Keterangan tentang 
proses-proses pada DFD level 2 proses 5 proses BPNN dapat dilihat pada Tabel 
4.32. 
Tabel 4.32 Keterangan Proses Pada DFD Level 2 Proses 5  
No Proses Deskripsi 
1 Data Latih Terjadi input-an data gejala berupa data latih oleh 
Admin 
Data yang di-input-kan diproses dan disimpan ke 
dalam database 
Admin mendapat umpan balik berupa informasi 
akurasi 
2 Data Uji Terjadi input-an data gejala berupa data uji oleh 
Admin 
Data yang di-input-kan diproses dan disimpan ke 
dalam database 





4.1.3.2 Entity Relationship Diagram 
Entity relationship diagram pada aplikasi penerapan jaringan syaraf tiruan 

















































Gambar 4.7 Entity Relationship Diagram Klasifikasi Penyakit ISPA 
4.1.3.3 Flowchart 
Flowchart aplikasi mendeskripsikan proses aliran sistem yang terjadi dari awal 
hingga selesai. Adapun flowchart pada aplikas klasifikasi penyakit ISPA dapat 









Menu Data Hasil  
Diagnosa
Menu Data Kasus




Pengolahan Data V Awal
Proses Pengujian Data






Input gejala yang dirasakan
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Data Latih
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Gambar 4.8 Flowchart Alur pada Sistem Klasifikasi penyakit ISPA 
4.2 Perancangan Aplikasi 
Perancangan aplikasi dilakukan untuk mengGambarkan serta mewujudkan 
hasil dari analisa pada tahap yang telah dilakukan sebelumnya sehingga 
menghasilkan Gambaran aplikasi yang akan dibangun. Rancangan aplikasi 
meliputi rancangan struktur menu, rancangan basis data dan rancangan antar 
muka. 
4.2.1 Perancangan Basis Data 
1. Tabel Data Login.  
Nama Tabel : login 
Primary Key :id_login 
Penjelasan struktur tabel data login dapat dilihat pada Tabel 4.33 
Tabel 4.33 Struktur Tabel Data Login 
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No Nama  Type  Length  Keterangan 
1 Id Int 11 Primary Key 
2 Username Varchar 50  
3 Password Varchar 50  
4 Level Enum   
 
2. Tabel Data Latih 
Nama Tabel : data_latih 
Primary Key : id_data_latih 
Penjelasan struktur tabel data latih dapat dilihat pada Tabel 4.34 
Tabel 4.34 Struktur Tabel Data Latih 
No Nama  Type  Length  Deskripsi  
1 Id_data_latih int 11 Primary Key 
2 Id_kasus int 11  
3 Id_konfigurasi int 11  
 
3. Tabel Data Uji 
Nama Tabel : data_uji 
Primary Key :id_data_uji 
Penjelasan struktur tabel data uji dapat dilihat pada Tabel 4.35 
Tabel 4.35 Struktur Tabel Data Uji 
No Nama  Type  Length  Deskripsi  
1 Id_data_uji Int 11 Primary Key 
2 Id_kasus int 11  
3 Id_konfigurasi int 11  
4 Iterasi int 11  
5 Target_hasil int 11  
 
4. Tabel Data Diagnosa 
Nama Tabel : diagnosa 
Primary Key : id_diagnosa 
Penjelasan struktur tabel diagnosa dapat dilihat pada Tabel 4.36 
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Tabel 4.36 Struktur Tabel Data Diagnosa 
No Nama  Type  Length  Deskripsi  
1 Id_diagnosa int 11 Primary Key 
2 Nama Varchart 50  
3 Jenis_kelamin Varchar 50  
4 Umur Varchar 50  
5 Hasil Varchar 50  
6 Tanggal Datetime   
 
5. Tabel Data Kasus 
 Nama Tabel : Kasus 
Primary Key : id_kasus 
Penjelasan struktur tabel data kasus dapat dilihat pada Tabel 4.37 
Tabel 4.37 Struktur Tabel Data Kasus 
No Nama  Type  Length  Deskripsi  
1 Id_kasus int 11 Primary Key 
2 Kd_gejala_1 Varchar 50  
3 Kd_gejala_2 Varchar 50  
4 Kd_gejala_3 Varchar 50  
5 Kd_gejala_4 Varchar 50  
6 Kd_gejala_5 Varchar 50  
7 Kd_gejala_6 Varchar 50  
8 Kd_gejala_7 Varchar 50  
9 Kd_gejala_8 Varchar 50  
10 Kd_gejala_9 Varchar 50  
11 Kd_gejala_10 Varchar 50  
12 Kd_gejala_11 Varchar 50  
13 Kd_gejala_12 Varchar 50  
14 Kd_gejala_13 Varchar 50  
15 Kd_gejala_14 Varchar 50  
16 Kd_gejala_15 Varchar 50  
17 Kd_gejala_16 Varchar 50  
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No Nama  Type  Length  Deskripsi  
18 Kd_gejala_17 Varchar 50  
19 Kd_gejala_18 Varchar 50  
20 Kd_gejala_19 Varchar 50  
21 Kd_gejala_20 Varchar 50  
22 Kd_gejala_21 Varchar 50  
23 Kd_gejala_22 Varchar 50  
24 Kd_gejala_23 Varchar 50  
25 Kd_gejala_24 Varchar 50  
26 Kd_gejala_25 Varchar 50  
27 Kd_gejala_26 Varchar 50  
28 Kd_gejala_27 Varchar 50  
29 Kd_gejala_28 Varchar 50  
30 Kd_gejala_29 Varchar 50  
31 Kd_gejala_30 Varchar 50  
32 Kd_gejala_31 Varchar 50  
33 Kd_gejala_32 Varchar 50  
34 Kd_gejala_33 Varchar 50  
35 Kd_gejala_34 Varchar 50  
36 Target Varchar 50  
 
6. Tabel Data Log Diagnosa.  
Nama Tabel : Log_Diagnosa 
Primary Key : id_log 
Penjelasan struktur tabel data log dapat dilihat pada Tabel 4.38 
Tabel 4.38 Struktur tabel data Log Diagnosa 
No Nama  Type  Length  Deskripsi  
1 Id_log Int 11 Primary Key 
2 Line Int 11  
3 Text Text   
4 Iterasi_uji Int 11  
5 Kriteria Text   
 IV-30 
 
No Nama  Type  Length  Deskripsi  
6 nilai Float   
 
7. Tabel Data V Awal 
Nama Tabel : v_awal 
Primary Key : id_kasus 
Penjelasan struktur tabel data log dapat dilihat pada Tabel 4.39 
 Tabel 4.39 Data V Awal  
No Nama Type Length Deskripsi 
1 Id_kasus Int 11 Primary Key 
2 Kd_gejala_01 Decimal 10.5  
3 Kd_gejala_02 Decimal 10.5  
4 Kd_gejala_03 Decimal 10.5  
5 Kd_gejala_04 Decimal 10.5  
6 Kd_gejala_05 Decimal 10.5  
7 Kd_gejala_06 Decimal 10.5  
8 Kd_gejala_07 Decimal 10.5  
9 Kd_gejala_08 Decimal 10.5  
10 Kd_gejala_09 Decimal 10.5  
11 Kd_gejala_10 Decimal 10.5  
12 Kd_gejala_11 Decimal 10.5  
13 Kd_gejala_12 Decimal 10.5  
14 Kd_gejala_13 Decimal 10.5  
15 Kd_gejala_14 Decimal 10.5  
16 Kd_gejala_15 Decimal 10.5  
17 Kd_gejala_16 Decimal 10.5  
18 Kd_gejala_17 Decimal 10.5  
19 Kd_gejala_18 Decimal 10.5  
20 Kd_gejala_19 Decimal 10.5  
21 Kd_gejala_20 Decimal 10.5  
22 Kd_gejala_21 Decimal 10.5  
23 Kd_gejala_22 Decimal 10.5  
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No Nama Type Length Deskripsi 
24 Kd_gejala_23 Decimal 10.5  
25 Kd_gejala_24 Decimal 10.5  
26 Kd_gejala_25 Decimal 10.5  
27 Kd_gejala_26 Decimal 10.5  
28 Kd_gejala_27 Decimal 10.5  
29 Kd_gejala_28 Decimal 10.5  
30 Kd_gejala_29 Decimal 10.5  
31 Kd_gejala_30 Decimal 10.5  
32 Kd_gejala_31 Decimal 10.5  
33 Kd_gejala_32 Decimal 10.5  
34 Kd_gejala_33 Decimal 10.5  
35 Kd_gejala_34 Decimal 10.5  
 
8. Tabel Data W Awal 
Nama Tabel : w_awal 
Primary Key : id_kasus 
Penjelasan struktur tabel data log dapat dilihat pada Tabel 4.40 
 Tabel 4.40 Data W Awal  
No Nama Type Length Deskripsi 
1 Id_kasus Int 11 Primary Key 
2 Kd_gejala_01 Decimal 10.5  
3 Kd_gejala_02 Decimal 10.5  
4 Kd_gejala_03 Decimal 10.5  
5 Kd_gejala_04 Decimal 10.5  
6 Kd_gejala_05 Decimal 10.5  
7 Kd_gejala_06 Decimal 10.5  
8 Kd_gejala_07 Decimal 10.5  
9 Kd_gejala_08 Decimal 10.5  
10 Kd_gejala_09 Decimal 10.5  
11 Kd_gejala_10 Decimal 10.5  
12 Kd_gejala_11 Decimal 10.5  
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No Nama Type Length Deskripsi 
13 Kd_gejala_12 Decimal 10.5  
14 Kd_gejala_13 Decimal 10.5  
15 Kd_gejala_14 Decimal 10.5  
16 Kd_gejala_15 Decimal 10.5  
17 Kd_gejala_16 Decimal 10.5  
18 Kd_gejala_17 Decimal 10.5  
19 Kd_gejala_18 Decimal 10.5  
20 Kd_gejala_19 Decimal 10.5  
21 Kd_gejala_20 Decimal 10.5  
22 Kd_gejala_21 Decimal 10.5  
23 Kd_gejala_22 Decimal 10.5  
24 Kd_gejala_23 Decimal 10.5  
25 Kd_gejala_24 Decimal 10.5  
26 Kd_gejala_25 Decimal 10.5  
27 Kd_gejala_26 Decimal 10.5  
28 Kd_gejala_27 Decimal 10.5  
29 Kd_gejala_28 Decimal 10.5  
30 Kd_gejala_29 Decimal 10.5  
31 Kd_gejala_30 Decimal 10.5  
32 Kd_gejala_31 Decimal 10.5  
33 Kd_gejala_32 Decimal 10.5  
34 Kd_gejala_33 Decimal 10.5  
35 Kd_gejala_34 Decimal 10.5  
 
4.2.2 Perancangan Struktur Menu 
 Perancangan struktur menu adalah merancang menu-menu yang digunakan 
untuk menjalankan aplikasi, sehingga dapat memudahkan penggunanya dalam 
memilih proses yang akan dijalankan. Gambar 4.9 merupakan tahap perancangan 
















Gambar 4.9 Rancangan Struktur Menu Sistem Klasifikasi Penyakit ISPA 
4.2.3 Perancangan Antar Muka (Interface) 
 Perancangan antar muka merupakan perancangan yang mengGambarka 
system yang akan dibangun agar lebih terstruktur kedepanya. 
4.2.3.1 Halaman Login 
Halaman login adalah halaman paling awal saat mengakses system. Pada 
halaman login data yang di inputkan adalah Username dan password yang yang 







Gambar 4.10 Perancangan Tampilan Login 
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4.3.3.2 Menu Halaman Diagnosa 
Pada menu halaman diagnosa terdapat form yang berisikan nama, jenis 
kelamin, umur dan inputan gejala-gejala peyakit ISPA. Gambar 4.11 merupakan 
perancangan tampilan menu halaman diagnosa. 




















Gambar 4.11 Perancangan Tampilan Diagnosa 
4.3.3.3 Menu Halaman Hasil Diagnosa 
Pada menu halaman hasil diagnosa terdapat hasil diagnose yang pernah 
dilakukan oleh pengguna, dan pada sub menu ini terdapat tabel yang berisikan 
nomer, tanggal, nama, umur, jenis kelamin dan hasil diagnosa yang berhasil 
dilakukan. Gambar 4.12 merupakan perancangan tampilan menu halaman hasil 
diagnosa. 








   Hasil Diagnosa
No Tanggal Nama Umur Jenis Kelamin Hasil
 
Gambar 4.12 Tampilan Hasil Diagnosa 
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4.3.3.4 Menu Halaman Data Diagnosa 
Setelah menu hasil diagnosa terdapat menu halaman data diagnosa, pada 
sub menu ini berisikan tentang data diagnosa yang telah di normalisasi dari rumah 
sakit Universitas Riau yang berjumlah 150. Gambar 4.13 merupakan rancangan 
tampilan menu halaman data diagnosa . 








     Data Diagnosa
TargetKd_gejala_34 - - - - - -Kd_gejala_1Id_kasus
 
Gambar 4.13 Tampilan Data Diagnosa  
4.3.3.5 Menu Halaman Data V Awal 
Pada menu halaman data V awal merupakan bobot awal data dari Input 
Layer menuju Hidden Layer. Gambar 4.14 merupakan rancangan tampilan menu 
halaman data V awal. 
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Gambar 4.14 Tampilan Data V Awal 
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4.3.3.6 Menu Halaman Data W Awal 
Pada menu W awal berisikan data W awal yang telah di acak dan 
merupakan bobot awal dari Hidden Layer menuju Output Layer. Gambar 4.15 
merupakan menu halaman data W awal. 













W1 W2 W3   . W34
 
Gambar 4.15 Tampilan Data W Awal 
4.3.3.7 Menu Halaman Proses BPNN 
Pada menu halaman proses BPNN terdapat menu inputan Max Epoch dan 
Learning Rate yang nantinya akan digunakan untuk melihat tingkat akurasi. 
Gambar 4.16 Merupakan rancangan tampilan menu halaman proses BPNN. 





















Gambar 4.16 Tampilan Data Proses BPNN 
 
 
