The local area networks Ethernet and HYPERbus were simulated using the GPSS program language. Measurements of performance were network stability, messages transmitted per unit time, and the number of transmission attempts required per message. The simulations produced these results. Both networks were stable at the normal, 90 and 100 percent loads. At the 90 and 100 percent loads, Ethernet transmitted between 90.31 and 99.16 percent of the expected number of messages per unit time. HYPERbus under the same conditions transmitted 97.52 and 103,87 percent of the expected number of messages per unit time. Ethernet required up to 13 transmission attempts for some messages, with an average of 2.061 attempts per message. HYPERbus transmitted all of its messages on the first attempt.
INTRODUCTION
Local area networks are becoming the most common way of connecting a series of workstations together in order to allow them to communicate with each other and share common resources. Therefore it is becoming more and more important for installers of these systems to be able to evaluate the ability of competing local area networks using different communication protocols to handle the desired message loads.
The performance of the local area networks (LAN) Ethernet and HYPERbus are investigated in this study. Each LAN uses a different message transmission control protocol. The differences between these protocols, and how their operation affects the performance of their respective networks were investigated. Computer modeling was used to simulate the operation of these networks. The simulation programs gather statistics on three measures of performance: network stability, messages transmitted per unit time, and number of attempts required for successful transmission of each packet.
The network's stability is the relationship between the minimum message processing time and the actual processing time. If the amount of time required to process a message approaches infinity, then the stability of the system is compromised [1] .
The number of messages a network can transmit during a given amount of time is a measure of the network's message capacity.
The number of times a message must be transmitted before being received at its destination is the one statistic that cannot be calculated from the current published research on these two LANa. The measure of attempts required can only be gathered by observing an actual system or through system simulation.
315
System simulation is used in this project for three reasons. First, there are no published methods to predict accurately the expected packet collision distribution for a specific load on either of these two networks. Simulation provides a technique to "transmit" packets, count the collisions and gather statistics on the retransmissions.
Second, there are no published studies of the Networks Systems Corporation's HYPERbus system outside of its corporate laboratories. Study and simulation of this network affords the opportunity to gain insight into the design, operation, and performance capabilities of this system.
Finally, simulation offers a convenient method for observing network stability under various loads, The access technique used by a local area network best describes the operation of that network [1] . Both Ethernet and HYPERbus use a variation of contention based protocols to direct channel access.
The success of a contention network depends almost entirely on the access algorithm's ability to (1) detect that the network is not busy and allow a transmission, or (2) detect the network is busy and delay a transmission, and (3) resolve contention on the network when it occurs. Through careful design, contention schemes can utilize the bus very efficiently [1] . The two contention scheme variations used by Ethernet and HYPERbus are Carrier Sense Multiple Access with Collision Detection, and Carrier Sense Multiple Access with Collision Avoidance respectively.
The simulations in this study were all written in the GPSS language.
PRIOR LOCAL AREA NETWORK STUDIES
Ethernet was developed by Xerox Corporation and formally introduced by Metcalf and Boggs [2] in their 1976 paper. The network design stems from the Aloha Network's packet collision and retransmission algorithm for contention resolution [2) . The design was also founded on the premise that traffic patterns on the Ethernet would be "bursty", meaning that data packets occur rarely and with a sporadic frequency [3] . An actual system is unlikely to be driven at 90 or 100 per cent of its capability [3] . Because packets normally occur at such great intervals in time compared to the operating speed of the network, the access protocol uses a ''best effort" approach to packet transmission.
The system provides its best effort to transmit the packet on the first attempt without suffering a co 11 is ion. During norma 1 operations the packet wi 11 transmit successfully on the first attempt. If it does fail, the system is provided with mechanisms to retransmit the packet [2] . Shoch Shoch and Hupp also discovered that network utilization was linear as the load increased from 0 to 90 per cent of the theoretical maximum load. As the load increasE,d beyond 90 to 100 per cent of the maximum, utilization flattened out at a level just above 96 per cent [3] .
The only available prior study of the HYPERbus local network is a Network Systems Corporation internal study performed by Larry Swan [4] .
Swan concluded that the critical factor affecting network efficiency was data packet length. As the packet size becomes larger the over a 11 effie iency of the system increases because the amount of time spent transmitting the packet becomes larger in relation to the fixed delay period of the time slot. When the packets are smaller the overa 11 effie iency drops but the number of packets that can be transmitted per unit tim~ increaf;es.
PRIOR SIMULATION STUDIES OF ETHERNET AND HYPERBUS
Ethernet has been previously mode led in severa 1 studies. Sauer and MacNair simulated the operation of a LAN which used the CSMA/CD access protocol like Ethernet's in their book Simulation of Computer Communication ~tems. They determined that the protocol worked well at distributing the use of the bus and that the system would suffer few collisions under norma 1 loads [5] .
Another study waa performed at Digital Equipment Corporation by Maratbe and Rawe to investigate the usefulness of employing an Ethernet as a timesharing network for a large university. This study concluded that an Ethernet was more than adequate to provide the level of support needed in a timesharing system [6] .
There are no available prior simulation studies of HYPERbus.
ACCESS PROTOCOLS
The acquisition protocol used by Ethernet is Carrier Sense Multiple Access with Collision Detection or CSMA/CD. The transmission sequence begins with the interface board signaling its transceiver that it has a ready packet. Regardless of whether it has a ready packet or not, a node's transceiver is always sensing or "listening" to the cable for the carrier signal of a passing data packet. When the ready transceiver does not detect the carrier of a passing data packet it assumes that the cable is not currently busy and initiates transmission. If no other nodes begin transmitting during the amount of time it takes for the the first bLt of the current transmission to propagate to the maximum length of the cable, the current transncission is said to have acquired the cab le• and it wi 11 transmit successfully, No node wi.Il begin tnmsmitting while hearing the carder siE;na 1 of a passing transmission [2] .
In the event a node bas a packet ready to transmit and the transceiver detects the carrier signa 1 of a pa11sing data packet, the ready node will defer t·mnEimitting its packet until the current packet has gm1e by, and an additional amount of time called the i-aterp<icket gap has expired. This gap can vary from 9.6 to 10.6 microseconds [7] .
If two nodes begin transmission within a period of time less than the end-to-end propagation delay time of the system,. then those two transmissions wi 11 interfere with each other and are said to have suffered a collision. When the two nodes which are colliding detect their collision, they continue transmitting for a short period of time, from 3.2 to 4.8 microseconds, which wi 11 guarantee that a 11 other nodes wi 11 sense the collision. A 10 MHz squarewave signal is gen.erated by the "colliding" transceivers a.nd is recognized by the other nodes as the co 11 is ion e igna 1 [7] . The two nodes wi 11 then wait for a random amount of time before retransmitting the data packets. The ~•a it time is a integra 1 mu 1 tip le of the slot time of !:he Ethernet system. The slot time is 51.2 microseconds [7] . The multiplier is a random integer, k, in the range 0 \ k lj; 2n, where n is minimum (x,lO) and x is the most recent number of attempts to 1:ransmit that packet.
The method of a !locating transmission space on HYPERbus bus cable is called Carrier Sense Mu 1t ip le Access with Collision Avoidance, or CSMA/CA. Design goals of the protocol are: to transmit data packets at high speeds on the bus; and to avoid contention and associat<!d collisions on the bus, keeping expected error rate near zero [8] .
For the protocol to operate correctly each station on the network has a sequence number assigned to it during the system installation. One end of the bus is arbitrarily chosen as the end where the lowest sequence number station is located. The value of each sequence number is based on the total footage of cable from the previous station's interface unit to the next station's unit. The sequence number is coded into the contention switches of the bus jack unit for each station. The transmission window of each station exists because of the sequence number. The number will correspond to a memory location in a group of memory locations used as the contention resolution timer within each interface unit. During a contention time check, no station may begin transmitting until its time slot has been reached.
Each contention timer consist of 4095 memory locations. The timer value depends on the access time of the memory and the number or memory locations used (which in turn depends on the length of the system in feet). These locations are currently accessed at a speed of 512 nanoseconds, which results in the timer having a maximum value of 2.097 milliseconds [8] . On smaller (shorter) systems the timer value would be smaller.
The access :~rotoco 1 (CSMA/CA) operates in the following manner. When the system is first turned on after installation, all stations are quiet. The access protocol is waiting for the first station to attempt a transmission. This element of HYPERbus theory is linked to carrier sense. When a interface unit receives a ready packet from a processor it checks to see if the bus is busy. Since this is the first transmission on the system,the bus status bit is reset. The bus is clear and the interface unit starts its contention resolution timer. When the contention timer equals the slot time, that node begins transmitting. If no other nodes became ready to transmit during the the most recent transmission, the bus becomes quiet again and awaits the next transmission; if another node becomes ready to transmit during a current transmission it too will sense the cable. It wi 11 find the cable busy and will not start its contention timer. Instead, it wi 11 loop at this point in the algorithm, unti 1 the bus is sensed as not busy. When the bus is clear the contention timer is started and the interface waits for the timer to equal its slot time before starting transmission. The slot times are spaced to ensure that no collisions occur between nodes which became ready to transmit while the bus was busy.
SIMULATION PROGRAM DESCRIPTIONS
ASSUMPTIONS ABOUT THE MODELS
1.
All packets arrive error free when ready to transmit. Packet error 2. 3.
is negligible.
Packets arrive in the system according to the Poisson arrival pattern.
The network configuration adheres to the following limits:
A. Tots 1 coaxia 1 cable length is 500 meters. B. Number of stations: Normal loads = 120, High loads = 10
4.
Propagation time equals 18.55 nanoseconds/meter [7, 9] .
For the HYPERbus simulation, the following assumption applies:
5. Contention time factors for the normal and 100% load are 289 and 219.9 respectively.
For the Ethernet simulation. four parameters affect the performance of the system, These are: (1) interarrival time of transactions in microseconds, (2) number of nodes on network, (3) distance between nodes, in meters, and (4) data packet size, in bytes.
Four parameters affect the operation of the HYPERbus model. They are: (1) interarrival time, (2) number of nodes, (3) contention time setting, and (4) packet length.
NORMAL LOADS
The value of these parameters for the normal load were derived from a study performed by Shoch and Hupp on an operational Ethernet system at Xerox's Palo Alto Research Center [3] . In their study of measured performance of Ethernet, they observed that during a normal day the average interarrival time of packets to the system was every 39.5 milliseconds, The overall length of the system was 550 meters and had 120 connected stations. Packet Length: Since the study performed by Shock and Rupp [3] the data packet size has been updated so that the minimum packet length is 72 bytes and the upper bound is 1526 bytes, The packet lengths for the performance runs under 100 per cent loads will be 72, 256, 512, 1526 bytes accordingly.
Number of Nodes and System Length: The system length is again 550 meters (500 meters of coaxial cable and 50 meters of drop cable) to keep the simulation limited to a single cable segment format. For the sake of simplicity the number of nodes used under high loads was set at 10. This provided an average inter-station separation of 55 meters.
Interarrival Times: The interarrival {IA) time of each transaction to the system is a function of how many transmissions are possible on the cable per second at a given packet length. To determine the IA time of packets to the system for a specific load. it is first necessary to calculate the time required to send one packet through the system.
The transmission speed of Ethernet is 10 million bits per second (10 Mbps). The network acquisition time for a single segment, 500 meter, network is approximately 10.8 [10] microseconds and the time used in the simulation for inter-frame spacing is 9.6 microseconds. The following equation will calculate the transmission time in microseconds required for any length data packet for a 500 meter Ethernet system. 
NORMAL LOAD RESUI,TS
Under normal operating conditions, the message traffic load on each of the networks is a very small percentage of thE!ir message capacity. At this leve 1, the measure of mE!ssages per unit time becomes impossible to ca leu late, because the equation to predict the theoretical number of messages relies on all the messages being the same size. The normal load programs process packets whose lengths vary according to a probability distribution.
The systems should not suffer any instability at norma 1 load leve• ls, because messages are not arriving fast enough to tax the networks. For the most part, the systems were simulated at this load to help establish the validity of the models.
According to Shoch and Hupp's study, the load of an Ethernet is very low [3] , Over period the measured utilization presented modest usage of the network (i.e. between normal a 24-hour a very 0.60 and 0.84 per cent of the fu 11 capacity). At this modest, l·:>ad co-llisions hardly ever occur and rarely wi 11 will a message have to defer before transmitting.
The! mo-del rune• produCE!d results which are in line wi1:h this observed behavior.
A 11 transmissions for both. models were completed on the first attempt. On Ethernet there were no collisions and only 2 of the 500 transmissions had to defer. Also, of interest is the rather surprising measure of thE! amount of time required to simulate Ethe1met at this load. It took 19.93 seconds of simulated real time for all these transactions to arrive and be transmitted. Shoch and Hupp observed that in a 24-hour period, a tot a 1 of 2.2 mi 11 ion messages were sent on the Ethernet [3] , This works out to an average of 25.46 packets/sec, The simulation, using the Poisson arrival pattern with a n:ean of 39.5 milliseconds (86.4 * 10°3 /2.2 * 10"6), produced a packet per second rate of 25.08. The simulation operates within 98.51 per cent of the measured system using the Poisson arrival pattern, ~.dding confidence to the arriva 1 distribution scheme used and the model in general,
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No collisions were observed in the HYPERbus mode 1, and only 20 of the 500 messages had to wait for their time slot before transmitting, meaning that 96.0 per cent of the packets were transmitted without delay.
The model transmitted an average of 24.24 packets per uecond, or 9~;.21 per cent of the expected packet/ second rate.
BIMULATED HIGH LOAD OPERATIONS
lt is at the higher loads that the performance measures become more meaningful. As the offered load increases to~1ard the theoretical maximum the two models should continue to produce reasonable performance values.
Stability: Neither Ethernet or HYPERbus suffered instability at the 100 per cent load, as no nodes had to wait an u1o.duly long time to transmit. Tables 1  and 2 reflect the overall stability of the networks.
Messages per unit Time: The Ethernet model exhibits performance •iihich is very close to the theoretics 1 values. (Table 4) .
Transmission Attempts: As activity on the network increases it is expected that more packets will collide and be retransmitted. Some of these packets wi 11 requirE! sever a 1 retransmission attempts before being successfully transmitted. Tables 5 and 6 show the distribution for the attempts required by the 500 transactions for the 100 per cent load for each network.
As the data packets became longer, the number of packets succ.essfully transmitted by Ethernet on the first attempt became higher. Fewer collisions occurred on the first transmission attempt because the co 11 is i·:>n window represents a smaller percentage of the mean interarrival time for larger data packets, Under the 100 per cent load, less than half of the messages are transmit ted successfully on their first attempt. Most of the colliding packets require Tables 3 and 4 Number of packets Ethernet can transmit per second on a 500 meter network at the offered load x ~ N_th N_th §1000000/[(P * 0.8) + 10.8 + 9.6]t * 1.0 P = packet size in bytes Calculated number of packets simulation transmitted on a 500 meter network per second = N_exp N_exp = (500 * 10 6 )/ T_r T_r value of relative clock at the end of the simulation program. only a few retransmission attempts to be completed.
One of the design goals of HYPERbus was to give each message a strong •:hance of being successfully transmitted on the first attempt regardless of the offered load, which keeps the error rate at zero [8] .
The access protocol will only allow a collision during the network acquisition time of the first message transmission at the end of a quiet period. The observed worst case statistics that a collision will not occur is 99.9832 per cent. Table 6 shows that all 500 transmissions were completed on their first attempt. 
CONCLUSION

