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Abstract
When solving inverse problems in geophysical imaging, deep generative models (DGMs) may be used to
enforce the solution to display highly structured spatial patterns which are supported by independent infor-
mation (e.g. the geological setting) of the subsurface. In such case, inversion may be formulated in a latent
space where a low-dimensional parameterization of the patterns is defined and where Markov chain Monte
Carlo or gradient-based methods may be applied. However, the generative mapping between the latent
and the original (pixel) representations is usually highly nonlinear which may cause some difficulties for
inversion, especially for gradient-based methods. In this contribution we review the conceptual framework
of inversion with DGMs and study the principal causes of the nonlinearity of the generative mapping. As a
result, we identify a conflict between two goals: the accuracy of the generated patterns and the feasibility
of gradient-based inversion. In addition, we show how some of the training parameters of a variational
autoencoder, which is a particular instance of a DGM, may be chosen so that a tradeoff between these two
goals is achieved and acceptable inversion results are obtained with a stochastic gradient-descent scheme.
A test case using truth models with channel patterns of different complexity and cross-borehole traveltime
tomographic data involving both a linear and a nonlinear forward operator is used to assess the performance
of the proposed approach.
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1. Introduction
A common task in the geosciences is to solve an inverse problem in order to obtain a model (or image)
from a set of measurements sensing a heterogeneous spatial domain. When measurements are sparse, the
inverse problem is usually ill-posed and its solution non-unique. In such cases it is possible to constrain
the solution to be found only among models with certain spatial patterns. In practice, such patterns are
supported by independent (prior) information of the sensed domain (e.g. knowledge of the geological setting)
and used with the aim of appropriately reconstructing heterogeneity. Classical regularization may be used to
impose certain structures to the solution (Tikhonov and Arsenin, 1977) but these are generally too simple to
be realistic. Recently, the use of deep generative models (DGMs) to constrain the solution space of inverse
problems has been proposed so that resulting models have specific spatial patterns (Bora et al., 2017;
Laloy et al., 2017; Hand and Voroninski, 2018; Seo et al., 2019). DGMs can deal with realistic (natural)
patterns which are not captured by classical regularization or random processes defined by second-order
statistics (Linde et al., 2015). In this way, inversion with DGMs provides an alternative to inversion with
either multiple-point geostatistics (MPS) (González et al., 2008; Hansen et al., 2012; Linde et al., 2015) or
example-based texture synthesis (ETS) (Zahner et al., 2016).
All the previously mentioned methods generally rely on gridded representations for the models (i.e. by
dividing the spatial domain in cells or pixels). However, a key difference between them is that MPS and
ETS directly extract spatial patterns from a training image (or exemplar) (Strebelle, 2002; Mariethoz et al.,
2010) whereas DGMs require an initial learning phase in which samples of the patterns are used as a training
set—such samples may be obtained by different means, e.g. cropped from a training image or taken directly
from a large set of images. While any of the methods (DGMs, MPS or ETS) may be used with inversion,
DGMs rely on a so called latent space where a low-dimensional parametric representation (referred to as
latent vector or code) is defined and where Markov Chain Monte Carlo (MCMC) or gradient-based methods
may be applied. Note that when using gridded representations each model may be seen as a vector in "pixel"
space (a space where each pixel is one dimension). Since only highly structured spatial patterns are allowed,
vectors will only occupy a subset of the pixel space. This subset defines a manifold of lower dimensionality
than the pixel space (Fefferman et al., 2016) and the latent space is simply a low-dimensional space where
such manifold is mapped. Most inversion methods require a perturbation step to search for models that fit
the data but such a step is not straightforward to compute for highly structured patterns (Linde et al., 2015;
Hansen et al., 2012). The latent space of DGMs provides a useful frame to compute a perturbation step
(Laloy et al., 2017) or even a local gradient-descent direction (Laloy et al., 2019) which generally results in
better exploration of the posterior distribution and/or faster convergence compared to inversion with MPS
or ETS.
So far, inversion with DGMs has been done successfully with regular MCMC sampling methods (Laloy
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et al., 2017, 2018). However, when applicable, gradient-based methods may be preferred given their lower
computational demand. Gradient-based deterministic inversion with DGMs has been pursued with encour-
aging results (Richardson, 2018, Laloy et al., 2019), however, convergence to the true model was shown
to be dependent on the initial model. In the framework of probabilistic inversion, MCMC methods that
use the gradient to guide the sampling in the latent space have shown to be less prone to get trapped in
local minima than gradient-based deterministic methods while they are also expected to reach convergence
faster than regular MCMC (Mosser et al., 2018). A different inversion strategy that has also been applied
successfully with DGMs and has a relatively low computational cost is the Ensemble Smoother (Canchumuni
et al., 2019; Mo et al., 2020).
Recently, Laloy et al. (2019) studied the difficulties of performing gradient-based deterministic inversion
with a specific DGM. They concluded that the non-linearity of their generative function or "generator" (i.e.
the mapping from the latent space to the pixel space) was high enough to hinder gradient-based optimization,
causing the latter to often fail in finding the global minimum even when the objective function was known
to be convex (in pixel space). Such high non-linearity is expected since DGMs approximate highly complex
patterns by using low-dimensional inputs usually generated by simple probability distributions (e.g. normal
or uniform distributions). The complexity of realistic patterns means that the corresponding manifold will
generally have both a curvature and a topology that is radically different from the region (or subset) defined
indirectly in the latent space by the chosen probability distribution. Then, the generative function has to
deform this region (when mapping it to the pixel space) in such a way as to approximate (or cover) the
manifold as close as possible. The combined deformation needed to curve the region and to approximate
its topology causes the generative function to be highly nonlinear. In order to approximate manifolds of
realistic patterns, most common DGMs involve (artificial) neural networks with several layers and non-
linear (activation) functions. Recently, it has been shown that deep neural networks with a ReLU activation
function are able to change topology of the input (Naitzat et al., 2020) so, besides nonlinearity, the generator
of DGMs may also induce changes in topology when mapping from the latent space. When the sole purpose
of the DGM is for generating new samples, high nonlinearity and induced changes in topology are not
important but they might be an issue when the DGM is used for additional tasks, such as inversion.
For a specific subsurface pattern, the degree of non-linearity and the changes induced in topology by
the generative function may be controlled mainly by its architecture and the way it is trained (Goodfellow
et al., 2016). Regarding difference in training, two common types of DGMs can be distinguished: generative
adversarial networks (GANs) (Goodfellow et al., 2014) and variational autoencoders (VAEs) (Kingma and
Welling, 2014)—in both cases training generally takes the form of optimizing a loss function. GANs and
VAEs require specification of a probability distribution in the latent space and an architecture for the
discriminator or encoder (respectively) in addition to the one for their generators. They might also require
other parameters to be specified such as the weights on the different terms of the loss function. Frequently,
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some of these choices use default values, but generally all of them may affect the degree of non-linearity of
the generator (Rolinek et al., 2019).
Given all these possible controls for learning the generator it is interesting to investigate whether there
exist some combinations of such controls that allow both for a good reproduction of the patterns and a
good performance of less computationally demanding gradient-based inversion. In this work, we review
some of the difficulties of performing inversion with DGMs and show how to obtain a well-balanced tradeoff
between accuracy in patterns and applicability of gradient-based methods. In particular, we propose to use
the training choice of a VAE as DGM and to select some of its parameters in order to achieve good results
with gradient-based inversion. Then, we compare this to the training choice of a GAN that has been tested
with gradient-based inversion in prior studies (Laloy et al., 2019; Richardson, 2018). Furthermore, we show
that since the resulting VAE inversion is only mildly nonlinear, modified stochastic gradient-descent (SGD)
methods are generally sufficient to avoid getting trapped in local minima and provide a better alternative
than regular gradient-based methods while also retaining a low computational cost.
The remainder of this paper is structured as follows. Section 2.1 explains DGMs and their conceptu-
alization as approximating the real (pattern) manifold. In Section 2.2 the use of DGMs to represent prior
information in inversion and the difficulties of performing gradient-based inversion are reviewed. Sections
2.3 and 2.4 show how to use a VAE and SGD to cope with some of the mentioned difficulties. Then, Section
3 shows some results of the proposed approach. Section 4 discusses the obtained results and points to some
remaining challenges. Finally, Section 5 presents the conclusions of this work.
2. Methods
2.1. Deep generative models (DGM) to represent realistic patterns.
The term "deep learning" generally refers to machine learning methods that involve several layers of
multidimensional functions. This general "deep" setting has been shown to allow for complex mappings to
be accurately approximated by building a succession of intermediate (simpler) representations or concepts
(Goodfellow et al., 2016). Consider, for instance, deep neural networks (DNNs) which are mappings defined
by a composition of a set of (multidimensional) functions φk as:
g(x) = (φL ◦ · · · ◦ φ2 ◦ φ1)(x) (1)
where x is a multidimensional (vector) input, k = {1, . . . , L} denotes the function (layer) index and compo-
sition follows the order from right to left. Furthermore, each φk is defined as:
φk(ξ) = ψk(Mkξ + bk) (2)
4
in which ψk is a (nonlinear) activation function, Mk and bk are vectors of weights and biases, respectively,
and ξ denotes the output of the previous function (layer) φk−1 for k > 1 or the initial input x for k = 1.
Then, training the DNN involves estimating the values for the all the parameters θ = {Mk,bk | 1 ≤ k ≤ L}
where each Mk or bk may be of different dimensionality depending on the layer. In practice, the number
of parameters θ for such models may reach the order of 106, therefore training is achieved by relying on
autodifferentiation (see e.g. Paszke et al., 2017) and fast optimization techniques based on stochastic gradient
descent (SGD) (see e.g. Kingma and Ba, 2017), both usually implemented for and run in highly parallel
(GPU) computing architectures.
A deep generative model (DGM) is a particular application of such deep methods (Salakhutdinov, 2015).
In a DGM a set of training examples X = {x(i) | 1 ≤ i ≤ N} and a simple low-dimensional probability
distribution p(z) are used to learn a model g(z) that is capable of generating new samples of x (which are
consistent with the training set) by using as input samples from p(z). This can be written as:
x = g(z), z ∼ p(z) (3)
where g(z) is referred to as the "generator" and z denotes a vector of latent variables or "code". While the
training (and generated) samples x are usually represented in a high-dimensional space RD, the probability
distribution p(z) is defined in a low-dimensional space Rd. The space RD is often referred to as "ambient
space" while the space Rd is called the "latent space". Fig. 1a,c shows a schematic representation where the
dimensionality of the ambient space is D = 3 and the one of the latent space is d = 2. A typical application
of DGMs is the generation of images (see e.g. Kingma and Welling, 2014; Goodfellow et al., 2014) for which
the ambient space is just the pixel space. Gridded representations of subsurface models may be seen as two-
or three-dimensional images of the subsurface.
The underlying assumption in DGMs is that real-world data are generally structured in their high-
dimensional ambient space RD and therefore have an intrinsic lower dimensionality—such assumption is
known in machine learning literature as the manifold hypothesis (Fefferman et al., 2016) because it states
that high-dimensional data usually lie on (or lie close to) a lower-dimensional manifold M ⊂ RD. For
instance, when studying a subsurface region it is usually assumed that geological processes gave it certain
degree of structure then, to allow for a flexible base on which to represent the distribution of the different
subsurface materials, the region is usually divided in pixels (or cells) within each of which the material is
assumed to be homogeneous. Such gridded representation "lives" in the high-dimensional pixel space (the
ambient space) but since it has some structure there should be a lower dimensional space (the latent space)
where the same distribution of subsurface materials might be represented. Technically, while both the latent
space Rd and the manifold M are usually low-dimensional, they may differ in dimensionality and/or the
manifold may only occupy a certain portion of the latent space (e.g. the shaded region in Fig. 1c).
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Figure 1: Sketch of low-dimensional manifold setting. (a) Real manifold M and misfit function γ(x) in ambient space RD.
(b) Approximate manifoldM′ overlaying the real manifold. (c) Region of latent space Rd where the approximate manifold is
implicitly defined by the probability distribution p(z). (d) Misfit function contours intersected by the real manifold. (e) Misfit
function contours intersected by approximate manifold. (f) Misfit function contours back-mapped onto the latent space and
the related gradient ∇zζ(z) computed at one iteration.
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Considering the manifold assumption described above, a DGM may be regarded as a model to implicitly
approximate the "real" manifoldM by generating samples that closely follow such manifold, i.e. that lie on
an approximate manifoldM′ (Fig. 1b). Samples of this approximate manifold are generated by sampling first
from a simple probability distribution p(z) in latent space (e.g. a normal or uniform distribution) and then
passing them through the generator g(z). Since the probability distribution p(z) defines indirectly a region
(or subset) in latent space that generally has a different curvature and topology than the real manifold, the
generator g(z) must be able to approximate both curvature and topology when mapping the samples of p(z)
to ambient space. This generally requires the generator to be a highly nonlinear function. As an instance,
consider the case of certain spatial patterns whose real manifold is a highly curved surface with "holes"
in ambient space and the (input) region defined by a uniform p(z) is a (flat) plane in a two-dimensional
latent space. Regarding their topological properties, one technically says that this plane is simply connected
while the real manifold is not (see e.g. Kim and Zhang, 2019). Then, the generative function has to deform
this plane in such a way as to approximate (or cover) the real manifold as close as possible. An important
property of DGMs is that since a probability distribution in latent space is used, the sample "density" of such
plane (and its mapping) also plays an important role. For instance, the generative function may approximate
the "holes" of the real manifold by creating regions of very low density of samples when mapping to ambient
space (to picture this one can imagine locally stretching a flexible material without changing its curvature).
The combined deformation needed to curve the plane and to "make" the holes causes the generative function
to be highly nonlinear. Note that when considering a DGM that uses a DNN with ReLU activation functions
as generator g(z), it is also possible for g(z) to change topology of the input by "folding" transformations
(Naitzat et al., 2020).
While one should always strive to accurately approximate the real manifold, since a finite set of training
samples is used a tradeoff between accuracy and diversity in the generated samples may be a better ob-
jective. Indeed, the use of the prescribed probability distributions is done to continuously "fill" the space
between the samples and therefore generate samples of a continuous manifold. Recent success—in terms of
accuracy and diversity of generated samples—has been achieved with two DGMs that are based on deep
neural networks (DNNs): generative adversarial networks (GANs) (Goodfellow et al., 2014) and variational
autoencoders (VAEs) (Kingma and Welling, 2014). The generator g(z) on both strategies is a mapping from
low-dimensional input z ∈ Rd to high-dimensional output x ∈ RD. In contrast, the mappings corresponding
to the discriminator and the encoder take high-dimensional inputs x and return low-dimensional outputs.
2.2. Gradient-based inversion with DGMs
Consider a survey or experiment for which a vector of noisy measurements y = (y1, . . . , yQ)T ∈ RQ of a
physical process is available. A simplified description of the process may be expressed by a (mathematical)
forward operator f : RD → RQ that takes as input a subsurface model vector x = (x1, . . . , xD)T ∈ RD
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(obtained by discretizing the spatial distribution of physical properties) and outputs a simulated response
f(x). Commonly, this operator is in the form of a (numerical) discretization of a set of PDEs describing the
process under study and is an approximation of the real process. As a result of such approximation and
the use of noisy data, a noise term η is added to the simulation to represent total uncertainty. Then, the
relation between the operator and the measurements may be written as (see e.g. Aster et al., 2013):
y = f(x) + η (4)
The corresponding inverse problem or inversion of Eq. (4), aims to obtain an estimation of the vector x
from the (noisy) data y. Deterministic inversion does so by optimizing a misfit function γ(x) that is usually
given in the form of a distance function between simulated response f(x) and data y, e.g. by the l2 norm:
γ(x) = ‖f(x)− y‖2 (5)
In this way, traditional gradient-based inversion requires the gradient ∇xγ(x) whose elements are:
[∇xγ(x)]i = ∂γ(x)
∂xi
(6)
and are computed by considering Eq. (4) together with the chosen misfit.
DGMs may be used with inversion of subsurface data y to obtain geologically realistic spatial distributions
of physical properties x (Laloy et al., 2017). While this is also possible with traditional deterministic inversion
where a regularization term is added directly in Eq. (5) (i.e. in ambient space) to obtain models with the
imposed structures that minimize the misfit (Lange et al., 2012; Caterina et al., 2014), DGMs are more
flexible because they can enforce different structures provided they are appropriately trained. In the DGM
setting, the low-dimensional samples z that input to the generator g(z) may be seen as defining a low-
dimensional parameterization (or encoding) of realistic patterns x and therefore exploration of the set of
feasible models may be done in the latent space Rd, as long as the search is done within the region where
the approximated manifoldM′ is defined (depicted by shading in Fig. 1c).
Since the misfit γ(x) is typically defined in ambient space RD (e.g. in Fig. 1a), gradient-based inversion
with DGMs may be seen as optimizing the intersection of γ(x) with the approximate manifoldM′ (Fig. 1e).
Such intersected misfit is mapped into the latent space (Fig. 1f) and may be expressed as γ(g(z)). Also note
that when probability distributions p(z) with infinite support are used (e.g. a normal distribution), one can
guide the search in the latent space by adding controlling (regularization) terms to the mapped misfit (see
e.g. Bora et al., 2017) and the resulting objective function may be written as:
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ζ(z) = γ(g(z)) + λR(z)
= ‖f(g(z))− y‖2 + λR(z) (7)
where R(z) is a regularization term defined in the latent space and λ is the corresponding regularization
factor.
In practice, no exhaustive mapping has to be done and the gradient ∇zζ(z) is only computed for the
points in latent space where optimization lands in each iteration (in Fig. 1f the gradient is represented for
one iteration). The gradient ∇zζ(z) is computed by adding a derivative layer corresponding to ∇xγ(x) to
the autodifferentation that was set up for g(z) while training the DGM (see e.g. Laloy et al., 2019). Such
autodifferentiation setup may be seen as implicitly obtaining the jacobian J(z) of size D×d whose elements
are:
[J(z)]i,j =
∂gi(z)
∂zj
(8)
Then, the gradient ∇zζ(z) is obtained from Eq. (7) by using the chain rule given by the product of Eqs. (6)
and (8):
∇zζ(z) = ∇zγ(g(z)) + λ∇zR(z)
= J(z)T∇xγ(x) + λ∇zR(z) (9)
The latter may also be done implicitly by incorporating directly in the autodifferentiation framework, e.g.
putting it on top of the so called computational graph (Richardson, 2018; Mosser et al., 2018).
Assuming the considered misfit function γ(x) is convex in ambient space RD (as depicted by concentric
contours in Fig. 1a), difficulties to perform gradient-based deterministic inversion may arise due to the
generator g(z) (Laloy et al., 2019). We propose that such difficulties arise because the generator (1) is highly
nonlinear and (2) changes the topology of the input region defined by p(z). Both of these properties often
cause distances (between samples) in latent space to be significantly different than distances in ambient space.
Consider again the example of a real manifold that is a highly curved surface with "holes" in it and a uniform
distribution p(z) is used as input to the generator, then the latter might be able to approximate both the
curvature and the holes at the cost of increasing nonlinearity and/or changing topology. When considering
this backwards—e.g. when mapping the misfit function γ(x) in the latent space—the approximation of both
high curvature and differences in topology often translate in discontinuities or high nonlinearities because a
continuous mapping onto the uniform distribution is enforced. This results in high curvature being effectively
"flattened" and holes effectively "glued", both of which cause distances to be highly distorted. In this work,
we will call a generator "well-behaved" when it is only mildly nonlinear and preserves topology.
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Both the generator’s nonlinearity and its ability to change topology, may be controlled by two factors:
(1) the generator architecture (type and size of each layer and total number of layers) and (2) the way it
is trained (including training parameters). If the goal is to perform gradient-based inversion with DGMs,
one should try to preserve convexity of γ(x) as much as possible when mapping it to the latent space as
γ(g(z)) while not degrading the generator’s ability to reproduce the desired patterns. To aid in preserving
such convexity, we propose to enforce the generator g(z) to be well-behaved. This means that the generator
will approximate the real manifoldM with a manifoldM′ with a moderate curvature and whose topology
is the same as the region defined in latent space by p(z). By enforcing a moderate curvature manifold, local
oscillations that may give rise to local minima (as those shown in Fig. 1d) but only have minimum impact
in pattern accuracy are avoided in the approximate manifoldM′ (the local minima are no longer present in
Fig. 1e). In turn, when the generator is encouraged to preserve topology no more local minima should arise
in Rd than the ones resulting from intersecting γ(x) with the approximate manifold M′ in RD (note e.g.
there is one local minima in both Fig. 1e,f). The latter is in line with the proposal of Falorsi et al. (2018),
where they argue that for the purpose of representation learning (which basically means learning encodings
that are useful for other tasks than just generative modeling) the mapping should preserve topology.
GANs often produce highly nonlinear generators that do not preserve topology, which may result in
challenging inversion in the latent space. Laloy et al. (2018) provide an example of how architecture of a
GAN is set to obtain a relatively well-behaved generator g(z). They propose to use a model called spatial
generative adversarial network (SGAN) (Jetchev et al., 2017) that enforces different latent variables to
affect different local regions in the ambient space. Their architecture results in a high compression (lower
dimensionality of the latent space) and controls nonlinearity which allowed them to successfully perform
MCMC-based inversion in the latent space. However, gradient-based deterministic inversion performed with
the same DGM was shown to be highly dependent on the initial model (Laloy et al., 2019) pointing towards
the existence of local minima. In this work we aim for robust gradient-based inversion in latent space by
considering a VAE, the other predominant type of DGM, and its ability to produce a well-behaved generator.
2.3. Variational autoencoder (VAE) as DGM for inversion
A variational autoencoder (VAE) is the model resulting from using a reparameterized gradient estimator
for the evidence lower bound while applying (amortized) variational inference to an autoencoder, i.e. an
architecture involving an encoder and a decoder which are both (possibly deep) neural networks (Kingma
and Welling, 2014; Zhang et al., 2018). To train a VAE one uses a dataset X = {x(i) | 1 ≤ i ≤ N} where
each x(i) is a sample (e.g. an image) with the desired patterns and then maximizes the sum of the evidence
(or marginal likelihood) lower bound of each individual sample. The evidence lower bound for each sample
can be written as (Kingma and Welling, 2014)
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L(θ, ϑ;x(i)) = Lx + Lz (10)
with
Lx = Eqϑ(z|x(i))[log(pθ(x(i)|z)] (11)
and
Lz = −DKL(qϑ(z|x(i))||p(z)) (12)
where z refers to the codes or latent vectors, pθ(x|z) is the (probabilistic) decoder, qϑ(z|x) is the (prob-
abilistic) encoder, E denotes the expectation operator, DKL denotes the Kullback-Leibler distance and, θ
and ϑ are the parameters (weights and biases) of the DNNs for the decoder and encoder, respectively.
In order to maximize the evidence lower bound in Eq. (10), its gradient with respect to both θ and ϑ is
required, however, this is generally intractable and therefore an estimator is used. This estimator is based
on a so called reparameterization trick of the random variable z˜ ∼ qϑ(z|x) which uses an auxiliary noise .
In the case of a VAE, the encoder is defined as a multivariate Gaussian with diagonal covariance:
qϑ(z|x) = N (hϑ(x),uϑ(x) · Id) (13)
where hϑ(x) and loguϑ(x) are modeled with DNNs and Id is a d × d diagonal matrix. Then, the encoder
and the auxiliary noise  are used in the following way during training (Kingma and Welling, 2014)
z˜ = hϑ(x) + uϑ(x) ,  ∼ p() (14)
where  denotes an element-wise product. Often Eq. (12) has an analytical solution, then only Eq. (11) is
approximated with the estimator as (Kingma and Welling, 2014)
L˜x = 1
M
M∑
j=1
log(pθ(x
(i)|z˜(i,j))) (15)
where z˜(i,j) = hϑ(x(i))+uϑ(x(i)) (j), (j) ∼ p() and M is the number of samples used for the estimator.
Further, if we set the decoder pθ(x|z) as a multivariate Gaussian with diagonal covariance structure, then
pθ(x|z) = N (gθ(z),vθ(z) · ID) (16)
where gθ(z) and logvθ(z) are modeled with DNNs and ID is a D × D diagonal matrix. In this work, we
consider only the mean of the decoder pθ(x|z) which is just the (deterministic) generator gθ(z). Then, the
corresponding (mean-square error) loss function may be written as
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L˜x = 1
M
M∑
j=1
‖gθ(z˜(i,j))− x(i)‖2 (17)
The described setting allows for the gradient to be computed with respect to both θ and ϑ and then stochastic
gradient descent is used to maximize the lower bound in Eq. (10). In the rest of this work, we drop the
subindex θ in g(z) to simplify notation and also because once the DGM is trained, the parameters θ do not
change, i.e. they are fixed for the subsequent inversion.
As previously mentioned, it is often possible to analytically integrate the Kullback-Leibler distance in
Eq. (12). In this work, we consider that p(z) and qϑ(z|x) are both Gaussian therefore Eq. (12) may be
rewritten as (Kingma and Welling, 2014):
Lz = 1
2
d∑
i=1
(1 + log((ui)
2)− (hi)2 − (ui)2) (18)
where the sum is done for the d output dimensions of the encoder.
Note that the term in Eqs. (11), (15) and (17) may be interpreted as a reconstruction term that causes
the outputs of the encode-decode operation to look similar to the training samples, while the term in Eqs.
(12) and (18) may be considered a regularization term that enforces the encoder qϑ(z|x) to be close to a
prescribed distribution p(z). In practice, one may add a weight to the second term (Higgins et al., 2017) of
the lower bound as:
L˜(θ, ϑ;x(i)) = L˜x + βLz (19)
to prevent samples to be encoded far from each other in the latent space, which may cause overfitting of
the reconstruction term and degrade the VAE’s generative performance. The overall process of training and
generation for a VAE is depicted in Fig. 2.
Note that in setting up the VAE one has to choose: (1) the architectures of the encoder and decoder,
(2) the probability distribution p(z), (3) the noise distribution p() and (4) the regularization weight β.
As mentioned in Section 2.2, these choices may impact the nonlinearity of the generator and its ability to
preserve topology, which in turn affect the mapping of the data misfit function γ(x) in latent space and
possibly diminish the performance of inversion methods. In this work, we assume that an architecture for
the generator (decoder) g(z) is chosen so that it performs sufficiently good in terms of reproducing the
patterns. For instance, when gridded spatial distributions (images) are considered, a typical choice is a
deep-convolutional neural network (Radford et al., 2016). While the choice of the probability distribution
p(z) may aid in obtaining a well-behaved generator, e.g. by selecting a probability distribution with the same
(or similar) topology as the real manifold (Falorsi et al., 2018), we expect such a choice to be highly problem
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Figure 2: A diagram for a VAE: steps needed for training are shown in frames with continuous line and steps needed for
generation are in frames with dashed lines.
(pattern) dependent. Therefore herein we focus on the other two possible controls: the noise distribution
p() and the regularization weight β.
The effect of the regularization weight β is such that when increased the encoded training samples tend
to lie closer to the prescribed probability distribution p(z). Then, one may picture the transformation of the
encoder as taking the low-dimensional approximate manifold in the ambient space and charting it (e.g. by
bending, stretching and even folding) into the region defined by p(z) in the latent space and the generator
as the transformation undoing such charting.
While the effect of β in a VAE is relatively easy to understand, the effect of the noise distribution p() is
not so straightforward. First, note that the typical choice of a diagonal noise as p() = N (0, α · Id) where α
denotes a constant variance (frequently set to α = 1.0) and Id is a d× d diagonal matrix is usually done for
tractability or computational convenience (Kingma and Welling, 2014; Rolinek et al., 2019). However, it has
been proposed recently that the choice of a diagonal noise has an impact on a property called disentanglement
(Rolinek et al., 2019). Such disentanglement basically means that different latent directions control different
independent characteristics of the training (or generated) samples. They explain that a diagonal p() might
induce an encoding that preserves local orthogonality of the ambient space. In this work, we argue that
the choice of a diagonal p() (which is usually done only for computational convenience) might be useful in
producing a well-behaved generator.
In order to visualize the joint effect of α and β, Fig. 3 shows a synthetic example where samples in a
two-dimensional ambient space lie close to a rotated "eight-shaped" manifold (Fig. 3a). In addition, to study
the impact on inversion, a convex data misfit function γ(x) in the same space (created synthetically with a
negative isotropic Gaussian function) is shown in Fig. 3b. The latent space is also chosen two-dimensional
for visualization purposes but recall that for a real case the dimensionality of the latent space is usually much
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Figure 3: Synthetic example of two-dimensional "eight-shaped" manifold: (a) training samples lying close the manifold, and
(b) synthetic misfit function γ(x).
lower than the one of the ambient space. Then, Fig. 4 considers nine different combinations for the values
of α and β to show how the (nonlinear) generator g(z) maps a region of the latent space (denoted by the
z-axes in the first three rows) into the ambient space (denoted by the x-axes in the last three rows) in order
to approximate the manifold in Fig. 3a. To visualize the deformation caused by the generator, an orthogonal
grid in the z-axes and its mapping into the x-axes (a deformed grid) are shown (both on the left of each
inset). The corresponding encoded training samples are shown in red in the z-axes (left of each inset) and
their reconstruction (resulting from the operation of encode-decode) is shown also in red in the the x-axes
(right of each inset), where also the original training samples are shown (in blue) to assess the accuracy of
reconstruction. Samples obtained from a Gaussian distribution with a unitary diagonal covariance p(z) are
shown in the z-axes in orange (left of each inset), while their generator-mapped values are shown also in
orange in the x-axes (right of each inset). Finally, the mapping of the data misfit function in Fig. 3b into
the latent space is shown in the z-axes (right of each inset).
It is worth mentioning a few effects visible in the illustrative example of Figs. 3 and 4. First, note that
increasing the variance of α seems to cause the grid to be more "rigid" locally (grid lines tend to intersect
more at right angles) while going through the generator which may in turn help in preserving topology and
controlling non-linearity (e.g. compare the deformation of the grids for different values of α for β = 0.01), and
more importantly, in preserving the convexity of the data misfit function in the latent space (the mapped
misfit function using α = 0.1 and β = 0.01 has a single global minimum, while the misfit function for
α = 0.01 and β = 0.01 has two minima in latent space). Also note that both α and β should be set in order
to not cause a significant degradation in: (1) the reconstruction of the patterns, e.g. the cases of α = 1.0
with both β = 0.1 and β = 0.01 show that the "eight-shape" is not completely reconstructed (seen in red
samples not fully overlaying the blue samples in x-axes), or (2) the similarity of the encoded samples to the
prescribed distribution p(z), e.g. the case of α = 0.01 and β = 0.1 shows that encoded samples (in red)
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Figure 4: Mapping a region of the latent space by the generator g(z) and mapping of the misfit function γ(x) to the latent
space with different values for α and β. The first three rows (z-axes) depict the latent space where each case shows: (left frame)
orthogonal grid (black), encoded training samples (red) and generated samples (orange); (right frame) misfit function mapped
in latent space (blue). The last three rows (x-axes) depict the ambient space where each case shows: (left frame) the same grid
but mapped by the generator; (right frame) training (blue), reconstructed (red) and generated samples (orange).
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are too concentrated (lower variance) and therefore far from the prescribed normal distribution with unit
variance. In this case, the intermediate values (α = 0.1 and β = 0.01) seem to provide the best choice in
terms of reconstruction of the patterns, generative accuracy and convexity of the misfit function in latent
space.
In summary, a generator g(z) that preserves topology and contains nonlinearity is the best choice for
gradient-based inversion in the latent space because it preserves convexity of the objective function. Note,
however, that if the topology of the probability distribution p(z) is different to the one of the real manifoldM,
this strategy may result in approximate manifoldsM′ that do not account for all topological differences—
e.g. that partially cover holes of the real one (see e.g. Fig. 1b)—and therefore might produce models that
have non-accurate patterns when sampling from p(z). We argue that the two training parameters α and β
of a VAE may be chosen in order for the latter issue to not be severe, i.e. the generated patterns do not
deviate too much from the training patterns, while still approximately preserving convexity of the objective
function in the latent space.
To test our proposed method we implement a VAE in PyTorch (Paszke et al., 2017) and use training
samples cropped from a "training image" which is large enough to have many repetitions of the patterns
at the cropping size—a requirement similar in MPS. For our synthetic case, we use the training image of
2500 × 2500 pixels from Laloy et al. (2018) and the cropping size is chosen to fit the setting of our synthetic
experiment (explained in detail in Sec. 2.5). Fig. 5a shows a patch of the training image and the position
of the three (cropped) training samples shown Fig. 5b. Three generated samples from our proposed VAE
trained with such croppings are shown Fig. 5c. For comparison, Fig. 5d shows three samples generated with
the SGAN proposed by Laloy et al. (2019). Patterns of generated samples in Fig. 5c are not completely
accurate comparing to those of the training image or the SGAN—they might display e.g. some breaking
channels and smoothed edges. As mentioned above, this is expected for our proposed VAE because the
approximate manifold fills some holes of the real manifold and may have less curvature. However, we argue
that such inaccuracies may not cause significant error or bias while performing inversion in practice because
an informative dataset will generally make the inversion land in appropriate models (given the prescribed
patterns were selected correctly). More importantly, in contrast to the SGAN, a modified gradient-based
inversion (such as that presented in Sec. 2.4) will generally find a consistent minimum when applied with
our proposed VAE regardless of the initial model.
2.4. Stochastic gradient descent with decreasing step size
Note that even when topology is preserved and nonlinearity is contained, the data misfit function in the
latent space might still present some local minima. Using our proposed VAE approach in the synthetic case
study, the resulting misfit function seems to have the shape of a global basin of attraction with some local
minima of less amplitude. To deal with such remaining local minima we propose to use a stochastic gradient
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Figure 5: (a) A 1000 × 1000 patch of the training image of Laloy et al. (2018), (b) cropped training samples whose location
in (a) is shown red, (c) generated samples from our proposed VAE, and (d) generated samples from the SGAN proposed by
Laloy et al. (2018).
descent (SGD) method instead of regular gradient-based optimization.
SGD methods are commonly used in training machine learning models to cope with large datasets (e.g.
Kingma and Ba, 2017) and it has also been shown they are able to find minima that are useful in terms
of generalization (Smith and Le, 2018). They essentially use an estimator for the gradient of the objective
function computed only with a batch of the data. Such estimator is used in each gradient descent iteration
and may be written for the case of inversion in the latent space as:
zk+1 = zk − ` · ∇zζ(z)k (20)
where k denotes the iteration index, ` is the step size (or learning rate) and the gradient estimator ∇zζ(z)k
is computed by using Eq. (9) for a data batch (i.e. a subset of y) which is different for each k-th iteration
but of constant size b. Relying on such estimator makes SGD methods less likely to get trapped in local
minima if a sufficiently large step is chosen. However, if such a step is too large the optimization will have
issues when it is close to the global minimum, usually seen in the form of high misfit and oscillations in
the value of the objective function. Note that similar to other stochastic optimization methods, SGD only
guarantees convergence to the global minimum with a certain probability, however if modified in the right
way for the type of problems to be solved and its parameters chosen appropriately such probability could
be very close to one.
Recently, it has been proposed that using SGD may be seen as optimizing a smoothed version of the
objective function obtained by convolving it with the gradient "noise" resulting from batching (Kleinberg
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et al., 2018). The degree of noise (and therefore the degree of smoothness) is controlled by the ratio of
the learning rate to the batch size `/b (Chaudhari and Soatto, 2018; Smith and Le, 2018). Therefore if we
choose to decrease the value of ` (while keeping b constant) as the optimization progresses we might be able
to achieve lower misfit values i.e. get sufficiently close the global minimum. This may be implemented by
using:
`k+1 = c` · `k (21)
where a constant value of c` < 1.0 and a starting value `0 must be chosen. In practice, the method may
be further improved by also decreasing the controlling (regularization) term in Eqs. (7) and (9) in order
to prevent that large initial steps diverge from the region of the latent space where the manifold is defined
(Bora et al., 2017). Then, similarly to ` this may be done as:
λk+1 = cλ · λk (22)
again a constant cλ < 1.0 and a starting value λ0 must be selected.
The combined effect of simultaneously decreasing ` and λ is illustrated in Fig. (6) for a simple synthetic
problem in a two-dimensional (d = 2) latent space Rd. The misfit term (i.e. first term of Eq. (7)) of the
synthetic problem is shown in Fig. 6a. Assuming that p(z) is a normal distribution N (0, Id) where Id is
a d × d identity matrix, we propose a specific regularization term R(z) that will preferentially stay in the
regions of higher mass (where most samples are located). This is done by radially constraining the search
space by means of a χ-distribution, i.e. the regularization term is written as:
R(z) = (‖z‖ − µχ)2 (23)
where µχ is the mean for a χ-distribution with d degrees of freedom. Dashed lines in Fig. 6a denote this mean
together with the 16- and 84-th percentiles. In general, this is especially useful for higher dimensionalities
where most of the mass of a normal distribution is far from its center (Domingos, 2012). Then, Eq. (7) may
be rewritten as:
ζ(z) = ‖f(g(z))− y‖2 + λ(‖z‖ − µχ)2 (24)
and correspondingly Eq. (9) may be expressed as:
∇zζ(z) = J(z)T∇xγ(x) + 2λz
(
1− µχ‖z‖
)
(25)
As mentioned above, this gradient is often computed simply by adding a layer to the autodifferentiation of
the generator. One optimization instance for a random initial model is shown in Fig. 6b, while the behavior
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Figure 6: Regularized gradient-based inversion in a synthetic two-dimensional latent space: (a) misfit (blue) and mean of
χ-distribution (black dashed) together with 16- and 84-th percentiles (gray dashed), (b) the same setting of (a) with an overlay
of an instance of optimization (trajectory in orange) for a random initial model (black ’?’), showing also final model (red ’×’)
and true model (black ’+’), (c) misfit vs. iteration number, and (d) norm of z vs. iteration number.
of the misfit and ‖z‖ is shown in Fig. 6c,d. Notice the rather "noisy" inversion trajectory, but also its ability
to escape local minima. The effect of decreasing ` is seen in Fig. 6c by the decreasing of the oscillations
amplitude as the optimization progresses, while the effect of decreasing λ is noticeable in Fig. 6d by the
progressive shifting of ‖z‖ away from µχ.
The strategy described above and stated by Eq. (24) is generally applicable to DGMs that use an
independent normal distribution as its probability distribution p(z) and whose generator is well-behaved. In
this work, we consider a VAE whose training parameters β and p() are chosen so that it results in a mildly
nonlinear inversion for which such SGD strategy is generally useful.
2.5. Inverse problem: traveltime tomography
To test our proposed method and compare it with a previous instance of inversion with a DGM, we
consider an identical setting to that used in Laloy et al. (2019). Such setting considers a dataset of borehole
ground penetrating radar (GPR) traveltime tomography. To obtain a subsurface model x ∈ RD this method
relies in contrasts of electromagnetic wave velocity which is related to moisture content and therefore to
porosity for saturated media. The tomographic array considers a transmitter antenna in one borehole and a
receiver antenna in the other, each of which is moved to different positions and a vector of measurements y ∈
RQ is obtained by taking the traveltime of the wave’s first arrival for each transmitter-receiver combination.
We assume that the sensed physical domain is a 6.5 × 12.9 m plane (i.e. the two-dimensional region between
the boreholes) and is discretized in 0.1 × 0.1 m cells of constant velocity to represent spatial heterogeneity
(i.e. a representation of D = 65 × 129 = 8385 cells is obtained). We consider a binary subsurface (e.g.
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composed of two materials with different porosity) with respective wave velocities of 0.06 and 0.08 m ns-1.
Measurements are taken every 0.5 m in depth (the first being at 0.5 m and the last at 12.5 m) resulting in
a dataset of Q = 625 traveltimes. For one instance of our synthetic case, we add normal independent noise
η ∼ N (0, σ2 · IQ) where σ2 is the noise variance and IQ is a 625 × 625 diagonal matrix.
Similarly to Laloy et al. (2019), we first consider a fully linear forward operator f for which raypaths are
always straight, i.e. independent of the velocity spatial distribution. For this case Eq. (4) may be rewritten
as:
y = Fx+ η (26)
where F is a matrix of dimension Q×D in which a certain row contains the length of the raypath in each
cell of the model for a certain transmitter-receiver combination. The corresponding gradient of the misfit
∇xγ(x) to be used in Eq. (25) for the solution of the inversion is:
∇xγ(x) = −2FT (y − Fx) (27)
We also consider the case of a more physically realistic nonlinear forward operator f (see Eq. (4)) for
which raypaths are not straight. In particular, we consider a shortest path (graph) method which uses
secondary nodes to improve the accuracy of the simulated traveltimes as proposed by Giroux and Larouche
(2013) and implemented in PyGIMLi (Rücker et al., 2017). For this case, when inversion with Eq. (25) is
pursued, we linearize the forward operator f in order to compute the gradient:
∇xγ(x) = −S(x)T (y − f(x)) (28)
where is S(x) is the Q×D jacobian matrix of the forward operator whose elements are:
[S(x)]i,j =
∂fi(x)
∂xj
(29)
The elements of the jacobian S(x) are computed by the shortest path method and also represent lengths of
raypaths. In contrast to the linear case, these have to be recomputed in every iteration. Both the nonlinear
forward operator and the need for recomputing the jacobian result in higher computational cost compared
to the linear operator.
The method proposed in Sec. 2.4 to perform gradient-based inversion with a VAE should work for the
linear forward operator because the nonlinearity in the inverse problem arises only due to the generator
g(z) which is moderate when the latter is well-behaved. However, since the considered nonlinear forward
operator in Eq. (28) is only mildly nonlinear (when contrast in velocities is not extreme), the same method
may also provide good inversion results for this operator.
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3. Results
3.1. Training of VAE
As previously mentioned, our proposed method relies on a VAE whose training parameters are selected
in order to improve gradient-based inversion. The training samples are the croppings detailed in Sec. 2.3
whose dimensionality is D = 8325 and we consider a latent code of dimensionality d = 20. The probability
distribution p(z) is an independent multinormal distribution N (0, Id) with Id an identity matrix of size 20 ×
20. The architecture of the encoder and the decoder includes 4 convolutional layers, 2 fully-connected layers
and instance normalization is used between each layer (details may be consulted in the associated code).
The training parameters relevant to our proposed method are chosen in the following way: (1) β in Eq.
(19) is given a value of 1000, chosen by visually assessing the generated samples which also coincided with a
moderate visual deviation from the prescribed p(z); (2) the distribution p() in Eq. (14) is given the typical
value of a diagonal unit variance (α = 1.0), which enforces local orthogonality while passing through the
generator and therefore aids in preserving topology and controlling non-linearity. The value of β is rather
high compared to previous studies, e.g. Laloy et al. (2017) used a value of 20 for similar two-dimensional
patterns, but seems to cause slightly higher compression ratios (in our work the compression ratio is 420
compared to 200 in the mentioned study). The VAE is trained by maximizing the lower bound in Eq. (19)
using 105 iterations and batches of 100 random croppings in each iteration (a GPU was used in order to
reduce training time). In the following, we test the performance of this VAE when used for our proposed
SGD-based inversion with a linear and a mildly nonlinear forward operator.
3.2. Case with a linear forward model
In this section, we consider the linear operator in Eq. (26) and assess the performance of our proposed
DGM inversion approach: using a VAE trained as above (to have a well-behaved generator) and SGD with
both decreasing step size and regularization to optimize Eq. (24). We aim to show that such approach is
robust regarding its convergence to the global minimum and therefore assess its performance by using 100
different initial models. Compared to previous studies, our proposed approach involves changes in both
the DGM and the optimization, therefore we compare with the base cases listed in Table 1 to show the
impact of each change proposed. As denoted by the columns of this table, the different cases consider: (1)
VAE and SGAN as DGMs, (2) SGD and Adam (Kingma and Ba, 2017) as stochastic optimizers, (3) data
batching for computing the gradient ∇zζ(z), which basically means using SGD when batching and using
(regular) gradient-descent when not batching, (4) regularization in the latent space, with "origin" being the
one proposed in Bora et al. (2017) and "ring" the one proposed herein, and (5) decreasing of the step size
(or learning rate). Our proposed approach is then labeled as "VSbrd". We also show the chosen values for
the step size ` and its decreasing factor c` when applicable—for these cases the values of λ = 10.0 and cλ
21
Case DGM GD Data batching Regularization Decreasing ` c`
VSnnn VAE SGD no none no 1e-4 -
VSbnn VAE SGD yes none no 1e-4 -
VSbod VAE SGD yes origin yes 1e-2 0.95
VSbrd VAE SGD yes ring yes 1e-2 0.95
SAnnn SGAN Adam no none no 1e-2 -
SSbnd SGAN SGD yes none yes 1e-3 0.95
Table 1: Configuration of our proposed approach (VSbrd) and the base cases for comparison.
= 0.999 are used. The number of iterations for inversion is set to 3000 for all cases. When data batching is
used, the batch size b is 25 (of a total of 625) and is sampled with no replacement, then the whole dataset
is used every 25 iterations (i.e. the number of epochs is 120 for a total of 120 × 25 = 3000 iterations).
Note that we compare against the approach in Laloy et al. (2019), where SGAN is used as DGM and Adam
(gradient-descent with adaptive moments) are used to optimize the resulting objective function—this case
is labeled "SAnnn" in Table 1. We also consider the case where we apply our proposed SGD to the same
SGAN (labeled as "SSbnd"). For both of these cases instead of regularization we use stochastic clipping in
the latent space (Laloy et al. 2018, 2019) because a uniform p(z) with finite support is used.
We consider 6 different truth subsurface models to assess our method and compare with the base cases:
(1) a set of three models cropped directly from the training image and (2) a set of three models obtained
by generating from the trained VAE. Both sets include models with three different degrees of complexity.
These truth models are shown in the first row of Fig. 7 where "mc" refers to the first set, "mv" refers to
the second set and the degree of complexity is denoted by a subscript, where "1" denotes least complex
and "3" most complex. For the first set (mc), to avoid "memorizing" the croppings we exclude them (and
any overlapping cropping) from the samples used to trained the VAE. The second set (mv) is similar to the
one used by Laloy et al. (2019) to test the performance of their setup, only in their case the models were
generated from a SGAN instead of a VAE. For each one of these truths, we generate synthetic data applying
the forward operator F and use these data to perform gradient-based inversion for each case in Table 1.
We first consider no added noise to the synthetic dataset, hence after inversion the data misfit should
be close to zero for inverted models that are sufficiently close to the global minimum. To define a threshold
for this data misfit beyond which inverted models are "accepted", we use the RMSE between these syn-
thetic data and data obtained by applying the forward operator on models resulting from passing the truth
models through a VAE’s encoding-decoding (these models are shown in the second row of Fig. 7 and the
corresponding values for the threshold are shown in Table 2). This is done because we found the encode-
decode reconstructed models to be visually very similar to the truth models (compare first and second rows
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Figure 7: Truth models (first row): cropped from training image (denoted by "mc") and generated from trained VAE (denoted
by "mv"). Corresponding models resulting from encode-decode of truth models (second row). Subindex indicates level of
complexity, with "1" being the least complex.
of Fig. 7) and also show a low model RMSE when compared to them (computed just as the difference of
pixel values between truth model and the encode-decode model and shown Table 2). Once such threshold is
defined for each truth model, gradient-based inversion is run for the same 100 initial models for all cases in
Table 1. Note that no convergence criteria were set in order to compare to all base cases (some cases such
as "SAnnn" do not allow for easily defining such criteria) but in practice it is possible to set them for our
proposed approach (VSbrd) in terms of a minimal change in either step size and/or data misfit. This also
means that for some cases (including our proposed VSbrd) the 3000 iterations may not be necessary for all
truths and all initial models. Results for the number of accepted inverted models are shown in Table 3 while
the corresponding mean of the misfit (expressed as RMSE) for the 100 inversions is shown in Table 4.
As seen in Table 3, given our defined threshold: (1) the cases where VAE and SGD with decreasing step
were used (VSbod and VSbrd) resulted in all inverted models being accepted, (2) the cases where SGAN was
used (SAnnn and SSbnd) resulted in almost all models being rejected (only two models accepted for SAnnn
with truth mv1), and (3) the cases where VAE and non-decreasing step size SGD was used (VSnnn and
VSbnn) resulted in some inverted models being accepted. Note also that using SGD (data batching) without
a decreasing step size (VSbnn) results in less accepted models compared to GD (VSnnn), highlighting the
importance of our proposed decreasing step size and regularization. As shown in Table 4 a higher mean
RMSE is related to a lower number of accepted models. Furthermore, two things worth highlighting in Table
4 are (1) the general improvement for inversion with SGAN caused by our proposed SGD compared to Adam
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data RMSE (ns) model RMSE (-)
mc1 0.606 0.104
mc2 0.998 0.147
mc3 1.096 0.173
mv1 0.524 0.057
mv2 0.958 0.098
mv3 0.734 0.085
Table 2: Data RMSE (ns) of encode-decode operation used to define thresholds (for the linear forward operator) and corre-
sponding model RMSE.
VSnnn VSbnn VSbod VSbrd SAnnn SSbnd VSbrd (noise)
mc1 88 35 100 100 0 0 100
mc2 96 50 100 100 0 0 100
mc3 92 58 100 100 0 0 100
mv1 100 75 100 100 2 0 100
mv2 64 54 100 100 0 0 100
mv3 91 71 100 100 0 0 100
Table 3: Number of accepted inversions (using 100 different initial models) according to the defined threshold.
VSnnn VSbnn VSbod VSbrd SAnnn SSbnd threshold VSbrd (noise)
mc1 0.493 1.242 0.544 0.405 4.538 3.988 0.606 0.480
mc2 0.620 1.525 0.690 0.546 5.266 4.495 0.998 0.593
mc3 1.066 1.507 0.885 0.833 3.298 3.775 1.096 0.880
mv1 0.456 0.963 0.121 0.062 4.777 4.703 0.524 0.273
mv2 1.061 1.308 0.289 0.080 5.236 4.717 0.958 0.268
mv3 1.282 1.233 0.224 0.033 4.770 4.774 0.734 0.256
Table 4: Mean RMSE (ns) of inversions using 100 different initial models and defined threshold for accepting models.
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for most truth models (compare SSbnd and SAnnn), which means that our proposed SGD is advantageous
regardless of the DGM, and (2) the slight improvement caused by our proposed regularization compared to
the one from Bora et al. (2017).
Examples of inverted models obtained for the different cases in Table 1 using the cropped truth with
moderate complexity (mc2) are shown in Fig. 8. Here, truth models are shown in Fig. 8a while Fig. 8b shows
one example of an accepted model for cases that have at least one (VSnnn, VSbnn, VSbod and VSbrd).
Similarly, Fig. 8c shows one example of a rejected model for applicable cases (VSnnn, VSbnn, SAnnn and
SSbnd). Finally, the corresponding data RMSE vs. iteration number plots are shown in Fig. 8d (in blue
for accepted models and red for rejected ones) and corresponding model RMSE plots are shown in Fig. 8e.
Note both the higher similarity with the truth model (i.e. note the low model RMSE and compare models
in Fig. 8b,c with those in Fig. 8a) and the lower RMSE for accepted models. Also, examples of inverted
models for our proposed approach (VSbrd) using all the truths are shown in Fig. 9b, together with plots of
RMSE vs. iteration number (Fig. 9d) and norm of z vs. iteration number (Fig. 9e). For cropped truths (mc)
it seems that visual similarity decreases and final data RMSE of inverted models increases as complexity
increases, whereas for generated truths they seem independent of complexity. Notice the overshoot in ‖z‖
in the initial iterations and its eventual convergence close to µχ as defined in Eq. (23).
To study the effect of noise for our proposed approach (VSbrd), we added noise with a standard deviation
σ = 0.25 ns to the synthetic traveltime data. Corresponding results are shown in the rightmost column of
Tables 3 and 4 and in Fig. 9c (with corresponding data RMSE and z norm plots in Fig. 9d,e). The threshold
in this case is set equal to the one for the noise-free case plus σ and when using it all inverted models with
our proposed approach are accepted. It is also worth noticing the relative robustness of the method to noise,
as shown by the corresponding mean misfit values in Table 4 that indicate no significant overfitting, i.e. the
mean misfit values are close to the noise-free threshold plus σ even if no traditional regularization was used.
The latter means that optimizing in the latent space of the DGM is effectively constraining the inverted
models to display the prescribed patterns.
3.3. Case with a nonlinear forward model
After showing that our proposed method works with the linear forward operator for the synthetic case
considered, we now test its performance with a nonlinear forward operator. For inversion, the general form
of Eq. (4) is used and the gradient in the latent space given in Eq. (25) is computed using Eq. (28). As
mentioned in Sec. 2.5, we consider a shortest path method to solve for the traveltime for which we use 3
secondary nodes added to the edges of the velocity grid. Note that the jacobian S(x) in Eq. (28) has to
be recomputed at every iteration. Given the higher computational demand for inversion with the nonlinear
forward operator and since it was already shown to be the best performing approach for the linear forward
operator, we only test our proposed approach VSbrd with all the truths and for a single initial model (Fig.
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Figure 8: Examples of inverted models for mc2 truth for all cases in Table 1: (a) accepted models according to defined threshold,
(b) rejected models, (c) data RMSE vs. iterations plots (blue for accepted models and red for rejected models and dashed line
indicates defined threshold) and (d) model RMSE vs. iterations plots (dashed line indicates model RMSE for encode-decode
operation).
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Figure 9: Examples of gradient-based inversion using our proposed approach (VSbrd) for all truth models and the linear
forward operator: (a) truth models, (b) inverted models with no added noise, (c) inverted models with added noise, (d) RMSE
vs. iterations plots (no noise case in dark blue and noise case in light blue; lower dashed line indicates the defined threshold
while upper dashed line is threshold plus σ = 0.25), and (c) norm of z vs. iterations plots (no noise case in dark green and
noise case in light green). 27
10). This was done both without noise and with noise added using the same standard deviation σ = 0.25
as in the linear operator scenario. We select the following values for the required inversion parameters: ` =
0.1, c` = 0.8, λ = 1.0 and cλ = 0.99. The total number of iterations is 750 with data batching of size 25
similar to the linear case. Note that to further reduce the number of iterations required for inversion we use
a lower c` compared to the linear case, but the decreasing in Eq. (21) is only done every 5 iterations. This
may cause the method to converge to the global minimum with lower probability, however it seems to still
be high enough since all of the inversions with no added noise are very similar to the truth models. Also,
using the threshold obtained by encoding-decoding the truth models (now computed with the nonlinear
forward operator) all inverted models are accepted (these models are shown in Fig. 10b). When considering
added noise, results are similar but inversion seems to converge to the global minimum with slightly lower
probability (6 out of 8 inversions are accepted) and accepted models are shown in in Fig. 10c. The behavior
of the misfit during optimization (Fig. 10d) is similar to the linear case, although oscillations of a slightly
higher amplitude are still visible in the last iterations (mainly due to the lower number of iterations). To
partially solve the latter issue, we take as inverted model the model with lowest misfit and not the one for
the final iteration (these are the models shown in Fig. 10b,c). The plot of the norm of z vs. iterations in Fig.
10e shows a similar behavior to the linear case, although there seems to be more oscillations in ‖z‖ during
initial iterations.
4. Discussion
When training the VAE for our considered synthetic case, only the selection of β was done while the
variance of p() was not changed (a unity variance α = 1.0 was used). However, as noted in Sec. 2.3 and in
Fig. 4, the variance α also has an impact on (gradient-based) inversion as it might be used to control the
generator’s nonlinearity and its induced changes in topology.
In order to select SGD parameters in our proposed approach, we suggest looking jointly at the behavior
of the misfit and norm of z. For instance, if a certain number of iterations is desired for computational
reasons, we suggest choosing first ` and c` that produce a behavior of the misfit similar to that in Fig. 9d,
i.e. oscillations of high amplitude at the beginning and then progressive attenuation of the oscillations in
such a way that at the end they are negligible. Note, however, that inversion may have to be run a few
times because divergence may occur during initial iterations (this is easily seen in the value of ‖z‖ taking
values far from µχ). Once ` and c` are chosen, the selection of λ and cλ is done only to prevent divergence,
this may be achieved by looking for a behavior similar to that in Fig. 9e. An initial overshoot in ‖z‖ is
normal (and even necessary) since the method is exploring more rapidly the latent space, however, it should
eventually converge to a value close to µχ.
The results for gradient-based inversion using our proposed approach point to a (possible) conflict be-
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Figure 10: Examples of gradient-based inversion using our proposed approach (VSbrd) for all truth models and the nonlinear
forward operator: (a) truth models, (b) inverted models with no added noise, (c) inverted models with added noise, (d) RMSE
vs. iterations plots (no noise case in dark blue and noise case in light blue; lower dashed line indicates the defined threshold
while upper dashed line is threshold plus σ = 0.25), and (c) norm of z vs. iterations plots (no noise case in dark green and
noise case in light green). 29
tween the accuracy of the reproduced patterns and the feasibility of gradient-based inversion with DGMs.
As mentioned above, this is due to a non-convex objective function in latent space resulting from the genera-
tor’s nonlinearity and its induced changes in topology. In this work, we argue that nonlinearity and changes
in topology might be safely controlled by selecting certain values of α and β while training a VAE in order
to improve performance of gradient-based inversion. We empirically prove the validity of this statement
for our case study with specific values α and β. In general (for inversion with DGMs), this implies that
a tradeoff between generative accuracy and a well-behaved generator may be found. The latter statement
also supports our assumption regarding the "holes" of the real manifold for the case of channel patterns
(as mentioned in Section 2.3): when approximating the real manifold using a VAE with a well-behaved
generator, the approximate manifold will tend to fill the holes and therefore produce breaking channels.
While the generator’s nonlinearity was already identified by Laloy et al. (2019) as a potential factor for
hindering gradient-based inversion, its causes (curvature and topology of the real manifold) and the possible
induced changes in topology have not been previously explained as factors in degrading the performance of
gradient-based inversion in the latent space (to the authors’ knowledge).
In general, good performance of DNNs for some tasks is usually associated with their ability to change
topology (Naitzat et al., 2020). However, when one wants to use the latent variables or codes of DGMs for
further tasks and not just for generation, these changes in topology might become an issue. For instance, we
interpret the misfit "jumps" seen in gradient-based inversion with SGAN (as seen in Fig. 8c for case SAnnn)
as resulting from the "gluing" or "collapsing" in latent space of holes in the real manifold—either caused
by an induced change in topology or a high nonlinearity in the SGAN generator. Some studies have even
suggested that if one wants to obtain useful geometric interpretations in the latent space (e.g. to perform
interpolation), the activation functions should be restricted to ones that are smooth (Shao et al., 2017;
Arvanitidis et al., 2018), that means e.g. not using the ReLU activation function that is generally recognized
to result in faster learning. In contrast, in this work we do consider ReLU activation functions but control
the changes in topology by means of a combination of α and β, whether this might nullify the advantages
of ReLU is still an open question. Note however that, in general, control of induced changes in topology
and high nonlinearities (as in our proposed approach) might be useful for any inversion method that relies
in the concept of a neighborhood (e.g. MCMC and ensemble smoothers).
Besides its good performance for gradient-based inversion, a further advantage of our approach when
compared to the previous approaches is that when the data used for inversion is not sufficiently informative,
regularization in the latent space might be used to constrain to the most common patterns with our regu-
larization term in Eq. (23). This statement provides an interesting paradigm where regularization in latent
space might be seen as a flexible way to incorporate complex regularization. In contrast, a disadvantage of
our proposed approach is that GANs in general result in higher generative accuracy (all generated patterns
look more similar to those in the training image), however, as previously mentioned this may be in conflict
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with performance of certain inversion methods. Also, as may be noticed in the relation between the data
misfit and the degree of complexity for cropped truths, a limiting factor in using our VAE is its inability
to produce new highly complex patterns. However, this lack of innovation (or sample diversity) is generally
present in other methods and may be even more severe for regular GANs, where the phenomenon is known
as mode collapse. Recently, different ways to control such mode collapse in VAEs and GANs have been
proposed (Metz et al., 2017; Salimans et al., 2016).
Finally, regarding our proposed SGD we must note that similar results might be obtained with a MCMC
method where information about the gradient is taken into account. For example, Mosser et al. (2018) use a
Metropolis-adjusted Langevin method which basically follows a gradient-descent and adds some noise to the
step. However, the noise added to the gradient step in our approach is different—SGD noise has been shown
to be approximately constant but anisotropic (Chaudhari and Soatto, 2018). Another possible alternative
to our method is to use Riemannian optimization, which is possible when the DGM approximate manifold is
smooth. Although it is possible to compute the direction of the gradient by using the pullback Riemannian
metric, which may be obtained as suggested by e.g. Shao et al. (2017); Chen et al. (2018); Arvanitidis et al.
(2018), it is not straightforward to compute the step because it would have to be along a geodesic curve
instead of a straight path and such geodesics are computationally demanding to compute.
5. Conclusions
In this work the principal difficulties of performing inversion with deep generative models (DGMs) are
reviewed and a conflict between generated pattern accuracy and feasibility of gradient-based inversion is
identified. Also, an approach based on a variational autoencoder (VAE) as DGM and a modified stochastic
gradient descent method for optimization is proposed to address such conflict. We show that two training
parameters of the VAE (the weight factor β and the variance α of the encoder’s noise distribution p()) may
be chosen in order to obtain a well-behaved generator g(z), i.e. one that is mildly nonlinear and approxi-
mately preserves topology when mapping from latent space to ambient space. This helps in maintaining the
convexity of the misfit function in the latent space and therefore improves the behavior of gradient-based
inversion. We highlight changes in topology which have not been previously identified as impacting the
convexity of the inversion objective function. In contrast to prior studies where gradient-based inversion
was used, our approach converges to the neighborhood of the global minimum with very high probability for
both a linear forward operator and a mildly nonlinear forward operator with and without noise. We argue
that when using DGMs in inversion, a tradeoff may be found where inverted models are close enough to the
prescribed patterns while low cost gradient-based inversion is still applicable—our proposed approach relies
on such tradeoff and produces inverted models with significant similarity to the training patterns and a low
data misfit.
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