Primate neocortex contains over 30 visual areas. Recent techniques such as functional magnetic resonance imaging (fMRI) have successfully identified many of these areas in the human brain, but have been of limited value for revealing the temporal dynamics between adjacent visual areas, a critical component of understanding visual cognition. The voltages recorded at the scalp, electroencephalography (EEG), is a direct measure of neural activity that reflects the summed activity across all brain areas. Identifying the cortical sources that contribute to the EEG is a difficult problem. We developed an anatomically constrained dipole search method that solves the traditional problems by combining fMRI, EEG and many stimuli that activate small cortical regions. The method provides a means to validate the extracted waveforms. Both V1 and V2 waveforms have similar onset latencies as well as dynamics that can explain previous controversial findings about the responses of these areas.
Introduction
fMRI has provided exquisite spatial maps of visual cortex [1] [2] [3] . Early visual areas V1 and V2 follow a retinotopic layout such that adjacent positions in the observer's visual field activate adjacent regions of cortex. The fMRI signal has a time course on the order of seconds, hence the method's poor temporal resolution. Electroencephalography (EEG), on the other hand, measures the electrical activity generated by the brain with a temporal resolution on the order of 10 -3 seconds. This is three orders of magnitude faster than fMRI and is a direct measure of neural activity. The problem has been to reconstruct the individual responses of the multiple sources that account for the summed activity recorded from the scalp.
The two most widely used classes of methods are multiple dipole modeling and distributed source imaging. Unfortunately, for both methods, closely spaced sources, such as between cortical areas V1 and V2, are impossible to differentiate. Multiple dipole modeling involves a nonlinear search on the parameters of a few point sources 4 . The process runs into problems when sources are close because a single rotating source can do an adequate job of fitting the data generated by two sources 5 . The source imaging method fixes many sources to the cortical surface given by an MRI and estimates the activation of those sources [6] [7] [8] . Source imaging has the drawback of producing sources that are excessively spread out. While there have been proposed methods to focus the source solutions by applying further constraints from, for example, fMRI data. These methods still have problems with source crosstalk 9 .
Several studies have shown that adequate source separation depends on several factors such as: signal to noise ratio, proper forward model, and source orientation [10] [11] [12] . Under typical conditions a minimum separation of 4 cm is needed to resolve sources. When sources are not resolvable they can mix together, a phenomena called the cross-talk 9 , or the rotation problem 13, 14 . This problem refers to the fact that when sources are not sufficiently separated it is impossible to determine if the reconstructed source time functions are pure or mixtures of each other.
To resolve close sources additional information needs to be incorporated into the method. The solution described in this paper uses an individual's unique cortical shape within visual areas V1 and V2, the folding fingerprint, to solve the problem of identifying the source time functions. Moreover, the method provides a means of validating the identified temporal responses. The method utilizes the subjects' known retinotopy, given by fMRI, to help constrain the sources' spatial location and orientation, and assumes the temporal response within a visual area is the same at similar eccentricities. The method can be extended to additional retinotopic visual areas with suitable stimulus elaborations. The use of the folding fingerprint of cortical areas disambiguates the activity of nearby sources and allows for the accurate characterization of the where and when of visual cortex activation in the human brain.
Results
Results from 96 electrode multi-focal Visual Evoked Potentials (mfVEP) and fMRI/MRI scans are presented for two subjects. Different stimuli are optimal for measuring retinotopic maps using fMRI and neural responses (mfVEP). The two multi-focal stimuli used for EEG recording are illustrated in figure 1, only a hemifield of each is shown. The left stimulus (used with subject 1) consists of 192 (8 rings and 24 spokes) distinct stimulus patches, while the one on the right (used with subject 2) uses only 4 rings to cover the same visual area for a total of 96 patches. The EEG stimulus patches are scaled according to best estimates of human cortical magnification 15 such that the corresponding sources should be roughly equally spaced on the cortical surface flat map. With such a high density of small stimulus patches, the source locations in V1 and V2 are highly localized.
For identification of areas V1 and V2 using fMRI, well established procedures 3 based on rotating wedge and expanding ring visual stimuli were used. The cortical region of interest in one hemisphere of the MRI scan containing areas V1 and V2 is identified and flattened as shown in figure 2a for subject 1. Given a retinotopic flat map of one hemisphere with areas V1 and V2 delineated, the task is then to estimate the V1 and V2 source locations corresponding to each of the stimulus patches. While the area responding to all the stimulus patches would encompass most of V1 and V2, the small region responding to an individual patch is well approximated by a point source. The initial estimate of the source location for each patch was based on combining the fMRI retinotopic maps for expanding ring (figure 2a) and rotating wedge stimuli and the position of the stimulus patch (figure1) in the observers' visual field. The fMRI based retinotopic maps along with a dense sampling of stimulus patches across visual space simplified the process of positioning the source in V1 and V2 for each of the stimulus patches. For the flat map of subject 1 in figure 2a, the estimated V1 and V2 source locations are shown as magenta and yellow circles, respectively.
Once the dipole source location was identified, its orientation was extracted from the anatomical MRI scan. Figure 2b is a 3d surface reconstruction derived from the MRI scan of the white to gray matter boundary of the area near the calcarine sulcus that includes V1 and V2. The source dipole positions identified in the flat map (fig 2a) are also shown on the 3d surface. The surface EEG reflects the current flow along pyramidal cell dendrites which are oriented perpendicular to the cortical surface 16 . Therefore, the orientation of the dipole current sources is assumed be normal to the reconstructed white to gray matter boundary.
Given the fMRI constrained V1 and V2 source locations and orientations for a particular stimulus patch; the scalp voltage distribution was calculated for each source using a three shell spherical head model 17, 18 . The predicted scalp voltage distribution at the 96 electrodes for each individual stimulus patch is illustrated in figure 2c with signal strength color coded from blue to red. Note the signal distribution for a particular visual area slowly changes from patch to patch, even though no smoothing has been done in data acquisition or data processing. In areas where the source moves around a sulcus the predicted surface topography for corresponding stimulus patches changes rapidly. Errors in the head model, fMRI retinotopy and MRI surface normal estimates are corrected for by an anatomically constrained search that enables small source position shifts as described in Methods.
Equation 1 is the standard way to describe the visual evoked potential; V(e,t), a function of time (t) and electrode index (e), as a sum over a set of source (s) scalp topographies, A(e,s), times a set of time functions, T(s,t) for each source. As discussed in the introduction the problem of identifying an arbitrary set of the time functions, T(s,t) from just the VEP is underconstrained. The multifocal based VEP dataset resolves this problem by introducing another dimension to equation 1, stimulus patch location. Assuming a common time function within a ring of patch locations 19 , equation 1 becomes equation 2, where p indexes the patches at a fixed eccentricity. The fMRI/MRI based constraint gives us the scalp topographies for all patches, A(ep,s). The time function T(s,t) is simply estimated by linear regression (a least squares pseudoinverse solution), as shown in equation 3.
Linear regression finds for each time point (t) the activation of each source that best fits the recorded scalp voltage topography (V). If we constrain the system to just two visual areas this procedure becomes, at every time t, a 2 parameter fit to our 96 electrode data points. This may seem highly overdetermined, however if you do an eigenvalue decomposition (principal component analysis) of the data the dimensionality of a single patch dataset is considerably less then 96. In fact, the average percent variance accounted for by 2 components is about 80%. This means that just two sources can fit the data well, and that just using the dataset from a single stimulus location, as in equation 1, could result in a degenerate solution. An ambiguous solution is guaranteed to happen at places in the visual field that have identical source topographies for both V1 and V2, for example at the vertical meridian. By constraining the solution to have the same time component within a visual area for a ring of stimulus patches 19 we have many stimulus location datasets to increase the data to parameter ratio and thereby increase the method's resistance to noise.
The fMRI based topographies are another source of noise. Small errors in identifying a patch location near a cortical fold can result in a poor estimate of the scalp topographies for that patch. To reduce this type of error the linear regression (eq 3) was iterated with the individual source locations moved up to 2.5 mm on the flat map to find the match that minimized the residual error with respect to the recorded VEPs (details of how this was done without a combinatoric explosion are presented in Methods). The topographies shown in figure 2 are those obtained for subject 1 after this jittering of source locations on the fMRI map.
The common time function assumption method not only provides better noise immunity, it also provides a means to validate the solution by checking the consistency of the results across hemispheres. Consequently a common time function was assumed for responses from stimulus patches at the same eccentricity (stimulus ring) and within a single hemisphere. The left and right hemisphere responses for areas V1 and V2 are expected to be the same within a subject 14 . This provides for an internal validation of the solution set since the data from each hemisphere for a hemi-ring of stimulus patches are independently processed. Figure 3 shows the V1 and V2 time functions for each hemi-ring of stimulus patches for two subjects. The left and right hemisphere temporal functions are plotted in blue and red, respectively. Figures 3a and 3b show the results for the 8 stimulus rings viewed by subject 1 and figures 3c and 3d show the results for the 4 ring stimulus viewed by subject 2. Each hemisphere has different cortical folding patterns and independently fit retinotopic maps so the similarity across hemispheres highlights the strength of the technique. The consistency we see lends confidence that the true temporal activations are being extracted. Since our method has redundancy across hemispheres and to some extent across rings we can compare these responses in order to validate our solutions. Most source localization methods don't provide a way to check the solution validity. When inconsistencies appear as in the foveal inner ring data of both subjects we know an error has occurred, maybe in either the fMRI mapping or forward modeling procedures. It is expected that accurate foveal responses will be difficult to extract since the foveal confluence has been a difficult area to extract accurate retinotopic mappings using standard fMRI wide field stimuli. Without accurate mapping our sources will be constrained to the wrong surface location resulting in inappropriate temporal functions as discussed in reference to figure 4.
This new method rests on the assumption that to disambiguate the response from V1 and V2 it is necessary to have an accurate retinotopic map of the visual cortex. However, it could be argued that fMRI data does not improve anything and that the responses in figure 2 are not specific to V1 and V2, but just reflect a general response extracted from a mixture of occipital sources. Therefore we tested the sensitivity to the retinotopic map by introducing an artificial error in the retinotopic mapping. This was done by rigidly translating all the source locations by 7 mm along the fMRI flat map surface. This shift is small enough that the fMRI map still largely overlaps with the true retinotopic cortex, but since the dipoles are constrained to the orientation of the cortex it introduces a possibly large error in the source orientation. Except for the 7 mm shift the method of extracting the time functions is identical to that previously described. The results of this systematic error are plotted in figure 4. The time courses extracted are attenuated, and the consistency between hemispheres and stimulus rings disappears. This result shows that the fMRI data is crucial in isolating the V1 and V2 temporal responses.
As discussed, increasing the number of stimulus patches reduces the impact of noise. Accordingly, including all 192 patches in the regression will help but at the same time it could suffer from time function changes as a function of eccentricity 20 . Keeping this idea in mind, figure 5 shows the results of assuming a common time function for the entire 192 patch dataset for estimating the V1 and V2 responses (the entire dataset for subject 2 was 96 patches). In order to estimate the variability of these responses a bootstrap 21 was performed in which we sampled stimulus locations randomly from an individual subject's dataset to create 500 bootstrap sets. From these samples we estimated 1 standard error and plotted those in the figure. In light of variation due to eccentricity, the error bars are an overestimate of the variability of the method in extracting time functions from V1 and V2 from such a large dataset. This figure also facilitates comparison of the V1 and V2 temporal response within and between subjects. Figure 5 shows that for a given visual area both subjects have similar onset and peak latencies.
Discussion
There has been a controversy about the source of various components of the VEP 22 . The reason for this controversy is that disambiguating the sources of activity in early visual cortex is a very difficult problem. Localizing peaks from the raw waveform data is not a good procedure because a peak is not necessarily limited to an individual source component, but is probably the sum of several sources. Several authors have tried to fit the data using multiple dipoles [22] [23] [24] . This approach is problematic when the sources are close together, like with areas V1 and V2. Since these areas are separated by at most a couple centimeters using either location for a dipole will result in the same predicted topography.
Because of this inherent ambiguity of these localized sources various methods have been suggested for ascertaining the identity of the dipoles. One method used by several investigators 25, 26 is to use multiple stimulus locations and try to identify a source component that has topographic polarities for stimuli in the upper versus lower hemifields. Anatomically V1 is identified by the calcarine sulcus, with a retinotopy that predicts a flip in the orientation of a dipolar source as it moves around the sulcus. This gives a good prior on how a V1 source should behave, however nearby sources could still intrude causing a change in the source orientation while still conforming to this model. The flip in orientation indicates a V1 contribution to the source but the amount is unknown, as long as the source is more than 50% V1 there will be a flip in its orientation. As a result this heuristic is not adequate for isolating the V1 component of the waveform. This new method uses not just a general cruciform model for the shape of the calcarine sulcus, but rather each individual subject's unique folding fingerprint to identify the locus of the VEP.
There has been a controversy over what visual areas contribute to the early C1 component of the VEP with various authors claiming either V1 or V2 is dominant 22 . We presume the reason for this controversy is the aforementioned rotation problem. In figure 5 are V1 and V2 responses derived from the whole field. The responses have similar initial latencies, but opposite polarities. In addition the peak latencies are different. If the recovered sources were not pure V1 or V2 sources but some linear mixture of the two sources both the latency and identity of the sources can be misestimated, while still obeying general rules as to the assumed shape of the calcarine fissure. This is why it is important to have a method with an internal consistency check to verify the purity of source reconstruction. In view of the hierarchy of visual areas its often assumed that V1 responds earlier than V2, and the fact that V1 and V2 show similar initial latencies in our reconstructions might seem strange. However, depth electrodes in macaque V1 and V2 show a similar VEP profile to the responses in figure 5, with V1 and V2 waveforms having opposite polarities and similar onset timings 27 . While single cell recordings may reveal different V1 and V2 latencies 28 , we contend that the EEG signal, which primarily reflects pyramidal cell dendrite field potentials 16 , indicates nearly identical response latency in the two areas. It has not escaped our notice that in figure 5 the main V1/V2 activity has a coupled oscillator nature 29 such that the rate of change of V2 activity is facilitated by V1 activity and the rate of change of V1 activity is inhibited by V2 activity.
The method presented in this paper provides the ability to separate the V1 and V2 source contributions from the mfVEP waveform. The method not only provides the responses specific to the areas in question, but also contains the ability to internally verify the consistency of the extracted waveforms. The latencies for the V1 and V2 temporal functions are nearly identical yet the overall waveforms are quite different which probably reflects the dynamics between visual areas. The same general procedure could be extended to identify the source time functions for later retinotopic visual areas. Understanding the nonlinear neural dynamics of the multiple early visual areas is an important step in understanding more general interplay of closely connected brain areas.
Methods
Data was collected from two healthy volunteer, male subjects. Subjects gave written informed consent, and safety guidelines were followed as approved by the Committee for the Protection of Human Subjects at the University of California, Berkeley.
fMRI: Magnetic resonance images were acquired at Stanford University using a 3-T GE Signa scanner. A special-purpose semicylindrical surface coil around the back of the head was used. Functional magnetic resonance images were oriented parallel to the calcarine sulcus. Eight functional images were acquired every 3 seconds using a two-shot, two-dimensional spiral gradient-recalled echo sequence; voxel size was 2 × 2 × 3 mm. Structural (T1-weighted) images were acquired in the same planes and with the same resolution as the functional images to coregister the functional and anatomical data.
The stimulus for the fMRI experiments consisted of rotating wedges and expanding annuli with a cycle of 72 seconds, resulting in five complete cycles during the 6-minute stimulus presentation. The wedge and ring were comprised of a flickering (reversal rate of 8 Hz) checkerboard 3 . Analysis tools standard to many vision fMRI groups were used for mapping the visual cortex. The threedimensional cortex was unfolded onto a two-dimensional flat map to better view the retinotopic data. White matter segmentation was performed to ensure a continuous gray matter surface for unfolding. The white matter segmentation and unfolding were done using the FreeSurfer software package 9,30 . The Stanford mrVISTA tools were used to analyze and project the fMRI data onto the flat maps 31 . The results of this data analysis are shown in figure 2a for the left hemisphere of subject 1.
EEG: Subjects were comfortably seated in a dark sound attenuating chamber. Electroencephalograms were continuously recorded with the Biosemi EEG ActiveTwo system (www.biosemi.com) while wearing a cap with 96 active electrodes. The 96 channel cap layout was custom designed to achieve a high density of electrodes around the occipital bone. EEG data was collected at a sampling rate of 512 Hz, and later digitally filtered with a pass band of 2-100 Hz. Along with the EEG, stimulus synchronization pulses generated by the WinVis neurophysiological testing platform (www.neurometrics.com/winvis) were recorded for offline data analysis. Each run was divided into one minute recording periods each separated by a subject defined rest interval.
Multifocal Stimuli: The stimuli were presented on a CRT monitor with 1024 x 768 pixel resolution at a viewing distance of 110 centimeters. The stimulus dartboard pattern defined an annulus with an inner radius of 1 degree and an outer radius of 8.5 degrees. The pattern within this annulus for one observer was a dartboard divided into 8 rings of 24 patches (192 patches see figure 1 ). The second observer's stimulus had 4 rings of 24 patches. Each patch was a 2x2 or 2x4 checkerboard for the 192 and 96 patch stimuli. Based on estimates of human cortical magnification the width of each ring was adjusted so that each ring activated approximately equal areas of primary cortex 15, 32 . The 192 (or 96) patches were simultaneously and independently pattern reversed according to an m-sequence using a standard multifocal paradigm 33 . The WinVis stimulus delivery software ensures presentations free of frame drops and flexible stimulus design 32 . The multifocal stimulus allowed us to separate out the responses for each individual stimulus patch location. A 16 bit m-sequence was used, this corresponds to 65535 video frames. The stimulus was presented at 60 Hz for a run time of 18 minutes and 12 seconds per sequence. In order to get a sufficient signal to noise ratio from all the extremely small 196 patch stimuli the run had to be repeated 25 times. The 96 patch stimulus required 6 repeats due to the larger patch sizes. We then extracted the response corresponding to the pattern reversal of the checkerboard patch using the fast Walsh transform, in the multifocal literature it is referred to as the first cut of the second order kernel 34 .
Source Modeling: The electrode locations were digitized using a Polhemus fastrak 3space system. In addition, in order to help the registration, about a hundred points randomly distributed around the head were digitized. These points were then aligned to the MRI coordinates by using the surface of the scalp. The forward modeling was calculated using a 3 shell spherical model. The outer radius of the sphere was chosen to best fit to the electrode locations and the thicknesses for the 3 shells were chosen to fit with those observed from the MRI. For subject 1 the radii of the boundaries were: 10.9 cm scalp, 10.3 cm outer skull, 9.7 cm inner skull. Scalp, skull, brain conductivity values were 0.33 S/m, 0.01 S/m, 0.33 S/m respectively 35 . Forward model calculations were done using the Brainstorm Matlab toolbox 36 .
Sequence of steps for source identification:
Step 1. Get initial mapping of V1 and V2 from fMRI data corresponding to the 96 (subject 1) or 48 (subject 2) patches in each hemisphere. Use the 3d MRI based reconstruction to extract the source orientations. This step is illustrated in Fig. 2a and 2b for subject 1 and provides matrix A of equation 3.
Step 2. Do a linear regression to find the two source amplitudes at each time point (Eq. 3, T(s,t)). Use the same time function within a stimulus hemi ring of patches. This step gives the best fit to the full dataset based on the dipole orientations specified by the MRI topography.
Step 3. For each patch do a grid search over all white-gray mater boundary surface points within about 2.5 mm of the original fMRI placement.
Step 4. Using the time function from Step 2 and the electrode potential for each grid search dipole location (Step 3), calculate the predicted electrode potentials across time, V pred (ep, t). This is shown in figure 2c as a topography at one time point.
Step 5. Find the grid search location for each patch that minimizes the sum of square error between the raw data and the predicted data.
Step 6. Go step 2 using the new dipole locations from Step 5 and keep iterating until the SSE converges to a minimum. The source locations are never allowed to move more than 2.5 mm from the initial locations found in step 1. Plotted in blue is the V1 response, and in red is the V2 response for subject 1. Plotted in cyan is the V1 response, and in magenta is the V2 response for subject 2. The shaded region around the waveforms correspond to +/-1 standard error calculated using the bootstrap procedure described in the text. The shaded region is an upper limit since it includes the variation across eccentricity.
