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Abstract—Cellular-connected unmanned aerial vehicles (UAVs)
have recently attracted a surge of interests in both academia
and industry. Understanding the air-to-ground (A2G) propa-
gation channels is essential to enable reliable and/or high-
throughput communications for UAVs and protect the ground
user equipments (UEs). In this contribution, a recently conducted
measurement campaign for the A2G channels is introduced. A
uniform circular array (UCA) with 16 antenna elements was
employed to collect the downlink signals of two different Long
Term Evolution (LTE) networks, at the heights of 0-40 m in
three different, namely rural, urban and industrial scenarios.
The channel impulse responses (CIRs) have been extracted from
the received data, and the spatial/angular parameters of the mul-
tipath components in individual channels were estimated accord-
ing to a high-resolution-parameter-estimation (HRPE) principle.
Based on the HRPE results, clusters of multipath components
were further identified. Finally, comprehensive spatial channel
characteristics were investigated in the composite and cluster
levels at different heights in the three scenarios.
Index terms— UAV, cellular networks, spatial channels, an-
gular characteristics, and clusters.
I. INTRODUCTION
Recently, unmanned aerial vehicles (UAVs) have been shifting
their use from purely military operations to a more general-
purpose scope with rapidly increasing popularity, due to the
continuous reduction of cost, size, weight and consumption. A
huge market is foreseen with many new civilian and commer-
cial applications such as forest monitoring, goods delivery or
search and rescue in hostile environments [1]–[3]. Temporary
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network access provided by UAVs as movable aerial base
stations (BSs) in emergency situations or saturated communi-
cation environments has become a key scenario addressed for
the fifth-generation (5G) and beyond communication systems
[4]. Unlike terrestrial BSs, for which the power supply is in
general not an issue, UAVs have limited power constraints
for the signal transmission, processing and the UAV propul-
sion. This generated an increasing research interest, e.g., on
the UAV flight trajectories design, that jointly optimizes the
throughput, latency and energy consumption of the network
[5]–[7]. Meanwhile, most of the civilian-used UAVs still rely
on direct point-to-point communications with their ground
pilots. This usually limits their usage to the visual line-of-sight
(LoS) region. Further, the lack of coordination among UAVs
cannot guarantee the network scaling with increasing number
of UAVs. Moreover, other regulatory issues [8], e.g. forbidding
unregistered UAVs or the flights near to the airports, have
also been widely concerned. Therefore, the so-called cellular-
connected UAVs [9], [10], i.e. using the existing cellular
infrastructure to provide reliable command and control (C2)
communications and high-throughput payload communica-
tions such as high-definition videos for UAV-user equipments
(UEs), have attracted a surge of interest in both academia
and industry [11], [12] in 5G and beyond communication sys-
tems. Although preliminary field investigations [13]–[15] have
shown the potential of cellular networks in providing reliable
C2 and high-throughput payload communications, there are
still challenges that may lead to the system bottlenecks. For
example, cellular BS antennas are usually targeted to serve
ground users and hence down-tilted; UAV-UEs in the sky
may cause severe interferences [16], [17] among them and
to the ground UEs in both up- and downlinks, which limits
the spectrum efficiency significantly. Several investigations
dealing with the interferences through power control, network
coordination, resource allocation, beam usage, etc. to increase
the system capacity and protect the ground UEs have been
conducted [15], [18]–[21]. In order to properly design and
optimize the proposed techniques, realistic channel models
for the air-to-ground (A2G) propagation channels in different
environments are essential.
Due to the regulatory limitations in the flight height of UAVs
in most countries [22], low-altitude A2G propagation channels
for small-sized UAVs have recently attracted considerable
attention. Propagation channel characteristics such as path loss
[23]–[25], shadowing [25] and small-scale fading [26] were
studied based on measurements. In our previous works [27],
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[28], we have proposed several stochastic channel models for
different flight heights, scenarios and BS antennas configura-
tions. These channel models include characterizations of the
path loss, shadow fading, delay spread, Doppler frequency
spread and K-factor. The obtained results, especially those in
[27], exhibited some non-intuitive effects. For example, it was
shown that increasing the flight height could lead to a decrease
of the K-factor due to strong reflections from tall buildings,
which are blocked by objects close to the UAV when the flight
height is lower. This indicates that simply assuming the A2G
channel with a high flight height to be LoS dominant, which
is valid for traditional large aircrafts with very high flight
altitudes, e.g. above 1 km, may be non-realistic for the low-
altitude (below 120 m) small-sized UAVs. Besides the above
mentioned investigations, there are still many other works
regarding the low-altitude A2G channels [29]. Nevertheless,
most of the measurement-based investigations only focused
on the single-input-single-output (SISO) and temporal channel
characteristics. In [30], [31], very preliminary composite an-
gular characteristics were reported. There seems, to the best of
the authors’ knowledge, to be no comprehensive measurement-
based investigation on the spatial characteristics of the low-
altitude A2G channels. One probable reason is the difficulty
in designing powerful multiple-input-multiple-output (MIMO)
channel measurement systems with acceptably low weights
that can be installed on a small-sized UAV with limited
load capacity. However, the spatial characteristics of the low-
altitude A2G channels are essential to evaluate or verify
various solutions proposed, e.g. the massive multiple-input-
multiple-output (mMIMO) or beamforming based techniques
[15], [32], [33] with the potential to mitigate interferences and
increase the network capacity.
In order to fill the research gap, in this paper we substantially
extend our previous analysis [31] to properly characterize
the low-altitude A2G spatial channels in multiple scenar-
ios. A channel sounder based on a uniform circular array
(UCA) featuring 16 elements was exploited to sound the
A2G channels from 0 to 40 m in three typical scenarios,
namely rural, industrial and urban, and a complete set of
spatial characteristics of the channels on both the composite
and cluster levels is proposed. Up to the authors’ knowledge,
this is the first contribution of this kind for the low-altitude
A2G communication channels. The empirically obtained re-
sults interestingly show e.g. that though in general the A2G
channels become less complicated (e.g. with smaller spreads
and less clusters) when the height is increased, it is possible
that an increase of the height in a complex (urban or industrial)
scenario can lead to more complicated channels consisting of
several well-separated spatial clusters with similar powers that
can be potentially exploited to increase the system capacity.
This work not only confirms our previous findings in the
temporal domain reported in e.g. [27], but also characterizes
the spatial characteristics comprehensively considering the
angular domain as well as cluster level behaviours. The main
contributions and novelties which lead to a much deeper
understanding of the propagation mechanisms for low-altitude
A2G communications in this paper are summarized as follows:
• A Software Defined Radio (SDR)-based channel sounder
featuring a UCA with 16 elements was exploited for
channel sounding, where the real-time downlink signals
of the commercial Long Term Evolution (LTE) networks
were captured at the heights from 0 to 40 m in the
rural, industrial and urban scenarios. The measurement
methodology makes it possible that the channel impulse
responses (CIRs) extracted from the measured data are
with high fidelity to those experienced by UAV-UEs in
cellular networks.
• High-resolution channel parameters of multipath com-
ponents are estimated using a proposed high-resolution-
parameter-estimation (HRPE) principle with descent cal-
ibrations. This allows us to further identify clusters in
individual channels.
• Based on the cluster identification results, spatial charac-
teristic of the A2G channels on the composite and cluster
levels are investigated thoroughly, which makes it realiz-
able to reproduce the measured channels in stochastic
sense as specified in the standard modelling structure
[34].
The rest of the paper is organized as follows. Sect. II elaborates
the measurement methodology including hardware design and
scenarios. Sect. III discusses the CIR extraction and presents
some typical averaged power delay profiles (APDPs) in dif-
ferent scenarios. In Sect. IV, the channel parameter estimation
and cluster identification algorithms applied for the measured
channels are elaborated. Based on Sect. IV, comprehensive
characteristics of the spatial A2G channels in composite and
cluster levels are investigated and summarized in Sect. V.
Finally, conclusive remarks are included in Sect. VI.
II. MEASUREMENT METHODOLOGY
In this section, the measurement testbed is presented followed
by the description of the measurement campaigns. Since both
were already thoroughly described in [35], this section focuses
only on the main aspects that are important to understand the
performed studies.
A. Measurement design
Spatial channel characteristics are one of the key factors
influencing the performance of mMIMO systems. In order to
best evaluate the potential of mMIMO in a context of UAV
communication, these characteristics need to be described
focusing on their height dependency. Measurements using live
cellular networks, as proposed in this work, offer the possi-
bility to study channel properties in the real environment that
will be observed by the flying UAVs. They also offer a simple
yet effective solution to collect, in the same measurement
snapshot, the multiple signals coming from different serving
cells that may potentially be decoded.
B. Measurement hardware
The measurement setup was built based on nine Universal
Software Radio Peripheral (USRP) boards. They are used as
digital radio frequency (RF) chains to connect sixteen antennas
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1.5×1.5 m2 ground plane
Fig. 1: Measurement system schematic [35].
(a)
16 elements on the perimeter
For calibration
(b)
Fig. 2: Measurement equipment. (a) SDR test-bed. (b) The UCA. The
antenna in the center is for calibration of USRP boards.
forming a UCA. Further, USRPs are connected to the PCI
eXtensions for Instrumentation (PXI) chassis, used to record
and store raw recorded complex data samples, without any real
time processing. Besides, two octoclocks are used to provide
time and frequency synchronization among all USRP boards.
Fig. 1 presents the schematic of the testbed, meanwhile in
Fig. 2(a) the actual implementation inside the steel cage before
installation of an antenna array is presented.
1) Antenna array design: The sixteen-antennas UCA, as il-
lustrated in Fig. 2(b), was designed to operate at LTE band 3
(1.8 GHz frequency band), where two LTE networks belonging
to the different Danish telecom operators are located. Antenna
elements, realized as simple monopoles are distributed with
around 0.475λ spacing, corresponding to a circular radius of
20 cm and are manufactured on a large 1.5×1.5 m2 aluminum
ground plane installed on top of the presented steel cage. The
final antenna radiation pattern was simulated using CST studio
and can be well approximated by an omni-directional pattern
with approximately 10o up-tilt due to the finite size of the
ground plane.
2) Calibration of USRP boards: Spatial channel characteri-
zation requires all RF chains to record the data with time,
frequency and phase synchronization. Octoclocks are used to
provide sufficient time and frequency alignment. However,
testbeds containing multiple USRP boards suffer from the in-
herited lack of phase synchronization between them. Although
boards are phase coherent, each of them starts with the random
phase offset. Therefore, external, self-designed calibration to
compensate this offset is required. The designed testbed, uses
the additional antenna and a self-transmitted calibration signal
for phase compensation. By transmitting a sine wave with a
low power (-50 dBm) and a frequency near to the LTE band
using the antenna located in the center of the array, each of the
antennas forming the UCA are expected to receive the signal
with the same time delay and the same phase. Assuming the
received phase of one antenna as a reference, the phases of
the remaining fifteen antennas can be compensated, allowing
phase synchronization with less than 1o error.
C. Measurement campaign
As illustrated in Fig. 3, the measurement campaign was con-
ducted in seven different locations located in a vicinity of
Aalborg, Denmark. It comprises three different measurement
scenarios as described below:
• Scenario 1 - Rural: In this scenario, as illustrated
in Fig. 3(a) and labelled as location 1, the measurement
equipment was placed in a middle of the farm, where
neither buildings nor trees were located in a close prox-
imity. As the measurement location was still located close
to the city, multiple cells were decodable. This scenario
imitates the envisioned use cases of using UAVs for field
inspection.
• Scenario 2 - Industrial: In this scenario, as illustrated
in Fig. 3(a) and labelled as location 7, the measurement
equipment was placed between many tall (up to 30 m),
industrial buildings in the industrial part of the city. The
measurement spot was surrounded by many elements
made of concrete and represents the typical industrial
environment, where UAVs are expected to be used for
building inspection or for surveillance services.
• Scenario 3 - Urban: In this scenario, as illustrated in
Fig. 3(a) and labelled as locations 2-6, the measurements
were conducted in a couple of locations in a city center
where the equipment was surrounded by buildings. Their
average height was approximately 20 m. This scenario
represents many of the envisioned use cases as for exam-
ple last mile delivery services.
Measurement procedure: In each of the measurement lo-
cations, the measurement procedure was as follows. The
designed testbed was placed inside the steel cage and was
lifted by a crane as shown in Fig. 3. The measurements were
taken at nine different heights from 0 to 40 m with a 5 m
step. At each measurement height, 100 ms-long measurement
snapshots of LTE network were taken five times where the
reproducibility of the channel characteristics also serves as a
verification of the system functionality. To mitigate the impact
of the steel cage and its attenuation on the received signals,
the same procedure was repeated twice. During the first time,
the steel cage was mounted with the UCA on top of the cage,
while during the second time, the UCA was located below the
cage. Finally, to gather as much diverse data as possible, the
same measurements were conducted twice, separately for the
two network operators. Therefore, in total 2×2×9×5×7=1260
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Fig. 3: Measurement scenarios. (a) Measurement locations in the map.
(b) Assembled setup lifted in different scenarios.
(corresponding to the number of operators, up/downwards
UCA, number of measurement heights, number of repeated
snapshots, number of measurement locations, respectively)
measurement snapshots were recorded.
III. CIR EXTRACTION AND CHANNEL APDPS
In this section, we will present the post processing procedure
to extract the CIRs for the measured downlink UCA array
data. Example APDPs observed at different heights in dif-
ferent scenarios are also illustrated. The preliminary channel
characteristics observed from the APDPs are discussed.
A. CIR extraction from raw data
The post processing procedure of extracting CIRs from the
measured downlink raw data is similar to the procedure
specified in [28], [36]. The main steps include i) low-pass
filtering to remove possible out-of-band interferences, ii) pri-
mary synchronization exploiting the primary synchronization
signals, iii) secondary synchronization utilizing the secondary
synchronization signals and iv) CIR extraction by applying
the inverse Fourier transform to the channel transfer functions
(CTFs) obtained exploiting the cell specific signals. The im-
provement in this work is that before obtaining time synchro-
nization and detecting physical cells, Bartlett beamforming
was firstly conducted by combining the measured data at all
the 16 antennas of the UCA. Through iteratively adapting
the beamforming weights of the UCA targeting different/grid
directions, the signal-to-interference-plus-noise ratio (SINR)
of the received signals from cells covered by the current beam
was increased due to the mitigation of inter-cell interferences,
which led to a better cell detection compared to that of using
a single antenna in [28]. The step iv) CIR extraction was then
applied to the UCA for all the detected cells in individual
measurement snapshots. Readers are referred to [28] for the
detailed description of the steps of raw data processing. For
each measurement snapshot lasting 0.1 second, 16×200 CIRs,
i.e. 200 consecutive CIRs for each of the 16 antennas of
the UCA, can be extracted from the measured data for each
detected cell. To avoid possible problems caused by, e.g.
the warming-up stage of the USRPs, only the latter 16×180
CIRs were considered for the following investigations. In
addition, we denote the array CIRs extracted for a detected
cell in one measurement snapshot as h(m, t, τ) where m ∈
{1, · · · ,M ;M = 16}, t and τ indicates the antenna index,
time and delay, respectively. The time difference between
consecutive CIRs is 0.5 ms. The bandwidth of the CIR is
18 MHz with 200 delay sampling points, which corresponds to
a maximum observable path delay difference of around 11µs,
i.e. 3.33 km.
B. Example APDPs
Multiple cells can be detected in one measurement snapshot at
a certain height and location. In this section, we show some
example APDPs for different heights at different scenarios.
The APDPs are obtained by averaging the power delay profiles
(PDPs) over time. That is, s(m, τ) = 1N
∑tN
t1
|h(m, t, τ)|2 for
one set of UCA array CIRs with N = 180 in our case. For
clarity, we only illustrate the APDP observed at one antenna
of the UCA for a detected cell.
1) Rural scenario: Fig. 4 illustrates two APDPs obtained in
the rural area at location 1 as indicated in Fig. 3 at the heights
of 0 and 35 m, respectively. Note that the propagation delays
are relative due to the fact that the time synchronization is done
offline in the CIR extraction. It can be inferred from Fig. 4(a)
that the illustrated channel at the height of 0 m is dominant
with one path (i.e., the LoS path), as the APDP has a close-to-
perfectly symmetric sinc-alike shape1. This is reasonable since
the rural area is rather open with almost no scatterers such as
tall buildings that can lead to significant path components.
Moreover, the dynamic range of the APDP is high, which is
mainly because the cellular BS antenna beam is always down
tilted towards the ground to better serve the ground users.
1The reason that we infer it is a LoS path is illustrated in Fig. 10.
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Fig. 4: Example APDPs obtained in the rural scenario in location 1
as indicated in Fig. 3. (a) Height of 0 m. (b) Height of 35 m.
Fig. 4(b) illustrates another APDP at the height of 35 m with
a smaller dynamic range, which is probably becuase the UCA
was out of the main lobe of the BS. However, it is obvious that
at least two path components exist in the channel as indicated
by the two peaks in Fig. 4(b). Moreover, the power difference
of the two peaks is not large. This demonstrates the fact the
at a higher height, the channel may not always become more
LoS-alike as assumed in many other works, even in the rural
area. Nevertheless, we show this APDP as a special case. Most
of the channels in the rural scenario became LoS-dominant at
higher heights, which we will discuss in details in Sect. V.
2) Industrial scenario: Fig. 5 illustrates two APDPs measured
in the industrial area at location 7 as indicated in Fig. 3 at
the heights of 0 and 25 m, respectively. As illustrated in
Fig. 5(a), multiple peaks (or path components) can already
be observed in the APDP at the height of 0 m attributed to
e.g. the factory buildings. At a higher height, e.g. 25 m as
indicated in Fig. 5(b), the richness of the path components of
the channel can be even higher. We postulate this is probably
due to the reflections from the roofs or round walls of the
factory buildings, as indicated in Fig. 3(b), which are visible
to the UAV-UE at a properly higher height.
3) Urban scenario: Fig. 6 illustrates two APDPs measured
in the urban area at location 3 as indicated in Fig. 3 at the
heights of 0 and 40 m, respectively. It can be observed from
Fig. 6(a) that at the height of 0 m, multiple path components
exist in the channel. Moreover, it can be inferred that the LoS
path has probably been blocked as the path with the highest
power is not with the minimum delay. The phenomena are
understandable since there are multiple buildings in the dense
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Fig. 5: Example APDPs obtained in the industrial scenario in loca-
tion 7 as indicated in Fig. 3. (a) Height of 0 m. (b) Height of 25 m.
urban area. Fig. 6(b) illustrates another example APDP at the
height of 40 m, where multiple path components can still be
observed. We postulate this is also attributed to the richness
of scattering objects in the urban scenario.
To summarize, in this section we have shown some interesting
channels measured in different scenarios at different heights.
By observing the shape of the APDPs, some preliminary
insights into the temporal characteristics of the channels can
be appreciated. The channel at a higher height may not be
always LoS dominant. Moreover, at a certain height in a
specific scenario, e.g. 25 m at the industrial area, the channel
may have higher richness of multipath components, due to
certain physical mechanisms such as reflections from roofs
and sidewalls. Note that the selected interesting/non-intuitive
APDPs may not represent the general channels. To gain
more detailed and general insights into the channels with
high resolutions considering also the angular domain, in the
sequel we implement a HRPE algorithm for all the measured
downlink UCA array data, and cluster identification will be
applied to the estimated channel parameters.
IV. CHANNEL PARAMETER ESTIMATION AND CLUSTERING
In this section, the high resolution estimation of channel
parameters (including delays, powers and angles of multipath
components) is firstly elaborated. The practical issues such as
calibration and incomplete knowledge of radiation patterns are
also considered carefully, which is important for the algorithm
to work in practice for the measured data sets. Moreover,
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Fig. 6: Example APDPs obtained in the urban scenario in location 3
as indicated in Fig. 3. (a) Height of 0 m. (b) Height of 40 m.
the reasonability of the results is not only guaranteed the-
oretically but also verified empirically. Based on the HRPE
results obtained, a threshold-based algorithm is applied to
group the channels into clusters each consisting of multipath
components with similar delays and angles, to facilitate the
model establishment.
A. High resolution channel parameter estimation
1) Signal model and physical practical impairments: The
exploitation of the UCA makes it possible to extract the prop-
agation channel parameters in the angular domain from the
measured array CIRs. In this section, we utilize an approach
which is derived based on the space-alternating generalized
expectation-maximization (SAGE) principle [37] for this pur-
pose. The SAGE algorithm has been widely used for channel
parameter estimation due to its low complexity and ability to
obtain HRPE results [37]. As a variant of the expectation-
maximization (EM) algorithm, the SAGE algorithm includes
E-steps and M-steps to achieve convergence. In the E-step, the
conditional expectations of signals contributed by individual
path components are calculated based on the prior information
obtained in the M-step, where the channel parameters of a path
are estimated using successive dimension-wise maximization-
likelihood principle, and the estimated parameters are updated
immediately for the following E-steps. Readers are referred to
[37], [38] for the implementation details.
The underlying signal model assumed for the propagation
channel is formulated as
hideal(t, τ, φ, θ, ν)
=
L(t)∑
`=1
α`(t)δ(τ − τ`(t))δ(φ− φ`(t))δ(θ − θ`(t))δ(ν − ν`(t))
(1)
where L(t) is the total number of the propagation paths
in the channel snapshot observed at time instant t; α`(t),
τ`(t), φ`(t), θ`(t) and ν`(t) represent the complex amplitude,
delay, azimuth angle, elevation angle and Doppler frequency
of the `th path component, respectively, and δ(·) indicates the
Dirac delta function. Note that in the measurement campaign,
we assume the channel parameters are stationary in each
measurement snapshot as the UCA was kept almost still when
collecting the downlink data. In other words, we assume the
path number and channel parameters, e.g. delays and angles,
of the propagation channel between a BS and the UCA do
not change during one measurement snapshot. For different
measurement snapshots or detected cells L can be different.
The reasons for including Doppler frequencies in the signal
model are two folds. One is that small movement of UCA
caused by, e.g. the wind etc., was inevitable. The other reason
is that there may exist frequency shifts in oscillators of BSs
and the UCA measurement system, which could cause “fake”
Doppler frequencies. Therefore, the empirically received UCA
CIRs according to (1) with additive white Gaussian noise is
formatted as
h(m, t, τ)
=
L∑
`=1
α`a(φ`, θ`) r`(φ`, θ`)u(τ − τ`)ej2piν`t + n(m, t, τ)
.
(2)
In (2), a(φ`, θ`) is the so-called steering vector, a complex
vector of dimension M × 1 that can be readily format-
ted according to the UCA geometry considering the path
impinging with azimuth φ` and elevation θ`. Due to the
differences among the antenna radiation patterns and the
different blockages for individual antennas caused by e.g.
the assemble setup, another vector of dimension M × 1,
r`(φ`, θ`) , [r`,1(φ`, θ`), · · · , r`,M (φ`, θ`)]T has to be in-
cluded to compensate the received power differences among
antennas. T and  indicate the matrix transpose operation and
Hadamard product (element-wise multiplication), respectively.
Moreover, u(τ) is the shape function introduced by the mea-
surement system. Ideally, u(τ) is a sinc function if there is
only the effect of limited bandwidth (18 MHz in our case).
However, the measurement system usually has other system
imperfections, which compositely makes u(τ) very different
from an ideal sinc function. As for r`, Fig. 7 illustrates the
received powers of the dominant path2 at the 16 antennas,
obtained from a rural (close to LoS) h(m, t, τ) as in (2). It
can be observed that the power difference among antennas
can be significant, which we postulate is mainly due to the
radiation pattern difference and blockage difference across the
UCA elements. One may think that this can be calibrated by
2The power of the dominant peak of each CIR, e.g. as indicated in Fig. 4(a),
is collected.
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Fig. 7: The received power at the 16 antennas for the same path
component. This example is obtained from a rural data. The different
lines represent the received power by the 16 antennas, respectively.
measuring the patterns in a anechoic chamber. However, the
difficulty is to make sure the UCA has the same status in the
chamber to that in the measurement campaign. The rotation
must refer to the phase center of the UCA (which is physically
unknown), and the other 15 antennas should be kept active
when one element is measured. The practical difficulties make
it almost impossible to obtain good calibration results of r`
that can improve the estimation. The model mismatch will
lead to failures both in the E-steps and M-steps, and results
show that the original SAGE algorithm does not work as many
more spurious (ghost) path-components has been estimated if
r is omitted as a 1-vector. This mean that we must carefully
consider the physical impairments, i.e. u(τ) and r`, in the
parameter estimation to obtain realistic results.
2) Calibrate u(τ): : The following operations were conducted
in order to obtain u(τ) as close as possible to that in the
field measurements. The same version of the standard LTE
frequency division duplex (FDD) signals transmitted by the
BSs in the measurement campaign were generated. The gen-
erated signals were then fed to and transmitted by an USRP in
the laboratory. The type of the USRP was the same to that used
for the UCA, and the center frequencies and bandwidth were
set identical to that of the commercial networks, respectively.
Moreover, the Tx RF port of this USRP was directly connected
to the Rx RF port of the primary USRP (which was connected
to the first antenna of the UCA in the measurements). The
cable used in the field measurements was still used for the
direct connection with an necessary attenuator added. The
transmitted “downlink LTE signals” were then collected by
the primary USRP using the exactly same configuration to
that for sounding the live LTE signals. Further, we exploited
the same procedure as elaborated in Sect. III-A to extract the
CIRs hd(t, τ) from the received data. To remove the effect
of thermal noise and oscillator inaccuracy in the USRP, we
firstly estimated the Doppler frequency caused by the oscillator
inaccuracy as
νˆd = argmax
ν
∣∣∣∣∣∣
tNd∑
t=t1
e−j2piνthd(t, τˆd)
∣∣∣∣∣∣
2
(3)
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Fig. 8: The shape of the estimated u(τ) of the USRP and the shape
of standard bandwidth-limited sinc function.
with
τˆd = argmax
τ
tNd∑
t=t1
|hd(t, τ)|2 (4)
where Nd is the number of CIRs utilized. Then u(τ) is
estimated by coherently combining the CIRs as
uˆ(τ) =
tNd∑
t=t1
hd(t, τ)e
−j2piνt. (5)
Normalization of power and phase and shifting delay to 0 were
also applied afterwards. Fig. 8 illustrates the estimated uˆ(τ)
using Nd = 400 CIRs. The “fake” Doppler frequency was
estimated as around -12 Hz. A standard 18 MHz bandwidth-
limited sinc function is also plotted. Their delays are shift from
0 for better presentation in Fig. 8. It can be observed that the
system effects of the USRP utilized in the measurements is
indeed non-negligible. The obtained close-to-noise-free uˆ(τ)
makes it possible to remove/calibrate the system effects of
u(τ).
3) Deal with unknown r`: : A novel strategy is proposed to
deal with the unknown r`. The main idea is to firstly estimate
only amplitudes, delays and Doppler frequencies of path
components at individual antennas, and angular parameters
are then estimated exploiting the complex amplitudes of 16
antennas. Specifically, in the E-step, the expectation of the
hidden signals contributed by the `th path and received by the
mth antenna is calculated as
hˆm,`(t, τ) = h(m, t, τ)−
∑
q∈L,q 6=`
α′m,qu(τ − τ ′q)ej2piν
′
qt
(6)
where α′m,q , τ
′
q and ν
′
q are the estimated complex amplitude,
delay and Doppler frequency respectively in the previous M-
step for the qth path received at the mth antenna, and L =
{1, · · · , L} is the set of all path indices. In the next M-step,
the maximum-likelihood estimations are formatted as
(τ ′`, ν
′
`) = argmax
τ0,ν

M∑
m=1
∣∣∣∣∣
tN∑
t1
e−j2piνt
∫
u∗(τ − τ0)hm,`(t, τ)dτ
∣∣∣∣∣
2
 (7)
α′m,` =
1
N
∫ |u(τ)|2dτ
tN∑
t1
e−j2piν
′
`t
∫
u∗(τ − τ ′`)hm,`(t, τ)dτ
(8)
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Fig. 9: Example HRPE results for the measured channels. (a) The
rural channel as indicated in Fig. 4(b). (b) The industrial channel as
indicated in Fig. 5(b).
where ∗ indicates the conjugate of the argument. With con-
vergence, the parameters αˆ` , [αˆm,1, · · · , αˆm,`]T , τˆ` and
νˆ` are obtained. The azimuths, elevations and amplitudes of
individual paths are estimated as
(φˆ`, θˆ`) =
1
M
argmax
φ,θ
αˆT` a
∗(φ, θ), (9)
αˆ` =
1
M
αˆT` a
∗(φˆ`, θˆ`). (10)
The final parameter set obtained for one measurement snapshot
is denoted as Θˆ = [αˆ`, τˆ`, φˆ`, θˆ`; ` ∈ L]. Moreover, it is
essential to determine an appropriate L (that can change for
different snapshots or cells) to avoid over-estimation. The
Akaike information criterion (AIC) principle [39], [40] is
exploited where the L that leads to the minimum AIC is used,
which is equivalently to find the number of estimated paths
with signal-to-noise-ratio (SNR) above a certain threshold
[40]. Therefore, in practice an adequately large number of
paths are firstly estimated. L is chosen as the number of
paths with powers above the noise floor, and the estimation is
reperformed with the determined L to obtain final estimation
results.
Fig. 9 illustrates two example HRPE estimation results for the
UCA CIRs snapshots in Fig. 4(b) and Fig. 5(b), respectively.
It can be observed that the number of paths estimated in
the rural example is much lower than that of the industrial
example. Moreover, in the rural example, the two paths have
no surrounding paths in their near regions in terms of delay and
angle. As a comparison, groups of paths with similar delays
and angles can be found in Fig. 5(b) in the industrial example,
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Fig. 10: Offsets between the dominant azimuths estimated and
the corresponding geographically LoS azimuths for individual cells
detected in the rural scenario. The vertical dotted-lines separate the
cells detected at different heights.
although the well-separated single paths also exist. This is
consistent with the intuition that richer number of scatters can
result in a richer amount of paths, and sometimes a surface or
open area can lead to a single path considering the finite intrin-
sic resolution ability achieved by the measurement system. To
further empirically check the estimation results, as illustrated
in Fig. 10, we compared the azimuth angles of the dominant
paths estimated for individual cells detected at different heights
and the corresponding geographical LoS azimuth angles (with
north direction as 0◦) calculated according to the physical
locations of BSs and the UCA in the rural scenario. It can be
observed from Fig. 10 that the offsets are rather stable inside
each height. The change between different heights is due to the
practically inevitable rotation of the UCA when it was lifted up
to another height. Therefore, we do consider the HRPE results
obtained in our work are realistic in both the theoretical and
empirical senses.
B. Cluster identification
The concept of channel clustering has been widely used
to compromise between the model complexity and accuracy
of spatial channels. A cluster is considered as a group of
multipath components with similar delays and/or angles. It
is essential to utilize an automatic algorithm to identify the
clusters of a large amount of spatial channels available.
Different approaches, e.g. K-Power-Means (KPM) [41], [42],
image-processing-based methods [43], [44] and several others
[43], [45], [46] can be found in the literature. In this work,
we utilize the multipath component distance (MCD)-threshold
based principle [47]. The reasons are as follows: i) Based on
the observation of the HRPE results obtained for the measured
channels, it is found that different path-groups are quite well
separated with paths confined in a certain delay-angle region as
exemplified in Fig. 9(b). ii) In the threshold-based algorithm,
no initializations or prior assumptions of cluster centroids,
cluster number, paths distributions, etc. are required. The
optimum threshold is physically linked to the cluster size
or distribution. The investigations in [46], [48] have also
shown the performance enhancement of the threshold-based
algorithm compared to Gaussian-mixture-model (GMM) [46],
KPM [41] and KMeans [45].
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The MCD has been exploited to replace the Euclidean dis-
tances in cluster identification due to its significant perfor-
mance improvement [49], which was firstly introduced and
discussed in [50] to quantify the separations of multiple paths
in multiple parameter domains. The MCDs in delay and
angular domains are calculated differently. Specifically, the
angular MCD between the ith and jth path components is
calculated as
MCDTx/Rx,ij =
1
2
∣∣∣∣∣
sin θi cosφisin θi sinφi
cos θi
−
sin θj cosφjsin θj sinφj
cos θj
∣∣∣∣∣ (11)
for Tx and Rx sides, separately. The delay MCD is calculated
as
MCDτ,ij =
|τi − τj |
τζ
(12)
with τζ as a scaling factor for delay. Note that the calculation
in (12) is different from the original/widely-used definition
of delay MCD, e.g. in [41], [48]. In the original definition,
the scaling factor is subject to the maximum difference and
standard deviation of path delays in a channel snapshot. This
means that the scaling factor can change arbitrarily, e.g., if
a cluster with a long delay exists or all the clusters (well
separated in angular domain) have similar delays. However,
in the same scenario clusters probably have similar physical
sizes, thus it may lead to unrealistic identification results. In
(12), τζ is selected to make the angular MCD and delay MCD
of the maximum angle and delay separateness inside clusters
of the same scenario the similar/same magnitudes, which is
consistent with the threshold principle.3 The overall MCD is
then calculated as
MCDij =
√
MCD2Tx,ij + MCD
2
Rx,ij + MCD
2
τ,ij
. (13)
It is worth noting that due to the low elevation-sensitivity of
UCA, we omit θ in the calculation of (11). Moreover, since
the angular information at the BS side is unknown, we also
omit MCDTx,ij in (13). In addition, the centroid µc , [µτ , µφ]
of a cluster is calculated as
µτ =
∑
`∈Lc |α`|2τ`∑
`∈Lc |α`|2
, µφ = ang{
∑
`∈Lc
|α`|2ejφ`} (14)
where Lc is the set containing the path indices belong to
the concerned cluster, and ang{·} is the phase angle of the
argument.
The pseudocode in Algorithm 1 illustrates the threshold-based
cluster identification for the estimated Θˆ, which is similar
to the procedure as proposed in [51]. Briefly, i) the path
component with the highest power is chosen as the first
cluster centroid, and the path components with MCDs less
or equal to the pre-defined threshold ηth are considered as
belonging to this cluster. The same procedure continues for
3This operation is linked to the underlying physical mechanisms. For
example, we observe that in most cases of a scenario the maximum azimuth
difference and delay difference inside clusters are around 30◦ and 2µs. Then
τζ is set to achieve equality between the angular MCD of (11) with angle
separateness of 30◦ and the delay MCD of (12) with delay separateness of
2µs.
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Fig. 11: Identified clusters for the channel as illustrated in Fig. 9(b).
the residual paths until all the paths have been concerned. ii)
Then the centroids of the grouped clusters are updated using
(14), and the threshold-based path-assignment is re-performed
referring to the updated cluster centroids. Note that i) is also
required if there exist paths belonging to none of the updated
centroids. The identified clusters are obtained for this ηth after
several iterations achieving convergence. iii) It is essential
to determine ηth for the cluster identification. We exploit
the same approach as proposed in [41] to find the optimum
ηth, i.e. the optimum cluster identification. That is, i) and
ii) are performed for different candidate ηth’s. The optimum
ηth is chosen as the one that leads to the optimum cluster
identification, by evaluating the inter-cluster separateness and
intra-cluster compactness using the Caliñski-Harabasz (CH)
index and Davies-Bouldin (DB) criterion. Fig. 11 illustrates
the identified clusters for the example channel as illustrated in
Fig. 9(b). It can be observed that multiple clusters are well
identified. Note that we still term the “cluster” with only
one path as a “cluster” for convenience, although clusters are
usually considered with multiple path components. Based on
the cluster identification results, spatial channel models will
be elaborated in the sequel.
Algorithm 1 The cluster identification procedure applied.
Input: HRPE channel parameters Θˆ
Output: The optimum cluster identification.
1: for ηth ∈ [ηmin, ηmax] do
2: Initialize clusters as specified in i).
3: Repeat:
4: Update cluster centroids and regroup paths.
5: Until the cluster centroids remain unchanged.
6: end for
7: Find the optimum ηth, i.e. optimum identified clusters,
according to the CH index and DB criterion [41].
V. SPATIAL CHANNEL CHARACTERISTICS
Based on the cluster identification results, the spatial channel
characteristics extracted in different scenarios are illustrated
in this section. The composite parameters, e.g. the composite
delay spread and azimuth spread, as well as cluster-level
parameters, e.g. the number of clusters, intra-cluster delay
spread, intra-cluster azimuth spread, cluster power ratio, etc.
are thoroughly investigated. For each parameter, a “boxplot”
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figure, e.g. Fig. 12(a), is used to show the parameter variations
at different heights in the three scenarios, where the 25-
percentile, median and 75-percentile are indicated by the box.
The parameter set is consistent with the standard spatial chan-
nel modelling methodology as specified in [34]. For example,
with composite spreads, cluster number, cluster power ratio
and cluster offsets known, locations and relative powers of
individual clusters can be generated. According to the intra-
cluster spreads, the path distributions inside clusters can be
further reproduced. Reader are referred to [34] for detailed
procedures of channel reproduction stochastically.
A. Composite delay spread στ and azimuth spread σφ
As commonly characterized [36], the root-mean-square (RMS)
delay spread of a channel can be calculated according to the
HRPE Θˆ as
στ =
√
τ2 − τ2 (15)
with
τ2 =
∑
`∈L |α`|2 · τ2`∑
`∈L |α`|2
, τ =
∑
`∈{L} |α`|2 · τ`∑
`∈{L} |α`|2
. (16)
The RMS azimuth spread is calculated differently as specified
in [34]
σφ =
√√√√−2log(∣∣∣∣∣
∑
`∈L exp(jφ`) · |α`|2∑
`∈L |α`|2
∣∣∣∣∣
)
. (17)
Fig. 12 illustrates the observed composite delay and azimuth
spreads, both indicated in logarithm scales, for the three
scenarios. Note that a channel may be estimated with only
one path whose spreads are 0, therefore such CIR are excluded
when plotting Fig. 12. The ratios of the single-path channels,
defined as the ratio of the number of the channels with only
one path to the number of all the channels, at different heights
in the three scenarios are illustrated in Fig. 13. It can be
observed that generally the composite spreads in the rural
scenario are the smallest, and the ratios of single-path channels
are the largest (with a ratio of 45% already at 0 m). This is
consistent with the fact that the rural scenario is quite open.
As a contrast, the industrial scenario basically has the largest
spreads and smallest ratios of single-path channels, due to the
many concrete elements existing. Moreover, it can be observed
that the composite spreads in one scenario have the trends to be
smaller at a higher height, although they can be larger at some
higher heights, e.g. 25 m in the industrial scenario and 30 m in
the urban scenario. Meanwhile, the ratio of single path channel
becomes larger with increasing heights. The phenomena are
reasonable since a higher height can in principle result in a less
complicated channel, whereas the signals from the building
roofs or sidewalls may cause larger spreads at a proper height
in the urban and industrial scenarios.
B. Cluster power ratio K and number of clusters C
For a channel Θˆ, C clusters are identified and sorted with
power-descending order. The cluster power ratio K is defined
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Fig. 12: The composite delay spreads and composite azimuth spreads
observed in the three scenarios. (a) Composite delay spreads στ . (b)
Composite azimuth spreads σφ.
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Fig. 13: Ratios of single-path channels at different heights in the three
scenarios.
as
K =
p1∑C
c=2 pc
(18)
with
pc =
∑
`∈Lc
|α`|2. (19)
K demonstrates the importance of the dominant cluster in
the channel. A very high K means that the other clusters
can be negligible for communications, whereas a small K
means that the other clusters can be potentially exploited
for communications as they contain non-negligible power.
Note that C can be 1 for some channels. Thus, single-cluster
channels are not considered when calculating K. Figs. 14 and
15 illustrate the number of clusters and the cluster power
ratios K for multiple-clusters channels at different heights in
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Fig. 14: The numbers of clusters C for multiple-clusters channels at
different heights in the three scenarios.
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Fig. 15: Cluster power ratios K at different heights in the three
scenarios.
the three scenarios. The corresponding ratios of single-cluster
channels, defined as the ratio of the number of the channels
with only one cluster to the number of all the channels, are
also illustrated in Fig. 16. It can be observed from Fig. 14
that the number of clusters becomes smaller with increasing
heights for all the three scenarios. The number of clusters in
the industrial scenario is the largest among the three scenarios,
which is also consistent with its largest composite spreads as
illustrated in Fig. 12. As for K, it can be observed from Fig. 15
that it is not large at lower heights, i.e. 0 and 5 m, for all the
scenarios. In the rural scenario, K basically increases with
increasing heights. However, K becomes much lower at 35 m
as an exception. We have illustrated the type of APDPs in
Fig. 4(b), which is probably because the power of the LoS
cluster decreases due to the downtilt BS antenna pattern, and
the reflected component(s) from a certain scatterer that can
be detected by the UAV-UE at this height have non-negligible
power(s). For the urban and industrial scenarios, K has similar
behaviours. That is, it increases, then decreases and increases
again with increasing heights. We postulate this is mainly
because at middle heights, e.g. around 20-25 m in the industrial
scenario, building roofs or sidewalls in both scenarios can lead
to clusters with relatively high powers. Specially, the median
of K can be lower as around 5 dB in the industrial scenario
at the height of 20 m. Nevertheless, it can be observed from
Fig. 16 that the ratio of single cluster channel tends to increase
with increasing heights for all the three scenarios (where the
rural scenario has the largest ratios). This indicates that most
of the channels at a higher height in all the three scenarios are
with smaller spreads.
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Fig. 16: Ratios of single-cluster channels at different heights in the
three scenarios.
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Fig. 17: The intra-cluster delay spreads and azimuth spreads observed
in the three scenarios. (a) Intra-cluster delay spreads στc . (b) Intra-
cluster azimuth spreads σφc .
C. Intra-cluster delay spread στc and azimuth spread σφc
The intra-cluster delay spread and azimuth spread of an iden-
tified cluster are calculated using (15) and (17), respectively,
with L replaced with Lc. Similarly, clusters with a single path
are excluded. Fig. 17 illustrates the observed intra-cluster delay
and azimuth spreads, both indicated in logarithm scales, for
the three scenarios. The ratios of single-path clusters, defined
as the ratio of the number of the clusters with only one path to
the number of all the clusters, are illustrated in Fig. 18. It can
be observed from Fig. 17 that the intra-cluster spreads are the
smallest in the rural scenario, and they have weak dependence
with heights. We conjecture this is because the rural scenario
is very open, and most of the clusters are attributed to the LoS
links. In the urban scenario, the intra-cluster spreads basically
decrease with increasing heights. However, in the industrial
scenario, it can be observed that the intra-cluster delay spreads
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Fig. 18: Ratios of single-path clusters at different heights in the three
scenarios.
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Fig. 19: The inter-cluster delay offsets of multiple-clusters channels
at different heights in the three scenarios.
can become larger at a certain height, e.g. at 25 m, although
the overall trend is to decrease with increasing heights. We
postulate this is mainly because the urban scenario and the
industrial scenario have different types of buildings. In the
industrial scenarios, several tall building with round sidewalls
can exist in a certain region together with some lower building
roofs, which can result in a cluster of path components with
a larger intra-cluster delay spread. However, in the urban
scenario, there are no round and tall concrete-elements, and
houses roofs are usually spire-alike with their slopes towards
different directions. Thus, clusters, each caused by a single
roof, with smaller spreads both in delay and azimuth are more
possible to occur. This can also be inferred from Fig. 18 that
the ratio of single-path clusters in the urban scenario is larger
than that in the industrial scenario in most cases. Besides,
the single-path-cluster ratios basically increase with increasing
heights in all the three scenarios. It is also worth noting that the
rural scenario do not have the highest ratios as those illustrated
in Fig. 13 or Fig. 16. This is because a channel in the urban and
industrial scenarios is more possible to have multiple clusters,
among which several single-path clusters can exist.
D. Inter-cluster delay offsets τo, azimuth offsets φo and power
offsets po
The inter-cluster delay/azimuth offsets are calculated as the
differences between the mean delays/azimuths of the non-
dominant clusters and the mean delay/azimuth of the dominant
cluster of a channel. They indicate the separateness of the
multiple clusters in terms of delay and azimuth. For example,
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Fig. 20: The inter-cluster azimuth offsets of multiple-clusters channels
at different heights in the three scenarios.
a large azimuth offset means that the spatial diversity may be
exploited using multiple horn antennas at the UAV-UE side.
Fig. 19 illustrates the delay offsets at different heights in
the three scenarios. Note that they are only calculated for
the channels with multiple clusters. It can be observed from
Fig. 19 that in both the industrial scenarios and the urban
scenarios, delay offsets become larger with increasing heights.
This is reasonable since with a higher height, it is more
possible that farther objects can also contribute to the received
signals. However, it is obvious that in the urban scenario
the delay offsets do not increase as fast as that observed in
the industrial scenario. We postulate this is also due to the
different types of buildings in the two scenarios. With very tall
concrete elements in the industrial scenario, path components
with much farther delays can be observed with higher heights.
As for the rural scenario, delay offsets are quite small at most
of the heights as there is no building in a close proximity in the
open field, except that in some cases path components from
very-far objects can lead to very large delay offsets. Fig. 20
illustrates the azimuth offsets at different heights in the three
scenarios. It can be observed that there are no certain trends
can be observed with respect to heights. Overall, the deviations
of the azimuth offsets in the urban scenario are the largest due
to its high density of buildings therein. Moreover, the azimuth
offsets are usually large as above 60◦, which indicates the
multiple clusters are well separated in the azimuth domain.
We also inspected the power decay behaviours of clusters with
respect to their delays and do not find certain dependences, e.g.
exponential decay, between cluster powers and cluster delays.
We postulate this is due to the fact that the powers of clusters
not only related to the propagation distances but also the radi-
ation patterns of the cellular BSs. It is probably random that a
cluster may be caused by the main lobe or sidelobes of a BS.
Nevertheless, we calculated the inter-cluster power offsets as
the difference between the power in dB of the dominant cluster
and the powers in dB of the other non-dominant clusters.
Fig. 21 illustrates the power offsets at different heights in the
three scenarios. The consistency between Fig. 21 and Fig. 15
can be well observed. For example, in the rural scenario, the
power offsets are quite high at above 10 m (except 35 m),
which results in high K’s at these heights in Fig. 15. In the
industrial scenario, the power offsets at 20 m have the lowest
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Fig. 21: The inter-cluster power offsets of multiple-clusters channels
at different heights in the three scenarios.
values among all the heights, which corresponds to the lowest
cluster K, as illustrated in Fig. 15, for the industrial scenario.
VI. CONCLUSIONS
In this contribution, a measurement campaign was conducted
using a 16-elements uniform circular array (UCA) to collect
the downlink signals from the Long Term Evolution (LTE)
networks at the heights from 0 to 40 m in the rural, urban
and industrial scenarios. High-resolution channel parameters
were estimated from the extracted channel impulse responses
(CIRs), and comprehensive composite and cluster-level char-
acteristics of the air-to-ground (A2G) spatial channels were
investigated. Generally, the A2G channels become less com-
plicated when the height is increased in all the three scenarios,
i.e. with smaller composite spreads, cluster number and cluster
spreads, larger cluster K, etc observed. The rural scenario has
the least-complicated channels due to its openness, most of
which are with only one cluster. It can be considered that the
rural channels become LoS dominant with increasing heights.
Nevertheless, it is still possible that for a rural channel at
a higher height, an additional cluster with a relatively high
power, a long delay and a large angle offset can exist. In
both the urban and the industrial scenarios, the channels
at low heights, e.g. 0 and 5 m, are observed with more
clusters than that observed in the rural scenario, caused by
the higher building densities. Moreover, it is interesting to
find that properly higher heights in both scenarios can result
in more complicated channels though the height is increased.
For example, at 20 m in the industrial scenario, around 40%
channels have multiple clusters, and the cluster K can be
5 dB and even lower. We postulate this is mainly because
of contributions from the building roofs and/or sidewalls in
both scenarios. The obtained results show that assuming the
most of the channels are pure or close to line-of-sight (LoS)
even at higher heights is non-realistic, at least for the complex
scenarios such as urban and industrial scenarios with rich num-
ber of buildings, for technology verification and performance
evaluation. Furthermore, clusters from farther-away scatterers
emerge with increasing heights in all the scenarios, since
the cluster delay offsets are observed to be larger. The large
cluster azimuth offsets, with medians more than 60◦, observed
in all the three scenarios also demonstrates that multiple
clusters are well separated in the angular domain. This means
that multiple-antennas techniques are promising for cellular-
connected UAVs. Table I summarizes all the extracted spatial
channel characteristics at different heights in all the three
scenarios, which readers can refer to for specific modeling-
parameter values. The spatial characteristics investigated in
this contribution are important for understanding the low-
altitude A2G channels to enable the advanced communications
for both cellular-connected unmanned aerial vehicles (UAVs)
and ground user equipments (UEs) in 5G and beyond net-
works. Future work will exploit the established channel models
to facilitate the proposal and evaluation of solutions for UAV
connectivity in cellular networks.
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