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Abstract
We relate with any symmetric function f (x, y) ∈ C❏x, y❑ presented as an infinite linear com-
bination of Schur functions f (x, y) =∑m(λ1, λ2)S(λ1,λ2)(x, y) the multiplicity series M(f ) =∑
m(λ1, λ2)tλ1uλ2 . We study the behavior of M(f ) under natural combinatorial and algebraic con-
structions. In particular, we calculate the multiplicity series for the symmetric algebra of the irre-
ducible GL2(C)-module corresponding to the complete symmetric function of degree 3. Our main
result is that we have found the explicit form of the multiplicity series for the Hilbert (or Poincaré)
series of the algebra of invariants of two 3× 3 matrices. As a consequence, we have precised the re-
sult of Berele on the asymptotics of the multiplicities in the trace cocharacter sequence of two 3× 3
matrices.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let C❏x, y❑ be the algebra of formal power series in two variables equipped with its
usual (formal power series) topology and let
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be the subalgebra of symmetric functions. It is well known that the set of Schur functions{
Sλ(x, y)= S(λ1,λ2)(x, y) | λ= (λ1, λ2) ∈ Z× Z, λ1  λ2  0
}
forms a basis of the topological vector space Sym❏x, y❑. Any symmetric function in two
variables has the presentation
f (x, y)=
∑
i,j0
a(i, j)xiyj =
∑
λ=(λ1,λ2)
m(λ)Sλ(x, y), (1)
where a(i, j) = a(j, i) ∈ C for all i, j  0 and m(λ) ∈ C is the multiplicity of Sλ(x, y)
in the decomposition of f (x, y). In the special case, when f (x, y) = Hilb(W,x, y) is
the Hilbert (or Poincaré) series of a direct sum W of irreducible polynomial GL2(C)-
modules W(λ), the nonnegative integer m(λ) is equal to the multiplicity of W(λ) in the
decomposition of W as a direct sum W =∑⊕λ m(λ)W(λ). The coefficients a(i, j) and the
multiplicities m(λ) of f (x, y) in (1) are related by
m(λ1, λ2)= a(λ1, λ2)− a(λ1 + 1, λ2 − 1), (2)
where a(λ1 + 1, λ2 − 1)= 0 if λ2 = 0, see, e.g., [1].
For many applications, it is important to know the explicit form or the asymptotics of the
multiplicities m(λ) of a given symmetric function f (x, y). For this purpose, we introduce
the multiplicity series
M(f )(t, u)=
∑
λ1λ20
m(λ1, λ2)t
λ1uλ2 ∈C❏t, u❑ (3)
of the symmetric function f (x, y) ∈ Sym❏x, y❑ in (1).
The mapping M : Sym❏x, y❑→C❏t, u❑ is continuous and linear. If we introduce a new
variable v = tu, then M is a bijection of Sym❏x, y❑ onto the subalgebra of C❏t, u❑
C❏t, v❑=
{ ∑
λ1λ20
m(λ1, λ2)t
λ1−λ2(tu)λ2
∣∣∣m(λ1, λ2) ∈C}.
We shall denote M(f ) also as
M ′(f )(t, v)=M(f )(t, u)=
∑
λ1λ20
m(λ1, λ2)t
λ1−λ2vλ2 ∈C❏t, v❑. (4)
The main purpose of our paper is to find the explicit form of the multiplicity series for
the Hilbert series
Hilb(C2,3, x, y)=
∑
dimCC(m,n)2,3 x
mynm,n0
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ξ = (ξij ) and η = (ηij ), where ξij , ηij , i, j = 1,2,3, are algebraically independent
commuting variables, and the vector space C(m,n)2,3 is the homogeneous component of
bidegree (m,n) with respect to ξ and η. The algebra C2,3 coincides with the subalgebra of
GL3(C)-invariants in Ω = C[ξij , ηij | i, j = 1,2,3] under the action of GL3(C) induced
by the simultaneous conjugation on ξ and η.
The centerCp,k of the algebra with trace generated by p generic k×k matrices is among
the important objects in invariant theory, theory of algebras with polynomial identities,
theory of division algebras, representation theory of symmetric groups, etc., see e.g. the
book by Formanek [5]. Its numerical parameters are objects of intensive study.
The explicit form of the Hilbert series of C2,3 was obtained by Teranishi [9]:
Hilb(C2,3, x, y) =
(
1+ x3y3) 1
1− x2y2
1
(1− x)(1− y)
1
(1− x2)(1− xy)(1− y2)
× 1
(1− x3)(1− x2y)(1− xy2)(1− y3) . (5)
Berele [1] found the asymptotics of its multiplicities m(λ1, λ2).
The series Hilb(C2,3, x, y) is a product of the Hilbert series of several natural GL2(C)-
modules:
C⊕W(3,3), C[W(2,2)], C[W(1,0)], C[W(2,0)], C[W(3,0)],
where C[W(λ)] is the symmetric algebra of the irreducible GL2(C)-module W(λ). The
algebra C[W(λ1, λ2)] is isomorphic as a bigraded algebra to the polynomial algebra
C[zij | i, j  λ2, i + j = λ1 + λ2], where the variable zij is of bidegree (i, j). Hence,
as a GL2(C)-module, C2,3 may be considered as the tensor product
C2,3 ∼=
(
C⊕W(3,3))⊗C[W(2,2)]⊗C[W(1,0)]⊗C[W(2,0)]⊗C[W(3,0)].
It has turned out that the multiplicity series behave very well under multiplication of the
symmetric function with the Hilbert series of W(λ1, λ2), and of its symmetric algebra for
λ1 = λ2, and for λ = (1,0) and λ = (2,0). Hence, the main difficulty is to evaluate the
multiplicity series for Hilb(C[W(3,0)], x, y). We have obtained its explicit form and this
result is in the spirit of a classical result of Thrall [10] on symmetrized tensor powers of
W(2,0) (but the result of Thrall is for the GLk(C)-module Wk(2,0, . . . ,0) for any k  2).
As a consequence of our main result we have corrected the asymptotic result obtained
by Berele [1]. (Due to a technical error (an omitted summand) some of the coefficients of
the polynomials in the asymptotics of Berele are slightly different from the real ones.)
Some of the calculations we performed or checked using MAPLE. We have found
various expressions for the multiplicities of the Schur functions in the Hilbert series of
C[W(3,0)] and C2,3 but we have not included them in the present text. In particular, we
have explicit (and quite complicated) formulas for the multiplicities for C2,3. We may
provide detailed data by request (e.g., we may send by e-mail a file in a MAPLE-format).
The main results of the present paper have been announced in [3].
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Although our results hold over any field of characteristic 0, we shall restrict our
considerations over C. We summarize the necessary background on theory of symmetric
functions in two variables. Details can be found, e.g., in the book by Macdonald [6]. Since
the symmetric functions in two variables are much simpler than in the general case, many
of the results can be obtained directly, without using the general theory. In the special case
of two variables, the Schur function Sλ(x, y) has the following expression which may be
considered as a definition:
Sλ(x, y) = (xy)λ2
(
xa + xa−1y + xa−2y2 + · · · + xya−1 + ya)
= (xy)
λ2(xλ1−λ2+1 − yλ1−λ2+1)
x − y ,
where we have denoted a = λ1 − λ2. In particular,
S(c,c)(x, y)= (xy)c, S(a+b+c,b+c)(x, y)= S(c,c)(x, y)S(a+b,b)(x, y), (6)
1
1− (xy)b =
∑
n0
(xy)bn =
∑
n0
S(bn,bn)(x, y).
It is well known (and can be easily obtained directly) that
1
(1− x)(1− y) =
∑
n0
S(n,0)(x, y), (7)
1
(1− x2)(1− xy)(1− y2) =
∑
λ=(λ1,λ2)
S(2λ1,2λ2)(x, y). (8)
The equality (8) is a partial case of the general fact for symmetric functions in countably
many variables
∏
ij
1
1− xixj =
∑
λ
S2λ(x1, x2, . . .),
where 2λ = (2λ1,2λ2, . . .). This expresses also the result of Thrall [10] about the
decomposition of the symmetric algebra of the irreducible GLk(C)-module Wk(2)
C
[
Wk(2)
]=C[Wk(2, 0, . . . ,0︸ ︷︷ ︸)]∼=∑
λ
Wk(2λ).
k−1 times
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In the case of two variables it has the following simple form:
S(a+b,b)(x, y)S(c,0)(x, y)=
min(a,c)∑
d=0
S(a+b+c−d,b+d)(x, y). (9)
In other words, Sλ(x, y)S(c,0)(x, y) =∑Sµ(x, y) is a sum of pairwise different Schur
functions Sµ(x, y). The Young diagrams [µ] = [µ1,µ2] corresponding to the partitions µ
indexing the summands Sµ(x, y) are obtained from the diagram [λ] by adding c boxes in
such a way that no two new boxes are in the same column of [µ]. (When c= 1 this is the
well-known Branching theorem.) For example, if λ= (3,1) and c= 3, we obtain
S(3,1)(x, y)S(3,0)(x, y)= S(6,1)(x, y)+ S(5,2)(x, y)+ S(4,3)(x, y),
and present it graphically as
× X X X = X X X + X XX +
X
X X .
In the sequel we fix the notation v = tu and for a symmetric function f (x, y) ∈
Sym❏x, y❑ in the form (1) we define the multiplicity series M(f )(t, u)=M ′(f )(t, v) in
the forms (3) and (4).
Lemma 1.
(i) For any symmetric function f (x, y) ∈ Sym❏x, y❑ and any formal power series g(z)
depending on z= xy only,
M
(
g(xy)f (x, y)
)= g(tu)M(f )(t, u)= g(v)M ′(f )(t, v). (10)
(ii) The symmetric function f (x, y) and its multiplicity series M(f )(t, u)=M ′(f )(t, v)
are related by
f (x, y)= xM(f )(x, y)− yM(f )(y, x)
x − y =
xM ′(f )(x, xy)− yM ′(f )(y, xy)
x − y . (11)
Proof. (i) Since the operator M is continuous with respect to the formal power series
topology, it is sufficient to prove (10) only for f (x, y)= S(λ1,λ2)(x, y) and g(xy)= (xy)c
when (10) follows immediately from (6):
M
(
(xy)cS(λ1,λ2)(x, y)
) = M(S(λ1+c,λ2+c)(x, y))= tλ1+cuλ2+c
= (tu)c(tλ1uλ2)= (tu)cM(S(λ1,λ2)(x, y)).
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M ′(S(λ1,λ2))(t, v) = tλ1−λ2vλ2,
xM ′(S(λ1,λ2))(x, xy)− yM ′(S(λ1,λ2))(y, xy)
x − y =
(xλ1−λ2+1 − yλ1−λ2+1)(xy)λ2
x − y
= S(λ1,λ2)(x, y). ✷
Using that the operator M is a bijection from Sym❏x, y❑ onto C❏t, v❑ ⊂ C❏t, u❑, we
define two linear operators Y and T in C❏t, v❑, as follows. If h(t, u)= h1(t, v) ∈ C❏t, v❑,
then h(t, u)=M(f ) for some symmetric function f (x, y) ∈ Sym❏x, y❑, and
Y
(
h(t, u)
)=M( f (x, y)
(1− x)(1− y)
)
, T
(
h(t, u)
)=M( f (x, y)
(1− x2)(1− xy)(1− y2)
)
.
The operator Y corresponds to the multiplication of the symmetric function f (x, y) with
the Hilbert series of C[x, y] and by (7) the resulting symmetric function can be calculated
by the Young rule (9). Similar objects, in the language of representation theory of GLm(C)
and Sn are important in the theory of algebras with polynomial identities, see [2]. Regev [8]
called the corresponding sequences of Sn-characters Young-derived. It has turned out
that Young-derived sequences arise naturally also in representation theory, combinatorics
and even in the evaluation of some Macdonald type integrals, see [8]. The operator T
corresponds to the multiplication with the Hilbert series of C[W(2,0)] which is related
with the Thrall decomposition (8). In particular, the decompositions (7) and (8) can be
written in the form
M
(
1
(1− x)(1− y)
)
= Y (1)=
∑
n0
tn = 1
1− t ,
M
(
1
(1− x2)(1− xy)(1− y2)
)
= T (1)=
∑
λ1λ20
t2λ1u2λ2 = 1
(1− t2)(1− v2) .
Proposition 2. For any h(t, u)= h1(t, v) ∈C❏t, v❑⊂C❏t, u❑
Y
(
h(t, u)
)= h(t, u)− uh(tu,1)
(1− t)(1− u) =
th1(t, v)− vh1(v, v)
(1− t)(t − v) . (12)
Proof. First of all, the expression h(tu,1) is well defined, because for each k the
coefficient hk(u) of tk in the expansion of the formal power series
h(t, u)=
∑
m(λ1, λ2)t
λ1uλ2 =
∑
hk(u)t
kλ1λ20 k0
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sufficient to prove (12) only for
h(t, u)= ta+bub =M(S(a+b,b)(x, y))(t, u).
Applying (7) and (9) we obtain
S(a+b,b)(x, y)
(1− x)(1− y) =
∑
c0
S(a+b,b)(x, y)S(c,0)(x, y)=
∑
d0
a∑
e=0
S(a+b+d,b+e)(x, y),
Y
(
ta+bub
) = M( S(a+b,b)(x, y)
(1− x)(1− y)
)
=
∑
d0
a∑
e=0
ta+b+dub+e
= t
a+bub
1− t (1+ u+ · · · + u
a)= t
a+bub(1− ua+1)
(1− t)(1− u)
= t
a+bub − u(tu)a+b
(1− t)(1− u) =
h(t, u)− uh(tu,1)
(1− t)(1− u) .
If h1(t, v) = h(t, u) = ta+bub = tavb , then h(tu,1) = (tu)a+b = vavb = h1(v, v), and
using that u= v/t , we obtain
Y
(
tavb
)= h(t, u)− uh(tu,1)
(1− t)(1− u) =
h1(t, v)− (v/t)h1(v, v)
(1− t)(1− v/t) =
th1(t, v)− vh1(v, v)
(1− t)(t − v) . ✷
Every symmetric function
f (x, y)=
∑
i,j0
a(i, j)xiyj =
∑
(λ1,λ2)
m(λ1, λ2)S(λ1,λ2)(x, y)
can be presented as a sum of two symmetric functions f (x, y)= feven(x, y)+ fodd(x, y),
where
feven(x, y)=
∑
i+j even
a(i, j)xiyj , fodd(x, y)=
∑
i+j odd
a(i, j)xiyj ,
which we shall call respectively the even and the odd component of f (x, y). Clearly,
feven(x, y)= f (x, y)+ f (−x,−y)2 , fodd(x, y)=
f (x, y)− f (−x,−y)
2
and the corresponding multiplicity series satisfy similar equations:
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∑
λ1+λ2 even
m(λ1, λ2)t
λ1uλ2,
M(fodd)(t, u) =
∑
λ1+λ2 odd
m(λ1, λ2)t
λ1uλ2,
M(feven)(t, u) = M(f )(t, u)+M(f )(−t,−u)2 ,
M(fodd)(t, u) = M(f )(t, u)−M(f )(−t,−u)2 .
We shall also call M(feven) and M(fodd) respectively even and odd multiplicity series.
Proposition 3.
(i) For any even multiplicity series h(t, u) ∈C❏t, v❑⊂C❏t, u❑
T
(
h(t, u)
)= 1
(1− t2)(1− u2)
(
h(t, u)
1− tu −
u(t + u)h(tu,1)
1− t2u2
)
. (13)
(ii) For any odd multiplicity series h(t, u) ∈C❏t, v❑⊂C❏t, u❑
T
(
h(t, u)
)= h(t, u)− uh(tu,1)
(1− t2)(1− u2)(1− tu) . (14)
Proof. As in the proof of Proposition 2, it is sufficient to consider only the case when
h(t, u)= ta+bub =M(S(a+b,b)(x, y))(t, u).
By (6), (8), (9), and Lemma 1 we obtain
S(a+b,b)(x, y)
(1− x2)(1− xy)(1− y2)
=
∑
c,d0
S(a+b,b)(x, y)S(2(c+d),2d)(x, y)
=
(∑
d0
S(b+2d,b+2d)
)(∑
c0
S(a,0)(x, y)S(2c,0)(x, y)
)
= (xy)
b
1− (xy)2
∑
k0
( ∑
02ea
S(a+2k,2e)(x, y)+
∑
12e+1a
S(a+2k+1,2e+1)(x, y)
)
,
T
(
ta+bub
) = M( S(a+b,b)(x, y)
(1− x2)(1− xy)(1− y2)
)
= (tu)
b
1− t2u2
∑( ∑
ta+2ku2e +
∑
ta+2k+1u2e+1
)k0 02ea 12e+1a
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a(tu)b
(1− t2)(1− t2u2)
( ∑
02ea
u2e +
∑
12e+1a
tu2e+1
)
.
The parity of the multiplicity function h(t, u)= ta+bub is equal to the parity of a. If a = 2p
is even, then
T
(
ta+bub
) = T (t2p+bub)= ta+bub
(1− t2)(1− t2u2)
(
p∑
e=0
u2e + tu
p−1∑
e=0
u2e
)
= t
a+bub
(1− t2)(1− t2u2)
(
1− u2p+2
1− u2 +
tu(1− u2p)
1− u2
)
= t
a+bub
(1− t2)(1− u2)(1− t2u2)
(
(1+ tu)− (t + u)ua+1)
= 1
(1− t2)(1− u2)
(
ta+bub
1− tu −
u(t + u)(tu)a+b
1− t2u2
)
= 1
(1− t2)(1− u2)
(
h(t, u)
1− tu −
u(t + u)h(tu,1)
1− t2u2
)
,
which is (13) in (i). If a = 2p+ 1 is odd, then
T
(
ta+bub
) = ta+bub
(1− t2)(1− t2u2)
(
p∑
e=0
u2e + tu
p∑
e=0
u2e
)
= t
a+bub(1+ tu)(1− ua+1)
(1− t2)(1− u2)(1− t2u2) =
h(t, u)− uh(tu,1)
(1− t2)(1− u2)(1− tu) ,
and we establish (14) in (ii). ✷
Lemma 4. If g = g(v) ∈C❏v❑⊂C❏t, u❑, g(v) = 0, then
Y
(
1
1− gt
)
= 1
(1− gv)(1− t)(1− gt) , (15)
T
(
1
1− gt
)
= 1+ gtv
(1− v2)(1− g2v2)(1− t2)(1− gt) , (16)
T
(
1
(1− t)2
)
= (1+ v
2)(1− t2v)+ 2tv(1− v)
(1− v2)3(1− t)2(1− t2) . (17)
Proof. The proof of (15) follows from (12) for h1(t, v)= (1− gt)−1:
Y
(
1
)
= 1
(
t − v
)
1− gt (1− t)(t − v) 1− gt 1− gv
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(
t (1− gv)− v(1− gt))
= t − v
(1− gv)(1− t)(1− gt)(t − v) =
1
(1− gv)(1− t)(1− gt) .
For (16) we separate the even and odd parts of h(t, u)= h1(t, v)= (1− gt)−1:
h(t, u)= 1
1− gt =
1+ gt
1− g2t2 , heven(t, u)=
1
1− g2t2 , hodd(t, u)=
gt
1− g2t2 ,
use that h(tu,1)= h1(v, v) and apply Proposition 3. Direct calculations give
T
(
heven(t, u)
) = 1
(1− t2)(1− u2)
(
1
(1− v)(1− g2t2) −
u(t + u)
(1− v2)(1− g2v2)
)
= 1+ g
2t2v
(1− v2)(1− g2v2)(1− t2)(1− g2t2) ,
T
(
hodd(t, u)
) = 1
(1− t2)(1− v)(1− u2)
(
gt
1− g2t2 −
gtu2
1− g2v2
)
= gt
(1− v)(1− g2v2)(1− t2)(1− g2t2) ,
T
(
h(t, u)
) = (1+ g2t2v)+ gt (1+ v)
(1− v2)(1− g2v2)(1− t2)(1− g2t2)
= (1+ gt)(1+ gtv)
(1− v2)(1− g2v2)(1− t2)(1− g2t2)
= 1+ gtv
(1− v2)(1− g2v2)(1− t2)(1− gt) .
The proof of (17) is similar and uses that for
h(t)= 1
(1− t)2 =
(1+ t2)+ 2t
(1− t2)2 ,
heven(t)= 1+ t
2
(1− t2)2 , hodd(t)=
2t
(1− t2)2 . ✷
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First we shall find the multiplicities of the Schur functions in the Hilbert series of
C[W(3,0)]
Hilb
(
C
[
W(3,0)
]
, x, y
) = 1
(1− x3)(1− x2y)(1− xy2)(1− y3)
=
∑
p,q0
k(p, q)xpyq =
∑
λ
m(λ)Sλ(x, y). (18)
As usually, we denote by #P the number of elements of the finite set P and by N0 the set
of nonnegative integers.
Lemma 5. Let λ= (λ1, λ2)= (p, q), p  q  0, and let
Aλ =
{
(a1, b1, c1,0) ∈N40
∣∣ 3a1 + 2b1 + c1 = p, b1 + 2c1 = q}, (19)
Bλ =
{
(a2, b2,0, d2) ∈N40
∣∣ 3a2 + 2b2 = p+ 1, b2 + 3d2 = q − 1} (20)
(where Bp0 = ∅). Then the multiplicity m(λ) in (18) is equal to #Aλ− #Bλ.
Proof. Since
1
(1− x3)(1− x2y)(1− xy2)(1− y3) =
∑
a0
(
x3
)a∑
b0
(
x2y
)b∑
c0
(
xy2
)c∑
d0
(
y3
)d
=
∑
a,b,c,d0
x3a+2b+cyb+2c+3d,
the coefficient k(p, q) is equal to the number of solutions (a, b, c, d) in nonnegative
integers of the system of two equations
3a + 2b+ c= p, b+ 2c+ 3d = q.
We fix λ= (p, q) and consider the sets
A= {(a1, b1, c1, d1) ∈N40 ∣∣ 3a1 + 2b1 + c1 = p, b1 + 2c1 + 3d1 = q},
B = {(a2, b2, c2, d2) ∈N40 ∣∣ 3a2 + 2b2 + c2 = p+ 1, b2 + 2c2 + 3d2 = q − 1}
(where B = ∅ if q = 0). Clearly, k(p, q)= #A and k(p+ 1, q − 1)= #B . Hence, by (2),
m(λ)= k(p, q)− k(p+ 1, q − 1)= #A− #B.
We present the sets A and B as disjoint unions
A=Aλ ∪A+, B = Bλ ∪B+,
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A+ = {(a1, b1, c1, d1) ∈A | d1 > 0}, B+ = {(a2, b2, c2, d2) ∈B | c2 > 0}.
For every quadruple (a1, b1, c1, d1) ∈ A+ and 3a1 + 2b1 + c1 = p, b1 + 2c1 + 3d1 = q ,
we obtain that 3a1 + 2b1 + (c1 + 1)= p + 1, b1 + 2(c1 + 1)+ 3(d1 − 1)= q − 1. Since
d1 > 0, we obtain that (a2, b2, c2, d2)= (a1, b1, c1+1, d1−1) belongs to B+. Similarly, if
(a2, b2, c2, d2) ∈ B+, then (a1, b1, c1, d1)= (a2, b2, c2 − 1, d2+ 1) belongs to A+. Hence,
the mapping A+ →B+ defined by (a1, b1, c1, d1)→ (a1, b1, c1 + 1, d1 − 1) is a bijection
and
m(λ)= #(Aλ ∪A+)− #(Bλ ∪B+)= (#Aλ − #Bλ)− (#A+ − #B+)= #Aλ − #Bλ. ✷
Corollary 6. Let λ= (λ1, λ2)= (p, q), p  q  0, and let m(λ) be the multiplicity in (18).
If 3 does not divide p + q , then m(λ)= 0. If p + q is divisible by 3 and p + q = 3r for
some r ∈N0, then
m(λ) = #
([
2q − p
3
,
q
2
]
∩N0
)
− #
([
2q − p− 3
6
,
q − 1
3
]
∩N0
)
= #
([
q − r, q
2
]
∩N0
)
− #
([
q − r − 1
2
,
q − 1
3
]
∩N0
)
,
i.e., m(λ) is equal to the difference of the numbers of nonnegative integers in the intervals[
2p− q
3
,
q
2
]
=
[
q − r, q
2
]
and
[
2q − p− 3
6
,
q − 1
3
]
=
[
q − r − 1
2
,
q − 1
3
]
.
Proof. Clearly, m(λ)= 0 if p + q = λ1 + λ2 is not divisible by 3 because the degrees of
the homogeneous components of the symmetric function in (18) are multiples of 3. Let
p + q = 3r . By Lemma 5, we have to find the number of elements in the sets Aλ and Bλ
in (19) and (20), respectively, i.e., the number of solutions in N30 of the systems
3a1 + 2b1 + c1 = p, b1 + 2c1 = q, (21)
3a2 + 2b2 = p+ 1, b2 + 3d2 = q − 1. (22)
The solutions of (21) are the triples of integers (a1, b1, c1), where
b1 = q − 2c1  0,
a1 = p− 2b1 − c13 =
(3r − q)− 2(q − 2c1)− c1
3
= r − q + c1  0.
Hence c1 satisfies the conditions
c1  0, c1  q − r, c1  q2
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λ1 = p λ2 = q Restrictions λ1  2λ2 m(λ) λ1 > 2λ2 m(λ)
6j 6i 0 i  j i  j  2i j − i + 1 j  2i + 1 i + 1
6j + 5 6i + 1 0 i  j i  j  2i−1 j − i j  2i i
6j + 4 6i + 2 0 i  j i  j  2i j − i + 1 j  2i + 1 i + 1
6j + 3 6i + 3 0 i  j i  j  2i j − i j  2i + 1 i + 1
6j + 2 6i + 4 0 i < j i + 1 j  2i+1 j − i j  2i + 2 i + 1
6j + 1 6i + 5 0 i < j i + 1 j  2i+1 j − i − 1 j  2i + 2 i + 1
6j + 3 6i 0 i  j i  j  2i−1 j − i + 1 j  2i i + 1
6j + 2 6i + 1 0 i  j i  j  2i j − i j  2i + 1 i
6j + 1 6i + 2 0 i < j i + 1 j  2i j − i j  2i + 1 i + 1
6j 6i + 3 0 i < j i + 1 j  2i+1 j − i j  2i + 2 i + 1
6j + 5 6i + 4 0 i  j i  j  2i j − i j  2i + 1 i + 1
6j + 4 6i + 5 0 i < j i + 1 j  2i+1 j − i j  2i + 2 i + 1
and the number of solutions of (21) is equal to the number of nonnegative integers c1 in
the interval [
2p− q
3
,
q
2
]
=
[
q − r, q
2
]
.
Since the solutions (a2, b2, d2) ∈N30 of (22) are
a2 = p− 2q + 3+ 6d23 , b2 = q − 1− 3d2,
we obtain that
d2  0, d2 
2q − p− 3
6
, d2 
q − 1
3
and the number of solutions of (22) is equal to the number of nonnegative integers in the
interval [
2q − p− 3
6
,
q − 1
3
]
=
[
q − r − 1
2
,
q − 1
3
]
. ✷
Proposition 7. Let λ= (λ1, λ2)= (p, q), p q  0, and let p+ q be divisible by 3. Then,
depending of the form of p and q modulo 6 and on the sign of p − 2q , the multiplicity
m(λ) in (18) is given in Table 1.
Proof. We shall consider one typical case. The other 11 cases can be handled similarly.
Let p = 6j + 1, q = 6i + 5, 0 i < j . Then
2q − p
3
= 4i − 2j + 3, q
2
= 3i + 2+ 1
2
,
2q − p− 3 = 2i − j + 1, q − 1 = 2i + 1+ 1 ,
6 3 3
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No. λ1 = p λ2 = q Restrictions gn,i(t, u)
1 6j 6i 0 i  j (1− t6(i+1))
2 6j + 5 6i + 1 0 i  j t11u(1− t6i )
3 6j + 4 6i + 2 0 i  j t4u2(1− t6(i+1))
4 6j + 3 6i + 3 0 i  j t9u3(1− t6(i+1))
5 6j + 2 6i + 4 0 i < j t8u4(1− t6(i+1))
6 6j + 1 6i + 5 0 i < j t13u5(1− t6(i+1))
7 6j + 3 6i 0 i  j t3(1− t6(i+1))
8 6j + 2 6i + 1 0 i  j t8u(1− t6i )
9 6j + 1 6i + 2 0 i < j t7u2(1− t6(i+1))
10 6j 6i + 3 0 i < j t6u3(1− t6(i+1))
11 6j + 5 6i + 4 0 i  j t11u4(1− t6(i+1))
12 6j + 4 6i + 5 0 i < j t10u5(1− t6(i+1))
and by Corollary 6 we need to find the number of nonnegative integers in the intervals
[4i − 2j + 3,3i + 2 + 1/2] and [2i − j + 1,2i + 1 + 1/3]. Clearly, these numbers are
the same as for the intervals [4i − 2j + 3,3i + 2] and [2i − j + 1,2i + 1]. The condition
λ1  λ2  0, i.e., p  q  0, is equivalent to j > i  0.
The case λ1  2λ2, i.e., p  2q , holds for 6j + 1  12i + 10 and j  2i + 1 + 1/2.
We work with integers, this means that i + 1  j  2i + 1. Since 4i − 2j + 3 > 0,
the integers in the interval [4i − 2j + 3,3i + 2] are positive and their number is
#Aλ = (3i + 2) − (4i − 2j + 3) + 1 = 2j − i . The number of nonnegative integers
in [2i − j + 1,2i + 1] is equal to #Bλ = (2i + 1) − (2i − j + 1) + 1 = j + 1 and
m(λ)= #Aλ − #Bλ = (2j − i)− (j + 1)= j − i − 1.
If λ1 > 2λ2 (i.e., p > 2q), then [4i − 2j + 3,3i + 2] ∩ N0 = [0,3i + 2] ∩ N0 and
[2i− j + 1,2i+ 1] ∩N0 = [0,2i+ 1] ∩N0. Hence the number of elements of Aλ and Bλ
is equal to 3i + 3 and 2i + 2, respectively, and m(λ)= (3i + 3)− (2i + 2)= i + 1. ✷
Lemma 8. The multiplicity series of the symmetric function in (18) is
M
(
Hilb
(
C
[
W(3,0)
]
, x, y
))=∑
i0
(tu)6i
(1− t6)2
12∑
n=1
gn,i (t, u). (23)
The twelve functions gn,i(t, u) are given in Table 2 and are of the form g(t, u)= tαuβ(1−
t6(i+δ)), where α,β are integers and δ = 0,1.
Proof. By Proposition 7,
M
(
Hilb
(
C
[
W(3,0)
]
, x, y
))=∑
q0
(∑
pq
m(p,q)tpuq
)
,
where m(p,q) are taken from Table 1. The twelve summands in (23) correspond to each
row of this table. Again, as in the proof of Proposition 7, we shall consider only the case
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calculations with the sum:
h6,i(t, u) =
∑
j>i
m(6j + 1,6i+ 5)t6j+1u6i+5
= u6i+5
( 2i+1∑
j=i+1
(j − i − 1)t6j+1 +
∑
j2i+2
(i + 1)t6j+1
)
= t6i+13u6i+5
(
i∑
j=0
(j + 1)t6j + (i + 1)
∑
ji+1
t6j
)
= t6i+13u6i+5
(
i∑
j=0
(j + 1)t6j +
( ∑
ji+1
(j + 1)t6j − t6(i+1)
∑
j0
(j + 1)t6j
))
= t6i+13u6i+5
∑
j0
(j + 1)t6j (1− t6(i+1))= t6i+13u6i+5(1− t6(i+1))
(1− t6)2 ,
h6,i(t, u) = (tu)
6i
(1− t6)2 g6,i(t, u), g6,i(t, u)= t
13u5
(
1− t6(i+1)). ✷
The following theorem is one of the main results of the paper.
Theorem 9. The multiplicity series of the Hilbert series of C[W(3,0)] are the following:
M
(
Hilb
(
C
[
W(3,0)
]
, x, y
))
(t, u) = M
(
1
(1− x3)(1− x2y)(1− xy2)(1− y3)
)
(t, u)
= 1− t
2u+ t4u2
(1− t3)(1− t6u6)(1− t2u) , (24)
M ′
(
Hilb
(
C
[
W(3,0)
]
, x, y
))
(t, v) = 1− tv + t
2v2
(1− t3)(1− v6)(1− tv) . (25)
Proof. It is sufficient to evaluate the sum (23). Let M =M(Hilb(C[W(3,0)], x, y))(t, u).
Then, by Lemma 8,
M = 1
(1− t6)2
∑
i0
(tu)6ign,i (t, u)
= 1
(1− t6)2
(
w1(t, u)
∑
i0
(tu)6i −w2(t, u)
∑
i0
(
t2u
)6i)
= 1 6 2
(
w1(t, u)
6 −
w2(t, u)
2 6
)
,(1− t ) 1− (tu) 1− (t u)
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w1(t, u) = 1+ t11u+ t4u2 + t9u3 + t8u4 + t13u5 + t3 + t8u+ t7u2 + t6u3 + t11u4
+ t10u5
= (1+ t3)(1+ t8u+ t4u2 + t6u3 + t8u4 + t10u5)
= (1+ t3)((1+ t2u+ (t2u)2 + (t2u)3 + (t2u)4 + (t2u)5)+ (t8u− t2u))
= (1+ t3)(1− (t2u)6
1− t2u − t
2u
(
1− t6)),
w2(t, u) = t6 + t11u+ t10u2 + t15u3 + t14u4 + t19u5 + t9 + t8u+ t13u2 + t12u3
+ t17u4 + t16u5
= (1+ t3)t6(1+ t2u+ (t2u)2 + (t2u)3 + (t2u)4 + (t2u)5)
= (1+ t
3)(1− (t2u)6)t6
1− t2u .
Therefore
M = 1+ t
3
(1− t6)2
(
1
1− (tu)6
(
1− (t2u)6
1− t2u − t
2u
(
1− t6))− t6
1− t2u
)
= 1− (t
2u)6 − t2u(1− t6)(1− t2u)− t6(1− (tu)6)
(1− t3)(1− t6)(1− (tu)6)(1− t2u)
= (1− t
6)(1− t2u+ t4u2)
(1− t3)(1− t6)(1− (tu)6)(1− t2u),
which gives (24). Formula (25) is obtained from (24) by the substitution u= v/t . ✷
Lemma 10. The function M ′(t, v) =M ′(Hilb(C[W(3,0)], x, y))(t, v) from (25) can be
presented in the form
M ′(t, v)= 1
1− v3
(
a1
1− t +
a2
1−ωt +
a3
1−ω2t +
a4
1− tv
)
, (26)
where ω = 12 (−1+ i
√
2) is a primitive cubic root of unity,
a1 = 13(1− v2) , a2 =
1
3(1−ωv2) , a3 =
1
3(1−ω2v2) , a4 =
−v3
1− v6 .
Proof. We may consider the function M ′(t, v) as a rational function in t with coefficients
in C(v). Then the decomposition (26) can be found using the standard procedure for
presenting a rational function as a sum of elementary fractions. (Or, if we already know
the coefficients a1, a2, a3, a4 ∈C(v), we can check (26) directly.) ✷
512 V. Drensky, G.K. Genov / Journal of Algebra 264 (2003) 496–519In the sequel, we prefer to keep the denominators of rational functions in consideration
as products of factors in the form 1 − ta , 1 − vb , 1 − tavb instead to make some
cancellations, because this form is convenient for asymptotic estimates.
Lemma 11. The application of the operators T and Y to the multiplicity series M ′(t, v)=
M ′(Hilb(C[W(3,0)], x, y))(t, v) gives
T Y
(
M ′(t, v)
)= 1
(1− v3)(1− v6)
(
(1+ v2 + v4)((1+ v2)(1− t2v)+ 2tv(1− v))
3(1− v)(1− v2)3(1− t)2(1− t2)
+ (1− v)(1+ tv)
3(1− v2)(1− t)(1− t2) +
(1− v2)(1− tv)
3(1− v3)(1− t3)
− v
3((1− v + v2)(1− t2v2)+ tv(1− v2))
(1− v)(1− v2)2(1− v4)(1− t)(1− t2)(1− tv)
)
.
Proof. Applying Lemma 1(i) and Lemma 4 to (26), we obtain
Y
(
M ′(t, v)
) = 1
1− v3
(
a1Y
(
1
1− t
)
+ a2Y
(
1
1−ωt
)
+ a3Y
(
1
1−ω2t
)
+ a4Y
(
1
1− tv
))
= 1
(1− v3)(1− t)
(
a1
(1− v)(1− t) +
a2
(1−ωv)(1−ωt)
+ a3
(1−ω2v)(1−ω2t) +
a4
(1− v2)(1− tv)
)
.
We use that
1
(1− t)(1−ωt) =
1
1−ω
(
1
1− t −
ω
1−ωt
)
and present Y (M ′(t, v)) in the form
Y
(
M ′(t, v)
)= 1
1− v3
(
a1
(1− v)(1− t)2
+
(
a2
(1−ω)(1−ωv) +
a3
(1−ω2)(1−ω2v)
)
1
1− t
− a2ω
(1−ω)(1−ωv)(1−ωt) −
a3ω2
(1−ω2)(1−ω2v)(1−ω2t)
+ a42
)
.(1− v )(1− tv)
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with their expressions from Lemma 10 and using that (1−ωz)(1−ω2z)= 1+ z+ z2. ✷
The next theorem is the main result of the paper and gives the explicit form of the
multiplicity series for the algebra of invariants of two 3× 3 matrices.
Theorem 12. The multiplicity series of the Hilbert series of the algebra C2,3 of invariants
of two 3× 3 matrices is
M ′
(
Hilb(C2,3, x, y)
)
(t, v)
= 1
(1− v2)(1− v3)2
(
(1+ v2 + v4)((1+ v2)(1− t2v)+ 2tv(1− v))
3(1− v)(1− v2)3(1− t)2(1− t2)
+ (1− v)(1+ tv)
3(1− v2)(1− t)(1− t2) +
(1− v2)(1− tv)
3(1− v3)(1− t3)
− v
3((1− v + v2)(1− t2v2)+ tv(1− v2))
(1− v)(1− v2)2(1− v4)(1− t)(1− t2)(1− tv)
)
.
Proof. Applying Lemma 1(i) to the symmetric function (5) we obtain
M ′
(
Hilb(C2,3, x, y)
)
(t, v)= 1+ v
3
1− v2 T Y
(
M ′
(
Hilb
(
C
[
W(3,0)
]
, x, y
))
(t, v)
)
and the result follows immediately from Lemma 11. ✷
Remark 13. Using (11), one can check directly (even without computer) that the formal
power series in t, u or in t, v from Theorems 9 and 12 are equal to the multiplicity series of
the symmetric functions Hilb(C[W(3,0)], x, y) and Hilb(C2,3, x, y), respectively. In this
way, the main difficulties are how to find the right candidates for the multiplicity series.
4. Asymptotic behavior of invariants of two 3× 3 matrices
In this section we shall determine the exact asymptotics of the multiplicities of Sλ(x, y)
in the Hilbert series of the algebra of invariants of two 3× 3 matrices. Using MAPLE we
have found the following expression for the multiplicity series M ′(Hilb(C2,3, x, y))(t, v):
M ′
(
Hilb(C2,3, x, y)
)
(t, v) = h1(v)
1− t +
h2(v)
(1− t)2 +
h3(v)
(1− t)3 +
h4(v)
1+ t +
h5(v)+ h6(v)t
1+ t + t2
+ h7(v) , (27)
1− tv
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h1(v) = (1− v + v
2)(17− 26v− 49v2 + 32v3 + 160v4 + 32v5 − 49v6 − 26v7 + 17v8)
72(1− v)8(1+ v)4(1+ v + v2)3 ,
h2(v) = (1− v + v
2)(3− v − 2v2 + v3 + 5v4)
12(1− v)7(1+ v)3(1+ v + v2)2 ,
h3(v) = 1− v + v
2
6(1− v)6(1+ v)2(1+ v+ v2) , h4(v)=
1
8(1− v)2(1+ v)4(1+ v2) ,
h5(v) = 2+ v9(1− v3)3 , h6(v)=
1− v
9(1− v3)3 ,
h7(v) = −v
6
(1− v)8(1+ v)4(1+ v + v2)2(1+ v2) .
We need the following easy lemma.
Lemma 14. Let f (z), g(z) ∈C[z] be two polynomials such that f (1), g(1) = 0, and let
f (z)
(1− z)kg(z) =
a0
(1− z)k +
a1
(1− z)k−1 + · · · +
ak−1
1− z +
b(z)
g(z)
+ c(z) (28)
for some constants a0, a1, . . . , ak−1 and some polynomials b(z), c(z). Then
a0 = f (1)
g(1)
.
Proof. Using (28) we obtain
(
a0 + a1(1− z)+ · · · + ak−1(1− z)k−1
)
g(z)+ b(z)(1− z)k + c(z)g(z)(1− z)k = f (z).
Hence for z= 1 we have a0g(1)= f (1) which completes the proof. ✷
Theorem 15. Let
M ′
(
Hilb(C2,3, x, y)
)
(t, v)=
∑
λ=(p,q)
m(p,q)tp−qvq
and let n= p+ q . Then for p > 2q  0
m(p,q) = q
7
7!2532 +
(p− q)q6
6!2432 +
(p− q)2q5
2!5!2332 +O
(
n6
)
= p
2q5
17280
− 11pq
6
103680
+ 71q
7
1451520
+O(n6)
and for 2q  p  q  0
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7
7!2532 +
(p− q)q6
6!2432 +
(p− q)2q5
2!5!2332 −
(2q − p)7
7!2532 +O
(
n6
)
= p
7
1451520
− p
6q
103680
+ p
5q2
17280
− p
4q3
5184
+ p
3q4
2592
− 7p
2q5
17280
+ 7pq
6
34560
− 19q
7
483840
+O(n6).
Proof. We make use of the fact that if |a| = 1, then in the expression
1
(1− az)k+1 =
∑
n0
pnt
n =
∑
n0
(
n+ k
k
)
antn
the coefficients pn satisfy
pn = a
nnk
k! +O
(
nk−1
)
.
Presenting the multiplicity series of M ′(Hilb(C2,3, x, y))(t, v) in (27) as a sum of
elementary fractions we obtain summands of the form
1
1− t
( 8∑
k=1
a8−k,1
(1− v)k +
4∑
k=1
a4−k,−1
(1+ v)k +
3∑
k=1
a3−k,ω
(1−ωv)k +
3∑
k=1
a3−k,ω2
(1−ω2v)k
)
,
1
(1− t)2
( 7∑
k=1
b7−k,1
(1− v)k +
3∑
k=1
b3−k,−1
(1+ v)k +
2∑
k=1
b2−k,ω
(1−ωv)k +
2∑
k=1
b2−k,ω2
(1−ω2v)k
)
,
1
(1− t)3
( 6∑
k=1
c6−k,1
(1− v)k +
2∑
k=1
c2−k,−1
(1+ v)k +
c0,ω
1−ωv +
c0,ω2
1−ω2v
)
,
1
1+ t
( 2∑
k=1
d2−k,1
(1− v)k +
4∑
k=1
d4−k,−1
(1+ v)k +
c0,i
1− iv +
c0,−i
1+ iv
)
,
1
1−ωt
( 3∑
k=1
e3−k,1
(1− v)k +
3∑
k=1
e3−k,ω
(1−ωv)k +
3∑
k=1
e3−k,ω2
(1−ω2v)k
)
,
1
1−ω2t
( 3∑
k=1
f3−k,1
(1− v)k +
3∑
k=1
f3−k,ω
(1−ωv)k +
3∑
k=1
f3−k,ω2
(1−ω2v)k
)
,
1
1− tv
( 8∑
k=1
g8−k,1
(1− v)k +
4∑
k=1
g4−k,−1
(1+ v)k
+
2∑ g2−k,ω
(1−ωv)k +
2∑ g2−k,ω2
(1−ω2v)k +
g0,i
1− iv +
g0,−i
1+ iv
)
,k=1 k=1
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combination of expressions
1
(1− at)i+1(1− bv)j+1 =
∑
k0
∑
l0
(
k + i
i
)(
l + j
j
)
akbltkvl, (29)
where |a| = |b| = 1, i, j  0, and similar expressions
1
(1− tv)(1− bv)j+1 =
∑
k0
∑
l0
(
l + j
j
)
bl(tv)kvl , (30)
|b| = 1, j  0. The coefficients in (29) and (30) grow as polynomials of degree i + j
in k, l and of degree j in l, respectively. Hence the behavior of the asymptotics of the
multiplicities m(p,q) is determined by the asymptotics of the coefficients of
M ′0 =
a0,1
(1− t)(1− v)8 +
b0,1
(1− t)2(1− v)7 +
c0,1
(1− t)3(1− v)6 +
g0,1
(1− tv)(1− v)8 . (31)
In order to evaluate a0,1, b0,1, c0,1, g0,1, we apply Lemma 14 to the expression (27) and to
the polynomials h1(v), h2(v), h3(v), h7(v). Direct calculations give that
h1(v)= a1(v)
(1− v)8a2(v) , a0,1 =
a1(1)
a2(1)
= 1
2532
,
h2(v)= b1(v)
(1− v)7b2(v) , b0,1 =
b1(1)
b2(1)
= 1
2432
,
h3(v)= c1(v)
(1− v)6c2(v) , c0,1 =
c1(1)
c2(1)
= 1
2332
,
h7(v)= g1(v)
(1− v)8g2(v) , g0,1 =
g1(1)
g2(1)
= −1
2532
.
We have to replace v with tu in (31) and to estimate the coefficient of tpuq . Let n= p+q .
In the first three cases we obtain that k + l = p, l = q , and
1
(1− t)i+1(1− v)j+1 =
∑
k0
∑
l0
(
k + i
i
)(
l + j
j
)
tk(tu)l
=
∑
pq0
(p− q)iqj +O(ni+j−1)
i!j ! t
puq.
In the fourth case,
1
(1− tv)(1− v)8 =
∑∑(l + 7
7
)(
t2u
)k
(tu)l .k0 l0
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1
(1− tv)(1− v)8 =
∑
q0
2q∑
p=q
(2q − p)7 +O(n6)
7! t
puq.
Summarizing, we obtain
M ′0 =
∑
pq0
(
q7
7!2532 +
(p− q)q6
7!2432 +
(p− q)2q7
2!5!2332
)
tpuq −
∑
2qpq0
(2q − p)7
7!25.32 t
puq
+
∑
pq0
O(n6)tpuq.
Hence, for p > 2q  0 the coefficient of tpuq in M ′0 is equal to
q7
7!2532 +
(p− q)q6
6!2432 +
(p− q)2q5
2!5!2332 +O
(
n6
)
and for 2q  p  q  0 this coefficient is
q7
7!2532 +
(p− q)q6
6!2432 +
(p− q)2q5
2!5!2332 −
(2q − p)7
7!2532 +O
(
n6
)
and this completes the proof. ✷
Remark 16. In order to calculate the asymptotics of m(λ1, λ2) in the Hilbert series of C2,3,
Berele presents expression (5) in [1, p. 1980] as a sum. The negative contribution in (5) is
for all (i1, i2) ∈ Z2 satisfying
0 i1  λ1, 0 i2  λ2, 2(i1 + 1) i2 − 1 i1 + 1.
Hence this splits into two sums. The first is for all integers
i1 ∈
[
0,
⌈
λ2 − 3
2
⌉]
, i2 ∈ [i1 + 2,2i1 + 3].
The second sum is for
i1 ∈
[⌈
λ2 − 1
2
⌉
, λ2 − 2
]
, i2 ∈ [i1 + 2, λ2].
Due to a technical error, the second sum is forgotten in the formula (6) in [1, p. 1981].
A similar sum is omitted in the case 2λ2 > λ1 in [1, formulas (8) and (9), p. 1982].
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By analogy with the multiplicity series M(f )(t, u) of the symmetric function f (x, y) ∈
Sym❏x, y❑, we can introduce the multiplicity series of symmetric functions in any (even
infinite) number of variables. If f (x1, . . . , xk) ∈ C❏x1, . . . , xk❑ is a symmetric function in
k variables, then f has a presentation
f (x1, . . . , xk)=
∑
m(λ)Sλ(x1, . . . , xk),
where the summation runs on all partitions λ = (λ1, . . . , λk). We define the multiplicity
series as
M(f )(t1, . . . , tk)=
∑
m(λ)t
λ1
1 · · · tλkk .
Using the Young rule it is easy to prove the following analogue of Proposition 2.
Proposition 17.
Y
(
M(f )
) = M( f (x1, . . . , xk)
(1− x1) · · · (1− xk)
)
=
k∏
i=1
1
1− ti
∑
(−t2)ε2 · · · (−tk)εkM(f )
(
t1t
ε2
2 , t
1−ε2
2 t
ε3
3 , . . . , t
1−εk−1
k−1 t
εk
k , t
1−εk
k
)
,
where the summation runs on all ε2, . . . , εk = 0,1.
In the special case k = 2 we obtain
Y
(
M
(
f (x1, x2)
)) = M( f (x1, x2)
(1− x1)(1− x2)
)
= 1
(1− t1)(1− t2)
(
M(f )(t1, t2)− t2M(f )(t1t2,1)
)
,
which is (12).
The above formalism allows to write in a compact form some results on polynomial
identities and invariants of 2 × 2 matrices. For example, if Tk,2 is the algebra with trace
generated by k generic 2 × 2 matrices, and Ck,2 is the center of Tk,2, then the results of
Procesi [7] and Formanek [4] can be written in the form
Hilb(Tk,2, x1, . . . , xk)
=
k∏
i=1
1
1− xi
∑
S(µ1,µ2,µ3)(x1, . . . , xk)
=
∑
(λ1 − λ2 + 1)(λ2 − λ3 + 1)(λ3 − λ4 + 1)S(λ1,λ2,λ3,λ4)(x1, . . . , xk),
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k∏
i=1
1
1− xi
∑
ab0
∑
c0
S(2a+c,2b+c,c)(x1, . . . , xk),
and this implies that
M
(
Hilb(Tk,2, x1, . . . , xk)
) = Y( 1
(1− t1)(1− t1t2)(1− t1t2t3)
)
= 1
(1− t1)2(1− t1t2)2(1− t1t2t3)2(1− t1t2t3t4) ,
M
(
Hilb(Ck,2, x1, . . . , xk)
) = Y( 1
(1− t21 )(1− (t1t2)2)(1− t1t2t3)
)
.
The results for the polynomial identities of 2 × 2 algebras in terms of the generic matrix
algebra and its center, as given in [2,4,7] can be stated in a similar way.
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