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Sommario. 
 
Questo lavoro si inserisce all’interno dell’attività di ricerca svolta presso il 
Dipartimento di Ingegneria Aerospaziale (DIA) di Pisa, relativa alla definizione di 
modelli e metodi per l’integrazione dei “dati aria” nel Flight Control System Fly-
by-Wire del velivolo Aermacchi M346. Il sistema dati aria, mediante un software 
dedicato, permette la determinazione dei parametri di volo (quota, numero di 
Mach, angoli di incidenza e derapata) sulla base di misure di pressione e angoli di 
flusso locali rilevati da appositi sensori. La ricostruzione dei parametri di volo è 
affidata a funzioni polinomiali (funzioni di taratura) determinate con la tecnica dei 
minimi quadrati a partire dai dati sperimentali ricavati con prove in galleria del 
vento. In fase di prove di volo i polinomi sono stati revisionati e tarati per poter 
perfezionare il modello e ciò ha portato ad un aumento dello spazio di memoria 
nei computer di bordo necessario per la memorizzazione delle funzioni di taratura 
stesse. Questo aumento ha spinto a considerare l’opportunità di utilizzare le 
funzioni sotto forma di tabelle. 
Limitando lo studio solo alle funzioni di taratura degli angoli, nella presente tesi 
verranno descritte le metodologie utilizzate per la determinazione, a partire dai 
dati provenienti dalle prove in galleria del vento, di opportune look-up-table e la 
conseguente loro applicazione in approcci all’elaborazione alternativi a quello 
polinomiale.  
L’altro obbiettivo è quello di sviluppare un algoritmo di compressione dei dati per 
la limitazione dell’occupazione di memoria nei computer di bordo. Una volta 
determinato e validato un algoritmo di compressione, la sua applicazione si baserà 
sui dati del database corretto con le prove di volo per stabilire in questa sede la 
sua effettiva utilità.  
Le metodologie di compressione applicate al database di partenza hanno due 
approcci diversi: in un caso vengono applicate le tecniche di gestione delle 
immagini, mentre nell’altro è sfruttato un metodo di tipo analitico. 
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Introduzione 
 
L’oggetto di studio della presente tesi è il sistema Dati Aria di un moderno 
velivolo di tipo Fly-by-Wire (FBW). Il ruolo svolto dal sistema Dati Aria nei 
Flight Control System (FCS) di tipo Fly-by-Wire è quello di determinare con 
opportuna ridondanza la quota, la velocità, e gli angoli di incidenza e di derapata a 
partire dalla conoscenza di alcune grandezze del flusso locale misurate da apposite 
sonde installate generalmente sulle fusoliere dei velivoli. La derivazione dei 
parametri di volo viene di solito affidata ad un algoritmo eseguito dai Flight 
Control Computers (FCCs) del FCS o da unità di calcolo dedicate. A tal 
proposito, presso il DIA sono stati sviluppati opportuni algoritmi per la stima dei 
parametri di volo (procedura di elaborazione) e modelli capaci di generare i 
segnali forniti dalle sonde (procedura di simulazione). La procedura di 
simulazione si è resa necessaria per la progettazione e la convalidazione degli 
algoritmi di elaborazione. 
L’elaborazione dei dati aria è caratterizzata da due processi: nel primo vengono 
determinati l’angolo di incidenza e l’angolo di derapata, mentre nel secondo 
vengono elaborate la pressione statica ed il numero di Mach. La ricostruzione dei 
parametri di volo è affidata a funzioni polinomiali (funzioni di taratura) 
determinate con la tecnica dei minimi quadrati a partire dai dati sperimentali 
ricavati con prove in galleria del vento. Tuttavia, in fase di prove di volo le 
funzioni di taratura sono state revisionate e tarate per poter perfezionare il 
modello. Questa revisione ha messo in luce la necessità di utilizzare in alcuni 
intervalli del dominio, due polinomi opportunamente raccordati per rappresentare 
in maniera corretta la fisica del problema. Ciò ha comportato un aumento dello 
spazio di memoria nei computer di bordo necessaria per la memorizzazione delle 
funzioni di taratura. Questo aumento ha spinto a considerare l’opportunità di 
utilizzare le funzioni di taratura sotto forma di tabelle. 
Limitando lo studio solo alle funzioni di taratura degli angoli, nella presente tesi 
verranno descritte le metodologie utilizzate per la determinazione, a partire dai 
Introduzione 
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dati provenienti dalle prove in galleria del vento, di opportune tabelle e 
conseguentemente, verrà descritta la loro applicazione in approcci 
all’elaborazione alternativi a quello polinomiale. La prima parte del lavoro è 
quindi dedicata alla determinazione delle look-up-table dei dati sperimentali nei 
rispettivi intervalli di validità ed alla descrizione della nuova metodologia di 
elaborazione basata sull’interpolazione. Per la convalida delle nuove tecniche di 
elaborazione si è fatto uso della procedura di simulazione. 
L’altro obbiettivo, è quello di determinare un algoritmo di compressione dei dati 
per la limitazione dell’occupazione di memoria nei computer di bordo. 
Come sarà chiaro in seguito, la generalità degli elementi a disposizione (non si 
hanno dati disposti su griglie regolari) ha di fatto reso l’algoritmo sviluppato 
prescisso dal tipo di database su cui viene applicato. 
Senza perdere in generalità, quindi, nella prima parte del presente lavoro il 
database preso in considerazione si riferisce a quello determinato con le prove in 
galleria. 
Tuttavia le prove di volo hanno portato di fatto ad un aumento dell’occupazione 
dello spazio in memoria causato dall’incremento del numero dei polinomi 
utilizzati per l’approssimazione delle funzioni di taratura. Per questo motivo, una 
volta determinato e validato un algoritmo di compressione, la sua applicazione si 
baserà sui dati del database corretto con le prove di volo per stabilire in questa 
sede la sua effettiva utilità. 
L’applicazione più nota degli algoritmi di compressione è certamente quella 
legata alle immagini. Questo ha suggerito l’idea di poter applicare ai dati delle 
look-up-table determinate nella prima parte della tesi le stesse tecniche di gestione 
delle immagini adattandole opportunamente. Con “Metodo delle immagini” si 
indica sia un algoritmo di compressione dei dati, sia un diverso approccio alla 
stima degli angoli di incidenza e derapata rispetto all’interpolazione: viene creato 
un database diverso, appunto sottoforma di immagine, che abbia il vantaggio di 
occupare minor memoria rispetto alle look-up-table sfruttate nell’interpolazione. 
Successivamente si deve poter “leggere” questo particolare database e ricavare le 
stime di ߙ e di ߚ, ovvero, si necessita di una opportuna tecnica di elaborazione. 
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È stato inoltre ideato un algoritmo di compressione dei dati che si basa su 
considerazioni di tipo analitiche e che determina un database formato da tabelle 
da poter applicare nella metodologia di elaborazione che sfrutta l’interpolazione. 
Capitolo 1. Air Data System 
1.1 Descrizione del Sistema Dati Aria e definizione del problema. 
Il sistema “dati aria” è l’insieme degli apparati del velivolo che, a partire dalla 
misurazione di grandezze locali esterne, permettono la stima dei parametri di volo 
quali pressione statica ambiente ௦ܲ௔ , pressione totale ௧ܲ , numero di Mach ܯ , 
angolo di incidenza ߙ ed angolo di derapata ߚ. Le grandezze esterne sono rilevate 
da apposite sonde di pressione e da trasduttori della direzione locale del flusso 
aerodinamico montati di solito nella parte prodiera della fusoliera: queste 
grandezze vengono elaborate da opportuni algoritmi implementati nei Flight 
Control Computers al fine di ottenere le stime volute. 
Il sistema dati aria è particolarmente importante in quanto, provvedendo alla 
misurazione dell’assetto del velivolo rispetto alla direzione della corrente 
indisturbata, permette l’implementazione di funzioni quali la protezione dallo 
stallo e la deflessione automatica di superfici di controllo secondarie per 
l’ottimizzazione dell’aerodinamica del velivolo. La conoscenza del numero di 
Mach della corrente asintotica è inoltre indispensabile per la variazione dei 
guadagni delle leggi di controllo programmate all’interno dei computer di bordo. 
La scelta dei punti di installazione delle sonde costituisce un problema piuttosto 
delicato in quanto le caratteristiche del flusso locale rilevate dalle sonde 
dipendono fortemente dalla configurazione e dall’assetto del velivolo ed è quindi 
difficile garantire che il sistema dati aria sia operativo per tutti i valori di 
incidenza e derapata ammissibili nell’inviluppo di volo. Tale problema è 
particolarmente sentito per un velivolo militare in cui l’inviluppo di volo è molto 
ampio e per il quale è quindi più probabile che una sonda si venga a trovare nella 
scia di altre parti del velivolo.  
Il sistema dati aria preso in esame nella presente tesi è relativo ad un velivolo ad 
elevate prestazioni. Per questa classe di velivoli è già stata sottolineata 
l’importanza dell’opportuna scelta dei punti di installazione delle sonde, inoltre si 
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fanno ancor più evidenti due esigenze di diversa natura: la prima è legata alla 
dinamica dell’allineamento della sonda al flusso locale, mentre la seconda è legata 
alla affidabilità ed alla capacità di individuare eventuali avarie . 
 
 
Figura 1.1. Velivolo di riferimento Aermacchi M346 
 
Il sistema studiato è dotato di quattro sonde multi-funzione installate nella parte 
prodiera della fusoliera ed identificate come Lower Right (LR), Lower Left (LL), 
Upper Rigth (UR) e Upper Left (UL) e numerate come indicato in Figura1.2 (nel 
seguito di questa trattazione si farà riferimento alla particolare sonda 
identificandola con il proprio numero).  
 
 
Figura 1.2. Installazione delle sonde sulla fusoliera delle sonde 
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Figura 1.3. Posizione angolare delle quattro sonde 
 
La gestione delle ridondanze è tale da rendere il sistema capace di sopperire alla 
presenza di una avaria senza sensibili perdite di prestazioni e di operare comunque 
in sicurezza anche quando il numero di avarie diventa maggiore (fail operative-
fail safe). Inoltre il sistema è idoneo a fornire misure affidabili in un ampio 
dominio ߙ-ߚ  grazie alla capacità delle sonde di autoallinearsi con la direzione 
locale del flusso nei punti di installazione della sonda stessa (null-seeking probes) 
come spigato nella successiva descrizione. 
 
Le sonde prese in considerazione hanno forma tronco conica con asse normale 
alla superficie della fusoliera e sono dotate di cinque prese di pressione 
equispaziate su un angolo di 180° e di cui le due esterne servono per autoallineare 
la sonda alla direzione del flusso locale. Le pressioni che rilevano queste due 
prese vanno ad agire separatamente sulle facce di una banderuola interna 
provocando un momento proporzionale alla differenza tra le due pressioni. 
Quando tale differenza si annulla la fessura centrale coincide con il punto di 
arresto del flusso: da qui si rileva la frontal pressure, ௙ܲ௥௢௡௧. Dalla media delle 
pressioni misurate in corrispondenza delle rimanenti fessure si ottiene la slot 
pressure, ௦ܲ௟௢௧. Ogni sonda fornisce quindi tre dati: la frontal pressure ௙ܲ௥௢௡௧, la 
slot pressure ௦ܲ௟௢௧ e l’angolo di flusso locale ߣ misurato da un apposito trasduttore 
di rotazione della sonda. 
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Figura 1.4. Vista interna dei una sonda 
 
L’algoritmo di elaborazione dei dati aria ha pertanto in ingresso dodici grandezze 
provenienti dalle sonde (quattro angoli di flusso locali ed otto misure di pressione 
locale) ed inoltre deve tener conto degli effetti delle manovre e della 
configurazione del velivolo. 
 
 
Figura 1.5. Dati di ingresso e di uscita della procedura 
 
Le misure rilevate dalle sonde infatti sono legate sia ai parametri di volo, sia alla 
velocità angolare del velivolo ed alla sua geometria (carrelli estesi/retratti, 
posizione dei flap,..), mediante relazioni che, se si trascurano effetti di 
aerodinamica non stazionaria, assumono la seguente espressione: 
 
ߣ௜ ൌ ௜݂൫ߙ, ߚ,ܯஶ, Ω, ܥ݋݂݊݅݃൯ 
௙ܲ௥௢௡௧ ௜ ൌ ௦ܲ௔ ቂ1 ൅
ߛ
2
ܯஶଶ · ܥ௣೑ೝ೚೙೟ ೔൫ߙ, ߚ,ܯஶ, Ω, ܥ݋݂݊݅݃൯ቃ 
௦ܲ௟௢௧ ௜ ൌ ௦ܲ௔ ቂ1 ൅
ߛ
2
ܯஶଶ · ܥ௣ೞ೗೚೟ ೔൫ߙ, ߚ,ܯஶ, Ω, ܥ݋݂݊݅݃൯ቃ 
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Nelle relazioni scritte si è indicato con ܥ௣೑ೝ೚೙೟ ೔  e con ܥ௣ೞ೗೚೟ ೔  i coefficienti di 
pressione in corrispondenza delle prese front e slot della sonda i-esima ( ݅ ൌ
1, 2, 3, 4). 
Le funzioni ௜݂ , ܥ௣೑ೝ೚೙೟ ೔  e ܥ௣ೞ೗೚೟ ೔  sono state determinate utilizzando dati 
provenienti da prove di galleria effettuate in condizioni di moto rettilineo 
stazionario in tutto il campo operativo di angolo di incidenza, angolo di derapata e 
numero di Mach e per le diverse configurazioni del velivolo. Per una descrizione 
più accurata di questa funzioni si rimanda al secondo Capitolo. Gli effetti della 
velocità angolare vengono tenuti in conto nella procedura di elaborazione come 
descritto nel paragrafo 1.2.1.  
Posto di conoscere le funzioni ௜݂, ܥ௣೑ೝ೚೙೟ ೔ e ܥ௣ೞ೗೚೟ ೔ per ciascuna sonda il problema 
si presenta come un sistema in forma implicita di dodici equazioni fortemente 
accoppiate nelle quattro incognite: angolo di incidenza, angolo di derapata, 
pressione statica e numero di Mach. Per ottenere la risoluzione del problema è 
necessario utilizzare quattro delle dodici equazioni: si possono determinare 
diverse quadruple di equazioni che danno luogo ciascuna ad una soluzione. 
Teoricamente tali soluzioni sono coincidenti, in pratica ciascuna sarà affetta da 
errori differenti. Le discrepanze possono essere imputabili a problemi legati alla 
accuracy delle sonde o ad approssimazioni introdotte dall’algoritmo di 
elaborazione. Inoltre, quando alcune sonde presentano condizioni di avaria, si 
possono verificare soluzioni completamente discordi tra loro. All’algoritmo è 
richiesto di fornire al mondo esterno un unico valore per ogni grandezza elaborata 
ed i requisiti di fail safe impongono che la soluzione fornita sia sottoposta a 
controlli che escludono la possibilità che essa sia condizionata da errori introdotti 
da avarie (“soluzione consolidata”). Sulla base di tali considerazioni, 
nell’algoritmo di elaborazione è stata prevista una logica di gestione delle 
ridondanze che permette di ottenere soluzioni consolidate, individuare eventuali 
avarie nel sistema e riconfigurarlo quando queste si manifestano. 
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1.2 Algoritmo di calcolo 
Dalle prove in galleria del vento si conoscono, per ciascuna sonda, le funzioni che 
legano gli angoli di flusso locale e le pressioni front e slot ai parametri di volo in 
condizioni Ω ൌ 0   per ciascuna configurazione del velivolo. Considerando per 
semplicità una particolare configurazione (ad esempio si può ipotizzare di 
prendere a riferimento la configurazione “base” del velivolo per la quale  si ha 
deflessione nulla delle superfici mobili) le relazioni di interesse assumono la 
forma semplificata: 
ߣ௜ ൌ ௜݂ሺߙ, ߚ,ܯஶሻ 
 
௙ܲ௥௢௡௧ ௜ ൌ ௦ܲ௔ ቂ1 ൅
ߛ
2
ܯஶଶ · ܥ௣೑ೝ೚೙೟ ೔ሺߙ, ߚ,ܯஶሻቃ 
 
௦ܲ௟௢௧ ௜ ൌ ௦ܲ௔ ቂ1 ൅
ߛ
2
ܯஶଶ · ܥ௣ೞ೗೚೟ ೔ሺߙ, ߚ,ܯஶሻቃ 
 
Come già osservato, di queste dodici equazioni ne servono solo quattro, quindi 
scegliendo due sonde j e k dalle quali leggere i due valori degli angoli di flusso e 
la sonda h dalla quale si leggono le pressioni front e slot, il sistema da risolvere è: 
 
ە
ۖ
۔
ۖ
ۓ
ߣ௝ ൌ ௝݂ሺߙ, ߚ,ܯஶሻ
ߣ௞ ൌ ௝݂ሺߙ, ߚ,ܯஶሻ
௙ܲ௥௢௡௧ ௛ ൌ ௦ܲ௔ ቂ1 ൅
ఊ
ଶ
ܯஶଶ · ܥ௣೑ೝ೚೙೟ ೔ሺߙ, ߚ,ܯஶሻቃ
௦ܲ௟௢௧ ௛ ൌ ௦ܲ௔ ቂ1 ൅
ఊ
ଶ
ܯஶଶ · ܥ௣ೞ೗೚೟ ೔ሺߙ, ߚ,ܯஶሻቃ
                    (1.1) 
 
La procedura elaborata per la risoluzione del sistema non è di tipo iterativo, ma è 
tale da disaccoppiare le equazioni in due sistemi di altrettante equazioni da 
risolvere in modo diretto. 
Alla base della riformulazione del sistema in due sottosistemi disaccoppiati c’è 
l’osservazione che il numero di Mach di volo ha una dinamica molto più lenta 
rispetto ai tempi di variazione degli angoli aerodinamici e rispetto al tempo di 
esecuzione degli algoritmi di calcolo. Pertanto è possibile “congelare” il Mach al 
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valore assunto allo step precedente: noto il Mach le equazioni sugli angoli 
risultano disaccoppiate da quelle sulle pressioni. 
La procedura consiste nel ricavare per primi i valori degli angoli di incidenza e di 
derapata, e successivamente risolvere le equazioni sulle pressioni determinando la 
pressione statica ambiente e aggiornando il numero di Mach. 
Secondo tale logica i segnali provenienti dalle sonde vengono suddivisi tra le due 
procedure di calcolo. La procedura di calcolo degli angoli ߙ  e ߚ  processa le 
misure angolari di flusso, la procedura di calcolo della pressione ambiente e del 
numero di Mach processa le misure di pressione statiche e dinamiche. 
Relativamente all’algoritmo di calcolo degli angoli ߙ e ߚ, la conoscenza di una 
coppia di funzioni ߣ௝ ൌ ௝݂ሺߙ, ߚ,ܯஶሻ , permette di stabilire la coppia ሺߙ, ߚሻ 
corrispondente: il problema principale è costituito dall’inversione delle funzioni 
௝݂. Dal punto di vista pratico le funzioni ௝݂ sono note sotto forma di look-up-table: 
per i numeri di Mach testati in galleria, ad ogni coppia ሺߙ, ߚሻ è associato un certo 
valore di ߣ௜ . Considerando i domini in cui le ௝݂  sono iniettive, queste possono 
essere invertite, ottenendo i legami del tipo: 
 
ߙ ൌ ݃௝௞ఈ൫ߣ௜, ߣ௝,ܯ∞൯ 
                                                                                                     (1.2) 
ߚ ൌ ݃௝௞ఉ൫ߣ௜, ߣ௝,ܯ∞൯ 
 
Le ݃௝௞  costituiscono le funzioni di taratura dell’algoritmo di elaborazione degli 
angoli: disponendo di sei possibili coppie si hanno in totale 12 look-up-table per 
ogni stazione di Mach di galleria. 
In linea di principio l’algoritmo di elaborazione degli angoli, assunto il numero di 
Mach di volo uguale a quello del passo precedente, ܯ∞തതതത, dovrebbe determinare le 
dodici look-up-table relative al ܯ∞തതതത, mediante interpolazione tra le look-up-table 
relative al Mach di griglia immediatamente precedente, e quelle relative al Mach 
immediatamente successivo. Nella realtà, allo scopo di contenere l’impiego di 
memoria all’interno del FCC, la metodologia utilizzata è quella di procedere ad 
una preventiva interpolazione delle look-up-table mediante polinomi in ߙ e ߚ con 
coefficienti dipendenti dal Mach. Per quanto concerne, invece, il calcolo del 
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numero di Mach e della pressione ambiente, questo è compiuto tramite le ultime 
due equazioni del sistema (1.1) e si basa sulla conoscenza del valore degli angoli 
di assetto e del Mach: non c’è bisogno di invertire le funzioni ܥ௣೑ೝ೚೙೟ ೔ e ܥ௣ೞ೗೚೟ ೔, 
ma la soluzione è ottenibile in forma chiusa. Per ogni sonda tali funzioni sono 
disponibili come look-up-table in funzione di ߙ, ߚ e Mach utilizzati nell’ambito 
delle prove sperimentali in galleria: 
 
               ܥ௣೑ೝ೚೙೟ ೔൫ߙ, ߚ,ܯ෩൯,  ܥ௣ೞ೗೚೟ ೔൫ߙ, ߚ,ܯ෩൯, ሺ݅ ൌ 1,… , 4ሻ                       (1.3) 
 
Le (1.3) costituiscono le funzioni d taratura dell’algoritmo di elaborazione delle 
pressioni che sono in numero di otto per ogni ܯ෩  (due per ogni sonda) e che 
devono essere determinate nella fase di sviluppo dell’algoritmo, memorizzate 
negli FCC e successivamente tarate in fase di prove di volo. 
L’algoritmo di elaborazione, assunto il numero di Mach di volo uguale a quello 
del passo precedente, ܯ∞തതതത, deve determinare le otto look-up-table relative al ܯ∞തതതത, 
mediante interpolazione tra le look-up-table relative al ܯ෩  precedente e quelle 
relative al ܯ෩  successivo. Anche in questo caso, tuttavia, allo scopo di contenere 
l’impiego di memoria negli FCC , si è proceduto ad una preventiva interpolazione 
delle look-up-table, trasformando le (1.3) in polinomi in ߙ e ߚ con coefficienti 
dipendenti dal ܯ෩ . L’interpolazione delle look-up-table si è quindi trasformata in 
un’interpolazione dei ܥ௣ forniti dai polinomi, effettuata allo scopo di determinare 
i valori dei ܥ௣ stessi relativi al ܯ∞തതതത. 
L’algoritmo di elaborazione generale è quindi caratterizzato da due processi di 
computazione sequenziali: il primo processo, dedicato alla determinazione degli 
angoli di incidenza e derapata, utilizzando il valore del numero di Mach 
consolidato relativo al passo precedente procede alla determinazione di sei coppie 
di soluzioni ሺߙ, ߚሻ, mediante le (1.2), e quindi al loro consolidamento in un'unica 
soluzione ሺߙכ, ߚכሻ mediante le tecniche descritte al paragrafo 1.3.1. Il secondo 
processo, dedicato alla determinazione della pressione statica e del Mach, 
utilizzando il valore del numero di Mach consolidato relativo al passo precedente 
ed i valori consolidati ߙכ  e ߚכ  procede alla determinazione di quattro 
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soluzioniሺ ௦ܲ௔,ܯ∞ሻ , mediante le (1.3), e quindi al loro consolidamento in una 
soluzione unica ሺ ௦ܲ௔כ ,ܯ∞כ ሻ, aggiornando così il numero di Mach. 
1.2.1. Effetto della velocità angolare 
L’effetto delle componenti di velocità angolare di beccheggio (Q) e di imbardata 
(R) è la variazione della velocità locale del flusso in maniera uniforme per tutte e 
quattro le sonde, mentre l’effetto della componente di rollio (P) è antisimmetrico 
rispetto al piano di simmetria del velivolo, quindi le sonde installate sulla parte 
sinistra della fusoliera risentono di un velocità indotta opposta rispetto alle sonde 
installate sulla parte destra. 
Il modello sviluppato per tenere conto degli effetti della velocità angolare del 
velivolo, Ω, sui dati misurati dalle sonde si basa sull’ipotesi che le componenti di 
beccheggio e di imbardata della velocità angolare (in assi corpo) non abbiano 
effetti sensibili né sulle pressioni, né sugli angoli di flusso locali. Questa ipotesi, 
soggetta a verifica in fase di volo, comporta il fatto che i parametri di volo 
determinati mediante le procedura descritta nel paragrafo precedente 
ሺߙכ, ߚכ, ௦ܲ௔כ ,ܯ∞כ ሻ non siano influenzate da Q ed R. Allora i suddetti parametri di 
volo devono essere intesi come relativi alla zona della prua nella quale sono state 
installate le sonde e quindi le condizioni relative al baricentro del velivolo saranno 
diverse a causa della distanza tra detta zona ed il baricentro stesso. Una volta 
ottenuti i valori consolidati dei parametri in questione  si procede alla 
determinazione dei rispettivi valori baricentrici sulla base dei valori di Q ed R 
forniti dai sensori inerziali. 
Noti ߙכ, ߚכ, ܯ∞כ  e la temperatura totale esterna si risale al valore della velocità 
rispetto all’aria della zona di prua di installazione delle sonde e alle sue tre 
componenti sugli assi corpo: ௦ܸ ൌ ሺ ௦ܷ, ௦ܸ, ௦ܹሻ. La velocità del baricentro è data 
da: 
௖ܸ௚ ൌ ௦ܸ െ Ω ר ݀ 
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dove ݀ ൌ ሺݔ௦, 0, 0ሻ è la distanza media delle sonde dal baricentro del velivolo 
misurata lungo l’asse corpo x. La conoscenza delle componenti di ௖ܸ௚ permette 
infine la determinazione degli angoli di incidenza e di derapata baricentrici. 
Gli effetti della componente di rollio, per quanto detto sopra, risultano importanti 
soprattutto per la corretta misurazione degli angoli di flusso locale; tuttavia tali 
effetti sono di difficile valutazione in sede di prove di galleria. 
Il modello di correzione utilizzato, e da affinare in fase di prove di volo, prevede 
la seguente correzione degli angoli di flusso: 
tanሺߣ௜
כ െ ߣ௜ሻ ൌ ܥ௜ · ܲ · ටݕ௜
ଶ ൅ ݖ௜
ଶ ൫ ௦ܷ ൅ ܳ௭೔ ൅ ܴ௬೔൯ൗ  
Dove ݕ௜  e ݖ௜  sono le componenti lungo gli assi corpo y e z della distanza della 
sonda i-esima dall’asse corpo x, ܥ௜ è un coefficiente correttivo da determinare e ߣ௜כ 
è il valore corretto dell’angolo di flusso misurato dalla sonda i-esima che è quello 
che viene effettivamente utilizzato in tutte  le elaborazioni successive in luogo di 
ߣ௜ . Per questo motivo il contributo di P va considerato all’inizio dell’analisi 
(poiché cambiano le condizioni reali da quelle di prova in galleria del vento), 
mentre gli effetti di Q ed R possono essere considerati anche a valle della 
procedura. 
 
Figura 1.6. Schema di funzionamento ella procedura dei dati aria 
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1.3. Gestione delle ridondanze 
 
Come già anticipato precedentemente la procedura di elaborazione dei dati aria 
oltre alla fase computazionale deve anche curare gli aspetti legati alla gestione 
delle ridondanze del sistema.  
Nella procedura devono essere presenti funzionalità dedicate al monitoraggio, alla 
diagnostica ed alla riconfigurazione del sistema. L’algoritmo è in grado di 
effettuare diverse stime delle grandezze derivate, solo teoricamente identiche tra 
loro, ma in realtà diverse a causa degli errori introdotti dall’algoritmo stesso e 
dalle misure delle sonde. La presenza di più stime pone due problematiche. Da 
una parte la procedura deve fornire al mondo esterno (leggi di controllo, sistemi 
avionici,…) un unico valore per ogni parametro derivato e quindi necessita di 
algoritmi capaci di generare tali valori a partire dalle diverse stime disponibili 
(algoritmi di voting). D’altra parte, affinché questi algoritmi di voting siano 
efficaci e non commettano errori rilevanti, devono operare solo sui valori 
provenienti dalle sonde che non presentano condizioni di avaria (failure). La 
procedura deve quindi continuamente monitorare il sistema rilevando eventuali 
discrepanze tra le varie stime in modo da individuare l’avaria di una sonda per poi 
escluderla dal processo di calcolo. Quest’aspetto richiede la presenza di ulteriori 
algoritmi denominati “algoritmi di monitoring”. 
La separazione del problema della ricostruzione degli angoli da quello della 
ricostruzione delle pressioni ha dato luogo a due fasi di monitoring ed altrettante 
fasi di voting. Una fase di monitoring e voting relativa al calcolo degli angoli di 
incidenza e di derapata  ed un’altra relativa alla ricostruzione della pressione 
statica e del numero di Mach. Nel paragrafo successivo verrà descritto sia 
l’algoritmo di monitoring sia quello di voting esclusivamente per la procedura di 
valutazione degli angoli poiché nel seguito della presente tesi si farà riferimento 
alla sola metodologa di ricostruzione di ߙ  e ߚ . Infatti, come sarà chiaro nel 
seguito, le diverse metodologie di elaborazione “alternative” sviluppate 
garantiscono comunque in uscita sei coppie di valori ሺߙ , ߚሻ  e, per il 
consolidamento di tali valori, possono essere applicate logiche di monitoring e di 
voting “classiche”. 
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Le avarie alle quali il sistema può essere soggetto sono classificabili in due tipi 
secondo l’effetto scatenante: avarie che producono la perdita di misure angolari 
fornite dalle sonde e quelle che comportano una diminuzione delle informazioni 
relative alle misure di pressione. Non è da escludere tuttavia il verificarsi di avarie 
che hanno come effetto la perdita contemporanea di informazioni relative ad 
entrambi i tipi di misura. 
Quando si verifica che uno dei due processi di calcolo non può essere utilizzato a 
causa della presenza di avarie, anche l’altro inevitabilmente ne risente: pur 
essendo i due processi separati, l’uno necessita dell’altro. Il calcolo degli angoli 
ha tra gli input il numero di Mach calcolato al precedente passo di esecuzione, 
mentre quello relativo alle pressioni ha come ingressi i valori di ߙ e ߚ. Tuttavia 
nel caso in cui la ricostruzione degli angoli non possa avvenire, si può effettuare 
una stima di ߙ e ߚ mediante le misure fornite dai sensori inerziali e far comunque 
funzionare il calcolo delle pressioni. 
Quindi alcuni processi computazionali dell’intera procedura non sono operativi 
nel momento in cui uno stabilito numero di avarie è avvenuto. Di conseguenza la 
procedura computazionale ha diversi modi operativi, ciascuno dei quali è 
caratterizzato da differenti capacità: 
• Normal Mode: la procedura garantisce tutti i parametri di volo consolidati 
• Angle Failure Mode: si attiva nel momento in cui viene riscontrata la 
seconda avaria angolare; vengono garantiti solamente ௦ܲ௔ e ܯ∞  
• By-Pass Mode: si attiva quando il sistema presenta tre avarie di pressione  
oppure la velocità del velivolo scende sotto 50 kts. Durante la condizione 
di Low-Speed, la velocità del velivolo è inferiore al valore minimo 
richiesto per l’allineamento della sonda rispetto al flusso locale, così che le 
misurazioni rilevate dalla sonda stessa non sono ritenute affidabili. 
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Figura 1.7. Modi operativi 
 
1.3.1 Algoritmi di monitoring e di voting per gli angoli 
 
La procedura di calcolo determina sei valori dell’angolo di incidenza e altrettanti 
valori dell’angolo di derapata, ciascuno relativo ad una coppia di segnali ൫ߣ௜, ߣ௝൯ 
letti da due delle quattro sonde. La procedura compie due algoritmi di monitoring 
in parallelo, fra loro formalmente simili, di cui uno è dedicato al controllo su ߙ e 
uno su ߚ. Nel caso in cui non sia stata rintracciata alcuna avaria angolare nei passi 
precedenti, la procedura forma quattro gruppi, ciascuno dei quali formato da tre 
coppie di valori ሺߙ, ߚሻ . Il numero di identificazione del generico gruppo si 
riferisce al numero della sonda che non è stata utilizzata nella stima delle tre 
coppie ሺߙ, ߚሻ presenti nel gruppo in questione. I gruppi identificati sono descritti 
in Tabella 1.1. 
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ID 
Gruppo 
Stime dell’angolo di 
incidenza 
Stime dell’angolo di 
derapata 
Coppie di angoli di flusso 
locale 
1 ߙଶଷ, ߙଶସ, ߙଷସ  ߚଶଷ, ߚଶସ, ߚଷସ  ሺߣଶ, ߣଷሻ ሺߣଶ, ߣସሻ ሺߣଷ, ߣସሻ 
2 ߙଵଷ, ߙଵସ, ߙଷସ  ߚଵଷ, ߚଵସ, ߚଷସ ሺߣଵ, ߣଷሻ ሺߣଵ, ߣସሻ ሺߣଷ, ߣସሻ 
3 ߙଵଶ, ߙଵସ, ߙଶସ ߚଵଶ, ߚଵସ, ߚଶସ ሺߣଵ, ߣଶሻ ሺߣଵ, ߣସሻ ሺߣଶ, ߣସሻ 
4 ߙଵଶ, ߙଵଷ, ߙଶଷ ߚଵଶ, ߚଵଷ, ߚଶଷ ሺߣଵ, ߣଶሻ ሺߣଵ, ߣଷሻ ሺߣଶ, ߣଷሻ 
Tabella 1.1. Gruppi e angoli di flusso locale associati 
 
Durante il ciclo corrente, la procedura dell’algoritmo ordina i tre valori di ciascun 
gruppo in  modo decrescente e verifica che le differenze tra i due estremi ed il 
valore centrale sia al di sotto di una soglia prestabilita. L’attraversamento del 
valore di soglia stabilisce l’occorrenza di un’avaria angolare. Quando una sonda è 
in avaria l’attraversamento della soglia deve avvenire in tutti i gruppi tranne che in 
quello identificato con lo stesso numero della sonda in avaria stessa. La sonda in 
avaria può quindi essere individuata. 
Una volta che è stata individuata la prima avaria e quindi esclusa la sonda in 
failure la procedura ha a disposizione tre coppie di sonde ed è quindi in grado di 
determinare tre valori di ߙ e tre di ߚ (e non più sei). L’algoritmo di monitoring 
ordina questi tre valori e verifica che le differenze tra i due estremi ed il valore 
intermedio siano minori del valore di soglia. L’attraversamento del valore di 
soglia sottolinea l’occorrenza della seconda avaria, ma in questo caso non è 
possibile stabilire quale sonda sia in failure. 
Gli algoritmi di voting cambiano in dipendenza dei risultati dell’algoritmo di 
monitoring. Se il monitoraggio non riscontra alcuna avaria i sei valori delle sonde 
vengono ordinati in modo crescente e il valore consolidato è dato dalla media dei 
due valori centrali: 
ߙ௩ ൌ
ߙூூூ ൅ ߙூ௏
2
 
ߚ௩ ൌ
ߚூூூ ൅ ߚூ௏
2
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Se i due processi paralleli di monitoring su ߙ e su ߚ rilevano in accordo la stessa 
sonda in avaria la procedura ordina i tre valori dati dalle rimanenti coppie e 
fornisce come valore consolidato il valore centrale. Allo stesso modo viene 
calcolato il valore finale nel caso in cui una sonda venga dichiarata in failure 
secondo uno solo dei due processi di monitoring: infatti in questa condizione, per 
una maggiore sicurezza, si considera la sonda in avaria e si procede come 
descritto poco prima. Infine se le avarie sono in numero maggiore di uno, vista 
l’impossibilità di capire quale sonda è in failure si considerano i parametri 
consolidati pari ai valori determinati al precedente passo di esecuzione. 
Nel seguito, lo studio e la valutazione della precisione delle diverse metodologie 
di elaborazione per il calcolo degli angoli vengono affrontati con l’ipotesi di 
assenza di avarie. In questo modo le eventuali anomalie riscontrate nella 
valutazione delle sei stime non vengono “filtrate” dall’algoritmo di monitorig 
poiché infatti sono imputabili solo alla metodologia esaminata e non sono causate 
da condizioni di failure”.  
Negli schemi che seguiranno nei capitoli dedicati alla descrizione delle diverse 
procedure è stato indicato con un blocco denominato “voting” il consolidamento 
delle sei coppie secondo la logica appena descritta, ma non ci sarà nessun blocco 
dedicato al monitorig per i motivi sopra esposti. 
Una volta accertata la validità dei nuovi modelli è tuttavia possibile verificare il 
loro funzionamento anche in un’ottica più generale che includa la probabile 
presenza di avarie. 
1.4. Approssimazione delle funzioni di taratura 
 
Il metodo di elaborazione esposto si basa essenzialmente sulla conoscenza delle funzioni 
di taratura. È evidente che si tratta di una mole considerevole di dati e la loro 
memorizzazione  negli FCC non deve essere sottovalutata. Dette funzioni sono infatti 
costituite da 20 look-up-table bidimensionali per ciascuno dei numeri di Mach 
considerati e per ciascuna delle configurazioni considerate: sei ݃௝௞ఈ , sei ݃௝௞ఉ , 
quattro ܥ௣೑ೝ೚೙೟ ೔ e quattro  ܥ௣ೞ೗೚೟ ೔. Riferendosi ad un inviluppo di ߙ e ߚ tipico di un 
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velivolo della classe considerata, ogni look-up-table è caratterizzata da circa 10ଷ 
elementi: si hanno in totale 20 · 10ଷ dati per ogni Mach. Come già anticipato, al 
fine di ridurre lo spazio in memoria, la metodologia utilizzata è quella di eliminare 
le look-up-table e sostituirle con funzioni approssimanti determinate con la 
tecnica dei minimi quadrati. L’analisi dei dati disponibili ha evidenziato come, nel 
caso in esame, funzioni del tipo polinomiale rappresentino una scelta adeguata e 
come polinomi di grado tre siano generalmente sufficienti a rappresentare la fisica 
del problema. 
 
ߙ ൌ ݃௝௞ఈ൫ߣ௝, ߣ௞൯ ൌ ܽ଴ ൅ ܽଵߣ௝ ൅ ܽଶߣ௞ ൅ ܽଷߣ௝
ଶ ൅ ܽସߣ௝ߣ௞ ൅ ܽହߣ௞
ଶ ൅ ܽ଺ߣ௝
ଷ ൅
ܽ଻ߣ௝
ଶߣ௞ ൅ ଼ܽߣ௝ߣ௞
ଶ ൅ ܽଽߣ௞
ଷ   
 
ߚ ൌ ݃௝௞ఉ൫ߣ௝, ߣ௞൯ ൌ ܾ଴ ൅ ܾଵߣ௝ ൅ ܾଶߣ௞ ൅ ܾଷߣ௝
ଶ ൅ ܾସߣ௝ߣ௞ ൅ ܾହߣ௞
ଶ ൅ ܾ଺ߣ௝
ଷ ൅
ܾ଻ߣ௝
ଶߣ௞ ൅ ଼ܾߣ௝ߣ௞
ଶ ൅ ܾଽߣ௞
ଷ   
 
ܥ௣೑ೝ೚೙೟ ೔൫ߙ௝, ߚ௞൯ ൌ ܿ଴ ൅ ܿଵߙ ൅ ܿଶߚ ൅ ܿଷߙ
ଶ ൅ ܿସߙߚ ൅ ܿହߚଶ ൅ ܿ଺ߙଷ ൅ ܿ଻ߙଶߚ ൅
଼ܿߙߚଶ ൅ ܿଽߚଷ  
 
ܥ௣ೞ೗೚೟ ೔൫ߙ௝, ߚ௞൯ ൌ ݀଴ ൅ ݀ଵߙ ൅ ݀ଶߚ ൅ ݀ଷߙ
ଶ ൅ ݀ସߙߚ ൅ ݀ହߚଶ ൅ ݀଺ߙଷ ൅ ݀଻ߙଶߚ ൅
଼݀ߙߚଶ ൅ ݀ଽߚଷ  (1.4) 
 
In alcuni casi può essere necessario ricorrere a polinomi di grado quattro, 
caratterizzati da 15 coefficienti in luogo di 10, mentre è stato verificato che 
polinomi di grado maggiore non migliorano la precisione di rappresentazione dei 
dati. In questo modo le funzioni di taratura possono essere  memorizzate mediante 
20 · 10 coefficienti per ogni Mach e configurazione, riducendo l’occupazione di 
memoria di due ordini di grandezza. 
Tuttavia in fase di prove di volo le funzioni di taratura sono state revisionate e 
tarate per poter perfezionare il modello e contenere gli errori. Questa revisione ha 
messo in luce alcune discrepanze tra i risultati delle prove in galleria e le prove di 
volo soprattutto in alcune zone dell’inviluppo. In tali zone il polinomio di terzo 
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grado determinato come prima descritto non è sufficiente a descrivere la fisica del  
problema. Tuttavia aumentando i gradi di libertà si va incontro alla difficoltà 
crescente di vincolare il polinomio ai dati sperimentali; si è quindi preferito 
utilizzare in questi particolari intervalli del dominio due polinomi opportunamente 
raccordati. Ciò comporta che la stima del numero dei coefficienti necessari per la 
memorizzazione delle funzioni di taratura debba essere corretta moltiplicandola 
per un fattore 2. Questo aumento ha spinto a riconsiderare l’opportunità di 
utilizzare le funzioni di taratura sotto forma di tabelle.  
Limitando lo studio solo alle funzioni di taratura degli angoli, nei successivi 
capitoli verranno descritte le metodologie utilizzate per la determinazione, a 
partire dai dati delle look-up table, di opportune tabelle e la loro applicazione in 
approcci all’elaborazione alternativi a quello appena descritto. 
 
 
Capitolo 2. Il Database 
2.1 Descrizione del database. 
 
In questo paragrafo si illustra la metodologia utilizzata per la caratterizzazione del 
campo aerodinamico intorno al velivolo, ovvero per la determinazioni delle 
funzioni ௜݂, ܥ௣೑ೝ೚೙೟ ೔ e ܥ௣ೞ೗೚೟ ೔ introdotte al Capitolo 1. 
Gli approcci disponibili per stabilire tali correlazioni sono essenzialmente tre: 
impiego di codici numerici, prove in galleria del vento e prove di volo. I primi due 
sono quelli che possono essere utilizzati nella fase preliminare di progettazione 
degli algoritmi, mentre il database proveniente dalle prove di volo viene utilizzato 
in fase di revisione critica e calibrazione dell’algoritmo stesso. 
Le prove in galleria sono effettuate su un modello in scala del velivolo in 
condizioni di moto rettilineo stazionario per le diverse configurazioni del velivolo 
e in tutto il campo operativo di angolo di incidenza, angolo di derapata e numero 
di Mach. 
Tali prove permettono di prevedere l’effetto della deflessione delle superfici 
aerodinamiche, dell’estrazione del carrello o di altri fenomeni di interferenza 
aerodinamica sulla misura delle sonde. Tuttavia esistono molti effetti di 
interferenza che sono troppo difficili da riprodurre in galleria ed è dunque 
impossibile prescindere dalla fase di calibrazione in volo, peraltro delicata e 
complessa, da effettuarsi in diversi punti dell’inviluppo. Inoltre la realizzazione 
delle prove in condizioni stazionarie, implica di aver trascurato gli effetti di 
aerodinamica non stazionaria, e questo richiede un’analisi successiva sui dati di 
volo per valutare la presenza ed eventualmente l’entità di tali contributi. 
2.1.1 Determinazione del database con prove in galleria del vento 
 
Le prove in galleria del vento sono state effettuate a stazioni fissate di Mach per 
valori di ߙ e ߚ variabili all’interno dell’inviluppo di validità del modello (Tabella 
2.1) con passi di 0.5 ݀݁݃ e 5 ݀݁݃ rispettivamente. 
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La stazioni di Mach sopra citate sono 14 e ricoprono sia l’alta che la bassa 
velocità, in particolare i valori assunti sono: 0, 0.2, 0.4, 0.6, 0.7, 0.8, 0.825, 0.85, 
0.875, 0.9, 0.92, 0.95, 1.04 e 1.2. Quest’ultimo valore non è stato considerato 
nelle analisi svolte in questa tesi. 
Le funzioni ௜݂ che legano il valore dell’angolo di flusso locale ai parametri di volo 
sono state determinate mediante misure dirette degli angoli di flusso locali in 
corrispondenza dei punti di installazione delle sonde.  
L’espressione generale delle ௜݂  per la sonda i-esima si presenta come indicato 
nella relazione (2.1) 
ߣ௜ ൌ ߣ௜ ௕௔௦ሺߙ, ߚ,ܯሻ · ݇1ݏ݄݌ሺ݂݈ܽ݌ሻ ൅ ߣ௜ ௕௔௦௙௟ሺߙ, ߚ, ݂݈ܽ݌, ݍݑ݋ݐ݈ܽ݃ሻ · ݇2ݏ݄݌ሺ݂݈ܽ݌ሻ ൅
Δߣ௜ ௟௚ሺߙ, ߚ, lg ݌݋ݏሻ ൅ ܽ݊ݐ݁݊݊ܽ · Δߣ௜ ௔௡௧௘௡௡௔ሺߙ, ߚ, ݍݑ݋ݐ݈ܽ݃, lg ݌݋ݏ ,ܯሻ  (2.1) 
Dove : 
• ߣ௜ ௕௔௦ è il valore dell’angolo del flusso locale misurato dalla sonda i-esima 
in configurazione base del velivolo 
• ݇1ݏ݄݌ e · ݇2ݏ݄݌ sono funzioni di forma che dipendono dalla posizione 
dei flap (in configurazione base ݇1ݏ݄݌ è pari ad 1 e ݇2ݏ݄݌ è nulla) 
• ߣ௜ ௕௔௦௙௟  è il valore dell’angolo del flusso locale misurato dalla sonda i-
esima in condizioni di flap non retratti. 
• Δߣ௜ ௟௚ è la correzione da aggiungere dovuta all’estrazione del carrello. 
• Δߣ௜ ௔௡௧௘௡௡௔ è il contributo dell’antenna. 
Per quanto riguarda le funzioni ܥ௣೑ೝ೚೙೟ ೔ e ܥ௣ೞ೗೚೟ ೔si è trovata difficoltà nell’eseguire 
le prove con un modello in scala del velivolo comprensivo di un modello in scala 
delle sonde: per questo motivo è stato necessario prima determinare le 
caratteristiche del flusso in corrispondenza dei punti di installazione delle sonde in 
termini di pressione e Mach locali con prove in galleria del velivolo in scala, e 
successivamente affrontare prove della sonda isolata investita da un flusso avente 
le caratteristiche prima determinate.  
Questo approccio, schematizzato in Figura 2.1, trascura gli effetti di interferenza.  
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Figura 2.1. Curve di tarature dalle sonde 
Come già dichiarato la presente tesi affronta le problematiche relative alla 
determinazione dei soli angoli di incidenza e derapata per la configurazione base 
del velivolo, per questo motivo si riporta in Tabella2.1 solo l’inviluppo di validità 
del modello in condizioni di deflessione nulla delle superfici mobili. Le funzioni 
di interesse assumono quindi l’espressione: 
                                                 ߣ௜ ൌ ߣ௜ ௕௔௦ሺߙ, ߚ,ܯሻ     (2.2) 
Queste sono note sotto forma di matrici a tre dimensioni per ogni sonda considerata. 
Fissato un Mach la matrice corrispondente riporta i valori di ߣ௜: lungo le righe si registra 
l’effetto della variazione da un valore all’altro di ߙ; lungo le colonne, di ߚ. 
 
 
 
 
 
 
 
ߣଵଵ …… …. … . ߣଵ௡
…  ……  ….   …… 
ߣ௠ଵ …… …. … . ߣ௠௡ 
ߣଵଵ …… …. … . ߣଵ௡
…  ……  ….   …… 
ߣ௠ଵ …… …. … . ߣ௠௡ 
ߣଵଵ …… …. … . ߣଵ௡
…  ……  ….   …… 
ߣ௠ଵ …… …. … . ߣ௠௡ 
ߣଵଵ …… . … . ߣଵ௡ 
…  …   ….   …… 
ߣ௠ଵ …… …. … . ߣ௠௡ 
Mach
ߚ 
ߙ
Figura 2.2 Schema della struttura del database per l’angolo di flusso locale 
misurato dalla generica sonda. 
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INPUT PERMITTED RANGE 
A
oA
 
TEF =0 deg; LEF ≤0 deg  gear  up 
Mach≤ 0.4 
 
-15 deg to 45 deg for |≤ 13 
-6 deg to 30 deg for |> 13 
0.4<Mach< 0.92 
 
-15 deg to 37 deg 
 
0.92≤Mach≤ 0.95 
 
-15 deg to 32 deg 
 
1.04 < Mach ≤ 1.2 
 
-5 deg to 5 deg 
 
A
oS
 
Mach ≤ 0.4; AoA≤30 deg 
 
-25 deg to +25 deg 
 
Mach ≤ 0.4; AoA>30 deg 
 
-13 deg to +13 deg 
 
0.4 < Mach ≤ 1.04 
 
-15 deg to +15 deg 
 
1.04 < Mach ≤ 1.2 
 
-5 deg to 5 deg 
 
Tabella2. 1. Inviluppo di validità del modello. 
 
2.1.2 Correzione del database con le prove di volo. 
 
In seguito alle prove di volo il database è stato corretto per poter tener in conto di 
tutti quegli effetti che in galleria del vento non è stato possibile considerare. 
Queste correzioni sono di fatto dei valori da aggiungere alle grandezze 
determinate con le prove in galleria, quindi è possibile ricavare il valore 
dell’angolo di flusso locale (e in modo formalmente analogo anche tutte le altre 
grandezze rilevate dalle sonde) mediante la (2.3). 
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                                           ߣ௜ ௘௙௙ ൌ   ߣ௜ ௚௔௟௟ ൅ Δߣ௜ ௖௢௥ (2.3) 
Dove si è indicato con ߣ௜ ௚௔௟௟ il valore dell’angolo di flusso locale misurato dalla 
sonda i-esima determinato con la (2.1), mentre è possibile determinare la 
correzione Δߣ௜ ௖௢௥ attraverso le relazione (2.4) 
 
Δߣ௜ ௖௢௥ ൌ
ൣΔߣ௜ ௟௚௖௢௥ሺߙ, ߚ,ܯ, ݂݈ܽ݌ሻ · ݐ_݇ݏ݄݌ሺ݈݃݌݋ݏሻ ൅ Δߣ௜ ௕௔௦௖௢௥ሺߙ, ߚ,ܯ, ݂݈ܽ݌ሻ൧ ·
݀_݇ݏ݄݌1ሺߙሻ · ݀_݇ݏ݄݌2ሺߚሻ · ݀_݇ݏ݄݌3ሺܯ, ݂݈ܽ݌, ݈݃݌݋ݏሻ  (2.4) 
 
Il primo termine tiene conto dell’effetto dovuto alla posizione del carrello e 
ݐ_݇ݏ݄݌  è un’opportuna funzione di forma, così come le 
݀_݇ݏ݄݌1, ݀_݇ݏ݄݌2, ݀_݇ݏ݄݌3  tengono conto dell’assetto e della configurazione 
del velivolo. 
Nelle ipotesi sotto le quali si sviluppa questa tesi le correzioni da apportare sono 
esprimibili con: 
Δߣ௜ ௖௢௥ ൌ Δߣ௜ ௕௔௦௖௢௥ሺߙ, ߚ,ܯሻ 
Quindi le modifiche dovute alle prove di volo sono in pratica delle tabelle 
aggiuntive aventi una struttura simile a quella schematizzata in Figura 2.1 e che 
devono essere prese in considerazione insieme al database determinato con le 
prove in galleria. 
Come già dichiarato, questa tesi ha come primo scopo lo studio di nuove 
metodologie per l’elaborazione dei dati aria basate sull’impiego delle look-up-
table provenienti dalle prove in galleria del vento e dalle prove di volo. L’altro 
obbiettivo è quello di sviluppare un algoritmo di compressione dei dati per la 
limitazione dell’occupazione di memoria nei computer di bordo. 
Come sarà chiaro in seguito, la generalità degli elementi a disposizione (non si 
hanno dati disposti su griglie regolari) ha di fatto reso l’algoritmo sviluppato 
prescisso dal tipo di database su cui viene applicato. 
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Senza perdere in generalità, quindi, nella prima parte del presente lavoro il 
database preso in considerazione si riferisce a quello determinato con le prove in 
galleria. 
Tuttavia le prove di volo hanno portato di fatto ad un aumento dell’occupazione 
dello spazio in memoria causato dall’incremento del numero dei polinomi 
utilizzati per l’approssimazione delle funzioni di taratura. Per questo motivo, una 
volta determinato e validato un algoritmo di compressione, la sua applicazione si 
baserà sui dati del database corretto con le prove di volo per stabilire in questa 
sede la sua effettiva utilità. 
2.2 Inversione del database. 
 
Al Capitolo 1 è stata spiegata la metodologia di elaborazione dei dati aria ed in 
particolare è stato osservato che per la ricostruzione degli angoli di incidenza e 
derapata sia necessario invertire le funzioni ௜݂ . Le funzioni ݃௜௝  che si ricavano 
consentono di determinare in maniera diretta il valore di ߙ e ߚ e sono applicate 
sotto forma di polinomi (1.4). L’intento è di sviluppare una metodologia 
alternativa all’uso dei polinomi. L’idea è quella di ricostruire il valore di ߙ e ߚ per 
mezzo di una interpolazione che si appoggi ai valori puntuali delle ݃௜௝: in questo 
caso le funzioni di taratura vengono applicate sotto forma di look-up-table. 
A partire dalla conoscenza del database sperimentale si procede alla ricerca del 
domino all’interno del quale le ௜݂  siano iniettive in modo che sia possibile 
manipolare le look-up-table per determinare le tabelle inverse per ogni coppia di 
sonde. 
Noti i valori di ߙ, ߚ ed il numero di Mach le look-up-table forniscono il valore 
degli angoli di flusso locale. Lo scopo è quello di determinare una tabella che 
contenga tutte e sole le informazioni delle look-up-table di partenza e nella quale 
sia possibile risalire ad ߙ e ߚ noti i valori delle sonde. Ciò è possibile se ad una 
coppia (ߣపഥ ,ߣఫഥ ) è associata una sola coppia (ߙത ,ߚҧ ): si deve quindi dimostrare 
l’invertibilità delle funzioni ௜݂  sotto forma di tabelle, ovvero note in modo 
puntuale.  
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Nel caso di funzioni ௜݂ continue lo studio della invertibilità è legato allo studio 
delle intersezioni sul piano ߙ-ߚ delle curve rispettivamente a ߣపഥ  ed a ߣఫഥ  costanti 
per ricercare quegli intervalli in cui tali intersezioni siano uniche e determinabili 
senza margini di incertezza. 
Nel caso di valori puntuali si devono ricercare tutte le coppie (ߣపഥ ,ߣఫഥ ) determinate 
da due – o più – coppie ሺߙ, ߚሻ. Supponiamo ad esempio che si abbia la stessa 
coppia (ߣଵതതത,ߣଶതതത) in due diverse condizioni di incidenza e derapata. In questo caso 
all’interno della tabella dei ߣଵ sarebbe possibile trovare lo stesso valore ߣଵതതത due 
volte in posizioni diverse relative a ciascuna coppia ሺߙ, ߚሻ ; ed anche ߣଶതതത 
occuperebbe, nella tabella dei ߣଶ, queste due stesse posizioni. Per verificare se le 
look-up-table sono invertibili si deve allora ricercare dove compare due o più 
volte uno stesso valore ߣଵതതത nella tabella dei ߣଵ, vedere dove compare due o più 
volte uno stesso valore ߣଶതതത nella tabella dei ߣଶ  e verificare che i valori che si 
ripetono non occupino le stesse posizioni nelle rispettive tabelle; questo per tutte 
le coppie di sonde. Allo scopo di non perdere nessuna informazione del database 
di partenza, si decide di ricercare all’interno delle look-up-table di ciascun ߣ௜  i 
valori uguali in senso stretto, sebbene sarebbe ingegneristicamente più corretta la 
ricerca di quei valori che differiscono per un determinato margine. 
 
 
 
 
 
 
 
 
 
 
Figura 2.3. Condizione di non invertibilità 
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Lo studio ha confermato che le tabelle riguardanti gli angoli sono invertibili 
all’interno di tutto il dominio di validità del modello.  
All’interno delle look-up-table si considerano quindi solo quei valori che 
appartengono al campo di validità del modello: poiché i range di ߙ  e ߚ 
ammissibili dipendono dal numero di Mach, si considerano dei sottoinsiemi delle 
look-up-table le cui dimensioni dipendono dal Mach. In particolare si possono 
individuare quattro sottoinsiemi: 
In
si
em
e 
Valori del Mach Intervallo di ߙ Intervallo di ߚ 
Dimensione 
della 
matrice 
1 ܯ ൑ 0.4 
െ15 ൑ ߙ ൑ 45 ݏ݁ െ 13 ൑ ߚ ൑ 13 
െ6 ൑ ߙ ൑ 30 ݏ݁ ሺߚ ൏ െ13ሻ ׫ ሺߚ ൐ 13ሻ  
121x11x3 
2 0.4 ൏ ܯ ൏ 0.92 െ15 ൑ ߙ ൑ 37 െ15 ൑ ߚ ൑ 15 105x7x7 
3 0.92 ൑ ܯ ൑ 0.95 െ15 ൑ ߙ ൑ 32 െ15 ൑ ߚ ൑ 15 95x7x2 
4 0.95 ൏ ܯ ൑ 1.04 െ15 ൑ ߙ ൑ 12 െ15 ൑ ߚ ൑ 15 55x7x1 
Tabella 2.2. Sottoinsiemi delle look-up-table dipendenti dal Mach 
 
Per la bassa velocità (ܯ ൑ 0.4) il dominio di ߙ e ߚ è illustrato in Figura 2.4. 
 
 
Figura 2. 4 Dominio di ߙ e ߚ per ܯ ൑ 0.4 
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Queste tabelle di partenza vengono elaborate ottenendo, per ciascun Mach 
utilizzato nelle prove di galleria, quattro matrici, ciascuna relativa ad una sonda, 
aventi sei colonne: nella matrice relativa alla sonda i-esima si leggono sulla prima 
colonna in ordine crescente i valori sperimentali rilevati dalla sonda in questione, 
valori determinati in condizioni di incidenza e derapata riportate sulle ultime due 
colonne; i dati delle altre tre sonde, per gli stessi ߙ e ߚ, si possono leggere a 
partire dalla seconda colonna (iniziando con la sonda che fra le tre è identificata 
con il numero minore e proseguendo in ordine crescente). Queste sono le tabelle 
inverse delle ௜݂.  
 
 
 
 
 
 
 
 
 
 
 
 
Nella matrice relativa alla prima sonda per un fissato valore del Mach le prime 
due colonne individuano sul piano ߣଵ - ߣଶ  una nuvola di punti sperimentali 
ciascuno dei quali è legato ad un solo valore di ߙ (quello nella quinta colonna) ed 
ad un solo valore di ߚ (quello nella sesta colonna). Le Figure 2.6, 2.7 e 2.8 sono 
un esempio di queste nuvole di punti nel caso di Mach pari a 0.6.  
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Figura 2. 5. Schema delle look-up-table invertite, esempio della tabella riferita 
alla sonda 1 
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Figura 2. 6. .Punti sul pianoߣଵ-ߣଶ nel caso di M=0.6. 
 
 
 
Figura 2.7. Punti nello spazio ߣଵ-ߣଶ-ߙ nel caso di M=0.6. 
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Figura 2.8. Punti nello spazio ߣଵ-ߣଶ-ߙ nel caso di M=0.6. 
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3.1. Descrizione della metodologia di interpolazione. 
Nel capitolo precedente è stato anticipato che, in alternativa all’uso di polinomi 
per le funzioni di taratura, si sarebbe studiata una diversa tecnica di elaborazione 
degli angoli di incidenza e derapata basata sull’interpolazione dei dati 
sperimentali. A tal proposito è stato necessario invertire le look-up-table a 
disposizione nei rispettivi domini di invertibilità. Si sono così ottenute, per 
ciascun Mach utilizzato nelle prove di galleria, quattro matrici, ciascuna relativa 
ad una sonda, aventi sei colonne: nella matrice relativa alla sonda i-esima si 
leggono sulla prima colonna in ordine crescente i valori sperimentali rilevati dalla 
sonda in questione, valori determinati in condizioni di incidenza e derapata 
riportate sulle ultime due colonne; i dati delle altre tre sonde, per gli stessi ߙ e ߚ, 
si possono leggere a partire dalla seconda colonna (iniziando con la sonda che fra 
le tre è identificata con il numero minore e proseguendo in ordine crescente). 
Queste sono le tabelle inverse delle ௜݂  che vengono utilizzate nel modello di 
elaborazione degli angoli descritto in questo capitolo. 
Ad esempio, nella matrice relativa alla prima sonda per un fissato valore del Mach 
le prime due colonne individuano sul piano ߣଵ-ߣଶ una nuvola di punti sperimentali 
ciascuno dei quali è legato ad un solo valore di ߙ (quello nella quinta colonna) ed 
ad un solo valore di ߚ (quello nella sesta colonna). Figure 2.5, 2.6 e 2.7. 
I punti di questa nuvola costituiscono i nodi della interpolazione necessaria per la 
stima di ߙ  e ߚ . In particolare, data un coppia (ߣଵതതത,ߣଶതതത) si devono prendere tre 
opportuni punti di nodo: questi individuano nello spazio ߣଵ-ߣଶ-ߙ un piano. Su tale 
piano il valore di ߙ relativo al punto (ߣଵതതത,ߣଶതതത) è il valore dell’angolo di incidenza 
ricercato (nella ipotesi di variazione lineare di ߙ fra i valori assunti nei punti di 
nodo). In modo analogo si procede per la stima di ߚ. I tre nodi possono essere 
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scelti con diversi criteri che dipendono spesso dalla distribuzione dei punti 
sperimentali sul piano. Ad esempio, dovendo interpolare il generico punto ሺݔ, ݕሻ, 
si potrebbero considerare i due nodi aventi il valore dell’ordinata immediatamente 
superiore e immediatamente inferiore ad ݕ ; come terzo nodo si potrebbe 
considerare il punto sperimentale con l’ascissa più vicina ad ݔ in valore assoluto 
(escludendo i due punti già considerati). Questa tecnica funziona molto bene su 
punti disposti su griglie perpendicolari, mentre in casi generici può portare ad 
errori elevati. I punti che rappresentano i valori letti dalle sonde non godono di 
questa proprietà: non giacciono su rette perpendicolari. D’altra parte la nuvola di 
punti in questione non è neppure di densità uniforme: si tratta di punti molto densi 
disposti su linee rade come si osserva dalla Figura 2.5. Quindi il metodo da 
utilizzare nella determinazione dei triangoli deve essere applicabile ad una 
qualsiasi distribuzione: la triangolazione adottata sfrutta la tecnica di Delaunay (si 
veda l’Appendice).  
Sul piano ߣଵ-ߣଶviene costruita una griglia triangolare e quindi nello spazio si 
delinea una superficie discontinua costituita da facce triangolari piane (una nello 
spazio di ߙ e una in quello di ߚ). La Figura 3.1 mostra la suddivisione del piano in 
triangoli prendendo come esempio i punti sperimentali ሺߣଵ, ߣଶሻ per M=0.6. Per 
questi punti si mostrano anche le superfici determinate nello spazio ߣଵ-ߣଶ-ߙ  e 
nello spazio ߣଵ-ߣଶ-ߚ  rispettivamente in Figura 3.2 e 3.3.  
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(a) 
 
 
(b) 
Figura 3. 1. a) Triangolazione di Delaunay sul piano ࣅ૚-ࣅ૛ sui punti sperimentali 
per M=0.6. b) Particolare della triangolazione 
 
-40 -30 -20 -10 0 10 20 30 40 50-40
-30
-20
-10
0
10
20
30
40
50
60
λ1
λ 2
14 15 16 17 18 19 20 21 22 23
-9
-8
-7
-6
-5
-4
-3
-2
-1
λ1
λ 2
CAPITOLO 3. Metodologia di interpolazione 
 
45 
 
 
(a) 
 
 
 (b) 
Figura 3.2 a) Superficie determinata in seguito alla triangolazione di Delaunay 
nello spazioࣅ૚-ࣅ૛-ࢻ per M=0.6. b) Particolare. 
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(a) 
 
 
 (b) 
Figura 3.3. a) Superficie determinata in seguito alla triangolazione di Delaunay 
nello spazioࣅ૚-ࣅ૛-ࢼ per M=0.6. b) Particolare. 
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L’interpolazione si basa quindi sulla suddivisione del piano in una griglia 
triangolare determinata con la tecnica di Delaunay a partire dai punti della matrice 
inversa relativa al Mach in questione. 
Supponendo di conoscere dalle sonde i quattro valori di flusso locale nel caso in 
cui il Mach coincida con uno dei valori delle prove, attraverso l’interpolazione 
appena descritta, si ricava un valore di ߙ ed un valore di ߚ per ogni coppia di 
sonde. La Figura 3.4 mostra un esempio di interpolazione in ߙ per la coppia ߣଵ-
ߣଶ . Il valore stimato finale si ricava con l’algoritmo di voting fra i sei valori 
ricavati.  
Nel caso di un generico valore del Mach si ricercano all’interno dei valori di 
griglia, il valore del Mach immediatamente superiore ܯ௦ , e quello 
immediatamente inferiore ܯ௜: per ciascuna di queste due stazioni si calcolano i sei 
valori di ߙ e i sei valori di ߚ. Il valore di ߙ (e di ߚ) relativo alla coppia di sonde i-j 
è dato dall’interpolazione lineare fra il corrispondente valore ricavato al ܯ௜  e 
quello ricavato al ܯ௦. In questo modo vengono determinati i sei valori di ߙ e i sei 
valori di ߚ per il Mach generico: poi si procede con l’algoritmo di voting. 
In generale il metodo di interpolazione può essere schematizzato come in Figura 
3.5. 
 
 
Figura 3.4. Esempio di interpolazione in ࢻ per M=0.2. 
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Figura 3.5. Schema della metodologia di interpolazione 
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Il metodo di interpolazione appena descritto ha quindi come ingressi il Mach ed i 
valori degli angoli di flusso locale e fa uso delle matrici ricavate come funzioni 
puntuali inverse delle look-up-table all’interno campo di validità del modello. 
 
 
 
Figura 3.6. Fasi della interpolazione (esempio per M=0.2): triangolazione del 
piano, posizione del punto da interpolare ed individuazione dei vertici del 
triangolo, stima di alfa e di beta sulle rispettive superfici. 
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3.2. Verifica della metodologia di interpolazione 
Al fine di verificare il funzionamento della metodologia di interpolazione si è 
utilizzato il modello di simulazione delle sonde dati aria sviluppato presso il 
Dipartimento di Ingegneria Aerospaziale dell’Università di Pisa. Tale modello 
permette di determinate i valori dei ߣ௜ in condizioni note di incidenza, derapata, 
numero di Mach e configurazione del velivolo. 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7. Schema della metodologia di verifica del modello di interpolazione. 
 
I punti (M, ߙ, ߚ ) sono stati presi con tre criteri diversi: 
1) Mach, ߙ e ߚ di griglia, appartenenti alle stazioni fissate per le quali sono 
state condotte le prove di galleria: in questo caso i valori dei ߣ௜  in ingresso 
all’interpolazione coincidono con i valori delle matrici inverse, quindi sul 
piano ߣ௜-ߣ௝ cadono sui nodi. 
2) Mach e ߚ appartenenti a stazioni di griglia ed ߙ variabile con passo 0.8: 
sul piano ߣ௜-ߣ௝ gli ingressi sono punti che si muovono lungo i luoghi a ߚ 
costante.Figura 3.8. 
3) Mach ed ߙ appartenenti a stazioni di griglia e ߚ variabile con passo 0.7: in 
questo caso ci muoviamo su luoghi ad  ߙ costante. Figura 3.9. 
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Figura 3.8. Punti esaminati nel secondo caso 
 
 
Figura 3.9. Punti esaminati nel terzo caso. 
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Nel primo caso i valori di ߙ e ߚ stimati coincidono con i valori in ingresso alla 
simulazione (errore medio di 10ିଵ଻ gradi sia per ߙ che per ߚ). 
Anche nel secondo caso l’errore medio commesso è molto basso, dell’ordine di  
10ି଼ , ma circa il 3 % dei punti totali presi in considerazione non sono stati 
interpolati. Quest’ultimi hanno valori di Mach, ߙ e ߚ -appartenenti al dominio di 
validità- che determinano una quadrupla di ߣ fra cui almeno una coppia ሺߣ௜, ߣ௝) 
cade fuori dal dominio triangolarizzato sul rispettivo piano. Con la suddivisione 
del piano secondo la tecnica di Delaunay si impone infatti che il confine del 
dominio sia una spezzata chiusa, mentre più probabilmente sarà una generica 
curva. Anche se la spezzata approssima bene la curva può capitare che alcune 
coppie ( ߣ௜, ߣ௝ ) siano rappresentate da punti che, se pur di poco perché 
l’approssimazione è buona, cadono fuori dal confine. Naturalmente questo accade 
anche per alcuni punti presi in esame nel terzo caso. 
Muovendosi lungo luoghi ad ߙ  costante l’errore medio commesso nella stima 
degli angoli è dell’ordine del centesimo di grado, ma l’errore massimo su ߙ è di 
2.3° e quello su ߚ di 2.5°. Nella Figura 3.10 è riportato l’errore commesso nella 
stima dell’angolo di incidenza in funzione di ߚ  parametrato rispetto ad ߙ  per 
cinque valori del Mach. In modo simile in Figura 3.11 è riportato l’errore nella 
stima dell’angolo di derapata. 
Quindi il modello di elaborazione funziona bene nei punti di griglia, per i quali, 
essendo punti di nodo, non è necessaria una interpolazione, e lungo i luoghi a ߚ 
costante nei quali la “distanza” da un nodo all’altro è “piccola” rispetto alla 
distanza tra un nodo e l’altro su un luogo ad ߙ  costante. Naturalmente ciò è 
dovuto al fatto che la griglia del database di partenza è più fitta in ߙ che in ߚ: ߙ 
varia con passo 0.5°; ߚ con passo 5°. Quando si considerano punti su luoghi ad ߙ 
costante si può osservare dai grafici riportati nelle Figure 3.10 e 3.11 che l’errore  
ha massimi relativi nelle zone intermedie fra un nodo e l’altro, dove cioè 
l’approssimazione della interpolazione lineare è massima. 
Questa affermazione è giustificata anche nelle Figure 3.12 e 3.13 dove, preso in 
considerazione il punto (ܯ ൌ 0.8, ߙ ൌ 35°, ߚ ൌ 12°) per il quale si ha errore 
massimo nella stima dell’angolo di incidenza nel terzo caso esaminato, si osserva 
l’andamento dell’errore lungo tutto il luogo dei punti aventi ߙ ൌ 35 °. 
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Figura 3.10. Errori commessi nella ricostruzione dell’angolo di incidenza nel 
terzo caso esaminato. 
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Figura 3.11. Errori commessi nella ricostruzione dell’angolo di derapata nel terzo 
caso esaminato. 
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Figura 3.12. Luogo ad ࢻ  costante 
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Figura 3.13. . Errori commessi dall’elaborazione lungo il luogo ad ࢻ costante 
riportato in Figura 3.10. 
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D’altra parte anche in fase di simulazione per determinare gli angoli di flusso 
locale è stata ipotizzata una variazione di tipo lineare fra i valori delle look-up-
table. Queste osservazioni hanno spinto ad indagare meglio sul tipo di 
interpolazione. 
L’interpolazione usata in elaborazione sfrutta tre punti nel piano ߣ௜-ߣ௝ determinati 
come i vertici del triangolo di Delaunay che include il punto da interpolare. In 
simulazione l’interpolazione lineare si appoggia sui quattro punti adiacenti. 
Questo metodo, considerato il rettangolo ABCD che circoscrive il punto da 
esaminare, procede con due distinte interpolazioni lineari tra i punti aventi la 
stessa ascissa: una fra i valori relativi ai punti A e C e l’altra fra i punti tra B e D, 
determinando così due grandezze relative ai punti indicati in Figura3.14 con le 
lettere minuscole a e b e che costituiscono i nodi della successiva interpolazione 
sulle ordinate. 
 
Figura 3.14. Schema del metodo di interpolazione utilizzato in fase di 
simulazione. 
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piano ߣଵ-ߣଶ con lo stesso colore. Tale triangolo non coincide con quello usato 
nella fase di elaborazione. 
L’errore che si commette nella stima di ߙ  e ߚ  è dovuto al fatto che 
l’interpolazione in elaborazione prende riferimenti “sbagliati”, diversi da quelli di 
simulazione. 
Provando ad imporre in elaborazione sul generico piano ߣ௜ - ߣ௝  la stessa 
triangolazione determinata in simulazione, si osservano zone del domino in cui i 
triangoli si intersecano, come mostrato nell’esempio di Figura 3.17 per M=0.7. 
Il problema di dover usare riferimenti diversi nella interpolazione applicata in 
simulazione ed in quella in elaborazione è intrinseco nella trasformazione dal 
piano ߙ-ߚ  al piano ߣ௜ -ߣ௝  che è tale da determinare una forte distorsione della 
griglia. In Figura 3.18 è messa in evidenza l’intersezione di due triangoli nel 
dominio di punti per M=0.825. 
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Figura 3.16. Triangoli usati nell’interpolazione in fase di simulazione ed in quella 
di elaborazione. 
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Figura 3.17. Confronto tra la triangolazione di Delaunay e quella “imposta”, 
esempio per M=0.7. 
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Figura 3.18. Distorsione dei triangoli nella trasformazione dal piano ࢻ-ࢼ al piano 
ࣅ૚-ࣅ૛. 
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Ritornando all’osservazione che l’errore commesso nella stima degli angoli di 
incidenza e di derapata è nullo nei punti di griglia e per punti vicini, si è deciso di 
creare dei punti di nodo più fitti in ߚ  al fine di ridurre l’errore quando ci 
muoviamo su un luogo ad ߙ  costante. Si tratta di creare nuove look-up-table 
costituite dai valori degli angoli di flusso locale determinati per valori di ߙ e ߚ 
compresi nell’intervallo di validità del modello (dipendente dal numero di Mach) 
e variabili entrambi con passo 0.5°. Questa operazione è in apparente contrasto 
con gli intenti dichiarati riguardo alla compressione dei dati. Si tratta in realtà di 
un processo intermedio in cui si cerca di determinare il database “ottimo” da 
prendere a riferimento e dal quale procedere per la compressione. In quest’ottica il 
database precedente rappresenta un tentativo di riduzione dei dati risultato non 
soddisfacente a causa del modo “squilibrato” in cui sono state soppresse le 
informazioni in ߚ rispetto a quelle in ߙ. 
Ad esempio, per M=0.6 relativamente alla coppia ߣଵ-ߣଶ la nuova nuvola di punti e 
le relativa triangolazione di Delaunay sono illustrate nelle Figure 3.19 e 3.20.(Per 
un confronto con il database originario si veda la Figura 3.1) 
 
 
Figura 3.19. Punti del database di riferimento sul piano ࣅ૚-ࣅ૛ per M=0.6. 
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(a) 
 
 
(b) 
Figura 3. 20. a) Triangolazione del piano ࣅ૚-ࣅ૛ per M=0.6. b) Particolare. 
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Con questo nuovo database i tre insiemi di punti ሺߙ, ߚ,ܯሻ scelti con i tre criteri 
descritti precedentemente hanno dato i risultati descritti nelle Figure dalla 3.21 
alla 3.24 ed in Tabella3.1. In particolare nelle Figure 3.21 e 3.22 sono graficati gli 
errori nella stima di ߙ e di ߚ commessi nel secondo caso preso in esame, mentre 
nelle Figure 3.23 e 3.24 si trovano gli errori commessi nel terzo caso: quest’ultimi 
possono essere confrontati con quelli delle Figure 3.10 e 3.11 per osservare 
l’effettivo aumento di precisione del calcolo basto sul nuovo database. 
 
 Errore massimo Errore medio 
Caso 1: valori di griglia 
Errori su ߙ 10ିଵହ 10ିଵ଻ 
Errori su ߚ 10ିଵହ 10ିଵ଻ 
Caso2: M e ߚ di griglia, ߙ variabile 
Errori su ߙ 0.98 0.002 
Errori su ߚ 1.22 0.0095 
Caso3: M e ߙ di griglia, ߚ variabile 
Errori su ߙ 1.75 0.012 
Errori su ߚ 0.25 0.001 
Tabella 3.1. Risultati dell’interpolazione con il database di riferimento. 
 
A partire da questo database si procede con le tecniche di compressione dei dati 
descritte nei capitoli successivi. 
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Figura 3. 21. Errori commessi nella ricostruzione dell’angolo di incidenza con il 
nuovo database nel secondo caso esaminato.  
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Figura 3. 22 Errori commessi nella ricostruzione dell’angolo di derapata con il 
nuovo database nel secondo caso esaminato. 
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Figura 3. 23. Errori commessi nella ricostruzione dell’angolo di incidenza con il 
nuovo database nel terzo caso esaminato. 
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Figura 3. 24. Errori commessi nella ricostruzione dell’angolo di derapata con il 
nuovo database nel terzo caso esaminato. 
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3.2.1 Altri casi esaminati. 
Otre ai tre casi descritti nel paragrafo precedente, il metodo di interpolazione è 
stato esaminato considerando altri due gruppi di valori. L’analisi svolta in 
quest’ultimi casi non ha aggiunto nulla alle considerazioni già fatte, comunque, 
per completezza, se ne riportano in maniera sintetica i risultati. (Tabella 3.2.) 
 
Descrizione dei punti considerati: Mach di griglia, 
ߙ e ߚ random 
Mach, ߙ  e ߚ 
random 
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medio 0.0029 0.031 
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] massimo 1.01 0.22 
medio 0.0035 0.024 
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]  massimo 0.44 0.25 
medio 0.008 0.0099 
Er
ro
ri 
in
 ߙ
 
[d
eg
] massimo 0.14 0.53 
medio 0.002 0.0094 
Tabella 3.2. Risultati degli altri casi esaminati. 
 
In tabella non sono riportati i valori che la procedura non ha interpolato. Nel caso 
di valori random di ߙ e ߚ a stazioni fissate di Mach, caso 4, tutti i punti sono stati 
interpolati, sia sfruttando il database originale sia con quello infittito in ߚ. Per 
quanto detto precedentemente, ciò significa che nessuna coppia di valori di ߣ௜-ߣ௝ 
cade fuori dal dominio nel rispettivo piano. Infatti fra i punti ߙ e ߚ scelti in modo 
randomico è probabile che nessuno di questi sia di confine, quindi, i rispettivi 
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punti sul piano ߣ௜-ߣ௝ non rischiano di cadere fuori dalla spezzata che delimita in 
modo approssimato il dominio. 
Nel caso di punti random la procedura non interpola alcuni valori. Il motivo di ciò 
è però diverso da quello spiegato precedentemente. A differenza dei casi 
esaminati precedentemente, in questo quinto caso, la procedura di elaborazione 
effettua anche l’interpolazione sul Mach. I valori del Mach usati nelle prove di 
galleria sono stati suddivisi in quattro sottoinsiemi (Tabella 2.2, riportata per 
comodità subito sotto) a seconda dei range di ߙ e ߚ ammissibili nell’inviluppo di 
validità: passando da un sottoinsieme di Mach all’altro il dominio di ߙ  e ߚ 
diminuisce. 
Può capitare che un punto sul piano ߣ௜-ߣ௝ cada all’interno del dominio per il Mach 
più basso (ܯ௜), ma non per il Mach più alto (ܯ௦) fra i quali si deve interpolare. 
A esempio, se il mach di volo è pari a 0.91, ߙ può assumere il valore 35°: in fase 
di elaborazione quando si interpola per il ܯ௜ (0.9) il punto ߣ௜-ߣ௝ è all’interno del 
dominio, ma ciò non succede per il ܯ௦ (0.92) ed il punto cade fuori dal confine. 
 
In
si
em
e 
Valori del Mach Intervallo di ߙ Intervallo di ߚ 
1 ܯ ൑ 0.4 
െ15 ൑ ߙ ൑ 45 ݏ݁ െ 13 ൑ ߚ ൑ 13 
െ6 ൑ ߙ ൑ 30 ݏ݁ ሺߚ ൏ െ13ሻ ׫ ሺߚ ൐ 13ሻ 
2 0.4 ൏ ܯ ൏ 0.92 െ15 ൑ ߙ ൑ 37 െ15 ൑ ߚ ൑ 15 
3 0.92 ൑ ܯ ൑ 0.95 െ15 ൑ ߙ ൑ 32 െ15 ൑ ߚ ൑ 15 
4 0.95 ൏ ܯ ൑ 1.04 െ15 ൑ ߙ ൑ 12 െ15 ൑ ߚ ൑ 15 
 
 
Capitolo 4. Organizzazione di un 
calcolatore 
 
Per meglio comprendere le potenzialità e le limitazioni degli algoritmi di 
compressione sviluppati nell’ambito della presente tesi, è necessario in primo 
luogo descrivere l’architettura di un computer e che cosa si intende con il termine 
“memoria”. 
4.1. Blocchi funzionali di un calcolatore e loro collegamento. 
L’intera circuiteria di cui è composto un calcolatore si può pensare logicamente 
divisa in diversi blocchi ognuno dei quali esegue un certo insieme specifico di 
funzioni. Questi blocchi interagiscono come indicato nell’architettura di Von 
Neumann che rappresenta l’astrazione dei calcolatori elettronici usualmente 
impiegati. La macchina di Neumann è divisa in una parte destinata al calcolo, 
detta processore, ed in una parte destinata alla memorizzazione. La seconda parte 
contiene sia i dati su cui la computazione opera, sia i programmi che istruiscono il 
processore riguardo quali computazioni effettuare. 
Lo schema si basa su quattro componenti fondamentali: 
1. CPU o unità di lavoro che si divide a sua volta in: 
• Unità operativa, nella quale uno dei sottosistemi più rilevanti è 
l’ALU (Arithmetic Logic Unit). 
• Unità di controllo. 
2. Unità di memoria, intesa come memoria di lavoro o memoria principale  
3. Unità di input ed output tramite le quali i dati vengono inseriti nel 
calcolatore per essere elaborati e poi restituiti all’operatore. 
4. Bus, un canale che collega tutti i componenti fra loro. 
Quando si parla di unità di memoria si intende la memoria principale, mentre le 
memorie di massa sono considerate dispositivi di I/O. Il motivo di ciò è 
innanzitutto storico, in quanto negli anni quaranta, epoca a cui risale questa 
architettura, la tecnologia non lasciava neanche presupporre dispositivi come hard 
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disk, CD-ROM, DVD-ROM o anche solo nastri magnetici; ma anche tecnico, se si 
considera che in effetti i dati da elaborare devono comunque essere caricati in 
RAM, siano essi provenienti da tastiera o da hard disk. 
Volendo mettere in evidenza anche la parte di dati provenienti dalla memoria di 
massa, lo schema generale di un computer è quello in Figura 4.1. 
 
 
Figura 4.1. Architettura di un computer 
 
4.1.1. Il Processore. 
L’unità centrale di elaborazione, o processore, provvede a prelevare dalla 
memoria le istruzioni una alla volta e ad eseguire le operazioni specificate. La 
sequenza delle istruzioni da eseguire definisce un programma. Il calcolatore 
esegue le istruzioni nell’ordine in cui gli sono state fornite fino a quando non 
incontra una istruzione di controllo la quale fa alterare il flusso sequenziale 
stabilendo il numero d’ordine della prossima istruzione da eseguire. A partire da 
tale istruzione il procedimento prosegue con le stesse modalità. Le istruzioni si 
dividono pertanto in due grosse classi: istruzioni operative e istruzioni di 
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controllo. Le istruzioni operative servono ad eseguire operazioni sui dati, 
tipicamente operazioni aritmetiche semplici (addizione, sottrazione, 
moltiplicazione e divisione) oppure operazioni logiche elementari (and, or, not). 
Le istruzioni di controllo (o di salto) servono a determinare, in funzione dei 
risultati ottenuti con le istruzioni operative, il flusso con il quale le varie istruzioni 
vengono eseguite. 
Il ritmo di lavoro del processore è cadenzato da un segnale elettronico  (detto 
clock) generato internamente al computer e costituito da rapidissimi impulsi che si 
ripetono centinaia di milioni di volte per secondo. La velocità del clock si misura 
in MegaHertz. 
4.1.2. La memoria centrale. 
Collegate alla scheda madre tramite dei connettori chiamati socket, le memorie 
centrali (chiamate anche memorie primarie o memorie principali) servono a 
contenere i programmi ed i dati nel momento in cui vengono elaborati. 
L’unità base della memoria è un numero binario chiamato bit. Spesso si dice che i 
calcolatori usano l’aritmetica binaria perché più “efficiente”; quello che si intende 
con questo è che le informazioni digitali si possono memorizzare sfruttando la 
differenza fra due valori di una quantità fisica continua, come il voltaggio o la 
corrente. Più valori ci sono fra cui distinguere, meno separazioni ci sono fra valori 
vicini e meno è affidabile la memoria. Il sistema dei numeri binari richiede solo la 
distinzione fra due numeri, pertanto si tratta del metodo più affidabile per 
codificare le informazioni digitali. Le memorie si compongono di un numero di 
celle (o locazioni) ognuna delle quali è in grado di memorizzare una parte di 
informazione. Ogni cella ha un numero, chiamato indirizzo, che serve come 
accesso per accedere all’informazione. Se una memoria ha n celle, i loro indirizzi 
andranno da 0 a n-1. Tutte le celle di una memoria contengono lo stesso numero 
di bit. Se una cella è composta da k bit, è in grado di contenere una qualunque tra 
le 2௞ combinazioni diverse di bit. La Figura 4.2 mostra tre organizzazioni diverse 
di una memoria a 96 bit. La cella è  quindi l’unità indirizzabile più piccola. Quasi 
tutti i produttori di calcolatori hanno standardizzato i loro dispositivi su celle di 8 
bit, cioè un byte. I byte vengono raggruppati in parole. 
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Figura 4.2. Tre modi di organizzare una memoria da 96 bit 
 
Le operazioni che la memoria può effettuare sono due: lettura e scrittura.  
Bisogna distinguere tra vari tipi di memorie primarie, a seconda della funzione 
svolta e delle loro caratteristiche peculiari (RAM, cache RAM, ROM, EPROM, 
MRAM), ma sicuramente la più importante memoria primaria è la RAM. 
La RAM (acronimo di Random Access Memory) è il supporto di memoria su cui è 
possibile leggere e scrivere informazioni con un accesso “casuale”, ovvero senza 
che ci siano differenze all’accesso nelle varie celle della memoria, cioè senza 
dover rispettare un determinato ordine (come ad esempio avviene per un nastro 
magnetico). È la memoria dove vengono conservati i dati in corso di elaborazione 
ed è temporanea, cioè si cancella completamente quando si spegne il computer. 
Una caratteristica distintiva della RAM consiste nella possibilità di leggere e 
scrivere in modo semplice e rapido. 
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4.1.2.1. La memoria cache. 
Storicamente le CPU sono sempre state più veloci delle memorie. Quello che 
questa differenza significa in pratica è che, dopo che la CPU ha inviato una 
richiesta alla memoria, la parola che serve non arriverà che dopo molti cicli di 
CPU. Più lenta è la memoria, più cicli dovrà aspettare la CPU. In realtà non si 
tratta di un problema di tecnologia, ma di economia. Gli ingegneri informatici 
sanno come costruire memorie che siano veloci quanto una CPU, ma per poter 
andare a piena velocità devono trovarsi sullo stesso chip della CPU (perché la 
connessione alla memoria via bus è molto lenta). Mettere una grossa memoria sul 
chip della CPU lo rende molto grosso e quindi più costoso e, anche se il costo non 
fosse un fattore importante, vi sono limiti alle dimensioni di un chip. Le tecniche 
esistenti permettono di combinare una piccola quantità di memoria veloce con una 
grossa quantità di memoria lenta. La memoria piccola e veloce si chiama cache 
(dal francese cacher, che significa nascondere). Le parole di memoria più usate 
vengono tenute in una cache: quando la CPU ha bisogno di una parola, prima 
controlla nella cache e solo se la parola non c’è va alla memoria centrale. Se gran 
parete delle parole si trovano nella cache, i tempi di accesso medi si possono 
ridurre notevolmente. 
 
Figura 4.3. La cache si trova da un punto di vista logico fra la CPU e la memoria 
centrale 
4.1.3. Le Periferiche I/O. 
Dispositivi di I/O, o periferiche esterne sono tutti quegli apparecchi che servono 
per il trasferimento di dati e informazioni fra il computer e il mondo esterno. 
Molti dispositivi sono collegati al computer dall’esterno (attraverso le porte I/O), 
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ma talvolta alcuni possono essere inseriti all’interno del computer stesso: ad 
esempio il modem può avere la forma di una scheda di espansione (le schede dei 
espansione sono schede che espandono le funzioni della scheda madre per pilotare 
dispositivi interni od esterni). Esempi di porte I/O che tipicamente sono 
direttamente poste sulla scheda madre sono: le porte PS/2 per il collegamento del 
mouse e della tastiera, la porta seriale per i dispositivi che non richiedono un 
flusso di dati molto veloce (modem), la porta parallela adatta invece per un flusso 
di dati più veloce, ed infine la porta USB per connettere al computer qualunque 
tipo di dispositivo. 
Ogni dispositivo di I/O è composto da due parti (Figura 4.4.): una contenente 
quasi tutte le parti elettroniche, chiamata “controllore”, e una che contiene il 
dispositivo di I/O stesso, come l’unità disco. Il controllore di solito si trova su una 
scheda inserita sul bus, a parte i controllori che non sono opzionali (come la 
tastiera) che si trovano sulla scheda madre. Il lavoro di un controllore consiste nel 
controllare il suo dispositivo di I/O e nel gestirne l’accesso al bus. Quando un 
programma richiede dei dati da un disco, per esempio, invia un comando al 
controllore del disco che, a sua volta invia richieste di ricerca e altri comandi 
all’unità. Quando sono stati localizzati la traccia e il settore giusto, l’unità inizia 
ad inviare i dati come un flusso di bit seriali al controllore. È compito del 
controllore suddividere il flusso di bit in blocchi e scrivere ogni blocco nella 
memoria. 
 
 
Figura 4.4 Struttura logica di un personal computer semplice. 
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4.1.4. I Bus. 
I bus sono i collegamenti tra i vari componenti del computer: una serie di fili 
paralleli utilizzati per trasportare indirizzi, dati e segnali di controllo. Il calcolatore 
schematizzato in Figura 4.4, ad esempio, è dotato di un bus unico che viene usato 
per collegare CPU, memoria e dispositivi di I/O; gran parte dei sistemi hanno due 
o più bus. 
4.1.5. La memoria di massa. 
La memoria di massa (o memoria secondaria) racchiude tutti quei dispositivi che 
consentono all’utente la memorizzazione in modo permanente, cioè che 
consentono di contenere dati e programmi in modo stabile (una volta spento il 
processore i dati non vengono persi) e per questo motivo si indica anche come 
memoria storage. Le varie categorie di memorie secondarie sono: i dischi 
magnetici (hard disk, floppy disk), dischi ottici (CD, CD-ROM, DVD) e i nastri 
magnetici.  
4.2. Criteri di classificazione delle memorie. 
Le operazioni effettuate sulla memoria di un computer sono fondamentalmente le 
seguenti: 
• Inizializzazione. È il trattamento che subisce la memoria prima dell’uso 
normale. Alcuni tipi di memoria (ad esempio la RAM elettronica) non 
hanno bisogno di inizializzazione; per tali memorie, il contributo iniziale è 
imprescindibile. Per le memorie a sola lettura, l’inizializzazione consiste 
nella scrittura di dati che costituiscono un casellario in cui porre le 
informazioni utili (la cosiddetta formattazione). 
• Scrittura. È operazione di memorizzazione delle informazioni. Un esempio 
di scrittura è assegnare il byte 123 alla cella di indirizzo 1000. 
• Lettura. È l’operazione di recupero delle informazioni memorizzate. Un 
esempio di lettura è chiedere alla memoria il contenuto della cella di 
indirizzo 1000. 
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Per parlare indifferentemente di lettura o di scrittura, si usa il termine “accesso”. 
Per esempio per indicare che una memoria è veloce sia in lettura che in scrittura, 
si dice che ha un basso tempo di accesso. 
Le memorie si possono classificare secondo i seguenti criteri: 
• Ordine di accesso (memorie ad accesso diretto o memorie ad accesso 
sequenziale). 
• Possibilità di scrittura (memorie a lettura-scrittura, memorie scrivibili una 
sola volta, memorie a sola lettura). 
• Velocità di lettura. 
• Velocità di scrittura. 
• Costo unitario. 
• Volatilità. 
• Tecnologia (elettriche, magnetiche, ottiche, magneto-ottiche). 
4.2.1. Ordine di accesso. 
Le memorie ad accesso sequenziale possono essere lette e scritte solamente 
all’indirizzo immediatamente successivo all’indirizzo a cui è avvenuto l’accesso 
precedente. I principali esempi di memorie ad accesso sequenziale sono i nastri 
magnetici. 
Le memorie ad accesso diretto possono essere lette e scritte a qualunque indirizzo, 
indipendentemente dalle operazioni eseguite in passato. Sono dette anche 
memorie ad accesso casuale, in quanto, dal punto di vista del costruttore, la 
memoria non è in grado di prevedere il prossimo indirizzo a cui l’utente della 
memoria vorrà accedere. 
4.2.2. Possibilità di scrittura. 
La tipica memoria può essere sia letta che scritta. Questi dispositivi sono detti 
memorie a lettura-scrittura. Tuttavia sono utilizzate anche memorie che vengono 
scritte solo in fase di inizializzazione e per le quali non è possibile la scrittura 
nell’uso normale. Tale inizializzazione può essere effettuata in modo incrementale 
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dalla stessa apparecchiatura con cui vengono riletti i dati scritti. Questi dispositivi 
sono detti memorie scrivibili una sola volta, o WORM (Write Once, Read Many). 
Alternativamente, può essere necessario scrivere tutti i dati con un’apposita 
apparecchiatura esterna prima di poter usare la memoria in lettura. Questi 
dispositivi sono detti memorie a sola lettura, o ROM (Read Only Memory). 
Esempi delle varie categorie sono indicati in Tabella. 4.1. 
 
Tipo di memoria Esempi 
Memorie a lettura- scrittura 
Carta con matita e gomma per cancellare, 
RAM, CD-RW, dischi rigidi, floppy disk,… 
Memorie scrivibili un a sola volta
Carta con penna ed inchiostro indelebile, 
CD-R, DVD-R,… 
Memorie a sola lettura 
Carta stampata, ROM, CD-ROM, DVD-
ROM,… 
Tabella 4.1. Esempi di memorie e loro capacità di lettura e scrittura. 
 
4.2.3. Velocità di accesso e costo unitario. 
Per le memorie a lettura-scrittura, il tempo di lettura è normalmente  vicino al 
tempo di scrittura, per le memorie scrivibili una sola volta, la scrittura può essere 
molto più lenta della lettura; in tal caso, dato che la memoria verrà letta molte 
volte, si considera come più significativo il tempo di lettura. In generale il costo 
unitario (cioè per byte) delle memorie cresce al crescere al crescere della velocità 
di lettura. 
4.2.4. Volatilità. 
In base alla volatilità si hanno due categorie: 
• Memorie che perdono le informazioni se non alimentate elettricamente: lo 
sono la maggior parte delle memorie elettroniche RAM. 
• Memorie che mantengono le informazioni anche se non alimentate 
elettricamente: lo sono tutti gli altri tipi di memoria. 
CAPITOLO 4. Organizzazione di un calcolatore 
 
81 
 
Il difetto delle memorie volatili sta nel consumo di energia per conservare le 
informazioni. Inoltre la necessità di una fonte di energia rende meno portabile e 
maneggevole la memoria. 
Nonostante i loro difetti, le memorie volatili sono molto utilizzate in quanto hanno 
tempi di accesso molto inferiori a quelli delle altre memorie. 
 
Capitolo5. Metodo analitico di 
riduzione del database. 
 
Lo scopo di un qualsiasi algoritmo di compressione dei dati è quello di limitare 
l’occupazione di memoria. L’applicazione più nota è quella legata alle immagini: 
in questo campo i metodi di compressione vengono suddivisi in due categorie a 
seconda che si abbia o meno la perdita dei dati (lossy e lossless). 
I modi di compressione applicati al database di partenza hanno due approcci 
diversi: in un caso si è cercato di far riferimento alle stesse tecniche di gestione 
delle immagini, mentre nell’altro si sfrutta un metodo di tipo più analitico. In 
questo capitolo si illustra l’approccio analitico, mentre nel successivo verrà 
descritto il metodo delle immagini. 
5.1. Descrizione del Metodo analitico 
 
Come spiegato nel Capitolo 3, il processo di interpolazione si basa sulla 
suddivisione in triangoli del dominio della funzione: ciascun triangolo individua 
nello spazio un piano. Dato un qualunque sottoinsieme di punti di nodo adiacenti, 
se i rispettivi triangoli determinati dalla tecnica di Delaunay individuano nello 
spazio lo stesso piano, è evidente che i punti interni sono superflui, quindi, da 
eliminare. 
Il sistema di compressione così ideato, si può definire di tipo lossy, usando il 
“gergo dell’elaborazione delle immagini” poiché di fatto elimina delle 
informazioni. 
I metodi di indagine per individuare i punti da eliminare possono essere diversi. 
Presi quattro punti nello spazio, questi appartengono allo stesso piano se, scelto 
uno di questi come punto di riferimento, i vettori posizione relativa di ciascun 
punto rispetto al punto di riferimento determinano una matrice a determinante 
nullo. Scelto un opportuno margine, si possono considerare punti complanari 
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quelli per i quali il determinante così calcolato è inferiore a tale margine. Tuttavia 
l’interpretazione fisica di questa soglia è meno immediata e quindi risulta difficile 
deciderne l’entità. Un altro metodo sperimentato è quello che determina il piano 
passante per i nodi adiacenti al nodo da esaminare e che, come strumento di 
indagine, calcola la distanza perpendicolare tra tale punto ed il piano individuato: 
in questo caso la distanza è misura diretta dell’errore che si commette 
sopprimendo il nodo.  
Il metodo adottato, descritto di seguito, ha il vantaggio di servirsi ancora una volta 
della triangolazione di Delaunay e di avere un controllo diretto sull’errore 
commesso nella soppressione delle informazioni dal database. 
A partire da un punto qualsiasi del database si individuano i triangoli di Delaunay 
che lo interessano: gli altri vertici dei triangoli sono i nodi che circondano il punto 
da esaminare. Eliminiamo per un momento il punto in questione e consideriamo 
solo i punti che lo circondano fra i quali costruiamo una nuova triangolazione 
“locale” di Delaunay. Con questa triangolazione stimiamo il valore di ߙ (o di ߚ) 
nel punto eliminato e lo confrontiamo con il valore effettivo dato dal database 
originale. Se il valore stimato non differisce molto da quello effettivo (la soglia di 
errore scelta è di 0.2°) il punto esaminato può essere tolto dalle look-up-table, 
mentre i punti adiacenti non devono essere eliminati perché sono tali da 
permettere la giusta stima del nodo soppresso. Nelle Figura 5.1 e 5.2 è riportato 
un esempio di un punto esaminato con questa tecnica: si tratta di un elemento del 
database originale per M=0.2. Nella prima figura sono stati evidenziati i triangoli 
che hanno vertice nel punto in questione e che individuano i “punti adiacenti”, 
quelli presi per la successiva triangolazione locale di Figura 5.2. 
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Figura 5.1. Esempio di un punto da esaminare con il metodo analitico 
 
 
Figura 5.2. Triangolazione local 
In questo modo vengono analizzati uno ad uno tutti i punti delle look-up-table e 
ciascuno di essi viene definito come “eliminabile” o “non eliminabile”. Quelli non 
eliminabili costituiscono gli elementi del nuovo database ridotto. 
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Questo procedimento può essere ripetuto sui successivi database incrementando 
la riduzione complessiva, cioè la riduzione rispetto al database originale. (mentre 
con il termine “riduzione parziale” si intende la riduzione di un database dopo 
l’n-esima “scrematura” rispetto a quello precedente, su cui è stata applicata la 
procedura di eliminazione dei punti) 
Fissato un valore del Mach, per tutte le sei coppie di sonde si devono quindi 
esaminare la funzione ߙ ൌ ݃ఈ௜௝൫ߣ௜, ߣ௝൯ e la funzione ߚ ൌ ݃ఉ௜௝൫ߣ௜, ߣ௝൯ e decidere 
per ciascuna i punti da eliminare. In Figura 5.3 è riportato un esempio di 
individuazione dei punti da eliminare per la funzione dell’angolo di incidenza per 
la coppia ߣଵ-ߣଶ. 
 
 
Figura 5.3. Punti eliminabili dal database originale per la funzione ࢻ ൌ ࢌሺࣅ૚, ࣅ૛ሻ 
per M=0.2 
 
In questo modo si formano sei look-up-table ridotte per l’angolo di incidenza e sei 
per l’angolo di derapata per ciascun Mach. Il database di partenza invece è 
un'unica matrice formata da un numero di righe che dipende dal numero di Mach 
e dalle sei colonne nelle quali si leggono i valori degli angoli di flusso locale delle 
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quattro sonde e i valori di ߙ e ߚ corrispondenti. Se per un dato Mach i punti totali 
sono ݊, il numero di elementi della matrice è 6݊. 
Supponendo che la riduzione delle tabelle sia uguale per tutte le coppie di sonde, 
le nuove look-up-table sono formate dallo stesso numero di punti ݎ. Considerando 
le sei tabelle sia per ߙ che per ߚ gli elementi totali sono ݎ · 3 · 6 · 2 ൌ 36ݎ . 
Affinché ci sia una vera riduzione i punti ݎ  devono essere minori di ݊ 6⁄ , ovvero 
si deve ottenere una riduzione maggiore dell’85%. 
Un approccio diverso è eliminare dalla matrice del database originale i valori che 
sono ritenuti superflui contemporaneamente per tutte le coppie di sonde 
costruendo una look-up-table per ߙ ed una per ߚ (e non sei come prima). 
Un punto ሺߣଵ, ߣଶሻ sul piano ߣଵ-ߣଶ viene eliminato se possono essere eliminati 
anche i punti ሺߣଵ, ߣଷሻ, ሺߣଵ, ߣଷሻ, ሺߣଶ, ߣଷሻ, ሺߣଶ, ߣସሻ, ሺߣଷ, ߣସሻ sui rispettivi piani, dove 
(ߣଵ, ߣଶ, ߣଷ, ߣସ) sono i valori degli angoli di flusso per una determinata coppia di 
valori di incidenza e derapata. 
In questo modo per un dato valore del Mach, indicando sempre con ݎ il numero di 
punti delle look-up-table ridotte sia per ߙ che per ߚ, gli elementi totali del 
database sono ݎ · 5 · 2 ൌ 10ݎ. I punti ݎ devono essere al massimo 3 5⁄  ݊, quindi 
è richiesta una riduzione minima del 40%. 
Questo processo di riduzione dei dati è stato applicato per un valore del Mach di 
bassa velocità (ܯ ൌ 0.2) e per un valore di alta velocità (ܯ ൌ 0.8) procedendo 
con quattro “scremature” successive. Nella Figura 5.4 si riportano le riduzioni 
ottenute per ߙ nel caso di M=0.8. Per M=0.2 si ottengono grafici simili. 
Dalla Figura 5.4 si osserva che la riduzione richiesta non viene mai raggiunta; 
d’altra parte la condizione che i punti eliminabili siano solo quelli che risultano 
tali contemporaneamente per tutte e sei le coppie è una richiesta molto stringente e 
pochi punti (2 su 6465 nel caso di ߙ per M=0.8) riescono a soddisfarla. La stesso 
tipo di analisi svolta per ߚ porta alle stesse conclusioni. 
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Figura 5.4. Riduzioni successive del database per ࢻ (M=0.8) considerando 
eliminabili i punti che lo sono contemporaneamente per tutte le coppie. 
 
Per questo motivo si decide di analizzare la riduzione per entrambe le funzioni 
ߙ ൌ ݃ఈ௜௝൫ߣ௜, ߣ௝൯ e ߚ ൌ ݃ఉ௜௝൫ߣ௜, ߣ௝൯ separatamente per ciascuna coppia di sonde 
per verificare se può essere raggiunta la riduzione complessiva di almeno l’85%. 
5.2. Risultati raggiunti 
I risultati raggiunti con l’applicazione dell’algoritmo di compressione basato sul 
metodo analitico appena descritto vengono riportati sottoforma di grafici. Le 
Figure 5.5. 5.6, 5.7 e 5.8 mostrano le riduzioni totali e parziali ottenute con 20 
“scremature” successive. 
Si osservi che la riduzione parziale tende a zero; quando lo raggiunge la riduzione 
totale cessa di crescere e raggiunge l’asintoto orizzontale che rappresenta la 
massima riduzione ottenibile con la soglia di errore scelta (0.2°). 
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Figura 5.5. Riduzioni delle look-up-table di ࢻ per M=0.2. 
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Figura 5.6. Riduzioni delle look-up-table di ࢼ per M=0.2. 
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Figura 5.7. Riduzioni delle look-up-table di ࢻ per M=0.8. 
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Figura 5.8. Riduzioni delle look-up-table di ࢼ per M=0.2. 
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Nella Figura 5.9, invece, si mette in evidenza la trasformazione del database con 
il grafico dei punti della tabella ሺߣଵ, ߣଶ, ߙሻ per M=0.2 e la loro triangolazione per 
sei successive riduzioni prese ad esempio. 
 
 
 
Figura 5.9. Trasformazione del database all’aumentare delle scremature. 
-5
0
0
50
10
0
-4
0
-2
0020406080
λ 1
λ
2
Da
ta
ba
se
 o
rig
ina
le 
-5
0
0
50
10
0
-4
0
-2
0020406080
λ 1
λ
2
 4
° s
cr
em
at
ur
a
-5
0
0
50
10
0
-4
0
-2
0020406080
λ 1
λ
2
 8
° s
cr
em
at
ur
a
-5
0
0
50
10
0
-4
0
-2
0020406080
λ 1
λ
2
 1
2°
 s
cr
em
at
ur
a
-5
0
0
50
10
0
-4
0
-2
0020406080
λ 1
λ
2
 1
6°
 s
cr
em
at
ur
a
-5
0
0
50
10
0
-4
0
-2
0020406080
λ 1
λ
2
 2
0°
 s
cr
em
at
ur
a
Sc
re
m
at
ur
e 
pe
r α
 e
 M
=0
.2
CAPITOLO 5. Metodo analitico di riduzione del database 
 
 
93 
 
Dalle Figure 5.5. 5.6, 5.7 e 5.8 si nota che le riduzioni maggiori sono ottenute nel 
caso della look-up-table di bassa velocità. La riduzione percentuale minima da 
raggiungere affinché si abbia un’effettiva compressione dei dati è 85% come 
spiegato nel paragrafo precedente. Si vuol confrontare il numero di elementi della 
look-up-table originale relativa ad un Mach con il numero di elementi totali delle 
dodici look-up-table ridotte relative allo stesso numero di Mach. Quindi: 
௘ܰ௟_௢௥௜௚௜௡௔௟௘ ൌ   ௣ܰ௨௡௧௜ · 6 
௘ܰ௟_௥௜ௗ௢௧௧௢ ൌ෍ሺ ௣ܰ௨௡௧௜೔ഀ ൅ ௣ܰ௨௡௧௜೔ഁሻ · 3
଺
௜ୀଵ
 
Dove l’indice i indica il numero della coppia di sonde, in particolare: i=1 per la 
coppia1-2, 2 per la coppia 1-3, 3 per la coppia 1-4, 4 per la coppia 2-3, 5 per la 
coppia 2-4, 6 per la coppia 3-4. I risultati sono indicati in Tabella 5.1. 
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Figura 5.10. Schema della trasformazione dell’organizzazione del database per Mach fissato 
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Per completare l’analisi si stima l’occupazione di memoria storage. La look-up-
table ridotta per M=0.2 occupa 127 KB, quella per M=0.8, 128 KB. Ipotizzando 
un’occupazione di memoria pari a 128 KB per tutti i valori del Mach si ottiene: 
ܭܤݕݐ݁௥௜ௗ௢௧௧௢ ൌ 128 · 13 ൌ 1664 ܭܤ 
Fra tutte le look-up-table determinate con l’inversione si considerano solo quelle 
strettamente necessarie per l’interpolazione. Infatti si sono determinate per 
ciascun gruppo in cui è stato suddiviso il database in base all’inviluppo di 
validità, quattro tabelle. Ciascuna tabella è relativa ad una sonda, ed ha sei 
colonne: nella matrice relativa alla sonda i-esima si leggono sulla prima colonna 
in ordine crescente i valori sperimentali rilevati dalla sonda in questione, valori 
determinati in condizioni di incidenza e derapata riportate sulle ultime due 
colonne; i dati delle altre tre sonde, per gli stessi ߙ e ߚ, si possono leggere a 
partire dalla seconda colonna. Il metodo di interpolazione sviluppato non 
necessita di conoscere in ordine crescente i valori sperimentali, ma è applicabile 
su qualsiasi insieme di punti sul piano. Per questo motivo, per un dato gruppo, 
basta una sola look-up-table: per comodità si considerano le matrici aventi sulla 
prima colonna i valori dell’angolo di flusso della prima sonda.  
I kilobyte occupati dal database originale, necessari per l’applicazione del metodo 
di interpolazione, sono quindi dati da quattro matrici a tre dimensioni, ciascuna 
matrice relativa ad un sottoinsieme a seconda del Mach,  
ܭܤݕݐ݁௢௥௜௚௜௡௔௟௘ ൌ 2892 ܭܤ 
I risultati più significativi sono riassunti in Tabella 5.1: 
 
 
 
 
 
 
 
CAPITOLO 5. Metodo analitico di riduzione del database 
 
 
95 
 
Confronto 
Database 
originale 
Database 
ridotto 
Riduzione 
[%] 
complessiva 
M
= 
0.
2 Numero di elementi della 
look-up-table per il valore 
del M fissato 
59502 23907 59.82% 
M
= 
0.
8 Numero di elementi della 
look-up-table per il valore 
del M fissato 
38430 23796 38.08% 
Stima dell’occupazione di memoria 
storage totale. 
2892 Kb 1664 Kb 42.46% 
Tabella 5.1 Confronto fra la memoria occupata dal database originale e quella 
occupata dal database ridotto 
 
5.2. Applicazione del database ridotto al metodo di interpolazione. 
I database ottenuti vengono usati nel processo di interpolazione descritto al 
Capitolo 3 per la stima dell’angolo di incidenza e quello di derapata. Gli angoli di 
flusso locale in ingresso all’interpolazione sono determinati dal modello di 
simulazione per valori di ߙ e ߚ random e per i due valori fissati del Mach di bassa 
e di alta velocità (0.2 e 0.8).  
Naturalmente è particolarmente importante esaminare i risultati 
dell’interpolazione applicata al database che ha riduzione maggiore (l’ultimo, il 
ventesimo).  
Per fare un confronto si riportano nelle Tabelle 5.2 e 5.3 gli errori commessi nella 
stima degli angoli di incidenza e di derapata  con la procedura di interpolazione 
con il database originale e quelli commessi con il database ridotto. In queste 
stesse tabelle vengono riportati per completezza anche i dati che riguardano 
l’occupazione di memoria. Un esempio della distribuzione dell’errore commesso 
su ߙ in funzione dell’angolo di incidenza e in funzione dell’angolo di derapata è 
riportato in Figura 5.11. 
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Figura 5.11. Errori in gradi nella stima di alfa (M=0.8) basata sul database 
ridotto. 
 
 
M= 0.2 Database originale Database ridotto 
Errori in ߙ in gradi 
medio 0.0011 0.06 
massimo 0.107 0.49 
Errori in ߚ in gradi 
medio 0.00073 0.044 
massimo 0.098 0.18 
Riduzione percentuale complessiva 58.82% 
Tabella 5.2. Confronto errori del metodo di interpolazione con database originale 
e con database ridotto (M=0.2) 
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M= 0.8 Database originale Database ridotto 
Errori in ߙ in gradi 
medio 0.0081 0.07 
massimo 0.62 0.81 
Errori in ߚ in gradi 
medio 0.00053 0.05 
massimo 0.018 0.27 
Riduzione percentuale complessiva 38.08% 
Tabella 5.3. Confronto errori del metodo di interpolazione con database originale 
e con database ridotto (M=0.8) 
Capitolo 6. Metodo delle immagini. 
 
Con “Metodo delle immagini” si indica sia un algoritmo di compressione dei dati, 
sia un diverso approccio alla stima degli angoli di incidenza e derapata rispetto 
all’interpolazione descritta nei capitoli precedenti: attraverso la gestione delle 
immagini si vuol creare un database diverso, appunto sottoforma di immagine, 
che abbia il vantaggio di occupare minor memoria rispetto alle look-up-table 
sfruttate nell’interpolazione. Successivamente si deve poter “leggere” questo 
particolare database e ricavare le stime di ߙ e di ߚ. 
6.1. Metodi per ridurre l’occupazione di memoria di una 
immagine. 
In generale è possibile ridurre l’occupazione di memoria di una immagine sia 
cambiandone il formato sia cambiandone la risoluzione.  
L’algoritmo JPEG (vedi Appendice) è un algoritmo lossy: per diminuire la 
dimensione dell’immagine alcuni pixel vengono eliminati per poi essere 
ricostruiti, non esattamente uguali, in fase di decompressione e quindi l’immagine 
risultante non è più quella originale. L’algoritmo JPEG tuttavia è stato progettato 
in modo tale che i pixel eliminati siano quelli meno percettibili all’occhio umano. 
L’occhio umano è meno sensibile alle piccole variazioni di colore che alle piccole 
variazioni di luminosità, per questo motivo JPEG agisce solo sulla componente di 
crominanza delle immagini. Non si tratta quindi di una “scrematura uniforme” su 
tutta l’immagine, ma piuttosto di una “scrematura a zone”, solo dove le 
componenti di crominanza non differiscono molto fra loro. Quindi una immagine 
in formato JPEG occupa minor memoria storage, ma dopo la codifica è formata 
dallo stesso numero di pixel, alcuni dei quali sono approssimazioni degli originali. 
Cambiare la risoluzione vuol dire invece cambiare il numero di pixel che formano 
l’immagine: diminuendo i pixel si riduce l’occupazione di memoria, sia quella 
storage, sia quella principale. 
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Tuttavia con una risoluzione minore i pixel vengono tolti in modo uniforme senza 
la capacità di distinguere fra una zona e l’altra dell’immagine. La risoluzione si 
misura con il numero di pixel impiegati in ascissa ed in ordinata, ad esempio con 
una risoluzione di 1280x768 si determina un immagine di 1 Megapixel totali. Con 
il termine dpi (dots per inch) si indica quante informazioni elementari distribuire 
in un segmento di 1 inch di lunghezza nella stampa di immagini digitali. In 
ambiente Matlab la risoluzione ed il numero di dpi sono tra loro legate come 
mostra la Figura6.1. Sfruttando questa relazione nel seguito di questa tesi si 
indicherà la risoluzione parlando di dpi. 
 
 
Figura 6.1. Legame tra la risoluzione e i dpi in una immagine in ambiente Matlab 
 
6.2. Determinazione del database di immagini. 
Le immagini che ci interessano sono quelle che rappresentano il database 
originale, ovvero i grafici delle funzioni di ߙ e delle funzioni di ߚ per ciascuna 
coppia di sonde. Queste funzioni sono rappresentate da punti nello spazio, ma, a 
partire dalla triangolazione di Delaunay, si sono determinate le superfici 
corrispondenti.  
Si prenda ad esempio il grafico di ߙ in funzione di ߣଵ e ߣଶ proiettato sul piano ߣଵ-
ߣଶ: l’immagine è stata costruita in modo tale che il bianco sia associato al valore 
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massimo della funzione, il nero al valore minimo e quindi gli altri valori intermedi 
di ߙ siano rappresentati da una scala di grigi. 
Per un generico punto del dominio si possono leggere sugli assi i relativi valori di 
ߣଵ e di ߣଶ, mentre il colore nel punto considerato è legato al valore dell’angolo di 
incidenza. 
L’immagine che viene visualizzata è letta in ambiente Matlab come una matrice le 
cui dimensioni dipendono dalla risoluzione adottata e i cui elementi sono 
corrispondenti ai pixel dell’immagine e quindi, nel caso di figure in scala di grigi, 
hanno valori compresi tra 0 (nero) e 1 (bianco).  
Esiste una corrispondenza biunivoca e lineare fra il valore di un pixel e il valore 
che assume ߙ nel punto del piano rappresentato dallo stesso pixel. Esiste anche 
una corrispondenza biunivoca tra la posizione del pixel e i valori di ߣଵ e ߣଶ se si fa 
coincidere sulle ascisse il primo e l’ultimo pixel rispettivamente con il valore 
minimo e massimo dei ߣଵ ed in modo analogo procedere con i pixel delle ordinate 
rispetto ai valori dei ߣଶ. Ciò è possibile grazie ad un taglio accurato dell’immagine 
originale. L’immagine originale riporta infatti anche gli assi coordinati. Indicando 
con I la posizione dei pixel sulle ascisse (ordinate), la corrispondenza tra questa ed 
i valori di ߣ௜ è espressa dalla relazione 6.1. 
ܫ ൌ 1 ൅ ఒ೔ିఒ೘೔೙
ఒ೘ೌೣିఒ೘೔೙
· ሺܫ௠௔௫ െ 1ሻ     (6.1) 
 
Dove: 
• ߣ௜ è il generico valore di angolo di flusso locale; 
• ܫ è la posizione del pixel sulle ascisse (ordinate) corrispondente a ߣ௜; 
• ߣ௠௜௡ è il valore minimo che può assumere l’angolo di flusso locale; 
• ߣ௠௔௫ è il valore massimo che può assumere l’angolo di flusso locale; 
• ܫ௠௔௫ è il numero massimo di pixel sulle ascisse (ordinate), corrisponde 
quindi alla seconda (prima) dimensione della matrice della immagine che 
rappresenta il database. Questo valore dipende dalla risoluzione adottata. 
L’espressione che consente di calcolare il valore della funzione nel punto 
esaminato è determinata in modo simile. L’equazione (6.2) si riferisce all’angolo 
di incidenza, ma quella relativa all’angolo di derapata è formalmente analoga: 
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ߙ ൌ 1 ൅
ூೣ ೤ିூ೘೔೙
ூ೘ೌೣିூ೘೔೙
· ሺߙ௠௔௫ െ ߙ௠௜௡ሻ     (6.2) 
 
Dove: 
• ܫ௫௬ è il valore compreso tra 0 ed 1 che esprime il colore del pixel 
interessato di posizione (ܫ௫, ܫ௬) calcolata come indicato nella (6.1); 
• ߙ è il valore dell’angolo di incidenza relativo al punto esaminato; 
• ܫ௠௔௫ è il valore associato al bianco =1; 
• ܫ௠௜௡ è il valore associato al nero =0; 
• ߙ௠௔௫ è il valore massimo dell’angolo di incidenza; 
• ߙ௠௜௡ è il valore minimo dell’angolo di incidenza. 
 
La procedura per creare il database consiste quindi nel determinare la proiezione 
nel piano ߣଵ-ߣଶ della superficie che rappresenta la funzione ߙሺߣଵ, ߣଶሻ in scala di 
grigi; selezionare il contorno dell’immagine in modo da imporre la 
corrispondenza tra la posizione dei pixel e i valori di ߣଵ e  ߣଶ, e salvare 
l’immagine ottenuta in formato JPEG in modo da contenere la memoria storage. 
In quest’ultima fase si può anche decidere la risoluzione dell’immagine allo scopo 
di contribuire alla riduzione della memoria storage e soprattutto diminuire 
l’occupazione di RAM. Scegliere la risoluzione è l’operazione equivalente 
all’operazione di scegliere il numero di scremature da effettuare sul database nel 
metodo analitico. 
In questo modo si costruiscono le immagini relative alle funzioni dell’angolo di 
incidenza e di derapata per tutte le coppie di sonde: le dodici immagini risultanti 
costituiscono il nuovo database sul quale appoggiarsi per la stima di ߙ e di ߚ. 
Nella Figura 6.2 è mostrata l’immagine per la funzione ߙ ൌ ݂ሺߣଵ, ߣଶሻ per M=0.2 
con risoluzione 100 dpi e 10 dpi, per queste stesse risoluzioni in Figura 6.3 è 
rappresentato il database per ߚ ൌ ݂ሺߣଵ, ߣଶሻ per M=0..2. 
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(a) 
 
 
 (b) 
Figura 6.2. Immagine del database per ࢻ ൌ ࢌሺࣅ૚, ࣅ૛ሻ per M=0.2 con a) 100 dpi 
e b) 10 dpi. 
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(a) 
 
 
 (b) 
Figura 6.3 Immagine del database per ࢼ ൌ ࢌሺࣅ૚, ࣅ૛ሻ per M=0.2 con a) 100 dpi e 
b) 10 dpi 
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Dalle Figure 6.1 e 6.2 si osserva che l’immagine in pianta è la stessa, quello che 
cambia da una funzione all’altra è la sfumatura di colore. Infatti in pianta è 
rappresentato il dominio, che a parità di Mach è lo stesso, mentre il colore indica 
il valore della funzione particolare. In Figura 6.4 è riportato il database per 
ߙ ൌ ݂ሺߣଵ, ߣଶሻ per M=0.8 (100 dpi). 
 
Figura 6.4 Immagine del database per ࢻ ൌ ࢌሺࣅ૚, ࣅ૛ሻ per M=0.8 a 100 dpi 
Il numero degli elementi di tutte le matrici per tutti i valori del Mach viene 
stimato prendendo a riferimento il numero di elementi della matrice 
dell’immagine della funzione per ߙ ൌ ݂ሺߣଵ, ߣଶሻ, indicato con ఒܰభ,ఒమ,ఈ, e 
moltiplicandolo per due, per considerare la funzione in ߚ, per sei, per considerare 
tutte le coppie di sonde, e per tredici per considerare tutti i valori del Mach. 
 
௧ܰ௢௧ ௦௧௜௠௔௧௢ ൌ ఒܰభ,ఒమ,ఈ   · 2 · 6 · 13 
 
In Figura 6.5 è riportato in funzione della risoluzione, il confronto tra il numero di 
elementi delle matrici delle immagini e quello delle look-up-table del database 
originale calcolato sommando il numero di elementi delle matrici corrispondenti a 
ciascun Mach, ܰெ೔. 
௧ܰ௢௧ ௗ௕ ௢௥௜௚௜௡௔௟௘ ൌ෍ܰெ೔ ൌ
ଵଷ
௜ୀଵ
537 186 
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(a) 
 
(b) 
Figura 6.5. (a) Confronto fra il numero di elementi delle matrici delle immagini e 
delle look-up-table.(b) Particolare per le basse risoluzioni. 
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6.3. Stima degli angoli 
Il database da utilizzare è fissato una volta scelta la risoluzione della immagine. 
Imposta la risoluzione, fra le tutte le immagini si considerano le dodici (sei per ߙ e 
sei per ߚ) relative al Mach per il quale si effettua l’analisi. 
Considerata un coppia di valori ൫ߣଵതതത, ߣଶതതത൯ si determina attraverso le relazioni lineari 
che legano ܫ௫ a ߣଵ e ܫ௬ a ߣଶ la posizione (ܫ௫, ܫ௬) occupata dal pixel sull’immagine  
relativa a ciascuna coppia di sonde. Con questi dati è possibile leggere nella 
“matrice dei grigi” dell’immagine il valore associato al pixel in questione. Il 
valore letto indica una particolare gradazione di grigio legata, come già osservato, 
in modo lineare ad un valore di ߙ. Come espresso dalla (6.2) la stima dell’angolo 
di incidenza è ancora una volta una interpolazione lineare, ma non più basata su 
una griglia di valori, bensì basata sulla lettura di una immagine. 
In modo analogo si procede per la stima dell’angolo di derapata. 
Quindi, scelta la risoluzione delle immagini da usare come database, dati in 
ingresso il numero di Mach e i quattro valori degli angoli di flusso locale, si 
stimano i sei valori di ߙ e di ߚ con la tecnica delle immagini appena descritta e 
successivamente si procede con l’algoritmo di voting.(Figura 6.6)  
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Diminuendo la risoluzione diminuiscono le dimensioni delle matrici delle 
immagini, ma aumenta l’errore commesso nella stima degli angoli. L’analisi 
svolta ha preso in considerazione solo due numeri di Mach, uno di bassa velocità, 
0.2 e uno di alta, 0.8. Tuttavia la procedura può essere estesa a tutti i valori del 
Mach, sia di griglia che generici. Per quest’ultimi si procede in maniera analoga a 
quella descritta al Capitolo 3: dato ܯ෩  si ricerca il valore del Mach di griglia 
immediatamente inferiore,ܯ௜, e quello immediatamente superiore, ܯ௦. I valori di 
ߙ e di ߚ stimati con la procedura delle immagini per ܯ௜ e per ܯ௦ vengono 
 
Figura 6.6. Schema del metodo delle immagini 
Tabelle del db originale 
Immagini che 
rappresentano le 
tabelle de db originale 
Scelta della risoluzione 
db  ridotto sotto 
forma di immagine 
ܯ, ߣଵ, ߣଶ, ߣଷ, ߣସ 
ሺܫ௫ଵ, ܫ௬ଶሻ, ሺܫ௫ଵ, ܫ௬ଷሻ, (ܫ௫ଵ, ܫ௬ସሻ, 
ሺܫ௫ଶ, ܫ௬ଷሻ, (ܫ௫ଶ, ܫ௬ସሻ, ሺܫ௫ଷ, ܫ௬ସሻ 
6 valori di ߙ e 6 valori di ߚ
Creazione del database  Stima degli angoli 
VOTING Stime di ߙ e di ߚ
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interpolati in modo lineare per ricavare i valori relativi al ܯ෩  sui quali applicare 
l’algoritmo di voting.  
Per i due valori di Mach scelti sono state costruite le sei immagini per la funzione 
in ߙ e le sei per quella in ߚ; quindi si hanno dodici matrici le cui dimensioni 
dipendono dalla risoluzione scelta. Nelle Figure 6.6 e 6.7 l’errore medio 
commesso nella stima di ߙ è stato scelto come parametro di confronto fra il 
metodo delle immagini e quello della interpolazione. L’errore medio in ߙ è 
riportato al variare della risoluzione, inoltre, per completezza, si trova graficato, 
sempre in funzione della risoluzione, la stima del numero di elementi del 
database. Data la funzione ߙ ൌ ݂ሺߣଵ, ߣଶሻ per un fissato Mach,  ఒܰభ,ఒమ,ఈ è il 
numero di elementi della matrice della sua immagine. Per un certo valore del 
Mach il numero di elementi delle matrici di tutte le coppie di sonde per la 
funzione in ߙ è dato da: 
ఈܰ,   ெ ௙௜௦௦௔௧௢ ൌ ఒܰభ,ఒమ,ఈ · 6 
 
Nella figura il valore di ఈܰ,   ெ ௙௜௦௦௔௧௢ al variare della risoluzione è confrontato con 
il numero di elementi della look-up-table corrispondente al Mach scelto. 
 
 ܰெୀ଴.ଶ ൌ ௥ܰ௜௚௛௘ · ௖ܰ௢௟௢௡௡௘ ൌ 9917 · 6 ൌ 59502 
ܰெୀ଴.଼ ൌ ௥ܰ௜௚௛௘ · ௖ܰ௢௟௢௡௡௘ ൌ 6405 · 6 ൌ 38430 
 
C’è però da osservare che questi elementi della look-up-table sono sufficienti 
anche a stimare il valore dell’angolo di derapata. 
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Figura 6.7. Numero di elementi delle matrici delle immagini e errore medio in ࢻ 
al variare della risoluzione per M=0.2 
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Figura 6.8. Numero di elementi delle matrici delle immagini e errore medio in ࢻ 
al variare della risoluzione per M=0.2 
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Dai grafici riportati nelle Figure 6.7 e 6.8 si osserva che la risoluzione da adottare 
nella determinazione delle immagini è di 10 dpi perché, fra le risoluzioni che 
determinano una effettiva riduzione, consente di tenere bassi l’errore medio in ߙ. 
La distribuzione effettiva degli errori al variare di ߙ e di ߚ per i valori del Mach 
esaminati è indicata nelle Figure dalla 6.9 alla 6.12. 
 
 
 
Figura 6.9. Errori nella stima di ࢻ per M=0.2 (immagine a 10 dpi) 
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Figura 6.10. Errori nella stima di ࢼ per M=0.2 (immagine a 10 dpi) 
 
 
Figura 6.11. Errori nella stima di ࢻ per M=0.8 (immagine a 10 dpi). 
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Figura 6.12. Errori nella stima di ࢼ per M=0.8 (immagine a 10 dpi) 
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In queste tabelle il numero degli elementi delle matrici delle immagini stimato per 
tutti i numeri di Mach deve essere confrontato con il numero degli elementi delle 
look-up-table necessarie per il metodo della interpolazione, 537186. 
Allo stesso modo le dimensioni in KB stimate devono essere confrontate con le 
dimensioni delle look-up-table originali: 2892 KB.  
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Tabella6.1. Risultati del metodo delle immagini per M=0.2 
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Tabella 6.2 Risultati del metodo delle immagini per M=0.8 
Capitolo 7. Correzioni apportate 
dalle prove di volo 
 
Gli algoritmi descritti nei capitoli precedenti devono essere ora applicati ai dati 
corretti con le prove di volo. 
Nel Capitolo 2 sono state descritte le correzioni apportate con le prove di volo al 
database determinato con le prove in galleria. Nell’approccio all’elaborazione che 
fa uso di funzioni determinate con le tecniche dei minimi quadrati queste 
correzioni hanno reso necessario l’uso, in alcune zone dell’inviluppo di volo, di 
un numero maggiore di polinomi opportunamente raccordati. Ciò ha fatto nascere 
l’esigenza di uno studio di fattibilità di procedure di elaborazione diverse e di 
algoritmi di riduzione dei dati. 
Risulta quindi interessante studiare come si comportano gli algoritmi sviluppati 
nei capitoli precedenti, di validità del tutto generale, applicati sui dati corretti con 
le prove di volo. In modo analogo a quanto fatto con il database ricavato dalle 
prove in galleria, si procede con i seguenti passaggi: 
• Determinazione del database corretto con le prove di volo per tutti i valori 
del Mach di griglia e per ߙ e ߚ appartenenti agli inviluppi di validità del 
modello ed entrambi variabili con passo 0.5°. 
• Inversione nei rispettivi domini di validità delle look-up-table ottenute.  
• Applicazione del metodo di interpolazione per l’elaborazione di dati 
provenienti dalla proceduta di simulazione e verifica del modello 
attraverso lo studio dei tre casi: 
1. Mach, ߙ e ߚ di griglia, appartenenti alle stazioni fissate per le quali 
è stato ricavato il database: in questo caso i valori dei ߣ௜  in 
ingresso all’interpolazione coincidono con i valori delle matrici 
inverse, quindi sul piano ߣ௜-ߣ௝ cadono sui nodi. 
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2. Mach e ߚ appartenenti a stazioni di griglia ed ߙ variabile con passo 
0.8: sul piano ߣ௜-ߣ௝ gli ingressi sono punti che si muovono lungo i 
luoghi a ߚ costante. 
3. Mach ed ߙ appartenenti a stazioni di griglia e ߚ variabile con passo 
0.7: in questo caso ci si muove su luoghi ad  ߙ costante. 
• Applicazione degli algoritmi di compressione dei dati per quattro valori 
del Mach (0.2, 0.6, 0.8, 0.95): 
1. Metodo analitico. 
2. Metodo delle immagini. 
7.1. Determinazione ed inversione del database. 
Nel Capitolo 2 sono state introdotte le relazioni che permettono di determinare i 
valori degli angoli di flusso locale rilevati dalle sonde. Si riportano tali relazioni: 
ߣ௜ ௘௙௙ ൌ   ߣ௜ ௚௔௟௟ ൅ Δߣ௜ ௖௢௥ 
Dove si è indicato con ߣ௜ ௚௔௟௟ il valore dell’angolo di flusso locale misurato dalla 
sonda i-esima e con Δߣ௜ ௖௢௥ la correzione data dalle prove di volo determinabile 
mediante la relazione seguente: 
Δߣ௜ ௖௢௥ ൌ
ൣΔߣ௜ ௟௚௖௢௥ሺߙ, ߚ,ܯ, ݂݈ܽ݌ሻ · ݐ_݇ݏ݄݌ሺ݈݃݌݋ݏሻ ൅ Δߣ௜ ௕௔௦௖௢௥ሺߙ, ߚ,ܯ, ݂݈ܽ݌ሻ൧ ·
݀_݇ݏ݄݌1ሺߙሻ · ݀_݇ݏ݄݌2ሺߚሻ · ݀_݇ݏ݄݌3ሺܯ, ݂݈ܽ݌, ݈݃݌݋ݏሻ  
 
Il primo termine tiene conto dell’effetto dovuto alla posizione del carrello e 
ݐ_݇ݏ݄݌  è un’opportuna funzione di forma, così come le 
݀_݇ݏ݄݌1, ݀_݇ݏ݄݌2, ݀_݇ݏ݄݌3  tengono conto dell’assetto e della configurazione 
del velivolo. 
Nelle ipotesi sotto le quali si sviluppa questa tesi le correzioni da apportare sono 
esprimibili con: 
Δߣ௜ ௖௢௥ ൌ Δߣ௜ ௕௔௦௖௢௥ሺߙ, ߚ,ܯሻ 
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Quindi le modifiche dovute alle prove di volo sono in pratica delle tabelle 
aggiuntive che devono essere prese in considerazione insieme al database 
determinato con le prove in galleria. 
In pratica, per determinare il database “corretto”si è fatto uso dell’algoritmo di 
simulazione nel quale sono stati aggiunti i contributi delle prove di volo per la 
determinazione dei valori degli angoli di flusso locali, come schematizzato in 
Figura 7.1. (In generale si ricorda che sia i valori dei ߣ௜ ௚௔௟௟ che i valori dei ∆ߣ௜ ௖௢௥ 
dipendono anche dalla configurazione e dalla velocità angolare, ma le ipotesi sotto 
le quali si sviluppa tale tesi sono di deflessioni nulle delle superfici mobili e moto 
rettilineo uniforme) 
 
 
 
 
 
Figura 7.1. Scema della determinazione del database corretto 
 
I ߣ௜ così determinati e opportunamente ordinati in tabelle di dimensioni dipendenti 
dal numero di Mach costituiscono il database corretto. 
Con le stesse metodologie descritte al Capitolo 2 si procede all’inversione del 
database corretto ottenendo le look-up-table nelle quali, per una data quadrupla di 
valori di angoli di flusso locale, si leggono i relativi angoli di incidenza e 
derapata. 
Nella figura si mostra come esempio il dominio sul piano ߣଵ-ߣଶ dei nuovi valori 
corretti per M=0.6. Confrontandolo con quello in Figura 3.19, ovvero quello 
ottenuto con le solo prove di galleria, non si riescono a vedere le differenze. 
ߙ,  
ߚ, 
M 
Look‐up‐table delle prove 
in galleria del vento
ߣ௜  
Look‐up‐table delle 
correzioni di volo 
+ 
ߣ௜ ௚௔௟௟
∆ߣ௜ ௖௢௥
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Figura 7.2. Punti del database corretto sul piano ࣅ૚-ࣅ૛ per M=0.2 
7.2. Applicazione del metodo di interpolazione 
Il metodo di interpolazione viene ora applicato sfruttando i nodi del database 
corretto per i casi già esaminati nel Capitolo 3. In tabella si riassumono i risultati 
più importanti. 
 Errore massimo Errore medio 
Caso 1: valori di griglia 
Errori su ߙ 10ିଵହ 10ିଵ଻ 
Errori su ߚ 10ିଵହ 10ିଵ଻ 
Caso2: M e ߚ di griglia, ߙ variabile 
Errori su ߙ 0.97 0.002 
Errori su ߚ 1.21 0.0097 
Caso3: M e ߙ di griglia, ߚ variabile 
Errori su ߙ 1.74 0.012 
Errori su ߚ 0.25 0.001 
 
Tabella 7.1. Risultati del metodo di elaborazione sul database corretto 
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Gli errori commessi sono molto simili a quelli commessi sfruttando il database  
non corretto, questo a riprova del fatto che il metodo di elaborazione determinato 
non dipende dai valori del database su cui opera. 
7.3. Applicazione degli algoritmi di compressione. 
7.3.1. Metodo analitico. 
 
I risultati raggiunti con l’applicazione dell’algoritmo di compressione basato sul 
metodo analitico vengono riportati sottoforma di grafici. Le Figure dalla 7.3 alla 
7.10 mostrano le riduzioni totali e parziali ottenute con 20 “scremature” 
successive per i quattro valori del Mach scelti: 0.2, 0.6, 0.8 e 0.95. 
Nella Figura 7.11 , invece, si mette in evidenza la trasformazione del database 
con il grafico dei punti della tabella ሺߣଵ, ߣଶ, ߙሻ per M=0.2 e la loro triangolazione 
per sei successive riduzioni prese ad esempio. 
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Figura 7.3. Riduzioni delle look-up-table di ࢻ per M=0.2 
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Figura 7.4. Riduzioni delle look-up-table di ࢼ per M=0.2 
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Figura 7.5. Riduzioni delle look-up-table di ࢻ per M=0.6 
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Figura 7.6. Riduzioni delle look-up-table di ࢼ per M=0.6 
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Figura 7.7. Riduzioni delle look-up-table di ࢻ per M=0.8 
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Figura 7.8. Riduzioni delle look-up-table di ࢼ per M=0.8 
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Figura 7.9. Riduzioni delle look-up-table di ࢻ per M=0.95 
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Figura 7.10. Riduzioni delle look-up-table di ࢼ per M=0.95 
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Figura 7.11. Trasformazione del database corretto all’aumentare delle 
scremature. Esempio di ࣅ૚-ࣅ૛, ࢻ per M=0.2 
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Si deve confrontare il numero di elementi della look-up-table originale relativa ad 
un Mach fissato con il numero di elementi totali delle dodici look-up-table (sei per 
ߙ e sei per ߚ ) ridotte relative allo stesso numero di Mach. Quindi, indicando con 
௣ܰ௨௡௧௜ il numero dei punti della look-up-table originaria e con ௣ܰ௨௡௧௜೔ഀ e ௣ܰ௨௡௧௜೔ഁ 
il numero di punti della look-up-table della coppia i-esima rispettivamente per le 
funzioni in ߙ e in ߚ, si ha: 
 
௘ܰ௟_௢௥௜௚௜௡௔௟௘ ൌ   ௣ܰ௨௡௧௜  · 6 
௘ܰ௟_௥௜ௗ௢௧௧௢ ൌ෍ሺ ௣ܰ௨௡௧௜೔ഀ ൅ ௣ܰ௨௡௧௜೔ഁሻ · 3
଺
௜ୀଵ
 
 
Per completare l’analisi si stima l’occupazione di memoria storage. Nella tabella è 
indicato lo spazio di memoria occupato dai database ridotti ricavati: 
Mach Spazio occupato 
0.2 127 KB 
0.6 70.6 KB 
0.8 128 KB 
0.95 134 KB 
Tabella 7.2. Memoria storage occupata dai database ridotti 
 
Ipotizzando un’occupazione di memoria pari a 
ሺ127 ൅ 70.6 ൅ 128 ൅ 134ሻ 4 ؆ 115⁄  KB per tutti i valori del Mach si ottiene: 
ܭܤݕݐ݁௥௜ௗ௢௧௧௢ ൌ 115 · 13 ൌ 1495 ܭܤ 
Fra tutte le look-up-table determinate con l’inversione si considerano solo quelle 
strettamente necessarie per l’interpolazione come spiegato al Capitolo 5. I kilobyte 
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occupati dal database originale, necessari per l’applicazione del metodo di 
interpolazione, sono quindi dati da quattro matrici a tre dimensioni, ciascuna 
matrice relativa ad un sottoinsieme a seconda del Mach,  
ܭܤݕݐ݁௢௥௜௚௜௡௔௟௘ ൌ 2898 ܭܤ 
I risultati più significativi sono riassunti in Tabella 5.3: 
 
 
Confronto memoria occupata 
Database 
originale 
Database 
ridotto 
Riduzione 
[%]  
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M= 0.2 59502 23907 59.82% 
M= 0.6 38430 13584 64.65% 
M= 0.8 38430 23796 38.08% 
M= 0.95 34770 25005 28.085% 
Stima dell’occupazione di memoria 
storage totale. 
2898 KB 1495KB 48.41% 
Tabella 7.3. Confronto in termini di memoria occupata fra in database originale e 
quello ridotto con il metodo analitico. 
 
I database ottenuti vengono usati nel processo di interpolazione descritto al 
Capitolo 3 per la stima dell’angolo di incidenza e quello di derapata. Gli angoli di 
flusso locale in ingresso all’interpolazione sono determinati dal modello di 
simulazione per valori di ߙ e ߚ random e per i valori fissati del Mach. 
Gli errori commessi nella stima di ߙ e ߚ attraverso l’interpolazione applicata al 
database che ha riduzione maggiore sono riportati nelle Tabelle 7.4 , 7.5 ,7.6 e 7.7 
nelle quali è anche indicata la riduzione totale ottenuta per ciascun Mach. 
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M= 0.2 Database originale Database ridotto 
Errori in ߙ in gradi 
medio 0.0025 0.1899 
massimo 0.1625 1.2905 
Errori in ߚ in gradi 
medio 0.0019 0.1163 
massimo 0.1706 0.9156 
Riduzione percentuale del numero 
di elementi 
59.82 % 
Tabella 7.4. Confronto errori del metodo di interpolazione con database originale 
e con database ridotto per M=0.2. 
 
 
M= 0.6 Database originale Database ridotto 
Errori in ߙ in gradi medio 0.00172 0.202 
massimo 0.15066 1.2506 
Errori in ߚ in gradi medio 0.002125 0.1393 
massimo 0.27335 0.7652 
Riduzione percentuale del numero 
di elementi 
64.65 % 
Tabella 7.5. Confronto errori del metodo di interpolazione con database originale 
e con database ridotto per M=0.6. 
 
 
M= 0.8 Database originale Database ridotto 
Errori in ߙ in gradi 
medio 0.01094 0.1177 
massimo 1.1298 1.2461 
Errori in ߚ in gradi 
medio 0.006568 0.0922 
massimo 0.5277 0.7816 
Riduzione percentuale  del numero 
di elementi 
38.08 % 
Tabella 7.6. Confronto errori del metodo di interpolazione con database originale 
e con database ridotto per M=0.8 
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M= 0.95 Database originale Database ridotto 
Errori in ߙ in gradi 
medio 0.007246 0.0647 
massimo 0.6398 0.6501 
Errori in ߚ in gradi 
medio 0.007213 0.0555 
massimo 0.530615 0.5305 
Riduzione percentuale del numero 
di elementi 
28.085 % 
Tabella 7.7. Confronto errori del metodo di interpolazione con database originale 
e con database ridotto per M=0.95. 
 
Un esempio della distribuzione dell’errore commesso su ߙ in funzione dell’angolo 
di incidenza e in funzione dell’angolo di derapata è riportato in Figura 7.12. 
 
 
Figura 7. 12. Errori in gradi nella stima di alfa (M=0.8) basata sul database 
(corretto) ridotto con il metodo analitico 
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7.3.2. Metodo delle immagini. 
Come spiegato al Capitolo 6 la risoluzione da applicare alle immagini delle look-
up-table è di 10 dpi al fine di avere una riduzione dei dati da memorizzare. 
Si applica il metodo delle immagini a partire dai valori degli angoli di flusso 
locale determinati con il modello di simulazione per  valori random di ߙ e ߚ alle 
stazioni di Mach fissate. I risultati, sia in termini di compressioni raggiunte, sia in 
termini di errori commessi nella stima degli angoli di incidenza e derapata, sono 
riassunti nelle tabelle e nelle figure seguenti. 
La dimensione delle immagini salvate in formato JPEG varia a seconda del Mach 
e della coppia di sonde considerata. Tuttavia le immagini a 10 dpi occupano uno 
spazio minore di 1.5 KB: per ricavare una stima della riduzione percentuale della 
memoria storage, si ipotizza in modo cautelativo che tutte le immagini occupino 
1.5 KB. In totale quindi, considerando sia le immagini per ߙ sia quelle per ߚ, per 
tutte le coppie di sonde si ha per ciascun Mach: 
ܯ݁݉݋ݎ݅ܽ ݏݐ݋ݎܽ݃݁ ׊ ܯ݄ܽܿ ൌ 1.5 · 12 ൌ 18 ܭܤ 
Mentre si ricava una stima totale della memoria occupata considerando i tredici 
valori del Mach: 
ܯ݁݉݋ݎ݅ܽ ݏݐ݋ݎܽ݃݁ ݐ݋ݐ݈ܽ݁ ൌ 18 · 13 ൌ 234 ܭܤ 
In Tabella 7.8 si riporta un confronto sia per la memoria storage, sia per la 
memoria RAM occupata rispetto al database originale. Si fa notare che in alcuni 
casi una risoluzione di 10 dpi non è sufficiente ad effettuare una effettiva 
riduzione della memoria RAM. 
In particolare per M=0.6 e M=0.95 si dovrebbero studiare immagini con 
risoluzioni minori, ad esempio 5 dpi. 
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Confronto memoria occupata 
Database 
originale 
Immagine a 
10 dpi 
Riduzione 
[%]  
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M= 0.2 59502 40016 32.75 % 
M= 0.6 38430 38884 / 
M= 0.8 38430 38214 0.56 % 
M= 0.95 34770 39144 / 
Stima dell’occupazione di memoria 
storage totale. 
2898 KB 234KB 91.93 % 
Tabella 7.8. Confronto in termini di memoria occupata fra in database originale e 
quello ridotto con il metodo delle immagini. 
 
Come spiegato nel Capitolo 6 ci sono casi in cui una coppia ൫ߣ௜,  ߣ௝൯ cade fuori dal 
dominio sul rispettivo piano: ciò è causa di errori  molto elevati. Nelle tabelle che 
seguono (Tabelle dalla 7.9 alla 7.12), quando si verifica questo fenomeno si 
indicano gli errori massimi con >4° e gli errori medi sono stati calcolati sia 
escludendo i punti che cadono fuori dal dominio, sia considerandoli (valore che si 
trova nelle tabelle fra parentesi) 
 
M= 0.2 Database originale Immagine a 10 dpi 
Errori in ߙ in gradi 
medio 0.0025 0.55206 
massimo 0.1625 3.1449 
Errori in ߚ in gradi 
medio 0.0019 0.50716 
massimo 0.1706 2.1554 
Riduzione percentuale del numero 
di elementi 
32.75% 
Tabella7.9. Confronto in termini di errori fra il metodo di interpolazione delle 
look-up-table originali e il metodo delle immagini (risoluzione 10dpi) per M=0.2. 
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M= 0.6 Database originale Immagine a 10 dpi 
Errori in ߙ in gradi medio 0.00172 (0.5845)   0.4626 
massimo 0.15066 (>4)   3.1654 
Errori in ߚ in gradi medio 0.002125 (0.5962)  0.347 
massimo 0.27335 (>4)    1.7622 
Riduzione percentuale del numero 
di elementi 
/ 
Tabella 7.10. Confronto in termini di errori fra l’interpolazione delle look-up-
table originale e il metodo delle immagini (risoluzione 10dpi) per M=0.6. 
 
 
M= 0.8 Database originale Immagine a 10 dpi 
Errori in ߙ in gradi 
medio 0.01094 (0.7882)   0.5720 
massimo 1.1298 (>4)  2.233 
Errori in ߚ in gradi 
medio 0.006568 0.3363 
massimo 0.5277 1.9388 
Riduzione percentuale  del numero 
di elementi 
0.56 % 
Tabella 7.11. Confronto in termini di errori fra l’interpolazione delle look-up-
table originale e il metodo delle immagini (risoluzione 10dpi) per M=0.8. 
 
 
M= 0.95 Database originale Immagine a 10 dpi 
Errori in ߙ in gradi 
medio 0.007246 (0.4648)    0.3738 
massimo 0.6398 (>4)  2.0307 
Errori in ߚ in gradi 
medio 0.007213 0.274 
massimo 0.530615 2.033 
Riduzione percentuale del numero 
di elementi 
 / 
Tabella 7.12. Confronto in termini di errori fra l’interpolazione delle look-up-
table originale e il metodo delle immagini (risoluzione 10dpi) per M=0.95. 
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Nelle Figura dalla 7.13 si riporta un esempio di distribuzione degli errori nella 
stima dell’angolo di incidenza e di derapata con il metodo delle immagini. Gli 
errori, differenza in valore assoluto tra il valore effettivo e quello stimato, sono 
plottati in funzione di ߙ e di ߚ. 
 
 
Figura 7.13. Errori nella stima di ߙ e di ߚ per M=0.8 con il metodo delle 
immagini. 
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In Appendice vengono riportati i grafici degli errori commessi nella stima degli 
angoli per tutti i valori del Mach esaminati sia con il metodo analitico sai con il 
metodo delle immagini. Sempre in Appendice si trovano le mappe di errore 
relativamente alla costruzione dell’angolo di incidenza e derapata. Queste mappe 
contengono in pratica le stesse informazioni dei grafici, ma hanno il vantaggio di 
poter essere direttamente confrontabili con i risultati ottenuti con la metodologia 
di elaborazione che fa uso dei polinomi sviluppata presso il dipartimento. 
 
 
Capitolo 8. Risultati 
8.1. Confronto dei metodi usati. 
Per completezza e facilità di lettura si riportano i risultati ottenuti organizzati in  
tabelle in modo da permettere un confronto diretto sia della riduzione di memoria 
occupata, sia degli errori commessi nella stima degli angoli con le diverse 
procedure. 
In particolare nelle Tabelle dalla 8.1 alla 8.4 sono riportati per ciascun Mach 
esaminato (0.2, 0.6, 0.8 e 0.95) i confronti in termini di memoria RAM e di errori 
medi e massimi commessi con le diverse procedure di elaborazione basate 
rispettivamente sull’interpolazione dei dati delle look-up-table originali, sulla 
interpolazione dei dati delle look-up-table ridotte con il metodo analitico, e sul 
metodo delle immagini. 
Nella colonna relativa al metodo delle immagini sono stati indicati fra parentesi 
gli errori calcolati considerando anche ai punti ൫ߣ௜,  ߣ௝൯ che cadono esternamente 
al dominio sul rispettivo piano, fuori dalla parentesi sono indicati gli errori 
calcolati escludendo questi punti. 
Nella Tabella 8.5 è riportata la stima della memoria di massa occupata da ciascun 
database: originale, ridotto con il metodo analitico e ridotto con il metodo delle 
immagini. Si tratta di stime ottenute, come indicato nel capitolo precedente, a 
partire dalla conoscenza della memoria occupata dalle look-up-table relative ai 
Mach esaminati. Con il termine “totale” si indica quindi la memoria occupata 
dalle look-up-table relative a tutte le coppie di sonde, per tutti i valori del Mach, 
sia per l’angolo di incidenza che per l’angolo di derapata. 
Per quanto riguarda le look-up-table del database originale sono considerate 
solamente quelle strettamente necessarie per l’interpolazione come è stato 
spiegato nel Capitolo 5. 
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M=0.2 Look-up-table 
originale  
Look-up-table 
ridotta con il 
metodo analitico 
Immagine a 10 
dpi 
Errori in ߙ  ( in 
gradi) 
medio 0.0025 0.1899 0.55206 
massimo 0.1625 1.2905 3.1449 
Errori in ߚ  (in 
gradi) 
medio 0.0019 0.1163 0.50716 
massimo 0.1706 0.9156 2.1554 
Numero di elementi. 59502 23907 40016 
Riduzione percentuale:  59.82% 32.75% 
Tabella 8.1. Confronto in termini i di memoria RAM e di errori medi e massimi 
commessi con le diverse procedure di elaborazione per M=0.2 
 
 
M=0.6 Look-up-table 
originale  
Look-up-table 
ridotta con il 
metodo analitico 
Immagine a 10 
dpi 
Errori in ߙ  ( in 
gradi) 
medio 0.00172 0.202 
(0.5845) 
0.4626 
massimo 0.15066 1.2506 
(>4) 
3.1654 
Errori in ߚ  (in 
gradi) 
medio 0.002125 0.1393 
(0.5962) 
0.347 
massimo 0.27335 0.7652 
(>4) 
1.7622 
Numero di elementi. 38430 13584 38884 
Riduzione percentuale:  64.65 % / 
Tabella 8.2 Confronto in termini i di memoria RAM e di errori medi e massimi 
commessi con le diverse procedure di elaborazione per M=0.6 
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M=0.8 Look-up-table 
originale  
Look-up-table 
ridotta con il 
metodo analitico 
Immagine a 10 
dpi 
Errori in ߙ  ( in 
gradi) 
medio 0.01094 0.1177 
(0.7882) 
0.5720 
massimo 1.1298 1.2461 
(>4) 
2.233 
Errori in ߚ  (in 
gradi) 
medio 0.006568 0.0922 0.3363 
massimo 0.5277 0.7816 1.9388 
Numero di elementi. 38430 23796 38214 
Riduzione percentuale:  38.08% 0.56 % 
Tabella 8.3. Confronto in termini i di memoria RAM e di errori medi e massimi 
commessi con le diverse procedure di elaborazione per M=0.8 
 
 
M=0.95 Look-up-table 
originale  
Look-up-table 
ridotta con il 
metodo analitico 
Immagine a 10 
dpi 
Errori in ߙ  ( in 
gradi) 
medio 0.007246 0.0647 
(0.4648) 
0.3738 
massimo 0.6398 0.6501 
(>4) 
2.0307 
Errori in ߚ  (in 
gradi) 
medio 0.007213 0.0555 0.274 
massimo 0.530615 0.5305 2.033 
Numero di elementi. 34770 25005 39144 
Riduzione percentuale:  28.085% / 
Tabella 8.4. Confronto in termini i di memoria RAM e di errori medi e massimi 
commessi con le diverse procedure di elaborazione per M=0.95 
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Confronto fra le 
memorie storage totali  
Database 
originale 
Database ridotto con 
il metodo analitico 
Immagini a 10 
dpi 
Memoria storage totale  2898 KB 1495KB 234KB 
Riduzione percentuale  48.41 % 91.93 % 
Tabella 8.5. Confronto fra le memorie storage totali stimate 
 
Come era facile aspettarsi, il metodo analitico permette una riduzione di memoria 
storage e di memoria RAM dello sesso ordine di grandezza: questo perché la 
diminuzione di memoria storage è dovuta essenzialmente alla diminuzione del 
numero di elementi da memorizzare. Indicando con ܴ௘௟௘௠௘௡௧௜ ௧௢௧௔௟௘  la stima 
relativa alla riduzione del numero di elementi di tutte le look-up-table si ottiene: 
ܴ௘௟௘௠௘௡௧௜ ௦௧௜௠௔ ൌ
59.82 ൅ 64.65 ൅ 38.08 ൅ 28.085
4
ൌ 47.66 
Il valore così calcolato risulta moto vicino alla stima della memoria storage totale 
(48.41%). 
Invece, per quanto riguarda il metodo delle immagini la memoria di massa è 
ridotta soprattutto grazie all’applicazione dell’algoritmo JPEG che però non 
influisce sulla riduzione di memoria RAM. Infatti per diminuire la dimensione 
dell’immagine alcuni pixel vengono eliminati per poi essere ricostruiti, non 
esattamente uguali, in fase di decompressione. La riduzione di memoria primaria 
è dovuta solamente alle basse risoluzioni. Tuttavia riducendo la risoluzione i pixel 
vengono tolti in modo uniforme senza la capacità di distinguere fra una zona e 
l’altra dell’immagine e questo causa una scarsa precisione nella ricostruzione 
delle misure, e quindi errori più alti, soprattutto per risoluzioni molto basse. 
Inoltre per avere una effettiva riduzione di memoria RAM si deve 
necessariamente scendere sotto i 10 dpi, risoluzione con la quale si hanno errori 
medi che sono circa maggiori di due ordini di grandezza rispetto agli errori 
commessi dal metodo di elaborazione “base” e sono almeno doppi rispetto 
all’elaborazione basata sul database ridotto con il metodo analitico. 
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Con il metodo delle immagini si ha quindi una riduzione di memoria storage 
altissima, ma, adottando la risoluzione di 10 dpi, la riduzione di memoria RAM è 
molto bassa ed in alcuni casi si ha addirittura un aumento del numero di elementi. 
Per quanto riguarda la distribuzione degli errori in funzione di ߙ  e di ߚ  in 
Appendice ne vengono riportati i grafici per tutti i valori del Mach esaminati sia 
con il metodo analitico sai con il metodo delle immagini. Sempre in Appendice si 
trovano le mappe di errore relativamente alla costruzione dell’angolo di incidenza 
e derapata. Queste mappe contengono in pratica le stesse informazioni dei grafici, 
ma hanno il vantaggio di una lettura più immediata e di poter essere direttamente 
confrontabili con i risultati ottenuti con la metodologia di elaborazione che fa uso 
dei polinomi. Un esempio di mappa degli errori è riportato nel paragrafo 
successivo dove viene affrontato il confronto con la metodologia di interpolazione 
polinomiale sia sul piano della memoria occupata, sia sul piano degli errori 
commessi. 
8.2. Confronto con l’elaborazione “classica”. 
 
Nel primo Capitolo è stata indicata una stima del numero di coefficienti necessari 
per la memorizzazione delle funzioni di taratura sotto forma di polinomi. In 
particolare è stata sottolineata la necessità di utilizzare più polinomi 
opportunamente raccordati in alcune zone dell’inviluppo per tenere conto delle 
correzioni dovute alle prove di volo. Questo aumento del numero di polinomi 
porta la stima del numero dei coefficienti da 200  a circa il doppio: 400. Si tratta 
dei coefficienti necessari per le funzioni di taratura sia degli angoli che delle 
pressioni per ciascun Mach. 
Ipotizzando che i polinomi siano dello stesso grado e quindi che il numero di 
coefficienti sia lo stesso per tutte le funzioni di taratura, per la sola ricostruzione 
degli angoli si devono memorizzare circa 200 coefficienti.  
Come si osserva dalle Tabelle dalla 8.1 alla 8.4 il numero di elementi dei database 
ricavati sia con il metodo analitico, sia con il metodo delle immagini, è superiore a 
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200. Sotto questo punto di vista gli algoritmi sviluppati sembrano dunque 
fallimentari. 
Tuttavia il numero di elementi non da nessuna idea sulla diversa complessità delle 
procedure a confronto. 
Nella metodologia “classica” a partire dai valori degli angoli di flusso locale si 
procede alla stima delle grandezza mediante gli opportuni polinomi. I polinomi 
presi in considerazione variano a seconda dalla zona dell’inviluppa di volo. 
Quindi le funzioni di taratura dipendono sia dal Mach, valore noto, in quanto 
coincidente con il Mach del passo precedente per le ipotesi alla base della 
procedura, ma anche dai valori di ߙ  e ߚ  che non sono affatto noti essendo le 
incognite del problema.  
Quindi con il metodo “classico” aumentando il numero di informazioni necessarie 
per una stima più accurata, aumenta il numero di coefficienti da memorizzare e 
soprattutto aumenta la complessità degli algoritmi della procedura di 
elaborazione. Inoltre una eventuale altra correzione apportata al database 
comporta la necessità di una nuova determinazione dei polinomi con la tecnica dei 
minimi quadrati e la ridefinizione dei rispettivi domini di validità. 
Riassumendo gli svantaggi dell’ elaborazione classica sono legati alla scarsa 
flessibilità con la quale il metodo si adatta alle nuove informazioni introdotte con 
lo scopo di perfezionare il metodo stesso:  
• necessità di una nuova taratura delle funzioni; 
• dipendenza dei polinomi dal dominio in ߙ  e ߚ  che determina una 
complessità crescente degli algoritmi di elaborazione; 
• aumento del numero di coefficienti. 
Il metodo di interpolazione ed il metodo delle immagini si basano direttamente sui 
punti sperimentali e solo su questi: aumentando le informazioni non si necessita di 
nessuna nuova taratura e la metodologia di elaborazione rimane la stessa senza 
aumentare di complessità. Inoltre è sempre possibile applicare un metodo di 
compressione dei dati per diminuire il numero di elementi da memorizzare. 
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Quindi i vantaggi degli algoritmi di elaborazione e di compressione sviluppati 
nell’ambito di questa tesi sono dovuti al fatto che sono procedure che prescindono 
dal tipo di database su cui vengono applicate: cambiando o aumentando i punti 
del database di partenza le metodologie restano invariate. 
Per quanto riguarda la precisione nella stima delle grandezze si possono 
confrontare le mappe degli errori di cui nelle Figure 8.1 e 8.2 si riporta un 
esempio per M= 0.2 relativamente alla ricostruzione dell’angolo di incidenza. Si 
osserva che con i metodi proposti gli errori sono dello stesso ordine di grandezza 
di quelli commessi con l’elaborazione classica. In Appendice si trovano le mappe 
relative agli errori commessi sia con il metodo di interpolazione basato sul 
database ridotto, sia con il metodo delle immagini, per i quattro valori del Mach 
presi in considerazione. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 8.1. Mappa dell’errore commesso nella ricostruzione dell’angolo di incidenza con 
i polinomi per M=0.2 
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Figura 8.2. Mappa dell’errore commesso nella ricostruzione dell’angolo di 
incidenza con il metodo analitico e con il metodo delle immagini per M=0.2 
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Capitolo 9. Conclusioni. 
 
Il presente lavoro ha avuto come primo scopo lo studio di nuove metodologie per 
l’elaborazione dei dati aria di un moderno velivolo fly-by-wire basate sull’impiego 
di look-up-table di dati provenienti da prove in galleria del vento e prove di volo. 
L’altro obbiettivo è stato quello di sviluppare un algoritmo di compressione dei 
dati per la limitazione dell’occupazione di memoria nei computer di bordo. Infatti 
a seguito delle correzioni fornite dalle prove di volo le funzioni polinomiali alla 
base del processo di elaborazione “classico” sono state revisionate ed è stato 
necessario aumentare il numero dei polinomi in alcune zone dell’inviluppo di 
volo. Ciò ha comportato sia un aumento del numero dei coefficienti da 
memorizzare, sia un aumento notevole di complessità delle procedure di 
elaborazione. Da questo è nata quindi la duplice esigenza di ideare sia algoritmi di 
compressione dei dati, sia metodologie di elaborazione più semplici. In particolare 
gli algoritmi sviluppati si riferiscono al processo di ricostruzione degli angoli di 
incidenza e di derapata per la configurazione base del velivolo (deflessione nulla 
delle superfici mobili) 
Il metodo studiato per l’elaborazione permette di ricostruire i valori di ߙ e ߚ per 
mezzo di una interpolazione che si appoggia ai valori puntuali delle funzioni di 
taratura note sotto forma di look-up-table. L’interpolazione si basa sulla 
triangolazione di Delaunay ed ha il vantaggio di essere applicabile a qualsiasi 
distribuzione di punti sul piano (escluso il caso in cui tutti i punti siano allineati): 
quindi aumentando, diminuendo o cambiando i valori sperimentali la procedura 
rimane sempre la stessa e non aumenta di complessità. Questo la rende flessibile 
rispetto ad eventuali aumenti di informazioni nelle zone dell’inviluppo di volo, ma 
anche rispetto ad eventuali correzioni da apportare al database. Inoltre, una volta 
applicati gli algoritmi di compressione-diradamento dei dati, è possibile utilizzare 
la stessa procedura di elaborazione anche sui database ridotti senza alcune 
modifiche. Infine, si fa osservare che, oltre alla buone caratteristiche di 
“flessibilità” ora elencate, la procedura di elaborazione ideata è in grado di 
CAPITOLO 9. Conclusioni 
 
 
149 
 
ottenere stime degli angoli del tutto comparabili con quelle ottenute con 
l’applicazione delle funzioni di taratura polinomiali. 
L’altro obbiettivo, sviluppato nella seconda parte della presente tesi, è stato quello 
di determinare un algoritmo di compressione dei dati per la limitazione 
dell’occupazione di memoria nei computer di bordo.  
Con “Metodo delle immagini” si è indicato sia un algoritmo di compressione dei 
dati, sia un diverso approccio alla stima degli angoli di incidenza e derapata 
rispetto all’interpolazione. Come indica il nome del metodo, si ottiene la 
limitazione di memoria occupata con le stesse tecniche di gestione delle 
immagini: applicando l’algoritmo JPEG e variando la risoluzione. 
Con “Metodo analitico”, invece, è stato indicato il metodo con cui alcuni punti del 
database di partenza vengono identificati, secondo opportuni criteri, come 
“superflui” e poi eliminati: è quindi un algoritmo di diradamento dei dati a tutti gli 
effetti. 
La generalità degli elementi a disposizione (non si hanno dati disposti su griglie 
regolari) ha di fatto reso gli algoritmi sviluppati prescissi dal tipo di database su 
cui sono stati applicati. 
Il metodo analitico permette una riduzione di memoria storage e di memoria 
RAM dello sesso ordine di grandezza, circa del 48%: questo perché la 
diminuzione di memoria storage è dovuta essenzialmente alla diminuzione del 
numero di elementi da memorizzare 
Invece, per quanto riguarda il metodo delle immagini la memoria di massa è 
ridotta soprattutto grazie all’applicazione dell’algoritmo JPEG che però non 
influisce sulla riduzione di memoria RAM. La riduzione di memoria primaria è 
dovuta solamente alle basse risoluzioni. Tuttavia riducendo la risoluzione i pixel 
vengono tolti in modo uniforme senza la capacità di distinguere fra una zona e 
l’altra dell’immagine e questo causa una scarsa precisione nella ricostruzione 
delle misure, e quindi errori più alti, soprattutto per risoluzioni molto basse. 
Inoltre per avere una effettiva riduzione di memoria RAM si deve 
necessariamente scendere sotto i 10 dpi, risoluzione con la quale si hanno errori 
medi che sono circa maggiori di due ordini di grandezza rispetto agli errori 
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commessi dal metodo di elaborazione “base” (ൎ 10ିଷ ) e sono almeno doppi 
rispetto all’elaborazione basata sul database ridotto con il metodo analitico 
(ൎ 10ିଵ). 
Con il metodo delle immagini si ha quindi una riduzione di memoria storage 
altissima (91.93%), ma, adottando la risoluzione di 10 dpi, la riduzione di 
memoria RAM è molto bassa ed in alcuni casi si ha addirittura un aumento del 
numero di elementi. 
Si stima che per la sola ricostruzione degli angoli con l’elaborazione “classica” 
che fa uso dei polinomi si devono memorizzare circa 200 coefficienti. 
La stima del il numero di elementi dei database ricavati sia con il metodo 
analitico, sia con il metodo delle immagini, è superiore a 200. Considerando il 
metodo analitico con il quale si ha la maggiore riduzione degli elementi si hanno 
in media 21573 elementi per ciascun Mach. Sotto questo punto di vista gli 
algoritmi sviluppati sembrano dunque fallimentari. 
Tuttavia il numero di elementi non da nessuna idea sulla diversa complessità delle 
procedure a confronto. 
Nella metodologia “classica” a partire dai valori degli angoli di flusso locale si 
procede alla stima delle grandezza mediante gli opportuni polinomi. I polinomi 
presi in considerazione variano a seconda dalla zona dell’inviluppa di volo. 
Quindi le funzioni di taratura dipendono sia dal Mach, valore noto, in quanto 
coincidente con il Mach del passo precedente per le ipotesi alla base della 
procedura, ma anche dai valori di ߙ  e ߚ  che non sono affatto noti essendo le 
incognite del problema.  
Quindi con il metodo “classico” aumentando il numero di informazioni necessarie 
per una stima più accurata aumenta il numero di coefficienti da memorizzare, e 
soprattutto aumenta la complessità degli algoritmi della procedura di 
elaborazione. Inoltre una eventuale altra correzione apportata al database 
comporta la necessità di una nuova determinazione dei polinomi con la tecnica dei 
minimi quadrati e la ridefinizione dei rispettivi domini di validità. 
Riassumendo, gli svantaggi dell’ elaborazione classica sono legati alla scarsa 
flessibilità con la quale il metodo si adatta alle nuove informazioni introdotte con 
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lo scopo di perfezionare il metodo stesso. Le nuove informazioni infatti 
introducono la necessità di una nuova taratura delle funzioni e aumentano sia il 
grado di complessità degli algoritmi di elaborazione, sia la memoria occupata di 
coefficienti dei polinomi. 
Il metodo di interpolazione ed il metodo delle immagini si basano direttamente sui 
punti sperimentali e solo su questi: aumentando le informazioni non si necessita di 
nessuna nuova taratura e la metodologia di elaborazione rimane la stessa senza 
aumentare di complessità. Inoltre è sempre possibile applicare un metodo di 
compressione dei dati per diminuire il numero di elementi da memorizzare. 
Quindi i vantaggi degli algoritmi di elaborazione e di compressione sviluppati 
nell’ambito di questa tesi sono dovuti al fatto che sono procedure che prescindono 
dal tipo di database su cui vengono applicate: cambiando o aumentando (ma 
anche diminuendo) i punti del database di partenza le metodologie restano 
invariate. 
Per quanto riguarda la precisione nella stima delle grandezze si osserva che con i 
metodi proposti gli errori sono dello stesso ordine di grandezza di quelli commessi 
con l’elaborazione classica. 
Appendice 
A1. La triangolazione di Delaunay 
In matematica una triangolazione di Delaunay, o triangolarizzazione di Delone, di 
un insieme P di punti è la triangolazione DT(P) tale che nessun punto in P giace 
internamente al cerchio circoscritto a ciascun triangolo in DT(P). è tale da 
massimizzare il minimo angolo di tutti gli angoli dei triangoli appartenenti alla 
triangolazione cercando così di evitare triangoli “schiacciati”. È stata inventata da 
Boris Delaunay nel 1934. 
La triangolazione di Delaunay è definita anche nello spazio Euclideo ad n 
dimensioni; in questa sede verrà trattato solo il caso bidimensionale. É noto che 
esiste un'unica triangolazione di Delaunay per P se P è un insieme di punti in 
posizione generica, cioè nel quale non ci siano tre punti sulla stessa linea e quattro 
sulla stessa circonferenza. Le proprietà principali della triangolazione di Delauny 
sono riassunte di seguito: 
• La triangolazione di Delaunay massimizza l’angolo minimo.  
• Un cerchio che circoscrive un qualsiasi triangolo di Delauny non contiene 
al suo interno nessun altro punto dell’insieme dei punti dati. 
• Se una circonferenza passa attraverso due punti dati e non contiene nessun 
altro punto all’interno del suo cerchio, allora il segmento che collega i due 
punti è un lato della triangolazione di Delaunay dei punti dati. 
 
La triangolazione di Delaunay è la struttura duale del diagramma di Voronoi in 
ܴଶ: il cerchio circoscritto intorno ad un triangolo di Delaunay ha il suo centro nel 
vertice di un poligono di Voronoi (Figura A1.1) 
APPENDICE. La triangolazione di Delaunay 
 
 
153 
 
 
Figura A1.1. Triangolo di Delaunay e diagramma di Voronoi 
Indicando con ݀݅ݏݐሺ݌, ݍሻ la distanza euclidea fra due punti p e q si ha: 
݀݅ݏݐሺ݌, ݍሻ ൌ ටሺ݌௫ ൅ ݍ௫ሻଶ ൅ ൫݌௬ ൅ ݍ௬൯
ଶ
 
Sia ܲ ؔ ሼ݌ଵ, ݌ଶ, … ݌௡ሽ un insieme di n punti distinti. Si definisce diagramma di 
Voronoi di P la suddivisione del piano in n celle, una per ciascun punto di P, con 
la proprietà che un punto q giace nella cella corrispondente al punto ݌௜ se e solo se 
݀݅ݏݐሺݍ, ݌௜ሻ ൏ ݀݅ݏݐ൫ݍ, ݌௝൯ per ogni ݌௝ א ܲ con ݆ ് ݅ . Si indichi il diagramma di 
Voronoi di P con Vor(P), la cella corrispondente al punto ݌௜ con V(݌௜) (con cella 
di Voronoi è indicata la superficie racchiusa corrispondente a ciascun punto). 
Per due punti p e q nel piano si definisce bisettrice di p e q la perpendicolare al 
segmento che unisce i due punti condotta dal punto medio di ݌ݍ. Questa bisettrice 
divide il piano in due semipiani. Indichiamo il semipiano che contiene p con 
݄ሺ݌, ݍሻ, quello che contiene q con ݄ሺݍ, ݌ሻ. Si noti che un punto ݎ א ݄ሺ݌, ݍሻ se e 
solo se ݀݅ݏݐሺݎ, ݌ሻ ൏ ݀݅ݏݐሺݎ, ݍሻ. Da questo otteniamo la seguente osservazione. 
ܸሺ݌௜ሻ ൌתଵஸ௝ஸ௡,௜ஷ௝ ݄൫݌௜, ݌௝൯ 
Quindi ܸሺ݌௜ሻ è l’intersezione di n-1 semipiani e quindi è una regione poligonale 
aperta convessa con al massimo n-1 vertici e n-1 lati. Alcuni lati sono segmenti, 
altri sono semirette ma, a meno che tutti i punti non siano collineari, non esistono 
lati che siano rette. 
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non si incontrerebbero in q. Quindi, il cerchio avente sulla circonferenza i punti ݌௜ 
݌௝ e ݌௞ non contiene nessun altro punto di P. 
Dimostrazione (ii). Supponiamo che esista un punto con le proprietà esposte nella 
tesi. Poiché ܥ௣ሺݍሻ non contiene nessun altro punto di P e ݌௜ e ݌௝appartengono alla 
sua frontiera, si ha che ݀݅ݏݐሺݍ, ݌௜ሻ ൌ ݀݅ݏݐሺݍ, ݌௝ሻ ൑ ݀݅ݏݐሺݍ, ݍ௞ሻ per tutti i 1 ൑ ݇ ൑
݊. Ne segue che q giace o su un lato o su un vertice di ܸ݋ݎሺܲሻ. La prima parte del 
teorema implica che q non può essere un vertice. Quindi q giace sul su un lato di 
ܸ݋ݎሺܲሻ, che è definito dalla bisettrice di ݌௜ e ݌௝. In senso opposto supponiamo 
che la bisettrice di ݌௜ e ݌௝ definisca un lato di Voronoi. La circonferenza maggiore 
di ogni punto q appartenente al lato deve contenere ݌௜ e ݌௝, ma nessun altro punto 
di P. 
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A2. L’algoritmo JPEG 
A2.1. Algoritmi di compressione per le immagini 
 
Le immagini possono essere compresse in due modi per ridurne l’occupazione di 
memoria: 
• Compressione lossless: non si perdono dati; 
• Compressione lossy: si perdono i dati “meno importanti” 
L’algoritmo RLE (run lenght encoding, codifica della lunghezza delle sequenza ) 
è un algoritmo lossless particolarmente semplice: quando trova una serie di pixel 
dello stesso colore, codifica solo la lunghezza della serie e il colore. Funziona 
bene per immagini tipo “fumetto” o geometriche. Come si capisce dall’esempio 
riportato in Figura A2.1 se l’immagine ha ampie aree di colore uguale, si 
ottengono grossi risparmi, se, viceversa ogni punto ha un colore diverso, si può 
anche peggiorare l’occupazione di memoria: 
 
Figura A2.1. Esempio di applicazione dell’algoritmo RLE 
Altri esempi di algoritmi lossless sono quello Huffmann e  quello LZW . 
L’algoritmo JPEG è invece di tipo lossy. 
A2.1. L’Algoritmo JPEG 
 
Un comitato ISO/CCITT noto come JPEG (Joint Photographic Experts Group) ha 
definite il primo standard internazionale di compressione per immagini a tono 
continuo, sia a livelli di grigio che a colori. Lo standard proposto vuole essere il 
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più generico possibile. Lo standard JPEG definisce due metodi di compressione di 
base, uno basato sull’uso della trasformata DCT con compressione di tipo “lossy”, 
l’altro sull’uso del metodo predittivo con compressione di tipo “lossless”. In 
questa sede verrà illustrato l’algoritmo base dello JPEG di tipo “lossy”, detto 
anche baseline. 
Funziona particolarmente su immagini con molti sfumati (fotografie, incarnati, 
paesaggi), ma quando l’immagine ha forti contrasti o passaggi bruschi di colore si 
possono notare dei difetti (detti artefatti). Il processo si divide in 4 passi, 
schematizzati in Figura A2.2. Lo scopo è togliere informazioni che comunque 
l’occhio non noterebbe. 
 
 
Figura A2.2. Schema dell’algoritmo JPEG. 
 
Nella Figura A2.2 non è indicato il passo di trasformazione dello spazio cromatico 
poiché in alcuni casi non è necessario. Generalmente però risulta conveniente 
trasformare l’immagine dallo spazio cromatico RGB a quello YCrCb, in questo 
spazio l’immagine viene rappresentata con una componente di luminosità -o 
luminanza- e due componenti cromatiche – o crominanza-. 
L’occhio umano è infatti più sensibile alla luminosità che al particolare colore, 
quindi, nei passi successivi si può “perdere” in crominanza senza danni, mentre la 
perdita di luminanza è sensibile.  Questa trasformazione introduce degli errori di 
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arrotondamento che però sono ininfluenti rispetto alla quantità di errore introdotta 
con l’applicazione dell’algoritmo JPEG. Questa operazione preliminare non è 
necessaria nel caso di immagini a livelli di grigio.  
 
Figura A2.3. Suddivisione dell’immagine negli elementi di crominanza e di 
luminanza 
 
Quindi la componente luminanza viene lasciata invariata, mentre la matrice delle 
componenti di crominanza possono essere ridotte sostituendo blocchi di 2x1 o 2x2 
pixel (o più) con un solo valore dato dalla media dei componenti eliminati. Questa 
operazione da sola, può ridurre anche del 50%-60% la dimensione. Questa 
operazione indica numericamente una grande perdita di dati ma , per la maggior 
parte delle immagini, non influenza in modo significativo la qualità percettiva 
dell’immagine, questo in quanto l’occhio non è sensibile a piccole variazioni 
cromatiche. Questa operazione non è applicabile ad immagini a livello di grigio, 
questo è anche uno dei motivi per cui, a parità di qualità, con un immagine a 
colori si ottiene un fattore di compressione maggiore. 
Prima di applicare la trasformata si effettua una operazione di shift a sinistra di 
128 ai valori dell’immagine che quindi non è più da 0 a 255, ma da -128 a 128. La 
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matrice così ottenuta viene suddivisa in blocchi 8x8 su cui si applicherà la 
trasformata. Se la dimensione della matrice non è divisibile per otto si aggiungono 
delle copie dell’ultima riga o colonna sino a rendere la dimensione (sia verticale 
che orizzontale) divisibile per otto, questo perché valori nulli nei blocchi 8x8 
introducono errori nel risultato della trasformata, che deve essere sempre applicata 
a blocchi 8x8 completi. La trasformata applicata è la trasformata discreta del 
coseno (DCT), che applicata ai valori del blocco 8x8 li restituisce come valori in 
frequenza (similmente alla trasformata di Fourier). In questo modo si potrà 
eliminare i dati a frequenza alta senza toccare quelli a bassa frequenza. Infatti le 
frequenze alte corrispondono a dettagli fini, che l’occhio non riuscirebbe a 
scorgere. 
Il valore della trasformata DCT di un’immagine di NxM pixel (nel caso del 
blocchetto N=M=8) è data dall’equazione: 
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Figura A2.4. Applicazione della DCT 
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La funzione inversa trasforma F(u,v) nella f(i,j) e restituisce l’immagine originale. 
La DCT è invertibile senza perdita significante di informazioni, a parte qualche 
errore di arrotondamento dovuto ai termini del coseno. 
L’applicazione della DCT ai blocchi 8x8 trasforma l’immagine: ogni blocchetto 
trasformato rappresenta uno spettro di frequenza. L’energia è maggiore (= c’è più 
bianco) dove più alto è il contrasto.  
 
Figura A2.5. Visualizzazione degli spettri di frequenza dell’immagine 
 
Si passa alla fase di quantizzazione: ogni elemento (68) del blocco 8x8 viene 
diviso per un coefficiente di quantizzazione distinto ed il risultato così ottenuto 
viene arrotondato all’intero più vicino. Questo è il procedimento fondamentale 
che porta all’eliminazione dell’informazione meno significativa. Le matrici di 
quantizzazione che contengono i 64 coefficienti possono essere definite a piacere, 
lo standard non pone limitazioni, comunque dopo alcuni esperimenti sono state 
rese note delle matrici di quantizzazione che danno i risultati migliori. Questa 
operazione equivale a rappresentare un blocchetto 8x8 come combinazione di un 
piccolo numero di blocchetti predefiniti 
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Figura A2.6. Esempio di un blocchetto 8x8 dopo la fase di quantizzazione 
 
Attraverso la quantizzazione dei coefficienti della DCT delle matrici 8x8 si ottiene 
una matrice con molti elementi nulli che bisognerà rappresentare in modo più 
efficiente. I coefficienti non nulli si trovano nell’angolo sinistro della matrice: per 
questo motivo si codifica la matrice 8x8 in una sequenza lineare di 64 elementi 
ordinati a zig-zag.  
 
Figura A2.7. Esempio di quantizzazione(fase di codifica) e de quantizzazione 
(fase di decodifica) 
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Figura A2.8. Lettura a zig-zag della matrice 8x8. 
Poi si potrà procedere a codificare questi 64 elementi con un metodo di tipo RLE 
in cui si codificherà in modo efficiente le sequenze di zeri. Infine viene applicata 
la codifica Huffman. In questi ultimi due passaggi non si ha perdita di 
informazioni. 
Nel file fisico vengono inglobati i seguenti dati: 
• Grandezza dell’immagine originale; 
• Tabelle di quantizzazione usate; 
• I codici Huffman usati per la codifica dei dati dell’immagine; 
• I dati dell’immagine stessa. 
Riassumendo i passi descritti scartano informazioni nei seguenti modi: 
• Si riduce la risoluzione della crominanza 
• Si approssimano i colori 
• Si eliminano i dettagli troppo fini per essere visti dall’occhio  
Il fattore di compressione in genere varia da 10 a 50 volte. 
In Figura A2.9 è rappresentato il metodo di compressione JPEG. 
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Figura A2.9. Schema dell’algoritmo JPEG 
 
 
APPENDICE. Grafici e mappe degli errori commessi con le procedure di elaborazione 
 
 
164 
 
A3. Grafici e mappe degli errori commessi con le procedure di 
elaborazione 
A3.2. Grafici relativi al metodo analitico. 
M=0.2 
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M=0.6 
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M=0.8 
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M=0.95 
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A3.2. Grafici relativi al metodo delle immagini. 
 
M=0.2 
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M=0.8 
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M=0.95 
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A3.3. Mappe relative al metodo analitico 
M=0.2 
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M=0.6 
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M=0.8 
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M=0.95 
 
 
 
0.001 0.001
0.001
0.001
0.001
0.0010.0010.001
0.001
0.005 0.005 0.005 0.005
0.00
0.005
0.005
0.0050.005
0.005
.005
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.05
0.05
0.05
0.05
0.05 0.05
0.05
0.05 0.05
0.050.05
0.05
0.05
0.05 0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.05
0.01
0.01
0.01
0.01
0.05
0.005
0.005
0.05 0.05
0.05
0.05
0.05
0.01
0.01
0.05
0.05
0.05
0.005
0.05
0.05
0.05
0.001
0.005
0.05
0.05
0.01
0.05
0.01
0.01 0.05
.001
0.005
0.05
0.01
0.001
0.05
0.01
0.005
0.01
0.01
0.005
0.05
0.01
0.05
0.01
0.001
0.005
0.05
0.01
0.01
0.05
0.01
0.01
0.01
0.01
0.01
0.01
0.0 5
0.05
0.01
0.005
0.01
0.05
. 05
0.005
0.05
0.01
0.01
0.01
. 01
. 01
0.01
AoS [deg]
A
oA
 [d
eg
]
CASE 0 - Errore AoA [deg] - Mach = 0.95 - LEF = 0 deg -metodo analitico-
-15 -10 -5 0 5 10 15
-15
-10
-5
0
5
10
15
20
25
30
0.5
1
1.5
2
0.001
0.001
0.001
0.001
0.0010.001
0.005 0.005 0.005
0.005
0.005
0.005
0.0050. 050.005
0.005
0.01
.01
0.010.01
0.01 0.01 0.01
0.01
0.01
0.01
0.010.01
0.01
0.01
0.010.01
0.01
0.010.01
0.05
0.05
0.05 0.05
0.05
.05
0.05
0.0050.005 0.005
0.05 0.05
0.05
0.05
0.05
0.05
0.05
0.01
0.01
0.01
0.01
0.05
0.05
0.05
0.05
0.0010.001
0.05
0.05
. 05
0.005
0.05
0.0050.005
0.05
0.05
0.05
0.01
0.005
0.005
0.05
0.01
0.05
0.05
. 01
0.05
0.005
0.05
0.01
0.001
0.05
0.05
0.010.01
0.05
.05
0.05
0.01
0.01
0.05
0.05
0.01
0.05
0.05
0.05
0.01
0.005
0.0 1
0.01
0.005
0.001
0.01
0.0010.05
0.01
0.01
. 5
0. 05
0.001
0.05
0.01
0.01
0.005
0.05
0.01
0.01
0.05
0.01
0. 5
0.05
0.01
0.01
0.05
0.01
0.005
0.01
0.05
0.05
0.05
0.005
0.005
0.01
0.01
0.01
0.001
AoS [deg]
A
oA
 [d
eg
]
CASE 0 - Errore AoS [deg] - Mach = 0.95 - LEF = 0 deg -metodo analitico-
-15 -10 -5 0 5 10 15
-15
-10
-5
0
5
10
15
20
25
30
0.5
1
1.5
2
APPENDICE. Grafici e mappe degli errori commessi con le procedure di elaborazione 
 
 
176 
 
A3.4. Mappe relative al metodo delle immagini 
M=0.2 
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CASE 0 - Errore AoA [deg] - Mach = 0.2 - LEF = 0 deg -metodo immagini-
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CASE 0 - Errore AoS [deg] - Mach = 0.2 - LEF = 0 deg -metodo immagini-
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M=0.6 
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CASE 0 - Errore AoA [deg] - Mach = 0.6 - LEF = 0 deg -metodo immagini-
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CASE 0 - Errore AoS [deg] - Mach = 0.6 - LEF = 0 deg -metodo immagini-
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M=0.8 
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CASE 0 - Errore AoA [deg] - Mach = 0.8 - LEF = 0 deg -metodo immagini-
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CASE 0 - Errore AoS [deg] - Mach = 0.8 - LEF = 0 deg -metodo immagini-
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M=0.95 
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CASE 0 - Errore AoA [deg] - Mach = 0.95 - LEF = 0 deg -metodo immagini-
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CASE 0 - Errore AoS [deg] - Mach = 0.95 - LEF = 0 deg -metodo immagini-
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