When data come from an unobserved heterogeneous population, common factor analysis is not appropriate to estimate the underlying constructs of interest. By replacing the traditional assumption of Gaussian distributed factors by a finite mixture of multivariate Gaussians, the unobserved heterogeneity can be modelled by latent classes. In so doing we obtain a particular factor mixture analysis with heteroscedastic components. In this paper the model is presented and a maximum likelihood estimation procedure via the EM algorithm is developed. We also show that the approach well performs as a dimensionally reduced model based clustering. Two real applications are illustrated and performances are compared to standard model based clustering methods.
Introduction
Ordinary factor analysis is based on the assumption that the factors are normally distributed. This assumption was introduced for mathematical convenience with the aim of effectively obtaining the maximum likelihood estimates for model parameters (Lawley, 1940 , Jöreskog, 1967 , and it has been shown to be quite robust even in situations in which multimodal or asymmetric factors could appear more realistic. As Bartholomew observed (1988) , the robustness of the Gaussian assumption is guaranteed by the central limit theorem since the factors are assumed to be linear combinations of the observed variables.
But, if observations on which we measure the set of variables arise from a specified number k of underlying sub-populations, so that the investigated population is not homogeneous, the common factor model is no longer appropriate. Population heterogeneity may be or may not be observed: in the first context we know beforehand group membership for each observation and the data can be analyzed by multiple-group factor analysis (Jöreskog, 1971 , Muthen, 1989 ; in the second situation the unobserved sub-populations correspond to latent classes to be inferred from the data jointly with the underlying factor structure. This latter case has been explored through factor mixture models (Lubke and Muthén, 2005) , which are a combination of latent class analysis (Vermunt and Magidson, 2003) and common factor analysis. In factor mixture model loadings, intercepts and specific variances are taken class invariant in order to assure the measurement invariance of the model (Meredith, 1993) . Heterogeneity is thus exclusively ascribed to factor differences across the latent classes and more precisely it is expressed as factor mean differences, while conventionally factor variances and covariances are held equal across classes.
In this paper we propose an alternative way to deal with unknown heterogeneity by explicitly assuming that the factors underlying the observed variables follow a mixture of different distributions. In other terms, the hypothesis of factor normality is rephrased by assuming that the factors follow a multivariate mixture of k Gaussians (Titterington et al., 1985) . In so doing, heterogeneity is fully expressed by factor differences in mean and variance components and the density of the observed variables proves to be a mixture of k heteroscedastic Gaussians too, with parameters which depend on the parameters needed to model the factor distribution.
Finite mixture models are recently receiving a wide interest in statistics. According to this approach if a sample of observations arises from some underlying populations of unknown proportions, its distributional form is specified in each of the underlying populations and the purpose is to decompose the sample into its mixture components (McLachlan and Peel, 2000) . In so doing one performs what is called model based clustering.
In this perspective the Gaussian mixture based factor model is a model based clustering method which simultaneously performs dimensionality reduction. A wide literature exists and is evolving for model based clustering. Banfield and Raftery (1993) proposed model-based Gaussian and nonGaussian clustering. In the same line, the potentialities of Gaussian mixtures have been explored for discriminant analysis and density estimation (Fraley and Raftery, 1999, 2002a) . But, when model based clustering is performed on a large number of ob-served variables, over-parameterized solutions associated with very computationally intensive procedures should be avoided, for instance by performing dimensional reduction in each component of the mixture model. Mixture of factor analyzers (Ghahramani and Hilton, 1997, McLachlan et al., 2003) has recently received some attention as a dimensionally reduced model based clustering approach.
The heteroscedastic factor mixture analysis we propose, besides its genesis as a latent variable model, can be properly viewed as a method for dimensionally reduced model based clustering. Its performance in classification are competitive with the other proposals in the statistical literature, while involving fewer parameters.
The paper is organized as follows. In section 2, the model is presented and specified within the latent variable approach. Then, we give evidence that the proposed model may be reinterpreted as a model based clustering method and similarities and differences with other existing methods are drawn. In section 4, model estimation via the EM algorithm is developed. Two empirical illustrations on real data are given in section 5.
Model specification
Consider the factor model
where y is a p-dimensional vector of mean centered continuous variables. We assume that the dependencies among this set of observed variables y, can be explained by their common dependence on one, or more, unobserved latent variables (or factors), z, through a mixing matrix Λ. The random variable u is a p-dimensional Gaussian term which includes the so called specific factors with zero mean and diagonal covariance matrix Ψ. The specific factors u and the common factors z are assumed to be mutually independent. Implicitly we are assuming that the observed variables are conditionally independent given the latent ones. In fact, the conditional probability function f (y|z) may be rephrased as:
as a consequence of the assumptions made on the specific term u that implies f (y|z) = φ (p) (Λz, Ψ) with Ψ diagonal. The conditional independence holds despite the distributional assumption on the factors. In ordinary factor analysis the factors z are assumed to be uncorrelated standard Gaussians (and therefore mutually independent). This approach has been dictated by mathematical convenience and has turned out to be quite robust for most applications. However it is very common to have latent constructs with skew or multimodal distributions when the observations belong to different subpopulations. It these cases it could be useful to fit a more flexible distribution to the factors. An important attempt in this direction is performed by Independent Factor Analysis (IFA, Attias, 1999 , Viroli, 2007 which has been proposed to solve the so called blind source separation problem in the signal processing literature. The fundamental idea of this approach is to estimate a factor model with mutually independent factors modelled by univariate mixtures of Gaussians. The model has turned out to be of some interests as a latent variable approach as well, although the independence condition between the factors is in some cases too restrictive and unrealistic. To overcome this drawback (still dealing with non-Gaussian factors) we propose to jointly model the factors z according to a finite mixture of multivariate Gaussians
where w i are the unknown mixing proportions, φ
i is the r-dimensional Gaussian density with component mean and covariance matrix, µ i and Σ i respectively. The only requirements we impose on the factors are that they have zero mean and identity covariance matrix, thus the mixture parameters must satisfy:
These assumptions mean that the latent variables are centered and uncorrelated but they may be mutually dependent, since for non Gaussian random variables uncorrelatedness does not imply independence. This implies that factors with arbitrary densities may be fitted by changing the parameters of the mixture. Moreover, potential relationships between the factors are preserved since they are not constrained to be mutually independent. The two restrictions (2.3) and (2.4) have the advantage to simplify the estimation process and allow to generalize ordinary factor analysis since in the particular case in which k = 1, factor mixture analysis corresponds to classical factor analysis. Moreover under these restrictions the estimated correlation between two observed variables is directly contained in the off-diagonal elements of Λ Λ since the observed covariance matrix can be decomposed as V ar(x) = Λ Λ+Ψ. 
Invariance under orthogonal transformations
It is worth noting that in the proposed factor mixture analysis, invariance under orthogonal transformations holds. In fact, the transformation z * = Hz where H is an orthogonal matrix leads to the same covariance matrix of the factors:
since HH = I r . Therefore the factor mixture model y = Λz + u is completely indistinguishable from the transformed model y = Λ * z * + u, where Λ * = ΛH . The practical implication of this result is that several known rotations may be applied to the factors in order to improve the model interpretation. As a consequence the transformed factors z
(2.5)
Measurement invariance
When measuring several variables in presence of unobserved heterogeneity, measurement invariance is a fundamental property to be ensured (Meredith, 1993). Measurement invariance means that given a certain score on the underlying factor, an observed score does not depend on subpopulation membership. This concept is very important from a psychometric perspective: its absence implies that the observed variables may not be measuring the same constructs across the various sub-populations. Lubke and Muthén (2005) have exhaustively discussed it in factor mixture models and they have shown that strict measurement invariance can be obtained by taking class-invariant factor loadings, intercepts and specific variances. For this reason, heterogeneity is exclusively ascribed to factor differences across the latent classes and more precisely it is expressed as factor mean differences, while conventionally factor variances and covariances are held equal across classes. As an alternative, in the proposed model we deal with unknown heterogeneity by explicitly assuming that the factors follow a mixture of several multivariate Gaussians characterized by different component means and in addition different covariance matrices. In so doing measurement invariance is still assured by holding factor loadings, intercepts and specific variances equal across subpopulations. This is equivalent to perform a factor mixture analysis with heteroscedastic components.
Dimensionally reduced classification
Despite its genesis as a latent variable model, the proposed mixture factor analysis can be regarded as a dimensionally reduced classification method which can be properly cast in the model based clustering approach.
Model based clustering
Model based approaches to unsupervised classification (Bock, 1996) assume that the observed data arise from a specified number of underlying popula-tions of unknown proportions. For quantitative data the distributional form of the density of the observations in each of the underlying populations is usually modeled as multivariate Gaussian and the goal is to decompose the data into its mixture components (Fraley and Raftery, 2003) . Let y be a pdimensional vector of continuous observed variables. The density of y can be modelled by a mixture of a sufficiently large enough number k of multivariate normal component distributions
where the vector θ of unknown parameters consists of the mixing proportions w i , the component means µ i , and the component-covariance matrices Σ i . Clearly, each p-variate normal component corresponds to a cluster. A problem of this approach to clustering is that Gaussian mixture models (GMM) represent an over-parameterized solution when the number of observed variables is large, since, besides the mixing weights, it is required to estimate the mean vector and the covariance matrix for each component. This issue has been widely and variously addressed in the statistical literature. Banfield and Raftery (1993) introduced a parameterization of the generic component-covariance matrix Σ i based on a variant of its spectral decomposition, which reaches its simplest structure when the component-covariance matrices are assumed to be spherical. However this class of parsimonious models can not efficiently classify high-dimensional data when clusters live in low-dimensional subspaces. More recently, Bouveyron et al. (2007) proposed a different parameterization of the generic component-covariance matrix Σ i . They assume the spectral decomposition of Σ i is divided in two blocks: the class eigenvectors associated to the first relevant class eigenvalues span the affine subspace on which (or near on) the i th sub-population is supposed to live; the affine orthogonal subspace is considered irrelevant for clustering. By fixing some parameters of the two subspaces to be common within or between classes they obtain a family of different regularized GMMs.
A different approach consists in performing model based clustering in a dimensionally reduced space defined by latent variables.
Dimensionally reduced model based clustering
The aim of dimensionally reduced model based clustering is to allow a simultaneous partitioning of the input space into different groups while performing dimensionality reduction in each component of the mixture model. Mixture of Factor Analyzers (MFA, Ghahramani and Hilton, 1997, McLachlan et al., 2003) is properly a dimensionally reduced mixture model since it adapts a Gaussian mixture in a dimensionally reduced space that is somehow related to the p-dimensional input space where the data are observed. More specifically, mixture of factor analyzers assumes that within each component (or cluster) the data are generated according to an ordinary factor model, thus reducing the number of parameters on which the covariance matrices depend. Therefore k factor models with Gaussian factors are considered and the approach can be regarded as a globally nonlinear latent variable model. Given a sample of n observations, the distribution of each observation can be modelled, with probability w i (i = 1, . . . , k), according to an ordinary factor analysis model as
where z i is a r-dimensional vector of common latent variables or factors, B i is a p × r matrix of factor loadings and µ i is the mean vector. The z i are assumed to be distributed as standard Gaussians, independently of the errors e i , which are distributed as Gaussian with zero mean and diagonal covariance matrix D i . The distribution of the observed variables turns out to be a mixture of multivariate Gaussians in a dimensionally reduced space with heteroscedastic components:
where the i th component-covariance matrix has the form
In the same line of the mixture of factor analyzers approach is the work by Lee et al. (2000) who propose a model based clustering method relying on a mixture of independent components (Hyvarinen et al., 2001 ), but with the aim of relaxing the gaussianity assumption in order to allow for non elliptical clusters, rather than reducing the number of free model parameters.
The already mentioned Independent Factor Analysis (IFA) also allows to perform dimensionally reduced model based clustering, since fitting an IFA model amounts to modelling the density of the observed variables as a Gaussian mixture in a dimensionally reduced space. In fact, the factors are assumed to be mutually independent and each factor marginal density is modelled by a mixture of m i univariate Gaussian components:
2)
for i = 1, . . . , r, where µ il and ν il are the mean and the variance of the unidimensional Gaussian components. As a consequence, in the latent space the factor joint density takes the form 
where
(µ s , V s ) and µ s and V s are respectively defined as:
Thus f (z) is but a r-dimensional mixture model whose generic component density is the product of r normal densities, which is normal too. But the aspect which is more interesting from our perspective is that in so doing it also allows to model the density of the observed variables as a Gaussian mixture. The density of the observed random vector y may be derived by integrating the complete data distribution with respect to the factors and by summing with respect to all the possible states of the allocation vector z:
where f (s) = w s and f (y|s) = φ y|s; Λµ s , ΛV s Λ + Ψ . Therefore f (y) is a GMM with a number of components given by the product of the number of components needed to model each factor
of Independent Factor Analysis as a method of density approximation in high-dimensional space has been studied in Calò et al. (2006) . In that work it is shown that density estimation based on independent factors gives very good results which are very often better than those obtained by the mixture of factor analyzers based on mixture models too but requiring to estimate more parameters. In fact, it is possible to show that the IFAmodel gives component covariance matrices which vary from one component to another one but which involve fewer parameters than in mixture of factor analyzers. The most relevant limitation of the approach is that it does not allow to explore the whole range of possible mixture component number in the observed space since, the number of estimated components is equal to the product of the number of components used to model each factor density. From this point of view, mixture of factor analyzers is certainly more flexible.
Heteroscedastic Factor Mixture Analysis
The proposed Heteroscedastic Factor Mixture Analysis (HFMA) assumes dependent factors jointly modeled through a Gaussian mixture; moreover it models a dimensionally reduced Gaussian mixture with heteroscedastic components involving fewer parameters than the mixture of factor analyzers. In fact, it is easy to show that modeling the factors as a multivariate Gaussian mixture amounts to model the observed variables as a particular multivariate GMM too:
which allows for heteroscedastic mixture components, sharing the same Λ and Ψ matrices.
This model is similar in form to the so called mixed factors model proposed by Yoshida et al. (2004 Yoshida et al. ( , 2006 for the analysis and classification of microarray data. However in that model the authors assume some very strong conditions on the covariance matrices of the component factors and of the specific factors. The specific factor covariance is assumed to be isotropic and the covariance of each factor component is assumed to be diagonal. Maybe this responds to the goal of obtaining a very parsimonious model with as few parameters as possible. But in our perspective these assumptions appear too restrictive. In factor models with standardized variables the variances of the specific factors (the so called uniqueness) indicate the fraction of the variability of the observed variables not explained by the factors. Therefore the hypothesis of equal uniqueness would mean that the factors explain the same fraction of variability for all the observed variables and it could be unrealistic in many applications. Moreover a model with restricted covariance matrices of the common factors (Σ i ) could be not sufficiently flexible for clustering purposes. More recently Baek and Mclachlan (2008) The three so far considered factor based dimensionally reduced clustering models represent three different heteroscedastic Gaussian mixtures involving an increasing number of parameters: IFA is the most restrictive and less flexible approach, the proposed HFMA matches flexibility with parsimony performing a global dimension reduction, while the mixture of factor analyzers does it by performing a local dimension reduction. A proof of the relation between the number of free parameters of the three different approaches is given in appendix B.
In the next section maximum likelihood estimation for the HFMA model through an EM algorithm is developed and illustrated.
Maximum Likelihood Estimation
Let y = (y 1 , ..., y n ) be the p observed variables in a sample of size n. The log-likelihood of the proposed model is given by
where θ collectively denotes the set of model parameters.
In order to derive the maximum likelihood estimates for the model parameters, the log-likelihood function has to be maximized but it is clear from expression (3.6) that its direct optimization with respect to the different parameters is intractable. The maximum likelihood estimation problem can be solved using the EM-algorithm (Dempster et al., 1977) , since the proposed model consists of two layers of missing data and the complete density of the observed and latent variables can be expressed in a simplified hierarchical form.
The two layers of missing data are given by the factors, z, and by the so called allocation variable, which derives from modeling the factors as a mixture of Gaussians. In fact, in finite mixture models a sample of observations can be viewed as arising from k underlying populations of proportions w i with i = 1, . . . , k. The so called allocation latent variable, s, is a vector of dimension k which assumes value equal to 1 if the observation belongs to one of the k populations and 0 elsewhere. Without loss of generality, we imagine hereinafter that s 
It is evident that s follows a multinomial distribution
and therefore f (s (i) = 1; θ) = w i . The conditional density of the factors given the allocation variable is multivariate Gaussian f (z|s
Given the two layers of latent variables the complete density f (y, z, s; θ) can be expressed in the hierarchical form:
which allows to decompose the complete density as the product of three known densities; the first term is a p-dimensional Gaussian f (y|z) = φ (p) (Λz, Ψ) as consequence of the model assumptions and the other two terms have been reported in (4.2) and (4.3).
As the complete density depends on unobservable variables we maximize its conditional expectation given the observable data, using a fixed set of parameters, θ :
The EM-algorithm alternates between two steps, the expectation and the maximization ones, until convergence in (θ). In the first step, the so called E-step, the expected value of the log-likelihood given the observed data is calculated on the basis of provisional estimates of the parameters, denoted by θ . In the second step, the M-step, the expectation of (θ) is maximized with respect to θ to obtain new provisional estimates. These steps are illustrated in the appendix. It is worth noting that the invariance under orthogonal transformations of the factor mixture model (discussed in Section 2.1) causes an indeterminacy problem in the estimations of the factor loading matrix Λ since Λ or Λ * = ΛH with H orthogonal are equivalent solutions. A common way to obtain a unique solution for Λ in the EM-algorithm is to impose the constraint that Λ Ψ
−1
Λ is diagonal with elements in decreasing order (see for instance Mardia et al., 1976 , for further details). This condition introduces r(r − 1)/2 restrictions on Λ to be uniquely defined.
Real data application

Chironomus larvae data
Atchley and Martin (1971) have studied some morphometric attributes of some species of Chironomus larvae. In this application the three species named cloacalis, frommeri and staegeri have been considered. For each larva seventeen characters of the larval head capsule have been measured. A list of these morphometric attributes is given in Table 1 .
On this data several HMFA models with different values of the number of components k ranging from 1 to 9 and different dimensionality of the factors r ranging from 1 to 8, have been estimated. The dimensionality r = 8 represents the maximum number of estimable factor when p=17. The different estimated models have been compared by evaluating the Bayesian Information Criterion (BIC, Schwarz, 1978) . As an alternative, a formal test to detect the number of components could be performed following the strategy in Lo et al. (2001) . In the EM algorithm, the factor loading matrix and the covariance matrix of the specific factors have been initialized with the solution of ordinary factor analysis, while other parameters have been randomly chosen and a multistart strategy has been adopted. The algorithm usually reaches convergence after 50 iterations. According to the BIC, the best model consists of k = 3 components and r = 5 factors. This result is in line with the ordinary factor analysis solution obtained via maximum likelihood; in fact in that case the likelihood ratio test suggests 5 factors. Table 2 contains the factor loading estimates of HMFA compared with those of classical factor analysis. The factor loadings are quite similar thus leading to factors with a similar interpretation. In particular, the first factor summarizes the lengths of ventral head and of antennal segments, the second factor is a synthesis of the height of labial teeth, the third factor summaries the width of labial teeth, and finally the forth and fifth factors capture other aspects of the antennal shapes.
This similarity in factor loading estimates shows that for this data ordinary factor analysis is quite robust to violation of the Gaussian prior distribution.
From the different perspective of classification, the attractive feature of HMFA relies on the fact that if performs dimensionality reduction and clustering of units simultaneously. Allocation to each of the k = 3 components can be performed by the posterior probability of s given the observed variables y, developed in expression (A.4) of appendix.
Ordinary Factor Analysis
Heteroscedastic Factor Mixture Analysis Table 2 : Factor loading estimates in ordinary factor analysis and in HFMA
In the fist part of table 3 the confusion matrix of the obtained classification is shown: only two out of 149 larvae have been misclassified with a classification error rate of 0.013. The adjusted Rand index (Hubert and Arabie, 1985) measuring the agrement between the two partitions, independently by their order and number of components, has also been computed. This classification is better than the one given by some classical methods (Forgy, 1965 , Gordon, 1999 under the hypothesis that k = 3. For instance, k-means algorithm (Hartigan and Wong, 1979 ) misclassifies 10 larvae thus producing a misclassification error rate of 0.067. Hierarchical cluster analysis according to Ward's agglomeration method misclassifies 8 observations (with an error rate of 0.054).
For comparative purposes we also applied model based clustering via Banfield and Raftery strategy (1993) on the same data. On the basis of this approach a GMM with three heteroscedastic components is fitted directly on the observed variables without performing any dimension reduction by the mclust algorithm available in R (Fraley and Raftery, 2002b Table 4 : Contingency tables for Chironomus data classification.
reported. As shown in the table, the first cluster contains both cloacalis and staegeri species and the accordance between the classification inducted by the GMM and the true partition is not very good with an adjusted Rand index of 0.255. It must be pointed out that a GMM with three heteroscedastic components does not represent the best fitting model on this data. In fact, among the several estimated models with a different number of components and a different parameterization of the covariance matrices, the best one suggested by the BIC is a GMM with k = 6 ellipsoidal components with equal volume, shape and orientation. In this case the adjusted Rand index of the resulting partition is 0.703. We also compared these results with IFA and mixture of factor analyzer classification. Table 4 shows the confusion matrices of classification produced by the two dimensionally reduced model based clustering approaches. The IFA model has been estimated by the EM algorithm implemented in the ifa library in R. According to the BIC, the best fitting model is composed by two factors with two components each which leads to the classification reported in the table with an adjusted Rand index of 0.370. Mixture of factor analyzers is estimated by the EM algorithm implemented in MATLAB by Jakob Verbeek (see http://lear.inrialpes.fr/~verbeek for major details). Table  4 contains classification produced by the best fitting model, characterized by k = 3 factor models with dimensionality r = 5. Classification and adjusted Rand index are slightly better than those produced by IFA, but the frommeri and staegeri species are still confused.
Therefore among the different clustering strategies, the proposed HMFA method produces the best classification, together with the possibility to characterize the three groups in terms of their conditional means Λµ i (for i = 1, . . . , k) as reported in formula (3.6). Table 5 contains the component means of each group of units. From the table it is evident thatcloacalis larvae distinguish from the others since they have a minor height of labial tooth C 2 , a greater ventral head and antennal segment 1 lengths, and a greater frontoclypeus width. It is worth noting that cloacalis and frommeri species seem to be more similar to each other than staegeri chironomus which exhibits very different morphometric characteristics. Table 6 shows the adjusted Rand indexes obtained in the two estimated models. Table 6 : Adjusted Rand index in HFMA and MFA models with different factor dimensionality r for small round blue cell tumor data.
IFA has been applied with different dimensionality settings in order to obtain k = 4 but in all cases the model produces very poor clustering performances, probably due to the fact that the assumption of independent factors is in contrast with the biological foundation of the existence of complex relations between the genes. Finally, GMM without any dimensionality reduction via the mclust algorithm completely fails in detecting any form of agreement between the clustering result and the true membership with an adjusted Rand index equal to −0.01.
A The EM algorithm A.1 Estep
In order to compute the conditional expected value of the complete log-likelihood given the observed data, we need to determine the conditional distribution of the latent variables given the observed data on the basis of provisional estimates of θ: The second term of expression (A.1) is the posterior distribution of s given the observed data which can be computed as posterior probability:
A.2 Mstep
In order to maximize the expectation of the complete log-likelihood with respect to θ, we need to evaluate the first derivatives of the conditional expectation:
E z,s|y [log f (y, z, s; θ)] estimate all the k components of the mixture are the p × r factor loadings in Λ, the p diagonal elements of Ψ, the r i=1 m i diagonal elements of the matrices V s , the r i=1 m i elements of µ s and r i=1 m i weights w i . For identifiability conditions, the weights for each factor mixture must sum to one and the factors are supposed to be standardized. Therefore it is a total of pr + p + 3 r i=1 (m i − 1) parameters. The set of unknown parameters in mixture of factor analyzers consists of the k × p elements of the mean vectors µ l , of the k × (pr − r(r − 1)/2) elements of B l (since r(r − 1)/2 restrictions are needed for B l to be uniquely defined), and of the k × p elements of D l , along with the k−1 mixing proportions w l . By considering centered y and thus µ l = 0, it is a total of pk + prk + k − 1 − kr(r − 1)/2 parameters. Finally the parameters of the proposed HMFA are the pr − r(r − 1)/2 factor loadings in Λ, the p diagonal elements of Ψ, the distinct (k − 1)(r(r + 1)/2) elements of the covariance matrices Σ i , the (k − 1)r component means, and the (k − 1) weights.
Assuming the same number of components k of the mixture model in the observed space and given the same latent dimensionality r we want to demonstrate that IFA involves a fewer set of parameters than HMFA, and, in its turn, HMFA involves a fewer set of parameters than MFA while modeling heteroscedastic components. The first part of this inequality is a consequence of the fact that the HMFA model is a general framework with includes in particular IFA when the factors are mutually independent.
Thus the aim is to check the inequality: 
