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«Πέτρην κοιλαίνει ῤανὶς ὕδατος ἐνδελεχείη.»
Χοιρίλος ο Σάμιος – Εpiικός piοιητής (5ος αι. pi.Χ.)
“A persistent drop of water bores in rock.”
Choerilus of Samos – Epic poet (5th c. BC)
«Περὶ ἡδονάς γὰρ καὶ λύpiας ἐστὶν ἡ ἠθικὴ ἀρετή.
διὰ μὲν γὰρ τὴν ἡδονὴν piράττομεν τὰ φαῦλα, διὰ
δὲ τὴν λύpiην ἀpiεχόμεθα τῶν καλῶν. Διὸ δεῖ ἦχθαί
piως εὐθὺς ἐκ νέων, ὡς ὁ Πλάτων φησίν, ὥστε χαί-
ρειν τε καὶ λυpiεῖσθαι οἷς δεῖ. αὕτη γὰρ ἐστὶν ἡ
ὀρθὴ piαιδεία.»
Α᾿ριστοτέλης – ᾿Ηθικὰ Νικομάχεια (4ος αι. pi.Χ.)
“Moral excellence is concerned with pleasure and
pain; because of pleasure we do bad things and
for fear of pain we avoid noble ones. For this rea-
son we ought to be trained from youth, as Plato
says: to find pleasure and pain where we ought;
this is the purpose of education.”
Aristotle – Nicomachean Ethics (4th c. BC)
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Abstract
The main goal of this work is the design and analysis of passive components employing metamaterial
structures and in particular the wire medium metamaterial. Although there has been a lot of research
interest in the physics of such metamaterial structures, there are not many resources available
describing the behaviour of classical components, such as waveguides and cavity resonators, that
are formed by metamaterials. Therefore, the aforementioned widely used devices, are realized with
the deployment of the “Fakirs bed of nails” and their performance is analyzed. Our motivation is to
expand existing analytical models and their applications to commonly used passive electromagnetic
components, with a view to explore potentially new applications. As a means of study analytical
techniques together with numerical simulations and measurements were used. This thesis is
structured in the following chapters.
The first chapter is an introduction to the basic principles of electromagnetics and their use on
the framework of metamaterials; as illustrations some state of the art applications are presented.
The next chapter is a literature review covering the work that has been done in the area of
our main research interest (i.e., the Fakir’s bed of nails as a metamaterial). An overview of the
mathematics describing its behaviour is given as well as applications of the proposed structure.
Attention has been paid on the latest studies because they provide complete physical insight.
Some results from this chapter are used later as background knowledge for the analysis of passive
components. This chapter is intended to lay the foundations for the reader to continue reading the
rest of this work without the need to look in the literature.
Chapter three investigates the dispersion effects in parallel-plate waveguides with both plates
being realized by the Fakir’s bed of nails. This chapter serves as an example as to how the Fakir’s
bed of nails can be used to form components. An analytical solution describing the behaviour of
the waveguide is presented and compared against full wave numerical simulations.
Chapter four presents a theoretical study of the resonant behaviour of metallic nanorods. A
clear analogy between the coupled rods and the split rings/split squares is shown. The decline in
the resonant frequency as the gap decreases, previously described in terms of self-capacitance, is
interpreted by surface plasmons coupled across the gap.
Chapter five presents a new enabling technology for implementing tunable rectangular waveguide
components and circuits with the use of 2D and 3D metamaterials; a holey metal surface and wire
media, respectively. As proof of concepts, results for tunable rectangular waveguide filters are
presented with the use of pin block inductive irises and capacitive posts. Furthermore, by adapting
the traditional metal-pipe rectangular waveguide for tunability, regions of the solid metal walls are
replaced by holey metasurfaces. Prototype tunable structures were measured for verification and
good agreement is achieved between full-wave numerical simulations and measurements.
Chapter six analyzes a radically new design of waveguide verification device, suitable for
measuring instruments such as Vector Network Analyzers. The device is designed to enable its
properties to be changed, by known amounts, after the device has been connected to the system
that requires verification. The performance of the device is based on introducing relative changes
in the transmitted and reflected signals and so is insensitive to errors introduced by waveguide
flange imperfections. This makes the technique, in principle, ideally suited for waveguide VNAs
operating at millimeter- and submillimeter-wave frequencies where these flange errors can dominate
the measurements. A verification device is designed, simulated and tested in WR-15 waveguide
(50–75 GHz).
The last part of this thesis presents a rigorous analysis of lossy spherical cavity resonators
starting from first principles. The electromagnetic field inside the spherical cavity is expanded in
normal waveguide modes and the eigenfrequencies of the cavity resonator are obtained analytically
by enforcing the appropriate boundary conditions at the cavity wall. Unlike perturbation techniques,
xiii
used when low losses are present, there are no inherent limitations in the presented analysis and,
therefore, its applicability range is much broader. Exact analytical results, acting as a benchmark
reference standard, are compared to those generated independently by two commercial full-wave
simulation software packages (HFSSTM and COMSOL). When the wall transforms from being a
perfect electrical conductor to free space, as its intrinsic conductivity decreases from infinity to
zero, it is found that the eigenmode solvers with both software packages increasingly fail. With
both software packages, all possible modeling strategies have been investigated and their associated
limitations identified. Moreover, a plane-wave approximation model is proposed that accurately
predicts the numerical simulation results.
xiv
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Introduction
In this thesis, the implementation of passive electromagnetic components with the use of the “Fakir’s
bed of nails” metamaterial is studied by means of analytical techniques, full-wave simulations and
experimental verification. Existing analytical models are expanded to describe the behaviour of
more complicated practical devices and potentially new applications are investigated with emphasis
given on exploring the advantages of reconfigurable architectures.
Specifically, the dispersion effects in parallel-plate waveguides with both plates being realized
by the Fakir’s bed of nails are studied in detail. The proposed analytical model can be used as a
starting point to describe more complicated components such as cavity resonators with bed of nails
walls. Also, the response at optical frequencies of an infinite chain of nanopins (aligned along their
axis) is described in terms of coupled surface plasmon polaritons. This structure can be regarded as
a modification of the “Fakir’s bed of nails” where the pins are aligned along their axis to form a
1D periodic structure. Furthermore, the implementation of reconfigurable waveguide components
employing the “Fakir’s bed of nails” is demonstrated with the realization of tunable waveguide filters
and cavity resonators. Based on this approach, a new technique to verify waveguide measuring
systems is proposed with the use of a single reconfigurable device. Finally, given the importance
of full-wave simulation software, particularly for studying metamaterials, a stress-testing analysis
of commercial solvers is undertaken with lossy spherical cavity resonators acting as benchmark
reference structures.
In this chapter a brief overview of the basic electromagnetic theory is presented to enable an
easier transition to the more advanced material presented in the main body of this thesis. As a
result, little previous experience in this area is required. However, for a thorough analysis of these
introductory concepts one has to study extensive literature. First, Maxwell’s equations together
with the constitutive equations are reviewed since they are the starting point for the electromagnetic
analysis of all the structures presented in this work. Moreover, the electronic polarization associated
with metals at optical frequencies is discussed. Next, an introduction to the Brillouin zones as
a means to study periodic structures is presented followed by an analysis on surface plasmon
polaritons where the dispersion characteristics of a metal slab are derived. Finally, some illustrative
state-of-the-art practical applications are also presented to demonstrate how the aforementioned
analytical models can be used to engineer structures with desired unusual electromagnetic properties.
1.1 Maxwell’s Equations
The macroscopic electromagnetic behaviour of an arbitrary structure or system is described, as
is well-known for over a century, by Maxwell’s equations. The integral form of these equations,
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following Minkowski’s notation, can be written as¿
lpSq
E ¨ dl “ ´ BBt
ĳ
Splq
B ¨ dS
¿
lpSq
H ¨ dl “ ´
ĳ
Splq
ˆ
Jf ` BDBt
˙
¨ dS
£
SpV q
B ¨ dS “
¡
V pSq
%mv,fdV
£
SpV q
D ¨ dS “
¡
V pSq
%ev,fdV
,//////////////////.//////////////////-
ùñ
¿
lpSq
„
E
H

¨ dl “
ĳ
Splq
»—– ´
BB
Bt
Jf ` BDBt
fiffifl dV
£
SpV q
„
B
D

¨ dS “
¡
V pSq
„
%mv,f
%ev,f

dV
(1.1)
where E, H, D and B are the electric field, magnetic field, electric flux density (displacement
vector) and magnetic flux density, respectively. Moreover,%mv,f, %
e
v,f and Jf are the magnetic volume
charge density, electric volume charge density and current density due to free charges, respectively.
However, %mv,f “ 0 since there are not magnetic monopoles; this term helps restore symmetry in
Maxwell’s equations. Here, V pSq and SpV q represent a volume V bound by a surface S and vice
versa, as shown in Fig. 1.1. It should be noted that the previous set of equations (1.1) is valid only
when the boundaries are standing still (i.e., Gaussian surfaces) and describes the electromagnetic
behaviour within spatial regions.
V (S)
S(V )
f(r, t)
dS
1
Figure 1.1: An arbitrary volume in space as bound by a surface.
However, in many cases it is convenient to solve differential equations instead of integral ones.
Therefore, (1.1) can be written as
∇ˆE “ ´BBBt (1.2)
∇ˆH “ Jf ` BDBt (1.3)
∇ ¨B “ 0 (1.4)
∇ ¨D “ %es,f (1.5)
subject to the boundary conditions (1.6). In contrast to (1.1), (1.2)-(1.5) describe the electromagnetic
behaviour at each point in space except for the points that lie on the boundaries. At the boundaries,
the fields are given by the boundary conditions (1.6). The previous set of equations can be re-written
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un
medium 2
medium 1 un ·
(
D1 −D2
)
= %s,f
un ×
(
E1 −E2
)
= 0
un ·
(
B1 −B2
)
= 0
un ×
(
H1 −H2
)
= Js,f
(1.6)
1
Figure 1.2: Boundary conditions for Maxwell’s equations.
so that the fields are formulated in terms of their free-space expressions (this is usually the preferred
notation by physicists). However, before proceeding, some useful concepts have to be introduced
first. For example, the polarization vector P describes the presence of matter whereas the electric
field E is the field quantity that is induced by external (impressed) current sources and sources
inside the medium. The same concept also holds for the magnetization vector M and the magnetic
field H. Thus, the polarization and magnetization vectors characterize an arbitrary medium. On
the other hand, the displacement vector D and magnetic flux vector B are hybrid quantities that
combine the presence of matter with the existence of any type of sources (external and internal).
For non-singular charge distributions, after plugging the constitutive equations D “ ε0E`P and
B “ µ0
`
H`M˘ into (1.2)-(1.5), Maxwell’s equations can be written in differential form as follows
∇ˆE “ ´BBBt (1.7)
∇ˆB “ µ0
ˆ
Jf `∇ˆM` ε0 BEBt `
BP
Bt
˙
(1.8)
∇ ¨B “ 0 (1.9)
∇ ¨E “ %
e
v,f
ε0
´ ∇ ¨P
ε0
(1.10)
1.2 Constitutive Equations
Maxwell’s equations consist a set of eight equations; two vector and two scalar equations. Given that
Jf and %
e
v,f are related to each other with the equation of charge conservation
ů
S
Jf¨dS`
ţ
V pSq
B%ev,f
Bt dV “ 0
(which is external to Maxwell’s equations i.e., it describes a different physical law), the number
of the independent equations is reduced by one. Furthermore, Gauss law for the magnetic field
can be derived from Faraday’s law, thus there are six independent equations relating twelve field
quantities (i.e., E, D, H and B) to each other. Hence, six more equations are needed in order to
solve Maxwell’s equations unambiguously. These equations, whenever is possible to be expressed
in closed form, are referred to as constitutive equations. However, it should be underlined that
the quantities Jf and %
e
v,f are external to Maxwell’s equations which means the they require an
additional physical model on top of Maxwell’s equations in order to be calculated.
The constitutive equations must obey the principal of causality since they describe natural
media. This means that there is a delay between the cause and its effect. In our case, we assume
that the fields E and H are causing the polarization and magnetization effects, respectively. For
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example, the polarization can be expressed by the following convolution integrals
Pipr, tq “ε0
3ÿ
j“1
ż
V
tż
´8
sχp1qij pr1, t1; r, tqEjpr1, t1qdV 1dt1`
ε0
3ÿ
j“1
3ÿ
k“1
ż
V
ż
V
tż
´8
tż
´8
sχp2qijkpr2, t2; r1, t1; r, tqEjpr2, t2qEkpr1, t1qdV 1dV 2dt1dt2`
¨ ¨ ¨ (1.11)
where i “ pj, k, lq represents the axis of the coordinate system. As can been seen the relationship
between P and E does not have to be linear necessarily. In (1.11) the spatial integration is over
the entire volume occupied by the material whereas the temporal integration is over all past times
(i.e., t ď t1) which reflects hysterisis phenomena between P and E. It is interesting to note that
the dyadic (second order tensor) sχp1q is a 3ˆ 3 matrix which means that different components of
the electric field have a different effect on each component of the polarization. Similarly, for the
magnetization one can write a relationship of the form
Mipr, tq “µ0
3ÿ
j“1
ż
V
tż
´8
sχp1qmij pr1, t1; r, tqHjpr1, t1qdV 1dt1`
µ0
3ÿ
j“1
3ÿ
k“1
ż
V
ż
V
tż
´8
tż
´8
sχp2qmijkpr2, t2; r1, t1; r, tqHjpr2, t2qHkpr1, t1qdV 1dV 2dt1dt2`
¨ ¨ ¨ (1.12)
which is the dual relationship of (1.11). As a result, the constitutive equations can be written as
D “ ε0E`P “ sε ˚E ” sεL ˚E`NpEq ” ε0 ´sI ` sχp1q˚¯E`NpEq ” ε0sεr ˚E`NpEq (1.13)
B “ µ0pH`Mqsµ ˚H ” sµL ˚H`NpHq ” µ0 ´sI ` sχp1qm ˚¯H`NpHq ” µ0sµrH`NpHq (1.14)
where NpEq and NpHq correspond to the non-linear terms in the polarization and magnetization,
respectively. However, (1.13) and (1.14) are valid for materials that do not have coupling between
the polarization and magnetization. In the presence of coupling, the previous equations are modified
to
D “ sε ˚E` sξ ˚H
B “ sζ ˚E` sµ ˚H
,.- ùñ
„
D
B

“ sC ˚ „E
H

(1.15)
where sC is a 6ˆ 6 matrix, to include such magnetoelectric coupling.
1.3 Models for the Polarization
With natural materials various polarization mechanisms occur at different frquency regions. For
example, at GHz frequencies the main polarization effect (usually found in liquids) is due to the
orientation of the dipolar molecules, whereas at higher frequencies (i.e., higher than 1 THz) with
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Figure 1.3: Oscillator model of the atom describing electronic polarization effects.
molecules consisting of more than one kind of atoms, the polarization is mainly due to the atomic
displacement (i.e., atomic polarization). At optical frequencies, the main polarization effect is due
to the relative displacement of the electrons (i.e., electronic polarization). In this section we will
focus on the latter polarization mechanism as this is found with metals at optical frequencies and
will be used later in Chapter 4.
The dielectric properties of matter can be described by the simplified model of an oscillator, as
shown in Fig. 1.3, where the electron is assumed to be bound to the nucleus and oscillating due to
an applied electric field Eptq. Thus, a dipole moment pptq (in microscopic level) is created because
the electron under the existence of the electric field moves away from the nucleus. The macroscopic
dipole moment can be obtained by spatial averaging of the microscopic dipole moment over the
material’s volume. Specifically, if rptq is the displacement at the equilibrium state of an electron
having a mass of me then the inertia force is given by Newton’s law me
d2rptq
dt2
and the restoring
force can be approximated by the linear term ´krptq (in analogy to the spring-mass system in
mechanics), where k is a positive constant characteristic of the bond. Here, we assume that the
motion of the electron is affected by the fields created by neighbouring atoms that are oscillating
due to thermal energy. Thus, the collisions of the electron with neighbouring atoms can be seen
as a form of friction that can be described by the term ´meγ drptq
dt
(proportional to the velocity),
where γ is a positive constant. Hence, the equation of motion of the electron can be formulated asÿ
F “ mea ñ med
2rptq
dt2
`meγ drptq
dt
` krptq “ e
ˆ
Eptq ` drptq
dt
ˆB
˙
looooooooooooomooooooooooooon
FLorentz
(1.16)
where the electron is subject to the Lorentz force FLorentz. In the case where B “ 0 or practically
when
drptqdt ˆB
 ! |E|, (1.16) reduces to
me
d2rptq
dt2
`meγ drptq
dt
` krptq “ eEptq (1.17)
Equation (1.17) can be transformed in the frequency domain by substituting the phasors rptq “
< rpωqejωt( and Eptq “ < Epωqejωt( into (1.17), resulting in
´meω2rpωq ` jωmeγrpωq ` krpωq “ eEpωq (1.18)
Thus, the displacement can be expressed as:
rpωq “ ´e
meω2 ´ jωmeγ ´ kEpωq “
´e{me
ω2 ´ ω20 ´ jωγEpωq (1.19)
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where ω0 “
c
k
me
is the eigenfrequency. Writing (1.19) in the time domain one gets
rptq “ <
" ´e{me
ω2 ´ ω20 ´ jωγEpωqe
jωt
*
(1.20)
Now, assuming that there are N such dipoles the polarization can be written as follows
P ptq “ ´<
"
Ne2{me
ω2 ´ ω20 ´ jωγEpωqe
jωt
*
(1.21)
Here, the assumption that the dipoles are independent is made, since any dependence between them
has been taken into account in (1.17) by the friction term. Therefore, (1.21) can be written in the
frequency domain as
P pωq “ ε0 ω
2
p
ω20 ´ ω2 ` jωγEpωq (1.22)
where ω2p “ Ne
2
ε0me
is the plasma angular frequency. The displacement vector can then be expressed
as
Dpωq “ ε0Epωq `Ppωq “ ε0
ˆ
1` ω
2
p
ω20 ´ ω2 ` jωγloooooooomoooooooon
χpωq
˙
Epωq ” ε0εrpωqEpωq (1.23)
where εr “ 1 ` ω
2
p
ω20 ´ ω2 ` jωγ ” ε
1
rpωq ´ jε2r pωq with ε1rpωq “ 1 `
ω2p pω20 ´ ω2q
pω20 ´ ω2q2 ` ω2γ2loooooooooomoooooooooon
χ1pωq
and ε2r pωq “
ω2pωγ
pω20 ´ ω2q2 ` ω2γ2
“ χ2pωq. This frequency dispersion model is usually referred to as the Lorentz
dispersion model. However, natural materials very often exhibit many Lorentz type resonances (i.e.,
due to different polarization mechanisms) resulting in a dielectric function of the form [1, 2]
εpωq “ ε0
˜
1`
ÿ
i
Nie
2{miε0
ω20i ´ ω2 ` jωγi
¸
1 (1.24)
It is important to note that different mechanisms have different values for the parameters ω0i and γi.
Starting from (1.23), one can investigate various limit cases of great practical interest. For example,
lim
γÑ0
χpωq gives the susceptibility of a lossless dielectric (i.e., there are no collisions). Thus, following
from (1.23) the susceptibility can be written as
χpωq “ lim
γÑ0`
`
ω20 ´ ω2
˘2`
ω20 ´ ω2
˘2 ` ω2γ ω
2
p`
ω20 ´ ω2
˘2 ´ j lim
γÑ0`
ω2pωγ`
ω20 ´ ω2
˘2 ` ω2γ
“ ω
2
p
ω20 ´ ω2 ´ j
piω2p
ω
lim
γÑ0`
1
pi
γˆ
ω20 ´ ω2
ω
˙2
` γ2
“ ω
2
p
ω20 ´ ω2 ´ j
piω2p
ω
δ
ˆ
ω20 ´ ω2
ω
˙
(1.25)
1This expression can also be interpreted using a quantum-mechanical approach as
εpωq “ ε0
˜
1`
ÿ
jąi
fjipNi ´Njqe2{mε0
ω20ji ´ ω2 ` jωγji
¸
where ω0ji “ Ej ´ Ei~ and Nj, Ni are the populations of the energy levels Ej and Ei, respectively. Here,
fji are called “oscillator strengths” and they obey the rule
ř
fji “ Z with Z being the atomic number.
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After some algebraic manipulations and using the properties of the Dirac’s delta function, (1.25) is
written as
χpωq “ ω
2
p
ω20 ´ ω2 ´ j
piω2p
2ω
”
δpω´ ω0q ` δpω` ω0q
ı
“ ω
2
p
ω20 ´ ω2 ´ j
piω2p
2ω0
”
δpω´ ω0q ´ δpω` ω0q
ı
(1.26)
Similarly, the susceptibility of lossy plasma media (i.e., ω0 Ñ 0 and γ ‰ 0) is given by
χpωq “ ω2p lim
ω0Ñ0`
1
jωpγ ` jωq ` ω20 “
ω2p
γ ` jω limω0Ñ0`
1
jω ` ω
2
0
γ ` jω
“ ω
2
p
γ ` jωUpωq
“ ω
2
p
γ ` jω
ˆ
1
jω
` piδpωq
˙
“ ω
2
p
jωpγ ` jωq `
piω2pδpωq
γ ` jω “
ω2p
jωpγ ` jωq `
piω2pδpωq
γ
(1.27)
which in the case of collisionless (i.e., lossless) plasma (ω0 Ñ 0 and γ Ñ 0) reduces to
χpωq “ ´ω
2
p
ω2
(1.28)
Usually dispersion within metals is also of great practical interest. Within metals conduction
electrons can move freely. This means that the simple polarization model presented in Fig. 1.3 is
still valid with the modification that the restoring force is zero. Thus, (1.17) reduces to
me
d2rptq
dt2
`meγ drptq
dt
“ eEptq (1.29)
me
dvptq
dt
`meγvptq “ eEptq J“´Nevùñ (1.30)
dJptq
dt
` γJptq “ Ne
2
me
Eptq (1.31)
Solving for the current density, one can obtain the frequency domain relationship
Jpωq “
Ne2
me
1` jω
γ
Epωq “ σ0
1` jωτEpωq (1.32)
where σ0 “ Ne
2
meγ
“ ω2pε0τ , corresponding to the well-known Drude dispersion model. In the more
general case of an anisotropic material the conductivity becomes a tensor and Jpωq “ sσpωq ¨Epωq.
The short analysis presented here on the material parameters is of great importance when
undertaking full-wave numerical simulations since it helps to avoid erroneous results that may be
latent [3].
1.4 Brillouin Zones
In this section, a brief overview of the analysis of periodic structures is presented. This approach is
used in Chapter 3 to study the electromagnetic behaviour of metamaterial waveguides. Generally,
periodic structures of infinite extent (see Fig. 1.4(a)) can be studied by calculating their electromag-
netic behaviour within a unit cell of their lattice. This makes the analysis of such structures possible
because geometric periodicity results in periodic field distributions. According to Floquet-Bloch
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Figure 1.4: Construction of the Brillouin zones with a square lattice. (a) The periodic structure
in the physical space (direct lattice) with primitive lattice vectors pa, bq. (b) The
first three Brillouin zones in the reciprocal space (k-space) and (c) the irreducible
Brillouin zone.
theorem the electromagnetic fields in a periodic structure can be expanded into Fourier series with
each term corresponding to a spatial Floquet harmonic [4]. Therefore, it is sufficient to describe the
wave propagation within a single unit cell since the behaviour at any other lattice point is associated
with the behaviour at a point within the first Brillouin zone. In other words, once the fields are
obtained at every point within a unit cell, they can then be calculated at a generic point in the
structure because they share the same periodicity with the lattice.
A quick way to determine the Brillouin zones is as follows. Starting from a fixed point (i.e.,
origin), lines to the nearest neighbours are drawn with orthogonal lines crossing them in the middle
(the latter lines are called Bragg planes). The points in the reciprocal space (including the origin)
that are bound by the Bragg planes form the first Brillouin zone. Similarly, lines from the origin to
the next nearest neighbours are drawn with perpendicular lines drawn in the middle (Bragg planes).
The points between the first Brillouin zone and the Bragg planes form the second Brillouin zone.
Following this approach, the next Brillouin zones can be constructed, as shown in Fig. 1.4(b). The
first Brillouin zone can be further simplified by considering only the high symmetry points (Γ, X,
M) that form the so-called irreducible Brillouin zone, as shown in Fig. 1.4(c). This is possible
because infinite structures have specific symmetry properties and are invariant under translation,
rotation and mirror operations. Hence, the irreducible Brillouin zone can be deducted from the
first Brillouin zone and vice versa the first Brillouin zone can be reconstructed from the irreducible
Brillouin zone, by applying the previous symmetry rules. Therefore, the fields at a generic lattice
point can be mapped onto an equivalent point within the irreducible Brillouin zone.
1.5 Surface Plasmon Polaritons
The concept of surface waves is of paramount importance in optics and specifically in plasmonics.
Although surface waves can be found with various names, i.e. ground waves, Zenneck waves,
Sommerfeld waves, they are usually referred to as surface plasmon polaritons (SPPs) in plasmonics.
Physically, SPPs are collective oscillations of electrons at the surface. However, SPPs are just surface
waves at a metal-dielectric interface [5]. With a conventional metal-dielectric interface, SPPs can be
excited only for a parallel polarized (also referred to as transverse magnetic TM or P-polarized)
incoming wave because a normal to the interface electric field component is required to interact
with the surface charges. As shown in Fig. 1.5, a parallel polarized (TM) incoming wave has its
electric field vector on the plane of incidence, whereas a perpendicular polarized (also referred to as
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Figure 1.5: Illustration of plane wave impinging at an interface between two media. The electric
field orientation for both polarizations (TE and TM) is also shown.
transverse electric TE or S-Polarized) wave has its electric field vector orthogonal to the plane of
incidence.
The electromagnetic behaviour of an infinite metal slab when illuminated by a TM polarized
wave (Fig. 1.6) can be studied analytically to provide further physical insight in the propagation of
surface plasmon polaritons and a solid background for the study presented in Chapter 4. In this type
of problems, the dispersion relationship is of great importance since it describes the characteristics
of all the modes supported by a structure.
From (1.2)-(1.3) in a source-free region, considering a steady state plane wave solution of the
form E, H9 ejpωt´k¨rq where k “ pkx, ky, kzq and r “ px, y, zq, the magnetic field for a TM polarized
incoming wave, with a N -layer structure, can be written as (the time dependence ejωt is omitted)
Hy “
$&%Aie
´jkinc¨r `Bie´jkref¨r for 1 ď i ď N ´ 1
Aie
´jktr¨r for i “ N
(1.33)
where Ai and Bi are the amplitudes of the incident wave and reflected wave, respectively, kinc “
pkx, 0, kziq is the wavevector of the incident wave, kref “ pkx, 0,´kziq is the wavevector of the reflected
wave and ktr “ pkx, 0, kzNq is the wavevector of the transmitted wave. As can be seen, the magnetic
field in each of the first N ´ 1 layers is the superposition of an incident wave and a reflected wave.
On the other hand, in the N th layer there is only an incident wave since this layer is semi-infinitely
thick in the z-direction and hence, there are no reflections. Limiting our study to a 3-layer structure,
31
Introduction
z = 0 z = d
Hinc
Einc
kinc
A1
B1
A2
B2
A3
Medium 1 Medium 2 Medium 1
ε1, µ1 ε2, µ2 ε1, µ1
Href
kref
Eref
z
x
y
Figure 1.6: Illustration of a TM polarized wave impinging on a slab. The field profiles at the
interfaces are also shown.
as shown in Fig. 1.6, (1.33) can be re-written as
Hypx, zq “
$’’’’&’’’’%
´
A1e
´jkz1z `B1ejkz1z
¯
e´jkxx for z ď 0´
A2e
´jkz2z `B2ejkz2z
¯
e´jkxx for 0 ă z ă d´
A3e
´jkz1pz´dq
¯
e´jkxx for z ě d
(1.34)
Expx, zq “
$’’’’’’&’’’’’’%
kz1
ωε1
´
A1e
´jkz1z ´B1ejkz1z
¯
e´jkxx for z ď 0
kz2
ωε2
´
A2e
´jkz2z ´B1ejkz2z
¯
e´jkxx for 0 ă z ă d
kz1
ωε1
A3e
´jkz1pz´dqe´jkxx for z ě d
(1.35)
Ezpx, zq “
$’’’’’’&’’’’’’%
´ kx
ωε1
´
A1e
´jkz1z `B1ejkz1z
¯
e´jkxx for z ď 0
´ kx
ωε2
´
A2e
´jkz2z `B2ejkz2z
¯
e´jkxx for 0 ă z ă d
´ kx
ωε1
A3e
´jkz1pz´dqe´jkxx for z ě d
(1.36)
where kz1 and kz2 are the z-component of the wavevector in medium 1 and 2, respectively. Now,
enforcing the appropriate boundary conditions at the interfaces at z “ 0 and z “ d (i.e., continuity
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Figure 1.7: Dispersion diagram for a 10 nm gold slab. The surface plasmon resonance is ωs “ ωp?
2
is indicated with a dashed line and the dispersion curve for a single interface is also
shown for comparison.
of the tangential field components) the following set of equations is obtained.»—————————–
1 1 ´1 ´1 0
1 ´1 ´kz2ε1
kz1ε2
kz2ε1
kz1ε2
0
0 0 e´jkz2d ejkz2d ´1
0 0
kz2ε1
kz1ε2
e´jkz2d ´kz2ε1
kz1ε2
ejkz2d ´1
fiffiffiffiffiffiffiffiffiffifl
»—————————–
A1
B1
A2
B2
A3
fiffiffiffiffiffiffiffiffiffifl
“
»——————–
0
0
0
0
fiffiffiffiffiffiffifl (1.37)
It is interesting to note that there are 5 unknowns and only 4 equations and thus, an unambiguous
solution cannot be obtained. However, A1 can be chosen arbitrarily since it corresponds to the
amplitude of the incident field and thus, is known a priori. Therefore, the rest of the unknowns can
be expressed as functions of A1 to obtain an unambiguous solution. Moreover, the reflection and
transmission coefficients R and T , respectively can be defined as
R “ B1
A1
“
2
´
e´j2kz2d ´ 1
¯„´kz2ε1
kz1ε2
¯2 ´ 1„
kz2ε1
kz1ε2
` 1
2
´ e´j2kz2d
„
kz2ε1
kz1ε2
´ 1
2 (1.38)
T “ A3
A1
“
4
kz2ε1
kz1ε2
e´jkz2d„
kz2ε1
kz1ε2
` 1
2
´ e´j2kz2d
„
kz2ε1
kz1ε2
´ 1
2 (1.39)
The dispersion relation can be obtained from the poles of the reflection coefficient since this
corresponds to A1 “ 0 and hence, the eigenmodes of the structure can be obtained as
kz2ε1 ´ jkz1ε2 cot
ˆ
kz2d
2
˙
“ 0 (1.40)
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Figure 1.8: Two commonly used surface plasmon resonance excitation configurations. (a)
Kretschmann-Raether configuration where the SPP is excited at the rear interface
and (b) Otto configuration where the SPP is excited at the front interface.
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Figure 1.9: Amplitude of the reflection coefficient for a TM incoming wave. The total internal
reflection angle θc and resonance angle θr are also indicated.
kz2ε1 ` jkz1ε2 tan
ˆ
kz2d
2
˙
“ 0 (1.41)
As can be seen, there are two distinct modes with the lowest branch corresponding to a symmetric Ex
distribution across the slab and the upper branch corresponding to an antisymmetric Ex distribution.
In Fig. 1.7, the dispersion diagram for a 10 nm thick gold slab with ε2 “ ε0
´
1´ ω
2
p
ω2
¯
and µ2 “ µ0 is
shown, where the dispersion curve for a single interface (N “ 2) is also plotted for comparison.
Usually, SPPs cannot be excited by a wave traveling in free-space and hence special configurations
are required. This can be seen in Fig. 1.7 where the light line does not cross the dispersion curves
and hence, there is no kx that can excite the SPPs. For this reason, special structures are required
with two well-known excitation configurations shown in Fig. 1.8, where a prism is used to excite
the SPPs. In order to excite a SPP, the incoming wave must impinge on the interface at an angle θr
greater than the critical angle θc corresponding to total internal reflection, as shown in Fig. 1.9.
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Figure 1.10: A weakly focused Gaussian beam impinging on a dielectric slab with (a) εr “ ´2 and
µr “ ´1 and (b) εr “ 2 and µr “ 1. The direction of propagation can be determined
by the left/right hand rule as shown at the top.
1.6 Metamaterials Applications
In this section, based on the previous analysis, some illustrative applications are presented in
order to demonstrate how practical devices with desired unusual electromagnetic properties can
be realized and some of the opportunities offered by metamaterials are discussed. The story of
metamaterials is considered as a relatively new research field since the term “metamaterial” was
first introduced two decades ago to describe engineered materials with unusual electromagnetic
behaviour resulting from their structure. These materials usually have inclusions much smaller than
the operation wavelength and hence, they can be characterized using homogenization techniques
by effective material parameters. For example, negative index media is one of the most popular
classes of metamaterials. However, the first report of negative refraction was at the beginning of
the previous century and very few works had been published until the beginning of the 21st century
where an explosion of interest took place with numerous works.
One of the first highlights of metamaterials was the implementation of negative refraction media
(media having negative permittivity and permeability simultaneously). As seen in Fig. 1.10(a),
where a slab with negative refractive index is illuminated by a weakly focused Gaussian beam, the
phase velocity and the propagation direction are antiparallel within the slab and the beam bends
away from the normal when incident at the top interface. This is in contrast to conventional media,
as shown in Fig. 1.10(b), where the beam bends toward the normal when propagating from air to a
denser medium and the phase velocity and propagation direction are always parallel. Further insight
in the response of a negative index slab can be obtained from the analysis presented in Section 1.5 by
setting ε2r “ µ2r “ ´1. It is interesting to note that such a slab is matched to free-space impedance
(i.e., R “ 0) and that the propagating waves (with kz real) undergo negative refraction whereas the
evanescent waves (with kz imaginary) undergo amplitude amplification. The latter is a key property
of a negative index media and allows the realization of flat lenses with super-resolution.
One of the challenges for many years was the implementation of imaging devices with sub-
wavelength resolution. Metamaterials revealed various ways to realize such devices. As mentioned
previously, negative refractive index media is only one way to implement a flat superlens [5, 7].
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Figure 1.11: Superlens with sub-wavelength resolution realized by (a) a silver slab and (b) a stack
of silver slabs. The thickness of the slab(s) is 10 nm. Poynting vector streamlines
are also shown.
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Figure 1.12: Electric field profile for the lens shown in Fig. 1.11(a).
However, a slab with negative permittivity can also be used for sub-wavelength resolution. As is
well-known, the concept of sub-wavelength imaging requires the excitation of coupled SPPs at the
two interfaces across the slab. The imaging properties of the slab can be studied by decomposing the
object field into its kx-spectrum (for 1D imaging) using the Fourier Transform and the contributions
of all kx components are then added to obtain the field distribution at any point in space. The
super-resolution is obtained due to the amplification of the amplitude of the evanescent field
components (containing the high-resolution information) within the slab. As shown in Fig. 1.11(a),
a silver slab can be employed to realize a superlens (for TM polarization) at optical frequencies
–at microwave and millimeter-wave frequencies, the use of metamaterials is needed to provide a
negative permittivity material. Also, with the use of metamaterials it is possible to realize a
lens with super-resolution for TE polarization by controlling the permeability. This lens offers
sub-wavelength resolution by reconstructing the near-field evanescent waves and therefore, for most
practical applications several layers need to be stacked so that the image can be translated to larger
distances, as shown in Fig. 1.11(b).
Fig. 1.11 shows the electric field profile at the object and image planes for the single slab lens
shown in Fig. 1.10(a). The object represented by a Gaussian field distribution is transferred to the
image plane with similar form although its peak is lower and bandwidth broader.
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(a) (b)
Figure 1.13: A weakly focused Gaussian beam impinging on an invisibility cloak. (a) 2D view
and (b) 3D view. The power flow is also shown with lines.
Another application that has drawn much attention is the so-called invisibility cloak. One way
to implement such a cloak is with a material that is able to divert electromagnetic waves so that
they bypass around an object surrounded by the cloak [6]. The material forming the cloak is usually
realized by employing anisotropy in both the permittivity and permeability. As shown in Fig. 1.13,
when a beam impinges on the cloak the object placed in the interior is hidden since it does not
cause any perturbation to the incident beam i.e., there is no scattering due to the object. Thus,
any objects surrounded by the cloak are invisible to an observer located outside the cloak. The
implementation of such a device requires a highly anisotropic material that enables different levels
of divergence to the incident wave (the rays closer to the center of the cloak deflect stronger). For
example, the cloak shown in Fig. 1.13 has the following material dyadics [8].
sεr “ sµr “
»—————————–
r ´R1
r
cos2 φ` r
r ´R1 sin
2 φ
ˆ
r ´R1
r
´ r
r ´R1
˙
sinφ cosφ 0ˆ
r ´R1
r
´ r
r ´R1
˙
sinφ cosφ
r ´R1
r
sin2 φ` r
r ´R1 cos
2 φ 0
0 0
ˆ
R2
R2 ´R1
˙2
r ´R1
r
fiffiffiffiffiffiffiffiffiffifl
(1.42)
where R1 and R2 are the radii of the inner and outer shells, respectively.
As is clear, metamaterials offer the opportunity to realize devices with extraordinary character-
istics and therefore, it is natural to attract significant research interest from across many disciplines
as they can be employed in a diverse range of applications.
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Chapter 2
The “Fakir’s Bed of Nails”
Metamaterial
In this chapter, a detailed study of the “Fakir’s bed of nails” metamaterial is presented. Its properties
are derived from first principles using homogenization techniques and emphasis is given on the
strong spatial dispersion associated with the wire medium structure. The dispersion characteristics
are obtained analytically for both polarizations (TE and TM) and additional boundary conditions
(necessary with spatially dispersive media) are introduced in order to describe the propagation
effects in the “Fakir’s bed of nails”. Moreover, simplified models appropriate for densely packed
pins are presented and practical applications of the “Fakir’s bed of nails” metamaterial are also
discussed.
2.1 Introduction
Over the last decade, from across many disciplines, there has been a great deal of activity in the area
of metamaterials that brought to light opportunities to engineer devices with superior performance
and unusual characteristics. One of the most thoroughly studied classes of metamaterials is the
so-called wire medium, which was first introduced in 1953 as a dielectric with permittivity below
unity that could be used for microwave lenses [1–5]. Some years later, it was also used to emulate a
medium with plasma properties [6], whereas in 1983 an array of metal pins attached to a ground
plane, as shown in Fig. 2.1, was introduced in order to implement a surface reactance [7].
However, spatial dispersion effects were neglected at that time. Thirty years later, it was shown
that the wire medium possesses strong spatial dispersion characteristics, even at low frequencies,
which cannot be neglected [8, 9]. In addition to the transverse electromagnetic (TEM) mode, an
additional transverse magnetic (TM) mode is supported within the wire medium, as shown by its
amplitude A˘TM in Fig. 2.1. As a result, a rigorous study of such metamaterials was then undertaken
in [10–19], where accurate analytical models were derived using additional boundary conditions
and/or quasi-static approximations, to eliminate the additional degree of freedom due to spatial
dispersion. However, when the spacing between adjacent pins is small compared to the wavelength
of the incident electromagnetic wave, the surface impedance does not depend on the incident angle.
In a case like this, the pins act as transmission lines that are short-circuited at the one end (ground
plane) and hence, the TEM mode is supported [9, 20].
To accurately predict the electromagnetic behaviour of this microstructured material the
permittivity dyadic needs to be non-local because of the charge accumulation along the pins. This
means that for plane waves the permittivity of the wire medium depends not only on the frequency
but also on the components of the wave vector. In this case the relative permittivity dyadic sεr of
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Figure 2.1: Geometry of the proposed Fakir’s bed of nails. (a), Perspective view, (b) side view
and (c) top view. It is formed by metallic pins arranged periodically in a square
lattice (with periodicity a). They are embedded in a host dielectric substrate and
their bottom ends are connected to a ground plane.
the medium can be written in the form [9]
sεr “ εh puxux ` εyyuyuy ` uzuzq where εyy “ 1´ k2p
k2h ´ k2y (2.1)
and for square lattices k2p “ 2pi{a
2
ln
ˆ
a
2pir0
˙
` 0.5275
[9, 20]. Also, a is the periodicity of the lattice, r0 is
the radius of the pins (r0 ! λ where λ is the wavelength of operation), kh “ k0?εh is the wavenumber
in the host medium, k0 “ ω{c is the free-space wavenumber, εh is the relative permittivity of the
dielectric host medium and ky is the component of the wave vector along the y-direction (axis of
the pins). By inspection of (2.1), it is clear that the wire medium is described by an anisotropic
permittivity that is equal to the permittivity of free space in the transverse to the pins plane (x-z
plane) and has a Drude-like response along the pins. This is expected to some extent since the
pins limit the electrons to move only along the y-direction. Specifically, the dependence of εyy on
ky means that permittivity depends on spatial derivative with respect to y and thus, is spatially
dispersive. As can be seen from (2.1) the pins are assumed to be very thin so that the permittivity in
the x-z plane is that of free space (ε0). Furthermore, equation (2.1) suggests that the wire medium
can be treated as a uniaxial medium with the optical axis along the y-direction.
The dispersion equation can be derived directly starting from the Maxwell’s equations. Assuming
plane waves of the form Eprq “ E0e´jk¨r and Hprq “ H0e´jk¨r the Maxwell’s equations in the (ω,k)
domain can be written in the following form
kˆE0 “ k0η0sµr¨H0 (2.2)
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kˆH0 “ ´k0
η0
sεr¨E0 (2.3)
where η0 “
c
µ0
ε0
is the free-space impedance and in our case sµr “ sI because the wire medium
does not have any magnetic materials. After some calculations the fields inside the medium can
be decomposed into TEy and TMy waves and hence, the dispersion equation for each one of them
obtained separately, as shown in what follows.
kˆE0 “ k0η0sµr¨H0 `εtE0˘¨ùñ εtE0¨ `kˆE0˘ “ k0η0εtE0¨ sµr¨H0
kˆH0 “ ´k0
η0
sεr¨E0 `µtH0˘¨ùñ µtH0¨ `kˆH0˘ “ ´k0
η0
µtH0¨ sεr¨E0
,///.///- ùñ (2.4)
E0¨
`
εtsµr˘¨H0 “ 0
´E0¨
`
µtsεr˘¨H0 “ 0
+
p`qñ E0¨
`
εtsµr ´ µtsεr˘¨H0 “ `εtµyy ´ µtεyy˘
Ey“0hkkkikkkj`
E0¨uy
˘looomooon
TE mode
Hy“0hkkkikkkj`
H0¨uy
˘looomooon
TM mode
“ 0 (2.5)
where µt and εt are the relative permeability and permittivity, respectively in the x-z plane. As is
well-known, for a TEy wave the following two conditions hold; k¨E “ 0 and uy¨E “ 0. Similarly,
for a TMy wave k¨H “ 0 and uy¨H “ 0. So the fields can be written as [21, 22]
ETE
`
r
˘ “ uy ˆ k|uy ˆ k|E0e´jk¨r (2.6)
HTM
`
r
˘ “ uy ˆ k|uy ˆ k|H0e´jk¨r (2.7)
Substituting equations (2.6) into (2.2) and (2.7) into (2.3) we get
ETM
`
r
˘ “ ´ η0
k0|uy ˆ k|
sε 1r ¨kˆ `uy ˆ k˘H0e´jk¨r (2.8)
HTE
`
r
˘ “ 1
k0|uy ˆ k|
sµ 1r ¨kˆ `uy ˆ k˘E0e´jk¨r (2.9)
The dispersion equation for the TMy polarization can be found by inserting (2.8) into (2.3) as shown
below.
kˆ
ˆsε 1r ¨ ”kˆ `uy ˆ k˘ı˙` k20sµr¨ `uy ˆ k˘ “ 0
pkxuz ´ kzuxq
”
εt
`
k2x ` k2z
˘` k2yεyy ´ εyyεtµtk20ı “ 0
εt
“pux ¨ kqpux ¨ kq ` puz ¨ kqpuz ¨ kq‰` εyypuy ¨ kqpuy ¨ kq ´ εyyεtµtk20 “ 0
(2.10)
which can be written in a more compact form as [21]sεr : kk´ εyyεtµtk20 “ 0 (2.11)
where ˝ : ˝stands for the double dot product [23]. Following the same procedure the dispersion
equation for the TEy wave can be written assµr : kk´ µyyµtεtk20 “ 0 (2.12)
In our case, where the Fakir’s bed of nails consists of non-magnetic materials and the permittivity
is given by (2.1), the dispersion equations (2.11), (2.12) reduce to [9, 14]
k2x ` k2z “ εyy
`
k2h ´ k2y
˘ñ k2 “ k2h ´ k2p TMy mode (2.13)
k2 “ k2h TEy mode (2.14)
where k2 “ k¨k
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2.2 Additional Boundary Conditions
Let us now assume that a plane wave with wavevector kinc “ k‖`kyuy, where k‖ “ pkx, 0, kzq lies on
the x-z plane and is the component of the wavevector that is parallel with respect to the interface
of the textured surface, impinges on the wire medium. For a propagating wave, as shown in Fig.
2.1(b), k‖ can be expressed as k‖ “ k0 sinϑ, where k0 “ ω{c. Additionally, the y-component of the
wavevector in the air side can be written as ky “ ´jγ0 “ ´jak2‖ ´ k20, where γ0 is the propagation
constant in free space. When the incident wave is TEy polarized, it does not interact with the pins –
as can be seen from (2.14) – and hence the wire medium behaves like a dielectric slab with relative
permittivity εh.
Indeed, if the incoming electric field is of the form of E “ eγ0ye´jkzzux, it can be written as
Ex “
$’’’&’’’%
´
eγ0y `RTEe´γ0y
¯
e´jkzz y ą 0
´
A`TEe
´γTEy `A´TEeγTEy
¯
e´jkzz ´L ă y ă 0
(2.15)
where γTE “ak2‖ ´ k2h is the propagation constant of the TEy mode, RTE is the reflection coefficient
for the electric field and A˘TE is the amplitude of the electric field inside the dielectric slab. Now
the magnetic field can be calculated from the expression H “ j
ωµ
∇ˆE if the following boundary
conditions are taken into account
uy ˆ
`
Eair ´Ewire medium
˘
y“0
“ 0 ñ Expy “ 0q

wire medium
´ Expy “ 0q

air
“ 0 (2.16)
uy ˆ
`
Hair ´Hwire medium
˘
y“0
“ 0 ñ Hzpy “ 0q

wire medium
´Hzpy “ 0q

air
“ 0 (2.17)
uy ˆEwire medium

y“´L
“ 0 ñ Ezpy “ ´Lq “ 0 (2.18)
which imply the continuity of the electric and magnetic fields at the air-wire medium interface and
that the electric field vanishes at a PEC interface. Thus, the following 3 ˆ 3 linear system can be
obtained. »————–
´1 1 1
γ0 ´γTE γTE
0 eγTEL e´γTEL
fiffiffiffiffifl
»————–
RTE
A`TE
A´TE
fiffiffiffiffifl “
»————–
1
γ0
0
fiffiffiffiffifl (2.19)
The reflection coefficient RTE can be found as
RTE “ ´γTE ´ γ0 tanh
`
γTEL
˘
γTE ` γ0 tanh
`
γTEL
˘ “ ´ak2h ´ k2‖ ` jak2h ´ k2‖ tan
´a
k2h ´ k2‖L
¯
a
k2h ´ k2‖ ´ j
a
k2h ´ k2‖ tan
´a
k2h ´ k2‖L
¯ (2.20)
A`TE “ ´ γ0γTE coshpγTELq ` γ0 sinhpγTELq “ ´
γ0sechpγTELq
γTE ` γ0 tanhpγTELq (2.21)
A´TE “
γ0
“
1` tanhpγTELq
‰
γTE ` γ0 tanhpγTELq (2.22)
and the surface impedance that the incoming wave sees can be written as
ZTEs “ ´Expy “ 0qHzpy “ 0q

air
“ jη0k0
γTE
tanh
`
γTEL
˘ “ jη0k0a
k2h ´ k2‖
tan
´b
k2h ´ k2‖L
¯
(2.23)
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On the other hand, a TMy polarized wave excites both the TEMy and TMy mode inside the
wire medium because it induces a current that flows along the pins. For example, if for simplicity
the incoming magnetic field is assumed to be H “ eγ0ye´jkzzux and taking into account that k‖ is
preserved along the y-direction, the magnetic field in all space is given by the following expression [13]
Hx “
$’’’&’’’%
´
eγ0y `RTMe´γ0y
¯
e´jkzz y ą 0
´
A`TEMe
´jkhy `A´TEMejkhy `A`TMe´γTMy `A´TMeγTMy
¯
e´jkzz ´L ă y ă 0
(2.24)
where γTM “ ak2p ` k2‖ ´ k2h is the propagation constant of the TMy mode, RTM is the reflection
coefficient for the magnetic field and A˘TEM, A
˘
TM are the amplitudes of the supported TEM
y and
TMy modes. As can be easily seen, (2.24) has five unknowns but the classical boundary conditions,
(2.16)-(2.18) are only three and thus insufficient to solve this problem. Therefore, additional
boundary conditions need to be considered in order to determine all the unknowns.
However, before the derivation of the new boundary conditions is presented, a brief outline of
some fundamental homogenization concepts is given [12]. The microscopic electric and magnetic
fields (e,h) inside the wire medium verify Maxwell’s equations
∇ˆ e “ ´jωµh (2.25)
∇ˆ h “ jωεe` Jd (2.26)
and have the Floquet property [24]. This means that the electric and magnetic field are periodic
along the directions in which the microstructured material is assumed to be infinite. In our case,
(e,hqejk‖¨r is periodic inside the wire medium so the transverse (with respect to the plane normal to
the orientation of the pins) average (TA) fields can be defined as [12]
ETavpyq “ 1Acell
ż
ΩT
eprqejk‖¨rdxdz (2.27)
HTavpyq “ 1Acell
ż
ΩT
hprqejk‖¨rdxdz (2.28)
where Acell is the area of ΩT (for a square lattice Acell “ a2). To this end, it is important to note
that the TA fields represent macroscopic quantities rather than microscopic ones, so starting from
(2.25)-(2.26) the expressions for the macroscopic fields are obtainedˆ
∇‖ ` BByuy
˙
ˆ eejk‖¨r “ ´jωµhejk‖¨r (2.29)
ˆ
∇‖ ` BByuy
˙
ˆ hejk‖¨r “ jωεheejk‖¨r ` Jdejk‖¨r (2.30)
where ∇‖ “ BBxux `
B
Bzuz. Integrating (2.29)-(2.30) over ΩT and using (2.27)-(2.28) the following
two expressions for the macroscopic fields are obtained [12]˜
´ jk‖ ` BByuy
¸
ˆETav “ ´jωµHTav (2.31)
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un
BA
ΩT
a
a
1
Figure 2.2: Geometry of a unit cell. The Fakir’s bed of nails is periodic along the plane ΩT.˜
´ jk‖ ` BByuy
¸
ˆHTav “ jωεhpyqETav ` Jd,avpyq (2.32)
where Jd,av is defined by [12]
Jd,avpyq “ 1
Acell
ż
BA
Jcprqejk‖¨r 1|un ˆ uz|d` (2.33)
where BA, un are shown in Fig. 2.2 and the current Jc is given by the boundary condition unˆh “ Jc.
From (2.31)-(2.32) one observes that the components of the fields along the y-direction (normal
components) are continuous when the tangential TA fields are continuous, so at the free space-wire
medium interface the following two conditions hold [12].
uy¨
ˆ
HTavpy “ 0q

wire medium
´HTavpy “ 0q

air
˙
“ 0 (2.34)
uy¨
˜
εhE
T
avpy “ 0q ` Jd,avpy “ 0qjω

wire medium
´ETavpy “ 0q ´ Jd,avpy “ 0qjω

air
¸
“ 0 (2.35)
It is important to note that the current flowing on the pins surface along the y-direction should
vanish at y “ 0 since the air side has zero conductivity. In other words, uy¨Jd,avpy “ 0q “ 0. This
means that (2.35) is reduced to [12]
uy¨
ˆ
εhE
T
avpy “ 0q

wire medium
´ETavpy “ 0q

air
˙
“ 0 (2.36)
However, (2.24) is still undetermined because one more boundary condition is needed. So far,
only the behaviour at the air interface has been analyzed. To this end, the effects taking place
at the PEC interface [13] are studied. It is well known, that the electric field does not have any
tangential components at a PEC boundary. Thus, assuming that the pins are perfect conductors,
the electric field verifies the conditions e¨uy (pins side) and e¨ux, e¨uz (ground plane side), so
e “ 0 at the PEC interface. Moreover, the surface charge density %s on an arbitrary pin is given
by ε0εhe¨un “ %s. This relation implies that the surface charge density should be zero at the PEC
interface since the electric field is zero.
Next, assuming that the pins are very thin and taking into account the continuity equation
∇¨Jc “ ´jω%s, a relation between the microscopic current Jc and the TA fields can be established.
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Within the thin wire approximation, the current is flowing along the y-direction which means that
%s “ ´ 1
jω
dpJc¨uyq
d`
, where ` is the length along the pin. As can be seen, the charge vanishes only
when
dpJc¨uyq
d`
“ 0. Starting from the fact that the current is distributed uniformly over the cross
section of the pins, i.e. Jc “ Ipyq
2pir0
e´jk‖¨ruz, where I is the current along the pin and using (2.33)
one gets Jd,avpyq “ 1
a2
Ipyquy. Solving for Ipyq and substituting Ipyq into the expression for Jc we
obtain [13]
Jc,y “ a
2
2pir0
e´jk‖¨rJd,avpyq¨uy (2.37)
where r “ `uy. Thus, in order dJc,y
d`
“ 0 to be verified, an additional boundary condition at the
PEC interface of the form [13] ´
´ jk‖ ` uy d
dy
¯
¨uyuy¨Jd,av “ 0 (2.38)
needs to be considered. Using (2.32), (2.38) can also be written as [13]
d
dy
”
ωε0εhuy¨ETavpy “ ´Lq ` uy ˆ k‖¨HTavpy “ ´Lq
ı
“ 0 ñ
k0εh
dEy
dy

y“´L
´ k‖η0dHx
dy

y“´L
“ 0 (2.39)
Putting all these together, and using (2.16)-(2.18), (2.24), (2.36), (2.39) the original scattering
problem can now be solved analytically. Of course, since we are primarily interested in the
reflection coefficient RTM, (2.24) can be simplified further by taking into account that the tangential
components of each one of the TEy, TMy and TEMy modes vanish independently at the PEC
boundary [14]. This is because of the symmetric structure of the Fakir’s bed of nails. Having this in
mind, (2.24) can be written in the form [14]
Hx “
$’’’’&’’’’%
´
eγ0y `RTMe´γ0y
¯
e´jkzz y ą 0
„
ATEM cos
´`
y ` L˘kh¯`ATM cosh´`y ` L˘γTM¯e´jkzz ´L ă y ă 0
(2.40)
As a consequence, (2.40) and the boundary conditions (2.16),(2.17),(2.36) yield to the following
block of equations [14].»——————–
1 ´ cos `khL˘ ´ cosh `γTML˘
´γ0 ´kh
εh
sin
`
khL
˘ ´γTM
εh
sinh
`
khL
˘
γ20 ` k20 ´ k2h k2h cos
`
khL
˘ ´γ2TM cosh `γTML˘
fiffiffiffiffiffiffifl
»————–
RTM
ATEM
ATM
fiffiffiffiffifl “
»————–
´1
´γ0
´γ20 ´ k20 ` k2h
fiffiffiffiffifl (2.41)
From the expression above, the reflection coefficient can be calculated straightforward and is equal
to
RTM “ ´khk
2
p tan
`
khL
˘´ k2‖γTM tanh `γTML˘` εhγ0`k2p ` k2‖˘
khk2p tan
`
khL
˘´ k2‖γTM tanh `γTML˘´ εhγ0`k2p ` k2‖˘ (2.42)
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Figure 2.3: Field distributions for a TM and TE polarized incoming wave. (a) Hx and (b) E
distributions for TM polarization. (c) Ex and (d) H distributions for TE polarization.
The parameters are: r0{a “ 0.01, L “ a, θ “ 45o and k0a “ 1.05.
In order to get better insight in the behaviour of the Fakir’s bed of nails, the fields for both
polarizations are shown in Fig. 2.3. As can be seen, the bed of nails interacts only with a parallel
polarized incoming wave whereas, for perpendicular polarization it behaves like a dielectric slab
backed by a ground plane.
2.3 Equivalent Surface Impedance
In this section attempt to study the cases in which a local model for the relative permittivity sεr can
be used is presented. Let us assume that the Fakir’s bed of nails consists of pins that are packed
very densely, so that
L
a
" 1. In this case, the wire medium can be seen as a medium with extreme
anisotropy described by a relative permittivity of the form [9, 14]sεr “ εh`uxux ` εyyuyuy ` uzuz˘ where εyy Ñ8 (2.43)
This suggests that spatial dispersion effects can be neglected and the propagating along the pins
TEMy mode sees an infinite permittivity. With a TEMy mode, k2y “ k2h and therefore, from (2.1)
εyy Ñ 8 so that Ey “ 0 and Dy is finite. Under these circumstances, the metamaterial can be
treated as an impedance boundary, as described in [7]. For densely packed pins, (2.42) reduces to
RTM » ´kh tan
`
khL
˘` εhγ0
kh tan
`
khL
˘´ εhγ0 (2.44)
because when aÑ 0 (and r0{a is constant – the model is valid for aÑ 0 as long as r0{a is constant),
from the definition of kp and the propagation constant γTM follows that kp Ñ8 and γTM Ñ kp.
At a generic surface that can be described using the surface impedance concept, the boundary
condition (Leontovich boundary condition) [20, 25]
Eˆ un “ Zs
`
un ˆH
˘ˆ un (2.45)
holds, where Zs is the surface impedance and un is the unit normal vector pointing towards the
free-space side (in our case un “ uy ). For the geometry shown in Fig. 2.1, (2.45) reads
ZTMs “ ´Ezpy “ 0qHxpy “ 0q

air
“ jη0 γ0
k0
´RTM ´ 1
RTM ` 1
¯
“ jη0 1?
εh
tan
`
khL
˘
(2.46)
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where the electric field E can be calculated from Ampere’s law E “ 1
jω
sε 1r ¨∇ˆH with sε 1r “
1
εh
´
uxux` 1
εyy
uyuy`uzuz
¯
What is remarkable in (2.46) is that the surface impedance is independent
of the incident angle of the incoming electromagnetic wave. Of course, this property is valid only in
the limit case in which the pins are arranged very densely and hence the spatial dispersion can be
neglected.
In the analysis presented thus far, the pins were assumed lossless (i.e., PEC). Although this
is a very good approximation at microwave frequencies some further discussion is required to
demonstrate its range of applicability. As has already been shown, the relative permittivity of the
metal pins is given by
εm “ 1` σ
jωε0
(2.47)
which, in the microwave spectrum, can be re-written as
εm “ 1` 2
j
`
k0δ
˘2 (2.48)
where δ “
c
2
ωµ0σ
is the skin depth. In general, in the case of lossy metal pins the effective
homogenized permittivity along the y-direction can be written as [10]
εyypω, kyq “ 1` 1
εh
pεm ´ εhqfV ´
k2h ´ k2y
k2p
(2.49)
where fV “ pi
´r0
a
¯2
is the volume fraction of the pins (describing the volume occupied by the pin
within the unit cell). It is interesting to note that (2.49) reduces to (2.1) in the case of PEC pins (i.e.,
εm Ñ ´8). With finite conductivity pins, the TEMy mode (supported by PEC pins) is converted
to a quasi-TEMy mode with a dispersion relation of the form ky “ kypω, k‖q [10, 31]. As can be
seen, the quai-TEMy mode is dispersive as it depends on k‖ and hence, the phase velocity along the
pin axis depends on the phase shift on the transverse to the pins plane. As a result, the losses can
be neglected only when this dependence can be neglected [14]. Therefore, in order to evaluate the
level of dependence, the parameter
kypω, k‖ “ 8q
kypω, k‖ “ 0q can be introduced as a means to quantify the
dependence of ky on k‖ [14]. Thus, taking into account (2.48) the following relation has to be close
to unity in order to neglect losses [14]
kypω, k‖ “ 8q
kypω, k‖ “ 0q »
a
k2h ` k2c
kh
“
d
1´ j pkpaq
2
2pi
´ δ
r0
¯2
(2.50)
where k2c “ ´
εhk
2
p
pεm ´ εhqfV . It is clear, that losses can be neglected only when
δ
r0
! 1 [14].
It is interesting to note that the accuracy of the previous homogenization approach is higher
when k0a ! pi and k‖a ! pi [14]. Also, when the pin radius diverges from the thin wire approximation,
the permittivity in the transverse to the pins plane needs to be corrected to take into account the
polarization effects in this plane and can be written as [10]
εxx “ εzz “ 1` 21
fV
εm ` εh
εm ´ εh ´ 1
(2.51)
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With thicker pins charge can be accumulated at the tip of the pins and hence, the additional
boundary condition at the air-wire medium interface needs to be modified as explained in [16, 17].
However, the accuracy of the simple model presented here is good for most practical applications,
as shown in Chapter 3.
2.4 Applications
With wire media forming the basic ingredient for many other metamaterials [26] and impedance
surfaces [27–29], together with their extraordinary electromagnetic properties, led to an explosion
in new applications. Based on the previous analytical model, various practical applications of the
“Fakir’s bed of nails” are discussed here. For example, lenses for near-field sub-wavelength imaging,
based either on the conversion of free-space evanescent fields into propagating waves within the
wire medium (i.e., operation in the canalization region) [30–37] or amplification of evanescent field
components [38], are commonly used to overcome the diffraction limit. The physics in the latter
case has already been discussed in Chapter 1. However, with a wire medium operating in the
canalization region, sub-wavelength resolution is obtained by a fundamentally different physical
mechanism; the conversion of the near-field evanescent waves into propagating waves within the
wire medium slab [30]. As has already been shown, a parallel polarized incoming wave excites two
modes within the wire medium, a TEMy and a TMy mode. The wavevector associated with the
TMy mode is ky “ ´jγTM “ ´jak2p ` k2‖ ´ k2h which describes an evanescent mode when kh ă kp
for all real ky. Similarly, in the air side the incident wave has a wavevector ky “ ´jγ0 “ak2‖ ´ k20
which corresponds to a propagating mode in free space when k‖ ă k0 and to an evanescent mode
when k‖ ą k0 (i.e., sub-wavelength spatial spectrum) [30]. On the other hand, the TEMy is always
a propagating mode and hence, the evanescent spectrum in free space is converted into propagating
TEM waves within the wire medium. As a result, the evanescent near-field components are canalized
through the wire medium to the image plane to reconstruct a super-resolved image. In Fig. 2.4, the
electric field distributions are shown for such an imaging device. It should be emphasized that this
behaviour can be obtained only for parallel polarization, since a perpendicular polarized wave does
not excite the TEMy mode, as has already been explained. It is clear that for such applications
the wire medium is used without a ground plane so that the incoming waves can be transmitted
through the wire medium. However, recently a new concept was presented employing the Fakir’s
bed of nails as a superlens, based on the internal imaging method [34], as shown in Fig. 2.5. In
this case the length of the pins is half compared to the device shown in Fig. 2.4. The principle of
operation is similar to the method of images where the ground plane acts as a mirror.
Moreover, there are cases where the grounded wire medium (or some variations of it) has been
used in order to realize artificial high impedance surfaces or perfect magnetic conductors [39].
In [40–45] the Green’s functions for a simple structure containing the Fakir’s bed of nails are
presented and these results are then used to implement artificial magnetic conductors so that wave
propagation along specific directions is suppressed. Specifically, the realization of perfect electric
conductor/perfect magnetic conductor (PEC/PMC)-walled waveguides is of great interest. For
example the ridge-gap waveguide (i.e., parallel-plate waveguide with a ridge, as shown in Fig. 2.6)
can be used as an alternative to traditional metal-pipe rectangular waveguide technologies, because
of advantages in construction and performance [46–54]. With such a device, the energy is confined
along a desired direction (i.e., along the ridge). Here, a quasi-TEM mode is supported along the
ridge while being strongly attenuated above the bed of nails region when the pins form an artificial
magnetic conductor. The latter is achieved by tuning the surface impedance given by (2.46) to
obtain a high impedance surface (i.e., PMC) and hence, the fields decay exponentially away from
the ridge along the x-direction.
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Source plane Image plane
(a) Geometry of the imaging device (b) Distribution of |Ey| at
the source plane
(c) Distribution of |Ey| at
the image plane
Figure 2.4: Imaging device realized by the wire medium [31]. The field patterns correspond to
the frequency at which highest resolution is obtained (30 THz).
Figure 2.5: Internal imaging using the Fakir’s bed of nails.
(a) (b)
Figure 2.6: The ridge gap parallel plate waveguide. (a) Perspective view and (b) fabricated
prototype. The quasi-TEM mode is confined and propagates along the ridge.
Other applications include the realization of ε near zero (ENZ) material, as shown in Fig.
2.7, where two parallel-plate waveguides are connected to each other with a very narrow channel
filled with an ENZ material. The latter one is implemented with an 1D periodic arrangement of
pins. As has been discussed previously, the wire medium exhibits a plasma-like behaviour and
therefore, by adjusting its length, its effective permittivity can be tuned close to zero over a narrow
frequency range. Within this band, power can be tunneled through very thin layers of such media
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Figure 2.7: Parallel-plate waveguide terminated with a thin layer of ε near zero material. (a)
Power flow and (b) transmission (blue curve) and reflection (red curve) characteristics.
with minimum reflections [55–57], as shown in Fig. 2.7. Additionally, the realization of negative
refraction media [58–60], broadband absorbers [61–63] as well as increased bandwidth backward-wave
metamaterials with the use of nanowire arrays [ 64–67] are further typical applications of the wire
medium metamaterial.
2.5 Conclusion
A rigorous electromagnetic characterization of the Fakir’s bed of nails metamaterial has been
presented from first principles using homogenization techniques. Spatial dispersion effects have been
taken into account and the behaviour of the bed of nails for both polarizations has been studied and
the appropriate additional boundary conditions required have been analyzed. Moreover, a simplified
model applicable in the limit case of densely packed pin where spatial dispersion effects can be
neglected has been presented. Finally, various practical applications based on the Fakir’s bed of
nails structure have been discussed exploring its extraordinary properties. Emphasis has given on
imaging devices with sub-wavelength resolution and the implementation of high impedance surfaces
as two of the most illustrative types of applications. This chapter serves as the foundations for
the analysis presented next, where a more general model describing the behaviour of a modified
parallel-plate waveguide with both plates replaced by the bed of nails is presented.
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Chapter 3
Propagation Characteristics in Fakir’s
Bed of Nails Metamaterial
Waveguides
In this chapter, following the results presented previously, the propagation characteristics of
electromagnetic waves in waveguides implemented using the “Fakir’s bed of nails” are investigated
both analytically and numerically. The classical metal walls of a parallel-plate waveguide are
replaced by a Fakir’s bed of nails metamaterial having arbitrary pin lengths on both walls; treated
as a homogenized effective spatially dispersive dielectric. A modal analysis of the electromagnetic
fields is presented and dispersion expressions for the propagating modes are derived analytically
and independently validated with full-wave numerical simulations. An equivalent transmission line
model is also given and similarities with the classical metal-dielectric-metal structure commonly
used in optics are discussed.
3.1 Introduction
Waveguides have been an essential component in almost every system operating across the electro-
magnetic spectrum, including frequencies from microwaves to terahertz [1–3]. At such wavelengths,
their significance becomes even more obvious when considering circuits and subsystems that can be
implemented. One of the most widely used guided-wave structure is the parallel-plate waveguide.
Its behaviour is well-known and has been studied extensively [4]. Because of its simple geometry, it
is used in a variety of applications [5], ranging from terahertz time-domain spectroscopy [6, 7] to
lens realization [8].
Here, generalized expressions are derived that describe the behaviour of waveguides with bed
of nails walls and thus, existing models expanded to describe more complicated structures used
for practical applications. The propagation characteristics in a parallel-plate waveguide with both
plates being replaced by the Fakir’s bed of nails are studied, both analytically and numerically. The
behaviour of such a structure resembles a metal-dielectric-metal structure, where coupling between
the interfaces affects the performance; both approaches are compared and contrasted. Various
parametric studies, highlighting the general behaviour of the Fakir’s bed of nails metamaterial
waveguide structure, are also undertaken and an equivalent transmission line model is presented.
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Figure 3.1: (a) Real part of kz for the Fakir’s bed of nails benchmark structure with L “ 7.5 mm,
r0 “ 0.5 mm and a “ 2 mm. Solid lines: analytical model [9]. Discrete symbols:
full-wave numerical simulation results obtained using HFSSTM. The light line is
plotted with a dashed line. (b) and (c) Electric field distributions at the pins for
kza “ pi in the first and second mode, respectively. (d) Electric field Ey at the center
of the pins along the air gap. Blue curves correspond to the first mode and red curves
to the second mode.
3.2 Analytical Formulation
3.2.1 Plain Fakir’s Bed of Nails
A comprehensive electromagnetic analysis of the “Fakir’s bed of nails” structure has already been
presented in Chapter 2. Here the dispersion characteristics of the surface modes supported by such
a structure are presented in greater detail so that better physical insight is obtained. Moreover, this
simple geometry is used as a benchmark reference structure for the more general model presented in
the following section. As has been shown in Chapter 1, the eigenmodes of the “Fakir’s bed of nails”
metamaterial can be obtained from the poles in the reflection coefficient (2.42) – for simplicity we
use k‖ “ kz. The dispersion characteristics are shonw in Fig. 3.1, where as can be seen there are
solutions only to the right of the light line, corresponding to bound surface waves. This is intuitively
expected, since such an open structure cannot normally guide energy in a particular direction, as it
is spatially unbounded. Thus, the energy must be guided along the interface in the form of bound
surface waves.
3.2.2 Fakir’s Bed of Nails Parallel-Plate Waveguide
A conventional parallel-plate waveguide, where both bottom and top metal plates have been replaced
by the Fakir’s bed of nails metamaterial, is considered as shown in Fig. 3.2. The structure can be
treated as a classical parallel-plate waveguide partially filled with a dielectric (wire medium) and
partially filled with air and, hence, the propagating modes in general are not TE or TM. Instead they
are hybrid modes, which can be characterized as longitudinal section electric (LSE) or longitudinal
section magnetic (LSM) modes, respectively.
A complete analysis of these types of modes is presented in [11]. The fundamental wave-guiding
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Figure 3.2: Fakir’s bed of nails parallel-plate waveguide. (a) Perspective view and (b) side view.
mode is an LSMy mode (Hy “ 0) and our derivation of the modal equation for the LSMy modes
will now be given here. A simple way to express the field distributions is by using (2.40) and (2.42).
In the air gap between the plates, the magnetic field satisfies the following relation [9]
H9pk‖ ˆ uyq g py, k‖q e´jk‖¨r, y ą 0 (3.1)
where g py, k‖q “ eγ0y ` Re´γ0y and k‖ “ pkx, 0, kzq is the wavevector parallel to the air-bed of
nails interface, γ0 “ak2‖ ´ k20 is the free-space propagation constant within the gap and R is the
reflection coefficient for the magnetic field from the interface at y “ 0, given by (2.42). As has
already been shown [9], (3.1) represents the magnetic field in the air region, taking into account
the reflection from the Fakir’s bed of nails structure at y “ 0. Thus, the waveguide modes can be
obtained if solutions of the form given in (3.1) are combined and also taking into account the fact
that the wave-guiding modes have to satisfy the appropriate boundary conditions at the interfaces
at y “ 0 and y “ h. For example, the superposition of plane waves with wave vectors (kx,0,kz) and
(´kx,0,kz) results in a magnetic field distribution of the form
H “ H0
„
´ kz
k0
cospkxxq, 0,´jkx
k0
sinpkxxq

g py, k‖q e´jkzz (3.2)
with H0 being a constant. Next, the electric field can be calculated from Ampere’s law as follows
Ex “ ´η0H0kx
k20
sinpkxxqdg
dy
e´jkzz (3.3)
Ey “ η0H0k
2
‖
k20
cospkxxqgpy, kyqe´jkzz (3.4)
Ez “ ´η0H0 jkz
k20
cospkxxqdg
dy
e´jkzz (3.5)
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where η0 is the intrinsic impedance of fee space. Here, (3.2)-(3.5) must satisfy the appropriate
boundary conditions at y “ 0; satisfying the following Leontovich boundary condition
Eˆ un “ Zs
`
un ˆH
˘ˆ un (3.6)
where Zs is the surface impedance at the interface and un is the unit normal vector pointing to the
air gap. In our case, (3.6) is equivalent to
Zs “ ´Ez
Hx

y“0
“ jη0 γ0
k0
R´ 1
R` 1 (3.7)
From (3.7), Zs can be used to give a general description of surface impedance for the Fakir’s bed of
nails, as long as the pins are oriented along the y-direction. This is because (3.7) contains only the
reflection coefficient of the structure and is invariant in translation along the y-direction. Moreover,
at y “ h the modal fields also have to satisfy the appropriate boundary conditions. Thus,
Zs “ Ez
Hx

y“h
“ jη0
k0
dg
dy
1
g

y“h
(3.8)
Combining (3.7) and (3.8), the following relationship is obtained
dg
dy
´ gγ0R´ 1
R` 1

y“h
“ 0 (3.9)
where R is the reflection coefficient for the magnetic field from the interface at y “ h for the top
bed of nails.
In the case of perpendicular polarization (i.e., there is no electric field in the direction of the
pins), the propagating wave does not interact with the pins (i.e., with a thin wire approximation)
and the modal equation for the TE mode is derived by substituting (2.20) into (3.8). Without loss
of generality, for the rest of the analysis, the pins are assumed to surrounded by air (i.e., εh “ 1);
this helps reduce losses, as the dielectric losses associated with the host medium are removed. After
some algebraic manipulations, the modal equation for the TE mode reduces to
sin
“
kyph` L1 ` L2q
‰ “ 0 (3.10)
where L1 and L2 are the length of pins at the bottom and top plate, respectively, and hence the
solutions are
ky “ npi
h` L1 ` L2 , n “ 0, 1, . . . (3.11)
As can be easily seen, (3.11) gives the dispersion equation for a classical parallel-plate waveguide,
where the plates are separated by a distance h` L1 ` L2. A more accurate approach that accounts
for the pin radii, by considering a corrected permittivity model in the x-z plane, would require a
hybrid mode analysis and is out of the scope of this work.
Our focus will be for the case of parallel polarized incoming waves, since this highlights
the behaviour of our structure. By combining (2.42) and (3.9) we obtained the more general
transcendental equation given by (3.12). However, when pin length is identical, (3.12) reduces to
(3.13). While, for the case that only one plate is populated with pins (i.e., L2 “ 0), (3.12) simplifies
even further to the expression given in [10]. In the limit case where spatial dispersion effects can
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be neglected (i.e., for densely packed pins, with a{L Ñ 0) then γTM Ñ 0, resulting in the modal
equations for L1 ‰ L2 and L “ L1 “ L2, respectively, given in (3.14) and (3.15), respectively.„
k0k
2
p tan pk0L1q
k2p ` k2‖ ´
k2‖γTM tanh pγTML1q
k2p ` k2‖
 „
k0k
2
p tan pk0L2q
k2p ` k2‖ ´
k2‖γTM tanh pγTML2q
k2p ` k2‖

tan pkyhq`
k2p
k2p ` k2‖ kyk0 tan pk0L1q ´
kyk
2
‖γTM tanh pγTML1q`
k2p ` k2‖
˘ ` k2p
k2p ` k2‖ kyk0 tan pk0L2q´
kyk
2
‖γTM tanh pγTML2q`
k2p ` k2‖
˘ ` k2y tan pkyhq “ 0 (3.12)
„
k0k
2
p tan pk0Lq
k2p ` k2‖ ´
k2‖γTM tanh pγTMLq
k2p ` k2‖
2
tan pkyhq`
2
k2p
k2p ` k2‖ kyk0 tan pk0Lq ´ 2
kyk
2
‖γTM tanh pγTMLq
k2p ` k2‖ ` k
2
y tan pkyhq “ 0 (3.13)
kyk0 tanpk0L1q ` kyk0 tanpk0L2q ` k2y tanpkyhq ´ k20 tanpk0L1q tanpk0L2q tanpkyhq “ 0 (3.14)
2kyk0 tanpk0Lq ´
”
k0 tanpk0Lq
ı2
tanpkyhq ` k2y tanpkyhq “ 0 (3.15)
For each frequency in turn, (3.12) to (3.15) can be solved numerically for ky and assuming
propagation along the z-direction for simplicity, the dispersion equation can then be obtained from
kz “ ak20 ´ k2y. The previous equations are nonlinear and therefore, a starting point for ky is
required for most algorithms to converge onto a solution. Here, a scanning technique was employed
in order to obtain various starting points and hence, a more accurate solution. As an example, the
propagation characteristics for the first two TM modes are given in Figs. 3.3 and 3.4, for a symmetric
configuration with L “ L1 “ L2 and an asymmetric configuration with L1 “ 2L2, respectively. The
latter corresponds to the special case of a PEC/PMC combination. Clearly, the bandgap where
surface waves are suppressed can be controlled by adjusting the geometric characteristics of the
structure.
For comparison, the dispersion characteristics for a bed of nails covered with a metal lid [10] is
shown in Fig. 3.5. This structure was studied previously and serves as a convenient benchmark to
provide an independent validation of our more general expressions.
As can be seen from Figs. 3.3 to 3.5, the dispersion characteristics of the second mode can be
changed dramatically by adjusting the length of the pins (and also the separation distance between
the plates). This results in a wide range of dispersion curves; whereby the second mode has a
bandwidth from 50 MHz (in Fig. 3.3) to 12 GHz (in Fig. 3.5). Its cut-off frequency also changes,
but this is a consequence of the total length L1 ` h` L2 not being constant, as will be discussed in
more detail later.
In contrast to Fig. 3.1, in Fig. 3.5 there are solutions to the left of the light line, corresponding
to radiating fast waves, which is a result of the top plate. In this case, energy can be guided within
the air gap between the two plates. However, as kz increases these loosely bound surface waves
convert to strongly confined surface waves.
The analytical model presented has been compared against full-wave numerical simulations using
two commercially available software packages: High Frequency Structure Simulator (HFSSTM), with
results in Fig. 3.1 only, and CST Microwave Studio (CST MWS) used everywhere else. For the plain
Fakir’s bed of nails structure, the setup shown in Fig. 3.6(a) was used in order to employ absorbing
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Figure 3.3: Real part of kz for L “ L1 “ L2 “ 7.5 mm, r0 “ 0.5 mm a “ 2 mm and and h “ 1 mm.
Solid lines: analytical model. Discrete symbols: full-wave numerical simulation results
using CST MWS. The light line is plotted with a dashed line. Inset shows that
the second mode has a small but non-zero group velocity. (b) and (c) Electric field
distributions at the pins for kza “ pi in the first and second mode, respectively. (d)
Electric field Ey at the center of the pins along the air gap. Blue curves correspond to
the first mode and red curves to the second mode.
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Figure 3.4: Real part of kz for L1 “ 7.5 mm, L1 “ 2L2, r0 “ 0.5 mm, a “ 2 mm and h “ 1 mm.
Solid lines: analytical model. Discrete symbols: full-wave numerical simulation
results obtained using CST MWS. The light line is plotted with a dashed line. (b)
and (c) Electric field distributions at the pins for kza “ pi in the first and second
mode,respectively. (d) Electric field Ey at the center of the pins along the air gap.
Blue curves correspond to the first mode and red curves to the second mode.
boundary conditions (i.e., perfectly matched layers, PML – only available with the eigenmode solver
in HFSSTM). With the eigenmode solvers used with HFSSTM and CST MWS, a single unit cell
having periodic boundary conditions along the x and z-directions was adopted, as shown in Fig.
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Figure 3.5: Real part of kz for the benchmark structure with L1 “ 7.5 mm, L2 “ 0, r0 “ 0.5 mm,
a “ 2 mm and h “ 1 mm. Solid lines: analytical model [10]. Discrete symbols:
full-wave numerical simulation results obtained using CST MWS. The light line is
plotted with a dashed line. (b) and (c) Electric field distributions at the pins for
kza “ pi in the first and second mode, respectively. (d) Electric field Ey at the center
of the pins along the air gap. Blue curves correspond to the first mode and red curves
to the second mode.
3.6(b).
By inspection of the electric field distributions for the aforementioned structures, a field
enhancement at the edge of the tips can be observed. It is interesting to note that the second mode
for the structures shown in Figs. 3.1 and 3.5 is a higher order mode, as can be seen in Figs. 3.1(c)
and 3.5(c).
However, when both plates have equal length pins, the field patterns (within the wire media)
remain similar for both modes, with surface waves at both bed of nails-air interfaces (y “ 0 and
y “ h) being excited. In the case that the pins have different lengths, the field patterns remain
the same, but the interface supporting the surface wave changes. This is because, in the frequency
range where one interface supports a surface wave, the other interface exhibits a bandgap where no
propagation is allowed. Moreover, the electric field decays exponentially away from the interface, in
a similar way to surface plasmon polaritons with a metal-dielectric-metal (MDM) structure. For
example, the field decays exponentially and tends to zero for the single bed of nails-air interface, as
seen in Fig. 3.1(d); analogous to a metal-dielectric interface. This is expected, since the bed of nails
has been modeled as an effective dielectric medium with a plasma-like behaviour. However, when a
metal plate is placed in close proximity to the Fakir’s bed of nails, the field saturates to a value
significantly higher than zero, as shown in Fig. 3.5(d). For the symmetrical structure shown in Fig.
3.3, the two modes can be identified as symmetric and antisymmetric, respectively, to the center of
the air gap, as shown in Fig. 3.3(d); resembling the field profile in a symmetric MDM structure.
On the other hand, the asymmetric structure shown in Fig. 3.4 does not support these type of
modes and the field decays exponentially away from the interface, as shown in Fig. 3.4(d) (similar
to Fig. 3.5(d)). This is in contrast to the asymmetric MDM structure, where the field is similar to
that shown in Fig. 3.3(d), but with the structural asymmetry removing the field symmetry that
was previously at the center of the gap. The reason for this discrepancy is that one wall of the
Fakir’s bed of nails waveguide exhibits bandgaps and, therefore, no surface waves are propagating,
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Figure 3.6: Simulation setup for the (a) bed of nails with HFSSTM and (b) waveguide with CST
MWS. The parameters used are: periodicity of the lattice a “ 2 mm, air gap h “ 1 mm
and pin radius r0 “ 0.5 mm.
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Figure 3.7: Real part of kz for various (L1,L2) combinations when L1`h`L2 “ 16 mm. The rest
of the parameters are given in Fig. 3.6. Lower and upper families of curves correspond
to the first and second mode, respectively.
whereas a normal MDM would support surface waves at both interfaces.
In order to obtain a better physical grasp of the device behaviour, and how the various physical
characteristics affect its performance, several parametric studies were undertaken. In the first study,
the distance between the ground planes is kept constant and made equal to t “ L1`h`L2 “ 16 mm;
with the rest of the parameters as given in Fig. 3.6 and L1, L2 allowed to vary. This corresponds to
the transition from the structure shown in the inset of Fig. 3.3 to a configuration similar to that
shown in the inset of Fig. 3.5. Under these conditions, the frequency of the first mode increases
monotonically as the air gap is shifted from the top (i.e., L1 “ 15 mm and L2 “ 0) to the center
(i.e., L “ L1 “ L2 “ 7.5 mm), with the surface wave resonance dictated by L1 shown in Fig. 3.7.
However, the second mode does not change monotonically and its bandwidth can be controlled by
adjusting both lengths L1, L2. Bandwidth enhancement is obtained when both plates are suitably
textured whereas L1 “ L2 results in minimum bandwidth (almost suppressed).
In the second study, the lengths are kept constant with L “ L1 “ L2 “ 7.5 mm and the gap
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Figure 3.8: Real part of kz for various gap sizes h when L1 “ L2 “ 7.5 mm. The rest of the
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Figure 3.9: Real part of kz for various gap sizes h when L1 “ 2L2 “ 7.5 mm. The rest of the
parameters are given in Fig. 3.6. Lower and upper families of curves correspond to
the first and second mode, respectively.
size h (or equivalently t) is varied. As seen in Fig. 3.8, for smaller gap sizes the coupling between
surface waves at both interfaces is stronger, which results in two distinct branches in the dispersion
curve. With larger gaps, the coupling between the bottom and top interfaces is weaker and the two
branches coincide for larger kz values. This resembles the split into two branches (corresponding
to two modes) in the dispersion characteristics with a MDM structure. However, here there are
always two distinct branches for small kz values, which is in contrast to a classical MDM structure.
Similarly, the results for the asymmetric structure with L1 “ 2L2 “ 7.5 mm are given in Fig. 3.9,
where the surface wave resonances are affected by the values of L1 and L2; the cut-off frequency for
the second mode can be tuned by changing the gap size. Finally, when the gap is varying with the
total distance being a constant t “ 16 mm and L “ L1 “ L2, the surface wave resonance is affected
by the pin length. Therefore, larger gap sizes result in weaker coupling, pushing the dispersion
curves closer together, as shown in Fig. 3.10. Finally, the effect of the pin radius is presented in Fig.
3.11, where as can be seen the slope of the dispersion curves changes significantly, particularly with
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the second mode.
3.3 Transmission Line Model
The behaviour of the Fakir’s bed of nails metamaterials waveguide can also be modeled using an
equivalent transmission line circuit, as shown in Fig. 3.12. This has been previously demonstrated,
but for the simple structure shown in Fig. 3.5 [10]. However, a more general model is required for
waveguides having both the top and bottom implemented using Fakir’s bed of nails with arbitrary
pin lengths.
The dispersion equation can be derived from a series resonant network. Here, ZbTEM and Z
b
TM
represent the modal impedances seen at y “ 0 (bottom interface), looking towards the lower
PEC ground plane (where the pins are short circuited). Similarly, ZtTEM and Z
t
TM are the modal
66
3.3 Transmission Line Model
T
M
0
m
o
d
e
T
E
M
m
o
d
e
T
M
m
o
d
e
T
E
M
m
o
d
e
T
M
m
o
d
e
PEC PEC
PEC PEC
y = 0
y = h
ZbTEM ZbTM
Zt
Zb
ZtTEM ZtTM
1
Figure 3.12: Equivalent transmission line model for the structure shown in Fig. 3.2 having both
the top and bottom implemented using Fakir’s bed of nails with arbitrary pin lengths.
impedances seen at y “ h (top interface), looking towards the upper PEC ground plane. Thus, (3.12)
can be interpreted as a transmission line resonant network where from the transverse resonance
condition ZbTEM ` ZbTM ` Zt “ 0 the following is obtained
ZbTEM ` ZtTEM ` ZbTM ` ZbTM ` j
´
ZbTEM ` ZbTM
¯´
ZtTEM ` ZtTM
¯tanpkyhq
η0
` jη0 tanpkyhq “ 0 (3.16)
where
ZbTEM “ jη0
k0k
2
p
ky
`
k2p ` k2‖
˘ tanpk0L1q (3.17)
ZtTEM “ jη0
k0k
2
p
ky
`
k2p ` k2‖
˘ tanpk0L2q (3.18)
ZbTM “ ´jη0
k2‖γTM
ky
`
k2p ` k2‖
˘ tanhpγTML1q (3.19)
ZtTM “ ´jη0
k2‖γTM
ky
`
k2p ` k2‖
˘ tanhpγTML2q (3.20)
In the limit case, where spatial dispersion effects can be neglected (i.e., by having densely packed
pins), ZbTM “ ZtTM “ 0 and (3.21) reduces to
ZbTEM ` ZtTEM `
´
ZbTEMZ
t
TEM ` η20
¯j tanpkyhq
η0
“ 0 (3.21)
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3.4 Discussion and Conclusion
Using modal analysis, the propagation of electromagnetic waves in a parallel-plate waveguide
employing the Fakir’s bed of nails has been studied both analytically and numerically. Here, we
have expanded previously published models to address the more general case for waveguides having
both top and bottom walls implemented using the Fakir’s bed of nails with arbitrary pin lengths.
The dispersion properties can be controlled by adjusting the geometric parameters of the
structure and, specifically, the length of the pins and their separation distance. The bandwidth
of the modes and the bandgaps can be easily tuned with the more general waveguide structure
investigated here.
Although the simplified model used in our calculations does not take into account the finite
radius of the pins and the resulting associated fringe capacitance (i.e., deviating from thin wire
approximation), the results are still very accurate for most practical applications; this accounts for
the small discrepancies seen between the analytical and numerical results.
An equivalent transmission line model has also been presented the more general waveguide
structure. The dispersion characteristics have been compared and contrasted with the classical
metal-dielectric-metal structure commonly used in optics. Moreover, our analytical modeling can
be modified to describe metal-pipe rectangular waveguides, having two conventional parallel metal
walls and the other two walls replaced by the Fakir’s bed of nails.
Our analytical model provides a quick way to investigate the behaviour of waveguide structures
that employ the Fakir’s bed of nails walls, without the need for time-consuming full-wave numerical
modeling analysis. It is believed that the work presented here can find diverse applications, such as
the design of novel resonators, filters and mode converters.
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Chapter 4
Coupling-induced Red-shifted
Plasmonic Resonances on Infinite
Chains of Nanopins
In the previous chapters, an array of pins arranged periodically next to each other were studied. Here,
this arrangement is modified so that the pins are placed periodically along their vertical axis to form
an infinite chain of pins. The resonant properties of infinite chains of gold nanostructures separated
by small gaps are studied theoretically and the observed red-shift of the resonance in comparison to
a single nanopin is explained in terms of coupled plasmonic modes across the gaps. The deduced
dispersion characteristics for variable gap sizes and nanopin lengths provide physical insight into the
coupling mechanisms. It is also proven that the resonant behaviour of an infinite chain of nanopins
is in close analogy to that of an isolated narrow-gap split ring or split square resonator. This
confirms that surface plasmon coupling across the gap can be employed for quantitative description
of the red shift of the split ring resonance, traditionally attributed to the ring capacitance variation
with decreasing gap. This study, generalized to two and three dimensions, will aid the design of
metamaterial nanostructures with desired resonance characteristics.
4.1 Introduction
The science of surface plasmons started well over a century ago with the works of Sommerfeld [ 1]
and Fano [2] who called them “superficial waves”. The next major advance was due to Oliner
and Tamir [3] who showed that both forward and backward surface waves may propagate on an
infinitely wide metallic slab (a detailed study of this type of waves can be found in the review by
Economou [4]). Renewed interest in surface plasmons came around the turn of the millennium. The
eigenmodes of metal slabs of finite width were found by Berini [5, 6] and Al-Bader [7], whereas
the resonances of various nanostructures were determined by Kottmann et al. [8, 9] and Aizpurua
et al. [10]. However, the greatest interest emerged with the advent of metamaterials. On the one
hand, it was shown that the exponentially growing waves in Pendry’s superlens [11] were due to the
excitation of surface plasmon resonances at the rear boundary. An explanation in terms of surface
plasmons was also bound to come for describing the operation of metallic split ring resonators,
the most popular building block of metamaterials [12, 13]. Since research was originally focused
on radio-frequencies and microwaves, where the wavelength is large compared to element size, it
was reasonable to explain resonances in terms of lumped-element LC circuits [14]. This approach
was further expanded in [15, 16] to distributed circuits which made it possible to calculate not
only the fundamental resonant frequency but the higher harmonics as well. Interestingly, the
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drive towards applications in the optical region did not immediately lead to the demise of the
circuit picture. It was retained with the modification that the kinetic inductance was added to
the magnetic inductance [17–19]. However, at such high frequencies the natural approach was to
attribute resonances to surface plasmons bouncing between the two ends of the structure, as done
by Ditlbacher et al. [20] using silver nanopins. Following this lead, further works were published:
a thorough investigation of a number of different structures by measuring reflection of a plane
wave [21, 22], dependence on the thickness of the structure [23], I, L, O, U structures [24], additional
resonances for L structures [25, 26] and L structures in different periodic configurations [27]. There
is now a consensus that the behaviour of such structures is best described by surface plasmons but
that does not mean that the circuit description should be disregarded. Meyrath et al.[28] introduced
a general model that could also account for radiation resistance and there was also a refined LC
model by Corrigan et al. [29] that was capable of matching experimental results.
The aim of this chapter is to analyze plasmonic behaviour of an infinite chain of nanopins
aligned along their vertical axis and to quantify the red-shift of the resonance in comparison to
that of a single nanopin. Four different metallic nanostructures are investigated, namely a split
ring (SR), split square (SS), free pin (FP) and infinite chain of coupled pins – also referred to as
coupled pins (CP) for short – as shown in Fig. 4.1, with the first two acting as reference benchmark
structures for comparison purposes. The emphasis is on the last two, the free pin and the infinite
chain of coupled nanopins, with the main interest being the inter-relationship of their resonant
frequencies while the gap between the pins is varied. Coupled pins have been investigated before as
metamaterial elements under the name of cut-wires, in particular, by Maslovski et al. [30], Dolling
et al. [31], Tsai et al. [32] and Wakatsuchi et al. [33] but their aims were different. In [30] they were
looking for negative permittivity, in [ 31] the search was for magnetic atoms, in [ 32] they designed
a metamaterial gradient index diffraction grating, and the emphasis in [33] was on matching the
resonant frequencies, predicted by a numerical model, with a sophisticated equivalent circuit. Our
investigation is mainly concerned with the variation of resonant frequencies as the gap between the
coupled pins varies. The explanation of the phenomena is based on the properties of coupled surface
plasmons, a discipline just emerging.
4.2 Description of the Structures and Numerical Ap-
proach
The resonance properties of the four structures shown in Fig. 4.1 are investigated with the simplest
one being a straight pin resonator (FP), which is the building block of other nanostructures and
our starting point. The well-known split ring resonator (SR) and a modification of the split ring,
referred to as split square resonator (SS), on account of its rectangular shape, are also studied. An
entirely new structure, an infinite chain of coupled pins (CR), is presented here and its behaviour is
compared and contrasted to the aforementioned structures. In all four cases the cross section is
constant and equal to aˆ a “ 10ˆ 10 nm2.
Full-wave numerical simulations of gold structures in free-space were performed, employing the
lossy Drude [34, 35] model that provides a fairly good approximation for the permittivity of gold at
infrared frequencies. The variation in the relative permittivity with frequency, as described by the
Drude model, is given by the following expression
εr “ 1´ ω
2
p
ωpω ´ jγpq (4.1)
where ω and ωp are the angular frequency and angular plasma frequency, respectively, and the
damping constant γp indicates the losses within the metal. In the case of gold, the plasma frequency
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Figure 4.1: The four nanostructures under study. (a) Split ring (SR), (b) split square (SS), (c)
free pin (FP) and (d) infinite chain of coupled pins (CP). Possible symmetry planes
for the electric field are also shown in red and gray.
ωp “ 136.66 ¨1014 rad/s corresponding to a plasma wavelength of λp “ 2pic{ωp » 138 nm with c being
the speed of light and the damping constant γp “ 40.84 ¨ 1012 rad/s [34, 35]. The previous expression
for the permittivity results in a surface plasmon resonance frequency ωs “ ωp{
?
2 » 1535 THz.
The excitation is in the form of a plane wave propagating along the x-direction with its electric
field in the y-direction, parallel to the pin. Time domain full-wave numerical simulations, using the
commercially available software package CST Microwave Studio (CST MWS), have been performed
to obtain the frequency response of the various structures. In the simulations, an adaptive meshing
was used and the grid step varied from 0.4 nm inside the structures to 3 nm in free space. Open
boundary conditions were approximately 100 nm away from the structure. The simulation size
was typically around 3 million mesh cells and symmetry planes have also been employed to reduce
simulation time.
4.3 Symmetry Considerations and Resonances
At the lowest resonance, the split ring and the split square have similar charge distributions with
one half being charged positively and the other half negatively. The presence of a symmetry plane
in the middle of the split square (indicated by red and gray planes in Fig. 4.1(b)) provides a hint for
the search of an equivalent pin structure which would exhibit similar plasmonic response. For this
reason, the split square was straightened to form a pin of the same total length and cross sectional
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Table 4.1: Comparison of the resonant frequency of four different nanostructures. The structures
have a total lenght of 270 nm and a gap of 10 nm.
1st resonance (THz) 2nd resonance (THz) 3rd resonance (THz)
Split Ring 121.5 346.2 519.8
Split Square 127.7 357 523.8
Free Pin 142.9 366.8 535.6
Coupled Pins 119.3 352 525.5
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Figure 4.2: Normalized electric field as a function of frequency for the various nanostructures.
The structures have a gap of 10 nm and all of them have a total length of 270 nm.
area that is symmetrical with respect to the red plane, as shown in Fig. 4.1(c). Next, additional pins
of the same length are introduced along the y-direction (axis of the pins) to establish interaction
similar to that in the gap of the split square. The spacing between the two pins should be equal to
the gap g. With a finite number of pins, the outer pins lack symmetry. Therefore, the pin system
should be infinite to achieve symmetry, both at the middle of the structure and at the middle of
the gap. In order to simulate an infinite structure, appropriate boundary conditions must be used,
mimicing its behaviour. The symmetry plane (red plane in Fig. 4.1(c)) in the middle of the pin,
when disregarding the asymmetric modes that correspond to surface charges with the same sign on
both ends of the pin (which cannot be excited by a plane wave), results in a node in both the charge
and electric field distributions at y “ 0. This corresponds to an electric symmetry plane at y “ 0
(implemented by assigning a perfect electrical conductor boundary (Etan “ 0) with CST MWS).
Following a similar approach, a perfect electrical conductor boundary should be established in the
middle of the gap. Now, the charge and current distributions are mirrored and form an infinite pin
structure (a similar effect in optics can be observed when standing between two parallel mirrors). In
the split ring and split square simulations (both structures have identical perimeter and gap size),
there is an electric and a magnetic symmetry plane with both planes being perpendicular to each
other and to the exciting electric field (x-z plane), going through the center of the structure. We
need to emphasize here that the CP structure has not been investigated before. We have surmised
that, as far as the plasma resonances are concerned, the CP structure behaves similarly to the SR
and SS structures because the physics is the same; the resonance is due to surface plasmons coupled
across the gap.
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Figure 4.3: Comparison of the electric field patterns at the lowest resonance for the (a) SR, (b)
SS, (c) FP and (d) CP. The field strength is plotted on a logarithmic scale normalized
to the field maximum.
In all four cases, the structure length measured along the middle of the cross section was taken
as ` “ 270 nm. There is obviously no gap associated with the free pin but for the three others the
gap size was g “ 10 nm. The simulated electric field is plotted as a function of frequency in Fig.
4.2, showing the first three resonant frequencies for the split ring, split square, free pin and infinite
chain of pins. As can be seen, the resonant frequencies of the structures (having the same total
length) match, so it is safe to assume that they generate the same type of surface plasmon modes:
symmetrical surface charge distributions like `´, `´`´ and `´`´`´ at the first, second and
third resonant frequency, respectively [24]. The field patterns of the various structures are discussed
in the following section, confirming this claim.
The exact values of the resonant frequencies are given in Table 4.1 with the quality factor
at the first resonance ranging from 9 to 12. As expected, the SR and the SS have very similar
resonant frequencies for all modes. However, they are not identical, suggesting that the shape of the
structure, and the extra edges with the SS, have a minor influence on the resonance. The resonant
frequency of the CP is also close to those of the SR and SS, indicating that the assumption made
previously, is essentially correct whereas the resonant frequency of the free pin is quite different.
Thus the assertion, for example in [ 24], that only the total length is important, is no longer valid.
The structures investigated there were the I, L, O, U types, none of them having a gap. However, in
the presence of a gap, the behaviour changes and can be described qualitatively in terms of an LC
circuit model: the capacitance increases as the gap decreases resulting in a lower resonant frequency.
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Figure 4.4: Comparison of the x and y components of the electric field distribution along the gap
of the square structure with the gap of 30 nm (blue line) and along the coupled pin
(red line).
4.4 Electric Field Patterns
The electric field lines of the various structures at the lowest resonant frequency are extracted in the
symmetry plane, as shown in Fig. 4.3. This offers the opportunity to compare the concentration
and direction of the field lines and to check the intensity of the field (|E|) at each point in the
plane. At the lowest resonance, the simplest symmetrical pattern may be expected: one part of the
structure is charged positively and the other one negatively.
Fig. 4.3 also shows the electric field distributions for the SR, SS, FP and CP structures. In Figs.
4.3(a)-(b) a high field intensity is observed in the gap whereas the lowest field values can be found
in the middle of the structures. Similar field distribution can be observed along the CP. Obviously,
having no gap, the field distribution along the FP is quite different. As shown in Fig. 4.3, the
electric field lines point away from the boundary at the lower part and towards the boundary at
the upper part, indicating a positive surface charge at the upper and a negative surface charge at
the lower part. The surface charge varies monotonically along the CP and the SR. As expected,
the additional edges of the SS distort the monotony acting as electric field “hot spots”. This also
explains the difference in the resonant frequency compared to the SR and CP.
The next step in comparing the nanostructures is to investigate in greater detail the electric
field distributions. Therefore, both the x and y components of the electric field are plotted along
the y-direction at z “ 0 nm and x “ 39 nm for the SS and x “ 4 nm for the CP. The reason for
moving off the axis of the pin is that Ex is zero at x “ 0 due to symmetry.
The field profile for the split square has been shifted so that the edges of the two structures
coincide, enabling a direct comparison of the fields. As shown in Fig. 4.4, the coupled pins and the
split square have very similar field patterns within the metal and in the gap.
After comparing the resonant behaviour of nanostructures with various shapes and same gap
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Figure 4.5: Comparison of the resonant frequencies of the nanostructures with varying gap size.
The structure length is always `` g “ 280 nm.
size, the gap is varied i.e. turn a U-shaped structure into a split square and investigate whether the
assumptions/claims made in the previous sections are still valid. For this reason, the gap size is
varied from 60 nm, corresponding to the U-shaped structure, to 1 nm, while keeping the perimeter
`` g constant and equal to 280 nm. For the free pin, this results in length variation from 220 nm to
279 nm. A longer structure leads to longer plasmon wavelength and consequently a decline in the
resonant frequency, as shown in Fig. 4.5. Now, the question arises: can one reproduce the green, red
and blue curves, given in Fig. 4.5, obtained by simulations, using analytical techniques? Let us first
try the circuit model. As the gap size decreases, it is obvious that all three, the inductance, surface
capacitance and gap capacitance, increase, and consequently the resonant frequency is bound to
decline. Some approximate expressions for the above three quantities were obtained for the SR by
Delgado et al. [36]. For example, the resonant frequency can be calculated from [36]
f0 “ 1
2pi
b`
Lmag ` Lkin
˘`
Cgap ` Csurf
˘ (4.2)
where Lmag “ µ0R
„
ln
ˆ
8R
a` g
˙
´ 1
2

is the magnetic inductance, Lkin “ 2piR´ g
a2ω2pε0
is the kinetic
inductance, Cgap “ ε0
ˆ
2a ` g ` a
2
g
˙
is the gap capacitance, Csurf “ 4ε0a
pi
ln
ˆ
4R
g
˙
is the surface
capacitance and R is the mean radius of the SR. The variation of the resonant frequency against
gap size is shown in magenta in Fig. 4.5. The analytically obtained results, can very roughly predict
the trend of the curve corresponding to the split square. Unfortunately, no further information is
provided. This approximation is marginally acceptable for the 1 nm gap and deteriorates quickly
as the gap increases, since the analytical model was derived for small gaps and at frequencies well
below the plasma frequency. Therefore, it is of limited practical use; we only report these results in
comparison to our more accurate surface plasmon approach.
4.5 Explanation in Terms of Coupled Surface Plasmons
One has to admit that explanation in terms of a circuit model is both easier and more in line with
common knowledge. Once the frequency response is experimentally or numerically obtained, the
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Figure 4.6: Resonant frequency for the infinite chain of coupled nanopins with varying gap size.
The resonance of the free pin is also shown with dashed line. The length of the
structure is ` “ 260 nm.
natural inclination is to find an equivalent circuit model that matches this behaviour and hence,
establish an analytic expression.
The problem with an explanation in terms of surface plasmons is that no analytic formulation
has been found so far, except for the cases of a single metal-dielectric interface and an infinite slab
with finite thickness. There are no expressions for the resonant frequencies of a free pin, let alone
an infinite chain of coupled nanopins. Therefore, the resonant frequencies under various conditions
have to be determined either experimentally or numerically.
The physics is that surface plasmons on opposite sides of the gap are coupled to each other and,
as is well known, the resonant frequency, is split in the presence of coupling. When the interaction
is stronger (gap reduced) the split is larger. This gives rise to two distinct resonant frequencies; one
higher and one lower than the uncoupled resonant frequency. As shown in Fig. 4.5, the coupled
resonant frequencies are indeed below the uncoupled resonant frequency and the split increases for
smaller gaps.
In order to further explore the behaviour of the infinite chain of coupled nanopins, several
parametric studies have been undertaken to provide physical insight. Comparing the behaviour of
the infinite chain of coupled nanopins to that of the free pin, it can be seen that for large gap values
the resonant frequency for the coupled pins tends to the resonant frequency of a single free pin.
This occurs because for gap sizes large compared to the structure length, the fields have decayed
sufficiently so that the pins are effectively decoupled. This is shown in Fig. 4.6, where the resonant
frequency as a function of gap size is plotted. Practically when the gap is larger than about twice
the structure’s length the resonant frequency reduces to that of the free pin.
Next, a parametric study with respect to gap size was undertaken. As can be seen in Fig. 4.7,
for decreasing gap sizes the resonant frequency is shifted to lower values. This highlights the fact
that coupling is stronger for smaller gaps and hence, stronger coupling between the pins results in
higher detuning in the resonant frequency. The surface plasmon dispersion diagram is shown in
Fig. 4.8, where the black and blue curves show the well-known relationship between frequency and
wave number for a single interface and a 10 nm thick slab, respectively, and are used as reference
structures. It is interesting to note that although a plane wave in free space cannot excite an infinite
interface (as explained in Chapter 1), it does interact with the structures shown in Fig. 4.1. This
is possible because of the finite length of the structures and their sharp edges and corners that
create scattering effects that are sufficient to excite the surface plasmon polaritons. The dispersion
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curve for a pin of square cross section is not so well-known. It may be expected to be below the
dispersion curve of the slab and that is indeed the case (see red curve in Fig. 4.8), as shown earlier
by Tatartschuk et al. [24]. The new result is that for the infinite chain of coupled nanopins. In this
case the dispersion relation may be expected to depend strongly on the size of the gap. However,
as shown by the green curve in Fig. 4.8, this does not occur and the dispersion curve for the CP
matched that for the FP. The dispersion curve can be obtained by extracting the wavelength at the
resonant frequencies. For example, Fig. 4.9 shows the electric field along the coupled pins at two
resonant frequencies, where the wavelength within the nanopins at 820 THz is shown in Fig. 4.9(a)
and is λ » 53 nm, corresponding to ky “ 2pi{λ » 11.85 ¨ 107 m´1. Following this approach, the rest
of the points on the dispersion curve can be obtained. The curves are shown only up to ky{kp “ 4
but the monotonic increase in frequency as a function of wave number can already be seen. This
aspect of the surface plasmon dispersion curves is well known. Eventually, in the limit for large
ky values, all curves must tend to the asymptotic value of the surface plasmon resonance, ωp{
?
2.
For example, a large wavevector component along the slab results in a large imaginary wavevector
component across the slab since k2x ` k2y “ k2. Therefore, there is a fast field decay across the slab
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and hence, no field coupling between parallel surfaces, similar to a single air-metal interface.
Furthermore, in Fig. 4.10, the normalized detuning from the resonant frequency of the free pin
|fFP ´ fCP|{fFP “ |∆f |{fFP, where fFP and fCP are the first resonant frequencies for the FP and CP,
respectively, is plotted against structure size with the gap size as a parameter. All three curves
show the same tendency: they start at zero frequency, there is sudden rise for ` ă λp{2, the maxima
occur close to ` » λp{2 and then all curves decline towards zero frequency detuning.
This phenomenon tallies also with the explanation in terms of coupled surface plasmons. When
the structure is short (wave number large) all the structures have the same resonant frequency.
When the structure is long (wave number small) all the dispersion curves tend to the origin, i.e.
they tend to be equal independently of the gap. Thus, a maximum for structure lengths in between
is bound to occur: the smaller the gap the higher is the maximum.
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4.6 Conclusion
The importance of the gap size in the behaviour of an infinite chain of nanopins has been analyzed
thoroughly. Various parametric studies have been undertaken in order to accurately capture and
describe its behaviour. The lowest resonance has been calculated using a circuit model but the
emphasis in our analysis is on coupling between surface plasmons, a discipline just emerging. The
differences between the properties of the free pin and an infinite chain of coupled pins have been
studied in detail by investigating their frequency characteristics and plotting the dispersion curves,
with strong dependence of the resonant frequencies on the size of the gap having been found. This
behaviour can be explained by the amount of coupling between the surface plasmons, suggesting
that the origin of the resonances is the same. The results of this work enrich the understanding of
the resonances of nanostructures and the corresponding field distributions and may aid the design
of nanostructured metamaterials with required properties in the infrared and optical domain.
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Chapter 5
Reconfigurable Waveguide
Components Using Metamaterials
A new enabling technology for implementing tunable rectangular waveguide components and
circuits is reported for the first time with the use of 2D and 3D metamaterials; a holey metal
surface and wire media, respectively. Traditional solid metal irises are replaced by a wire medium
metamaterial. These media are well known and used to emulate plasma behaviour and, therefore,
can be used to replace solid metal. As proof of concepts, results for tunable rectangular waveguide
filters are presented with the use of pin block inductive irises and capacitive posts. Furthermore, by
adapting the traditional metal-pipe rectangular waveguide for tunability, regions of the solid metal
walls are replaced by holey metasurfaces that enable adjustments in the position and spacing of
the pin blocks. Prototype tunable structures were measured for verification and good agreement
is achieved between full-wave simulations and measurements. The results clearly demonstrate the
potential for this tunable/reconfigurable rectangular waveguide enabling technology. Potentially new
applications for this permeable enabling technology include lightweight and forced-air/cryogenically-
cooled subsystems, gas/vapor/humidity/pressure/light sensors, optoelectronic and even real-time
tunable/reconfigurable components, circuits and subsystems.
5.1 Introduction
Rectangular waveguide technologies have been advancing for many decades and find many appli-
cations. Traditional metal-pipe rectangular waveguides (MPRWGs) have been used for extremely
low loss applications (e.g., low power radio astronomy to high power radar). Other non-extreme
power applications have been implemented with substrate integrated waveguides (SIWs); from the
original monolithic metal-pipe [1, 2] to the low-cost PCB post-wall (or picket fence) [3] to the next
generation of light-pattern-defined “virtual” plasma sidewall REconfigurable Terahertz INtegrated
Architecture (RETINA) concept [4, 5] for real-time tunable/reconfigurable applications.
The diverse range of MPRWG components, circuits and subsystems make them essential for
many microwave and millimeter-wave applications. However, tuning components/circuits and
reconfiguring circuit/subsystem architectures with conventional MPRWG-based technologies can
be difficult and/or expensive. To address this issue, tunable metamaterials can be employed [6].
Indeed, the last few decades has seen intensive research in the area of metamaterials with structures
having unusual electromagnetic properties. One such material is the so called wire (or rodded)
medium, which has been known to emulate plasma behaviour for over half a century [7]. However,
it was only recently that a complete physical insight, describing its behaviour, was given [8–10].
The wire medium can replace some of the solid metal parts of rectangular waveguide structures
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(a) (b) (c)
(d) (e) (f)
Figure 5.1: Concept illustrations of tunable/reconfigurable waveguide components. (a) short-
circuit tuning stub, (b) variable delay line, (c) programmable directional coupler,
(d) programmable power splitter, (e) SP3T switch and (f) adjustable H-plane horn
antenna. The red sections in (a) and (b) represent moveable pin block. The dashed
lines in (c)-(f) represent possible post wall pin configurations.
with the use of pin blocks. This alone is not enough to make tunable devices, as the issue of
adjusting the geometric characteristics remain. For this reason, one further modification is required.
Regions of the solid waveguide walls can be replaced by holey metasurfaces, patterned with deeply
subwavelength holes [11, 12]. The new wall regions provide access to the interior of the waveguide
while maintaining its wave-guiding characteristics.
For example, short-circuit tuning stubs can be easily realized by replacing the movable solid
metallic end wall with a pin block that can be placed through the holey surface in various positions,
as illustrated in Fig. 5.1(a). As a result, variable delay lines are straightforward to implement,
as illustrated in Fig. 5.1(b), by adjusting the relative position of such tuning stubs and, thus,
controlling the effective propagation path length of the guided wave. Similarly, programmable
directional couplers with adjustable coupling aperture and tuning posts can be formed, as illustrated
in Fig. 5.1(c), resulting in a change in the coupling coefficient. This concept can also be applied to
power splitters, where power ratio can be changed by adjusting their external and internal geometric
characteristics, as illustrated in Fig. 5.1(d). For reconfigurable applications N -throw switches can
be realized, e.g., the single-pole three-throw (SP3T) switch shown in Fig. 5.1(e), where the position
of the pins determines the output. Finally, as shown in Fig. 5.1(f), an adjustable H-plane horn
antenna can be realized, where the gain/half-power beamwidth and beam pointing angle of the
main lobe can be controlled.
Of course, single- and double-ridged rectangular waveguides can also be implemented, by partially
penetrating pins within the waveguide (in the case of double-ridged waveguides both top and bottom
walls need to be replaced by the holey metasurface); the penetration depth offers the flexibility of
being able to adjust the capacitive loading and hence the guiding properties of the waveguide.
Among the most widely used rectangular waveguide circuits are filters, which can be implemented
in a variety of ways; for example, employing inductive and/or capacitive irises, septa or posts [13–16].
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Figure 5.2: Proposed filter geometry. (a) Perspective view and (b) plan view.
For the purposes of demonstrating tunable waveguide circuits using holey surfaces and pin block
metamaterials, filters employing inductive irises will be reported, although capacitive irises, septa
and posts could also have been used.
5.2 Filter Design
The design of inductive iris filters is well-known and in some cases they can also be investigated
analytically. However, a quick way to design such filters is by full-wave simulations or even free
online available applets [17]; the latter approach was used here during the initial design. Fig. 2 shows
illustrations of a 2-pole tunable inductive iris filter. A metal sheet patterned with an array of holes
(arranged in a triangular lattice) to create the metasurface is used to replace small sections of one
or more of the traditional MPRWG walls. In addition, the traditional solid internal field-perturbing
metallic elements have been replaced by pin blocks. The result is the implementation of a band
pass filter having tunable characteristics from the (re-)positioning of individual pins. The holey
metasurface provides the required good electrical characteristics (i.e., sufficiently high conductivity)
while enabling to reconfigure the structure mechanically (e.g., by inserting/removing pins through
the holes).
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Figure 5.3: Numerical simulation results of transmission (blue curves) and reflection (red curves)
power loss characteristics for a tunable filter using the parameters given in Table 5.1,
having its center frequency tuned for (a) 8.4 GHz, (b) 9.2 GHz and (c) 10.6 GHz.
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Figure 5.4: Ideal lumped-element equivalent circuit model for the 2-pole filter demonstrator.
Metallic cylindrical pin arrays penetrate the waveguide, via the holes of the metasurface, to
create pin block regions that behave as solid metal blocks from a traditional inductive iris, as
illustrated in Fig. 5.2. The physical length of the pins is equal to the external height of the
waveguide, with their radius ideally matching that of the holes from the metasurface. The holes
have deeply subwavelength dimensions, with respect to the guide wavelength (i.e., r ! λg where r
and λg are the radius of the holes and the guide wavelength, respectively) and are arranged in a
triangular lattice to minimize the spacing between adjacent pins; maximizing the pin block density
and resolution of the individual pin positions. The former is important in order for the pin blocks
to better mimic the low loss behaviour of the solid blocks; while the latter enables finer tuning
resolution.
Due to the perforated periodic pattern of the metasurface, the size and position of the inductive
irises can be altered by changing the density and individual positions of pins and, therefore, the
pass band can be easily tuned.
For simplicity, the waveguide is operating at the fundamental TE10 mode (only Ey, Hx, and Hz
are non-zero), so that higher order modes are cut off. Thus, the pins have to be placed vertically
(parallel to the electric field) in order for Ey to induce currents along the pins and hence strongly
interact with them. It is well known that wave-guiding structures containing discontinuities can be
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Table 5.1: Spatial dimensions (in mm) of the proposed filter corresponding to triangular lattice
hole/pin positions.
f0 a b p r L1 “ L2 d1 “ d3 d2 t1 “ t3 t2
8.4GHz 23 10 0.75 0.25 24.5 5.82 7.79 2.75 3.5
9.2GHz 23 10 0.75 0.25 19.5 5.82 7.79 3.5 3.5
10.6GHz 23 10 0.75 0.25 14.5 5.82 7.12 3.125 3.5
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Figure 5.5: (a) Numerical simulation results of normalized magnitude of Ey in the pass band at
9.2 GHz (solid curves) and outside the pass band at 9.5 GHz (dashed curves) and (b)
corresponding contour plots of Ey in the pass band (top) and outside the pass band
(bottom), respectively.
studied analytically using mode-matching techniques. If this technique is applied for the design
shown in Fig. 5.2, where the waveguide is partitioned into several sections, the fields in each section
are expanded in normal waveguide modes and the continuity of the fields is enforced at the interfaces.
A thorough analysis is beyond the scope of this work and can be found in many standard textbooks
(e.g., [18, 19]).
5.2.1 Band Pass Filter
A 2-pole X-band tunable band pass filter will first be simulated with the use of a rectangular
waveguide having approximate internal width a and height b spatial dimensions of aˆ b “ 23 mmˆ
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10 mm (i.e., similar to a standard WR-90 waveguide), with the whole of the top wall (as an extreme
case) replaced by the holey metasurface.
To create a 2-pole filter, two cavity regions require six pin blocks inside the rectangular waveguide.
For this particular filter design, symmetry exists in the x-z plane at x “ a{2 and also in the x-y
plane at the center of the filter. Therefore, the physical length of each cavityL1 “ L2 “ L and the
first and third irises have the same effective spatial dimensions of depth (d1 “ d3) and thickness
dimensions (t1 “ t3). The nominal physical dimensions of the designed structures are given in Table
5.1.
This metamaterial filter has the important advantage in that it can be easily tuned, where
the pass band can be translated across the entire X-band. The resonant frequency of the cavities
(which defines the center frequency of the pass band f0) is mainly affected by separation distance L.
However, in order to fine tune the performance of the filter, other parameters can be adjusted, as
will be discussed later. As an example, the results of full-wave numerical simulations using CST
Microwave Studio (MWS) are shown in Fig. 5.3, for a filter having holey surfaces and pin block
metamaterials defined by the physical dimensions given in Table 5.1.
Moreover, but not shown here, the bandwidth of the pass band can just as easily be controlled
by varying the depths d1, d2, d3 to achieve the required coupling coefficient, by tuning levels of
shunt inductive coupling.
A lumped-element equivalent circuit model for the 2-pole filter demonstrator is shown in Fig.
5.4. It consists of two directly coupled series LRCR resonators, which describe the identical cavity
resonators in the waveguide filter, and three inductive coupling elements that correspond to the
inductive irises (i.e., LI1 and LI2) formed by the pin blocks. Finally, ZTE10 “ ωµ{kz is the transverse
wave impedance for the dominant TE10 mode, with µ being the magnetic permeability of the
waveguide filler (i.e., air in this case, with µ “ µ0), kz “
a
k20 ´ ppi{aq2 is the wavevector for the
TE10 mode along the direction of propagation and the phase constant in free space k0 “ ω{c, with
ω and c being the angular frequency and the speed of light in free space, respectively.
Numerical simulation results clearly show that, within the pass band, both cavities are excited
at resonance and most of the power propagates along and through the waveguide. Moreover, the
physical spacing L is approximately half the guided wavelength, as seen in Fig. 5.5. Conversely,
outside the pass band, the cavities are excited but the evanescent electric field decays exponentially
through the cavities; the result is that the output power is just a small fraction of the input power.
To further investigate the performance of the holey surfaces and pin block metamaterials filter,
and understand the effect of the various design parameters on its operation, parametric analysis
has been undertaken, with some results shown in Fig. 5.6. Specifically, Figs. 5.6(a) to 5.6(d)
were obtained by adding/removing a row of pins in the dimension of interest. It can be seen
that resonance is sensitive to changes in d1, d2 and t2; even small variations in these parameters
may completely distinguish the resonance. However, t1 can be used to fine tune the pass band
characteristics. As expected, different scenarios can yield similar results. For example, Figs. 5.6(e)
and 5.6(f) show that appropriate combinations for the values of d1 and d2 can shift the pass band,
similar to adjusting the length L (i.e., increasing d1 and d2 increases the shunt inductance, which
effectively reduces the electrical length of the cavities, similar to reducing L). Thus, there are many
degrees of freedom that can be used to tune the filter.
5.2.2 Band Stop Filter
Another example of a simple tunable device is that of a band stop filter, realized by employing
capacitive posts [16]. Even a single pin that partially penetrates the inside of the waveguide can
be used to implement the band stop characteristic [16]. The center frequency can be tuned by
adjusting the penetration ratio h{b of the pin, where h is the internal penetration length of the pin
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Figure 5.6: Numerical simulation results of transmission (blue curves) and reflection (red curves)
power loss characteristics for various parametric studies. Thick lines correspond to
the values shown in Table 5.1: (e) d1 “ 5.17 mm, d2 “ 7.12 mm and (f) d1 “
6.47 mm, d2 “ 8.42 mm.
(the smaller the ratio, the higher the tuned frequency), as can be seen in Fig. 5.7.
5.3 Manufactured Proof-of-Concept Demonstrators
5.3.1 Band Pass Filter
A prototype of the 2-pole tunable filter, described in Section II, has been fabricated. A single 0.5 mm
thick perforated aluminum sheet having periodically arranged holes; (with diameter 2 r “ 0.5 mm,
in triangular lattice and with 1 mm periodicity) has been wrapped around a standard WR-90
rectangular waveguide filler, as shown in Fig. 5.8(a). The longitudinal gap along the length of
the waveguide was sealed with a narrow strip of conductive aluminum tape. The joint was placed
in the center of the broad wall of the waveguide (where the electric field is at a maximum for
the fundamental mode), in order to ensure a good electrical connection at the critical locations
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Figure 5.7: Left: Numerical simulation results of transmission (blue curves) and reflection (red
curves) power loss characteristics for various penetration ratio values. Right: Cross-
sectional view.
(a)
(b)
(c)
Figure 5.8: (a) Above: modified WR-90 dielectric filler (used as a temporary former) and below:
flat 20ˆ 10 cm2 perforated aluminum sheet (before assembly), (b) underside of the
prototype filter (where the aluminum tape, protruding pins and standard WR-90
flanges can be seen) and (c) transverse view through the filter (showing the pin blocks
and metasurfaces on all four walls running along the entire length of the 20 cm long
rectangular waveguide).
where the electric field is zero. Next, 0.5 mm diameter stainless steel pins are inserted through the
rectangular waveguide, in order to form the pin blocks for the inductive irises, as shown in Fig.
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Figure 5.9: Left: Chebyshev filter responses. Solid lines: measured results. Dashed lines: full-wave
numerical simulation results using CST MWS. Right: individual pin arrangement
with L “ L1 “ L2 “ 14.5 mm.
5.8(b) and 5.8(c); after tuning, the pins are secured in place with conductive epoxy glue.
Measurements were undertaken at the UK’s National Physical Laboratory, using a vector network
analyzer (VNA) having a pair of WR-90 waveguide test ports and associated traceable calibration
standards, for accurate S-parameter measurements across the 8.2 to 12.4 GHz frequency range.
Thru-Reflect (short)-Line (TRL) calibration [20] establishes the measurement reference planes at
the waveguide test ports. The calibration was performed using an external calibration algorithm,
employing a seven-term error-correction routine [21]. The complete measurement set-up (i.e.,
VNA, primary standards and calibration algorithm) is referred to as the NPL Primary Impedance
Microwave Measurement System (PIMMS) [22, 23], and represents the UK’s primary national
standard system for S-parameter measurements. PIMMS also determines the uncertainty in the
S-parameter measurements. This is achieved following internationally agreed guidelines [ 24], with
minor modifications to accommodate the complex-valued (i.e., vector) nature of the S-parameter
measurands [25]. For measurements in WR-90 waveguide, uncertainties of the linear magnitude of
transmission coefficients typically range from 0.0003 to 0.0005 for a nominal transmission of 0.1 (i.e.,
20 dB) in this waveguide band. Similarly, uncertainties for measurements of the linear magnitude of
reflection coefficients typically range from 0.001 to 0.003 for low reflecting devices.
As can be seen in Fig. 5.9, a 2nd order Chebyshev filter response, having two return loss zeros, is
obtain when d1 “ d3 “ 6.4 mm, d2 “ 7.3 mm, t1 “ t3 “ 3 mm and t2 “ 4.5 mm, whereas Fig. 5.10
shows the filter tuned to have a Butterworth type response. This can be achieved by changing the
inductive coupling elements (i.e., changing the number and location of pins). Here, for example,
d1 “ d2 “ 6.5 mm, d3 “ 4.6 mm and t1 “ t2 “ t3 “ 3 mm. The agreement between simulated
and measured results is excellent in both cases, with only small discrepancies being attributed to
manufacturing tolerances on the specified dimensions. The 1.4 % shift in frequency can be easily
corrected by a small increase in L “ L1 “ L2 “ 15 mm.
It is interesting to note that the in-band insertion losses for both filters are approximately
0.5 dB in X-band, which includes the use of non-ideal metals (i.e., lossy aluminium for the holey
metasurfaces and stainless steel for the pin blocks) and the additional contributions from the
two superfluous 13.1 cm long aluminium holey metasurface feed lines; clearly indicating that this
technology is inherently low loss. Obviously, the insertion loss performance for these filters can be
improved by using copper (instead of both aluminum and stainless steel) and removing the long
feed lines.
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Figure 5.10: Left: Butterworth filter responses. Solid lines: measured results. Dashed lines:
full-wave numerical simulation results using CST MWS. Right: individual pin
arrangement with L “ L1 “ L2 “ 14.8 mm.
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Figure 5.11: Left: Single capacitive post pin band stop filter responses. Solid lines: measured
results. Dashed lines: full-wave numerical simulation results using CST MWS. Right:
single pin having a penetration ratio h{b “ 0.59 and 3.7 mm offset from center.
5.3.2 Band Stop Filter
Next, a prototype of a simple single-pole band stop filter is fabricated by inserting a single pin
partially inside an unperturbed rectangular waveguide, as described previously. The pin is located off
center [16]. The response of this device is shown in Fig. 5.11, where the agreement between simulated
and measured results is again excellent. The peak value of in-band return loss is approximately 0.6
dB.
5.3.3 Single Resonator
Taking advantage of the structure’s flexible arrangement for tunability, a single cavity resonator
has been created by placing two double-rows of pins across the transverse width of the waveguide,
separated by a distance L “ 15.3 mm. Thus, the textbook value for the lossless resonant frequency
of the dominant fundamental TE101 mode can be approximated by the well-known expression
f101 “ c
2pi
appi{aq2 ` ppi{Lq2q. In order to increase the coupling efficiency, the middle pin of each
94
5.3 Manufactured Proof-of-Concept Demonstrators
11 11.2 11.4 11.6 11.8 12 12.2 12.4
70
60
50
40
30
20
Frequency (GHz)
In
se
rt
io
n
L
os
s
(d
B
)
Figure 5.12: Left: Cavity resonator insertion loss responses. Solid lines: measured results. Dashed
lines: full-wave numerical simulation results using CST MWS. Right: pin arrangement
with internal spatial dimensions of aˆ bˆ L “ 23ˆ 10ˆ 15.3 mm3.
Table 5.2: Loaded and unloaded quality factors for the cavity shown in Fig. 5.12.
Simulated Measured
Unloaded Qupf0q 698 419
Loaded QLpf0q 677 402
row is removed. Further pins can be removed, in order to obtain stronger coupling, but at the
expense of decreasing the loaded quality factor. On the other hand, the loaded quality factor is
increased if none of the pins are removed (i.e., weaker coupling). The simulated and measured
responses for this simple resonant structure are shown in Fig. 5.12, where any discrepancy between
simulated and measured values is due to the poor repeatability of our simple prototype.
The loaded quality factor QLpf0q can be obtained from the transmission coefficient, either using
the -3 dB bandwidth (i.e., QLpf0q “ ∆f{f0, where ∆f and f0 are the -3 dB bandwidth and the
resonant frequency, respectively) or from the insertion phase frequency response by
QLpf0q “ f0
2
B=S21pfq
Bf

f“f0
(5.1)
Both definitions are equivalent for largeQL and give the same result (within a small numerical
margin of error). The unloaded quality factor Qupf0q can be calculated by taking into account the
loading of the cavity from
Qupf0q “ QLpf0q
1´ |S21pf0q| (5.2)
The results for both QLpf0q and Qupf0q are given in Table 5.2. As can be seen, there is a
difference between simulated and measured results for such high Q-factor resonators. This is mainly
because of pin misalignment with our simple prototypes (since there are only two rows of pins).
However, when the unloaded quality factor is compared with classical waveguide resonators (i.e.,
fixed structures having no tuning ability), there is a reduction in performance. This is because
tunability comes at the cost of increased losses both via radiation through the holes and power
leakage through the rows of pins (i.e., power that does not contribute to the resonance). Fortunately,
these losses can be dramatically reduced by: (1) decreasing the size of the holes (e.g., using more
95
Reconfigurable Waveguide Components Using Metamaterials
8 9 10 11 12
0.1
0.15
0.2
0.25
0.3
Frequency (GHz)
A
tt
en
u
at
io
n
( dB/
m
)
Conventional MPRWG
MPRWG with holey top wall
Figure 5.13: Numerical simulation results of attenuation per guided wavelength in X-band for a
conventional aluminum (σ0 “ 3.56 ¨ 107 S/m) WR-90 rectangular waveguide and one
whose top wall is replaced by the proposed holey metasurface having dimensions
given in Table 5.1.
sophisticated machining technology), (2) having only a small section of the waveguide patterned
with such holes and (3) increasing the pin density.
5.4 Extraction of Attenuation Constant
When evaluating the power losses in structures with discontinuities using full-wave simulations, one
has to be careful with the interpretation of the results generated. For example, a standard approach
to analyze the performance of waveguides is by exciting them with a waveguide port placed at each
end. This approach calculates the attenuation constant and the S-parameters for the device modeled.
However, the attenuation constant may report lower losses when compared to those reported by S21.
The inconsistency in the results is due to the way the software calculates the propagation constant
(and hence the attenuation constant). The propagation constant is evaluated at the face at which
a port is assigned with a 2D eigenmode solver being employed to calculate the supported modes
by the structure. As a result, this approach may yield incorrect results when the port is assigned
to a face with discontinuities. More accurate results can be obtained from the S-parameters, as
described here. For a generic passive system the energy conservation states that the incident power
Pinc has to be equal with the summation of the reflected (due to impedance mismatching) and
transmitted power Pref and Ptr, respectively and the power being lost Ploss (i.e., dissipated as heat
or radiated). Thus, Pinc “ Pref ` Ptr ` Ploss. Now, from the definition of the S-Parameters for a
two-port network one gets
Pref
Pinc
” |S11|2 and Ptr
Pinc
” |S21|2, whereas using well-known perturbation
methods the power transmitted from a point located at z1 to z2 is given by
Ptrpz1q “ Ptrpz2qe´2αpz2´z1q (5.3)
In our case, for single mode propagation and assuming that the power enters the structure at z1 and
exits at z2, having traveled a distance L “ z2 ´ z1, (5.3) can be solved for the attenuation constant
α as follows (for negligible reflections)
α “ ´10
L
„
log |S21|2 ´ log
´
1´ |S11|2
¯
“ ´20
L
log |S21| in [dB/L] (5.4)
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5.5 Discussion
The holey metasurface can be described as an effective medium, using homogenization concepts,
having an effective conductivity σeff dictated by a filling factor; being naturally lower than the
bulk dc conductivity σ0 of conventional solid walls (i.e., σeff ă σ0). Although such a structure can
expect to have slightly higher losses, due to the small amount of radiation through the holes, when
compared with a conventional MPRWG, the losses can be dramatically reduced.
Fig. 5.13 shows the attenuation of the proposed waveguide having a metasurface on the whole
of its top wall (without any pins) and a conventional MPRWG. In practice, the losses can be
reduced almost back to the levels of the conventional MPRWG by covering the remaining holes
with a conductive adhesive metal foil after tuning with simple physical or automated actuation
mechanisms.
5.6 Conclusion
A new and generic enabling technology for realizing rectangular waveguide-based tunable compo-
nents and circuits, which combines 2D and 3D metamaterials (holey metasurfaces and pin blocks,
respectively), has been demonstrated. Two classical filter implementations have been demonstrated.
The first employs tunable inductive iris to retune from the Chebyshev to Butterworth approximations
for a 2-pole band pass filter; while the second employs a capacitive post to achieve a band stop filter
characteristic having a single-pole Butterworth approximation.
The parametric study has shown robustness to the restriction of pin location and manufacturing
tolerances. Moreover, with its large degrees of tuning freedom, which lends itself to automation, this
technology can achieve high levels of functionality. Moreover, the measured low loss performances
of the experimental filters, as well as the high Q-factors for a single resonator, given the non-ideal
lossy metals used, clearly demonstrate that this new metamaterials technology can provide a low
cost solution for tunable and reconfigurable architectures.
The proposed technology may find many applications that are not just limited to high perfor-
mance filters that have restrictions on manufacturing tolerances [26, 27]. Many types of discontinuity
can be easily introduced by inserting pins either fully or partially into the rectangular waveguide and
in all three orthogonal planes. For example, tunable ridged waveguides is one possible application.
Moreover, the post-wall SIW, with its diverse array of component and circuits, including all the
examples illustrated in Fig. 1, is a natural application of this technology, as the sidewall vias can be
replaced by tunable pin arrays with block actuators.
Finally, potentially new applications for this permeable enabling technology include lightweight
and forced-air/cryogenically-cooled subsystems, gas/vapor/humidity/pressure/light sensors, opto-
electronic and even real-time tunable/reconfigurable components, circuits and subsystems. Here, a
resonance or series of resonances can be implemented and the resulting frequency detuning and
reduction in quality factors can be detected, giving valuable information on the particular parameter
under test.
It is interesting to note that compared to conventional filters with fixed apertures and tuning
screws, the proposed method offers the opportunity to realize a more diverse range of devices
and hence, with one reconfigurable architecture the implementation of a broad range of passive
components (not restricted to filters) is possible.
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Chapter 6
Reconfigurable “Voodoo” Waveguide
for Single Element Vector Network
Analyzer Verification
Following the concept presented in Chapter 5, a novel simple metamaterial inspired approach to
the verification process for vector network analyzer (VNA) waveguide calibration is investigated
here, using a single reconfigurable component verification kit. Conventional techniques require
multiple verification components and these only exist commercially for operation up to 110 GHz.
At millimeter-wave frequencies, the use of multiple components can lead to significant errors due
to imperfections in waveguide flange misalignments during the multiple component connections.
The reconfigurable component has been designed so that its electrical properties can be changed
quickly to a broad range of known values, without introducing additional errors due to flange
misalignment. Once connected, the component can be reconfigured to introduce relative changes in
the reflected and transmitted signals. For millimeter-wave metrology, where mechanical precision
is of paramount importance, this single-component verification approach represents an attractive
solution. A proof-of-concept verification process is described, based on hardware implementation,
simulations and validation measurements using standard WR-15 waveguide (50-75 GHz).
6.1 Introduction
The exponential growth in the commercial exploitation of the millimeter-wave frequency range [1–5]
requires continual improvements in metrology. One important piece of measurement equipment is
the vector network analyzer (VNA), which must be first calibrated before any device under test
measurements can be performed. However, of equal importance, is the calibration verification
process. In rectangular waveguide, the measurement setup (i.e. calibration and its verification)
is a relatively slow manual process, when compared to rapid automated radio frequency on-wafer
approaches [6]. Being a manual process, requiring multiple matings of rectangular waveguide flanges,
mechanical misalignments can introduce errors in verification measurements [7], which become
more pronounced as frequency increases into the millimeter-wave frequency range. Thus, the ability
of these devices to act as independent, transferable, verification components will be significantly
compromised at these higher frequencies due to interactions between multiple random misalignment
errors, including those due to the inevitable imperfections in different end-users’ test ports. Errors in
verification measurements could lead to a false conclusion concerning the quality of the calibration,
which in turn may lead to an unnecessary and time-consuming re-calibration.
In addition to calibration kits, millimeter-wave instrumentation manufacturers can also pro-
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vide independent verification kits. However, in rectangular waveguide, verification kits are only
commercially available for operation up to 110 GHz [8, 9]. A typical waveguide verification kit
contains four distinct components: two fixed attenuators (e.g., 20 and 50 dB), a standard low loss
thru section and a half-height impedance mismatch section. The thru and half-height sections can
be accurately characterized by classical electromagnetic theory, while the fixed attenuators must
be pre-characterized through traceable measurements. The quality of the verification components
can be subsequently checked against the performance of the associated models, to ensure that the
known electrical behaviour is maintained.
With conventional verification kits, components are permanently fixed, i.e. their electrical
behaviour cannot be changed once they have been connected to the VNA. On the other hand, PIN
diodes [10] and RF MEMS switches can be used for implementing an electronically reconfigurable
verification kit. However, PIN diode circuits suffer from poor performance and are much more
difficult to integrate at higher millimeter and sub-millimeter wave frequencies. RF MEMS switches
can perform better, but still suffer from the problem of electromagnetic interactions with the biasing
arrays and also introduce a large cost overhead.
A single-component verification kit, consisting of a reconfigurable section of rectangular waveg-
uide that can introduce a broad range of known values in the voltage-wave reflection and transmission
coefficients, represents a novel simple approach.
One approach to creating a reconfigurable waveguide section is to pattern its broad walls with
holes, so that metal pins can be inserted through the complete waveguide section. The process of
inserting pins into an object, in order to cause a change to occur, is reminiscent of the mythological
practices associated with voodoo. In the case of voodoo, pins are inserted into a “voodoo doll” in
order to invoke a change in a person represented by the doll. In our case, pins are inserted into
a section of waveguide in order to invoke a change in the electromagnetic characteristics of the
waveguide. We therefore use the term “voodoo-waveguide” to describe this type of electromagnetic
waveguide device. These pins will perturb the electromagnetic behaviour within the waveguide
section, giving rise to known changes in reflection and transmission coefficients.
This chapter describes a reconfigurable “voodoo-waveguide” structure, realized in WR-15
waveguide (50-75 GHz). This millimeter-wave band was chosen because structures can be easily
machined without the need for using more expensive micromachining technologies [11]. In addition,
the voodoo-waveguide structure has been accurately characterized over the complete band. A
proof-of-concept verification process is then described, based on the hardware implementation,
full-wave numerical simulations and validation measurements. It has been demonstrated that this
new approach to calibration verification can quickly reveal whether a calibrated VNA is operating
within expected performance metrics.
6.2 Reconfigurable Voodoo-Waveguide Structure
The design of the reconfigurable voodoo-waveguide structure is shown in Fig. 6.1, having five
pins/holes to demonstrate the single-component verification concept. This device can easily be
derived from the tunable waveguide circuits presented previously by covering most of the holes while
leaving only a few blank at the desired locations. Details of the drilled pattern of holes, including
their orientation with respect to the port identification numbers, are shown in Fig. 6.1(a). The
holes are made by electrical discharge machining, using a computer-controlled process. A spark
from a copper rod placed in close proximity to the aluminum waveguide surface repeatedly vaporizes
a small part of the waveguide near the copper rod. The vertical line of holes h3, h4 and h5, is
nominally midway between the waveguide end ports. Fig. 6.1(b) and (c) show the finished air-filled
metal-pipe rectangular waveguide, having internal aperture dimensions aˆ b “ 3.76ˆ 1.88 mm2
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Figure 6.1: Reconfigurable voodoo-waveguide structure. (a) Design plan view. The shaded areas
represent the position of the holes (nominal dimensions are L “ 50 mm, d1 “ 1 mm,
d2 “ 0.5 mm, `1 “ 1.5 mm and r “ 0.25 mm). (b) Machined structure with no pins
inserted and (c) machined structure with two pins inserted all the way through.
(corresponding to WR-15 [12]), with symmetrical holes drilled on both broad walls. Through the
holes, high speed steel cylindrical pins can penetrate though the waveguide walls.
For example, with reference to Fig. 6.1(a), hole h4 is placed at the center of the waveguide
(along both the x- and y-directions), where the electric field is at a maximum for the fundamental
TEx10 mode, resulting in the highest level of interaction when a pin is inserted. Similarly, h3 and
h5 are located in-line with h4 (along the y-direction), with an offset d2 and d1 from the adjacent
side walls, respectively. As a result, different levels of interference can be achieved to create known
changes in the reflection and transmission coefficients. Additionally, holes h1 and h2 are in-line with
h3 and h5 (along the x-direction), respectively, to provide phase offsets. With five holes there are 32
discrete combinations that can be selected, giving a wide range of verification measurements this is
in contrast to the 4 possible states offered by commercial verification kits. For convenience, all pins
have the same diameter of 500 µm, which needs to match the size of the holes, so that there is good
electrical contact and no leakage of electromagnetic radiation.
For simplicity, the waveguide is only operated in its fundamental TEx10 mode (with Ez, Hx, and
Hy being non-zero), so that all higher-order modes are cut-off. With the pins placed vertically (i.e.,
parallel to the electric field Ez) currents are induced along the pins, resulting in a strong interaction
with propagating fields. This would not be the case if the pins were placed horizontally. Simple
single and double pin discontinuities have been studied analytically [13, 14].
As an example, the reflection and transmission characteristics of the reconfigurable voodoo-
waveguide structure incorporating two pins, is shown in Fig. 6.2 for two different pin combinations.
Polar plot responses exhibit a spiral frequency response (for both reflection and transmission
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Figure 6.2: Reflection (blue curve) and transmission (red curve) characteristics for the reconfig-
urable voodoo-waveguide structure with pins filling the holes (a) h1 and h2, and (b)
h1 and h5.
coefficients), which is unique to the reconfigurable voodoo structure. This single-component
verification kit should be sufficient for most practical applications. Having values spread out across
most of the S-parameter planes provides a comprehensive verification for the VNA’s reflection and
transmission measurements, as will be discussed in detail in the following sections.
6.3 Experimental Validation
6.3.1 Dimensional Measurements
In order to accurately characterize the electrical behaviour of the reconfigurable voodoo-waveguide
structure, at (sub)millimeter-wave frequencies, it is important to know the positions of the pin
insertion holes at the micrometer level of accuracy.
The position of the pin insertion holes, with respect to waveguide datum features, was determined
using a Coordinate Measuring Machine (CMM) at the UK’s National Physical Laboratory. The
intra-hole positions were determined using a Zeiss F25 smallcomponent CMM, fitted with a 125 µm
diameter ball-ended probing stylus, as shown in Fig. 6.3(a).
The x-y surface of each hole was contacted at 16 different locations and a Gaussian best-fit circle
fitted to the measurement data. A first local co-ordinate system (CS1) was set up using the center
of h4 as the origin, and the center location of the other four holes were established with respect to
this evaluated feature. The position of h4, with respect to the waveguide end faces (the port end
planes) and outer side walls, was also determined. Because the pattern of holes is non-symmetric,
the ports are labeled 1 and 2, to avoid any ambiguity in their identification. All measurements were
repeated five times, as part of the process of determining the repeatability of the measurements.
The position of the waveguide’s inner side walls, with respect to the outer side walls, was
determined using a Zeiss Universal Precision Measuring Center (UPMC) CMM fitted with a “T-
shaped” stylus array; each stylus having a 600 µm diameter ball-ended tip, as shown in Fig. 6.3(b).
In this case, a second local co-ordinate system (CS2) was set up using designated waveguide datum
features; this was then used as the global coordinate system. The Port 1 aperture was defined as
the x “ 0 plane, and one internal side wall defined as the y “ 0 plane, as indicated in Fig.6.1(a),
with the origin at x “ y “ 0. The latter is designated as the wall adjacent to holes h1 and h3.
Because it was not possible to make contact with the inside of any side wall, along the length of the
waveguide, 24 points corresponding to the inside of this side wall were determined at each end of
the waveguide with Gaussian best-fit planes fitted to the data. A mean plane was constructed from
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Figure 6.3: Experimental setup for determining the hole positions.
Table 6.1: Hole locations (in mm) with respect to the origin of CS2.
h1 h2 h3 h4 h5 Port 2
x 26.428 26.449 24.940 24.955 24.940 49.979
y 0.465 2.713 0.459 1.835 2.713 —
2r 0.501 0.514 0.507 0.520 0.509 —
the part planes at both ends to define the y “ 0 plane. The external position of the side wall, with
respect to the y “ 0 plane, was then determined. Finally, the center coordinates of all holes were
transposed and evaluated in CS2. Again, measurements were repeated 5 times, to determine the
repeatability of the measurements.
The coordinates of the hole-centers, with respect to coordinate system CS2, are given in Table
6.1, together with the location of the Port 1/Port 2 apertures (i.e., the overall length of the
reconfigurable voodoo-waveguide structure). The measurement uncertainty of the data is estimated
to be ˘0.25 µm, for the intra-hole positions, and ˘250 µm for the center co-ordinates of h4. The
larger uncertainty, in the latter case, is due primarily to the lower accuracy of the UPMC CMM.
The holes were only measured from the top side of the waveguide, with the assumption that there is
perfect symmetry between the top and bottom sides, such that the pins stand perfectly vertical.
6.3.2 Microwave Measurements Methodology
The electrical measurements were also made at the UK’s National Physical Laboratory, using an
Agilent Technologies PNA-X and a pair of Virginia Diodes Inc. waveguide extender heads. These
extender heads are fitted with standard WR-15 waveguide test ports [ 12] and enable the VNA to
make measurements across the full frequency range of interest (50-75 GHz), as shown in Fig. 6.4.
Traceable calibration standards were used for accurate S parameter measurements, with reference
planes at the waveguide test ports; by performing a Thru-Reflect-Line (TRL) calibration [15].
This calibration employed WR-15 waveguide standards: Thru connection (T); a flush short-circuit
connected, in turn, to each test port (R); and a quarter-wavelength delay line section of waveguide (L).
The calibration was performed using an in-house calibration algorithm, employing a seven-term error-
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Figure 6.4: Experimental setup for measuring the frequency response of the reconfigurable voodoo-
waveguide structure.
correction routine [16]. The overall set-up (i.e., VNA, primary standards and calibration algorithm)
is referred to as the NPL Primary Impedance Microwave Measurement System (PIMMS) [17, 18]; this
being the UK’s primary national standard system for S-parameter measurements. The realization
of this system for millimeter-wave waveguide measurements has been previously described [19].
PIMMS also determines the uncertainty in the S-parameter measurements. This is achieved
following internationally agreed guidelines [20], with minor modifications to accommodate the
complex-valued (i.e., vector) nature of the S-parameter measurands [21]. Uncertainties using
PIMMS for measurements of the linear magnitude of transmission coefficients range typically from
0.001 to 0.002 [17] for a nominal transmission of 0.1 (i.e., 20 dB) in this waveguide band. Similarly,
uncertainties for measurements of the linear magnitude of reflection coefficients range typically from
0.005 to 0.006 [17] for low reflecting devices in this waveguide band.
6.3.3 Microwave Measurements
The reflection and transmission coefficients of the reconfigurable voodoo-waveguide structure were
first measured and compared with full-wave numerical simulations using the commercial software
package CST Microwave Studio [22]. With our design, which has 32 different pin combinations, not
all combinations had sufficiently distinct and useful characteristics and hence only some of the most
illustrative combinations are shown in Figs. 6.5 to 6.8. The maximum observed difference between
model and measurements is 4% for the reflection coefficient and 6% for the transmission coefficient,
respectively.
As can be seen, the reconfigurable nature of the structure allows a diverse range of reflection
and transmission values. The same behaviour is also observed as spirals in the measurement
complex planes, as shown in Fig. 6.2. This diverse range has the advantage that most parts of the
S-parameter complex planes can be verified and, hence, more detailed information about the quality
of calibration can be obtained. This contrasts with the behaviour of most commercial verification
kit components (i.e., attenuators and waveguide sections) that only provide relatively flat magnitude
frequency responses (corresponding to circles in the measurement complex planes).
In order to verify the repeatability of the measured responses, four independent measurement
sets were taken on two different days, with the VNA being re-calibrated before each measurement
set. In assessing the performance of the proposed voodoo-waveguide structure, various metrics can
be used. To some extent, the choice of metric would depend on the particular application and
requirement of a given end-user. For example, we present here the average error between different
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Figure 6.5: Amplitude of reflection coefficient for various pins configurations. Solid lines represent
the simulated response and dashed lines the measured response.
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Figure 6.6: Amplitude of transmission coefficient for various pins configurations. Solid lines
represent the simulated response and dashed lines the measured response.
sets Seij which can be easily calculated using the Euclidean norm as
Seij “
›››Snij ´ Skij›››
2›››Skij›››
2
¨ 100% (6.1)
with Snij and S
k
ij being two random measured sets for the Sij parameter matrix, with data sets
n ‰ k P t1, ..., 4u, resulting in Seij of about 1.5%. This suggests that the measurements are very
repeatable and relatively insensitive to small variations in both the general waveguide experimental
setup (i.e., due to flange misalignments) and component tolerances (i.e., pin misalignments). The
small discrepancies for this low millimeter-wave frequency band can be attributed primarily to these
misalignments and also random sources of error (e.g., VNA system noise).
Similarly, the measured results are compared with the simulation results, using the Euclidean
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Figure 6.7: Phase difference between numerical simulations and measurements of reflection coeffi-
cient for various pin configurations.
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Figure 6.8: Phase difference between numerical simulations and measurements of transmission
coefficient for various pin configurations.
norm, and an average error Seij is obtained from
Seij “
›››Ssij ´ Smij›››
2›››Smij›››
2
¨ 100% (6.2)
where Ssij and S
m
ij are the simulated and measured Sij-parameter matrices, respectively. Here, the
simulation results act as references, since they are free from flange/pin misalignment errors that
may affect the measurements. For example, the average error across frequency in the reflection
coefficient for the three configurations shown in Figs. 6.5 and 6.7 is less than approximately 2% (this
error increases with decreasing reflection). On the other hand, the average error across frequency
in the transmission coefficient shown in Figs. 6.6 and 6.8 is less than approximately 5% (this
error decreases with increasing transmission). The higher percentage errors for both reflection and
transmission are only due to the small absolute errors that become more significant when measuring
small values. Indeed, it is interesting to note that the largest errors are for the lowest curves in Figs.
6.5 and 6.6, which correspond to small absolute values. Thus, this does not change the fact that
good agreement is observed between simulation and measured results.
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Figure 6.9: Measured responses for a well-matched load standard (blue curve) and a poorly-
matched load standard (red curve).
Table 6.2: Average error in reflection and transmission coefficients for good/poor calibration.
Reflection Coefficient Transmission Coefficient
h1 and h2 h1 and h5 h4 and h5 h1 and h2 h1 and h5 h4 and h5
Good Cal. 1.2% 2.1% 2.1% 1.7% 1% 4.5%
Poor Cal. 4.9% 10% 5.4% 5.9% 7.6% 7.6%
6.3.4 Calibration Verification Proof-of-Concept
Having characterized the proposed reconfigurable voodoo-waveguide structure, it is now possible to
demonstrate its value as a single-component verification kit. With TRL calibration and the use of
PIMMS, it is difficult to deliberately adjust the quality of a given calibration. Therefore, the widely
used Short/Offset-short/Load/Thru (SOLT) calibration method was used to enable a deliberately
poor calibration to be introduced into the investigation. With waveguides the SOLT calibration is
performed using three known loads. Usually, a high quality well-matched load standard can produce
a linear reflection coefficient magnitude of less than 0.01 (corresponding to a return loss of 40 dB),
at millimeter-wave frequencies, as shown in Fig. 6.9.
After performing a good calibration, using a well-matched load standard, the reconfigurable
voodoo-waveguide structure was connected to the VNA test ports, resulting in polar plots for both
the reflection and transmission measurements shown in Fig. 6.10(a). Next, a deliberately poor
calibration was performed using a load standard having a significant impedance mismatch (i.e.,
with a linear reflection coefficient of between 0.05 and 0.1, as shown in Fig. 6.9, corresponding to a
worst-case return loss of 20 dB), to produce a calibration that is unacceptable for most practical
applications. This is a typical scenario when a standard may have been poorly treated during its
working life time, and its level of performance degradation may not be obvious to the user. The
single-component voodoo-waveguide verification kit is then re-connected and its reflection and
transmission measurements plotted in Fig. 6.10(b). A visual inspection of the polar plots in Fig.
6.10(a) and 6.10(b) clearly shows abnormal behaviour (e.g., the magnitude of the reflection coefficient
exceeding unity), consistent with a poor calibration. This clearly indicates that the calibration
being verified is of unacceptable quality. Furthermore, the quality of the calibration can also be
studied quantitatively (e.g., by calculating the average error between simulations and measurements)
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Figure 6.10: Reflection (blue curve) and transmission (red) characteristics when (a) a good SOLT
calibration is performed and (b) when a poor SOLT calibration is performed (i.e.,
using an “ill-conditioned” matched load). The plots correspond to the case where h1
and h2 are filled with pins.
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Figure 6.11: Illustration of the proposed WR-10 verification device. The shaded areas represent the
position of the holes. The nominal dimensions are: d1 “ d2 “ 750 µm, d3 “ 250 µm,
d4 “ 650 µm, ` “ 750 µm, 2r “ 500 µm
across frequency, as shown in Table 6.2. The percentage error for different pin configurations
clearly reveals the calibration quality, thus successfully demonstrating the proof-of-concept for this
single-component verification kit.
6.4 WR-10 Waveguide Design
The previous analysis can be easily applied to realize single-component verification kits at higher
frequencies. For example, WR-10 waveguide verification device design is shown in Fig. 6.11. Here,
the pins radius is kept the constant and equal to r “ 0.25 mm, as in the WR-15 verification
component. This emphasizes the fact that there are many degrees of freedom in the design and that
the holes/pins do not have to be necessarily scaled for neighboring frequency bands. The modeled
frequency responses are shown in Fig. 6.12 for various pin configurations, where the diverse range
of values in the transmission and reflection coefficients are obvious. This has been done due to
limitations in the manufacturing technique used
6.5 Discussion and Conclusion
A novel simple approach in the verification process for vector network analyzer waveguide calibra-
tion has been reported, using a single-component verification kit. The strength of the proposed
reconfigurable voodoo-waveguide structure is that it can easily be transformed from having a very
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Figure 6.12: Reflection (blue curve) and transmission (red curve) response in the WR-10 waveguide
band (75 to 110 GHz) when (a) h2, (b) h4 (c) h1 and h2 and (d) h2 and h3 are filled
with pins.
good impedance match (when all pins are removed) to varying degrees of mismatch (by inserting
different combinations of pins). Furthermore, the different pin combinations also provide varying
degrees of attenuation (i.e., higher levels of attenuation are achieved when more pins are introduced).
Therefore, there is a wide dynamic range of operation in both the reflection and transmission
coefficient domains. It must be emphasized that the primary goal of this work is to provide an
alternative method for VNA verification at high millimeter-wave frequencies rather than a calibration
method.
Conventional multi-component commercial waveguide verification kits are currently only available
at frequencies up to 110 GHz. If such kits are made available at higher frequencies then the necessary
multiple flange connections will make them susceptible to measurement errors due to the inevitable
mechanical misalignments of the waveguide interfaces. In contrast, a single-component verification
kit will inherently exhibit smaller errors at higher frequencies, while its reconfigurability offers a
broader selection of known electrical characteristics. Moreover, the time taken to reconfigure the
compact verification kit is significantly reduced.
For millimeter-wave metrology, where mechanical precision is of paramount importance, this
single-component verification approach represents an attractive solution. For example, the rectan-
gular waveguide verification kit could be implemented using radio frequency microelectromechanical
systems technology [11], possibly using paraffin wax microactuator technology [23, 24].
A proof-of-concept verification process has been described, based on hardware implementation,
simulations and validation measurements using standard WR-15 waveguide (50-75 GHz). While a
relatively low millimeter-wave band has been used here, for convenience, this approach is inherently
suited for VNAs operating at millimeter- and submillimeter-wave frequencies, where flange misalign-
ment errors can dominate. This will open up new opportunities for verifying the latest generation of
VNAs that operate in waveguide at millimeter- and submillimeter-wave frequencies (to 1.1 THz).
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Chapter 7
Lossy Spherical Cavity Resonators for
Stress-testing Eigenmode Solvers
In order to model coupling between lossy elements in metamaterial structures, it is essential to
have accurate models describing the resonant behaviour of simple structures that collectively may
form such metamaterials. Moreover, it is essential that numerical simulation tools provide accurate
results for arbitrary structures. This is important since full-wave solvers are often the only approach
to verifying the behaviour of metamaterials. For this reason, the simplest structure is studied
with a view to stress-testing commercial eigenmode solvers. In this chapter, the electromagnetic
analysis of lossy metal-walled spherical cavity resonators is given from first principles,. Exact
analytical results, acting as a benchmark reference standard, are compared to those generated
independently by two commercial, industry-standard, full-wave numerical simulation modeling
software packages (HFSSTM and COMSOL); both employing the finite-element method. Unlike
perturbation techniques, appropriate only for low loss scenarios (i.e. walls having high intrinsic
conductivities), there are no inherent loss limitations in our analysis. When the wall transforms
from being a perfect electrical conductor (PEC) to free space, as its intrinsic conductivity decreases
from infinity to zero, it is found that the eigenmode solvers with both software packages increasingly
fail; this has profound implications on their usefulness for the modeling of arbitrary 3D lossy
structures having even the simplest of geometries. With both software packages, all possible
modeling strategies have been investigated and their associated limitations identified. Moreover,
a plane-wave approximation model is proposed that accurately predicts the numerical simulation
results for the finite conductivity boundary and layered impedance boundary conditions; this
provides an analytical means for accurately quantifying the weakness of the numerical eigenmode
solvers. It is also found that, when using the accurate impedance boundary condition, a priori
knowledge of the resonance frequency and the wave impedance at the boundary is required, otherwise
it will result in a total failure to predict the eigenfrequencies for arbitrary 3D structures having
lossy metal walls. For completeness, a generic lumped-element RLC equivalent circuit model is
given that exactly describes the cavity behavior as its wall transforms from being a PEC to free
space. In addition, the long-standing ambiguity associated with defining unloaded quality factors
with lossy resonators is resolved. Together, a deeper insight into the behavior of lossy spherical
cavity resonators and commercial eigenmode solvers is given for the first time.
7.1 Introduction
Electromagnetic cavity resonators having electrically conducting walls have been exploited for well
over seven decades [1–3], because of their ability to produce sharp spectral resonances – much
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sharper than their lumped-element counterparts. Their ability to store electromagnetic energy with
very low dissipative losses, from sub-microwave [4] to optical [5] frequencies, has made them an
essential component in many systems.
In general, it is highly desirable to have low-loss electromagnetic resonators (e.g., to implement
high-performance impedance matching networks and filters). However, there are many examples
where lossy resonant structures exist; requiring a more rigorous approach to the modeling of their
behavior. Examples include: (1) surface plasmon polaritons, found in nature and engineered [6]; (2)
heavy time-domain damping of unwanted resonances (e.g., in DC biasing networks) and even control
systems; (3) implementation of ultra wideband frequency-domain networks (e.g. antennas, phase
shifters and filter found in ultra-high speed telecommunications and radar systems); (4) unexpected
box-mode resonances with low-cost plastic/organic packaging of high frequency devices; and (5)
certain metamaterial structures.
Clearly, there is an inherent need for the accurate numerical simulation of arbitrary 3D structures,
regardless of the levels of associated material losses. An illustrative example is that of metamaterials
of infinite extent an area that has received great interest in recent years where full-wave numerical
simulations often provide the only realistic option to study their behavior (e.g., [7]).
While structures with “good electrical conductors” can be easily modeled with excellent accuracy,
this is not straightforward when low conductivity materials are modeled, as will be shown later. To
this end, the stress-testing of commercial electromagnetic full-wave simulation software packages is
of critical importance to both the academic community and industry; as previously undertaken for
the modeling of electrically-thin metal-walled structures [8] and those intended for use at terahertz
frequencies [9]. To this end, a traceable benchmark structure (mathematically defined by an exact
analytical model) is required, to compare its results with those from numerical simulations, with a
view to quantifying levels of accuracy. With numerical electromagnetic field solvers intended for
arbitrary 3D structures, the spherical cavity resonator represents an ideal benchmark structure.
This is because, unlike lossy metal-walled rectangular cavity resonators, it does not suffer from the
effects of diffraction; thus, able to provide an exact analytical solution for arbitrary levels of loss.
Low loss performance with metal-walled cavities is achieved with the use of “good electrical
conductors”. Fortunately, in this case, the analysis can be greatly simplified with the use of
approximate solutions (e.g., perturbation techniques); this is well documented in many works (e.g.,
Slater [10]), but their validity is limited to low losses. A more general approach for the modeling of
metal-walled cavities was reported by Hadidi and Hamid, for cylindrical resonators with lossy end
walls, although their work still requires the use of approximations [11]. However, the exact analytical
formulation for the generic case of a dielectric sphere inside another dielectric of infinite thickness
was given by Gastine et al. [12]. This exact analytical model was then only used to investigate the
modal behavior of ideal lossless homogeneous dielectric spheres in free space. After an exhaustive
literature survey, the modeling of lossy metal-walled spherical cavity resonators could not be found.
For this reason, the general modeling of low quality factor metal-walled spherical cavity resonators
is studied, for the first time, with a view to gaining new insight into their behaviour and to perform
stress-testing of commercial arbitrary 3D eigenmode solvers (by the introduction of arbitrary lossy
metal walls).
7.2 Analytical Formulation
The electromagnetic fields within a spherical cavity are first expanded into normal waveguide
modes. As is well known, the fields within the cavity can be decomposed into two families; namely
transverse electric (TE) and transverse magnetic (TM). In our case, radially propagating waves
with both families are of interest and, hence, so are the associated modes that are transverse with
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respect to the radial direction. In the general case of an inhomogeneous dielectric-filled cavity
(along the radial direction) the modes are neither pure TE nor pure TM, but a superposition of
both. One way to obtain the field distributions for each family is with the use of the Hertz vector
potentials. A thorough study of this method is beyond the scope of this work and can be found in
classical electromagnetics textbooks [13, 14]; only a brief outline is given here, for completeness.
The steady-state time-harmonic fields inside the cavity volume can be written (using a temporal
dependence of ejωt) as
E “ ETE `ETM “ ´jωµd∇ˆΠh `∇ˆ∇ˆΠe (7.1)
H “ HTE `HTM “ ∇ˆ∇ˆΠh ` jωεd∇ˆΠe (7.2)
where Πe and Πh are the electric-type and magnetic-type Hertz vector potentials, respectively,
having the form of Πe,h “ ψur , with with ψ being a scalar function and ur the unit normal vector
along the radial r-direction. The expression for ψ can be obtained by solving the scalar Helmholtz
equation p∇2 ` k2dqψ{r “ 0 in spherical coordinates as
ψ “ A
jωµdεd
kdrjnpkdrqPmn pcos θq
”
B cospmφq ` C sinpmφq
ı
(7.3)
within the cavity filler, µd and εd are the intrinsic permeability and permittivity, respectively, the
wavenumber kd “ ω?µdεd, ω is the angular frequency, r is the radial coordinate and A, B, C are
mode-dependent normalization constants. The rest of the symbols have their usual meaning, with
jn being the spherical Bessel functions of the first kind, Pnpcos θq the Legendre polynomials and m,
n corresponding to the variations along the azimuthal angle φ and polar angle θ, respectively.
The TE modes can be obtained from a magnetic-type Hertzian potential directed along the
radial direction (i.e., Πe “ 0). In this case the field distributions are given by
ETE “ jωµd
«
0, ´ 1
r sin θ
Bψ
Bφuθ,
1
r
Bψ
Bθ uφ
ff
(7.4)
HTE “
«ˆ B2
Br2 ` k
2
d
˙
jωµdεdψur,
1
r
B2ψ
BrBθuθ,
1
r sin θ
B2ψ
BrBφuφ
ff
(7.5)
Similarly, the fields for the TM modes are obtained from an electric-type Hertzian potential directed
along the radial direction (i.e., Πh “ 0). Thus, the electromagnetic fields can be written as
HTM “ jωεd
«
0,
1
r sin θ
Bψ
Bφuθ, ´
1
r
Bψ
Bθ uφ
ff
(7.6)
ETM “
«ˆ B2
Br2 ` k
2
d
˙
jωµdεdψur,
1
r
B2ψ
BrBθuθ,
1
r sin θ
B2ψ
BrBφuφ
ff
(7.7)
For TE modes with n, p ‰ 0 :
E‖,TE “ A
εd
kdjnpkdrq
»——–
mPmn pcos θq
sin θ
´
B sinpmφq ´ C cospmφq
¯
uθ
dPmn pcos θq
dθ
´
B cospmφq ` C sinpmφq
¯
uφ
fiffiffifl (7.8)
H‖,TE “ Akd
jωµdεdr
d
dr
”
jnpkdrq
ı»——–
dPmn pcos θq
dθ
´
B cospmφq ` C sinpmφq
¯
uθ
m
sin θ
dPmn pcos θq
dθ
´
´B sinpmφq ` C cospmφq
¯
uφ
fiffiffifl (7.9)
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For TM modes with n, p ‰ 0 :
H‖,TM “ ´ A
µd
kdjnpkdrq
»——–
mPmn pcos θq
sin θ
´
B sinpmφq ´ C cospmφq
¯
uθ
dPmn pcos θq
dθ
´
B cospmφq ` C sinpmφq
¯
uφ
fiffiffifl (7.10)
E‖,TM “ Akd
jωµdεdr
d
dr
”
jnpkdrq
ı»——–
dPmn pcos θq
dθ
´
B cospmφq ` C sinpmφq
¯
uθ
m
sin θ
dPmn pcos θq
dθ
´
´B sinpmφq ` C cospmφq
¯
uφ
fiffiffifl (7.11)
It is straightforward to write the field components that are parallel to the surface of the wall, as
in (7.8)-(7.11). Similarly, the fields in the surrounding wall medium are given by replacing the
spherical Bessel function with the spherical Hankel function of the second kind [12]. The transverse
wave impedance Zw is defined as
Zw “ Eθ
Hφ
(7.12)
In order to obtain an unambiguous solution, the field components must satisfy the appropriate
boundary conditions at the surface of the cavity wall (i.e., the tangential fields must be continuous
at the wall surface); the transverse wave impedance must also be continuous across the wall interface.
After some algebraic manipulations and using the relationship f 1npxq “ fn´1pxq ´ n` 1x fnpxq,
where fnpxq is either the spherical Bessel function or Hankel function and the prime represents
differentiation with respect to the argument, the following transcendental equation is obtained for
the TMmnp modes (which can be solved numerically following a similar approach as described in
Chapter 3.).
ηd
«
jn´1pkdRaq
jnpkdRaq ´
n
kdRa
ff
´ ηc
«
hp2qn´1pkcRaq
hp2qn pkcRaq ´
n
kcRa
ff
“ 0 (7.13)
where jnpxq and hp2qn pxq are the nth-order spherical Bessel function of the first kind and Hankel
function of the second kind, respectively. Also, Ra is the radius of the cavity, ηd “
a
µd{εd
and ηc “
a
µc{εc are the intrinsic impedances of the spherical cavity’s internal dielectric filler
and infinitely thick conducting wall materials, respectively, kd “ ω0?µdεd, kc “ ω0?µcεc and
ω0 “ ω10 ` jω20 is the complex angular resonance frequency (or eigenfrequency). Also for the
conducting wall material, µc and εc “ ε0
ˆ
εr8 ´ j σc
ω0ε0
˙
are the effective permeability and effective
permittivity, respectively, where ε0 is the permittivity of free space and σc is the intrinsic conductivity.
In this work, for convenience, we set µc “ µ0 (permeability of free space), εr8 “ 1 and σc “ σ0 (bulk
DC conductivity). This classical skin-effect approach for non-magnetic materials gives accurate
results for the frequencies of interest (i.e. below ca. 1 THz). However, other material frequency
dispersion models can also be easily employed [9, 15].
For simplicity, and without any loss of generality, we focus our analysis on a dielectric-filled
spherical cavity, where the two mode families are decoupled; operating in the dominant TM011 mode
(i.e., m “ 0, n “ p “ 1, where p is associated with the variations along the radial direction), although
any other mode could also be studied. Moreover, we restrict our interest to mono-mode operation,
in order to clearly illustrate physical behavior, i.e. without introducing additional complications
from multi-mode effects. With the TM011 mode, the only non-zero components areEr, Eθ and Hφ.
Now, (7.13) can be solved numerically for ω0. In general, the eigenfrequencies are complex-valued
because of the presence of losses associated with the wall material. In the special case where the
walls are lossless (i.e., perfect electrical conductors with ηc “ 0, then (7.13) reduces to the standard
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textbook expression
j1pkIRaq ` j 11pkIRaqkRa “ 0 (7.14)
with the lowest resonant frequency given by kIRa “ 2.74370 or equivalently by ωI “ 2.74370
Ra
?
µdεd
,
where ωI is the ideal angular resonance frequency.
By introducing a non-zero surface reactance, the undamped (or driven) angular resonance
frequency |ω0| (normally associated with the steady-state frequency domain) is reduced from its
ωI value. Moreover, the further introduction of a non-zero surface resistance results in further
frequency detuning; in general, shifting the actual angular resonance frequency down from |ω0| to
the damped (or undriven) angular resonance frequency ω10[9] (normally associated with the transient
time domain).
Once the complex eigenfrequency is obtained from (7.13), the unloaded quality factor of the
resonator can be calculated from the standard definition
Qupω, tq “ ω W ptq
Plossptq (7.15)
where W ptq and Plossptq are the instantaneous energy stored inside the cavity’s volume V and power
dissipated and radiated at resonance, respectively, and ω is the resonance frequency (yet to be
defined unambiguously). At resonance, the sum total energy can be stored in either the electric or
magnetic field. Thus, one obtains
W “ 1
2
¡
V
Dpr, tq ¨Epr, tqdV “ 1
2
¡
V
εd
Epr, tq2dV “ 1
2
εde
´2ω20 t
¡
V
Eprq2dV (7.16)
since the electric field is expressed as
Epr, tq “ E0prqejω0t “ E0prqe´ω20 tejω10t (7.17)
From the principle of energy conservation, the power lost equals the rate at which stored energy is
dissipated as heat (i.e., ohmic losses) and radiated. Therefore,
Ploss “ ´dW
dt
“ εdω20e´2ω20 t
¡
V
Eprq2dV (7.18)
Combining (7.15)-(7.18), it follows that the time dependency is lost when determining the unloaded
quality factor, as
Qupωq “ ω
2ω20
(7.19)
Now, the following question arises: at what angular frequency ω should the unloaded quality
factor be evaluated? With low loss resonant structures this is a trivial question, since |ω0| » ω10.
However, with lossy resonant structures, it is important to make the correct distinction. In the case
where the driving source effectively compensates for all losses, the undamped angular resonance
frequency is of interest and it is only meaningful to calculate the unloaded quality factor at ω0.
Alternatively, for the case where there is no driving source, the damped angular resonance frequency
is of interest and the unloaded quality factor should only be evaluated at ω10. This follows directly
from (7.17), where the oscillatory term is at ω10. A more detailed discussion of this point will be
given later, where an equivalent circuit model is presented, and it will be shown how Qupω10q can be
calculated from Qup|ω0|q.
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Figure 7.1: Wave impedance for the fundamental TM011 mode for an air-filled spherical cavity
having a 150 µm radius with various wall conductivities: (a) real part and (b) imaginary
part.
10−6 10−4 10−2 100 102 104 106 108
0.1
0.3
0.5
0.7
0.9
fI
Bulk DC Conductivity σ0 (S/m)
E
ig
en
fr
eq
u
en
cy
f 0
(T
H
z)
f ′0
f ′′0
1
(a)
10−6 10−4 10−2 100 102 104 106 108
10−2
10−1
100
101
102
103
104
Bulk DC Conductivity σ0 (S/m)
U
n
lo
ad
ed
Q
u
al
it
y
F
ac
to
r
Q
u
Qu(|ω0|)
Qu(ω
′
0)
1
(b)
Figure 7.2: (a) Eigenfrequency for the fundamental TM011 mode for an air-filled spherical cavity
having a 150 µm radius and (b) associated unloaded quality factors. Solid lines: Exact
analytical results. Discrete symbols: numerical results obtained from commercial
full-wave solvers (circles: HFSSTM and stars: COMSOL).
7.3 Modeling Approaches Results and Discussion
7.3.1 Exact Analytical Results
The previous analysis is general and describes the behavior of a spherical cavity resonator made
of arbitrary materials (both the filler and wall). Using (7.12), the wave impedance against radial
distance for various intrinsic values of bulk DC wall conductivity with an air-filled spherical cavity
having an arbitrary radius Ra “ 150 µm is shown in Fig. 7.1.
Also, (7.13) can be used as a suitable benchmark reference standard to assess the performance
of eigenmode solvers intended for arbitrary 3D structures. For the same resonator structure, the
complex eigenfrequency f0 “ f 10 ` jf 20 and associated unloaded quality factors for intrinsic values of
bulk DC wall conductivity of 10´6 ď σ0 pS/mq ď 108, which effectively represents the transformation
of the wall from being a PEC to free space, are shown in Fig. 7.2. Moreover, the modal field
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Figure 7.3: Normalized field patterns for the TM011 mode for an air-filled spherical cavity having
a 150 µm radius in the ideal case where σ0 Ñ8. Electric field in (a) x-y, (b) x-z and
(c) y-z plane. Magnetic field in (d) x-y, (e) x-z and (f) y-z plane.
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Figure 7.4: Normalized field patterns for the TM011 mode for an air-filled spherical cavity having
a 150 µm radius with σ0 “ 100 S/m. Electric field in (a) x-y, (b) x-z and (c) y-z
plane. Magnetic field in (d) x-y, (e) x-z and (f) y-z plane.
distributions for a PEC-walled cavity and a cavity with arbitrary wall conductivity σ0 “ 100 S/m
are shown in Figs. 7.3 and 7.4, respectively.
It is worth mentioning that, with resonance frequencies below the wall material’s relaxation
frequency fτ “ 1
2piτ
, where τ is the phenomenological scattering relaxation time, Drude relaxation
effects can be ignored[9, 15]. Indeed the resonance frequencies for the air-filled cavity being
considered here (having Ra “ 150 µm and fI “ 0.873 THz) has |f0| ă fτ , as seen in Table 7.1 for
three arbitrary conductors.
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Table 7.1: Relaxation frequencies for various conducting wall materials at room temperature [16, 17]
with the exact results.
Conductor σ0 (S/m) τ (ps) fτ (THz) f0 (THz)
gold 4.1 ¨ 107 27.135 5.87 0.872
ITO „ 8 ¨ 105 12.6 12.6 0.870
carbon „ 103 120 1.3 0.809
7.3.2 Analytical Plane-wave Approximation
In general, when simulating a structure having arbitrary materials, there are two approaches to
defining its walls. The first one is to physically draw each material region as a 3D object and then
assign its bulk material parameters. Alternatively, the 3D regions can be replaced by a surface
boundary condition, where the appropriate material parameters are entered. A detailed study for
low loss metal structures can be found in[9]. However, both of these approaches have weaknesses
with low conductivity materials. For example, with the former approach, as wall conductivity
decreases thicker walls are required to achieve a skin depth thickness. Therefore, the wall thickness
is a limiting factor and it has been found that when the intrinsic bulk DC conductivity of the wall
is À 50 (S/m), the eigenmode solver does not converge on a solution. On the other hand, when the
wall conductivity is Á 105 (S/m), the computational resources and time required to mesh and solve
inside the metal wall are impractical. As a result, this former approach can only be used within a
relatively narrow conductivity range.
For this reason, surface boundary conditions can be employed, for many applications, as a more
efficient modeling approach; in extreme cases this is the only approach available. For example,
with HFSSTM (version 13) [18], there are three different boundary conditions available: Finite
Conductivity Boundary (FCB), Layered Impedance Boundary (LIB) and Impedance Boundary (IB).
With the first two, the user enters bulk material parameters (e.g., mur Ñ µc{µ0, εr Ñ εr8, σ Ñ σc,
for the wall (similar to the solid object definition), whereas with IB the value of the complex surface
impedance Zs has to be entered (which must be known a priori). Similarly, with COMSOL (version
4.3a) [19], either the FCB, LIB or IB conditions can be met by the suitable manipulation of the
following formulation
Zs “
d
µ0µr
ε0εr ´ j σ
ω
(7.20)
With HFSSTM (with the exception of IB) and COMSOL, the boundary conditions rely purely
on the wall’s bulk material parameters; suggesting that an approximation model can be derived to
accurately predict the results generated by the solvers. It has been found that this can be achieved
using (7.10)-(7.11), by simply equating the wave impedance Zw at the wall interface (i.e., at r “ Ra)
to the wall’s intrinsic impedance ηc “
c
jωµ0
σ0 ` jωε0 “ Zs “ Rs ` jXs, using the Leontovich surface
impedance boundary condition
Eˆ ur

r“Ra
“ Zs
`
ur ˆH
˘ˆ ur
r“Ra
(7.21)
In general, the wave impedance at the interface at r “ Ra can be written as
Zw

r“Ra
“ Eθ
Hφ

r“Ra
“ jηc
«
hp2qn´1pkcRaq
hp2qn pkcRaq ´
n
kcRa
ff
(7.22)
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and thus, with the relationship limxÑ8 hp2qn “ jn`1 e
´jx
x
, the following analytical plane-wave approx-
imation (where |kcRa| Ñ 8), for (7.13) and (7.22), is proposed and it will be shown that this
model accurately predicts the results for both commercial eigenmode solvers. From (7.13), the
characteristic equation for the plane-wave approximation for the TM011 mode is given by
ηd
«
j0pkdRaq
j1pkdRaq ´
1
kdRa
ff
´ jηc “ 0 (7.23)
Similarly, from (7.22), the wave impedance at the boundary for the plane-wave approximation for
the TM011 mode has the following asymptotic behaviour
lim
|kcRa|Ñ8
#
Zw

r“Ra
+
“ jηc lim|kcRa|Ñ8
#
hp2q0 pkcRaq
hp2q1 pkcRaq ´
1
kcRa
+
“ ηc (7.24)
7.3.3 Plane-wave Approximation and FCB/LIB Results
With the FCB condition in HFSSTM, as explained in the software Technical Notes, the displacement
current term is neglected; thus, Zs “ R0p1` jq, with surface resistance R0 “
c
ωµ0
2σ0
[9, 15]. While,
with COMSOL, this model is obtained by setting µr “ 1, εr “ 0 and σ “ σ0. This approach is
only valid for “good electrical conductors” and it will be seen that this has no physical meaning
when conducting wall losses are high. This gross assumption is, however, the most widely used
with perturbation methods [20]. Nevertheless, this classical skin-effect model that excludes the
displacement current term will be used to determine eigenfrequencies as a means to validate our
analytical plane-wave approximation model. To this end, Figs. 7.5 and 7.6 show the eigenfrequencies
and associated percentage error, respectively, against intrinsic wall conductivity. Although the
results for low conductivity values lack physical meaning, this approach highlights the validity of
our approximated model.
Next, the classical skin-effect model that includes both conduction and displacement current
terms is considered; thus, Rs ‰ Xs. With HFSSTM this is obtained using the LIB condition, whereas
with COMSOL this is the default boundary by setting µr “ 1, εr “ 1 and σ “ σ0. As seen in
Fig. 7.7, this approach results in a cut-off value for the conductivity σ0c, below which the TM011
mode is not predicted to be supported. However, this is an artifact of the analytical plane-wave
approximation and surface impedance models used. Therefore, this approach cannot generate any
eigenfrequencies when the wall conductivity is lower that the cut-off value. The corresponding
percentage errors for this approach is shown in Fig. 7.8.
The unloaded quality factors at the driven and undriven resonance frequencies are shown in
Fig. 7.9. It is worth noting that the eigenmode solver in COMSOL can only report values of
Qupω10q “ ω
1
0
2ω20
ą 0.5, which corresponds to Qup|ω0|q “ |ω0|
2ω20
ą 1?
2
, regardless of the modeling
approach.
The reason for the weaknesses when using both FCB and LIB conditions is that the wave
impedance inherently depends on the geometry (since Zw is a function of Ra) and, therefore, their
accuracy is limited by this; geometry is not taken into account by the input parameters µr, εr and
σ. For example, when observing the wave impedance along the radial distance, as shown in Fig.
7.1, it is clear that only for sufficiently high wall conductivities is the wave impedance constant
within the wall and, hence, can be approximated by its intrinsic impedance.
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Figure 7.5: Resonant frequency for the fundamental TM011 mode for an air-filled spherical cavity
having a 150 µm radius using Zs “ R0p1` jq. Solid lines: Analytical results. Discrete
symbols: Numerical results obtained with a full-wave solver (circles: HFSSTM and
stars: COMSOL). The results from perturbation method are also shown with dashed
lines.
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Figure 7.6: Percentage errors for eigenfrequencies using the FCB condition (circles: HFSSTM and
stars: COMSOL). The error from perturbation method is also shown with dashed
lines.
7.3.4 Exact Analytical and IB Results
With HFSSTM, the IB condition allows the user to enter the complex surface impedance. This
generally gives very accurate results, as shown in Fig. 7.2. It is interesting to see that f 10 does not
decrease monotonically with decreasing intrinsic conductivity; there is a dip seen in Fig. 7.2(a)
that corresponds to the peak seen in Fig. 7.1(b) in the imaginary part or the wave impedance at
„ 46 S/m. Moreover, |f0| can exceed fI in a very low quality factor environment, with a physical
interpretation that is best observed in the time domain for such a highly damped condition.
Unfortunately, with HFSSTM, the IB condition fails with very low intrinsic conductivity values
of À 0.1 S/m, where the solver cannot converge onto any solution. Similarly, with COMSOL, the
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Figure 7.7: Resonant frequency for the fundamental TM011 mode for an air-filled spherical cavity
having a 150 µm radius using Zs “ Rs ` jXs. Solid lines: Analytical results. Discrete
symbols: Numerical results obtained with a full-wave solver (circles: HFSSTM and
stars: COMSOL). The results from perturbation method are also shown with dashed
lines.
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Figure 7.8: Percentage errors for eigenfrequencies using the LIB condition (circles: HFSSTM and
stars: COMSOL). The error from perturbation method is also shown with dashed
lines.
user has to take into account (7.20) and define the material parameters so that (7.20) has a value
equal to Zw (by forcing µr Ñ Z2w{µ0, εr Ñ ε0 and σ Ñ 0). Again, the solver cannot converge when
Qupω10q ď 0.5.
Moreover, with both HFSSTM and COMSOL solvers, a priori knowledge of the resonance
frequency and the wave impedance at the boundary (i.e., the exact analytic expression given by
(7.22)) is required, otherwise it will result in a total failure to predict the eigenfrequencies for
arbitrary 3D structures having lossy metal walls.
For completeness, results using the perturbation method are included and obtained using the
following formulation [21]
Xsp|ω0|q ´ 2Γ pωI ´ |ω0|q “ 0 (7.25)
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Figure 7.9: Unloaded quality factor Qu
`
ω10
˘
for the fundamental TM011 mode for an air-filled
spherical cavity having a 150 µm radiususing Zs “ R0p1` jq (red) and Zs “ Rs ` jXs
(blue), respectively. Solid lines: Analytical results. Discrete symbols: Numerical
results obtained with a full-wave solver (circles: HFSSTM and stars: COMSOL). The
results from perturbation method are also shown with dashed lines.
Γ “ µ0
¡
V
H ¨H˚dVĳ
S
Ht ¨H˚t dS
(7.26)
Qup|ω0|q » |ω0|Γ
Rsp|ω0|q (7.27)
where suffix “t” represents the field components tangential to the surface of the wall and S the
inner surface area of the wall.
When comparing the results from all the various approaches, it is clear that they all approximate
to the exact analytical solution in the low loss region (i.e., “good electrical conductor”’ behavior).
However, as the wall losses increase, they gradually diverge.
7.4 Equivalent Circuit Modeling
For a more meaningful insight, it may be convenient to interpret a cavity resonator with a lumped-
element RLC equivalent circuit model. This is particularly useful for characterizing resonators
without the need for performing electromagnetic calculations.
The cavity resonator can be regarded as an elementary resonant circuit, as shown in Fig. 7.10(a),
where the inductor and capacitor depend on the cavity filler (i.e.,µd, εd), cavity size (e.g., internal
cavity volume V “ 4piR3a{3) and wall material (i.e., µw, εw, σw). All these parameters implicitly
affect the complex resonant frequency ω0, as [22]
ω0 “ 1?
LeffCeff
(7.28)
Leff “ µdV k2d (7.29)
Ceff “ εd
V k4d
(7.30)
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Figure 7.10: Lumped element RLC equivalent circuit models for the fundamental TM011 mode.
(a) Elementary resonant circuit with complex effective inductance and capacitance,
(b) resonant circuit after replacing the complex effective components with equivalent
real components, (c) driven RLC circuit and (d) undriven RLC circuit.
where, for an air-filled spherical cavity, one obtains
L1 “ µ0V
`
ω120 ´ ω220
˘
c2
(7.31)
L2 “ µ0V 2ω
1
0ω
2
0
c2
(7.32)
C 1 “ ε0
V
c4
|ω0|8
”`
ω120 ´ ω220
˘2 ´ p2ω10ω20q2ı (7.33)
C2 “ ε0
V
4c4ω10ω
2
0pω220 ´ ω120 q
|ω0|8 (7.34)
As can be seen that all parameters depend explicitly on both the real and imaginary parts of the
complex eigenfrequency and implicitly on the bulk DC conductivity of the wall (since it also affects
the complex eigenfrequency).
Although the resonant circuit in Fig. 7.10(a) fully describes the behaviour of the cavity at
resonance it does not offer any meaningful physical insight, because of the complex nature of the
effective inductance and capacitance. Purely real components can be employed, as shown in Fig.
7.10(b), having values derived using the following transformations
Zseries “ j|ω0|Lef “ RL ` j|ω0|L1 (7.35)
Yshunt “ j|ω0|Cef “ GC ` j|ω0|C 1 (7.36)
where RL “ ´|ω0|L2 and GC “ ´|ω0|C2. Usually, it is more traditional to represent resonators
as equivalent RLC networks, as shown in Fig. 7.10(c), where the driving source automatically
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compensates for the combined losses (represented solely by R) and, thus, the resonance frequency
is purely real in this lossless scenario. Moreover, with driven resonant circuits, the resistance R
does not contribute to the detuning of the resonance frequency. This topology is widely used when
characterizing tuned circuits, by measuring |ω0| and Qu “ |ω0|L
R
in the frequency domain. As a
result, using (7.21) with ω “ |ω0| the equivalent circuit components, all having positive values, can
be expressed as
L “ |Leff| “ µ0V |ω0|
2
c2
(7.37)
C “ |Ceff| “ ε0c
4
V |ω0|4 (7.38)
R “ 2ω20L “ 2V ω
2
0 |ω0|2
ε0c4
(7.39)
While Fig. 7.10(c) is practical, it does not provide information about the real and imaginary
parts of the complex eigenfrequency. By removing the sinusoidal driving source and replacing it with
a Dirac impulse generator, time-domain measurements would reveal the complex eigenfrequency
as defined in (7.19), since the resonator naturally oscillates at its damped frequency ω10 with an
exponential decay that is governed by the imaginary part of its eigenvalueω20 . Alternatively, if the
undamped resonance frequency and associated unloaded quality factor Qup|ω0|q are known, one can
calculate the complex resonant frequency and associated quality factor at the damped resonant
frequency as follows
ω20 “ |ω0|2Qup|ω0|q
ω10 “
a|ω0|2 ´ ω220
,/./-ñ Qu`ω10˘ “ ω
1
0
2ω20
(7.40)
After some algebraic manipulations, the following can be obtained that interrelates both unloaded
quality factors
Qu
`
ω10
˘ “dQ2u`|ω0|˘´ ˆ12
˙2
(7.41)
7.5 Conclusion
From first principles, the electromagnetic analysis of lossy metal-walled spherical cavity resonators
has been given for the first time. Exact analytical results, acting as a benchmark reference standard,
are used to stress test two industry-standard commercial eigenmode solvers (by the introduction of
arbitrary lossy metal walls). Unlike perturbation techniques, appropriate only for low loss scenarios,
there are no inherent loss limitations in our analysis. When the wall transforms from being a PEC
to free space, it is found that the eigenmode solvers with both software packages increasingly fail;
this has profound implications on their usefulness for the modeling of arbitrary 3D lossy structures
having even the simplest of geometries. With both software packages, all possible modeling strategies
have been investigated and their associated limitations identified.
In addition, a plane-wave approximation model has been proposed that accurately predicts the
numerical simulation results for the FCB and LIB conditions; this provides an analytical means
for accurately quantifying the weakness of the numerical eigenmode solvers. It is also found that,
when using the accurate IB condition, a priori knowledge of the resonance frequency and the wave
impedance at the boundary is required, otherwise it will result in a total failure to predict the
eigenfrequencies for arbitrary 3D structures having lossy metal walls.
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For completeness, a generic lumped-element RLC equivalent circuit model has been given that
exactly describes the cavity behavior as its wall transforms from being a PEC to free space. In
addition, the long-standing ambiguity associated with defining unloaded quality factors with lossy
resonators has been resolved. Together, a deeper insight into the behavior of lossy spherical cavity
resonators and commercial eigenmode solvers is given for the first time.
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Chapter 8
Conclusions and Future Work
In this thesis, the implementation of passive electromagnetic components with the use of the “Fakir’s
bed of nails” metamaterial have been studied in detail by means of analytical techniques, full-wave
simulations and experimental verification. Where appropriate, existing analytical models have been
expanded to describe the behaviour of more complicated practical devices. Furthermore, potentially
new applications have been investigated with emphasis given on exploring the advantages offered by
reconfigurable devices.
Specifically, the propagation characteristics in parallel-plate waveguides with both plates being
realized by the Fakir’s bed of nails have been studied thoroughly. Also, the response at optical
frequencies of an infinite chain of nanopins (aligned along their axis) has been explained in terms of
coupled surface plasmon polaritons. This structure is a modification of the “Fakir’s bed of nails”; the
pins are aligned along their axis to form a 1D periodic structure. Additionally, the implementation
of reconfigurable waveguide components using the “Fakir’s bed of nails” has been demonstrated
with the realization of tunable waveguide iris filters. Based on this approach, a novel method to
verify waveguide measuring systems is proposed employing a single reconfigurable device. Finally,
considering the importance of full-wave simulation software, particularly for studying metamaterials,
a stress-testing analysis of commercial solvers is undertaken with lossy spherical cavity resonators
acting as benchmark reference structures. This study can be of great interest when coupled lossy
structures are modeled.
The starting point for deriving the analytical model of components formed by the bed of nails
has already been presented in Chapters 2 and 3. These results can be expanded to cover other
devices as well (i.e., rectangular waveguides and/or cavity resonators). Moreover, the power losses
with such metamaterial structures can be investigated and incorporated in the analytical model.
This will enable a comparison with conventional components in terms of power losses and hence the
following hypothesis can be investigated: A new ground plane (at the top of the pins) with less
power losses can be engineered since the original surface area of the ground plane, as shown in Fig.
2.1, is reduced to that which includes the total surface area of the pins. Thus the overall surface
power density is reduced and hence the power dissipated in the metal is reduced.
Next, prototype devices realized by the Fakir’s bed of nails can be manufactured so that their
behaviour is experimentally validated. Prototypes can be manufactured at different frequency
ranges (e.g., microwaves and/or terahertz) employing various techniques such as hot embossing or
clean-room microfabrication processes.
For example, a rectangular cavity resonator with its walls replaced by the Fakir’s bed of nails
(resembling an “iron maiden” cavity) has been fabricated, as shown in Fig. 8.1. The resonator is
very similar to the waveguide presented in Chapter 3. The resonator has internal spatial dimensions
45ˆ 45ˆ 45 mm3 which correspond to an ideal resonant frequency of approximately 4.7 GHz and
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Figure 8.1: Fabricated cavity resonator realized by the Fakir’s bed of nails. (a) Side view illus-
tration, (b) a single cavity wall, (c) top view of the assembled resonator, (d) feeding
probe of the cavity and (e) fully assembled resonator.
the length of the pins is 32 mm, corresponding to λ{2 at 4.6875 GHz. Furthermore, the periodicity
of the lattice is 2 mm and the diameter of the pins is 2r0 “ 1 mm. However, the resonator needs to
be properly assembled in order to achieve good electrical conductivity at the interconnection points.
For example, the pin walls can be soldered on the frame but because the pin consist of a dielectric
material plated with copper it is quite likely to melt the dielectric underneath the copper. Thus,
the structure can collapse and lose its shape. On top of this, the calibration is not straightforward
as the highly artificial environment within the cavity dictates that the most appropriate reference
plane for the measurements is at top bed of nails/air interface, as shown in Fig. 8.1(a). For this
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reason, specially designed semi-rigid coax calibration standards were manufactured. It should be
noticed that the skin depth at 4.7 GHz is approximately 0.96 µm and the minimum thickness of the
electroformed copper that has been deposited is 50µm. Practically, this means that copper can be
treated as bulk material since it is much thicker than 5 skin depths.
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Figure 8.2: Measured return loss for the iron maiden cavity shown in Fig. 8.1.
Preliminary measurements of the cavity have shown that the structure is capable of producing
sharp resonances, as shown in Fig. 8.2. As can be seen, there are several resonances corresponding
to different modes. However, the mode identification is not straightforward and further analysis
is required in order to characterize these modes. This is because, as explained previously, the
Fakir’s bed of nails has extraordinary properties only for TM polarization and hence, the mode
patterns in such a cavity are more complicated than with conventional metal-walled cavity resonators.
Additionally, the feeding probe perturbs the fields within the cavity and thus, the end modes are a
mixture of multiple modes.
The loaded quality-factor QL can be calculated using the well-known expression QL “ f0
∆f
, where
∆f corresponds to the half power bandwidth (i.e., -3dB criterion). The unloaded Qu´factor can
then be calculated using QZERO software [1]and at 5.187 GHz is equal to 19613. For comparison, it
should be mentioned that the calculated loaded and unloaded quality factor for a classical rectangular
cavity resonator having identical internal spatial dimensions is 14975 and 15565, respectively which
suggests that the “iron maiden” cavity has a much higher quality factor. However, the results are
not stable nor reproducible and hence further investigations are required. It should be underlined
that good electrical (conducting) connection between the different parts of the cavity is required
and that physical contact is not enough to produce accurate results. Another parameter that highly
affects the performance is the positioning of the walls. The behaviour of the cavity seems to be
sensitive to small variations in the position of the walls. For example, the distance between the
pins of adjacent walls has a major impact on the performance of the device. For this reason high
precision micrometers need to be attached to the walls to control their position.
Following the results of Chapter 4, coupling in 2D and even 3D arrays of nanopins or other
structures can be studied analytically or numerically or experimentally. This will also reveal
potentially new applications to the realization of metasurfaces and their use for imaging/sensing
devices.
Furthermore, based on the findings of Chapter 5, an equivalent circuit model describing the
performance of the components presented therein can be introduced. Various types of sensors can
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be studied, as proposed in Chapter 5, including bio-applications with the use of microfluidics within
pillars. Also, an automated control mechanism for positioning the pins can be investigated, with
MEMS technology being a strong candidate.
Exploring further the novel approach presented in Chapter 6, single-component verification kits
can be manufactured at high millimeter and terahertz frequencies, where currently are not any
commercially available. This is an open challenge as existing manufacturing methods pose certain
limitations on the minimum dimensions that can be reliably made.
Finally, from the study presented in Chapter 7, an equivalent circuit model could be derived to
take into account the surface impedance of the cavity walls. This approach would eliminate the
need for complicated electromagnetic analysis since the resonant behaviour of the cavity can be
determined solely by the equivalent circuit model. Moreover, by expanding the results presented in
this work, coupling with an array of lossy cavities resonators can be investigated. This may help
to better understand coupling mechanisms in metamaterials and plasmonic nanostructures, where
usually their constituents are resonant elements.
In general, the components investigated in this thesis from an electromagnetic perspective, can
also be studied in terms of their thermal behaviour. Specifically, the holey metasurface introduced
in Chapter 5, could be used for improved cooling in temperature sensitive systems, whereas the bed
of nails structure could be used as an efficient heat sink.
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