We maintain that the appropriate definition of submarkets depends on the use to which they will be put. For mass appraisal purposes, submarkets should be defined so that the accuracy of hedonic predictions will be optimized. Thus we test whether out-ofsample hedonic value predictions can be improved when a large urban housing market is divided into submarkets and we explore the effects of alternative definitions of submarkets on the accuracy of predictions. We compare a set of submarkets based on small geographical areas defined by real estate appraisers with a set of statistically generated submarkets consisting of dwellings that are similar but not necessarily contiguous. The empirical analysis uses a transactions database from Auckland, New Zealand. Price predictions are found to be most accurate when based on the housing market segmentation used by appraisers. We conclude that housing submarkets matter, and location plays the major role in explaining why they matter.
INTRODUCTION
There is some agreement that housing markets are composed of a set of submarkets.
Such submarkets are usually defined in terms of geographical areas or the physical characteristics of the dwellings. When spatial dimensions are used, housing market segmentation can rely on pre-existing geographic or political boundaries (Schnare and Struyk, 1976; Goodman and Kawai, 1982; Adair et al., 1996) or spatial partitions based on socio-economic or environmental characteristics (Schnare, 1980; Galster, 1987; Harsman and Quigley, 1995) . Another way of delineating submarkets in spatial terms is offered by Palm (1978) . She argues that information constraints and search costs may segment an urban housing market into different submarkets. Thus, Palm (1976) and Michaels and Smith (1990) investigate submarkets delineated by real estate agents. The use of physical characteristics of dwellings to define housing submarkets has been on the basis of the number of rooms (Schnare and Struyk, 1976) , lot and floor area (Bajic, 1985) , or the type of property, such as detached versus attached (Allen et al., 1995; Adair et al., 1996) . Some researchers have used statistical techniques to define housing submarkets. Dale-Johnson (1982) uses factor analysis on 13 variables, and extracts five factors that are used to define 10 submarkets. Maclennan and Tu (1996) investigate the structure of housing submarkets in Glasgow. They use principal component analysis to identify the individual variables that explain the highest proportion of the variation in the data. These variables are then used as the basis for cluster analysis, which in turn defines their submarkets. Goodman and Thibodeau (1998) use hierarchical methods to define submarkets in a study that focuses on the role of school districts in Dallas. Bourassa et al. (1999) use principal component analysis and cluster analysis to form housing submarkets for Sydney and Melbourne, Australia.
The structural stability across hedonic equations for assumed or statistically defined submarkets is tested in several studies (Dale-Johnson, 1982; Rothenberg et al., 1991; Bourassa et al., 1999) , but the focus on the prices of characteristics (as is the case when hedonic models are used) rather than the characteristics themselves may not be the best way to test for submarkets. If the focus is on the practical applications of housing submarkets, however, then the hedonic approach is appropriate. This paper focuses on such applications. More specifically, we examine whether the recognition of submarkets can improve the reliability of out-of-sample hedonic predictions for a large housing market.
Automated valuation models, usually multiple regression or hedonic models, are increasingly being implemented for mass appraisal and mortgage underwriting (Mark and Goldberg, 1988; Hamilton, 1998; Pace and Gilley, 1989) .
1 These methods permit a rapid, cost-effective and objective valuation of a property or a portfolio of properties and are being used in several countries (such as the U.S., the U.K., Canada, the Netherlands, and Switzerland). The multiple regression models that are used should provide price estimates that are as accurate as possible. In this context it is important to examine whether a given housing market should be considered as a whole, or whether a market should be considered as a set of submarkets.
For the purpose of examining whether out-of-sample valuations are improved when submarkets are considered, we use data pertaining to dwelling sales in the city of Auckland, New Zealand, in 1996. Two sets of housing submarkets are considered. First, we use the "sales groups" defined by real estate appraisers. There are 34 sales groups consisting of small geographical areas. Second, we use principal component analysis and cluster analysis to define submarkets. Factors are extracted from the variables using principal component analysis. Factor scores are calculated and cluster analysis is applied to those scores to construct housing submarkets. Then we estimate hedonic equations for the city as a whole and for each submarket and we evaluate the accuracy of out-of-sample predictions. The analyses are performed both with and without controlling for spatial dependence.
The paper is organized as follows. We next present a conceptual framework for housing market segmentation (section 2). In sections 3 and 4, respectively, the data and method are discussed. Section 5 contains the results, while section 6 provides our conclusions.
A CONCEPTUAL FRAMEWORK FOR HOUSING MARKET SEGMENTATION
The typical approach to analyzing housing market segmentation involves estimating hedonic equations for various assumed or defined submarkets and then testing for structural stability across those equations (Rothenberg et al., 1991) . This method is based on a definition of submarket that relies on the concepts of substitutability and equilibrium. Substitutes are pairs of goods or services having the property that an increase in the price of one results in an increase in demand for the other. Pairs of goods or services with similar characteristics are more likely to be close substitutes than pairs with dissimilar characteristics. In equilibrium, prices of characteristics are assumed to equalize across substitutes. Prices are consistent within submarkets because submarkets contain close substitutes. However, it is possible that quite different dwellings could have similar hedonic functions yet not be substitutes. That is because the hedonic method focuses on the prices of characteristics rather than the existence or quantity of those characteristics.
A focus on hedonic prices is appropriate, however, if the aim is to segment housing markets for the purposes of automated valuation, either for property taxation or mortgage underwriting purposes. In this case, the market is divided into segments, and the sale prices and characteristics of the properties that did transact within a given segment are used to estimate hedonic equations, which in turn are used to estimate values for the properties that did not transact. The aim is not necessarily to define relatively homogeneous submarkets consisting of substitutable dwellings, but rather to segment the market in a way that allows for more accurate estimates of house values. These two goals may, in fact, be in conflict. For example, as a market is segmented into smaller and smaller (and more homogeneous) submarkets, the hedonic prices are estimated less precisely due to the inverse relationship between sample size and standard errors. Also, as a market is segmented into more homogeneous submarkets, variability in the hedonic characteristics will decrease and, consequently, some variables will drop out of the equation. However, if these equations are used to estimate prices for properties that did not transact, and there is more variability in the characteristics of those properties than in the characteristics of the properties that did transact, then the estimates will be inaccurate for some properties. This is a real problem because the number of properties that transact in a given time period is likely to be small relative to the number that do not transact, implying that the latter group will have more variability than the former. The general conclusion is that too much homogeneity may not be a good thing in practice.
In a recent paper, Bourassa et al. (1999) (Goodman and Dubin, 1990 ). Goodman and Dubin use the J test to compare a naïve north/south stratification with a more meaningful city/county fitted hedonic equations may do a poor job of estimating values of properties that did not transact. For example, the properties that transacted may differ significantly from those that did not Haurin, 1997, 1998 We hypothesize that a number of considerations will affect the predictive accuracy of hedonic equations estimated in this way. First, the method used to define submarkets will be important. We experiment with two definitions of submarkets, spatial and aspatial. If the well-known real estate dictum is correct and location is of prime importance, then geographically defined submarkets will perform best. Second, the definition of the sample used for estimation purposes will affect sample size and the variability of the data, both of which may affect the precision with which the hedonic equations are stratification and find that the latter dominates the former. In most cases, however, neither of the alternatives is naïve and, consequently, neither classification is likely to dominate the other. As a simple test of this, we compared a detached versus attached dwelling stratification with two submarkets defined using principal component and cluster analysis. Neither stratification dominated the other. In this case, each contained significant information not contained in the other. 3 Thus, in practice, it may be desirable to employ a sample selection bias correction technique such as that employed by Gatzlaff and Haurin. We do not need to use such a technique in the empirical analysis presented here because the sample of transactions is a random sample of our entire data set.
estimated. We experiment with two primary definitions of the sample: one includes transactions for all residential property types and the other includes transactions for detached dwellings only. Third, greater detail in the descriptive variables should improve the accuracy of predictions assuming that additional variables are not collinear with variables already included in the model. We test for this by expanding the list of variables for a subset of the detached dwelling sample.
DATA
The main source of data for this study is the official database of all real estate transactions in New Zealand. We use data pertaining to residential real estate, more specifically to "dwelling houses of a fully or semi-detached style situated on their own clearly defined piece of land" (hereafter referred to as detached dwellings) and "residential ownership home units which may be single or multi-story and which do not have the appearance of dwelling houses" (hereafter attached dwellings). We focus on sales for these two categories of residential properties in the city of Auckland in 1996. A total of 8,421 transactions were retained for the analysis: 5,716 sales of detached houses, and 2,705 sales of attached houses. 4 The database contains the date of sale, the sale price, and such information as: exact location, floor area, age, wall material and condition, and quality of the principal structure. The land area is provided for 65% of the detached dwellings, but none of the attached units. The detached units for which no land area is provided are generally "cross-leased", which means that the land is owned collectively by the owners of the dwellings on that site. The collective owners lease a fraction of the land to each individual owner for a "peppercorn", or nominal, rent. 5 Some attached units 4 A sale was removed from the sample if it fell into one of the following categories: (a) the property had a land area larger than 0.25 hectares (this excluded properties that may have been sold primarily for redevelopment purposes); (b) the property had a floor area either less than 30 square meters (probably due to an error in data entry); or (c) the transaction was flagged as not being "arm's length". 5 Cross-leasing is a simplified form of condominium ownership. There is no condominium association or dues or formal arrangement for maintenance of common are also cross-leased, but most are "strata-titled"-that is, are condominiums. For all such cross-leased or strata-titled dwellings, we set land area equal to zero and set a dummy variable equal to one. For a large proportion of detached houses (4,880 properties), supplementary information used for mass appraisal purposes is available.
These data include important characteristics such as water views, and the quality of landscaping and of the neighborhood. For the dependent variable in our hedonic models we use the sale price net of the value of any chattels (transformed as indicated below).
For the purposes of defining submarkets, we also use census data. The census is conducted in New Zealand every five years, and the data used in this study are from the census conducted in 1996, which is the year in which the transactions occurred. Each property in the database was assigned to a census "area unit" using a geographic information system (GIS). For each area unit, the following information was extracted and calculated: the densities of population and dwellings, homeownership rate, median household income, percentage of people receiving income support, average rooms per house, percentage unemployed, as well as ethnic composition.
The use of GIS also allowed the data set to be supplemented with the measure of the Euclidean distance between each property and the central business district (CBD).
Dwellings have been geo-coded using street addresses that provide location with a general accuracy of plus or minus 20 meters. [Insert Table 1 about here] property. Instead, all owners participating in a cross-lease must abide by the ad hoc decisions of owners of a majority of the units. Peppercorn rents are on the order of 10 cents per year and are typically not collected.
METHOD
As noted above, it is not possible to directly test our ideas by using transacted properties as a sample of all properties due to the simple fact that market prices are not observed for properties that do not transact. Nevertheless, we are able to undertake a useful empirical study by using part of the transactions data to estimate values for the rest of the data.
We consider two sets of submarkets: a spatial classification that is used by government appraisers in New Zealand and a statistically generated aspatial classification. The first classification consists of 34 submarkets known as sales groups.
6
The sales groups are geographical areas considered by appraisers to be relatively homogeneous.
Our statistically derived submarkets are constructed as follows. We use principal component analysis to extract orthogonal factors from the characteristics of the properties, including the physical characteristics of the properties, the distance from the CBD, and demographic and socioeconomic characteristics of the areas in which the properties are located drawn from the census. The components that jointly account for at least 80% of the variance are retained, and for interpretation purposes, these components are rotated using a VARIMAX procedure. By VARIMAX rotation, the new principal components and the factor scores calculated on these components remain uncorrelated, which meets the requirement of using only non-collinear variables for cluster analysis.
Factor scores are then used in cluster analysis to construct homogeneous submarkets.
There is no requirement that submarkets consist of spatially contiguous dwellings.
The number of clusters is initially set to equal the number of spatial submarkets (34).
As concluded by Afifi and Clark (1990) , if the number of clusters to be grouped is known, a particularly appropriate method of clustering is the K-means method of MacQueen (1967) . Therefore, a version of K-means clustering, for which the metric is squared Euclidean distance between cluster centroids, is used in this study. When a 34-6 Sales groups containing island properties were excluded from the analysis, and three central sales groups were combined because they had a relatively small number of transactions involving detached dwellings.
cluster solution is considered, however, some clusters contain very few observations, which would make it impossible to estimate hedonic equations for these submarkets.
Therefore the cluster analysis was completed again with the constraint that the number of observations within each cluster should be equal to or greater than 50. This yielded 18
submarkets for the first sample, 15 for the second, and 14 for the third.
We note that the statistical method does not necessarily generate submarkets that are in some sense "superior" to the spatial ones defined by appraisers. Although our method explicitly takes into account numerous characteristics of the housing stock, the cluster analysis procedure implicitly gives equal weight to each of the factors defined by principal component analysis. However, it seems likely that some factors are more important than others, and an argument could be made that location captures many of the important factors. Thus geographical areas may well conform to the ideal sense of submarket more precisely than do aspatial groupings defined statistically with respect to multiple dimensions. By the same logic, excluding some non-locational factors from the cluster analysis may improve the results for the statistically generated submarkets.
As the purpose of this paper is to examine the usefulness of submarkets in an automated valuation context, we first consider a single market scenario, with one hedonic equation. We then estimate a single hedonic model with dummy variables for the sales groups. Such a procedure accounts for intercept differences across sales groups. To permit both the intercepts and slopes to vary, we then estimate hedonic models for each of the 34 sales groups. Finally, we perform hedonic regressions for the statistically defined housing submarkets. These analyses are conducted on each of the three samples of data.
To perform the hedonic regressions, 80% of the available transactions in each sample were used, the remaining observations being retained for out-of-sample testing.
Transactions were divided into the two groups on the basis of random numbers. In reality, the sample of transacted properties would be a much smaller percentage of all properties and would not be a random sample. Consequently, the sample of transactions should be less representative than is the case with our experiment.
We employ both theoretical and empirical considerations in specifying the model.
Both land area and floor area are expressed as natural logarithms due to the likelihood of diminishing returns as, ceteris paribus, the values of those variables increase in size.
Distance to the CBD is also specified in logarithmic terms in view of the theory and empirical evidence that supports that relationship (see, e.g., Mills and Hamilton, 1994) .
The dependent variable, house value, was also transformed into its natural logarithm as a means for making its distribution more normal, which in turn helps to normalize the distribution of the error term, a desirable characteristic for ordinary least squares estimators (see, e.g., Kennedy, 1994) . The relationship between the value and age of the dwelling is expected to follow a U-shaped curve, because very old houses can earn a premium due to their historic character and distinctive neighborhoods. Consequently, both the age of the dwelling and the square of age were included in the model. Quarterly time dummy variables were also added to the models. A number of other variables that consistently failed to contribute any explanatory power to the estimated equations were omitted.
For the citywide market and for each submarket, we estimate a hedonic regression and then use the estimated coefficients for out-of-sample prediction. For each out-ofsample prediction, we compute the absolute difference between the estimated value of the property and the actual sale price. We then calculate the percentage of differences that are within 10% and 20% of the sale prices. This is done for each of the three samples for the citywide equation with and without dummy variables for the sales groups, for the sales groups, and for the statistically generated submarkets. Then we repeat each set of predictions while controlling for spatial dependence. We adjust each prediction by the average residual for the neighborhood in which the property is located. For this purpose, we define the neighborhood to be the valuation roll, which is an area consisting of approximately 1,000 properties. Sales groups typically contain multiple valuation rolls. 7 Adjusting for spatial dependence using the average residuals for sales groups yielded similar results. [Insert Tables 2 and 3 here]
RESULTS

Hedonic Pricing Models
The signs of the coefficients are as expected. For Sample 1, the dummy variable for detached dwellings is positive and significant at the 10% level or better, indicating that the sale price of detached units is higher than that of attached units. For housing physical characteristics, the logarithms of land and floor area are positively related to sale price, as is the square of the age of the property. Age itself is negatively related to the sale price, confirming the hypothesized U-shaped relationship between price and age. The quality and condition of the properties are also important. As expected, the logarithm of distance to the CBD is negatively related to sale price and is highly significant. The quarterly dummy variables suggest a seasonal decline in house prices during the winter, which is typical in Auckland.
The expanded variable set used with the third sample indicates that a water view is important in Auckland. The sale price is approximately 10% higher when there is such a view. Good landscaping, the number of attached garages, and to a lesser extent, a driveway, significantly affect dwelling prices. The quality of the neighborhood is very important, and higher quality levels are associated with higher prices. Without controlling for sales group membership (which allows the sales group variables to capture part of the variation in neighborhood quality), a property with high quality neighboring properties would be valued an average of 38% more than the same property with poor quality neighbors. [Insert Table 4 about here]
Out-of-Sample Percentage Prediction Errors
The inclusion of sales group dummy variables in the overall hedonic equations improves accuracy (at the 20% level) by about 10 to 15 percentage points. In the context of the use of submarkets in automated valuation, this result suggests that the sales group dummy variables capture important locational differences, such as socio-economic characteristics, that are important in predicting dwelling values. Not surprisingly, the addition of the sales group dummies benefits Sample 3 the least because additional locational variables, such as neighborhood quality, are already included in the estimations. However, the three samples have virtually the same level of accuracy for this specification.
When hedonic equations are estimated for individual sales groups, the results are about the same as for the citywide equations with sales group dummies. However, in this case, the accuracy of the predictions declines somewhat with sample size, consistent with our hypothesis.
The statistically defined submarkets do not perform as well as those based on the sales groups, with reduced accuracy of between five and seven percentage points. The superior performance of the models based on sales groups suggests that location is of prime importance when estimating hedonic equations for prediction purposes. This in turn suggests that the statistically defined submarkets might produce better results if they were formed by clustering locational factors rather than all factors. Details of the factors identified for Sample 1 are shown in Table 5 . The factor patterns for Samples 2 and 3 are similar to that for Sample 1, except for the fact that additional variables are available for Sample 3. Experiments indicated that the best results are obtained when the cluster analysis is based on only the two most important factors for each model. 8 These factors load heavily on locational variables, namely distance from the CBD and characteristics of neighborhoods derived from the census. The results in the fifth line of Table 4 show the improvements in predictive accuracy obtained by defining submarkets in this manner.
Although the results are generally not quite as good as when the sales groups are used, they are consistent with the idea that location is the single best criterion to use when defining submarkets.
[Insert Table 5 about here]
When results are adjusted for spatial dependence, the improvement in the proportion of predictions within a given percentage of sale price is greatest for equations which do not account for location or which account for location rather broadly. Improvements are in the seven to ten percentage point range for the citywide equations, while they are rather trivial for the citywide equations with sales group dummy variables and for the separate sales group equations. A similar pattern emerges for statistically defined submarkets: little improvement is obtained by adjusting for spatial dependence when submarkets are based on the two most important factors that are themselves locational in nature. These results underscore our conclusions regarding the importance of geography in delineating submarkets for mass appraisal purposes.
CONCLUSIONS
We start with the premise that the evaluation of alternative definitions of submarkets depends on the purpose for which the submarkets are constructed. If the purpose is to group close substitutes, then we argue that attention should be paid primarily to the characteristics of properties. On the other hand, if the aim is mass appraisal, then a focus on hedonic prices is warranted. In the latter case, the objective is to segment the market in a way that allows for accurate estimates of house values.
Using a sample of sales transactions from Auckland, New Zealand, we have demonstrated that housing submarkets defined as small geographical areas have more practical utility than submarkets defined using statistical techniques that disregard spatial contiguity. Adjusting for spatial dependence results in better predictions in most cases, although the degree of improvement depends on the level of spatial aggregation in the model. Not only do submarkets matter, but geography is what makes them matter.
"Location, location, location" is not just a tired dictum. Moreover, our conclusions underscore the value of the practical knowledge of appraisers.
The broader implication of our results is that established neighborhood or other urban boundaries probably define suitable submarkets for mass appraisal purposes. In other words, it is probably not useful to employ elaborate statistical methods to define submarkets. However, such techniques may be useful in combining small geographical areas into larger areas for more basic research on the internal structure of cities. For example, such an approach could be employed to shed light on neighborhood patterns and dynamics. Note: The symbols *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively. 
