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Inﬂuence diagrams and decision trees represent the two most common frameworks for
specifying and solving decision problems. As modeling languages, both of these frame-
works require that the decision analyst speciﬁes all possible sequences of observations
and decisions (in inﬂuence diagrams, this requirement corresponds to the constraint that
the decisions should be temporarily linearly ordered). Recently, the unconstrained inﬂu-
ence diagram was proposed to address this drawback. In this framework, we may have a
partial ordering of the decisions, and a solution to the decision problem therefore consists
not only of a decision policy for the various decisions, but also of a conditional speciﬁcation
of what to do next. Relative to the complexity of solving an inﬂuence diagram, ﬁnding a
solution to an unconstrained inﬂuence diagram may be computationally very demanding
w.r.t. both time and space. Hence, there is a need for efﬁcient algorithms that can deal with
(and take advantage of) the idiosyncrasies of the language. In this paper we propose two
such solution algorithms. One resembles the variable elimination technique from inﬂuence
diagrams, whereas the other is based on conditioning and supports any-space inference.
Finally, we present an empirical comparison of the proposed methods.
 2008 Elsevier Inc. All rights reserved.1. Introduction
The two must common languages for graphical representation of decision problems are decision trees and inﬂuence dia-
grams [5,13]. Both of these languages share the virtues that they have a very simple syntax and semantics, making themwell
suited for human speciﬁcation as well as computer calculation. Decision trees have a very high expressive power. However,
as the size grows exponentially with the number of decision and observation variables, they are badly suited for representing
complex decision problems. Inﬂuence diagrams on the other hand give a very compact representation, which does not in-
crease more than quadratically in the number of variables in the decision problem. To be able to represent a decision prob-
lem as an inﬂuence diagram, the problem has to meet certain constraints, and the most restrictive is that the problem must
be symmetric. In short, this means that all decision variables are considered and all observations are taken, and the obser-
vations and decisions are temporarily linearly ordered.
Unconstrained inﬂuence diagrams [9] is a language very close to inﬂuence diagrams. The main difference is that they do not
require a linear temporal order of the decisions and observations. We shall use the abbreviation ID for inﬂuence diagrams
and accordingly UID for unconstrained inﬂuence diagrams. UIDs represent a language, which in a very compact way can. All rights reserved.
+45 99409798.
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solution to the decision problemmay be very complex. Contrary to IDs [7,2], a solution for a UID not only includes an optimal
policy for the various decisions, but also a conditional speciﬁcation of what decision to choose next.
The basic computational structure for establishing an optimal strategy is a so-called normal form S-DAG, which is a struc-
ture supporting a large set of strategies among which at least one is optimal. Given the normal form S-DAG, there are basi-
cally two approaches to ﬁnding an optimal strategy. One is to perform variable elimination similarly to the solution methods
for IDs, and the other is to simultaneously solve and unfold the S-DAG into a decision tree. We will show how the latter
method supports an any-space algorithm, and we present experimental results comparing both approaches.
2. The representation language
The following two sections are extracts of what can be read elsewhere, e.g. [8].
We start by considering an everyday situation [4]: we would like to buy a used car, but only if it is in a satisfactory con-
dition. We cannot observe the real state of the car (C) directly, but we can get some information I by just looking at the car.
We may also obtain additional information by performing some tests (tA and tB) before we decide whether to buy. For sim-
plicity, we assume all variables to be binary.
The tests can be performed in any order, so to represent this decision problem as an inﬂuence diagram we need to intro-
duce two (artiﬁcial) decision variables, Test1 and Test2, representing the decisions on the ﬁrst and the second test, respec-
tively. Both variables have the states tA, tB, and no-test. Similarly, we introduce two chance nodes O1 and O2 to represent
the outcomes of the two tests (see Fig. 1).
In the used car buyer problem, you have the freedom of choosing the order of the two decisions. However, as the ID
framework does not support this freedom, it is hidden in the speciﬁcation of the state spaces. A more natural representation
would be to have the two test options represented directly. This is done in Fig. 2, where we furthermore represent the ob-
servable chance nodes explicitly: a double-circled chance node indicates that the node can be observed when all its preced-
ing decisions are taken. For example, I does not have any preceding decisions so it may be observed at any point in time. But
e.g. OA is preceded by TestA? so it can be observed only after TestA? has been decided upon. In this model we have dropped the
requirement of the decisions being temporarily linearly ordered and left the sequencing as a part of the solution to the
problem.
Looking at Fig. 2 itmay seem that we have to analyze all possible sequences of observations and decisions in order to estab-
lish a solution. However, as the expected utility (EU) can never increase by delaying a ‘‘cost free” observation, it is sufﬁcient to
consider sequences starting with observing I. For the same reason, OA and OB shall be observed immediately after the corre-
sponding test decision has been taken. Finally, consider the sequence hI,TestA?,OA,Buy?,TestB?,OBi. As Buy? and TestB? can be
commuted without affecting the expected utility, it is equivalent to considering the sequence hI,TestA?,OA,TestB?,Buy?,OBi.
Again, EU is not decreased if OB is moved immediately to the right of TestB?, and we get a sequence ending with Buy?. In sum-
mary, our sequencing options have been reduced to the ones illustrated in Fig. 3.
From the structure of Fig. 3, we can infer that solving the decision problem boils down to solving two inﬂuence diagrams,
one for each of the two paths. The only thing left to resolve is to determine which path to follow as a function of the value of I.
This is done as follows: Let rA(I) and rB(I) be the optimal policies for the ﬁrst decision in the two inﬂuence diagrams, and letFig. 1. An inﬂuence diagram representation of the buy-a-used-car example. The Test-nodes have three options, tA, tB and no-test. The O nodes have ﬁve
states, posA, posB, negA, negB, and no-test. The arc O1? O2 indicates that repeating a test will give identical results. No forgetting is assumed. For example, I,
Test1, are known together with O1 when deciding on Test2.
Fig. 3. A directed graph representing the possible optimal temporal sequences of observations and decisions for the used can buyer example. After
observing I we should decide on the initial test, and in the end we must decide on Buy?
Fig. 2. An unconstrained inﬂuence diagram representation of the buy-a-used-car example. A double circled chance node can be observed when its
preceding decision nodes have been decided upon. TestA? has the states yes and no, and OA has the states posA, negA, and no-test. Similarly for TestB? and OB.
K.S. Ahlmann-Ohlsen et al. / International Journal of Approximate Reasoning 50 (2009) 153–173 155EUA(I) and EUB(I) be the expected utilities of following these policies. For any state i of I we compare EUA(i) and EUB(i) and
choose the initial action of the model with maximal expected utility.
Next, consider a slightly more complex example. A patient may suffer from two different diseases (D). There are two pos-
sible tests, TA and TB, and each disease has a speciﬁc treatment Tr1 and Tr2. After each treatment, the new state of the disease
is observed (the O-nodes). In Fig. 4, the decision problem is represented graphically.Fig. 4. An unconstrained inﬂuence diagram for a problem with two tests and two treatments. D1 and D2 represent the disease-situation after treatments,
and D0 represents the ﬁnal situation.
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not include information about temporal orders it is rather tricky to squeeze the decision problem into the ID straight jacket.
All possible sequences would have to be represented explicitly in the inﬂuence diagram.
Deﬁnition 1. An unconstrained inﬂuence diagram (UID) is a directed acyclic graph (DAG) over decision nodes (rectangular
shaped), chance nodes (circular shaped), and utility nodes (diamond shaped). Utility nodes have no children. There are two
types of chance nodes, observables (doubly circled) and non-observables (singly circled). Non-observable chance nodes do not
have decision nodes as children.
The quantitative speciﬁcation for a UID is similar to the speciﬁcation for IDs: conditional probabilities and utility func-
tions. We add the convention that each decision variable D has a cost. If this cost only depends on D, it need not be repre-
sented graphically, and the cost function is then attached to D. We say that a UID is instantiatedwhen the structure has been
extended with the required quantitative speciﬁcation, i.e., probabilities and utilities.
The semantics of a UID is similar to the semantics of an ID. A link into a decision node represents temporal precedence; a
link into a chance node represents causal inﬂuence; a link into a utility node represents functional dependence. We assume
no-forgetting: at each point in the decision process the decision maker remembers all previous decisions and observations.
An observable can be observed when all its antecedent decision variables have been decided upon. In that case we say
that the observable is free, and we release an observable when the last decision in its ancestral set is taken. Notice that
observing a free variable is cost free. This does not cause a problem; if an observation has a cost, observing it needs to be
decided, and it then has to be modeled as a test decision.
The structural speciﬁcation yields a partial temporal order. The partial temporal ordering for the previous example was
very simple, but this is rarely the case. For illustration we will in the following use the partial temporal ordering given in
Fig. 5.
If a partial ordering is extended to a linear ordering we get an inﬂuence diagram. Such an extension is called an admissible
ordering.
3. Strategies and S-DAGs
A strategy for a UID is more complex than in the case of IDs. In principle we look for a set of rules telling us what to do
given the current information, where ‘‘what to do” is to choose the next action as well as choosing a decision option if the
next action is a decision.
A solution method could be to unfold the UID to a decision tree and compute an optimal strategy. However, this is unnec-
essarily complex. Structural analysis as performed above on the buy-a-used-car example can reduce the number of scenarios
to consider substantially. For this purpose we construct a strategy-DAG (S-DAG). An S-DAG is a directed acyclic graph repre-
senting possible conditional orderings of the variables, including the optimal one. The S-DAGmay then be unfolded to a deci-
sion tree or it may be used for variable elimination, analogous to variable elimination for IDs.
Notation. Let C be a UID. The set of decision variables is denoted DC, the set of observables is denoted OC. Let X#DC [ OC
be a set of variables; spðXÞ denotes the set of conﬁgurations overX (ignoring order). The partial temporal order induced byC
is denoted C. When obvious from the context we avoid the subscript.
Deﬁnition 2. Let C be a UID. An S-DAG is a directed acyclic graph R. The nodes are labeled with variables fromDC [ OC such
that each maximal directed path in R represents an admissible ordering of DC [ OC. For notational convenience we add two
unary nodes labeled source and sink. source is the only node with no parents and sink is the only node with no children.
Source contains all the initially free chance variables, and sink contains all the chance variables which are never observed
(both nodes may be empty).
Consider the partial temporal order in Fig. 5. Fig. 6 shows an S-DAG for a UID with this partial order.Fig. 5. An example partial temporal ordering from a UID.
Fig. 6. An S-DAG for the partial order in Fig. 5. The steps are explained in Section 4.
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S-DAG R. The past of X (denoted Past(X)) is the union of labels of X and its ancestors. The union of labels of X’s children is
denoted ch(X). A step-policy for X is a function r: sp(Past(X))? ch(X), where sp(Past(X)) denotes all possible conﬁgurations of
the variables in Past(X). If X has only a single child, then the step-policy is trivial. For example, a step-policy for the O2 node
between ‘‘Step 5” and ‘‘Step 4” in Fig. 6 could be ‘‘if O2 ¼ o21 then D6 else D5”.
A step-strategy for C is a couple ðR;SÞ, where R is an S-DAG for C and S is a set of step-policies, one for each node in R
(except for sink).
A policy for X is an extension of a step-policy, such that whenever the step-policy yields a decision variable D, then the
policy yields a state of D. A strategy for C is an S-DAG together with a policy for each node. A policy for the O2 example above
could be ‘‘if O2 ¼ o21 then D6, and if O1 ¼ o13 then D6 ¼ d62, else . . .”.
Fig. 7. Examples of merging nodes in an S-DAG.
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inition is unnecessarily complex we shall take the easy way: any strategy D for a UID can be folded out to a strategy tree.
Following the policies inDwe construct a tree, where all root-leaf paths represent admissible orderings. The expected utility
of a strategy tree is deﬁned as for decision trees, and the expected utility of a strategy is the expected utility of the corre-
sponding strategy tree.
A solution to a UID is a strategy of maximal EU. Such a strategy is called optimal.
4. The normal form S-DAG
We wish to construct an S-DAG which is guaranteed to contain an S-DAG for an optimal strategy. To be on the safe side,
you could let the S-DAG contain all possible admissible orderings. However, this will most likely be intractable. Instead you
can reduce the S-DAG by exploiting the following two observations:
(1) The expected utility can never increase by delaying an observation.1 So, we need not have a path on which a decision
variable is placed before an already free observation.
(2) As two maximizations (summations) over ﬁnite variables are commutable, a sequence of variables of the same type
can be commuted without changing the EU. So, a sequence of consecutive variables of the same type can be charac-
terized as a set rather than a sequence.
Due to observation 2 we let the labels of the nodes be sets (represented by calligraphic letters, e.g. X, Y, and Z) rather
than single variables. When it causes no confusion we will not distinguish between a node and its label, and when the label
consists of one variable, we avoid talking about it in set terms. In general, we will use calligraphic letters to denote nodes in
an S-DAG. With this convention, the labels of nodes are sets of variables of the same type, and we classify them as decision
nodes and observation nodes.
Deﬁnition 3. The set of admissible orderings of an S-DAG is the set of sequences of variables that can be obtained by following
the directed paths from source to sink.
Two admissible orderings yield the same EU if they only differ in the order of neighboring nodes of the same type. We
shall call such orderings equivalent, and our concern is the set of equivalence classes represented in an S-DAG. In order
not to obscure terminology, we do not distinguish between an admissible order and its equivalence class.
Deﬁnition 4. Two S-DAGs are equivalent if their corresponding sets of admissible orderings are identical.
By letting sequences of variables of the same type be represented as sets, it is sometimes possible to merge nodes in an
S-DAG, thereby obtaining a smaller equivalent representation. Examples are given in Fig. 7.1 Recall that observations are cost free.
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ables (you cannot take out the spark plugs before you have opened the motor hood). In this case we allow the two decision
variables to be placed in the same node, and since it does not affect the expected utility we also allow them to be commuted.
Deﬁnition 5. An S-DAG is minimal if no consecutive nodes can be merged without changing the set of admissible orderings.
Deﬁnition 6. Let  be a partial order induced by the UID C, let r be an admissible ordering, let O be an observation variable,
and let D be O’s immediate decision predecessor in r. O is misplaced if D § O.
Note that due to observation 1 any UID has an optimal strategy without misplaced observations. We aim at constructing
an S-DAG containing exactly all admissible orderings without misplaced observations.
Deﬁnition 7. Let C be a UID. A minimal S-DAG containing exactly all admissible orderings without misplaced observations
is a normal form S-DAG (NFS-DAG) for C.
The S-DAG in Fig. 6 is a normal form S-DAG for a UID with the partial ordering in Fig. 5.
Proposition 4.1. Let G be an S-DAG for the UIDC, and let G0 be a normal form S-DAG forC. Then the expected utility of an optimal
strategy for G0 is not smaller than the expected utility of an optimal strategy for G.
Proof. If the optimal strategy for G has no misplaced observations, it is a strategy in G0. If it has misplaced observations, it can
be improved. h
We state the following proposition without proof:
Proposition 4.2. Any normal form S-DAG has the following properties:
(1) All children (different from sink) of observation nodes are decision nodes.
(2) All children (different from sink) of decision nodes are observation nodes.
(3) A decision node has exactly one child.
(4) An observation node (different from source) has exactly one parent.
(5) Let the observation node O be a child of D; let D 2 D and O 2 O. Then D  O.
Lemma 1. Let D be a decision node in an S-DAG, and let O1 and O2 be parents of D. If O1 is a proper subset of O2, then any path
from source to O2 contains a misplaced observation.
Proof. Let D have the parents O1 and O2 such that O1  O2, and let D1 and D2 be their parents, respectively. If D1  D2, then
any O 2 O2 n O1 would be misplaced with respect to any D 2 D1 in D2. If D1 6 #D2, consider D1 2 D1 nD2. Then D1 must
appear in a D3 on any path from source to O2 (see Fig. 8). Consider O3 2 O3. Since O3 R O1 (as O1  O2), we have D1 § O3,
and O3 is misplaced. Finally, if D1 ¼ D2, then O 2 O2 n O1 is misplaced. h
Proposition 4.3. Let D be a decision node in a normal form S-DAG, and let O1 and O2 be parents of D. Then O1 6 #O2.
Proof. If O1 ¼ O2, then they can be merged, and if O1  O2, then according to Lemma 1 the S-DAG contains a misplaced
observation and cannot be minimal. h
Let D be a decision node with child O. The decision children of D are the children of O.
5. Construction of normal form S-DAGs
To exploit Proposition 4.3, we construct a normal form S-DAG by starting with sink and move backwards in time. If the
UID has n decision variables, the construction is performed in up to n + 1 steps starting by determining the set of possible last
decisions. At each step, we ﬁrst identify the set of possible preceding decisions, and afterwards the sets of observations re-
leased by these decisions are found and links are entered.Fig. 8. The situation with O1  O2 and D2#D1.
Fig. 9. The construction after Step 2.
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We start the construction by introducing the node sink and entering all non-observables to sink. Next, consider which
decisions may be the last decision. This is the decision variable D7. As D7 does not release any observations, we enter the
link (D7,sink). Next, we determine the set of decisions that may precede D7. These are D4, D5, and D6. These decisions release
the observations O4, {O4,O5}, and O6, respectively. As the observations released by D5 contain the observations released by D4,
Proposition 4.3 yields that D5 is not really an option. Hence, the situation is as illustrated in Fig. 9.
The nodes D4 and D6 are called the top nodes of Step 2, and the set of decision variables on the path starting in a top node
T and ending in sink are called the future of T.
In Step 3, we investigate whether top nodes from Step 2 have identical future. This is not the case, and we determine the
possible decision parents for each top node. After determining the released observations and entering links, we get the sit-
uation in Fig. 10.
In Step 4, we realize that the paths from the top nodes D6 and D4 to sink contain the same variables. The past of D6 and D4
must then also contain the same variables. This means that the decision options from source to D4 and D6, respectively, are
identical. In short, they have identical past, and they shall be given the same parents. We determine the possible decision
parents for each top node, determine released observations, enter links, and we get the situation in Fig. 6 indicated with ‘Step
4’.
In Step 5, we determine that the upper D5 and the upper D1 have common future, etc., and we get the situation indicated
with ‘Step 5’. In Step 6, the three upper top nodes have common future, and as D2  D3, the parent is D3. For the top node D3,
the possible parents D1 and D2 release the same observations, and the two decisions are merged into one node (thereby Step
7 has also been performed for the lower branch). In Step 7, we ignore D2  D3 and merge. The construction is ﬁnished by
adding possible free observations to source, and we get the S-DAG in Fig. 6.
Proposition 5.1. The construction results in a normal form S-DAG.
Proof. We shall prove that (1) no nodes can be merged, (2) there are no misplaced observations, and (3) all admissible order-
ings without misplaced observations are represented:
(1) No consecutive nodes are of the same type.
(2) When an observation node O with parent D is entered, none of O’s observations are misplaced. However, if D in the
next step is extended with a new decision variable D (that is, D does not release any observations at that step), then
some elements of O may be misplaced with respect to D. As D in step i + 1 does not release observations, then its
released observations must be a subset of O. In that case we could in step i have branched to D as well as D, but since
the observations released by D form a proper subset of O, then branching to Dwould have been refuted by Proposition
4.3.Fig. 10. The construction after Step 3.
Fig. 11. The situation for the proof of Proposition 5.1(3).
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hxi, . . .,xmi is represented, where xi is a decision variable. Let xj be the immediate preceding decision variable, and
let the subsequence start in the node D from the S-DAG with decision parents D1; . . . ;Dk (see Fig. 11).
As all temporal descendants of xj are included in the structure at D’s position, xj has been considered at that place dur-
ing the construction. If xj 2 D1, say, then the elements of O1 would be misplaced if they occur after xi in r, and they
cannot occur before xj. Hence the variables between xj and xi are exactly O1, and the subsequence hxj, . . .,xmi is repre-
sented. If xj is not a member of anyDq, then it has been refused in the construction due to Proposition 4.3, and from the
proof we infer that r must have a misplaced observation. h6. Solving an S-DAG with variable elimination
An S-DAG is solved in almost the same manner as an inﬂuence diagram [13,15,7,16,11]. Variables are eliminated in re-
verse order and when a branching point is met, the elimination is branched out. When several paths meet, the probability
potentials are the same, and the utility potentials are uniﬁed through maximization.
Using the method of Jensen and Vomlelova [9] this results in the following operations; all potentials are initially divided
into two sets, one that includes the probability potentials, U, and one that includes the utility potentials, W.
When eliminating a variable, N, the potential sets are modiﬁed in the following way. First we identify the sets2 TheUN  f/ 2 UjN 2 domð/Þg;
WN  fw 2 WjN 2 domðwÞg:It is from these sets that N is eliminated resulting in the potentials /N and wN. If N is a chance variable, then/N  
X
N
Y
UN;
wN  
X
N
Y
UN
X
WN
 
;
ð1Þwhere the notations
Q
U and
P
W denote the product of all probability potentials inU and the sum of all utility potentials in
W, respectively.
If N is a decision variable, then2/N  max
N
Y
UN;
wN  max
N
Y
UN
X
WN
 
:
ð2ÞFinally, the potentials that did not include N in their domains are joined with the potentials resulting from the elimination:U ðU nUNÞ [ f/Ng;
W ðW nWNÞ [ wN/N
 
:
ð3ÞWith the above procedure for eliminating a variable, it is now possible to eliminate variables along the branches of an S-
DAG; at branching pointsU andW are copied, so that the variable elimination can continue along each branch, and at points
where branches meet, the potentials in W are uniﬁed by means of max-combination:W max
X
W1; . . . ;
X
Wn
 n o
;where n is the number of branches that connect at a speciﬁed node in the S-DAG andWi is the setW of branch i. There is no
need to join sets of probability potentials, as their products are identical for each branch that meet in a point. This is due topotentials in UN are constant over N and the ﬁrst max-operation in (2) can therefore be replaced by any other operator ﬁxing the state of N.
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sum-marginalizations can be commuted, all the branches must give the same result, and an arbitrary set can be used for
the following marginalizations.
The procedure above determines the maximal expected utility of an optimal strategy, but is easily modiﬁed to also specify
an optimal strategy.
7. Solving an S-DAG by conditioning
The variable elimination (VE) algorithm solves a UID by eliminating the variables in reverse temporal order as speciﬁed by
the S-DAG. This approach may give rise to (at least) two potential problems. First of all, if the decision maker stops the algo-
rithm prematurely (due to time constraints), she would most likely be interested in a solution that at least covers the ﬁrst
decision in the UID. Unfortunately, the ﬁrst decision in the UID is also the last decision being visited by the VE algorithm.
Secondly, if a large part of the past is relevant for a particular decision we may end up with intermediate potentials that
are intractably large.
To address these problems, we may look for alternative solution methods. For example, rather than going in the reverse
temporal order, the UID may be solved by recursively ‘‘unfolding” the model into a decision tree using a depth-ﬁrst search
procedure. When a ‘‘call” returns to a chance node we simply add the returned value to any previous value associated with
that node, and when a ‘‘call” returns to a decision node we keep the existing value if it is larger than the returned value,
otherwise we keep the returned value. The probabilities for the decision tree may be found from the probability model
embedded in the UID; for the purpose of calculating the probabilities required by the decision tree, the UID can be treated
as a Bayesian network.
This algorithm has two potential advantages over VE: the algorithm starts with the ﬁrst decision, hence by devising an
appropriate heuristic function for estimating the expected utility at any node in the tree, we may get an any-time algorithm
that always returns a solution for the ﬁrst decision.3 Moreover, due to the way in which the tree is simultaneously expanded
and solved, we only need to store a single number for each variable in the UID including branch point decisions (disregarding
the space required for calculating the probabilities). Thus, we have a linear space algorithm for solving UIDs. The drawback of
this procedure is that the time complexity is exponential in the number of variables. In particular, by using the decision tree
framework as the underlying computational structure we are faced with complexity problems of at least the same magnitude
as when inﬂuence diagrams are unfolded into decision trees. This problem points towards another framework for organizing the
calculations: instead of working on the decision tree representation of the UID, we take outset in the corresponding S-DAG and
perform the search/conditioning in this structure; by conditioning we refer to the instantiation of the past of a node in the S-
DAG.
In what follows we describe a linear-space solution procedure, called S-DAG conditioning (SC), which follows the ap-
proach outlined above. The algorithm also incorporates a space efﬁcient algorithm for calculating the required probabilities,
and it will subsequently be extended with a cache that will effectively make it an any-space algorithm.4
7.1. Initializing the S-DAG structure
When performing S-DAG conditioning we ﬁrst initialize the S-DAG with the probability and utility potentials from the
UID: by traversing all paths from sink to source, a pointer from a node X to a potential is introduced if (i) the potential con-
tains a variable from X in its domain, and (ii) it has not been assigned to another node on the path between X and sink. We
shall use UX and WX to denote the probability potentials and the utility potentials assigned to node X; for each / 2 UX we
have domð/Þ#PastðXÞ [ fXg (similarly for each w 2 WX).
Note that based on the initialized S-DAG structure it is easy to verify that the maximum expected utility qDk for any deci-
sion node Dk (as also calculated by the VE algorithm) can be written as (see Fig. 12)3 Dev
4 TheqDkðPastðDkÞÞ ¼maxDk
X
WDk þ
X
Ck
PðCkjPastðDkÞ;DkÞ
X
WCk þ qDkþ1
h i !
; ð4Þwhere qDkþ1 is the maximum over the expected utility potentials fqD1kþ1 ;qD2kþ1 ; . . . ;qDlkþ1g for the children of Ck.
7.2. Performing S-DAG conditioning
In S-DAG conditioning we start in source and move towards sink following a depth ﬁrst search. Every time a new nodeX is
reached we iteratively consider all conﬁgurations over the variables in X and calculate their contribution to the expected
utility.
Assume now that the recursion has reached a decision node Dk and that the variables in PastðDkÞ are instantiated to
pastðDkÞ. In order to calculate the expected utility at Dk we should evaluateising such a heuristic function is a subject of ongoing research.
algorithm is inspired by the version of recursive conditioning for Bayesian networks introduced by Darwiche [3].
5 It is
Fig. 12. A partial S-DAG.
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WDk þ
X
Ck
PðCkjpastðDkÞ;dkÞ 
X
WCk þ qDkþ1
 
ð5Þfor each instantiation dk of the variables in Dk and select the maximum value (see Eq. (4)).
For the ﬁrst part of the expression above, we have that all variables down to Dk are instantiated, and
P
WDk is therefore
reduced from a sum of potentials to a sum of terms from the potentials inWDk . For the second part, consider the chance node
Ck following Dk. The chance variables in this node are marginalized out by evaluating (and summing together) the following
expression for each instantiation of Ck:PðckjpastðDkÞ;dkÞ 
X
WCk þ qDkþ1
 
: ð6Þ
As in (5), the operation
P
WCk is a sum of lookups in the original potentials. Moreover, the expected utility qDkþ1 is found by
taking the maximum of qD1
kþ1
; . . . ;qDl
kþ1
, where D1kþ1; . . . ;D
l
kþ1 are the children of Ck; each of these terms are evaluated in the
same way as (5).
The recursion stops at sink, and when the procedure returns to source we have the maximum expected utility of the UID.
From the description above we also see that we only need to store a single number for each node being visited, hence the
expression in Eq. (4) is reduced from (space consuming) operations on potentials to operations working on the ‘‘entry-level”
of the potentials. Thus, we have a linear space algorithm for solving UIDs (not including the space used for representing the
UID and the normal form S-DAG).5
7.3. Calculation of probabilities
The calculations above require the conditional probabilities PðckjpastðCkÞÞ, for all instantiations ck of Ck and for all k.
These probabilities can be calculated asPðckjpastðCkÞÞ ¼ Pðck;pastðCkÞÞP
ck
Pðck;pastðCkÞÞ :For the last chance node in an S-DAG the probability is given byPðcnjpastðCnÞÞ ¼
Q
UCn ðxnÞP
Cn
Q
UCnðxnÞ
; ð7Þwhere xn is the recorded instantiation of the potentials in UCn . By iterating over all the conﬁgurations of Cn and calculating
the numerator, the denominator can be found as the sum of the numerators. Thus, we do not need to calculate the denom-
inator separately. For the second last chance node Cn1 the probabilities are given byPðcn1jpastðCn1ÞÞ ¼
Q
Un1ðxn1Þ maxDn
P
Cn
Q
UnðxnÞ
 
P
Cn1
Q
Un1ðxn1Þ maxDn
P
Cn
Q
UnðxnÞ
  :
It is worth emphasizing that these calculations simply mimics the probability calculations done by variable elimination. Note
also that the maximization is vacuous, since the involved potentials are constant over the decision variables in question (see
Eq. (2)).
In general, the probabilities for Ck can be calculated (recursively) from the potentials assigned to Ck together with the
probability (the denominator) calculated at the previous step:PðckjpastðCkÞÞ ¼
Q
UkðxkÞ pkþ1P
Ck
Q
UkðxkÞ pkþ1
ð8Þwherepkþ1 ¼max
Dkþ1
X
Ckþ1
Y
Ukþ1ðxkþ1Þ   max
Dn
X
Cn
Y
UnðxnÞ: ð9Þstill an open problem how to avoid holding the full normal form S-DAG in memory.
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resembles updating steps (1) and (3) in the VE algorithm (except that this calculation should be done for all chance variables
due to the recursion).
From the above expression we see that the space required for calculating the necessary probabilities is linear in the num-
ber of variables.
The low space complexity is achieved at the expense of the time complexity of the algorithm: For each node in the S-DAG
and for each conﬁguration of its past, we calculate both the expected utility and the probability for that conﬁguration. Since
these calculations are performed without reusing previous results, all the expected utility calculations involve iterating over
all conﬁgurations and admissible orderings (bounded by the number of paths in the S-DAG) of the future variables for the
node in question; the same holds for the probability calculations except that the ordering is irrelevant. An upper bound on
the time complexity is therefore given by O(n  (nPath  exp(nDec + nObs + nHid) + exp(nObs + nHid))), where n is the num-
ber of nodes in the S-DAG, nPath is the number of different directed paths from source to sink, nDec is the number of decision
variables, nObs is the number of observable chance variables, and nHid is the number of unobservable chance variables.
7.4. Pseudocode for the S-DAG conditioning algorithm
The full SC-algorithm (described above) is summarized in Algorithms 1 and 2; Algorithm 1 handles the probability cal-
culations and Algorithm 2 implements the expected utility calculations.
Algorithm 1 marginalizes out chance and decision variables from the probability potentials. The most basic function is
LOOKUPPROB, which performs a simple lookup in the relevant probability tables according to the recorded instantiation (glob-
ally deﬁned). The functions SUMMARPROB and MAXMARPROB correspond to steps 1 and 3 in the VE algorithm (i.e., the ﬁrst part of
(1) and (2), respectively). In SUMMARPROB we calculate the probability of the recorded past for chance node C. The calculations
depend on whether C has any temporal successors: if no temporal successors exists (i.e., C is sink), then we can directly mar-
ginalize out C (lines 5–6). Otherwise we ﬁrst (recursively) eliminate the successor nodes before marginalizing out C (lines 8–
9). In MAXMARPROB, we exploit that the past of a decision variable D is independent of D. Thus, ﬁnding the probability
PðpastðDÞÞ basically amounts to picking an arbitrary state for D (line 1) and marginalizing out the variables in the future
of D (lines 2–3).
Algorithm 2 consists of four sub-functions. SUMMARUTIL andMAXMARUTIL perform the actual marginalizations of chance and
decision variables, respectively.6 The algorithm MAXCOMBUTIL performs maximization at branching points (which, according to
Proposition 4.2, are always chance nodes) and LOOKUPUTIL performs a simple lookup in the relevant utility tables according to the
recorded instantiation. Similar to SUMMARPROB, SUMMARUTIL considers two situations depending on whether C has any temporal
successors. If C is sink, then for each state of C we ﬁnd the relevant probability and utility by simply indexing the associated
tables (lines 6–7). On the other hand, if C is not sink, then for each conﬁguration of C we calculate the corresponding utility
(line 9) by combining the associated utility with the expected utility of the recorded instantiation (calculated recursively using
MAXCOMBUTIL); similar calculations are performed when ﬁnding the associated probability (line 11). Finally, the expected utility
of C is calculated (lines 12–13 and 15). The function MAXMARUTIL marginalizes out decision variables by keeping track of the
state having the highest expected utility (calculated recursively).Algorithm 1. Calculates required probabilities
SumMarProbðCÞ – Find PðpastðCÞÞ
Input: C – an S-DAG node containing chance variables
1: y the recorded instantiations
2: p 0
3: for all instantiations, c, of C do
4: record instantiation c
5: if C is sink then
6: p pþ LookupProbðCÞ
7: else
8: D a child of C
9: p pþ LookupProbðCÞ MaxMarProbðDÞ
10: un-record instantiation c
11: return p
MaxMarProbðDÞ – Find PðpastðDÞÞ
Input: D – an S-DAG node containing decision variables
1: Record any instantiation of the variables in D
2: C a child of D
3: p SumMarProbðCÞ
4: un-record the instantiation of variables in D
5: return p6 For notational convenience we assume that the algorithms are invoked on an NFS-DAG, which also guarantees that neighboring nodes will be of opposite
type (disregarding source and sink). The proposed algorithm can, however, easily be adapted to handle general S-DAG structures.
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Input: C – an S-DAG node
1: UC  the probability potentials associated with C
2: x the recorded instantiations of the potentials in UC
3: return
Q
UCðxÞ
Algorithm 1 (continued)8. S-DAG conditioning with cache
During S-DAG conditioning, we may perform the same calculations several times. For example, the calculation of the
maximum expected utility for a certain node X is independent of the ordering of the nodes in the past of X. Thus, if there
are several paths between source and X, then the maximum expected utility for X will be the same for each path.
In this section we address this issue by extending the conditioning algorithm with a cache that allows calculations to be
stored and reused, thus reducing the required number of recursions and thereby the runtime. Moreover, since we can control
the amount of space reserved for cache, it is possible to make an explicit trade-off between time and space.Algorithm 2. Determines the MEU for an S-DAG
SumMarUtilðCÞ
Input: C – an S-DAG node containing chance variables
1: y the recorded instantiations
2: eu, p, n, u 0
3: for all instantiations, c, of C do
4: record instantiation c
5: if C is sink then
6: u LookupUtilðCÞ
7: p LookupProbðCÞ
8: else
9: u LookupUtilðCÞ þMaxCombUtilðCÞ
10: D a child of C
11: p LookupProbðCÞ MaxMarProbðDÞ
12: eu eu + p  u
13: n n + p
14: un-record instantiation c
15: return eu/n
MaxMarUtilðDÞ
Input: D – an S-DAG node containing decision variables
1: y the recorded instantiations
2: C the S-DAG node containing chance variables released by D
3: v 1
4: for all instantiations, c, of D do
5: record instantiation c
6: v maxfv; LookupUtilðDÞ þ SumMarUtilðCÞg
7: un-record instantiation c
8: return v
MaxCombUtilðCÞ
Input: C – an S-DAG node containing chance variables
1: v 1
2: for all child nodes, Di, of C do
3: v maxfv;MaxMarUtilðDiÞg
4: return v
LookupUtilðXÞ
Input: X – an S-DAG node
1: WX  the utility potentials associated with X
2: x the recorded instantiations of the potentials in WX
3: return
P
WXðxÞ8.1. Caching expected utility calculations
Consider a node X in an S-DAG, and let xi and xj be two instantiations of the past for X differing only on the state of a
variable Y 2 PastðXÞ. If the maximum expected utility for X is the same for both xi and xj, then we can cache the result
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identifying the variables in the past of a node, say X, that do not inﬂuence the expected utility at X.
Deﬁnition 8. Let X and Y be two variables in a UID and let  be an admissible ordering with Y  X. Y is said to be EU-relevant
for X w.r.t.  if there exists a realization and a conﬁguration c 2 sp(Past(X)n{Y}) s.t.qX ðc; yiÞ–qX ðc; yjÞ for some yi; yj 2 spðYÞ;
where qX is the expected utility of X under the admissible ordering .
We say that Y is EU-relevant for X if there exists an admissible ordering  so that Y is EU-relevant for Xw.r.t. . The set of
variables being EU-relevant for X under  is called the EU-Context for X w.r.t.  (denoted by Rel(X)), and the set of EU-rel-
evant variables is denoted Rel(X). Finally, if X is a set of variables, then Y is EU-relevant for X if Y is EU-relevant for some
X 2 X. The conﬁgurations over the variables in EU-Context ðXÞ therefore constitute the necessary and sufﬁcient set of con-
ﬁgurations over the past of X for which we need to calculate the expected utility.
In order to specify a syntactical characterization of the EU-Context, we note that if a past variable Y should inﬂuence the
expected utility at X it should (loosely speaking) inﬂuence a utility function being relevant for either X or a variable in the
future of X. The set of variables inﬂuencing a utility function relevant for X is called the required past for X (denoted by
ReqðXÞ), see below for details. Based on the notion of required past we have the following proposition.
Proposition 8.1. Let I be a UID and let X be a node in an S-DAG representing I. ThenEU-ContextðXÞ ¼
[
Y2FtrðXÞ
ReqðYÞ
 !
\ PastðXÞ; ð10Þwhere FtrðXÞ are the nodes (including X) on the path from X to sink.
In order to establish a precise deﬁnition of the required past, consider a UID with a variable X. The set of variables required
for X depends on the ordering of the variables succeeding X. Thus, each admissible ordering  of the succeeding variables
deﬁnes a set of required variables Req(X), and the union of these sets corresponds to the variables Req(X) required for X.
Since a UID with an admissible ordering is basically an ID, we can use a speciﬁcation of the required variables in IDs to char-
acterize the required variables in UIDs: each path from a node X to sink represents an ordering, so to ﬁnd the required past
for X we identify the required past for X for each of these orderings. Precise deﬁnitions as well as algorithms for performing
this type of analysis in IDs are described in Nielsen and Jensen [12], Shachter [14], Lauritzen and Nilsson [10] and since they
are easily adapted to UIDs we have chosen not to include their (slightly) modiﬁed versions in this paper. Note that the re-
quired variables are described for decision variables only, but the deﬁnitions can easily be generalized to chance variables.
8.2. Caching probability calculations
First of all, recall that Eq. (8) speciﬁes the calculation of the probability for chance node Ck. In this expression the factor
pk+1 is found according to Eq. (9), which in turn corresponds to the denominator of Eq. (8) calculated at Ckþ1. Thus, by storing
the denominator pk+1 found at Ckþ1 it will not be necessary to recalculate Eq. (9) when the recursion returns to Ck.
As for the calculation of expected utilities, the probabilities are calculated based on a speciﬁc instantiation of the past
variables. However, for probability calculations, the set of variables deﬁning the context for a node (called the P-Context)
is slightly different from the EU-Context for that node. More precisely, the P-Context for a node C is the set of nodes in
the past of C that may inﬂuence the conditional probability of either C or a descendant of C. If ReqPðCÞ#PastðCÞ denotes
the variables on which C is conditionally dependent given the remaining variables in its past, then we have:P-ContextðCÞ ¼
[
X2FtrðCÞ ^X is a chance node
ReqPðXÞ
0
@
1
A \ PastðCÞ:For the syntactical characterization of the variables being required for a chance variable we ﬁrst note that this set is inde-
pendent of the ordering of both the future and the past variables; all variables in the past are instantiated and the future
chance variables may be commuted (no future decision can inﬂuence the probability of the node in question). Based on this
observation we have that:ReqPðCÞ ¼ fY jY 2 PastðCÞ and Y is d-connected to C given PastðCÞ n fYgg:
Finally, it should be noted that this characterization may include redundant variables. For example, Y 2 P-Context(X) is
redundant if Y and X may be commuted without affecting the expected utility, or if Y is included in P-Context(X) because
Y 2 ReqP(Z) and Z is effectively barren (i.e., it can be marginalized out without affecting the expected utility).
Example 1. A UID with an admissible ordering of the variables basically corresponds to an ID, hence we can consider the ID
depicted in Fig. 13 as a UID. This model speciﬁes the ordering {A}  D1  {B}  D2  {C}, and according to the characterization
above we ﬁnd that A 2 P-Context(C). However, B and D2 can be commuted since B is not required for D2, in which case we get
the ordering {A}  D1  D2  {B,C}, and for this ordering we ﬁnd that A R P-Context(C).
Fig. 13. A is required for C under {A}  D1  {B}  D2  {C}, but A is not required for C under the EU-equivalent ordering {A}  D1  D2  {B,C}.
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The proposed conditioning algorithm can easily be changed to take advantage of a cache. Basically, we simply need to
check for existing cache entries in the beginning of each algorithm and, if required, add the result of the algorithm to the
cache prior to returning. In Algorithm 2, the cache check is accomplished by including the following line of code between
lines 1 and 2 in both MaxMarUtilðXÞ and SumMarUtilðXÞ:if Eu-cacheX½y–then return EU-cacheX½y
Any result calculated inMaxMarUtilðXÞ may be added to the cache by including the following line of code between lines 7
and 8 (EU-cache? ðX; yÞ represents the caching strategy determining whether a result should be cached):if EU-cache?ðX; yÞ then EU-cacheX; ½y  v
MaxMarUtilðXÞ also includes the above command, but in addition it also includes the following command (between lines
14 and 15) that populates the probability cache (basically storing the value of the denominator from Eq. (8) in the cache):if P-cache?ðX; yÞ then P-cacheX½y  n
For Algorithm 1, cache-handling is done by SumMarPropðvÞ, and it needs only to implement a cache check since the prob-
ability cache is populated by SumMarUtilðvÞ. In order to accomplish this, the following command should be included be-
tween lines 1 and 2:if P-cacheX½y–nil then return P-cacheX½y8.4. Complexity of the SC algorithm with cache
An upper bound for the space complexity of the SC algorithm with full cache is the size of the contexts for all the S-DAG
nodes. For the time complexity we note that the number of calls made to a given node is the sum of the number of calls made
from each of its parents. For a parent node we make a call for each conﬁguration of the variables in that node and its context.
An upper bound on the time complexity is therefore O(n  |nParents|*  exp(|Context + Node|*)), where |nParents|* is the max-
imum number of parents for an S-DAG node, and |Context + Node|* is the maximum number of variables in the context of the
nodes and the variables in the nodes itself.
8.5. Caching strategies
The EU-Context and the P-Context deﬁne the variable conﬁgurations for which calculations may be repeated and there-
fore the conﬁgurations for which results may be cached and possibly reused. Since not all results should necessarily be ca-
ched (e.g. due to memory constraints), we introduce a caching function specifying the proportion of the context for a given
node that will have a cache attached; the notion of a caching function is inspired by Darwiche [3].
Deﬁnition 9. A caching function for an S-DAG is a function cf that for each node X in the S-DAG returns a number,
0 6 cfðKÞ 6 1. For a given nodeK, the caching function speciﬁes a caching factor cfðKÞ.
Since we are dealing with two types of contexts, we use ucf and pcf to refer to the caching functions for the EU-Contexts
and the P-Contexts, respectively. The caching factor ucfðXÞ speciﬁes the fraction of jspðEU-ContextðXÞÞj, for which we allo-
cate space in memory. Using EU-ContextðXÞ# as a shorthand for jspðEU-ContextðXÞÞj, we get the following for the total size
of the cache for node X:jEU-cacheXj ¼ ucfðXÞ  EU-ContextðXÞ#;
jP-cacheXj ¼ pcfðXÞ  P-ContextðXÞ#:
ð11Þ
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two such strategies.
8.5.1. Naive caching
A simple caching strategy could be to give all nodes the same caching factor. That is, if Mem is the total amount of mem-
ory available, then the caching function is given by7 ThiucfðÞ ¼ MemP
X
EU-ContextðXÞ# þP
X
P-ContextðXÞ# :This naive algorithm is introduced merely as a point of reference for the following algorithm.
8.5.2. Greedy caching
The main aim of caching is to reduce the runtime by increasing the amount of space available to the conditioning algo-
rithm. Since the runtime of the algorithm is proportional to the total number of lookups in the probability and utility poten-
tials (see Section 9.1), we look for a caching strategy that seeks to minimize this number.
In this section, we deﬁne a greedy caching strategy that repeatedly assigns a full cache to the node for which we obtain
the greatest reduction in the total number of lookups relative to the size of the cache.7
In general, the total number of lookups is the number of lookups for the expected utility calculations and the number of
lookups for the probability calculations:TotalReadsucf ;pcf ¼ EU-TotalReadsucf þ P-TotalReadsucf;pcf : ð12Þ
The total number of lookups for the expected utility calculations is the sum of the number of lookups at each node:EU-TotalReadsucf ¼
X
X
EU-ReadsðXÞucf :The value of EU-ReadsðXÞucf is the sum of the number of lookups performed at each call toX. A single call toX involves a cache
check and if a cache-entry is not found the algorithm iterates over the conﬁgurations of the variables inX; at each iterationwe
make a lookup in the potentials inUX andWX. The proportion of the number of calls for which a cache-entry will not be found
is (1  ucf), and since the number of lookups required to ﬁll the cache is jEU-cacheXj X#  ðjUXj þ jWXjÞ we get:EU-ReadsðXÞucf ¼ EU-CallToðXÞucfð1þ ð1 ucfÞX#ðjUXj þ jWXjÞÞ þ jEU-cacheXjX#ðjUXj þ jWXjÞ:
If X is not the source node, then the total number of calls to X is the sum of the number of calls to X made from each of its
parents paðXÞ in the S-DAG. For each parent P we make P# calls for each cache entry at P together with P# calls for each
call to P that is not covered by the cache (there will be ð1 ucfðPÞÞEU-CallToðPÞucf such calls). Thus, we haveEU-CallToðXÞucf ¼
1 if X ¼ source;P
P2paðXÞð½1 ucfðPÞEU-CallToðPÞucfP# þ jEU-cachePjP#Þ else:
(The derivations above do not cover the number of lookups needed to perform probability updating. Probability updating is
always initiated by the expected utility calculations at a chance node. When calculating a probability at a chance node C, the
algorithm performs lookups at all nodes on the path between C and sink:EUtoP-ReadsðCÞpcf ¼
X
Y2PathðC;sinkÞ
P-ReadsðYÞpcf ; ð13Þwhere PathðC; sinkÞ is any path from C to sink. The value of P-ReadsðYÞpcf is determined by Algorithm 1. Recall that this algo-
rithm is not responsible for ﬁlling the P-cache and, in particular, for the node in question the cache is ﬁlled before the ﬁrst
call to Algorithm 1. The number of lookups for a node X is thereforeP-ReadsðXÞpcf ¼
0 if X is a dec:;
P-CallToðXÞpcf  ð1þ ½1 pcfðXÞX#jUXjÞ else:
(If X is the start node for the current recursive call (for probability calculations) initiated in Eq. (13), then P-CallToðXÞpcf is set
to 1. Otherwise, the number of calls to X is (the derivation follows the derivation for Eq. (8))P-CallToðXÞpcf ¼
1 if X ¼ source;
P-CallToðPÞpcf if P is a dec:;
½1 pcfðPÞP-CallToðPÞpcfP# þ jP-cachePjP# else;
8><
>:where P is a parent of X.s algorithms is inspired by the greedy algorithm of Allen et al. [1].
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pected utility calculations at all the chance nodes:8 FollP-TotalReadsucf;pcf ¼
X
C2VC
ðjEU-cacheCjC#EUtoP-ReadsðDCÞ þ ð1 ucfðCÞÞEU-CallToðCÞucfC#EUtoP-ReadsðDCÞpcfÞ;where VC are the chance nodes in the S-DAG and DC is any decision child of C.
We now have a speciﬁcation of the number of lookups performed by the algorithm using caching functions ucf and pcf. In
order to identify the caching functions that minimize the total number of lookups using the least amount of memory, we
employ a greedy strategy: myopically change ucf and pcf so that a full cache is assigned to the node that gives the largest
reduction in the total number of lookups relative to the size of the context/cache. This corresponds to changing either ucf or
pcf so that a full cache is assigned to the context with largest score (ucfX represent the caching function obtained from ucf by
assigning a full cache to X; similar for pcfX):EU-Scoreucf;pcfðXÞ ¼ TotalReadsucf;pcf  TotalReadsucfX ;pcf
EU-ContextðXÞ#
P-Scoreucf;pcfðXÞ ¼
TotalReadsucf;pcf  TotalReadsucf;pcfX
P-ContextðXÞ# ;where ucfðXÞ ¼ 0, ucfXðXÞ ¼ 1, pcfðXÞ ¼ 0, pcfXðXÞ ¼ 1. Note that after a node has been assigned a cache, the scores need to
be recalculated. However, we may exploit that only the future of the node in question are affected by the cache assignment.
The greedy caching strategy terminates when all available memory has been assigned or if all nodes have zero score. In
the latter case, no reduction in runtime can be achieved by using more memory on cache. Note that some scores may be zero
even if they have no cache assigned. This can happen if e.g. the context of a node corresponds to its parent node and the
context of that node.
Finally, it should be noted that the calculation of the scores can be implemented using dynamic programing starting at
source and going towards sink.
9. Empirical results
The proposed algorithms have been tested on a collection of randomly generated UIDs. The UIDs were generated using a
modiﬁed version of the algorithm described by Ide and Cozman [6] for generating Bayesian networks.8 The modiﬁed algo-
rithm is speciﬁed in Algorithm 3, and the generated UIDs are summarized in Table 1, where the UIDs are grouped together
in sets with similar structural properties. For example, TS3 consists of 20 randomly generated UIDs, each of which has 3 decision
nodes, 16 observable chance nodes, 2 hidden chance nodes, and 16 utility nodes. All nodes have an in-degree of 2 and the cor-
responding normal form S-DAG has 3 paths between source and sink. The two singleton test sets represent handcrafted models:
PigsLegs4 is shown in Fig. 14, and TT33 is similar to Fig. 4, but with an extra test and treatment decision added. Observe that the
S-DAG for PigsLegs4 contains a single path, which implies that the UID basically corresponds to an ID.
Algorithm 3. Random generation of UIDs
UIDGenerator(nObs, nHid, nDec, nUtil, nDeg, nIt)
Output: A random UID
1: Create a path with nObs observable chance nodes, nHid unobservable chance nodes, and nDec decision nodes. In this path no edge may go from
an unobservable chance node to a decision node
2: for i = 1 to nIt
3: Select two different nodes s and p
4: if there is an edge between s and p then
5: remove it provided that the graph remains connected
6: else
7: Otherwise add an edge from s to p, provided that: (a) it will not make the graph cyclic, (b) p is not an unobservable chance node and s is not
an decision, and (c) the number of children of s and parents of p does not extend nDeg
8: Add nUtil utility nodes with nDeg randomly selected parents (ensure that all decision nodes have a utility node as child). Add randomly gener-
ated utility functions to the utility nodes, and randomly generated probability potentials to the chance nodesAll tests have been performed using a Standard Java 2 implementation extending the Elvira framework and running on a
Windows XP Pro SP2 PC with a 1.7 GHz Pentium 4 CPU and 512 MB RAM.
9.1. Estimating the runtime of the SC algorithm
The greedy caching algorithm is based on the assumption that the running time is proportional to the number to lookups
in the probability and utility tables. To verify this, we plotted the running time and the number of lookups for each of the
randomly generated UIDs. The results are shown in Fig. 15 and conﬁrm the assumption.owing Ide and Cozman [6] we used nIt = 6  (nObs + nHid + nDec)2 in the algorithm.
Fig. 14. A UID modeling test and treatment decisions for pigs with recurring leg problems. At time i, Hi represent the health state of the pig, Oi is a cost-free
observation of symptoms, Ti is a test that produces the test result Ri, and Tr
a
i and Tr
b
i are possible treatments.
Table 1
The test sets used for the empirical tests
Name nUID nDec nObs nHid nUtil nDeg nPath
TS3 20 3 16 2 16 2 3
TS4 20 4 8 12 4 3 3
TS7 20 7 14 7 7 3 12
TS16 20 16 4 2 3 6 1
PigsLegs4 1 12 8 5 13 3 1
TT33 1 6 7 5 7 7 360
nUID is the number of UIDs in the test set.
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Fig. 15. The plot shows the running time versus the number of lookups in the probability and utility potentials for the randomly generated UIDs in Table 1.
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given amount of memory we can therefore predict the running time of the algorithm, and thereby allow the user to make
an explicit trade-off between time and space prior to running the algorithm.
9.2. Time–space trade-off for the SC algorithms
We have tested the performance of the greedy caching algorithm compared to the naive algorithm. Speciﬁcally, for each
of the UIDs we have calculated the number of lookups as a function of the amount of memory available. This has been done
for both algorithms, and the results are shown in Fig. 16a–f. The graphs show that the greedy algorithm consistently outper-
forms the naive algorithm. The graphs also shows that the running time quickly drops, when you allow the algorithm to use
just a small amount of space for caching.
9.3. VE vs. SC using full cache
We have compared the variable elimination algorithmwith the conditioning algorithm using full cache and for both types
of caching strategies. The tests are intended to show to what extend the SC algorithms are competitive with variable elim-
ination when memory usage is not a problem.
Table 2a shows the memory usage of the algorithms and Table 2b shows the time usage. The time reported is the time
needed for calculating the MEU and the space is the maximum heap size allocated by Java during the calculation of the MEU.
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Fig. 16. (nEntries,nReads)-graphs. The graphs shows the number of lookups in the probability and utility potentials as a function of the size of the cache.
K.S. Ahlmann-Ohlsen et al. / International Journal of Approximate Reasoning 50 (2009) 153–173 171The latter includes the space for representing the UID, the normal form S-DAG, the potential sets U and W, the temporary
potentials produced by the variable eliminations (for the VE algorithm only), and the space used for cache (for the SC algo-
rithm only). It should be noted that the SC algorithm (as described in Section 8.3) does not store the optimal policies, how-
ever, it is straight-forward to modify the algorithm so that space is reserved for a selected subset of these.
If we look at the memory usage of the algorithms we see that the greedy SC algorithm is at least as good as both the naive
SC algorithm and the VE algorithm. The favorable space complexity of the SC algorithms (and the greedy algorithm in par-
ticular) can be explained by the removal of redundant variables during the structural analysis that establishes the contexts
for the nodes; the contexts’ sizes determine the maximum size of the cache. A similar analysis is not performed by the VE
Table 2
Part (a) shows the maximum heap size used during the evaluation of the UIDs. The heap includes the memory for representing the UID, the normal form S-DAG,
the potentials (for the VE algorithm), and the cache (for the SC algorithms: naive and greedy). Part (b) shows the time (in s and ms) for determining the MEU for
the normal form S-DAGs. The time does not include the time for constructing the normal form S-DAG and the time for the determination of the caching factors
for the SC algorithms
Algorithm Part (a) – Maximum heap size (106 bytes) Part (b) – Evaluation time (s)
Avg. Min. Max. Std. Avg. Min. Max. Std.
TS3
VE 1.015 0.268 3.404 0.734 26.588 3.671 96.076 22.628
Naive 0.542 0.267 2.609 0.645 70.277 15.813 224.766 55.353
Greedy 0.318 0.267 0.751 0.133 67.416 14.766 204.234 51.981
TS4
VE 0.219 0.207 0.360 0.034 0.860 0.063 5.688 1.258
Naive 0.209 0.206 0.212 0.001 278.244 0.734 1383.343 364.274
Greedy 0.209 0.206 0.212 0.001 278.129 0.687 1372.015 362.127
TS7
VE 1.051 0.343 3.367 0.796 18.985 0.561 72.297 19.153
Naive 1.256 0.244 7.191 1.830 785.293 11.500 2114.672 699.235
Greedy 0.898 0.239 4.901 1.377 781.980 11.750 2143.922 701.438
TS16
VE 0.663 0.189 3.793 0.902 8.878 0.047 84.501 19.949
Naive 0.716 0.189 4.368 1.122 32.086 0.703 145.828 40.501
Greedy 0.300 0.190 1.118 0.220 32.498 0.719 145.547 40.547
PigsLegs4
VE NA – – – NA – – –
Naive 15.351 – – – 5080.219 – – –
Greedy 0.243 – – – 5003.500 – – –
TT33
VE 2.688 – – – 19.597 – – –
Naive 1.570 – – – 127.282 – – –
Greedy 0.183 – – – 138.188 – – –
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for VE the maximum size of a potential before eliminating an S-DAG nodeX is in the worst case jPastðXÞ [Xj. In comparison,
for the SC algorithm the Context is in the worst case equal to PastðXÞ.9
The UID PigsLegs4 is an example of a particularly difﬁcult model, since the required past of a decision node equals the
whole past for that node. This results in large potentials for the VE algorithm and large contexts for the SC algorithms; in
general, the size of the contexts/potentials grows exponentially in the number of time slices in the model. However, it turns
out that EU-Scoreucf ;pcfðXÞ ¼ 0 for every node X, which implies that every EU-cache is effectively ‘‘dead”. Assigning cache to
these nodes will therefore not reduce the running time (this is recognized and exploited in the greedy algorithm). In fact, in
the PigsLegs4 example we got an OutOfMemoryError for the VE algorithm, and at the same time the greedy algorithm could
ﬁnd the MEU using only 0.243 Mb.
By considering the evaluation time we see that both SC algorithms perform almost equally, but the VE algorithm is sig-
niﬁcantly better than both of them (even though the theoretical time complexities are comparable). This is not surprising,
since VE may exploit independences within the nodes in the S-DAG, and there is also a computational overhead involved in
making the recursive calls performed by the SC algorithms.
10. Future work
The proposed conditioning algorithms rely on a full speciﬁcation of the S-DAG to be present in memory. For certain UIDs
this may impose a memory problem in itself, since the size of the S-DAG may grow exponentially in the number of variables
in the UID. An area of future research is to devise an algorithm for constructing the S-DAG from source to sink, thereby allow-
ing the construction of the S-DAG to be interleaved with the SC-algorithm.
The current characterization of the P-Context (and the EU-Context for chance variables) is only unique up to the speciﬁed
S-DAG. This also implies that in order to ﬁnd a minimal P-Context we may need to investigate different S-DAG representa-
tions of the same model. The S-DAG deﬁnition imposes certain constraints on the ordering of the variables. For example, the
S-DAG should not include misplaced variables. However, having misplaced variables does not necessarily inﬂuence the
expected utility and this extra degree of freedom may provide a way to reduce the size of the contexts by allowing certain9 The problem of redundant variables is not speciﬁc for UIDs, but also occurs when solving e.g. inﬂuence diagrams using standard solution algorithms (see
also [17]).
K.S. Ahlmann-Ohlsen et al. / International Journal of Approximate Reasoning 50 (2009) 153–173 173variables (of different types) to be commuted. It is a subject for future research to ﬁnd a characterization of the contexts that
do not include redundant variables.
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