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Rbsumk Ce travail traite des polytopes de transport qui joukent d’une propri@tC supplemen- 
taire: lc n,?mbre de sofrces est egal au nombre de puirs et la production de la$me source 
&ale la dem2nde du ileme puits. Nous montrons l’importance de 1’6tude de ces polytop?s g 5 1. 
Une descriptiozr du contenu de ce travail est donnCe J,ans (i 2. Q 3 est consacrCe gl’btude des 
propri&s partagkcs par tous les points extrkmaux de ces polytopes, tandis que dans $54-6 on 
d&ermine tous lies pcints extr&maux dans certains ca!; pazticuIi&rement i Gressants. Enfin dans 
$7, nous donnons, dans le cas g&r& une borne irrfkrieure pour le nombre de points extremaux. 
1. Introduction 
Trks friquemment, en pratique, nous rencontrons la situation suivante: 
soient we sources& . . . . A, contenant chacune une quantitk eZi > 0 
d’une mat&e infiniment divisible et soient n puJ$s (destinations) 
Bl ? l *-9 !& chacun demandant une quantite $ >. 01 du maMe et nous 
devons transporter tout le mat&iel disponitble des sources vers les puits 
(on suppose que C Elai = ZySI $). La solution de ce probleme revient i
determiner les matrices m X n, T’= (tii), doint les entrkes ont non nkga- 
tives ~:t satisfont les conditions :ZKg tij = bjy l 5 f 5 ~1, et Zy=l tij = ai, 
1 L< i 5 m. 0n denote par T(Q, b) le polytopc!: convexe form6 par ces 
matrices et on dit que T(a, !J) est le polytope de transport assock! aux 
vecteurs a = (al, . . . . a,) et b = (b,, ..“, bJ. Evidemment, B cause des 
cofits de transport impliqks, certaines olutions, sont preferables B 
td.‘autres. Comme la plupart du temps la fonction de coti4 dkfinie sur 
T(a, [I) est concave, il n’existe pas d’algorithrne cannu efficace pour 
determiner son minimum D”oti l’hntket de caractkiser les sommets de 
T(a, 15) et d’estimere la cardin;aW de cet ensemble. 
* La majeure partie du materiel de cet article es1 contenue dans la these de doctorat de I’auteur: 
“Tc~nsformations aff’rnes extrhmales agissant sur un simpllexe n laissant un de ses points 
fixes”, Unkdersitk de IMontr&& 1070, sous la direction du profesr;eur Serge Dubuc. 
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Ee probleme de la determination des sommets de T(a, b) est loin 
d’&re facife,et malgre tous les travaux (depuis les pionniers Koopmans 
[S] et Hitchlcock [3]) qui t.raitent de ce sujet relativement peu de resul- 
tats onf et6 obtenus. Pour une revision de ces resultats nous renvoyons 
le lectcur B l’article de Klee et Witzgall [ 41. 
IJn cas bien particulier de la situation precedente st celui pour lequel 
n=metaj = bi = Xi pour 1 < i 5 Z. Bans ce cas nous dirons que T(h, X) 
est un polytape de transpwt symttrique et nous noterons simplement 
T(X, X) = T(X). 
Dans ce travail, nous etudions precisement ces derniers polytopes dits 
sfmetriques. Outre 1e fait q,u’il tient compte dun bon nombre de situa- 
tions physiques (par exemple celle des melanges 85 differents liquides), 
le palytope T(X) apparait comme une generalisatiw tout a fait naturelle 
a un theoreme tres celebre et bien connu de Birkheff [ 1 ] qui dit que les 
points extremaux du polytope convexe form6 pai les matrices n X ye 
doublement stochastiques (i.e., le polytope T(k) liorsque 0 < X, = . . . = h,) 
sont precisiment les matrices de permutation (en nombre pz!). 
Dans un autre travail [ 21 now indiquerons que le polytope T(X) est 
le bon “outil” pour solutionner ten probEme propose par Revesz [ 81 
(pour l’enonce de ce probleme voir l’article de Perfect et Mirsky [ 71) et 
ainsi ameliorer considerablement les r&u1 tats de ces derniers. Nous sig- 
nalons aussi que lie polytope T(X) peut &re avantageusement i troduit 
dans l’etudc des transformations affines d’un simplexe a, de Rn tsn lui- 
meme et qui laissent fixe un point x0 de o’,. Ce proFSme a 6% soulev6 
en particulier par Lindelhvtrauss et Perics [6] et resolu seulement dans 
le cas ou x0 est le barycentre de 0,. 
Pour des raisons techniques, nous allons considerer ptutot des :ma- 
trices (n+ 1) X (n+ 1) et le vecteur X sera specific par ses composantes 
(x,, Al, l .09 h,). Indiquons tout d’abord, clairement, !z d&nition du 
polytope T(X): 
92. Principaux rthultats 3 
Ap.res avoir remarque (Theoreme 3.1) que 
( 1) chaque entree d’un point extreme de T(X) appartient au sous- 
groupe additif de R engendre par X0,&, . . . . Xn et que, si les Xi sont 
lineairemen t indepen ants sur 2, chaque entree e.st meme de la 
fomeI:&+@ik 0ii~E {O,i-1, -1) 
nous entreprenons Etude de la fonction I) : CJ~ + N (oh a: est l’interieur 
d’un simplexe On de Rn) defmie par 
$(x) = card E(X) 
(X = (Ii,, xp . . . . h,) etant les coordonnees barycentriques de x (par 
rapport zi a,) et ii(X) l’ensemble des points extremaux de T(h)) et on 
demontre n particulier les faits suivants: 
(2). La fonction $ atteint son maximum sur (x Eui 1 toutes les coor- 
donnees barycentriques de x sont distinctes}; ceci regle une question 
soulevee dans [7]. 
(3). 11 existe un sous-ensemble overt non vide G de R” (G g a,“) tel 
que la restriction de $ a G est une fonction constante. 
(4). Si e, = max 0 $(X), alors t?, 2 Kl 
constitue une tres %%fe 
i=0(k2+1) (voir @7), ce qui 
amellioration du resultat de Perfect-Minsky [ 7) : 
en 2 (n+l)! + 1. 
(5). Nous pouvons resumer les resultats des 53 5 et 6 de la facon 
suivante: Si Un = CO((SO, S1, ._, s, j) (l’enveloppe convexe de (n f 1) 
points de Rn affinement mdependants), si br est le barycentre de 
CO({S& .. . . sn)\(Sr1) et six = tsr + (1 -t)b,, t SE (0, ‘I), nous obtenons 
comme premiere generalisation aturelle du theoreme de Birkhoff (a 
savoir lorsque les Xi sont tous egaux B l’exception d’un seul) que, lorsque 
t parcourt l’intervalle (0, 1 ), $1 prend les valeurs suivantes (independan tcs 
de r): 
(W J/(x) = $(t) = (n+l)! si t=----- ntl (Birkhoff [ 1 ] .); 




k=” (k:!)“(n -k)! 
si t E .-y, -y-- 
E/ZC] n+J+l 
pour chaque j tel clue 2 5 j 5 n- 1; 
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(5.4) Jl(t:lr = (n!)2 5 -- l si 
k=* (k!)2(n-k)! 
t E [+, 1) . 
(6). Dans le cas particulier ou R := 2, la fonction $ est. connue en 
chaque point de 0; et donne lieu a une partition vraiment remarquable 
de 0’; (voir 5 41). _ 
Enfin par souci de compld itide rsignalons le theoreme de caracterisa- 
tion des points extremaux de T(X) (de fdit, le theoreme st vrai pour les 
poly tapes de transport genkzux (voir [ 41)). 
Th&oreme 2.1. Soit T = (tij) E T(A). Alors, T esb UY~ point extreme de 
T(X) ssi E, ae contient pas de cycles. 
De plus, si T, et T2 sont dew &&hen ts distincts de E(X), on a 
E,I * ET2 ‘ 
Dans ce thlkor6me et comme partout drns la suite, ET designe le 
graphe positif de 2” = (a = (iJ) E { 0, 1, . . . . n}2 1 tij > 0) et E(X) l’ensemble 
des points extremaux de T(X). 
Nous rappelons qu’un cycEe (“loop”) est une suite de E, telle que les 
indices rang& et colonne de T changent altemativement dans la suite, 
le premier et fe dernier termes de la suite sont les memes, mais autre- 
ment il n’y a pas de repetitions. Done l’existence d’un cycle dans ET est 
equivalente a l’existence d’un &ment a E E, et d’une zonnectiorr mini- 
inale non triwale entre cy et lui-meme. De fait, la notion de connection 
dans E, induit de faGon naturelle une relation d’equivalence sur E,, et 
OIII notera par Cl(a) la classe d’un Aement cy de E, pour cette relation. 
Si Gl(cu) = (cu), on dira que ~1 est un point isole. 
3. PropriMs g&kales des points extrkmaux de T (A) 
Nous debutons par une remarque triviale mais qui nous facilitera de 
beaucoup la tache. Si n est une permutation de {O, 1, . . . . al et si IIt 
(resp. 112) designe la matrice identitk d’ordre (n+I) X (n+Ej dont on a 
permuf& les rangees (resp. colonnes) par n, il est immediat de verifier 
que i’application: T + III T n2 etablit une bijection entre E(X) et E(A,) 
uti A, = (A,(,,, . . . . hnt,,), et desormalis dans la suite, sauf en cas de speci- 
fications contraires, nous travaillerons toujours SCAB l’hypothese 
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Avant d’enoncer notre premier resultat, qui decrit la for-me des entrees 
d’un element de E(X), indiquons une notation que nous continuerons ti 
employer dans la suite. Nous designerons par 
le sous-groupe additif de R engendre par X0, A,, . . . . An. Si ~~,~~~~~ = 0, 
mk E z, implique ??zk = 0 pour k = 0, ...5 n, on dira que &), ..*, AZ sent 
lineairement independants. 
‘I’Mor&me 3.1. Si T = (tij) est WI point extreme de T(h) B~Z a,pow 
0 5 i, j 5 n, ti; E G(X). Si, de pius, A,, A,, . . . . X, sont&aW=ement ind& 
pendants, on Q m&me 
Preuve. Si au contraire il existe (io9<jo) E Er tel que tiojo $ G(X), alors 
ii existe jr # j0 tel que (io, jl) E E, et tidl k G(X) (autrement on aurait 
n 
t. . =A,,_ 
IoJo C tioj E G(X) ) m j=O 
j#j0 
De meme, ii existe i, # i, tel que tiljl > 0 et tiljl $ G(X). Continuant de 
cette facon, en changeant alternativement rangee t colonne, on doit 
&peter une paire d’indices, disons (it, jt) = (i,, j,) avec s < t, ce qui sig- 
nifie qu’il existe dans E,. une connection non triviale de Ci,, i,) & lui- 
meme, contredl.sant le fait que T est extreme. 
Supposons maintenant que ho, h,, . . . . X, sont lineairement indepen- 
dants. NOW Savons que tij = c &r$& Oil l?lf E Z. SUppOSOnS, CfX- 
trairement 5 l’enonee_, qu’il existe i,, jo, k, teis que I mko “Oio 1 2 2 et sup- 
posons aussi que rn;Poi E {O, 1, r_ 1) pour chaque j # jO, 0 L j L n. 
Alors sauf dans le cas ou rnFGJo =2 et i. = k, (cas que nous traite-ons . L 
tantbt) il existe jr et jz, j 
k 
# j0 # jz, tels que pn~~’ i0j2 = ??Zko = + I. Ii suit 
que, ou bien jr = k, et rn;t = Sp, ou bien ii existe (ir, jr) E ET, i, SC= io, 
tel que IY$:~ # 0. Puisque E, ne contient pas de cycles, on. demo.r$re que 
si m;p,l’ = I (resp. 
(resp. rn$j = 
-1 ), alors ii existe ii (resp. j;) tel que rnfl = $* 
6;“). De la m&me facon, on demontre l’ex$tence de is 
(rwp. j2* suivarit que m 
i0j2 i0il 
$)i2 = 1 ou -1) tel que ml: = SF. Mais, puisque 
mko = mkO , on a ir =’ i: (resp. j; = j2*), ce qui n’est pas possible. 
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Dans le cas o5 rnXW = 2 et i, = k,, il i;st facile de voir que ET doit 
rcontenir un cycle, ce qui n’a pas lieu. Le raisonnement prkkdent montre 
done ice r6sulta.t suivant: s’il exist,: i,, joy k, tels que im$$” I 2 2, alors 
il existe jl f j. tel que 1 mko , _ i p’5 1 ’ 2 Ge cette observation on deduit le . 
Morhe. 
ThCor&me 3.2. Si X = (A,, Al, . . . . X,) est tel que 0 C X0 C l . . <. Xr = 
x .+ = c.. = A,,, on peut trouver un So > 0 tel que pour chaque 6. 
0~2 6 ~2 6,, iZ existe me injeclo’icifi de E(h) dam E(X+A,) ori . 
Ary= ccj,O ) l **, 0, 6, 6, . . . . 6). 
v / 
I 
Breuve, Soit 6’ le minimum de tcutes Ies entrkes Grictement positives 
de tous les points extrkmaux de f(X). Soit 6, = *6’/(1z +I) > 0 et soit 
b, Cl < 6 5 6,, fix6 mais arhtraire. P3ons s =L r + 1 et pour s <, k 5 n on 
dbf’ini t 
or:i e. = (l,O, . ...) O), e l = (0, 1 , 0, .,,, 0), . . . . de sorte que h(“) = X + A,. 
A par+ir de T = (ti,;) un $kment dr: E(X), nous montrons commerh 
wnstruire un 616ment T= (t,> de Et P’). 
( I ) (a), Si t, > 0 cm si t, = 0 alorh que pour aucun i,j il existe une 
OXUWC%~OIJ da1r.s ET entre (s,j)i et (d,~) on pose @ = tSfr + 6 et fili”’ = tij 
si. (i,j) Z: (s,s), et on dkfinit ainsi WI point extreme T(‘) de T(W). 
(b). Si g;zr contre t, = 0 et il existe io,jo tels que (s,jo) et (io,s) 
appartknrgent g E, et sont connect& dans ET, on choisit une connec- 
t ion mi:k& C, dans ET entre (io,z) et (s,jo j: 
C$ = bo = (io,S), tY1,“2, . . . . ‘Xk = (S,jo)) c E, 
(k est nkessairement pair) et on dkfinit T(‘) = (t$)) par les conditions: 
fz; = t,, t- (--- 1 J’S pour 0 <, 2 <, k, t$) = tij si {i,i) $ CS. Ainsi toutes les 
entr6es de I’($) sont non ndgatives, T@) ne contient pas de cycles et 
puhque CY est une connection minimale: 
t(S) = 
II pour O<j<n, i=t(J i=O 
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ce qui mon tre que T(Q t: &( Qss). 
(2). On definit ensuite une matrice T@+‘) =z (@+I)) en proc&lant 
exactement comme en (1) mais en partant cette fois de la matrice T@) 
et non de T. 11 est evident que T@+l) E E(h@‘)) sauf darts le cas ou il 
existe une connectior minimale CS dans E, elntre (io,s) et (s,joj ainsi 
qu’une connection minirnale Cb+1 dans IL&) entre (ib, s+l) et (s+ I, &) 
et que Cs n Cti, # 0. 
Soit alors (i& E C, 17 Ctil (evidemment (#it, jt) # I(S, S) et (il, jl) # 
(s + 1, s + 1)). Si i, = s, il existe deux elements de Ctil :ilyant seconde 
coordsnnh distincte tandis qwe {(iI, j) I 0 5 I; L n ) ft CT = (i,, jl), et, 
comme jl # s, il existe deux 616ments de Cy ayant premibc coordonnk 
distincte tandis que ((i, j,)l 0 5 i 2 n} n Cs+l conticnt aussi dcux ele- 
ments distincts sauf dans le car; oi;l jt = s + 1. Un argument similaire est 
valide si i, = s+l ou bien si jt = s, jt = s+!. Erifin, si it, jt $ {s,s+l ), il 
existe deux elements de Cs et deux elements de Cti, ayant premikre 
(resp. second@ coordonnlke &gale 2 i, (resp. jr) et seconde (resp. 
premiere) coordonn6e dihncte. 
On r6pGte tour g tour cette argumentation pour chaque point commun 
i CS et Cs+a. Ces considerations montrent bien que TcS+l) E E(P*)). 
(3). Inductivement, on d6:finift par ce prockdk les matrices TfS+2?, . . . 
. ..) T(“) = F= (KY). Puisqw $j 2 rig - (IZ + 1) S > 0 si (i, j) E ET, ;j = tij = 0 
si (i, j) $ E, et i # j, fii est un multiple entier non nkgatif de 6 si 
(i, j) $ E, et i = j, on a que fii 2 0 pour 0 5 i,.i < n, et que, par CO~WUC- 
tion, Tne contient pas de cycles. En apportarlt des <modifications evi- 
dentes a l’argument de (2), on montre tour a :our qlue 7’@) E E(?P) 
pour k = s+2, . . . . 12. 
Enfin, si T = (Q) et S = (sii) sent dew points extremes distincts de 
T(A), voyons que T= ($) et .?- (,$ sont aussi distincts. hisqwe 
E, + Es, on choisit (io7 fo) E E, tel’que (i,, jc\ @ Es a Si io + j. 0’~ si 
i, = j. 5 r, tin a TQiO 2 tjOiO - (n + 1)6 > 0 = SiOiO =Fiajo. Si i, = jc, > r, 
alors fiO j. = tie i. -k td6 avec 124 1 4 tl + 1, et Goi = U6 aver 0 5 V Z=_ iI+ 1 et 
done qoiO 4 (PZ+1)6 < 4(n+l)6 - (n+1)6 5 tiOio + 116 = fiojo9 cc qui 
complete la preuve. 
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Corollaire 3.3_ h2r r = 0, 1 j . . . . ~1, soit 
e$“) = max {card E(X) I X = (A,, . . . X,,), 0 < ho < . . . < Ar = hr+1 = . . . = X,) . 
SinZ2,ona 
Preuve. On a e, @) 5 eLH1) pour 0 5 r 5 yt - I (Theoreme 3.2). Wautre 
part il est clair que le point ex;treme XI @ X2 ou X, =L (h”, hlh_oho)I 
X, = diag (X,, . . . . & h,,r, . . . . Xr+t) et @ designe la somme directe de X, 
et Xz, n’appartient pas 5 l’ensemble iinage de l’injection definie au 
theoreme precedent. 
Remarque. L’inCgali te e, @ > (n-tl)! pour r > 0, n’est autre que le 
theoreme de Perfect-Mirsky obtenu de facon passablement differente 
;i l’aide des matrices de peTmutation (voir [ 7, pp. 144 & 1461). 
Nous demontrerons tantot (85) que et) = (n!)*&( l/k!), mais 
nous sommes incapables, pour le moment, de donner la valeur exacte 
des nombres e(l) pour r > i n r 
Remarque. I1 est tres facile de se convaincre que nous pouvons adapter 
la preuve de Theoreme 3.2 pour obtenir le resultat suivant: Soient 
0 = k0 < kr < . . . < kr 5 n de3 entiers donnes, et soit h = (h,, . . . . A,) un 
vecteur tel que pour 0 2 j <_ 7 - 1 on a 0 < Akj < Akj+r et Xi = A,j si 
kj 5 i6 ki+l, alors il existe un vecteur positif non nul A0 tel que X ;t A, 
a toutes ses composantes distinctes et tel que pour chaque vecteur A, 
0 C A <, AU, iP existe une injection de E(A) dans E(X + A). - 
Pour etablir le prochain t’heoreme nous aurons besoin C%I lemme 
technique, interessant en soli; c’est le suivant: 
kmme 3.4. Sit h = (X0, . . . , l&J tel que 0 < h, < . . . < h, et (12 + 1 )hO 3 
nh,. Soit T= (tij) un point lextr2me de T(X) tel que, pour un r, t, = 0. 
ttr”ors il existe if, et j0 tels que (r, jO) E ET, (iO, r) E E, et (r, jO), (i,,, r) 
mnt connect& dam ET. 
$3. PropritSs g&kales des pc ‘rit s ex trhaux de T( Al 
Preuve. Pour chaque R: = 1, 2, . . . . ~2, on a 
(k+l)X, > k&n ’ 
et, en particulier, pour chaque i,], k E { 0, I, . . . . n) on a 
Soit T = ($) E E(h) tel que (pour simplifier les notations) to0 z 0. 0n 
peut tout d’abord supposer &il n’y a aucune colonne, ou ran$e, de T 
contenant n+l entrees not nvlles car autrement le r6sultat est &viaL 
ChoisissonsjO > 0, i, > 0, %els que 
(*) (O,j,) E E,, (i&) E E, et il existe& f i0 tel que &,j( E IL. A 
Ces choix sont r6alisables car, autrement, pour chaque (0, i&I E & ~\a 
chaque (il, iO) E ET (il :> 0) OR aurait till0 = Xi, et alors ou bien 
(a) pour un i0 > 0, tel que (OJ,) E ET, il existe deux tels il, disons 
i, et ii 
(dans ce cas on aurai t h,;, + Xi; < &, contradictioni, ou bien 
(b) pour chaque i0 tel que (0, iO) E ET, il existe un seul tel iI. 
Alors on aurait (oti i, dldpen 
t i, j. = hi, 9 t()jo = Ajo -hiI > O* ~jo(~j,--~i,)=X() a 
oti ZjO denote la somme sur chaque &, tel que (OJ,) E ET. Dknotant -!tF v,n 
k le nombre de&, tels que (OJ,) E E,, on obtient 
ce qui est contradictoire t termine la vkrification de (*). 
Si in = 0, le lemme est v&ifi@. Supposons done iI > 6. Comme dans 
l’argumentation pr&dente, le fait de considt3er {(OJ) E &I 0 5 i <_ W 
n’a jou6 un r6le que pour assurer [‘existence des 36ments (0, &) et 
Gl, io) de ET, on peut de la meme faGon considerer ((i, io, f E,I 
0 5 i L n) pour lequel il existe ;;13 moins un i* tel que ,[ (i*, j) E ET I 
O<j+z, j# jo)# @(notammenti* - - = il) et ktablir I’analogue de la 
propriktk (*) pour cet te colome. 
Repktons cet te argumentation en changean t al terrlat ivement .ks 1 &ws 
2t les colonnes. Comme il n’y a pas de connections non triviales dans 
ET3 ti chaque imtape, on dkmontre l’existence d’au mains un Ument de 
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ET distinct de tous ceux qui ont et6 produits auparavent. On arrive done 
a trouver un (iO, 0) E ET qui est alors connect6 5. (0, jO) E ET. 
ThCor&me 3.5. II existe un ensemble C mvert dans IV, 6 # @I, G C o:, 
tel que la restriction de I) d 61 est me fonction constante. 
(Pour les significations de 0: et I) voir 5 2). 
Preuve. On peut supposer que (J, est l’enveloppe convexe de (0, er, . . . . e, } 
05 (er, . . . . t*,]est la base canonique de Rn. 
Soit 
u = (x=(x1, . . . . x,)E R*l O< x0< . . . < x, et 
(??+l)X* > YAX, Oti X0 = 1 - C y=tXi) m 
C’est XI ouvert de Rn. Soi t x” = (_? t, . ..) ?,) E U un point arbitraire mais 
fixe et soi t 8 1 > 0 tel que 
B(.P,6,) = (XE R”I IIx--?II < 6,) c U 
(ou II l II designe la norme euclidienne). 
Posons X = (20, . . . . ZJ (.Fo = 1 - C y=* jti) et soient 
S, -1 +(n+k)-’ min {t,> 01 (tii) E E(X)), 6’~ min (6,,6,} 
et 6 = 6’/&z > 0. Verifions tout d’abord que si x = (x1, . . ..x.,) E l (% S), 
(*) il existe une injection de E(k) dans EC>) oti X = (x0, . . . . x,.,). 
Enelffet,xEB(I,S)=,xl=~l+r)l,...,x,=j?,+17n,~g=~g-5:~=Iqi 
oti ??I, ‘.., qn sont des nombres reels satisfaisant les conditions: 
lqi! 5 6 < 6’ si 1 5 i < n et I l&qil < 64~ = 6’. Done la preuve de - 
Theoreme 3.2 s’applique mtegralement pour donner le resa!tat (*). En 
effet, la seule difference ici c’est que certains des vi et I& qi peuvent 
sire negatifs ce qui, cependant, ne cause pas d’embarras puisque, par le 
choix de 6’ C, S,, a chaque etape de la construction inductive on ob- 
tient un point extreme pour un vecteur qui satisfait oujows les hypo- 
tkes du Lemme 3.4. 
Soit maintenlnt 7 E B(Z, S) un point tel que $(jj) = max i:*(x) I 
x f B(Z, 6)) et soit 8 > 0 tel que B& 8) E B(Z, 8) et tel que pour 
1 
:)ua~~qo uo s.Io~e 
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Nous n’indiquerons pas la pi euve du theoreme parce qu’elle est assez 
long1.e t ne fait intervenir aticune id6e nouvelle. Signalons eulement 
que la preuve est telle que pour un X don& elle nous permet de con- 
naitre de facon explicite les points extremaux de T(X). 
0-n construit geom6triquement la partition de OS induite par les 
regions R 1, . . . . R, en menant les 3 medianes de o2 et en formant un 
triangle semblable a0~2 en joignant les trois points de rencontre des 
medianes avec les c6tt% de 02 (voir les figs. 1-4). 
Fig. 1. La r6gion R1. Fig. 2. La region R2. 
Fig. 3. La region R-J, Fig. 4. La region Rq. 
Dans les deux prochaines ections nous traitons la premiere generali- 
sation naturelIe du th6orerne de Birkhoff: le eas oh une seule des coor- 
donn6es de A est distincte des autres; ou encore en termes geom&riques: 
le cas ou X represente un point appartenant 6une mediane d’un sim- 
plexe de R”. 
Pour tous les resultats de cette section I’hypothese 0 < A, < A, = . . . 
. . . = A, sera toujours sous-jacente, bien que pas toujours mentionnee 
explicitement I 
Lemme S.1. Soit T E E(A). AVors if& (I {(i, 0)I 0 “_ i 5 n] et 
ET n {( 0, j) I 0 I j 5 n ) sont de cardinalite’ I. 
Reuve. Supposons au contraire que i, eQ i, sont tels que 0 5 i, < i, 5 n, 
(iO, 0) E ET, (il, 0) E ET. Pssonsje = 0. Comme tiIo < X, < A,, soit jr, 
0 < jl 5 n, tel que (ir, jI) E E,. De meme, comme ti,j, < X,, soit i, # i, 
tel que (i2, jl) E ET. On a i, $ {io, i, ) et i, # i, (car si i2 = i, alors 
{(i,, 0), (i2, jl) = (iO, jr), (il, jr), (il, 0)) for-me un cycle dans ET). Pour 
la meme raison, soit j2 # jl tel que (i2, j2) E ET. On aura j2 e (0 = jO,jl } 
avec j* # il. Pour k 2 2, supposons done trouvcs les indices i,, i3, . . ., ik, 
jr, j2 , . . . . jk tels que 
Choisissons alors ik+r # ik tel que (ik+r, jk) E ET (car tjkjk < A,) et 011 
aura ik+r ;-I i, pour r = 0, . . . . k- I. Soit, de memc, jk+r # jk tel que 
&+I9 jk+$ E ET et jk+l + jr, 0 5 r <_ k- 1. Cette construction ne pouvant 
etre poursuivie pour k 2 n + 1, nous avers une contradiction. 
Soit done T= (t,> un point extreme de T(X). Le lemme precedent 
nous amene a consijlerer deux cas: 
Premier cas: Co0 = ho. Dans ce cas, T= (“-), ou S est un point extreme 
(p), p = (A&, . ..) A,) 02 cornpoyantes), etdone S cst une 
matrice de permuc Wion d’ordre n X n. 
‘Od ‘ ((v*z)) = CJ . . 
‘1 --l&f = (pyo) ‘(0 ‘0.1))p =: y 
95. Le cas 0 < ho < A1 = A2 = . . . = Aa 15 
pour un certain i, tel que i, $ {O,i,). De meme F4 = {(ia,jz)) avec 
1’2 4 (0, jr}, me_, &+I = {(jsk, j&I avec itik = 0, jtik = j. et 0 < i, # it # . . . 
. . . f &k-+ 0 < i(-J + jr # . . . # jHk_l (en particulier, nous venons de 
prowler que toutes les rang&s et toutes Ies colwtnes de T ne peuverat 
contenir plus de 2 entrees non nuhes). 
Alors si (i,, i,) G ET est connect6 ;i (ic,, 0), il est connect6 a (0, jo) qui 
est le seul element de ET n {(O,j) 9 0 I j 5 n}; cionc (i,, i,) est connect4 
avec Fk, et par recurrence, (i,,i,) est un des F,, c:e qui montre que 
k+l 
Cl(i,,O) = W F, . 
t-1 
Pour terminer la preuve, il suffit de remarquer que i’ensemble 
k+l 
E, \ u Fr 9 
r=l 
s’il n’est pas vide, ne contient que des points isoles. Ce qui n’est pas 
difficilt:. 
Afin d’enoncer le theoreme suivant, qui caracterisera entieeement Ies 
points I:xtr6maux de T(X), introduisons quclques ntikltions. Si r 2 0 est 
un entier nous denoterons 
Pr = I’ensemble des matrices de permutation d’ordre Y X r 
(par convention PO = (b). Si r est un entier tel que 1 5 r I: y1, on poser-a 
2 = {(iI, i, , . . . . ir) E NI; 1 s # t 3 i, # i,) 
(oti N, = { 1) 2,3, . . . . n})., 
Theoreme 5.3. Soit X = &,A,, . . . . A,) avec 0 < X0 < h, = )a2 = . . . =G A,, . 
( 1). II existe une correspondance biunivoque entre P, et 
VE WW to0 = A,). 
(2). Pour chaque r, 1 <_ Y 2 n, il existe une injectjon de Z’cnscn~hle 
pxK+x n_r dam { 1’~ E(X) I too = 01. 
tnversement, si TE B(X) est extr’&w avec too = 0, ahrs il existe un 
-r -r entjer r, 1 5 r 5 n, et un point du prcrduit N X N X P,,_ r d&emirzPs 
uniquernent par Tl 
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(3). Le pobytope T(X) poss2de exactement ef) = (n!)*Z~=,( l/k!) 1 
points extrthzaux. 
Preuve. (1). Evident par k th&weme de BuZ?~ff. 
(2). Soit T = (tii> un pair,; extreme de T(X) avec to0 = 0. Soient 
Q < iO, jo 5 n determines par tjoo = A, = toio et soit, comm.e dans le 
thboreme precedent, ((io, 0), (io,j,), . . . . (i&>, (i&j9 (O,i,)l la the de 
(io, 0) (I est d&rminC par 2[l+ 1) = d(r(io, 0), (0, jo))). On a 0 5 k L n- 1. 
Posonsr=I+ 1. 
On vCrifie que r, et que le!a r-uples (j/o, i,, . . . . il), (jo,jl, . . . . jl) sont uni- 
quement determin6s par T ert sont ceux recherches. En effet, on sait que 
s 3E t * is # it et I) + it et que is, jt E Al0 = { 1,2, . . . . n} (si s, t E (0, 1, . . . . I)). 
D’autre part, la sowmatrice S d’ordre (n-r) X (n-r) obtenue de Ten 
enlevant les rang&es io, . . . . il et les colonnesjo, .., j1 est tek que chaque 
ligne et chaque colonne ne contient qu’une seule entree non nulle X, 
(car tous ses points sont isoles). Elle origine done d’une matrice de per- 
mutation d’ordre (n-r) X (n-r). 
Inversement, soit r, 1 5 r 5 n (posons I = r-l), ioient (i,,i,, . . . . il) E3, 
(i,. il , l , j/j E 3 et soit P, une matrice de permutation d’ordre 
(n-r) x (n-r), donnes. Definissons la matrice T = [tjj) d’ordre 
(n+l) X (HI) comme suit: 
(a) ti,, = tOjC = X0 , 
t* 
hil 
=5 tj2jJi = l ** = firir = Xl 9 
t* 
roil 
= tjljz = a** = fir lh= tjd0 =h, - X0 ; 
(b) la sous-matrice S ob?cnue de T en enlevant les rangees 0, i,, . . . . il 
et Zes colonnes 0, jo, . ..& est definie par s = A,P; 
CC) tes autres ti/ sont defkis par tij = 0. 
I1 est evident qu’un tel T appartient aT(X) avec to0 = 0. De plus un tel T 
esa *Isn point lextreme de T(X), car tous les elements de E, sont isoles A 
l’exception de ceux qui se trouvent en position (i,, jfl) avec Q[, /3 E 
(0, 1 , .._, I), /I = 4~ ou F = cy + 1 qui ne peuvent former un cycle puisque 
(O,O) $ E,. 
(3). Pour 1 <: r < n, r fix& l’ensemble % contient (“,!) l (r!) elements 
et J’ensemble Pn+ contient (n-r)! elements. Done, le nombre de points 
extrkmaux distincts de T(k) avec to0 = 0 est 
n n-l 
(r!)* [(“)]*(n-r)! = (n!)2 
r-t I 
$tLLecasO< ho=Xl =...=A+1 <h 
his additionnant a ce nombre les n! points extremaux ayant too = A,, 
on obtient que 
Nous completons l’etude &I pom”ytope T(h) dans le cas ou une seule 
des composantes du vecteur h est distincte des autnes. Ce cas est un pe:u, 
plus compliqus’: que celui de 5 5. Manmoins, nous awons pu le traiter en 
detail et obtenir le theoreme suivarrt: 
‘TInCor4me 6.5. Soit X = &,A,, . . . . A,), oti 0 e I+) = A, = . . . = A,_!, e A,. 
(i). Si 2X, > A,, Ze po!ytope T(X) posstide (n!)2X &,( l/k!) poirzts 
extrhnaux. 
(ii). Si 2X, 5 A,, le polytope T(k) possPde (n!)2 E&((k!)” (w-k)!)-- ’ 
points extrhaux, oti 2 <, k, <, n est l’en tier tel qw k,h, 5 h, mais 
(k,+ 1)X, > An, 
Toute cette section est consacree BIs preuve de ce theoreme qui 
decoulera d’une suite ue lemmes. Dans ce qui va suivre, I’hypothese 
OeX,=x,=--... = An_ 1 e A, sera toujorars ous-jacen te. 
Lemme 6.2. ,Supposons que 2X, 5 X,. Si T = {(tii) est UPI point extr@mc 
de T(hJ pow chaque r, 0 4 I’ <= n- 1, iE exisfe tm i (r) tel que 
t. l(F)P = & = ho. 
Inversemern~, un &hent de f(X) qui jouit de cette proprlitg c.st 
ex tp&re. 
Preuve. Soit T = (tii) un point extreme de T(A) et wit r tel que 
0 5 Y <I n- 1 sn Ecrivons (Theo&me 3.2) 
Comme, lorsque on rempkce An par A,, on doit se rtiduire au cas des 
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matrices de permutation ou encore obtenir au moins une entke negative, 
ilous avons les cas suivants: 
Premier cas: T = (Q) donne lieu A une matrice de permutation. Alors 
il existe i(r) tel que CYi(r)r + fli(,>, = 1 et CYir + Pir = 0 si i # i(r), et les en- 
trees sur la colonne P de T sent de la fortne P,,(h, - X0) si i # i(r), et 
X, + pi,& - X0) si i = i(r), d’oh Pir 2 0 pour i 7t i(r). De meme, 
/Ji(j0)r 2 0, car si au contraire &tr)r 5 - 1 on aurait 
0 C X0, + flj(r)r(An -ho) L &J - (An -x0) z 2h, - xn 5 O l
Mais, comme 0 5; r < n, on 11 
n 
h,+( Cfljr)(Xn-X*)=Xo” kpjr=O 
i=O i=l 
et done 
pir = 0, l’ 5 i 5 II * tjtrlr = x0 et tkr = 0 si k # i(r) . 
Deuxihne cm: En faisant la substitution A, = X0, T = (tii) donne une 
en tree ljo j. < 0. Soient 
Ces quan ti t6s solnt elles que si k E (i, j) on a 
0n a wssi 
Done si jo < ~1, comme alors pi, = 0, il suit qu”i1 existe i, # i, tel que 
P <’ il jo -1 - 1, et done il existe aussi un jr # j. tei que PiIj, 2 1. Si jI # ti ou 
siPjlj, 2 2, on peut de la mhe fac;on determiner deux indices i, et jz 
tels que fijzjl # 0 + Pi, j2. Si ji = II et pi, jl = 1 * tilt: = @i,nX() +An < An 
(car tj, j. > 0) * ail, < - 1 et comme CYn = 0, on peut trouver i2 tel que 
aizn -- > 1.11 est evident que nous pouvons de cette fagon demontrer qu’il 
existe un cycle dans E,. C’est une contradiction et done (io, jet ) = (n, n). 
Si BIOUS dhotons par 2 = (.Zij) la matrice d’ordre (n+l) X yt cllbtenue 
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de Ten enlevant la colonne y1 et en re!nplac;ant h,., par he, nous venons 
de voir que zii = ~~~~~ avec Tjf 2 0. I1 est alors facile de verifier que sur 
chaque colonne de 2, ho est la seule entrke nlon nuljte et 5 partir de w 
moment nous pouvons raisonner comme dans le premier cas. Ce qui 
montre que le lemme est vrai. 
La rkiproque est immediate. 
6.3. A l’aide de ce lemme nous pouvons determiner tous les poinrs extre- 
maux de T(X) dans le cas ou 2X0 <_ h,. 
Soit k, tel que 2 5 k, I K, k,X, 5 h, et (:Co + l)ho > X,. Si 75= (t$ 
est un point extrgme de T(X) on a (Lemme 6.2) t, =: X, - kh, pour un 
certain k, 0 <, k 5. k,, et il existe exactement k colonnes, disons 
O<_jt<j+.. < jk < n, et k rangees, disons 0 < i, C i2 < . . . < i, < n, 
de T telles que pour Y = 1,2, . . . , k OF, ai t 
t i n z X0, ti j 
tr 
=O si OLjLn-1: 
nz’r = X0, t; =O si O*<t<n-1. 
r 
La sows-matrice S d’ordre (n-k) 5: (c-k) obtenue de T en dblaissant les 
rangGes i,, i,, . . . . ik-, n et les colonnesjt, j2? . . . . jk, n est une matricz de 
permutation. 
La rkiproque est exacte, a savoir que pour chaque k, 0 C k I ko, on - 
peut construire un point extreme T= (tij) avec les proprietes ci-haut. 
Mais pour chaque k, 0 < k 5 k,, il y a [(;)I2 fagons de choisir les k 
colonnes et les k rangees qui auront X0 en position n.. Done lc nombre 
de points extrbmaux est 
kQ kQ 
c [(~)]2(n--k)! = (n!j2 c ((k!)2(w--k)!;)-1 
k=U k=O 
ce qui complete la preuve de la partie (ii) du Theorerne 6.1. 
6.4. Dans ce qui va suivre nous allons maintenant supposer que 2X, >s &, 
et tout d’abord dkmontrer qu’il y a au moins (n!)2;C;f,o(k!)-’ point:% 
extremaux de T(X). 
6.G.1.H y a kvidemment exactement rl! points extremaux 7 == (tjj) avec 
t VW = An. 
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6.4.2.11 y a exactement (n2) l (n -l)! points extremaux T = (Q) avec 
Gin = h, - ho. 
En effet, on voit immediatetnent quz si tnn = Xn - X0 il existe i. et 
jo, 0 5 i,, j. < ~1, tels que tion 2. X0 = tnio, et alors 6.4.2 suit facilement. 
6.4.3. Nous montrons comment construire (n!)2$&k!)-L points ex- 
tremaux T= (tii) de T(X) avec: t, # h, et tnn # X, - X0. Tout d’abord 
choisissons deux nombres cl0 et pn tels que 0 < p(n < ko. Posons p = 
(&), 110, “‘? ~o,&l) E R”+l et p* = (&+o, . . . . PO). Soit S = (S,> un point 
extreme de T($) tel que Foci f p,,, et denotons par S = (Sij) la matrice 
obtenue de 3 en permutant h:s rang&es 0, rz et les colonnes 0, ~1. Alors S 
est un point extreme de T(p) avec s,, f pn. Nous savons de plus 
(Theo&me 5.2) que toutes les entrees V non nulles sont de la forme 
s.. = 11 & 9 %j = PO - /An OU Sij = p. oti tous les p. sont des points isoles. 
Remplacons Idans S les entrees “ii = I_L,, > 0 par X, - A0 > 0, les 
Sij = /A0 - pn > @ p:w 2h0 - X, > 0, les Sij = /!f~ > 0 par leur valeur 
PO = PO - fin + & == 2h~ - X, + Xn - X0 = X0, et laissons les Sij WlS 
egaux 6 0. Nous obJk?nons un point extreme T= (%j) de l’ensemble 
T(X*) ou X* = (k,, ho, . . . . h,, Il,, - A,). Cette matrice &era telle que 
fnn f A,, - ho et de fait po&dera une seule entree non nulle sur sa 
derniere colonn;: (et rangf a) ayant pour valeur X, - X0. En particulier, 
Supposons maintenant, de plus, que la matn=ice , element extremal de 
T(p*) du depart, ait 6~6 choisie telle qu’il existe au moins un point isole 
p. dans Q. (i.e., la “partie permutation” de 3 n’est pas vide). Ceci donne 
dans ET urn certain (i0, io) avec tiOjO = A0 et 0 5 io, j. < n par (*). Defi- 
nissons alors la matrice T= (tij) E T(X) (de la facon suivante: 
t i. j. = 0, tn j. = tion = A(], tij z fii 
pour les ;lutres (i, j). Comme (io, lo) etait un point isole ddns ET il est 
clair que ET ne contient pas de cycles. 
Resumons: ii park de tout point extreme s = (s,> de T(p) (avec 
& < dcLG = *a* = pn _ 1) tel que Y(-Jo f pn et tel que EF contient au moins un 
point isok on a associe UII point extreme T= (tij) de (A) avec t, J: Ii, 
d t,, # x, - ho. En partant du meme 5, on peut associer autant de 
points extkmaux distincts T de (X) qu’il y a de points isoles dans Ey. 
$6. Le cas 0 < ho = Al = . . . = An_1 < An 21 
Regardant cette construction il es2 aussi evident que si 3, et & sont 
deux points extremaux distincts de T(p*), alors T, et: T2, les elements 
de T(h) associb, sont aussi distincts. Done, en repre:rrant les notations 
de la section precedente, le nombre de points extremaux de T(h) (avec 
t,, # A, et t,, St A, - X0) construits de cette facor., est donne par la 
somme des cardinalites ar des ensembles A, = N X I’?’ X Pn_+ pour -r 
1 5 t‘ 5 n- 1 (on ne peut pren&-c- I’= ~1, car alors Pn_ r =: Q)) chaque a, 
etant multiplie par n--r, le ri+ ‘; k de points isoles (c’cst l’ordre de la 
sows-matrice de permutatic mbre est done I;& r “-‘(n)2(r!)2(n-y)! x 
(n-r) = (fl!)*r;$k!)-’ 
Le lemme suivant nous ir,c?,b,dera que now avons obtenus tous les 
points extremaux de T(h). 
Lemme 6.5. Si T E ii(X) oti 0 < X0 = Xl = . . . = An-1 l < An et 2x0 > An, 
ona: car;((i,n)EET(O<--inn)< 2etcardi(n.liEETIOIj-~n)I2* 
Preuve. Si tnn = A,, il n’y a pas de yrobleme. 
Considerons tout d’abord Ie cas ou t,, = 0 et oti il existe j. tel que 
t njo = A,. Supposons que jr 21 j2 sont tels que 0 < jr < j2 < n, jl, j2 f: j. 
et tnjl > 0, tnj2 > 0. Puisque 2h0 > A,, on a 0 < f,ij <: X0 pour i = 1,2, et 
alors il existe ir et i2, 0 2 i, + i2 < n tels que 0 c til il < X9, 0 < tiziz < X0. 
Le lecteur verifiera que ceci n’est p;,s possible et verifiera aussi q:le dans 
ce cas on a 
(*I card((i,n)E&l O<i<:p1)=~. 
Considerons maintenant le cas general et supposons que 
card {(i, n) E E,I 0 5 i < n} 2 3. Puisque 2X0 > A,, il existe i, < n tel 
que 0 4 tion < ho et alors on peut argumenk comme en Lemme 5.1 
pout aboutir a une contradiction. En effet, il suffit de renwquer que le 
fait “d’aller” en rangee n ne cha:lge rier: car si dej$ t,,, > 0 on aurait un 
cyck, et si t,, = 0 on a que {(n,j’)I 0 < j C n et t,,i = A,) = (0 (par (*)). 
6.6. Utilisant ce lemme il est racile de terminer 9a preuve du Theoreme 
6.1. 
Soit T = (tij) E = A,, alors Test une matrice du type de- 
crit en 6.4.1. Si t,, = X, - ho, voir 6.4.2. 
Supposons done que tnn -4 A, et tnn # A, - A,. Soient 0 I lo, i, 5 n 
et 0 5 jo, jr 2 n, dl # n, jl # n teis que tiJn = tnjo = ho et 
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rtjt~ = oy sii = fii autrement. Aloss S est un point extreme du poly- 
tope T(p) ob p k (h,, . . . . X0,X, - X,) avec h, - A, < X0 = . . . = h,, et 
done Bes positions (ir,n) et (n,ll) sont connectees dans Es, les t%ments 
sur cette connectic.1 &ant X, - h, et 2A, - A,; les autres elements de 
E, (en particulier (3,,j,)) sont isoles (Theoreme 5.2). 11 suit facilement 
que 7” est de la fcrme d&rite en 6.4.3. Ce qui termine la preuve du 
th$orGme. 
7. he borne inf6rieure pour le nsmbre de points extkmaux de T(h) 
Pour le probltime qui nous preoccupe, 11 est evidemment interessant 
de considerer le nom bre 
erl =max{cardE(X)I O<Xi,O<iiyt) 
et de tenter d’esiimer en de facon asset precise. Actuellement, a notre 
connaissance, un tel estime est tres pawre. Dans [7], par exemple, on 
depense beaucoup d’energies pour arriver a demontrer que e, 2 (n+l)! + 1. 
Dans [4] on n’etudie pas specialement T(X) mais de facon g&&ale 
T@, b) et les resultats obtenus (si on les sptcialise a T(X)) sont (page 273) 
(n+l)! <, en <_ (n+l)2r2. 
Dans cette secti:. :I nous nous preoccuperons d’ameliorer de facon sub- 
stantielle la borne (n+l)? f 1 de Perfect-Mirsky. Nous n’abordons pas 
cependant, dans ce travail, le zrobleme de la determination d’une borne 
superieure ae, suffisamment g;W85 
En combinant le Theoreme 5.3 et le Corollaire 3.3, nous obtenons 
* 1 
e, 2 (n!)2 c - 
k=o k! ’ 
ce qui est deja une am&oration tres nette de l’in&galiG de Perfect- 
Mirsky. Mais nous pouvons faire encore mieux. Nous obterwns: 
I= o ( k2 + 1). En particuh, 
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- -a- 
----- 
n (n+l)! + 1 (r~!)~Z~~(k!)-’ IFE=,(k2+l)ien 
-- 
2 7 10 10 
3 25 : 96 100 
4 121 1560 1700 
5 721 39 120 44 200 
6 5041 I! 409 040 1 .I535 400 
-.--- -~-_____ -_ 
Preuve. Pour un X = (A,, X, , ._., A,) E R”+l (Xi > 9) choisi convenabic. 
ment, nous allons construire inductivement, $l’aide de TMoreme 5.2, 
fn = X$,(k2+1) points extremaux du polytope T(X). 
Posons, comme en Corollaire 3.3, pour r = 0, 1, ...y 12, 
er) = max {card E(p) I p = (po, . . . . p,), 0 < p. < . . . < p,. = I++~ =. . . =pn) 
(il est important de noter yue si p est un vecteur quehlque tel que 
O<&<~,=... = pn alors card E(p) = eL1)) et d4finissons les rlombres 
f,(‘)pourr= lJ,...,n-1 par 
n 
fn(*)” n (k2 + 1) . e$*$ . - 
k=n-rr+l 
Comme ef IL)= 2, on af,,(“-1)=Il~=,(k2+1) = f IZ ’ 
Nous avons aussi la relation de rkcurrence 
fcPC')=(n2+I)f~Jl pour r2> 2 et n l<r<rz-2. 
(ill. Soit h don& tei que 0 < ho < X, < A2 = h3 = . . . = &. 
(a). Le nombre de points extkmaux X = (xii) de T(X) awx~ xoo = ho 
est prkis6ment e’,l_‘l . 
(b). Considhons l’ensemble A lo des, points extkmaux X == (x!;) de 
T(X) avec xl0 = X0. Le nombre d’6kments de >I 1O vhifiant en phs la 
tondi tion xol = X0 est suphieur ou &al au nornbre d’&hemts extr& 
maux du polytope T(p), oh p = (A, -- Xo,h2, . . ..A.) E R”, ce quj assure 
l’existence d’au molins e(l) n _l points extr&mzux X = (Q) de T(X) avec 
X()(-J = 0, $0 = X01 = ho. Nous montrons comment, pour chaque k 
II <: k 5 yt, chacun de ces ~~~~~ points perr_. I ~:t de definir un FoinI: extrkne 
jh) avec xoo = 0, xl0 = h,, xOit == A,, et done yue card A IO> 
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Soit X = (Xii) UII point extreme de f(X) avec ~~10 = 0, x 10 = X0 = ~01, 
et soit k, 1 < k <_ P. Soit Y = @& 1 <, i, j (5 n, la matrke d’ordre 12 X YII 
obtenue de X en Maissant l(a range 0 et la colonne 0 de X. Dans E,r iA 
y a la chsse de X, - A, (coAx;inI les &ments X1 - X0 et X2 - h, + A,) 
et possiblement des points i:&s A,. (Dans cette dreuve, si (iO, jO) E Ex 
on dira que la classe de (ioTjh,) est !la classe de xioiO et que les 616men ts
de cette ciasse sont les Xij > 0 tels que (i, j) est connect6 g (iO jO).) 
Supposons tout d’aibord qwe sur la collonne k, E, contienne un point 
iso14 X2 en position (io, k). Efinissons 2 = (Zii) de la fac;on suivante: 
Z(jk = A*, z-4)1 = 0 , 
501 = A*, Zj()k = 3’2 - A(), 
zij = Xii pour les awtres indices .
Comme X2 6tait is016 dans Ex, il est clair que 2 f E(A), De plus, puisque 
dans Ex, Venttee A, - A, sur la rang6e 1 est connect6e gl’entr6e X1 - h, 
sur la colonne 1, il suit que les Gments (1,O) et (0, k) sont connect& 
dans Ez, et done que Ez est partionnh en la classe de X0 et possiblement 
en des points isok AZ. 
Si plutbt, stir la colonne k, EY contient un point appartenant 4la 
classe de A, - X0, nous pro&dons de la faGon suivank: Soit i, d6termhk 
tel que (iO, k) est connect6 dans Ex B (Q, I) et est 1’616ment deEx sur la 
color,ne 2 6 plus petite distance de (il, 1) (oh i, est dkfini par la condi- 
tion xilI = A, - A,) et wit S = {(iI, 1) = at0, a1 9 . . . . ar, = (io, k)) cette con- 
nection (il est clair que s est impair). Wfinissons la matrice Z = (zii) par 
les conditions 
201 = 0, “@k = h* ) 
2 at =$+ (-l)‘X,, t = 0 ,...) s , 
. 
=ij =Xij si (i, j) $ S U ((0, 1)) U ((0, k)} ; 
en particulier 
zi* 1 =x,,1 +hg=h1, 
Zj& = A-# - A, = A2 - h, + x, - x, = h2 - A, . 
Comme dans la classe de Xl - I0 dans EY n’apparaissent que les kl& 
ments X1 - A, et X2 - h, + A,, le fait d’addi tionn: r et de soustraire A,, 
garde tous Ies 616ments positifs. De plus, comme P.,, est l’unique entrh 
07. Une bme inf6rieure psw le nombre de points extrhmx de f(h) 25 
non nulls mr la ringee 0 de 2 et que outre cette rang&e 0, Z a le meme 
patron d’entrees rlon nulles que X, on obtient que 2 E E(X) et que Ez 
est partionne en !a classe de X0 (dont ‘i8s &ments sont de la forme 
X0, Xl, X2 - Xl, X1 - X0, X2 - XI +X0) et en des points isoles X2. Les posi- 
tions (1,O) et (0, k) sont connectees dans Ez et appartiennent a la classe 
de X0. 
(c). Supposons maintenant que X = (X,, X1, . ..) X,) a 6t6 choisi tel que 
O<h,<;k,<X,=h,=... =A, et 4A. < 2ht < h2. Soit X = (x+) un des 
points extremaux de T(A) construits en (b). On a xoO =: 0, Q, “‘A,, 
xok := ho pour un certain k, 1 5 k <, n. Soit 1 K i0 < n. Definissons i 
partir de X une matrice Y = (yii) telle que yioo = A,. Si sur la rang& io de 
X se trauve un point is016 Ar en position (do,jo) (necessairement 
2 < j. <, ~1, j. f k), on d&&it Y par 
-500 =x0, YlO=Q 
Y. * =x2 --ho, Yljo =A,, lo30 
Yij = Xij pour les autres indices. 
On a que Y E E(h), que les positions (io, 0) et (0, k) sont connect&s 
dans EY, que EIr se decompose n la classe de A, (contenant les 36 
ments A,, X2 - X0, X, - X0, X2 - X,, Xz - A, + X,, X1) et en un certain 
nombre de poings isoles A,. Cependant, contrairement au cas X0 C X, = 
. . . = A,, il est en g&Gral faux que la connection minimale entre (io, 0) et 
(0, k) donne tow les elements appartenant a la classe de X0. Mais ceci ne 
joue aucun role dans la suite. 
Admettons maintenant la settle autre possibilite, a savoir que sur !a 
ran&e i. de X se trouve un point appartenant a la classe de X0. 0n 
raisonne comme en (b) en echangeant le role des lignes et des colonnes 
et en hsant i. a la @ace de k, Comme par hypoth6se 2X0 < X1 et 
2At < AZ, toutes l-;?s’~ntrees d  X sur la connection entre (1, jo) et (i,, jl) 
sont alors > A0 et dwc Yi, 2 0, 0 <: i. j 5 ~1. I1 suit facilement que Y 
appartient A T(h) et est extr&ne. De plus, les positions (io, 0) et (0, k) 
sent connect6es dans E, qui stz &compose en la classe de X0 (contenant 
des &ments du typ? h,, A,, AZ -- Al, hi - X0, A2 - A, + X0, X2 - ?bu. 
A2 - 2X0, h, - 2x0, X2 - h, - X,, Xz - 2X,) et en des points iAoles A? 
et possibleinent h, (ceci dans Pe cas o+ y 11 = X 1). Nous venons de mon- 
trer que 
(a). Commt; en particulier 4h 
maux de T(X) avec XQ~ = aCig es% 
(b). Csnstruisan 
Cornme 4(X1 - X0) 
de T(h) avec xoo = 
sow-matrice Y sbtenue de 
telle que E, est partionnC 
Alors, utilisant la m$me technique qu‘en (i) (b) et remarquant 
l’hypothbe She < 4X, < 2hl < ha assure que tsutcs les entriks seront 
non nCgatives, on peut definir PZ,/‘# points extdmaux 
x()(-J = 0, x10 = A0 et avec Ex partisnn6 en la clusse de A 
is&s X,, AZ. X3, les positions (1 s 0) et (0, k) &ant connectfks dans EX 
(ob .Qk = X(-J). 
his, la m$me technique qu’en (i) (c) nous montre qu”i1 existe au 
moins ~~.f,i1)1 p&Its extrbnaux de T(h) aver xoo = @ et jouissant de 
ccttc partition remarguable pour leer graphe posi tif. Done 
(iii). Soit 4 5 r S Pi. Sup ssons qus pour ehaque s, I I s I r-4, nous 
ayons construits induc tivemcnt f:) points extr&nwax X de T(h) sous ’ 
les hypothkes 
passCdant luyrapri&& que Ex est part ianne en la chssc de X0 et en des 
points isoNs h,, X2, . . . . A,, . 
11 est fhcile de se convaincre que par une argumentation a ~logue h 
sxlle de (ii) on obtiendra 
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