In this paper we consider the decentralized stabilization problem for a class of large systems formed by the dynamic interconnection of several multivariable systems. For this structured class of systems, we establish the conditions under which the interconnected system is controllable and observable.
Introduction
There has been a great deal of interest in the area of decentralized control of large scale interconnected systems, [I] -141. This is a direct result of the need to analyse large scale technological systems like power systems [5] , computer communication networks [6] , transportation systems and process control systems [I] , for stabilizability under local feedback. This paper examines the stabilizability of a specially structured class of interconnected systems which appear naturally in many practical situations. These systems are those formed by a dynamic interconnection of several subsystems.
Previous results in the literature on stabilization and regulation via decentralized feedback were mainly concerned with either interconnected systems with constant (static) interconnections or with large multivariable systems. For systems with constant interactions, Sezer and Hussein [4], Davison [IO], Saeks [Ill, deal with the question of decentralized stabilization. We may mention the excellent development of the corresponding results for large multivariable systems given by Corfmat and Morse [7] and Wang and Davison [a] . Chan and Desoer [9] consider a c l a s s of dynamically interacting interconnected systems for certain stability studies and also examine the stabilizability of such systems via local state and dynamic output feedback using aggregated column subsystem notions [3] . Our aim here is to establish rigorously the sufficient conditions under which such systems are jointly controllable and observable and also stabilizable with decentralized feedback. This paper is organized as follows: In section 2, we describe two interconnected system structures dealt with in this paper and formulate the main probl e m s of interest. Section 3 presents the conditions under which the large system is controllable and observable. Mq denotes the compe nent of M associated with q e g . M K -~ denotes the component of M associated with the proper subset K/qh {nq+l,n +2 ,..., n',..., IIk; n.+q), also called the complement o?q. Q (A{ denotes the set of eigenvalues of a matrix A.
Problem Formulation
In this section, we present two interconnected system structures, wherein the subsystems interact with each other through dynamic output feedbacks. We also state some control problems relating to these structures.
Structure I:
Consider the large system formed by the interconnection of the k subsystems described by Si: X i = A.x. t B.u.. i = 1, 2,. . . , k We assume that (Ci, Ai, Bi) is a controllable and observable triple, i=1,2, ..., k, where xiERni are the states of the subsystems, uiE Rml, yiE R pi a r e the corresponding inputs and outputs, zie
Rai, wiE Rmi a r e the states and outputs of the ith interaction subsystem respectively. vi€ R m l is the external input to the ith subsystem, and the coefficient matrices are of compatible dimensions. Such structures arise in practical systems such as a counter-current heat exchanger [l] . Schematically, the ith subsystem of Structure I would look as shown in Fig. 1 .
Structure II:
Another dynamic interconnection structure, which has more detailed structure than the previous one i s considered in the following.
Here, we consider the large system which consists of k subsystems having the state space description S . : x . Here also, we assume that each (Ci.Ai,Bi), i = 1,2 ,.., k is a controllable, observable triple. The following questions concerning the above systems are of interest.
(1) Under what conditions is the composite system (2) What a r e the conditions on the subsystem and controllable and observable ? interconnection parameters to guarantee stable fixed modes i.e., stabilization using decentralized dynamic output feedback? (3) Under what conditions can local state feedbacks of the type ui = Kixi t vi stabilize the composite s y s t e m ?
We shall provide answers to these questions in the following sections. In the centralized case, there are stronger conditions required for stabilization with dynamic output feedback (controllability and observability of the system) than for stabilization with state feedback (controllability of the system). A s we shall see later, the corresponding conditions satisfying questions (2) and (3), in the decentralized context, are also different.
Controllability and Observability
Here, we develop the conditions under which the large interconnection system (Structure I) described by (la)-(le) is controllable. The corresponding results for Structure 11 follow similarly.
To proceed, let us rewrite eqn. (1) as
In what follows, we use the term joint controllabiJity of Structure I to imply controllability of the pair (A, B) i.e., the interconnected system (1) is jointly controllable if and only if [12] ,
More explicitly, using (3), (5) can be written as rank c ( s ) = r a n k
We then have, Lemma 1: The system described by (3) and (4) (2) r a n k U ( s ) = r a n k sE U(M) whencr(M) is the set of eigenvalues of M.
Proof: It can be easily seen tLat c ( s ) is column equivalent to U(s), and thus, rank U(s) = r a n k U(s), for all s. Necessity: The necessity of condition&)i.e., rank U(s) = n t a f o r s EO(M) is obvious and that of (1) is clear f r o m the fact that if (1) does not hold, then (2) cannot be true.
CI
The necessary and sufficient conditions given in Lemma 1 are computationally burdensome. The following theorem provides elegant sufficient conditions, while its corollary (Cor.1) provides simple sufficient conditions which require computations on the subsystem matrices only.
Theorem 1 : The interconnected system described by (3) and (4) (Structure I) is controllable if
E] = n t p , f o r a l l s e u ( M ) (7)
-Proof: In view of Lemma 1, the theorem is proved if we can show that (ii) and (iii) together imply that rank U(s) = n t a , s QU (M).
To this end, note that U(s) can be rewritten as
For scu(M), conditions (ii) and (iii) imply rank Ul(s) = n t a , r a n k U~( S ) = ntpta, respectively. Using Sylvester's inequality now, we have n t a 5 rank U(s) 5 n t a t ( n t p t a ) -( n t p t a )
i.e., rank U(s) =nta, for all scu (M) .
We can easily obtain the following corollary, by making use of the block diagonal structure of A, B and C given in (4b). Note that this corollary provides conditions which a r e given in terms of the subsystem matrices, thus providing computational advantages.
Corollary 1: The interconnected system described by (3) and (4) (Structure I) is jointly controllable if
For Structure I, we can actually state a stronger version of the joint controllability conditions using certain results of Corfmat and Morse [13] . Specifically, we prove the following theorem: Theorem 2: Consider the system described by (1) and (3) (2) For almost any L2, the uncontrollable polynomial of (fftB2L2C2, B1) is given by the product of the first n invariant polynomials of [ s: t BO'] 
0
We now state a theorem which gives a condition which is equivalent to that of Theorem 2, but is e a s i e r to test. Thus, we have r a n k r ( s ) 1 nta, for all s. This proves that (9) implies (8).
We prove the converse b (9) does not hold, i. e., rank (SI-M) for seu(M), then, s t r u c t u r e of r(s), we get, rankI-(s)<nta, for scu(M which contradicts (8).
B
It is important to note that Theorem 2 and Theor e m 3 a r e valid only for an L that is arbitrarily structured, Le., no element of L is cqnstrained to have a fixed value.
As before, it would be of interest to investigate whether (9) could be simplified to provide simple conditions at the subsystem level. The following corollary provides precisely these conditions utilizing the block diagonal structure of the m a t r i c e s , A, B, C and M. Ci R e m a r k 1 : Note that in checking for joint controllability in Theorem 3 and Corollary 2, it is sufficient to check the conditions therein only atu(M) i.e., at a finite number of points.
Remark 2: In particular (7) and Corollary 2 imply that the transmission zeros of the subsystems should not coincide with the poles of the interconnected subsystems.
The results for observability follow by dualizing T h e o r e m 1. Note that we cannot dualize Theorem 2 as N is constrained to be diagonal.
Note further that Theorem 1 and Corollary 1 hold for Structure 11. However, Theorem 2, and hence T h e o r e m 3, will not hold there as L has a (constrained) diagonal structure in that case. The simplified results on Structure II, corresponding to Corollary 1 follow similarly.
and Morse.
Decentralized Stabilization of Interconnected Systems
In this section, we obtain the main results of this paper concerning the decentralized stabilization of the interconnected system (Structure I). This is done by finding the fixed modes [8]: the modes that are unaltered under decentralized dynamic output feedback control. T o find these modes, we require a result due to Corfmat and Morse, which we summarize in the following. This result, applied to Structure I, described by (3) and (4), helps us obtain the conditions which guarantee the stabilizability of the dynamically interconnectedtsystem under decentralized feedback.
We then simplify and interpret these conditions to obtain simple sufficient conditions which are easy to test.
In this section, we consider large systems which are strongly connected
[7]. The results obtained can be easily extended to include nonstrongly connected systems. A strongly connected system is one in which, after local feedback, a t r a n s f e r p a t h e x i s t s f r o m e v e r y input channel to every output channel. That is, every node is connected to every other node in the graph of (1) . This has been shown [7] equivalent to the requirement that all the complementary subsystems (see Definition 2 below) have nonzero transfer function matrice s.
We now define the remnant polynomial which is closely related to the fixed modes, and which we use frequently in the ensuing discussions. Then using decentralized feedback (i) the spectrum of (11) can be freely assigned if and only if the remnant polynomial corresponding to each of the complementary subsystems equals unity i.e., P ( C K -~, A , B~) =~, f o r all q€K.
(ii) (11) is stabilizable by decentralized feedback if for each ~~K ,~( C K -~, A , B~) is a stable polynomial.
R e m a r k 3 : Proposition 2 indicates clearly the role of the remnant polynomials of the complementary subsystems in proving the stability under decentralized feedback. It is evidently sufficient to prove that each of the remnant polynomials is stable, to prove the stabilizability under decentralized dynamic output feedback of the system.
In the light of R e m a r k 3, it is enough to investigate whether the remnant polynomials of the complementary subsystems of the interconnected system (3) and (4) are stable. To this end we identify the ith channel of our dynamically interconnected system with the input and output groups of the ith local subsystem.
To use Proposition 2, we split the vectors and matrices of eqns. (3) and (4) for Structure I, in the complementary subsystem format: the interconnected system (3) can be computed and the diagonal structure of Qq, Bq and Cq in (iii) (Theosimplified in t e r m s of the parameters of the subsysr e m 4) and note that (iii) holds if and only if tems (la)-(Ld). More specifically, for all q E K , ~( C K -~, x, Bq) now equals the product of the first (nta) invariant polynomials of R (s) defined below. Now
Lq, K-qCK-q sI-Mq 0
If, f o r a given q, rank Rq(s)La, for all s, i.e., the Similarly condition (iv) (Theorem 4) holds if and only lemnant polynomial equals unity, thzre a r -E O fixed if modes due to R q ( s ) (i.e., due to P (CX-~, A, B ) ). If r a n k W i ( s ) = n i t m i , f o r a l l s e u ( M ); i=1,2, ..., k (14b) the remnant polynomial ~(CK-,, A,Bq) 1s staAe, then it contributes only stable fixed modes. Starting with (14a) and (14b) together require the strong structural (1 3), we simplify R q ( s ) to obtain convenient conditions condition mi =pi, i=l,2,.;., k. ln general, this would guaranteeing stable fixed modes. not hold, Le., one of the conditions (14a) or
We can now use the triangular structure of the above matrix to obtain our main result.
If Ti (s) has rank n +a (for all s) and Tzq(s) = rank nK-taK-q (for all s), then rank R q ( s ) = n t a ( f o r a l l s) and t%ele will be -no contribution to the fixed modes from P(CK-~,A, Bq), for this particular q. If either Tlq(s) or Tzq(s) drops rank, u (Mq) and/or ~( M K -~) a r e the only modes at which the ranks could drop, for qcK (assuming (Aq,Bq) controllable and ( C K -~. A K -~) observable). Hence the set of fixed modes can only be a subset of the set of eigenvalues of M. We can now use Theorem 1 to establish the conditions under which Tl (s) and Tzq(s) have the requisite ranks or have stabqe invariant polynomials. The preceding arguments contructively establish the following theorem.
Theorem 4: Let the large system described by (3) and (4) be strongly connected. Then complete eigenvalue assignment can be achieved through decentralized dynamic feedback, if, for all qeg, would not be satisfied. The unassignable part of the spectrum of (3) under decentralized feedback will then consist of a subset of C(Mi), i = 1,2 ,..., k.
In view of the above discussion, we shall be concerned in the further analysis only with the stability of (3) and (4). (2) is observable for all q E J&.
We are thus led to the final result (combining these results with those on joint controllability and obse rvability).
Theorem 5: The strongly connected dynamically interconnected Structure I of eqn. (1) Intuitively, Theorem 5 is an interesting result, as only controllability and observability of the subsystems as a l s o of the interconnection subsystems are being assumed, together with the requirement that the interconnection systems must have stable modes. Theorem 4 and the related simplifications imply that the transmission zeros of the subsystems must not coincide with the modes of the interconnections, if complete eigenvalues assignment is desired.
A s for controllability, the results for Structure II follow by a similar analysis.
Stabilization Through Local State Feedback
In an interconnected system, it is sometimes possible to obtain the entire local state through measurements or by estimating the local states via observers. Then the question that arises is under what conditions we can stabilize (3) and (4) by using local state feedback controls
We consider the stabilization of a two subsystem case below. The k-subsystem results are similar, Thus, with k = 2, (3) and (1 5) S.H. Wang and E.J. Davison, "On the stabilization of decentralized control systems", IEEE T r a n s .
Automat.Contr., vol. AC-18, pp473-478, Oct. 1973 .
It can be shown [14] that the stability of Mi. M2 and the controllability and observability of the triples (Cl,Al, B l ) , (C2, A2, Bz) are sufficient to find a local state feedback Fi, i 1,2, to stabilize the interconnected system i.e. to make (16) stable. The design of appropriate Fi to achieve this, is also discussed 1141.
Conclusions
In this paper, we have considered the problem of stabilizing an interconnected system, and have obtained sufficient conditions for the stabilizability of certain practically important dynamic interconnection s t r u c t u r e s . T h e r e a r e o t h e r s t r u c t u r e s r e p r e s e n t ative of practical situations and these could also be analysed in a manner similar to the one given here. In fact, the multi-area load frequency control problem provides an example of another structure closely related to those considered in this paper.
While the sufficient conditions obtained are neat, it would be interesting to obtain possibly simple necessary and sufficient conditions for the system structures considered here. Also, in contrast to the local state feedback considered here for stabilization, the use of decentralized dynamic compensators is also an important problem awaiting a solution.
