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Abstract
In this paper, we consider the Cauchy problem of the long-wave–short-wave resonance equa-
tions. By making use of a Strichartz-type inequality for the solutions, decomposing suitably the
solution semigroup into a decay parts and a more regular parts, and ruling out the “vanishing”
and “dichotomy” of the solutions, we prove the existence of the global attractor and the
asymptotic smoothing effect of the solutions.
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1. Introduction
In this paper, we consider the following long-wave–short-wave resonance equations
of the following form:
iut + uxx − uv + iu = f (x), x ∈ R, t > 0, (1.1)
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vt + v + (|u|2)x = g(x), x ∈ R, t > 0 (1.2)
associated with the initial conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R, (1.3)
where the unknown complex function u is the envelope of the short wave, and the
unknown real function v is the amplitude of the long wave. The constants ,  are
positive and stand for the Landau damping, and  ∈ R\{0} is real and stands for the
dispersion interaction.
The long-wave–short-wave resonance equations of the above type arise in the study
of the interaction of the surface waves with both gravity and capillary modes pres-
ence (see [5–7]) and also in the analysis of internal waves, as well as Rossby waves
[11]. In the plasma physics they describe the resonance of the high-frequency electron
plasma oscillation and the associated low-frequency ion density perturbation [22]. In
the Hamiltonian case they are of the inverse scattering type and have solitary waves
[21,29].
Due to their rich physical and mathematical properties the long-wave–short-wave
resonance equations have drawn much attention of many physicists and mathematicians.
For its Hamiltonian case and more general types, the existence of solutions, the solitary
waves and their stability have been quite extensively studied. Guo [12] studied the
well-posedness of solutions in the usual Sobolev spaces. Tsutsumi and Hatano [26,27]
studied the well-posedness of solutions in fractional Sobolev spaces. These results are
improved by Bekiranov et al. [3,4] which investigate the well-posedness of solutions
with low regularity via Bourgain’s method. For the solitary waves and their stability, we
refer to Angulo and Montenegro [1], Guo and Chen [13], Guo and Pan [15], Laurençot
[19], Pava and Montenegro [23], etc.
In this paper, we study the long time behavior of the solutions of (1.1)–(1.3). We
remark that these equations have no smoothing property and the embedding between
usual Sobolev spaces lacks the compactness due to the unboundedness of the spatial
domain. To overcome these difﬁculties we make use of some Strichartz-type inequality,
the decomposition technique and also an idea from the concentration compactness. We
use Strichartz-type inequality and an energy equality method to show the existence
and continuity of the semigroup generated by the equations. We obtain the asymptotic
smoothing effect of solutions by decomposing the semigroup into a decay part and
a more regular part. In passing limits as t goes to inﬁnity we have to overcome
the noncompactness of the usual Sobolev embedding. We borrow the idea from the
concentration compactness principle and rule out the “vanishing” and “dichotomy” via
a cut-off function.
The Strichartz-type inequalities of space–time estimates and the energy method have
been successfully applied to the study of the long time behavior of solutions of dis-
sipative partial differential equations, especially when the problems lack the compact
embedding and smoothing properties, for examples, see [8–10,17,20,28], etc. In un-
bounded domain cases weighted spaces are used to recover the compact embeddings
(see [2,14], etc.). The decomposition technique have been also applied in [9,10], where
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the corresponding semigroups are splitted into low and high-frequency parts to show
the asymptotic smoothing effect and the Strichartz-type inequalities of space–time esti-
mates play important roles. Since Eq. (1.2) possesses no dispersive effect on v and its
regularity is not sufﬁcient, the decomposition technique in [9,10] may not be directly
applied. Instead, we decompose the semigroup of (1.1), (1.2) in a different and much
simpler way, which depends heavily on the special structure of the equations. Similar
decomposition way can bee seen in [14]. Therefore, we may claim that the asymptotic
smoothing effect of (1.1), (1.2) is a consequence of the damped mechanism and the
special structure of nonlinear interaction of u and v.
Our main result is
Main Theorem. Assume that f ∈ L2(R), g ∈ H 1(R). Then the solution operator S(t)
of (1.1), (1.2) is a continuous dynamic system on X1 = H 1 × L2(R) and possesses a
global attractor A satisfying
(1) A is compact in X2 = H 2 × H 1(R),
(2) S(t)A =A,∀ t0,
(3) ∀B ⊂ X1 bounded,
lim
t→∞ distX1(S(t)B,A ) = 0.
This result shows that the attractor in X1 is strongly compact in X2 and thus implies
the asymptotic smoothing effect in the sense that the solutions become eventually more
regular than the initial data despite of the fact that both equations have no smoothing
property. It is also optimal in the following sense. If f ∈ L2 but not in Hε, and g ∈ H 1
but not in H 1+ε for any ε > 0, then A cannot be contained in H 2+ε′ ×H 1+ε′′ for any
ε′, ε′′ > 0.
We arrange this paper as follows. In Section 2, we obtain the a priori estimates and
the bounded absorbing sets. In Section 3, with the aid of the Strichartz-type inequality
for u we show the existence of solutions and continuous dependence on the initial
data. In Section 4, we decompose the solution semigroup into two parts, one uniformly
decaying in X1 and the other uniformly bounded in X2. In Section 5, we show the
asymptotic compactness of solutions via ruling out “vanishing” and “dichotomy” of
the second parts. Finally, in Section 6, we prove the existence of global attractor and
asymptotical smoothing effect and thus complete the proof of the main theorem.
We denote the spaces of complex- and real-valued functions by the same symbols.
Wm,p(R) is the usual Sobolev space with the norm ‖ · ‖m,p. Hm(R) = Wm, 2(R),
‖·‖p = ‖·‖0,p and ‖·‖ = ‖·‖2. For simplicity, we write LrT (Lpx ) for Lr(0, T ;Lp(Rx)),
L
p
x (L
r
T ) for L
p(Rx;Lr(0, T )), Lpx (Lrt ) for Lp(Rx;Lr(Rt )), LpxT for Lp(Rx × (0, T )),
Xk = Hk × Hk−1(R) (k = 1, 2, . . .). C is a generic constant and may assume various
values from line to line.
2. A priori estimates
In this section, we establish some a priori estimates of the solutions of (1.1)–(1.3)
and a Strichartz-type inequality.
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Lemma 2.1. Let f ∈ L2(R). Then
‖u‖2‖u0‖2e−t + ‖f ‖
2
2
(1 − e−t ). (2.1)
Proof. We multiply both sides of (1.1) by 2u, integrate over R and take the imaginary
parts to get
d
dt
‖u‖2 + 2‖u‖2 = 2 Im
∫
f u dx2‖f ‖ ‖u‖‖u‖2 + 1

‖f ‖2. 
Thus, we have the lemma.
Lemma 2.2. Assume that f, g ∈ L2(R), (u0, v0) ∈ X1. Let (u(t), v(t)) be the solution
of (1.1)–(1.3). Then
‖ux‖2 + ‖v‖2C.
Moreover, there exist positive constants  and t1(R) such that
‖ux‖2 + ‖v‖22, ∀t t1(R)
whenever ‖u0‖ + ‖v0‖R.
Proof. We multiply both sides of (1.1) by −2(ut + u), integrate over R and take the
real parts to get
d
dt
(
‖ux‖2 +
∫
|u|2v dx + 2Re
∫
f u dx
)
+2‖ux‖2 + 2
∫
|u|2v dx + 2Re
∫
f u dx −
∫
|u|2vt dx = 0. (2.2)
Note that, by (1.2),
−
∫
|u|2vt dx = −
∫
|u|2
(
−v − |u|2x + g
)
dx
= 
∫
|u|2v dx −
∫
g|u|2 dx. (2.3)
We multiply both sides of (1.2) by 2v and integrate over R to get
d
dt
‖v‖2 + 2‖v‖2 + 2
∫
|u|2xv dx = 2
∫
gv dx. (2.4)
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Note that, by (1.1),
∫
|u|2xv dx = 2Re
∫
ux(uv) dx
= 2Re
∫
ux[iut + uxx + iu − f ] dx
= −2 Im
∫
uxut dx − 2 Im
∫
uux dx − 2Re
∫
f ux dx
= − d
dt
Im
∫
uxu dx − 2 Im
∫
uux dx − 2Re
∫
f ux dx. (2.5)
Without loss of generality, we may assume that . Then, by adding (2.2) and (2.4),
putting (2.3) and (2.5) into the resultant we get
d
dt
J ((t)) + 2J ((t)) = K((t)), (2.6)
where
J ((t)) = ‖ux‖2 + ‖v‖2 +
∫
|u|2v dx + 2Re
∫
f u dx − 2 Im
∫
uux dx, (2.7)
K((t)) = 2( − )‖v‖2 + 2Re
∫
f u dx − 
∫
|u|2v dx
+
∫
g|u|2 dx + 4 Im
∫
f ux dx + 2
∫
gv dx. (2.8)
Here, we have denoted (t) = (u(t), v(t)). Then we have
J ((t)) 12
(
‖ux‖2 + ‖v‖2
)
− C, (2.9)
K((t)) 12
(
‖ux‖2 + ‖v‖2
)
+ CJ ((t)) + C, (2.10)
where C = C(‖f ‖, ‖g‖, ‖u‖). So we obtain
d
dt
J ((t)) + J ((t))C. (2.11)
By Gronwall inequality we have
J ((t))J (0)e−t + C
(
1 − e−t) , (2.12)
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where 0 = (u0, v0). By (2.9), again we have
‖ux‖2 + ‖v‖22J (0)e−t + C. (2.13)
The proof of the lemma is completed. 
Lemma 2.3. Let (u(t), v(t)) be the solution of (1.1)–(1.3) with initial data (u0, v0) ∈
X1. Then there exists a T > 0 such that
‖ux‖2L∞x (L2T )C(T ).
This is a Strichartz-type inequality for u. In order to prove this result we need the
following two lemmas. The ﬁrst one is about the properties of the Schrödinger group
generated by i2x , including the decay estimate, the space–time estimates of Strichartz-
type, and the local smoothing effects. Let U(t) = eit2x . Then
Lemma 2.4 (see Kenig et al. [18]). (1) (Decay estimate) Let 1p2 and 1
p
+ 1
p′ = 1.
Then for any  ∈ Lp(R),
‖U(t)‖p′C|t |1−
2
p ‖‖p ∀t 	= 0.
(2) (Strichartz inequality with derivative) Denote Dxu = F−1(||uˆ), uˆ = F u is
the Fourier transform of u. Then for any  ∈ L2(R),
‖D
1
2
x U(t)‖L∞x (L2t )C‖‖.
(3) (Strichartz inequality for inhomogeneous term) Let (rj , qj ) (j = 1, 2) be admis-
sible pairs, i.e., 2
rj
+ 1
qj
= 12 . Let r ′2, q ′2 satisfy 1r2 + 1r ′2 = 1,
1
q2
+ 1
q ′2
= 1. Then for any
h ∈ Lr ′2T (L
q ′2
x ),
∥∥∥∥
∫ t
0
U(t − s)h(·, s) ds
∥∥∥∥
L
r1
T (L
q1
x )
C‖h‖
L
r′2
T (L
q′2
x )
.
(4) (Strichartz inequality with smoothing effect for inhomogeneous term)
∥∥∥∥D1/2x
∫ t
0
U(t − s)h(·, s) ds
∥∥∥∥
L∞T (L2x)
C‖h‖L1x(L2T ) ∀h ∈ L
1
x(L
2
T ),
∥∥∥∥Dx
∫ t
0
U(t − s)h(·, s) ds
∥∥∥∥
L∞x (L2T )
C‖h‖L1x(L2T ) ∀h ∈ L
1
x(L
2
T ).
Another lemma we need is the following inequalities for a trilinear form (see [27]).
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Lemma 2.5. Let T > 0. Then for any h1, h2, h3,
(1)
∥∥∥∥h1
∫ t
0
h2(·, s)h3(·, s) ds
∥∥∥∥
L1x(L
2
T )
T ‖h1‖L∞T (L2x) ‖h2‖L∞T (L2x) ‖h3‖L∞x (L2T ),
(2)
∥∥∥∥h1
∫ t
0
h2(·, s)h3(·, s) ds
∥∥∥∥
L2xT
T 3/2‖h1‖L∞T (H 1/2x ) ‖h2‖L∞x (L2T ) ‖h3‖L∞T (H 1/2x ).
Now, we prove Lemma 2.3.
From (1.2) we write v in the form
v = v0e−t − 
∫ t
0
e−(t−)|u|2x(x, ) d +
1

g(x)(1 − e−t ). (2.14)
Noting that f ∈ L2(R) is independent of t,
∫ t
0
e−(t−s)U(t − s)f ds =
(
i2x − 
)−1
f − e−t
(
i2x − 
)−1
U(t)f,
applying the formula of the constant variation for (1.1) we express u as
u = e−tU(t)u0 − i
∫ t
0
e−(t−s)U(t − s)(f + uv) ds
= e−tU(t)u0 − i
(
i2x − 
)−1
f + ie−t
(
i2x − 
)−1
U(t)f
−i
∫ t
0
e−(t−s)U(t − s)(uv0e−s) ds
− i

∫ t
0
e−(t−s)U(t − s)
(
ug(1 − e−s)
)
ds
+i
∫ t
0
e−(t−s)U(t − s)
[
u
∫ s
0
e−(s−)|u|2x(·, ) d
]
ds. (2.15)
By Lemmas 2.4 and 2.5, we obtain
‖Dxu‖L∞x (L2T ) 
∥∥∥∥e−tD
1
2
x U(t)D
1
2
x u0
∥∥∥∥
L∞x (L2T )
+
∥∥∥∥Dx
(
i2x − 
)−1
f
∥∥∥∥
L∞x (L2T )
+
∥∥∥∥e−tU(t)Dx
(
i2x − 
)−1
f
∥∥∥∥
L∞x (L2T )
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+
∥∥∥uv0e−t
∥∥∥
L1x(L
2
T )
+ C

∥∥∥ug(1 − e−t )∥∥∥
L1x(L
2
T )
+C
∥∥∥∥u
∫ t
0
|u|2x(·, ) d
∥∥∥∥
L1x(L
2
T )
 C‖u0‖H 1/2 + C‖f ‖ + C‖v0‖ ‖u‖L2x(L2T )
+C‖g‖ ‖u‖L2x(L2T ) + C||T ‖u‖L∞T (L2x) ‖ux‖L∞x (L2T )
 C1 + C2T ‖ux‖L∞x (L2T ), (2.16)
where C2 = ||T ‖u‖L∞T (L2x), C1 involves ‖u‖L2x(L2T )T
1/2‖u‖L∞T (L2x). By Lemma 2.1,
C1 and C2 are bounded. Choosing T 1 small such that C2T 1/2 we obtain
Lemma 2.3.
Lemma 2.6. Assume that f, g ∈ H 1(R), (u0, v0) ∈ X2. Let (u(t), v(t)) be the solution
of (1.1)–(1.3). Then
‖u‖H 2 + ‖v‖H 1C.
Proof. We multiply both sides of (1.1) by 2(uxxt + uxx), integrate over R and take
the real parts to get
d
dt
(
‖uxx‖2 − 2Re
∫
uvuxx dx − 2Re
∫
f uxx dx
)
+2‖uxx‖2 − 2Re
∫
uvuxx dx + 2Re
∫
utvuxx dx
+2Re
∫
uvtuxx dx − 2Re
∫
f uxx dx = 0. (2.17)
From (1.1) we infer that,
Re
∫
utvuxx dx = −Re
∫
i (f − uxx + uv − iu) vuxx dx
= Im
∫
f vuxx dx + Im
∫
uv2uxx dx − Re
∫
uvuxx dx.
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From (1.2) we infer that,
Re
∫
uvtuxx dx
= Re
∫
u
(
−v − |u|2x + g
)
uxx dx
= −Re
∫
uvuxx dx − Re
∫
u|u|2xuxx dx + Re
∫
guuxx dx. (2.18)
Inserting the above two equalities into (2.17) we obtain
d
dt
(
‖uxx‖2 − 2Re
∫
uvuxx dx − 2Re
∫
f uxx dx
)
+2‖uxx‖2 − (4 + 2)Re
∫
uvuxx dx − 2Re
∫
f uxx dx
+2 Im
∫
f vuxx dx6 + 2 Im
∫
uv2uxx dx
−2Re
∫
u|u|2xuxx dx + 2Re
∫
guuxx dx = 0. (2.19)
We differentiate (1.2) with respect to x, multiply both sides of the resultant equation
by 2vx and integrate over R to get
d
dt
‖vx‖2 + 2‖vx‖2 + 4Re
∫
uuxxvx dx + 4
∫
|ux |2vx dx − 2
∫
gxvx dx = 0.
(2.20)
Note that,
Re
∫
uuxxvx dx = Re
∫
(uv)xuxx dx − Re
∫
uxuxxv dx,
by (1.1),
Re
∫
(uv)xuxx dx = Re
∫
(iuxt + uxxx − iux − fx) uxx dx
= − Im
∫
uxtuxx dx −  Im
∫
uxuxx dx − Re
∫
fxuxx dx,
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while integrating by parts yields
Im
∫
uxtuxx dx = d
dt
Im
∫
uxuxx dx − Im
∫
uxuxxt dx
= d
dt
Im
∫
uxuxx dx − Im
∫
uxtuxx dx,
so we have
Im
∫
uxtuxx dx = 12
d
dt
Im
∫
uxuxx dx,
and thus
Re
∫
(uv)xuxx dx = −12
d
dt
Im
∫
uxuxx dx −  Im
∫
uxuxx dx − Re
∫
fxuxx dx.
Therefore,
Re
∫
uuxxvx dx = −12
d
dt
Im
∫
uxuxx dx −  Im
∫
uxuxx dx
−Re
∫
fxuxx dx − Re
∫
uxuxxv dx.
Inserting the above equalities into (2.20) we have
d
dt
(
‖vx‖2 − 2 Im
∫
uxuxx
)
+ 2‖vx‖2 − 4 Im
∫
uxuxx dx
−4
∫
uxvuxx dx − 4Re
∫
fxuxx dx
+4
∫
|ux |2vx dx − 2
∫
gxvx dx = 0. (2.21)
Then, by adding (2.19) and (2.21) we get
d
dt
J1((t)) + 2J1((t)) = K1((t)), (2.22)
where
J1((t)) = ‖uxx‖2 + ‖vx‖2 − 2Re
∫
uvuxx dx
−2Re
∫
f uxx dx − 2 Im
∫
uxuxx dx, (2.23)
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K1((t)) = 2( − )‖vx‖2 − 2 Im
∫
f vuxx dx − 2 Im
∫
uv2uxx dx
+2Re
∫
uvuxx dx + 2Re
∫
u|u|2xuxx dx − 2Re
∫
guuxx dx
−2Re
∫
f uxx dx + 4 Im
∫
fxuxx dx + 4Re
∫
uxuxxv dx
−4
∫
|ux |2vx dx + 2
∫
gxvx dx. (2.24)
The indeﬁnite sign terms in K1((t)) are estimated as
∣∣∣∣ Im
∫
uv2uxx dx
∣∣∣∣  ‖u‖∞ ‖v‖24 ‖uxx‖C‖u‖∞ ‖v‖3/2 ‖vx‖1/2 ‖uxx‖
 ε1‖uxx‖2 + ε2‖vx‖2 + C(ε1, ε2)‖u‖4H 1 ‖v‖6,∣∣∣∣Re
∫
u|u|2xuxx dx
∣∣∣∣  2‖u‖∞ ‖ux‖ ‖uxx‖ε1‖uxx‖2 + C(ε1)‖u‖3H 1 ,
∣∣∣∣
∫
|ux |2vx dx
∣∣∣∣  ‖ux‖24 ‖vx‖C‖ux‖3/2 ‖uxx‖1/2 ‖vx‖
 ε1‖uxx‖2 + ε2‖vx‖2 + C(ε1, ε2)‖u‖6H 1 ,∣∣∣∣Re
∫
uxuxxv dx
∣∣∣∣  ‖ux‖∞ ‖uxx‖ ‖v‖C‖ux‖1/2 ‖uxx‖3/2 ‖v‖
 ε1‖uxx‖2 + C(ε1)‖ux‖2 ‖v‖4,
where ε1 > 0, ε2 > 0 are arbitrary numbers. The rest terms can be controlled similarly
and more simply. Recall that we have assumed . Thus, by suitably choosing ε1
and ε2 we have
J1((t)) 12
(
‖uxx‖2 + ‖vx‖2
)
− C, (2.25)
K1((t)) 12
(
‖uxx‖2 + ‖vx‖2
)
+ CJ1((t)) + C, (2.26)
where C = C(‖f ‖H 1 , ‖g‖H 1 , ‖u‖H 1 , ‖v‖). So we obtain
d
dt
J1((t)) + J1((t))C. (2.27)
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By Gronwall inequality, we have
J1((t))J1(0)e−t + C
(
1 − e−t) , (2.28)
where 0 = (u0, v0). By (2.25) again we have
‖uxx‖2 + ‖vx‖22J1(0)e−t + C. (2.29)
The proof of the lemma is completed. 
Similarly and inductively we have
Lemma 2.7. Assume that f, g ∈ Hk−1(R) (k > 2), (u0, v0) ∈ Xk . Let (u(t), v(t)) be
the solution of (1.1)–(1.3). Then
‖u‖Hk + ‖v‖Hk−1Ck.
3. Continuity of the semigroup
In this section, we shall prove the existence and uniqueness of the solution, and the
continuity of the solution semigroup generated by (1.1) and (1.2).
First, we assume that f, g ∈ H 1(R) and consider the existence of solutions in X2.
Let (u0, v0) ∈ X2.
For ε > 0, we denote ε = (1 − ε2x)−1, fε = εf , gε = εg, u0ε = εu0,
v0ε = εv0. Then fε, gε, u0ε, v0ε ∈ H 3(R),
‖fε‖H 1‖f ‖H 1 , ‖gε‖H 1‖g‖H 1 , ‖u0ε‖H 2‖u0‖H 2 , ‖v0ε‖H 1‖v0‖H 1 ,
as ε → 0, fε, gε, v0ε −→ f, g, v0 in H 1(R) and u0ε −→ u0 in H 2, respectively.
Consider the following regularized Cauchy problem of (uε, vε):
iuεt + uεxx − uεvε + iuε = fε(x), (3.1)
vεt + vε + 2Re(uεεuεx) = gε(x), (3.2)
uε(x, 0) = u0ε(x), vε(x, 0) = v0ε(x). (3.3)
Denote Y = L2 × H 2(R),
A =
(
i2x −  0
0 −
)
, F (Uε) =
( −i(uεvε + fε)
−2Re(uε εuεx) + gε
)
, Uε =
(
uε
vε
)
.
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The domain of deﬁnition of A is D(A) = H 2 ×H 2(R). Then (3.1)–(3.3) can be written
into the following abstract Cauchy problem in Y:
Uεt = AUε + F(Uε), Uε(0) = U0ε = (u0ε, v0ε)tr .
It is clear that A generates a semigroup of linear operators on Y, and F(Uε) is a locally
Lipschitz continuous mapping from D(A) into itself. Therefore, the above abstract
Cauchy problem, and thus system (3.1)–(3.3), admits a unique local solution (see [24])
(uε, vε) ∈ C ([0, T∗);D(A)) ∩ C1 ([0, T∗);Y ) ,
either T∗ = ∞, or T∗ < ∞ with limt→T∗
(‖uε‖H 2 + ‖vε‖H 2) = ∞. Below, we shall
show that
‖uε‖H 2 + ‖vε‖H 2C(ε, T , ‖fε‖H 2 , ‖gε‖H 2 , ‖u0ε‖H 2 , ‖v0ε‖H 2), 0 tT ,
which guarantees the global existence of the solution to (3.1), as well as an estimate
that is independent of ε,
‖uε‖H 2 + ‖vε‖H 1C(T , ‖f ‖H 1 , ‖g‖H 1 , ‖u0‖H 2 , ‖v0‖H 1), 0 tT ,
from which we can obtain the existence of global solution to (1.1)–(1.3).
It is easy to see that (2.1) holds for uε, i.e.
‖uε‖2
L2‖u0‖2e−t +
‖f ‖2
2
(1 − e−t ). (3.4)
Similar to (2.2) and (2.3) we have
d
dt
(
‖uεx‖2 +
∫
|uε|2vε dx + 2Re
∫
fεuε dx
)
+2‖uεx‖2 + (2 + )
∫
|uε|2vε dx + 2Re
∫
fεuε dx
−
∫
gε|uε|2 dx + 2Re
∫
|uε|2uε εuεx dx = 0,
where the term − ∫ |u|2 · (−|u|2x) dx (which vanishes) in (2.3) is replaced by
−
∫
|uε|2(−2Re(uε εuεx)) dx,
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which does not vanish here. The third term in the left-hand side of (2.4) is replaced
by 2Re
∫
uε εuεxvε dx, which can be expressed as (similar to (2.5))
2Re
∫
uε εuεxv
ε dx
= − d
dt
Im
∫
uε εuεx dx − 2 Im
∫
uε εuεx dx − 2Re
∫
fε εuεx dx.
Therefore, we have
d
dt
Jε(
ε(t)) + 2Jε(ε(t)) = Kε(ε(t)),
where ε(t) = (uε(t), vε(t)),
Jε(
ε(t)) = ‖uεx‖2 + ‖vε‖2 +
∫
|uε|2vε dx + 2Re
∫
fεuε dx − 2 Im
∫
uε εuεx dx,
Kε(
ε(t)) = 2( − )‖vε‖2 + 2Re
∫
fεuε dx − 
∫
|uε|2vε dx
+
∫
gε|uε|2 dx + 4 Im
∫
fε εuεx dx
+2
∫
gεv
ε dx + 2Re
∫
|uε|2uε εuεx dx.
Therefore, there exists a C > 0 independent of ε
‖uεx‖2 + ‖vε‖2C. (3.5)
To estimate the D(A)-norm we use the equalities that are similar to (2.19) and (2.20).
The only difference in (2.19) is that the third integral from the right is changed into
4
∫
Re(uεuεxx) · Re(uε εuεx) dx,
while in (2.20) the ﬁrst two integrals involving  are changed into
4Re
∫
uεx εu
ε
xv
ε
x dx + 4Re
∫
uε εuεxxv
ε
x dx.
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Because the presence of the operator ε, we need not rewrite the last integral. In one
word, we have
d
dt
(
‖uεxx‖2 + ‖vεx‖2 − 2Re
∫
uεvεuεxx dx − 2Re
∫
fεuεxx dx
)
+2‖uεxx‖2 − (4 + 2)Re
∫
uεvεuεxx dx − 2Re
∫
fεuεxx dx
+2 Im
∫
fεv
εuεxx dx + 2 Im
∫
uε(vε)2uεxx dx + 2Re
∫
gεu
εuεxx dx
−4
∫
Re(uεuεxx) · Re(uε εuεx) dx + 4Re
∫
uεx εu
ε
xv
ε
x dx
+4Re
∫
uε εuεxxv
ε
x dx − 2
∫
gεxv
ε
x dx = 0.
From the above equality we obtain that, for any T > 0,
‖uεxx‖2 + ‖vεx‖2C, 0 tT , (3.6)
where C = C(T , ‖f ‖H 1 , ‖g‖H 1 , ‖u0‖H 2 , ‖v0‖H 1) is independent of ε. For ﬁxed ε > 0,
we solve vε from (3.2) and get
‖vε‖2
H 2‖v0ε‖2H 2e−t +
∫ t
0
C(ε)e−(t−s)(‖gε‖H 2 + 2‖uε‖2H 2) dsC(ε, T ). (3.7)
Combining the local existence and estimates (3.4)–(3.7) we obtain the existence of
global solution of (3.1)–(3.3)
(uε, vε) ∈ C([0,+∞);H 2 × H 2(R))
for any ﬁxed ε > 0.
From the ε-independent estimates (3.4)–(3.6), Eqs. (3.1) and (3.2) we see that
‖(uε, vε)‖2X2C, ‖uεt ‖2 + ‖vεt ‖2H 1C,
Therefore, for any ﬁxed T > 0, when ε goes to 0, (uε, vε) converges weakly star
to some (u, v) in L∞(0, T ;X2), and (uεt , vεt ) converges weakly star to (ut , vt ) in
L∞(0, T ;L2 × H 1(R)). For any r > 0,
‖uε‖2
H 2(−r,r) + ‖vε‖2H 1(−r,r)C,
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by the compact imbedding of H 2 ×H 1(−r, r) ↪→ H 1 ×L2(−r, r) we see that (uε, vε)
converges strongly to (u, v) in L∞(0, T ;H 1 × L2(−r, r)). Therefore, we have
uεvε ⇀ uv, 2Re(uε εuεx) ⇀ (|u|2)x
in the sense of distribution. By passing limits we conclude that u, v satisfy (1.1)–
(1.3). Eq. (1.1) holds in the sense of L∞(0, T ;L2(R)) and (1.2) holds in the sense of
L∞(0, T ;H 1(R)). Therefore, (u, v) is a solution of (1.1)–(1.3). To prove the uniqueness
of the solution we assume that (uj , vj ), j = 1, 2 are two solution of (1.1), (1.2) with
initial data (uj , vj )|t=0 = (uj0, vj0) and let (u, v) = (u1, v1) − (u2, v2), (u0, v0) =
(u10 − u20, v10 − v20). Then (u, v) satisﬁes
iut + uxx + iu = u1v + uv2,
vt + v = −2Re(u1u¯x + uu¯2x),
(u, v)|t=0 = (u0, v0)
and we get
‖u‖H 2 + ‖ut‖  C(‖u0‖H 2 + ‖v0‖H 1) + C
∫ t
0
(‖u1v + uv2‖ + ‖(u1v + uv2)t‖) ds
 C(‖u0‖H 2 + ‖v0‖H 1) + C
∫ t
0
(‖u‖ + ‖ut‖ + ‖v‖ + ‖vt‖) ds,
‖v‖H 1  ‖v0‖H 1 + C
∫ t
0
(‖u1ux‖ + ‖uu2x‖) ds‖v0‖H 1 + C
∫ t
0
‖u‖H 2ds,
‖vt‖H 1  ‖v‖H 1 + C‖u‖H 2
 C(‖u0‖H 2 + ‖v0‖H 1) + C
∫ t
0
(‖u‖H 2 + ‖ut‖ + ‖v‖ + ‖vt‖) ds.
Let h(t) = ‖u‖H 2 + ‖ut‖ + ‖v‖H 1 + ‖vt‖H 1 , then
h(t)C(‖u0‖H 2 + ‖v‖H 1) + C
∫ t
0
h(s) ds.
By Gronwall inequality, we have
h(t)C(T )(‖u0‖H 2 + ‖v0‖H 1), 0 tT .
Therefore, the solution of (1.1)–(1.3) is unique in X2. Moreover, (u, v) depends con-
tinuously on the initial data and is continuous in t. By induction we show that, when
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f, g ∈ Hk−1 (k3), (u0, v0) ∈ Xk , the solution (u, v) is continuous in Xk . Therefore,
we have
Theorem 3.1. Assume that f, g ∈ H 1(R). For any (u0, v0) ∈ X2, (1.1)–(1.3) admit a
unique global solution
(u, v) ∈ C([0,+∞);X2) ∩ C1([0,+∞);L2 × H 1(R)).
If f, g ∈ Hk−1 (k3), for any (u0, v0) ∈ Xk ,
(u, v) ∈ C([0,+∞);Xk) ∩ C1([0,+∞);Hk−2 × Hk−1(R)).
Below, we shall prove the existence of solutions with lower regularity. More precisely,
we shall prove the existence of solutions in X1. To this end we shall prove ﬁrst that
Theorem 3.2. Suppose that the solution to (1.1)–(1.3) exists for (u0, v0) ∈ X1 and
f, g ∈ L2(R). Let
X1T = { | ∈ C([0, T ];H 1/2(R)),x ∈ L∞(R;L2(0, T ))}, X2T = L2(R × (0, T )),
M be the map from (u0, v0, f, g) to the solution (u, v). Then there exist a T > 0 such
that M is continuous from X1 × L2 × L2(R) into X1T × X2T .
Proof. Suppose that (u0j , v0j , fj , gj )∈X1×L2×L2(R) (j = 1, 2) and let (uj (t), vj (t))
be the solution of (1.1)–(1.2) with initial data (u0j , v0j ) and f, g being replaced by
fj , gj . By Lemmas 2.2 and 2.3, there exists a suitable T > 0 such that
‖uj‖H 1 + ‖vj‖C, ‖Dxuj‖L∞x (L2T )C.
Let u = u1 − u2, v = v1 − v2, u0 = u01 − u02, v0 = v01 − v02, f = f1 − f2 and
g = g1 − g2. Then u, v satisfy the problem
iut + uxx + iu = u1v + uv2 + f, (3.8)
vt + v = −2Re(uu1x + u2ux) + g, (3.9)
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R. (3.10)
What we need to prove is that there exists a T > 0 such that
‖u‖X1T + ‖v‖L2xT C(‖u0‖H 1/2 + ‖v0‖ + ‖f ‖ + ‖g‖).
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Similar to (2.14) and (2.15), we express u, v as
v = v0e−t − 2
∫ t
0
e−(t−) Re(uu1x + u2ux) + 1

g(1 − e−t ) d, (3.11)
u = e−tU(t)u0 − i
(
i2x − 
)−1
f
+ie−t
(
i2x − 
)−1
U(t)f
−i
∫ t
0
e−(t−s)U(t − s)(uv2) ds
−i
∫ t
0
e−(t−s)U(t − s)(uv0e−s) ds
− i

∫ t
0
e−(t−s)U(t − s)
(
ug(1 − e−s)
)
ds
+2Re
∫ t
0
e−(t−s)U(t − s)
[
u1
∫ s
0
e−(s−) Re(uu1x + u2ux) d
]
ds.
(3.12)
By Lemmas 2.4 and 2.5(2), we obtain
‖u‖L∞T (L2x)  ‖u0‖ + C‖f ‖ + C ‖uv2‖L6/5T (L6/5x )
+C
∥∥∥e−t uv0
∥∥∥
L
6/5
T (L
6/5
x )
+ C

‖ug‖
L
6/5
T (L
6/5
x )
+C
∥∥∥∥u1
∫ t
0
e−(t−) Re(uu1x + u2ux) d
∥∥∥∥
L∞T (L2x)
 ‖u0‖ + C‖f ‖ + CT 5/6‖u‖L∞T (L3x) ‖v2‖L∞T (L2x)
+CT 5/6‖v0‖ ‖u‖L∞T (L3x) + CT 5/6‖g‖ ‖u‖L∞T (L3x)
+CT 3/2‖u1‖L∞T (H 1/2x )
(
‖u‖
L∞T (H
1/2
x )
‖xu1‖L∞x (L2T )
+‖u2‖L∞T (H 1/2x ) ‖xu‖L∞x (L2T )
)
, (3.13)
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‖Dxu‖L∞x (L2T ) 
∥∥∥∥e−tD
1
2
x U(t)D
1
2
x u0
∥∥∥∥
L∞x (L2T )
+ CT 1/2‖f ‖ + C ‖uv2‖L1x(L2T )
+C
∥∥∥uv0e−t
∥∥∥
L1x(L
2
T )
+ C

‖ug‖L1x(L2T )
+C
∥∥∥∥u1
∫ t
0
e−(t−) Re(uu1x + u2ux) d
∥∥∥∥
L1x(L
2
T )
 C‖u0‖H 1/2 + CT 1/2‖f ‖ + C ‖uv2‖L1x(L2T )
+C‖v0‖ ‖u‖L2x(L2T ) + C‖g‖ ‖u‖L2x(L2T )
+CT ‖u1‖L∞T (L2x) ·
(
‖u‖L∞T (L2x) ‖u1x‖L∞x (L2T )
+ ‖u2‖L∞T (L2x) ‖ux‖L∞x (L2T )
)
. (3.14)
Note that
v2 = v20e−t − 
∫ t
0
e−(t−)|u2|2x(x, ) d +
1

g(x)(1 − e−t ),
‖uv2‖L1x(L2T ) 
∥∥∥uv20e−t
∥∥∥
L1x(L
2
T )
+ 1

∥∥∥ug(1 − e−t )∥∥∥
L1x(L
2
T )
+2||
∥∥∥∥u
∫ t
0
e−(t−)|u2|2x(x, ) d
∥∥∥∥
L1x(L
2
T )
 ‖v20‖ ‖u‖L2x(L2T ) + C‖g‖ ‖u‖L2x(L2T )
+CT ‖u‖L∞T (L2x) ‖u2‖L∞x (L2T ) ‖u2x‖L∞x (L2T ), (3.15)
Eq. (3.14) becomes
‖Dxu‖L∞x (L2T )  C‖u0‖H 1/2 + CT
1/2‖f ‖ + CT 1/2‖u‖L∞T (L2x)
(
‖g‖ + ‖v20‖ + ‖v0‖
+T 1/2‖u1‖L∞T (L2x) ‖u1x‖L∞x (L2T ) + T
1/2‖u2‖L∞T (L2x) ‖u2x‖L∞x (L2T )
)
+CT ‖ux‖L∞x (L2T ) ‖u1‖L∞T (L2x) ‖u2‖L∞T (L2x). (3.16)
Similar to (3.14), applying the ﬁrst inequality of Lemma 2.4(4) we see that
‖D1/2x u‖L∞T (L2x) can be controlled by the same bound of ‖Dxu‖L∞x (L2T ). That is,
‖D1/2x u‖L∞T (L2x) the right-hand side of (3.16). (3.17)
280 Y. Li / J. Differential Equations 223 (2006) 261–289
Adding up (3.13), (3.16) and (3.17) we get
‖u‖X1T C‖u0‖H 1/2 + C‖f ‖ + C(T
1/2 + T 3/2)‖u‖X1T .
Choosing T > 0 suitably small, we have
‖u‖X1T C‖u0‖H 1/2 + C‖f ‖. (3.18)
From (3.11) and (3.18), we get
‖v‖L2xT  T
1/2‖v0‖ + CT 3/2‖g‖ + C‖u1x‖L∞x (L2T ) ‖u‖L2xT + C‖ux‖L∞x (L2T ) ‖u2‖L2xT
 T 1/2‖v0‖ + CT 3/2‖g‖ + CT 1/2‖u1x‖L∞x (L2T ) ‖u‖L∞T (L2x)
+CT 1/2‖ux‖L∞x (L2T ) ‖u2‖L∞T (L2x)
 T 1/2‖v0‖ + CT 3/2‖g‖ + CT 1/2‖u0‖H 1/2 .
The proof of the theorem is completed. 
Theorem 3.3. Assume that f, g ∈ L2(R). For any (u0, v0) ∈ X1, (1.1)–(1.3) admit a
unique global solution
(u, v) ∈ C([0,+∞);X1) ∩ C1([0,+∞);H−1 × L2(R)).
Moreover, (1.1)–(1.2) deﬁne a continuous dynamic system S(t) on X1.
Proof. Let (u0j , v0j , fj , gj ) ∈ X2 × H 1 × H 1(R) converge to (u0, v0, f, g) in the
topology of X1 × L2 × L2(R), i.e.,
‖u0j − u0‖H 1 + ‖v0j − v0‖ + ‖fj − f ‖ + ‖gj − g‖ −→ 0
as j → ∞. Consider the initial value problem (1.1)–(1.3) with (u0, v0, f, g) being
replaced by (u0j , v0j , fj , gj ). From Theorem 3.1, the solution (uj (t), vj (t)) exists
uniquely and globally in time. From Theorem 3.2, there exists a T > 0 such that
(uj (t), vj (t)) converge to some (u, v) in X1T × X2T . By Lemma 2.2 (uj (t), vj (t))
are bounded and thus converge weakly star to (u, v) in L∞(0, T ;X1). Moreover,
ujvj , |uj |2x converge weakly to uv, |u|2x in L2((0, T ) × R), respectively. Passing the
limits of the equations of (uj , vj ) we see that (u, v) is a (local) solution of (1.1)–(1.3)
with the initial data (u0, v0). By Theorem 3.2, the solution is unique. By Lemma 2.2,
again the solution is global in time.
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To show the continuity of S(t), we let ‖u0j − u0‖H 1 + ‖v0j − v0‖ → 0 as j → ∞,
(uj (t), vj (t)) = S(t)(u0j , v0j ) and (u(t), v(t)) = S(t)(u0, v0). From Theorem 3.2, there
exists a T > 0 such that ‖uj − u‖X1T + ‖vj − v‖L2xT → 0. Moreover, (2.6)–(2.8) are
valid for (t) = (u(t), v(t)) and j (t) = (uj (t), vj (t)). That is, we have
J ((t)) = J ((0))e−2t +
∫ t
0
e−2(t−s)K((s)) ds,
J (j (t)) = J (j (0))e−2t +
∫ t
0
e−2(t−s)K(j (s)) ds.
Since
lim
j→∞ J (j (0)) = J ((0)), limj→∞ K(j (s)) = K((s)) in L
2(0, T ),
we have
lim inf
j→∞ J (j (t)) = lim supj→∞ J (j (t))
= J ((0))e−2t +
∫ t
0
e−2(t−s)K((s)) ds.
= J ((t)).
Note also that from (2.7),
lim sup
j→∞
J (j (t)) = lim sup
j→∞
(‖ujx‖2 + ‖vj‖2)
+
(∫
|u|2v dx + 2Re
∫
f u dx − 2 Im
∫
uux dx
)
,
we get
lim sup
j→∞
(‖ujx‖2 + ‖vj‖2) = ‖ux‖2 + ‖v‖2,
which implies ujx −→ ux, vj −→ v in L2(R). With this result and the fact uj −→ u
in L2(R) we conclude that (uj , vj ) −→ (u, v) in X1.
The proof of the theorem is completed. 
4. Decomposition of the semigroup
In this section, we shall decompose S(t) into two parts, one decaying in X1 and the
other being more regular.
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Let (u0, v0) ∈ B, B ⊂ X1 bounded, (u(t), v(t)) = S(t)(u0, v0). We note that
(u(t), v(t)) is uniformly bounded in X1 with respect to t and (u0, v0) ∈ B. Let
(u1(t), v1(t)) = S1(t)(u0, v0) be the solution to the following problem
iu1t + u1xx − u1v + iu1 = 0, x ∈ R, t > 0, (4.1)
v1t + v1 + 2Re(u¯u1x) = 0, x ∈ R, t > 0, (4.2)
u1(x, 0) = u0(x), v1(x, 0) = v0(x), x ∈ R. (4.3)
Then (u2(t), v2(t)) = S2(t)(u0, v0) = S(t)(u0, v0)− S1(t)(u0, v0) is the solution to the
following problem:
iu2t + u2xx − u2v + iu2 = f (x), x ∈ R, t > 0, (4.4)
v2t + v2 + 2Re(u¯u2x) = g(x), x ∈ R, t > 0, (4.5)
u2(x, 0) = 0, v2(x, 0) = 0, x ∈ R. (4.6)
Lemma 4.1. Let f, g ∈ L2(R), and (u0, v0) ∈ B. Then
(i) ‖u1(t)‖2 = ‖u0‖2e−2t ;
(ii) ‖u1x(t)‖2Ce−t ;
(iii) ‖v1‖2(‖v0‖2 + C)e−t .
That is, S1(t) decays exponentially and uniformly on bounded sets in X1.
Proof. Note that (4.1)–(4.3) are damped linear equations of u1 and v1, the unique
existence of the solutions is clear.
Multiplying (4.1) by 2u¯1, integrating over R and then taking imaginary parts we
obtain
d
dt
‖u1‖2 + 2‖u1‖2 = 0.
so we have (i).
Multiplying (4.1) by −2(u¯1t + u¯1), integrating over R and then taking real parts
we obtain
d
dt
(
‖u1x‖2 + 2
∫
|u1|2v dx
)
+ 2‖u1x‖2 + 2
∫
|u1|2v dx
= 2
∫
|u1|2vt dx2‖vt‖ ‖u1‖24C‖vt‖ ‖u1‖3/2 ‖u1x‖1/2
‖u1x‖2 + ‖vt‖4 ‖u1‖6‖u1x‖2 + Ce−6t ,
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where (i) is used. By Gronwall inequality, we obtain
‖u1x‖2 + 2
∫
|u1|2v dx
(
‖u0x‖2 + 2
∫
|u0|2v0 dx
)
e−t + Ce−t .
Since by (i),
∣∣∣∣2
∫
|u1|2v dx
∣∣∣∣  2‖v‖ ‖u1‖24C‖v‖ ‖u1‖3/2 ‖u1x‖1/2
 1
2
‖u1x‖2 + C‖v‖4 ‖u1‖6 12‖u1x‖
2 + Ce−6t ,
thus, we obtain (ii).
Multiplying (4.2) by −2v1, integrating over R we obtain
d
dt
‖v1x‖2 + 2‖v1‖2 = −4
∫
Re(u¯u1x)v1 dx
 C‖u‖∞ ‖u1x‖ ‖v1‖‖v1‖2 + C‖u‖2H 1 ‖u1x‖2
 ‖v1‖2 + Ce−t ,
where (ii) is used. By Gronwall inequality, we obtain
‖v1‖2‖v0‖2e−t + Ce−t(‖v0‖2 + C)e−t .
obtain (iii).
Since (u, v) and (u1, v1) are uniformly bounded in X1 with respect to t ∈ R+ and
(u0, v0) ∈ B, so is (u2, v2) = (u, v) − (u1, v1). Now, we show that (u2, v2) is also
uniformly bounded in X2.
Lemma 4.2. Let f ∈ L2(R), g ∈ H 1(R). Then there exists a C such that
‖u2xx‖ + ‖v2x‖C ∀(u0, v0) ∈ B, t0.
Proof. We differentiate (4.4) in t, multiply the resultant by 2u¯2t , integrate over R and
then take the imaginary parts to get
d
dt
‖u2t‖2 + 2‖u2t‖2 = 2 Im
∫
vtu2u¯2t dx
 ‖u2t‖2 + C‖vt‖ ‖u2‖∞.
Note that u2t (x, 0) = −if (x), applying Gronwall inequality we have
‖u2t‖2‖f ‖2e−t + C
(
1 − e−t) C.
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By (4.4), we get
‖u2xx‖‖u2t‖ + ‖u2‖ ‖v‖ + ‖f ‖C, ‖u2‖H 2C.
We differentiate (4.5) in x, multiply both sides by 2v2x and then integrate over R to
get
d
dt
‖v2x‖2 + 2‖v2x‖2 = −2Re
∫
(u¯u2x)x v2x dx +
∫
gxv2x dx
 2|| (‖ux‖ ‖u2x‖∞ + ‖u‖∞ ‖u2xx‖) ‖v2x‖ + ‖gx‖ ‖v2x‖
 ‖v2x‖2 + C
(
‖ux‖2H 1 ‖u2‖H 2 + ‖gx‖2
)
,
Applying Gronwall inequality we obtain ‖v2x‖C. The proof of the lemma is com-
pleted. 
5. Asymptotic compactness of the semigroup
Let B be a bounded set in X1. Then {(t) = S(t)0, 0 ∈ B} is uniformly bounded
in X1 and {2(t) = S2(t)0, 0 ∈ B} is uniformly bounded in X2. Now, we are going
to rule out the “vanishing” property (as well as “dichotomy”) of 2(t) as t → ∞.
Let 	(·) ∈ C∞(R) with 0	(x)1, 	(x) = 0 for |x|1 and 	(x) = 1 for |x|2.
Denote 	r (x) = 	( xr ), r1 is large. Then ‖kx	r‖L∞Ckr−k .
Lemma 5.1. Let f ∈ L2(R), g ∈ H 1(R), 2(t) = S2(t)0 is the solution of (4.4)–(4.6),
then
‖	ru2x‖2 + ‖	rv2‖2‖	rf ‖ + C‖	rg‖2 + Cr−1.
We multiply (4.4) by 2	2r u¯2, integrate over R and then take the imaginary parts to
get
d
dt
‖	ru2‖2 + 2‖	ru2‖2 = −2 Im
∫
	2r f u¯2 dx
 ‖	ru2‖2 + C‖	rf ‖2. (5.1)
Noting that u2(x, 0) = 0, applying Gronwall inequality we have
‖	ru2‖2C‖	rf ‖2.
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We multiply (4.4) −2	2r (u2t + u2), integrate over R and take the real parts to get
d
dt
E2(t) + 2E2(t) − 2Re
∫
	2r f u2 dx
+4Re
∫
	r	
′
ru2t u2x dx + 4Re
∫
	r	
′
ru2u2x dx = 0,
where
E2(t) = ‖	ru2x‖2 +
∫
|	ru2|2v dx + 2Re
∫
	2r f u2 dx.
Estimating the indeﬁnite-sign terms we have∣∣∣∣4Re
∫
	r	
′
ru2t u2x dx
∣∣∣∣  4‖	r‖∞ ‖	′r‖∞ ‖u2t‖ ‖u2x‖Cr−1,
∣∣∣∣4Re
∫
	r	
′
ru2u2x dx
∣∣∣∣  4‖	r‖∞ ‖	′r‖∞ ‖u2‖ ‖u2x‖Cr−1,
∣∣∣∣2
∫
	2r f u2 dx
∣∣∣∣  C‖	ru‖ ‖	rf ‖C‖	rf ‖2.
Noting that E2(0) = 0, by Gronwall inequality we get
E2(t)‖	rf ‖2 + Cr−1.
Since ∣∣∣∣2
∫
|	ru2|2v dx
∣∣∣∣  2‖v‖ ‖	ru2‖24C‖v‖ ‖	ru2‖ ‖(	ru2)x‖
 C‖v‖ ‖	rf ‖3/2
(
r−1 + ‖	ru2x‖
)1/2
 1
2
‖	ru2x‖2 + Cr−2 + ‖	rf ‖2.
we obtain
‖	ru2‖2‖	rf ‖2 + Cr−1.
We multiply both sides of (4.4) by 2	2r v2 and integrate over R to get
d
dt
‖	rv2‖2 + 2‖	rv2‖2 = 4Re
∫
	2r v2(uu2x) dx + 2
∫
	2r gv2 dx
 ‖	rv2‖2 + C‖	ru2x‖2 ‖u‖∞ + C‖	rg‖2
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By Gronwall inequality, we have
‖	rv2‖2C‖	ru2x‖2 + C‖	rg‖2‖	rf ‖2 + C‖	rg‖2 + Cr−1.
The proof of the lemma is completed. 
Theorem 5.1. Suppose that f ∈ L2(R), g ∈ H 1(R). Then S(t) is asymptotically com-
pact in X1.
Proof. Let 0j = (u0j , v0j ) ∈ X1 bounded and tj → ∞ as j → ∞. Without loss
of generality, we may assume that 0j = (u0j , v0j ) converges to some 0 = (u0, v0)
weakly in X1. It sufﬁces to prove that there is some  ∈ X1 such that
S(tj )0j −→  strongly in X1
(extracting a subsequence if necessary). Since S1(t) decays uniformly on bounded subset
of X1, for any ε > 0, there is a J1 > 0 such that
‖S1(tj )0j‖H 1×L2 <
ε
4
∀jJ1.
From Lemma 5.1, there exists an r0 > 0 such that
‖‖H 1×L2(|x|>r)
ε
4
, ‖S2(t)j0‖H 1×L2(|x|>r)
ε
4
∀ j1, rr0.
From Lemma 4.2 we see that S2(tj )0j is bounded in H 2 ×H 1(|x|r), thus compact
in H 1 × L2(|x|r). Therefore, there exist a subsequence converging to  in H 1 ×
L2(|x|r) (still denoted by S2(tj )0j ), and there exists a J2 > 0 such that
‖S2(tj )0j − ‖H 1×L2(|x| r) <
ε
4
∀jJ2.
Let J = max{J1, J2}, then for any jJ ,
‖S(tj )0j − ‖X1  ‖S1(tj )0j‖X1 + ‖S2(tj )0j − ‖H 1×L2(|x| r)
+‖S2(tj )0j‖H 1×L2(|x| r) + ‖‖H 1×L2(|x| r) < ε.
The proof of the asymptotic compactness of S(t) is completed. 
Similarly, we have
Theorem 5.2. Suppose that f ∈ Hk−1(R), g ∈ Hk(R) (k2). Then S(t) is asymptot-
ically compact in Xk .
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6. Existence of global attractor and asymptotic smoothing effect
From Theorem 5.1 and Lemma 2.2, and applying [16, Theorem 3.4.6; 25, Theorem
I.1.1] we have
Theorem 6.1. Assume that f ∈ L2(R), g ∈ H 1(R). Then S(t) possesses a global
attractor A1 in X1 satisfying
(i) A1 is compact in X1;
(ii) S(t)A1 =A1, ∀ t0;
(iii) ∀B ⊂ X1,
lim
t→∞ distX1(S(t)B,A1 ) = 0.
From Theorem 5.2, Lemmas 2.6 and 2.7, we have
Theorem 6.2. Assume that f ∈ Hk−1(R), g ∈ Hk(R) (k2). Then S(t) possesses a
global attractor Ak in Xk .
Below we shall prove that, when f ∈ Hk−1(R), g ∈ Hk(R) (k2), A1 = A2 =
· · · =Ak and complete the proof of the main result.
We show only that A1 = A2, the rests are similar. It is clear that A2 ⊂ A1. To
show the reverse inclusion we ﬁrst claim that A1 is bounded in X2.
Let a ∈A1 = S(t)A1. Then there exists a sequence aj ∈A1 such that S(j)aj = a.
Remember that B = {aj | j ∈ N} is bounded in X1.
Let j (t) = S1(t + j)aj and 
j (t) = S2(t + j)aj be the solutions of (4.1)–(4.2)
and (4.4)–(4.5), respectively, with initial time t0 = −j and initial data j (−j) = aj ,

j (−j) = 0. Then j (t)+ 
j (t) = S(t + j)aj is the solution of (1.1)–(1.2) with initial
time t0 = −j and initial data (−j) = aj . Especially, we have
j (0) + 
j (0) = a.
By Lemma 4.2, there exists a C independent of a and j such that
‖
j (0)‖X2C. (6.1)
This implies that 
j (0) converges weakly to some 
 ∈ X2 (extracting a subsequence if
necessary). By Lemma 4.1,
‖
j (0) − a‖X1 = ‖j (0)‖X1Ce−j −→ 0 (j → ∞).
That is, 
j (0) converges strongly to a in X1. Therefore, a = 
 ∈ X2 and ‖a‖X2C,
where C is the constant in (6.1). This implies that A1 is bounded in X2.
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Since A1 is a bounded set in X2, it is clear that
lim
t→∞ distX2(S(t)A1,A2 ) = 0.
However, A1 is invariant under the action of S(t), we see that A1 ⊂A2. Therefore,
A1 =A2.
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