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ABSTRACT
This paper deals with a new codec based on the JPEG 2000 standard that will use a market hardware codec in
order to build a road surveillance device. The developed coder consists in 4 processing steps, namely construction
of a reference image, foreground extraction (ROI mask), encoding with JPEG 2000 and transmission through a
wireless device. A rst order recursive lter is used to build a reference image that corresponds to the background
image and the updated reference image is computed according to a mixture of Gaussians model. The system
builds a reference image and transmits it towards a decoder through the GSM network. After the initialization
phase, the reference image is updated automatically according to a Gaussian mixture model, and when the ROI
can be considered as null, a piece of the updated background image is sent. We perform motion detection in order
to extract a binary mask. The motion mask gives the region of interest for the system. The current image and
the motion mask are coded using the ROI option of JPEG 2000 codec with a very low bit rate and transmitted
towards the decoder. The complete scheme is implemented and it reaches the expected performances. We also
showed how the local background image is built and updated at each frame. We presented the strategy in order
to update smoothly the remote background image. The implementation runs at 5-8 frames per second on a 1.8
GHz AMD processor for 320x240 color images.
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1. INTRODUCTION
Our study addresses the problem of road surveillance for safety purposes with an imaging device. Magys com-
pany is currently using an intelligent camera which includes the camera itself, the frame grabber, and the
JPEG codec. The image le is sent to the remote station using a wireless communication system based on a
GSM modem. The base station uses a hardware or software JPEG decoder. By now, the performance is about
1 image every 8 seconds due to the low bandwidth and the limited ratio between quality and compression in
JPEG. Our goal is to provide a new device to the customer that allows at least the same quality but respecting
the following criteria: video rate of 1 image per second and use only a market ready codec. In order to cope
with these restrictions, we choose to develop our system on a JPEG 2000 codec because of its robustness to
transmission errors, its high level of compression and the fact that it implements Region Of Interest (ROI).
JPEG 2000 is the new ISO/ITU-T still image coding standard developed by the Joint Photographic Experts
Group (JPEG). JPEG 2000 is designed to provide numerous capabilities within a unied system. It supports
various types of still images, multi-components, color, gray-level images and it supports also images that have
di¤erent characteristics4, 12, 14 .
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We have developed a Motion Reference Image codec based on the JPEG 2000 standard (MRIJ2K). First,
the system builds a reference image and transmits it towards a decoder through the GSM network. After the
initialization phase, the reference image is updated automatically according to a Gaussian mixture model, and
when the ROI can be considered as null, a piece of the updated background image is sent. Second, we perform
motion detection in order to extract a binary mask. The motion mask gives the region of interest for the system.
The current image, containing only data linked with the mask, is coded using the ROI option of JPEG 2000
codec with a very low bit rate and transmitted towards the decoder. We focus on our motion detection method
based on background suppression. By this approach, the background model is updated and computed frame by
frame: moving objects in the scene are detected by the di¤erence between the background model and the current
image.
This paper is organized as follows: we describe our MRIJ2K approach in section 2 and the initialization phase
is given in section 3. In section 4 and 5, we deal with the motion detection algorithm and the updating of the
reference image respectively. Finally experimental results and conclusions are given in the section 6 and 7.
2. OUR MRIJ2K APPROACH
In our approach, the local device is the one that is directly connected to the camera and the remote one is the
ground station which receives the encoded images. In the industrial context, some points need to be taken into
account:
 The small amount of memory and limited CPU power on the nal industrial product,
 The small bandwidth on the GSM network (9600 bauds),
 The fact that wireless transmission is prone to packet errors.
In order to obtain a very low bit rate with MPEG-4, most of the frames need to be bidirectional ones which
increase the computation time for encoding and decoding. Moreover, some Intra-coded frames may be lost at
the reception. Thus, JPEG 2000 standard is chosen for our development, instead of MPEG.
Fig.1 shows a codec motion reference image based on the JPEG 2000 codec. We describe our system which
has been developed assuming that the mobile device is static during the functioning (typically, a patrolman puts
the device on the side of the road). This device is mainly based on a camera, a CPU and a wireless transmission
device. Our codec is based on 4 processing steps:
1. An initialization phase where a reference image is built (i.e. the background image) and transmitted
towards the decoder which runs on a ground station,
2. The automatic ROI construction including motion detection and image processing,
3. The JPEG 2000 encoding using ROI, based on standard specication: Maxshift technique,
4. The image transmission with a GSM modem.
The next section describes the functionning of each step.
3. THE INITIALIZATION STEP
3.1. Constructing the reference image
In a static camera context, the reference image extraction of the scene is a complex task and several assumptions
are made. Background modelling is at the heart of any background substraction algorithm, and there are several
methods in the computer vision literature. In,6 the authors evaluate the advantages and drawbacks of some
techniques. Existing methods for background modelling may be classied as either predictive or non-predictive.
Predictive methods model the scene as a time series and develop a dynamic model to recover the current input
based on past observations. Non-predictive methods build a probabilistic representation of the observations at
a particular pixel.2, 8 Common techniques used to extract the reference image are the following:
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Figure 1. Illustration of our MRIJ2K approach
 Median lter: the reference image estimate is dened to be the median at each pixel location of all the
frames in the bu¤er.
 Frame di¤erencing: uses the video frame at time (t  1) to build the background model for the frame
at time t.
 Kalman lter: a recursive technique for linear dynamic systems under Gaussian noise.
 Mixture of Gaussians: a method that tracks multiple Gaussian distributions simultaneously.
Considering the constraint of our nal application (lack of memory and embedded system working on a PC104
format board), we use the following rst order recursive lter:
Iref (p; t+ 1) = pI(p; t) + (1  p)Iref (p; t) (1)
where Iref (p; t) and I(p; t) are the intensity values of pixel p in the reference image and in the current image
at time t respectively. p 2 [0; 1] is the learning rate that gives the training speed, and p is the pixel location in
the image.
Of course when the object moves slowly in the scene, it will be included in the constructed reference image.
The reference image must be updated from time to time to solve this problem.
3.2. Learning rate lter
Since the reference image is the static part of the scene, the value of p for all pixels belonging to a moving
object must be 0. In order to determine p we have to know all pixels that belong to the background. When p is
a background picture element, the p value must be in the ]0; 1] interval, otherwise p is 0. The binary stability
charts of the three consecutive images I(t  2), I(t  1) and I(t) are used in order to know the object states in
the scene. To compute the binary stability chart, we use the edge information and the noise of the acquisition
camera is attenuated by an average lter (3 3). The Canny edge detector is used to calculate the gradient of
each frame in the sequence.
d1 = jIg(p; t  2)  Ig(p; t  1)j (2)
d2 = jIg(p; t  1)  Ig(p; t)j (3)
where Ig is the spatial gradient of the processed image in the sequence.
A logical AND between d1 and d2 followed by an entropic thresholding indicates whether an object is moving
or not. Thus, when the condition ((d1 < )& (d2 < )) is true, the object is a background element.  can be
obtained according to an entropy power threshold selection method.7
4. MOTION DETECTION AND ROI MASK GENERATION
Motion detection is a binary labelling problem. It consists in attributing to each pixel p of on image I at time t
one of the two following label values:
ep =

1 if p 2 moving object
0 if p 2 static background (4)
Assuming static camera and quasi constant illumination of the secne, motion information is closely related to
temporal changes of the intensity function I (p; t) and to changes between the reference image Iref (p; t) and the
current image. We use 2 observations in order to carry out the binary labelling. For every pixel, we calculate at
pixel p and time t:
1. the di¤erence between the reference image and the current image:
ORD(p; t) = jI(p; t)  Iref (p; t)j (5)
2. the consecutive frame di¤erence:
OFD(p; t) = jI(p; t)  I(p; t  1)j (6)
In the rst observation, in order to carry out motion detection, most commonly existing techniques check
whether the input pixel is signicantly di¤erent from the background such as ORD > Tf and use edge information
from I(p; t) and Iref (p; t) to compute the absolute di¤erence. The moving object threshold Tf is determined
experimentally or according to an automatic entropy-based threshold selection. Then, the obtained binary mask
is improved by mathematical morphology.
4.1. The Maxshift method in the JPEG 2000 standard
JPEG 2000 Part 1 has adopted a specic implementation of the scaling based ROI approach. The algorithm
is called Maxshift method.1, 10, 12 The method consists in scaling down the background coe¢ cients. In the
Maxshift method, the ROI mask is generated in the wavelet domain. All wavelet coe¢ cients that belong to
the background are examined and all bit-planes of the background coe¢ cients are shifted down by s bits. The
presence of ROI is signalled to the decoder by a marker segment and the value of s is written into the codestream.
Thus, with the Maxshift method, no extra information about the shape of the ROI is required for the decoder.
But the encoding of the ROI and the background coe¢ cients are completely disjoint processes, i.e. the ROI
needs to be completely decoded before any background information is reconstructed.
4.2. Compression with JPEG 2000
The ROI automatically extracted by motion detection contains only the useful data. The pixels not belonging
to the ROI are removed (set to black color) in order to minimize the data to be sent i.e. in the spatial domain
when Iroi(p; t) value is 0, then the I(p; t) value is set to 0, where I(p; t) is the pixel value of the current image and
Iroi(p; t) is the mask of the ROI binary image obtained by motion detection. The current image is compressed
using a ROI option with a very low bit rate in order to obtain a 9600 bits image size (which will give a rate of 1
img/s with GSM). Then, the compressed current image is transmitted towards the decoder.
4.3. Building the received image in the decoder
The decoder receives a transmitted image and checks whether it is a reference image or a current image. Then
the decoder decodes the image and builds implicitly a binary mask. Due to the Maxshift technique, according
to,5 the decision of whether or not a coe¢ cient belongs to the background is taken by comparing the number of
decoded bits of current coe¢ cient with Mb, the nominal maximum number of magnitude bit-planes in subband
b. This number is computed by the following formula:
Mb = G+ b   1 (7)
where G is the number of coding guard bits and b is the exponent appearing in the denition of the subbands
quantization step.
The resulting image is built with three images, namely reference image, current image received and mask
built. A pixel substitution is used to build the nal image.
5. UPDATING THE REFERENCE IMAGE
Background maintenance is an important problem for many computer vision applications.13 In visual surveillance
applications that deal with outdoor scenes, the background of the scene contains many non-static phenomenae
such as illumination variation, tree branches and leaves, object occlusions, shadows, objects being introduced or
removed from the scene. In our approach, two background image updatings are needed. The rst one uses a
high frequency (each frame) and is done locally (at the encoder level) because the updated image is used in the
ROI computation. The second uses a lower frequency (as soon as possible when ROI is empty) and is proceeded
on the remote computer (at the decoder level).
5.1. Local updating
Due to this kind of background variation, the pixel intensity values vary signicantly over time. In computer
vision literature, several methods were proposed to solve these problems. The background model must be adapted
to take into account the background variation. In order to update the reference image, we use an adaptive mixture
of Gaussians initially developed by Stau¤er and Grimson.3, 9, 11 Each pixel will be modelled with K Gaussian
distributions. The probability P (xt) that a certain pixel has intensity xt at time t is given by:
P (xt) =
KX
j=1
!j
(2)
d
2
Pj 12 e
  12 (xt j)T
P 1
j (xt j) (8)
where !j is the weight, j is the mean and
P
j = 
2
jI is the covariance for the j
th distribution. The
K distributions are classied based on !j=2j ratio, and the rst B distributions are used as a model of the
background of the scene.
B = argmin
b
(
Pb
j=1 !jPK
j=1 !j
> T ) (9)
T is the fraction of the total weight given to the background model and K is a small number between 3 to
5. The parameters of the matched components are updated as follows:
!j;t = (1  )!j;t 1 +  (10)
j;t = (1  )j;t 1 + xt (11)
Figure 2. The updated reference image strategy
2j;t = (1  )2j;t 1 + (xt   j;t)2 (12)
where  is the learning rate with 0    1.  is a learning parameter that can be dened according to9:
 t

!j;t
(13)
For unmatched components, parameters  and  remain the same, but ! is updated as follows:
!j;t = (1  )!j;t 1 (14)
The updated reference image is given by the matched background model. This image is stored on the local
device and is used to upgrade the remote reference image.
5.2. Remote updating
Our strategy in order to update the remote reference image is the following. When we detect no moving object
in the scene according to the binary mask ROI image, we use the bandwidth to update the reference image for
the decoder. We choose to transmit towards the decoder a piece of the actual background image. In this case,
we create an ROI mask based on a rectangular shape. A compressed quarter of the reference image is obtained.
Then, we send it to the decoder. This strategy is applied to each quarter of the reference image (Fig.2).
The process of updating is achieved according to a clockwise loop. In order to separate the received images
whether it is an updated reference or a moving object image, a ag needs to be added. The updating ratio is
not controlled but it is not a problem in our application context because the background dynamics is very slow.
6. EXPERIMENTAL RESULTS
For the JPEG 2000 encoding, we used both the Kakadu codec SDK. Our goal is to obtain a 9600 bits image le
in order to reach the image rate of 1 img/s with the GSM. We use the ROI in the compression process because it
leads to a smaller size for the image le but the quality of the moving region is still good enough for our purpose
(videosurveillance).
At the ground station, the image reconstruction is done using the background image and the current JPEG
2000 image. While decompressing the current image, we are able to retrieve the ROI mask which contains
the spatial information using the method described in Sec.4.3. The current image is computed by copying the
MRIJ2K
coder
MRIJ2K
decoder
or AVI file
RS232 channel at 9600 bps
Figure 3. Experimental set-up.
Figure 4. Left: image sequence. Right: background image.
background image and replacing the background pixel by the current pixel if it belongs to the ROI. We have
developed an application using Visual C++ for the main frame, DirectShow and OpenCV for our custom image
processing lters.
For our rst experiments, we decide to use 2 PCs with Windows operating system. The rst transmission
tests are done using a serial port (RS232 restricted to 9600bps) between the 2 PCs. Our experimental set-up is
described on Fig.3.
6.1. Background extraction
In our experimentation, the training frame number is set to 30. The tests have been done with live video using
a webcam or recorded video sequences of typical highway scenes. Fig.4 represents on the left a snapshot of the
sequence, and on the right the computed background image.
In order to check the quality of the background reference image, a frame without any moving object is grabbed
manually in the sequence and the PSNR is evaluated. The value is 33:87dB which leads to an average quality
level. This level is in accordance to our context. The quality is linked to the number of frames and also to the
tuning of the rst order parameters according to typical speed of the moving objects in the scene. So the quality
can be improved.
Then, the reference image is compressed to a JPEG 2000 le at a moderate bit rate of 0:4bpp, and sent once
for all towards the decoder.
6.2. Motion ROI and current image coding
Fig.5 represents the current frame on the left, the ROI mask in the middle, and the image of the moving regions on
the right. The ROI mask is obtained by computing the di¤erence between the current frame and the background
image. Then, the obtained image is thresholded using an experimental value. Morphological lters (opening
and closing) are applied in order to remove isolated pixel (white pixels in black region) and also to ll holes in a
moving region (black pixels in white zone). The current moving object image is compressed using the ROI mask
with a bit rate of 0:128bpp.
Figure 5. From left to right: current image, ROI mask, image to be compressed.
Figure 6. From left to right: Original ROI mask, reconstructing ROI mask.
6.3. Implicit ROI construction
Fig.6 represents the ROI mask computed while the remote PC is decompressing the JPEG 2000 le on the right
side and the original on the left. In order to check the quality of our reconstructed mask, the di¤erence between
the original ROI mask and the computed one is evaluated. The number of di¤erent pixels is about 200 over
76800 pixels. The level of quality of the implicit ROI mask is considered good enough for our application.
6.4. Remote current image processing
Fig.7 shows on top the current image and ROI mask on the local device, and at the bottom the remote image
and the implicit ROI mask. In order to check the quality of the remote current image, the PSNR between remote
image and initial current image is computed. The value is 34:41dB which leads to an average quality level.
Figure 7. Above: local results. Below: remote results.
7. CONCLUSIONS
A video coding approach has been developed in the context of road surveillance. The complete scheme is
implemented and it reaches the expected performances. We also showed how the local background image is built
and updated at each frame. We presented the strategy in order to update smoothly the remote background
image. The implementation of the MRIJ2K runs at 5-8 frames per second on a 1.8 GHz AMD processor for
320 240 color images. The transmission, using a restricted serial port, has been tested and the rate of 1 frame
per second has been reached with GSM. Note that by using GPRS or future UMTS, one might expect a video
rate of 25 img/s.
As for future extensions, we are trying to build more accurate motion detection. We are planning to implement
the entropy power technique for thresholding in order to automatically tune the lter parameter. The combination
of two di¤erences, one between current frame and background reference image and the other one between current
frame and past frame, is also studied in our development for the ROI improvement.
Normally according to the Maxshift method in JPEG 2000 standard, the ROI information should be com-
pletely found while the JPEG 2000 le is decompressed. In our rst implementation, i.e. modication of the
SDK package, the reconstructed ROI is slightly di¤erent. When this problem will be xed, the reconstructed
image at the ground station will be improved.
Preliminary experiments show that our strategy for updating the remote background reference image can
lead to more uid video sequence transmission through the network.
Finally, the GSM modem device needs to be implemented in our software package. Our results are obtained
using a restricted serial port so the nal system performances should be close to the present ones.
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