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Abstract
The field of theoretical cosmology consists of numerous, inter-related branches, whose ambitious goal is to
uncover the history of the universe from its beginning to its future. Achieving this, no doubt, requires a
deep understanding of many areas of physics. In this thesis I touch upon a few of these areas in which I
worked during my PhD studies.
Chapter (2) describes our work in finding the accretion and merger history of dark matter halos. Dark
matter halos are the collapsed dark matter structures in the late time evolution of the universe, whose
existence is vital for the formation of galaxies in the Universe as they act as the potential wells where
normal matter (collectively called Baryons) can accumulate, cool, and form stars. It is then no surprise that
the properties of galaxies depends on the properties of the dark matter halo in which it resides, including
its merger history, i.e. the number of times it merged with other halos. Even though these merger rates can
be calculated theoretically for infinitesimal time steps, in order to find the merger history over an extended
period of time one had to use either Monte-Carlo simulations to build up the total rates of merging and
accreting from the infinitesimal rates or use N-body simulations. In chapter (2) we show how we used
random walk formalism to write down an analytical (integral) equation for the merger history of halos. We
have solved this equation numerically and find very good agreement with Monte-Carlo simulations. This
work can be used in theories of galaxy formation and evolution.
We then switch from the overdense regions of the Universe, halos, to the underdense ones, voids. These
structures have not attracted as much attention from cosmologists as their overdense counterparts in probing
the cosmological models. We show here that the shapes of voids as a probe can be of use for future surveys
to pin down the equation of state of the dark energy, i.e. the ratio of its pressure to its energy density.
As first approximation, voids can be considered to be ellipsoids whose axis ratio evolution depends on the
cosmological parameters. This, together with the fact that the initial distribution of the axis ratios is known
(because the intial density field is Gaussian) can be used to infer the equation of state of the dark energy
statistically from the observation of voids at different redshifts and with different sizes. The standard method
of Fisher matrices is then used to forecast how well a future survey can measure the equation of state. We
ii
find promising results with constraints coming from void ellipticity measurements comparable to those of
other standard methods.
Chapter (4) goes farther back in the history of the Universe. During the recombination era, when the
Universe was around a thousandth of its present size, it became cool enough that free electrons got captured
by free protons to make hydrogen atoms. Consequently, the Thompson scattering of photons off of free
electrons dropped dramatically and the Universe became transparent to photon propagation. The Cosmic
Microwave Background (CMB) is a remnant from this epoch, consisting of photons last scattered off of a
free electron. A wealth of information is contained in the statistical properties of the CMB field. However,
in order to take full advantage of this probe one needs to know the recombination history, i.e. the evolution
of the number density of free electrons as a function of time, to sub-percent level accuracy during this era.
There are a plethora of phenomena, from radiative transfer effects to atomic and molecular ones, that have
the potential to change the recombination history to this level. Our work was to calculate the effect that
the formation of hydrogen molecules will have on the recombination history. Even though the abundance
of hydrogen molecules is very small, they still have the potential to change the recombination history by
reshuﬄing photons from the blue side of the Ly-α line to its red side and vise-versa. To find the magnitude
of the effect, we solve the appropriate rate equations for all of the bound-bound and bound free transitions
for hundreds of ro-vibrational sub-levels of the ground state and the first three excited states of hydrogen
molecule. We find that hydrogen molecules were not abundant enough to make a noticeable change in the
recombination history.
To put our work in context, in chapter (1) I give an overview of theoretical cosmology, and I conclude in
chapter (5). A number of appendices are added to clarify some of the more technical details.
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Chapter 1
Overview
The field of cosmology is in a very exciting stage. Its progress reminds one of the development of quantum
mechanics a century ago. In both cases the advance in the technology has enabled us to view an unexplored
part of our world and as a result have found perplexing results. The quest to solve the former field has
opened up a new vista in our understanding of the Universe and it is hoped, and believed, that there soon
will be a similar revolution in our understanding coming from cosmology.
It is therefore of no surprise that theoretical cosmology is a fine field of research in which to work:
not only there are a number of deeply intriguing observations, e.g. existence of dark energy, needed to be
explained but also tackling them requires a sound understanding of a wide variety of physical theories, most
importantly the main pillars of the contemporary physics, i.e. general relativity and quantum field theories.
In this thesis I touch upon a few active areas of research on which I worked during my PhD studies and
present my contribution to them.
But before delving into more technical detail about my specific fields of research I would like to set the
stage by giving a brief overview of theoretical cosmology. I will try to present the theory in a “top-bottom”
picture rather than “bottom-up”. By that I mean, instead of presenting separate pieces of theories first
and trying to connect them together later on to get a big picture, I start out by writing down the general
equations and then try to understand different phenomena by appropriate assumptions and simplifications.
Here I start off by writing down the most important equations in cosmology in their general form. Then
I will give some examples of how they can be solved at different epochs. However, there are two points that
must be mentioned beforehand: 1. The material in this section is by no means original works of mine but
(I think) a useful structured view of the field of theoretical cosmology. Specially, I have used the materials
in Scott Dodelson’s book and Chris Hirata’s lecture notes extensively. 2. This is not intended to be an
introduction to the field but a sweeping overview of some part of it. Of course, I put more emphasis on the
parts I have worked on and have a better knowledge of.
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1.1 Basic Equations
1.1.1 Evolution of Metric
Since gravity is the most important force on large scales the evolution of the Universe is dictated by the
Einstein field equations on those scales. The metric of the universe in an arbitrary coordinates system
satisfies:
Gµν = 8πGTµν (1.1)
where the Einstein tensor Gµν is a non-linear function of the metric gµν and contains up to second derivatives
of the metric. Also, Tµν is the energy-momentum tensor of all the constituents of the Universe. We will
always work in units where the speed of light is one.
The metric has 10 independent components and the Einstein equation consists of 10 equations so it seems
that the system of equations is closed in its current form. However, not all of the Einstein equations are
independent because of the Bianchi identities ∇µGµν = 0. These are 4 equations that reduce the number of
independent Einstein equations into 6. So, it seems that we have less equation than unknowns. But not all
of the metric components are physically independent either. That is because the choice of the coordinate
system is arbitrary in general relativity and given an arbitrary metric, one can always get rid of 4 metric
components by a suitable coordinate transformation. That reduces the number of unknowns to 6. So, if
we are given the energy-momentum tensor for all times and also an intial metric is specified, then we can
integrate the Einstein equations in time to find gµν at any later time.
However, this equation can not be integrated by its own. That is because to calculate to energy-
momentum tensor one needs to know the distribution of particles and fields in the space-time. The evolution
of particle distributions themselves depend on the metric through the geodesic equation. Therefore, the Ein-
stein equation must be solved together with the evolution equations for particles and fields, to which we
turn our attention.
We will show the background quantities by a “bar” over them.
1.1.2 Evolution of Particles
The information about a swarm of particle of type I is contained in its phase-space density, f I(t, ~x, ~p). By def-
inition, the number of particles of species I in phase-space volume d3xd3p is dN I(t, ~x, ~p) = f I(t, ~x, ~p)d3xd3p. 1
1Actually, this is not the most general form for the phase space density because we are ignoring the internal degrees of
freedom. For example, to quantify the fact that photons have helicities one must use a tensor for the phase space density.
We will ignore the internal degrees of freedom in this thesis only for simplicity but mention that using tensors for the phase
space density of photons is absolutely necessary for percent level calculation of CMB temperature and also for the calculation
of CMB polarization pattern.
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The fundamental equation describing the evolution of the particles is the Boltzmann equation:
df I
dt
(t, ~x, ~p) =
∂f I
∂t
+ x˙i
∂f I
∂xi
+ p˙i
∂f I
∂pi
= ΓI+(t, ~x, ~p)− ΓI−(t, ~x, ~p) (1.2)
where ΓI+(t, ~x, ~p)d
3xd3p is the rate (in units of s−1) for the species “I” to be created inside a phase space
volume d3xd3p around ~x and ~p at time t. Similarly, ΓI−(t, ~x, ~p)d
3xd3p is the destruction rate. These rates
can be found by identifying all the reaction channels for the species “I” and finding the rates using the M
matrices from quantum mechanics. For a general reaction of the form:
I + J + · · · ↔M +N + · · · (1.3)
one has:
ΓI+(t, ~x, ~p)− ΓI−(t, ~x, ~p) =
∫
d3pJ
(2π)32EJ
...
∫
d3pM
(2π)32EM
∫
d3pN
(2π)32EN
· · ·
|M|2(2π)4δ3 (~pM + ~pN + · · · − ~pI − ~pJ − · · · ) δ (EM + EN + · · · −EI − EJ − · · · )
{fMfN · · · (1± fI)(1± fJ) · · · − fIfJ · · · (1± fM )(1± fN ) · · · } (1.4)
whereM is the quantum mechanical amplitude for the reaction. The plus or minus signs are for Bosons or
Fermions, respectively and signify the stimulated emission and Pauli blocking.
How does the Boltzmann equation relate to the Einstein equation? The Boltzmann equation depends on
the metric because the quantities x˙i and p˙i are found by using the geodesic equations and hence depend on
the metric. Conversely, the Einstein equations depend on the phase space density through the contribution
of each species to the stress-energy tensor:
T µˆνˆ(t, ~x) = gI
∫
d3~p
(2π)3
pµˆpνˆ
p0ˆ
fI(t, ~x, ~p) (1.5)
where gI is the internal degrees of freedom of the species and the hats over the indices emphasis the fact
that this is the energy-momentum as measured by a tetrad carrying observer (see later).
1.1.3 Evolution of Fields
The most important (and the simplest) example of this category is the evolution of an scalar field in the
universe. Since the presence of a scalar field can cause the expansion of the universe to accelerate, it is widely
used in the theories of inflation (early universe acceleration) or quintessence (late universe acceleration).
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One usually starts with the action:
S =
∫
d4x
√−g
[
−1
2
gµν∇µφ∇νφ− V (φ)
]
(1.6)
The equation of motion for the scalar field can then be find by extermizing the action by varying the field:
δS
δφ
=
√−g [∇µ∇µφ− V ′(φ)] = 0 (1.7)
which depends on the background metric through the covariant derivatives. The scalar field enters into the
Einstein equations via its contribution to the energy-momentum tensor:
Tµν = −2 δS
δgµν
= ∇µφ∇νφ− gµν
[
1
2
∇α∇αφ+ V (φ)
]
(1.8)
1.2 Simplifications
No real problem in nature can be solved exactly. One always needs to simplify to the extent that is required
by the measurement accuracies. In this part we go through some of the most important ones of these
simplifications.
1.2.1 Perturbation theory
A dramatic simplification happens in the cosmological equations because the Universe seems to be homo-
geneous and isotropic on very large scales (> 100Mpc). Thanks to this property, one can use perturbation
theory as a systematic method to build a theory to checkit desired accuracy. The fact that one can use
perturbation is primarily because the smoothness of the Universe on large scales enables us to solve for the
zeroth order equations exactly.
Here, without going through the derivation, I will write down the fundamental cosmological equations,
mentioned in the previous section, to first order in perturbation theory. It is customary (and convenient) to
work with conformal time, η, instead of the physical time, t. They are related by dη = dta(t) where a is the
scale factor of the Universe. From now on, all the dots are derivatives with respect to the conformal time.
Also, because the equations are linear, expanding all the quantities into (spatial) Fourier mode greatly
simplifies the equations because all the spatial derivatives disappear. Our convention for Fourier transform
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is:
A(ki, η) =
∫
R3
A(xi, η)e−ikix
i
d3xi (1.9)
Linearized Boltzmann for photons
We need the most general form for the metric to linear order:
ds2 = a2(η)
{−(1 + 2A)dη2 − 2Bidηdxi + [(1 + 2D)δij + 2Eij ] dxidxj} (1.10)
where the perturbation variables A, Bi, D and Eij are all functions of xk and η. There are 10 variables in
total (Eij is traceless symmetric) as is required for a general metric. No gauge freedom is used yet.
It is intuitively more satisfying to consider an observer at each point in space-time and write the Boltz-
mann equation for the momentum it measures in its own coordinates (tetrad) instead of the less physical
“coordinates momentum” Pµ = dx
µ
ds , where s is the affine parameter. If the components of the tetrad in the
global coordinates are shown by (emˆ)
µ, mˆ = 0, 1, 2, 3, then the two momentums are related by
Pmˆ = Pµ(emˆ)
µ (1.11)
In the homogeneous Universe, there is a unique set of observers (called comoving observers) carrying the
tetrad:
uµ = (e0ˆ)
µ = a−1(1, 0, 0, 0)
= (e1ˆ)
µ = a−1(0, 1, 0, 0)
= (e2ˆ)
µ = a−1(0, 0, 1, 0)
= (e3ˆ)
µ = a−1(0, 0, 0, 1)
(1.12)
The factor of a−1 is because the time variable is conformal.
In the perturbed Universe, there is no longer a preferred observer, and one has the freedom of choosing
any tetrad, with the condition that it should satisfy the orthogonality relations:
uµuµ = −1; uµ(eiˆ)µ = 0; (eiˆ)µ(eiˆ)µ = 0. (1.13)
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Writing the new tetrad as a perturbation to the comoving observer tetrad, we find that the most general
tetrad, satisfying the above equation, is:
uµ = a−1(1−A, V 1, V 2, V 3)
(eiˆ)
µ = a−1 = a−1
(
V i −Bi, (1−D)δij − Eij +Rij
)
(1.14)
Physically, V i is the velocity of the observer with respect to the coordinate system and Rij , being an
antisymmetric tensor, is the orientation of the tetrad; it will not enter the perturbation equations and hence
will be ignored. Common choices of observers are: coordinate observer (V i = 0) who sits at constant
coordinate location (x1, x2, x3), comoving observer V
i = T i0/(ρ¯ + p¯) (ρ¯ and p¯ are density and pressure) for
whom the momentum density vanishes, i.e. Tµνu
µ(eiˆ)
µ = 0, and finally the normal observer, V i = Bi, who
is moving orthogonal to the surface of constant η. The normal observer has the most convenient properties
and we use it here.
The mapping between the coordinates momentum and the observer frame momentum is:
Piˆ =
1−D
a
Pi − Eij
a
Pj
(1.15)
It is best to write the phase space density in terms of the magnitude and direction of the momentum of
the particle as measured by the normal observer:
p ≡
√
P iˆPiˆ ; pˆ
i ≡ P
iˆ
p
(1.16)
We also write the perturbation in the phase space density as:
f(xi, p, pˆi; η) =
{
exp
p
T (η)[1 + Θ(xi, p, pˆi; η)]
− 1
}
(1.17)
where T is the background radiation temperature and Θ its perturbation.
Then using the geodesic equations to find p˙ = ddη (−uµPµ) and keeping terms up to first order both in
metric and Θ, we find the collisionless part (left hand side) of the Boltzmann equation for photons (divided
by p∂f¯/∂p):
Θ˙ + pˆi
∂Θ
∂xi
− aHp∂Θ
∂p
+ pˆi
∂A
∂xi
+ pˆipˆj
∂Bi
∂xj
+ D˙ + pˆipˆjE˙ij (1.18)
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The collisional term (right hand side) of the Boltzmann equation for photon can be found to be
− 3
16π
asneσT
∫ [
1 + (pˆ.pˆ′)2
] [
Θ(xi, p, pˆi)−Θ(xi, p, pˆ′i)− ~vb.pˆ
]
d2pˆ
′i (1.19)
where vb is the velocity of the baryons (which are tightly coupled to the electrons so have the same velocity).
Also, σT is the Thompson cross section and ne is the number density of electrons.
Another huge simplification happens because at early times the photons are thermalized so f obeys the
Bose-Einstein statistics and therefore ∂Θ∂p = 0. Then, from the Boltzmann equation one can see that if this
condition holds initially it will be maintained subsequently during the evolution of the Universe. So, we can
drop the dependence of f on the magnitude of the momentum. Further, expanding Θ in Fourier modes we
find:
Θ˙ = − ikipˆiΘ− ikipˆiA− ikipˆipˆjBi − D˙ − pˆipˆjE˙ij
+ τ˙(Θ− ~vb.pˆ)− 3
16π
τ˙
∫
[1 + (pˆ.pˆ′)2]Θ(pˆ
′i)d2pˆ
′i (1.20)
where τ˙ = −aneσT is the differential optical depth. The final trick in this long list of simplifications for the
photon Boltzmann equation is to expand Θ in multipole space. It is convenient to take the z-axis in this case
to be along the plane wave wave-vector, i.e. ~k = keˆ3. The direction of a photon in this coordinate can be
written as:
pˆ = (sin θ cosφ, sin θ sinφ, cos θ) (1.21)
and the multipole expansion is:
Θ(~k, θ, φ, η) =
∑
lm
(−i)l
√
4π(2l + 1)Θlm(~k, η)Ylm(θ, φ) (1.22)
Here is where the concepts of scalar, vector and tensor perturbations come into play. They correspond to
m = 0, 1, and 2, respectively, and one can prove that they evolve independently from each other. Inflation
produces scalar, and to a much lesser extent, tensor perturbations but no vector. Also, even if vector
perturbations are produced by some other mechanism, they will decay with time, as we will see later, and
therefore it is usually not considered in the mainstream cosmology. It is very important to understand that
the correspondence between scalar, vector, and tensor modes with m = 0, 1, and 2 is only valid in the
coordinate system where ~k is along the z direction: A plane wave in an arbitrary direction has, in general,
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all of the |m| < l multipoles. Of course in the real Universe we have to add plane waves with all random
directions to construct the real-space distribution of fields. To go from this spacial coordinate orientation
that we work with to a general one one needs to use the Wigner’s rotation matrices. The point to notice for
now is that we are not losing any generalities by working in this special coordinate system.
Here we finally write down the Boltzmann equations for scalar modes:
Θ˙00 = kΘ10 − 1
3
ikB3 − D˙
Θ˙10 = k
Θ00 − 2Θ20
3
+ τ˙Θ10 − 1
3
iτ˙vb3 +
1
3
kA
Θ˙20 = k
2Θ10 − 3Θ30
5
+
9
10
τ˙Θ20 +
2
15
ikB3 +
1
5
E˙33
Θ˙l0 = k
[
l
2l + 1
Θl−1,0 − l + 1
2l + 1
Θl+1,0
]
+ τ˙Θl0 (l ≤ 3) (1.23)
This set of equations is called the Boltzmann hierarchy and in general needs to be solved (up to a maximum
multiple l) numerically. Note that we have not used the gauge freedom to simplify the metric yet.
Very similar equations can be found for neutrinos if one ignores their mass. The difference is that the
collisional part is zero becasue the neutrinos have decoupled from the rest of the Universe long before. Also,
neutrinos obey the Fermi-Dirac statistic unlike photons, which are Bosons.
1.2.2 Linearized Boltzmann for baryons and dark matter
In the case of cold matter particles one can simplify the Boltzmann equation by multiplying it with different
powers of momentum and then integrating over momentum. One usually truncates the hierarchy here by
assuming that the higher momentums are negligible and defining an equation of state w, i.e. p = wρ. For
the baryons and cold dark matter, w = 0 and the first two equations of this hierarchy are
δ˙ = −3D˙ − ik(B3 + v3)
v˙3 = −aHv3 − ikA
v˙i = −aHvi (i = 1, 2) (1.24)
where δ ≡ δρ/ρ(0) is the over/underdensity at a given point with respect to the smooth background density.
These are just the continuity and Euler equations in the presence of metric perturbations. However, vi,
written in the Cartesian coordinates, do not transform as vectors. Remember, vectors get multiplies by e±iφ
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upon a rotation of φ around the z axis. We can find them easily from the x and y Cartesian components as
v± ≡ ∓v
1 + iv2√
2
(1.25)
Notice also that v3 is already a scalar quantity. The fluid equations for the vector modes then become:
v˙± = −aHv± (1.26)
and so they will decay as a−1 as the Universe expands and as mentioned before are ignored in most models
of the Universe.
The more important scalar equations for cold dark matter (CDM) particles, written in Fourier space and
in Newtonian gauge (B3 = E33 = 0, Ψ ≡ A, Φ ≡ D), is:
δ˙c = −3Φ˙− ikvc
v˙c = −aHvc − ikΨ (1.27)
For baryons, we need to add the collisional term, caused by Compton scattering of photons, to the
Boltzmann equation. Skipping the derivation, we just write down the final result for the scalars
δ˙b = −3Φ˙− ikvb
v˙b = −aHvb − ikΨ+ τ˙
R
(vb + 3iΘ1) (1.28)
where we have suppressed the m = 0 index and we defined R ≡ 3ρbργ . Notice that the same function τ˙ , which
quantifies the strength of the electron-photon interaction, enters both the baryons and photons Boltzmann
equations.
Linearized Einstein Equations
The solution of the zeroth order Einstein equations are the famous Friedmann equations
H2 ≡
(
da/dt
a
)2
=
8πGρ¯
3
− K
a2
d2a/dt2
a
= −4
3
πG(ρ¯+ 3p¯) (1.29)
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where K is the spatial curvature of the Universe. Another useful equation, which is not independent from
the Friedmann equations, is the continuity equation
∇µTµν = 0⇒ dρ¯
dt
= −3H(ρ¯+ p¯) (1.30)
In general this equation is valid for ρ¯ and p¯ being the total density and pressure. However, if a species is not
strongly interacting with other ones, then the local energy-momentum is conserved for it and one can use
the continuity equation for it separately. Using this, for an entity with a constant equation of states w ≡ p¯ρ¯ ,
one finds ρ¯(a) ∝ a−3(1+w). The most important cases are: matter, radiation, and cosmological constant for
which ρ¯ ∝ a−3, a−4, and 1, respectively. It is common to define
ΩI ≡ ρ¯I
ρc
, ρc ≡ 3H
2
8πG
(1.31)
for any species I. Then the Friedmann equation can be written as
H2 = H20
[
ΩRa
−4 +ΩMa
−3 +ΩKa
−2 +ΩΛ
]
(1.32)
where ΩK ≡ −KH20 = 1− ΩR − ΩM − ΩΛ.
The thermal energy density of a species with zero chemical potential at temperature T can be calculated
as
ρ¯ = g
∫
d3~q
(2π)3
E(~q)f(~q) =
g
2π2
∫ ∞
0
q2
√
q2 +m2
exp[ (m
2+q2)1/2
T ]± 1
dq (1.33)
where g is the internal degrees of freedom of the species, and the plus and minus signs are for Fermions and
Boson, respectively. The above integral can be done in special cases of relativistic and non-relativistic limits:
For the relativistic case, T ≫ m, one finds:
ρ¯ =
π2T 4
30
g ×


1 if Boson
7
8 if Fermion
(1.34)
For the non-relativistic case, we get
ρ =
g
2π2
T 4
√
π
2
(
m
T
)5/2e−m/T (1.35)
which is much less than the relativistic case if both have the same temperature. So, ignoring the non-
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relativistic species, we can finally write the total energy density as
ρ¯ =
π2g∗T
4
30
g∗ ≡
∑
Fermions
7
8
gF +
∑
Bosons
gB (1.36)
Similarly, for pressure and entropy density of the Universe one finds:
p(T ) =
π2
30
T 4
∫ 1
0
g∗(yT )y
2dy (1.37)
s(T ) =
π2
30
T 3
[
g∗(T ) +
∫ 1
0
g∗(yT )y
2dy
]
(1.38)
The total entropy of the Universe does not change if the interactions are fast enough compared to the
expansion rate of the Universe to keep them in thermal equilibrium. The constancy of entropy can be used,
for example, to calculated the photon to neutrino temperature ratio after the electron-positron annihilation.
It can also be used to close the system of equations, together with the Friedmann equation, to find T and a
as functions of time. The result is
T = 1.56g
−1/4
∗
√
1s
t
MeV (1.39)
We turn our attention to the linearized Einstein equations now. Writing the Einstein equations in the
normal frame, i.e Gµˆνˆ = 8πGT µˆνˆ , and in Newtonian gauge, one gets to first order in metric perturbations:
k2Φ+ 3aH(Φ˙− aHΨ) = 4πGa2δρ
Φ˙− aHΨ = 4πGa2 j3ˆ
ik
aHΨ˙ + 2a(aH2 + H˙)Ψ− 1
3
k2Ψ− Ψ¨− aHΦ˙ = 4πGa2(δp+ 1
3
δρ)
2k2
3a2
(Φ + Ψ) = 8πGΣ3ˆ3ˆ (1.40)
for the scalar modes. Here ρ is density, j the momentum density, p pressure, and Σ the anisotropic stress,
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all measured by a normal observer. They are related to the energy-momentum tensor by:
ρ = ρ¯+ δρ = Tµνu
µuν (1.41)
jiˆ = −Tµνuµ(eˆiˆ)ν (1.42)
p = p¯+ δp =
1
3
Tµν(eˆiˆ)
µ(eˆiˆ)
ν (1.43)
Σiˆjˆ =
(
Tµν(eˆiˆ)
µ(eˆjˆ)
ν − 1
3
pδiˆjˆ
)
(1.44)
Only two combinations of Eqs. (1.40) are independent.
For tensor perturbations we have:
E¨(±2) + 2aHE˙(±2) + k2E(±2) = 8πGa2Σ(±2), (1.45)
where for an arbitrary tensor Aij its tensor parts are (remember that a tensor quantity gets multiplied to
e±2iφ upon rotation with an angle φ around the z axis)
A±2 = − 1√
6
(A11 −A22 ∓ 2iA12) (1.46)
It is important to notice that the Einstein equation for the tensor mode is a a wave equation, unlike the
scalar modes. So, the gravity waves are only tensor perturbations and we do not have propagating scalar
waves in the Einstein theory of relativity.
It only remains to calculate the right hand side of the Einstein equation, i.e. the energy-momentum
tensor. The total energy-momentum tensor is the sum of that for each individual species. For CMD and
baryons the energy momentum is easy to find because the pressure is zero and the density is δρ = ρ¯δ, by
definition. For photons one finds:
ργ = ρ¯γ(1 + 4Θ00)
j3ˆ = −4iρ¯γΘ10
Σ3ˆ3ˆγ =
∫
2
p2dpd2pˆi
(2π)3
p
[
(pˆ3)2 − 1/3] f(p, pˆi)
= −8
3
ρ¯γΘ20 (1.47)
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for the scalar modes and
Σ(±)γ =
∫
2
p2dpd2pˆi
(2π)3
p
{
− 1√
6
[
(pˆ1)2 − (pˆ2)2 ∓ 2ipˆ1pˆ2]} f(p, pˆi)
=
8
3
ρ¯γΘ2,±2 (1.48)
for the tensor modes.
We see that the density, momentum, and anisotropic stress of photons are proportional to the l = 0, 1,
and l = 2 moments of the photon phase space density, respectively. This implies, for example, that Θ10 is
a measure of the velocity of the “photon fluid”. It makes sense because for a strongly coupled baryon and
photon plasma one expects that the velocity of the photon fluid to be the same as that of the baryon fluid.
This is indeed the case if one looks at Eq. (1.28), where in the strong coupling limit (τ˙ → −∞) one finds
vb = −3iΘ10.
Linearized Scalar Fields Equations
For a homogeneous scalar field in an unperturbed background universe Eq. (1.7) gives:
¨¯φ+ 2aH ˙¯φ+ a2V ′(φ¯) = 0 (1.49)
and the density and pressure, found from Eq. (1.8), are:
ρ¯ =
1
2
a−2 ˙¯φ
2
+ V (φ)
p¯ =
1
2
a−2 ˙¯φ
2 − V (φ) (1.50)
For the perturbations, to linear order in both metric and scalar field perturbations, one finds (in Newto-
nian gauge):
δφ¨+ 2aHδφ˙+
[
k2 + a2V ′′(φ¯)
]
δφ = 2¨¯φΨ+ 2 ˙¯φ(Ψ˙ + aHΨ) (1.51)
1.2.3 Non-linear Regimes
Perturbation theory breaks down when the deviations from the smooth background become large and the
equations become very nonlinear (but higher order perturbation theories might still work reasonably well
in the mildly non-linear regime). However, some progress can be made in this situation because the non-
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linearities set in only when the perturbations are deep inside the horizon, i.e. k ≫ H−1. This allows us to
switch from solving the amazingly complicated non-linear Einstein equations to the much simpler non-linear
Newton equations. Even with this simplification, it is still hard to progress analytically and usually numer-
ical simulations are needed for reliable results. This is a very active field of research both analytically and
numerically and part of this thesis is devoted to this subject (halo model).
1.2.4 The Rate Equation
This is a simplification to the Boltzmann equation and is an special case of the simplification already
mentioned in Sec. 1.2.2.
For lots of phenomena in the history of the Universe, e.g. recombination, light element formation, etc,
it is sufficient to solve for the evolution of the species in a homogeneous Universe and ignore the metric
perturbations. Further, because the phase space density of species, for most parts of the spectrum, follows
the thermal distribution (Bose-Einstein or Fermi-Dirac), one is not often interested in their momentum
distribution but only in their number densities. In this case, the Boltzmann equation can be integrated over
momentum to find an equation for the evolution of the number density of species, commonly called the rate
equation. For the ubiquitous 2-body interaction,
1 + 2↔ 3 + 4, (1.52)
we then find
a−3
d(n1a
3)
dt
= 〈σ(v)v〉
[(
n1n2
n3n4
)
Th
n3n4 − n1n2
]
(1.53)
where σ(v) is the cross section for the interaction 1 + 2 → 3 + 4, v is the relative velocity of the first and
second particles and the < · · · > denotes the average over the distribution of this velocity. Also,
(
n1n2
n3n4
)
Th
is the thermal abundance ratio given by
(
n1n2
n3n4
)
Th
=
(
n
(0)
1 n
(0)
2
n
(0)
3 n
(0)
4
)
(1.54)
n
(0)
i ≡ gi
∫
d3p
(2π)3
e−Ei/T (1.55)
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1.3 Applications
In this part we show how the above mentioned equations can be used to understand some of the most
important phenomena in the Universe.
1.3.1 Initial Conditions and Inflation
We have mentioned so far only the evolution equations but one also needs initial conditions to find an answer.
Not all of the intial conditions in the Universe are well understood yet. For example, the baryogenesis, the
fact that there are more matter than anti-matter in the Universe, is an unsolved problems in cosmology.
However, there is a very promising theory for the generation of the perturbation in the Universe that so far
has passed all tests, the theory of inflation, in which all the structures we see today, galaxies, stars, and
us, were quantum fluctuation stretched to the cosmological scales during an early accelerating phase of the
Universe.
Not all of the initial variables in the Einstein and Boltzmann equations are independent. In fact, by
requiring the evolution equations presented in the previous chapter to be well behaved when a→ 0, one can
prove that only three variables, Θ0, δb and δc need to be known initially for the scalar modes and the rest
can be related to them as:
Φ = −Ψ = 2Θ0 (1.56)
Θ1 =
ivb
3
=
ivc
3
= − kΦ
6aH
(1.57)
with all higher moments of photons being negligible (Θl = 0 for l > 1).
We can then classify the initial conditions into three categories. One might take (Θ0 : δb : δc = 1 : 0 : 0),
(Θ0 : δb : δc = 0 : 1 : 0), and (Θ0 : δb : δc = 0 : 0 : 1) as the three possible intial conditions. But it is more
appropriate to have an initial condition with ratios of:
Θ0 : δb : δc = 3 : 1 : 1 (1.58)
instead of the first condition above because that is what single field inflation theories predict. These are
called the adiabatic perturbations. The other two, with ratios 0 : 1 : 0 and 0 : 0 : 1 are called baryon
isocurvature and dark matter isocurvature, respectively.
So, it remains to find only one intial parameter for any of the above three classes of perturbations.
Here, we briefly outline the derivation of the spectrum of the adiabatic perturbations generated during the
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inflationary era.
We start from the homogeneous equations. From Eq. (1.50), we can see that the equation of state
(w ≡ p/ρ) of an scalar field can become negative for a suitable choice of the potential, and in the case where
the kinetic energy of the field becomes small compared to its potential, the equation of state goes to −1.
This leads to an exponential expansion of the Universe and was used to solve some of the old puzzles in
cosmology, e.g. the horizon problem. However, it was realized later on that the seeds of the fluctuations
in the Universe can also be generated during this rapid expansion of the Universe by stretching out the
quantum fluctuations out of causal contact, i.e. out of horizon. These fluctuations will come back to causal
contact later on in the radiation- or matter-dominated phase of the Universe and form the structures in the
Universe.
One way of making the inflation happen and last enough is the slow roll inflation. Here the potential
V (φ) is very flat and the drag term, 2aH ˙¯φ is much larger than the acceleration term ¨¯φ in Eq. (1.49), and the
field “rolls” slowly down the potential curve. The criterion to have a slow-roll inflation is that the parameters
ǫ(φ) =
V ′
2
16πGV 2
, γ(φ) =
V ′′
8πGV
(1.59)
both are small. One can then show that
w = −1 + 2
3
ǫ (1.60)
To find the spectrum of the scalar fluctuations we need the perturbation theory. We start from the
linearized scalar field equation (1.51). However, this equation, written in conformal Newtonian gauge, is
not the most convenient way to write the field equation because of the coupling of the metric with the scalar
field. One can use the freedom in choosing gauges to write the equation in the flat space slicing gauge, where
the metric is:
ds2 = −(1 + 2A)dt2 − 2aBidxidt+ δija2dxidxj (1.61)
In this gauge, the metric perturbations do not appear in the linearized scalar field equation:
δφ¨+ 2aHδφ˙+ k2δφ = 0 (1.62)
At this stage, there are two things needed to be done. First, we need to find the spectrum of δφ generated
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during the inflation. Second, we need to construct a gauge-invariant quantity that is proportional to δφ
during the inflation and in the flat slicing case. We then use this gauge-invariant quantity to calculate the
perturbations in the Newtonian gauge for the epoch after inflation.
We start off by finding the power spectrum of δφ generated during inflation. We convert Eq. (1.62)
into a harmonic oscillator form, without the drag term, by substituting δφ˜ ≡ aδφ, to find (remember
H = daadt =
a˙
a2 ):
δ
¨˜
φ+
(
k2 − a¨
a
)
δφ˜ = 0 (1.63)
The fluctuations in the scalar field come from the zero-point quantum fluctuations around the vacuum. To
calculate them, we first quantize the classic field δφ˜,
δ
ˆ˜
φ(~k, η) = v(~k, η)aˆ~k + v
∗(~k, η)aˆ†~k
(1.64)
with v(~k, η) to be determined (see below). Because the scalar field is real the particles are their own
antiparticles. The spectrum of the fluctuations around the vacuum can then be found as
〈 ˆ˜φ†(~k, η) ˆ˜φ(~k′, η)〉 ≡ 〈0| ˆ˜φ†(~k, η) ˆ˜φ(~k′, η)|0〉 = |v(~k, η)|2(2π)3δ3(~k − ~k′) (1.65)
So, the power spectrum of δφ, defined by 〈δφˆ†(~k, η)δφˆ(~k′, η)〉 ≡ Pδφ(2π)3δ3(~k − ~k′), can be found to be
Pδφ =
|v(~k, η)|2
a2
. (1.66)
To find v, we notice that it satisfies the same equation as δφ˜,
v¨ +
(
k2 − a¨
a
)
v = 0. (1.67)
The solution to this, given that it should go to that of a harmonic oscillator in its ground state for modes
deep inside the horizon, i.e. k|η| ≫ 1 (during the inflation we have η ≈ −1/aH), is
v =
e−ikη√
2k
(
1− i
kη
)
(1.68)
What we are interested in is the value of v when the mode becomes larger than the horizon (we will see the
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reason shortly). So, we finally find
Pδφ =
H2
2k3
∣∣∣
aH=k
(1.69)
where the condition aH = k takes into account the fact that the Hubble rate is not perfectly constant during
the inflation and so one should evaluate it at the moment when the perturbation crosses the horizon. The
power per logarithmic interval k
∆(k) ≡ k
3P (k)
2π2
(1.70)
then has a small k dependence, or in other words, the perturbations are not perfectly scale invariant.
Now we go to the second part of the calculation. As we mentioned before, δφ is a gauge-dependent
quantity and it is not clear at all how it should be related to the perturbations in, say, the Newtonian gauge
parameter Φ, after the end of inflation. To achieve that, one must find a gauge-invariant quantity that is
proportional to δφ in the inflationary era and in the flat slicing gauge. It must also be a constant during
the evolution of the Universe so that we can relate it later on to the perturbations in other guages. The
appropriate quantity is the curvature perturbation
ζ = −ΦH − iaH
k
v (1.71)
where ΦH and v are Bardeen’s gauge invariance quantities:
ΦH ≡ −D + aH
(
B3
k
+
E˙33
k2
)
(1.72)
v ≡ iB3 + T
0
3
(ρ¯+ P¯ )a
. (1.73)
During inflation and for flat slicing gauge, the curvature perturbation reduces to
ζ = −aH
˙¯φ
δφ, (1.74)
so we finally find
Pζ =
(
aH
˙¯φ
)2
Pδφ
∣∣∣
horizon crossing
=
2πGH2
ǫk3
∣∣∣
aH=k
. (1.75)
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To find the perturbation after inflation, one needs to find ζ in that epoch and in that gauge to related to
the initial perturbations. For example, during radiation-dominated era and for Newtonian gauge one finds
ζ =
3Φ
2
⇒ PΦ = 4Pζ
9
. (1.76)
This concludes the calculationof scalar mode perturbation generation during the inflation. The calcula-
tion of generation of tensor perturbation, i.e gravity waves, during inflation is very similar to the previous
calculation because the equation of motion for δφ in the flat slicing gauge (Eq. (1.62)) is exactly the same
as the evolution equation for the tensor perturbation (Eq. (1.45)). One then finds:
PE(k) =
32πGH2
3k3
(1.77)
where the extra factor of (8πG)/3 (compared to Eq. (1.69) for Pδφ) is because of different factors in the
Lagrangians for the gravity and scalar fields terms. Since the tensor perturbations are guage-independent
this result concludes the calculation of the spectrum of gravity waves generated during inflation. Comparing
this result to Pζ , we see that the gravity waves spectrum is smaller than the curvature spectrum by a factor
of ǫ−1, where ǫ is the slow-roll parameter.
1.3.2 Evolution of Species
Big Bang Nucleosynthesis
The formation of light elements is one of the earliest successful calculations done in cosmology and is an
important test of the big bang theory. For accurate results, one must solve a system of rate equations for all
two-body reactions containing neutron n, proton p, neutrino ν, anti-neutrino ν¯, deuterium 2H, tritium 3H,
Helium 3He and 4He, beryllium 7Be and lithium 7Li. The abundances of other elements will be negligible.
For an overall understanding of the nucleosynthesis, however, it is sufficient to break the reactions into
two separate stages: 1. The neutron-proton reactions, which freeze out at a temperature of ∼ 0.5 MeV
after which neutrons slowly decay to protons. 2. The unset of nuclear reactions at T ∼ 0.07 MeV, which
converts almost all of the remaining neutrons to deuterium, which itself almost entirely burns into 4He.
Other than 4He, small amounts of other light nuclei are produced in big bang nucleosynthesis, which are
of great importance for determining the baryon density of the Universe because their abundances are much
more sensitive to the baryon density than is the abundance of 4He. I will not go through the derivations
here and will only quote the final results of the calculation (note: the abundances are mass fractions not
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number fractions):
X(2H) ∼ 5× 10−5,
X(3He) ∼ 3× 10−5,
X(4He) ∼ 0.24,
X(7Li) ∼ 3× 10−9. (1.78)
Recombination
Of utmost import for the CMB calculations is the number density of free electrons as a function of time,
ne(η), commonly called the recombination history. It enters the Boltzmann equations through the differential
optical depth to Thompson scattering, τ˙(η) = −a(η)ne(η)σT . For interpreting the results from the Planck
satellite correctly, one needs to calculate the recombination history to sub-percent level accuracy during the
hydrogen recombination era.
There are two main eras in the recombination history. 1. The helium recombination era, which itself
consists of the capture of the first and the second electrons, occurring at redshifts of a few thousand. This
is most important for the calculation of the damping tail of the CMB spectrum because the damping scale
is determined by the diffusion length of photons from the big bang to last scattering surface, which itself
depends on the number density of electrons throughout recombination. 2. The hydrogen recombination era,
which happens at redshifts of ∼ 1100 and determines the last scattering surface. The last scattering surface
is the time at which the visibility function g(η) ≡ τ˙(η)eτ(η,η0) is maximized. Here τ(η, η0) is the total optical
depth of photons to Thompson scattering, from time η to the present time.
The calculation of hydrogen recombination to this level of accuracy is complex because its evolution is
out of equilibrium and one needs to solve the rate equation for all levels of the hydrogen atom simultaneously
with the evolution of the radiation field. Here I outline the calculation, and for more detail I recommend Ali-
Ha¨ımoud et al. (2010).
The evolution of the free electrons is out of equilibrium because of the large optical depth of photons to
Ly-series and Ly-continuum absorption. To put it in another way, in order to have a successful recombination
an electron has to go to the ground state of the hydrogen atom either directly from the free electron bath or
from one of the higher energy states of hydrogen. Since the number density of electrons is small, collisional
recombination is negligible and the only way to decay is by radiative recombination. But the photon produced
in this process very quickly gets absorbed by another hydrogen atom in the ground state (as soon as a small
amount of hydrogen is produced in the ground state) so there would be no net recombination. If the Universe
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was expanding slow enough that these emitted photons had a chance to thermalize then the radiation field
would remain black-body and the equilibrium abundance (the Saha equation) would be valid. However,
what happens in reality is that the photons would accumulate at the Ly-band frequencies and there will be
a bump in the photons phase space density f(ν) at those frequencies. These bumps slowly redshifts to the
lower frequencies as some photons escape from the lines.
Here I first derive the shape of the photons phase space density in the vicinity of a line and then use it
to find the recombination rate through that line. Several assumptions will be used to simplify the radiative
transfer calculations. However, this simplified calculation shows how such problems are tackled and these
assumptions are in fact correct to a few percent level of accuracy. First, we assume that different resonance
lines do not overlap so we can solve for the evolution of each line separately. Second, we assume that the time
it takes for a photon to redshift through a line is short compared to the Hubble time so we can use the steady
state approximation. Third, we assume that the emission and absorption profiles are the same. The final
assumption is often called “the complete redistribution of photons” and is the least reasonable assumption,
but it indeed works surprisingly well. This assumption states that we only have true emission and absorption
processes but no line scattering. The difference between true emission/absorption and scattering processes is
that in an scattering event the frequencies of the emitted and absorbed photons are strongly correlated with
each other but for true emission and absorption the frequencies are uncorrelated. Physically, a scattering
process can be shown as (here u, d and o correspond to the“upper energy state”, the “lower energy state”,
and “any other” state, respectively) :
d + γ(ν) −→ u −→ d + γ(ν′) (1.79)
where the frequencies ν and ν′ are strongly correlated (and can be calculated by conservation of energy).
On the other hand, true emission and absorption can be shown as:
d + γ(ν) −→ u ; u + γ(thermal bath) −→ o true absorption of γ(ν) photon (1.80)
o −→ u + γ(thermal bath) ; u −→ d + γ(ν′) true emission of γ(ν′) photon (1.81)
In this case, during the time it takes for the electron to come back from “other states” to the upper level,
the atom has exchanged energy with the thermal bath, so the frequency of the true emitted and absorbed
photons will be uncorrelated.
The Einstein equations for emission and absorption provide an equation for the number of truly emitted
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or absorbed photons in a line, per hydrogen atom, per time, per frequency interval, and can be written2:
∂Nγ(t, ν)
∂t
∣∣∣
em
= xuAudφ(ν) + xuBudf(ν)φ(ν) (1.82)
∂Nγ(t, ν)
∂t
∣∣∣
ab
= xdBduf(ν)φ
′(ν) (1.83)
where the abundances are per hydrogen nucleus: xi ≡ ninH where nH ≡ n(protons) + n(hydrogen atoms).
Also, Aud, Bud, Bdu are the Einstein’s coefficients which quantify the strength of spontaneous emission,
stimulated emission, and absorption, respectively. φ(ν) is true emission and φ′(ν) true absorption line
profile. In the above formula we have used the simplifications of ignoring other lines, and using only true
emission and absorption (no resonant scattering, no Thomson scattering, etc). A relation can be found
between the Einstein coefficients by requiring to have detailed balance for the case of thermal radiation 3:
Aud = Bud (1.84)
guBud = gdBdu (1.85)
where g are the degeneracy of the levels. So, only one coefficient, say Aud, needs to be found. This can be done
either analytically by using quantum mechanics (as we will do for the hydrogen molecule in Chapter. (4)) or
from experiments. The detailed balance argument also gives a relation between the emission and absorption
line profiles in a thermal medium
φ′(ν) = φ(ν)e
h(ν−νud)
kT (1.86)
Here we use another one of the assumptions and take the absorption and emission profiles to be the same
(ignore the exponential factor in the above formula). The emission profile φ(ν) is a Voigt profile (natural
broadening+ Doppler broadening); however, as we will see shortly, the final result will not depend on the
exact shape of this function. 4 The Boltzmann equation for photons in the vicinity of a line in an expanding
universe can be written as:
df(t, ν)
dt
=
∂f(t, ν)
∂t
+ ν˙
∂f(t, ν)
∂ν
=
∂f(t, ν)
∂t
∣∣∣
em
− ∂f(t, ν)
∂t
∣∣∣
ab
(1.87)
2Of course, Einstein relations are not fundamental physical laws and can be derived by using Eqs. (1.2) and (1.3), with the
identifications: I =photons, J =lower states, and M =upper states.
3These relations have different forms for different definitions of Einstein’s coefficients. Here, they are defined in terms of
number of emitted and absorbed photons. A more common definition is in terms of the intensity of radiation.
4This statement is true only for the approximate case we are working with.
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In an expanding universe ν˙ = −Hν. Also, we need to change from the number of emitted (or absorbed)
photons per hydrogen atom, per time, per frequency, ∂N(t,ν)∂t to the number of emitted (or absorbed) photons
per mode, per time, per frequency, ∂f(t,ν)∂t . From statistical mechanics we know the conversion factor, which
is the number of modes per atom,
∂f(t, ν)
∂t
=
c3nH
8πν2
∂N(t, ν)
∂t
(1.88)
If we use the assumption of stationarity (that is, no time dependence in any quantity in the above equations)
we find for the Boltzmann equation:
−Hν df(ν)
dν
=
c3nH
8πν
[
xuφ(ν)Aud(1 + f(ν))− xdφ(ν)gu
gd
Audf(ν)
]
(1.89)
Physically, this equation says that in order for the shape of f(ν) to stay unchanged with time, the number
of photons that redshift out of any frequency band per unit time must be equal to the net number (emission
minus absorption) of emitted photons in the same frequency band per unit time. The above equation can
be written in a very simple form if one defines:
τS ≡ c
3nH(xu − xdgu/gd)
8πHν3
(1.90)
feq ≡ xu
xu − xdgu/gd (1.91)
where τS is called the Sobolev optical depth and feq is the photon phase space density if the u and d levels
were in detailed balance (equilibrium) with each other. The Boltzamnn equation then becomes:
df(ν)
dν
= τSφ(ν)(f(ν)− feq) (1.92)
which has the solution:
f(ν) = feq + (f+ − feq) exp
[
−τS
∫ ∞
ν
φ(ν′)dν′
]
(1.93)
This function has the shape of a bump which is smeared toward the red side of the spectrum (see Fig.(4.2)),
as we anticipated based on physical arguments. In this equation f+ is the phase space density of photons
on the blue side of the spectrum.5 This equation is then used to find the net decay rate from the upper level
5The reason one integrates the equation from the blue side to the red side is that the Universe is expanding and the photons
enter the line from the blue side and exit from the red side of the line. Thus, the boundary condition should be on the blue
side of the line. As an example, in order to consider the effect of the distortion Ly-β photons on recombination one starts from
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to the lower one by noting that the net number of decays is equal to the number of new photons added to
the spectrum:
dxu→d
dt
=
d
dt
∫
N(t, ν)dν =
∫ [
∂N(t, ν)
∂t
∣∣∣
em
− ∂N(t, ν)
∂t
∣∣∣
ab
]
=
∫
Audφ(ν)
[
xu(1 + f(ν))− xd gu
gd
f(ν)
]
(1.94)
Plugging Eq. (1.93) into the above equation we finally get the result for the net decay rate from the escaped
photons
dxu→d
dt
= (xd
gu
gd
− xu)AudPS(feq − f+) (1.95)
Here PS is the Sobolev escape probability given by
PS ≡ 1− e
−τS
τS
(1.96)
In all of the problems of interest xu is much smaller than xd so it can be safely ignored in the term (xd
gu
gd
−xu)
that appears repeatedly in the above equations. This equation for the escape probability is used extensively
for the calculation of the recombination history, including in the Recfast code (Seager et al., 1999) that is
used for the WMAP analysis. However, this result is not accurate enough for the Planck satellite analysis
and one needs to relax some of the assumptions that went into the derivation of the Sobolev formulae.
It is important to mention that the Sobolev rate for dipole transitions can be so slow that other slow
decay channels might become important. The classic example is hydrogen recombination where the fastest
decay rate is through the 2p→ 1s channel with a Sobolev decay rate of order a few seconds around the time
of last scattering. This is of the same order of magnitude as the decay rate for the 2-photon decay channel
2s −→ 1s + γ + γ and this must be included to get the correct results. In fact, about half of the hydrogen
atoms in the Universe recombined through this route!
We will use the results presented in this section extensively in our work on the effect of hydrogen molecules
on recombination in Chapter (4).
the blue side of the Ly-β line and assumes it has the black-body form (ignoring the Ly-γ distortion photons), then one finds
f(ν) on the red side of the line by using Eq. (1.93). Since the phase space density of photons is conserved while the photons
redshift in between the lines, we can find the boundary condition on the blue side of the Ly-α line by using the phase space
density of photons on the red side of the Ly-β line at an earlies redshift, which we have already calculated.
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1.3.3 Cosmic Microwave Background
By solving the Einstein and Boltzmann equations one finds the anisotropies generated by a given wavevector
~k in a specific coordinates where ~k = kzˆ. However, the observed anisotropies are superpositions of different
wavevectors with random directions and with an intial perturbation spectrum spectrum as calculated in
Sec. (1.3.1). We solve the problem here only for the scalar modes. We starts off by expanding the observed
temperature anisotropies in multipole space
Θ(~x, pˆ, η0) =
∑
lm
alm(~x, η0)Ylm(pˆ) (1.97)
(1.98)
where η0 is the conformal time of the Universe at the present time. One can then use the identity:
Yl0(θ
′, φ′) =
√
2l + 1
4π
Pl(pˆ.kˆ) =
√
4π
2l + 1
∑
m
Ylm(pˆ)Y
∗
lm(kˆ) (1.99)
(where Pl(x) are the Legendre polynomials) to relate the coefficients alm to the multipole Θlm(k, η) that
enters the Boltzmann and Einstein equations by
alm(0, η0) = 4π
∫
d3~k
(2π)3
(−i)lΘl(~k, η0)Y ∗lm(kˆ), (1.100)
where without loss of generality, it is assumed that the observer is at ~x = 0. 6 The CMB field is Gaussian
distributed so all the information is contained in the two-point functions
〈alma∗l′m′〉 = Clδll′δmm′ . (1.101)
Furthermore, since inflation gives us the power spectrum of curvature perturbation ζ and that in the linear
perturbation theory Θl(~k) will be proportional to ζ(~k), we write
〈alma∗l′m′〉 = 16π2
∫
d3~k
(2π)3
il
′−1Θl(
~k)
ζ(~k)
Θ∗l′(
~k)
ζ∗(~k)
Pζ(k)Y
∗
lm(kˆ)Yl′m′(kˆ) (1.102)
Now, the ratio Θl(
~k)
ζ(~k)
is independent of the initial conditions and is only a function of wavevector and the
cosmology. But the more crucial point is that it is also independent of the direction of the wavevector ~k so
we can use the solution of the Boltzmann and Einstein equations presented in the previous chapters here,
6Here, we are again using the common notation in which we do not write the m = 0 index in the photons multipoles, i.e.
Θl ≡ Θl0
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even though they were written in an specific coordinate system, where ~k is aligned with the z direction. The
final expression for the spectrum of the observed CMB anisotropies is
Cl = 4π
∫
∆2ζ(k)
∣∣∣∣Θl(k)ζ(k)
∣∣∣∣
2
d ln k (1.103)
Even though the above arguments conclude the calculation of anisotropies, there are some technical
details. The first point is that we need to calculate Cl for l up to a few thousand, and solving this many
differential equations is very time consuming. Huge amount of progress can be made if one notices that
before recombination the high order multipole moments of radiation are small because frequent Thompson
scattering washes out the anisotropies. The higher moments that we observe today are then caused by the
free streaming of the photons from the recombination era to the present time. Mathematically, it means
that we can solve the Boltzmann equation by an integral along the line of sight. For the scalar modes one
finds (see e.g. Hu & White (1997))
Θl0 = (2l + 1)
∫ η
0
dη′e−τ(η,η
′)
[(
τ˙Θ0,0(k(η − η′)) + τ˙Ψ+ Ψ˙− Φ˙
)
jl,0,0 + τ˙ vb,0jl,1,0 + τ˙P0jl,2,0
]
(1.104)
where τ(η, η′) =
∫ η
η′
τ˙(η′′)dη′′ is the optical depth to Thompson scattering for the photon to travel from
η′ to η and jl,0,0, jl,1,0, and jl,2,0 are the projector operators to take care of free streaming of intrinsic
monopole, dipole, and quadrupole moments, respectively. They are functions of spherical Bessel functions
and their derivatives. Finally, P0 =
1
10 (Θ2,0 − E2,0), where E is the electric-type polarization pattern of
the photons. The physical meaning of each of the terms on the right hand side of the above equation is as
following: The first term is simply the intrinsic temperature of photons at last scattering and the second
term takes into account the fact that the photons have to climb out of the gravitational potential well at last
scattering surface and so their temperature will be redshifted and their observed temperature will change
accordingly. The third and fourth terms are the so called “integrated Sachs-Wolfe” effect. That happens
when the potential wells are functions of time so when a photo falls into and then climbs out of a well, it
will be blue/red-shifted by different amount. The term containing vb comes about because the electrons and
baryons are tightly coupled to each other (by electro-magnetic interactions), and when a photon scatters off
of an electron one needs to take into account the appropriate kick transfered to the photon by the moving
electron. The last term is necessary because the Thompson scattering is anisotropic and depends only on
the quadrupole moment of the temperature and polarization anisotropies of the background radiation.
I will not go into details of explaining the shape of the temperature power spectrum and just mention
the general trends in the curve. The important number to know for an order of magnitude calculation of
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the location of different regions in the spectrum is the ratio of the conformal time today to that at the last
scattering surface ηnow/ηlss ∼ 50. Another useful thing to remember is the relation between the comoving
scale of a perturbation k and the multipole l with the largest amplitude that is caused by this perturbation
l ∼ k(ηnow − ηlss) ∼ kηnow. (1.105)
At large scales, the perturbations at the last scattering surface were outside of the horizon. This corre-
sponds to l . khorizon at lss × ηnow ∼ η−1lssηnow ∼ 50 (remember that the horizon size at any epoch is of the
order of the conformal time then). No physical effect could have affected the perturbations in this region of
power spectrum and so they are purely from the initial conditions (inflation). The solution of the Einstein-
Boltzmann equations in this regime (for the scale invariant power spectrum, i.e. ∆2ζ(k) = ∆
2
ζ =constant)
is:
l(l + 1)
2π
Cl =
∆2ζ
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. (1.106)
This part of the temperature power spectrum is usually called the Sachs-Wolfe plateau.
For larger values of l we see a number of peaks and troughs in the power spectrum. They are caused
by the acoustic oscillations of the baryon-photon plasma when a perturbation enters the horizon. If the
sound velocity in a plasma is cp, the perturbations in temperature (actually Θ + Ψ, which is the observed
temperature) for a wave of wave number k evolves as sin(kcpη) and cos(kcpη). However, inflation says that
we only have the cosine waves. The CMB is a snapshot of this plasma at η = ηlss. Considering only the
intrinsic temperature perturbations at the last scattering (i.e. ignoring the Doppler, ISW, etc. terms) we
find for the location of peaks and troughs:
kncpηlss = nπ. (1.107)
The pressure and energy density of this plasma are
p(a) = pphotons + pbaryons ≃ pphotons = ρphotons(a)
3
(1.108)
ρ(a) = ρphotons + ρbaryons = ρphotons
(
1 +
ρbaryons
ρphotons
)
(1.109)
both functions of time. Ignoring the baryon energy density compared to that of photons, we find for the
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sound velocity of the photon-baryon plasma
c2p =
∂p
∂ρ
=
1
3
. (1.110)
So finally, the location of the peaks are
kn =
π
√
3
ηlss
⇒ ln = nπ
√
3
ηnow
ηlss
≃ 270n (1.111)
These values roughly match the observed locations of the peaks.
Finally, at large multipoles, the amplitude of the anisotropies drops with increasing l. This region is called
the damping tail. The reason for this is two fold. First, at small scales the photons do not behave like fluids
anymore, i.e. higher order moments Θl with l ≥ 2 become important. On these scales the inhomogeneities in
temperature are erased by the diffusion of photons. To find the multipoles l at which this effect is important
we calculate the distance that a photon can diffuse from η = 0 to the time of last scattering ηlss. The mean
free path of a photon is
LMFP ∼ 1
neσT
∣∣∣
lss
. (1.112)
The (physical) time from the big bang to the last scattering is roughly H−1lss . So, the number of scattering
events is
Nsc ∼ H
−1
lss
LMFP
. (1.113)
For a random walk we now the path it travels is Ldiffuse =
√
NscLMFP so we find for the diffusion length of
photons
Ldiffuse ∼ 1
neσTH
∣∣∣
lss
(1.114)
This is a comoving distance of roughly 10 Mpc. Given that ηnow ∼ 10 Gpc, we find ldamping ∼ 1000. The
second reason for the damping of the tail of the CMB spectrum is that the CMB is not really a surface but
has a finite width. Structures smaller than the width of this surface can not be seen in projection (hot and
cold regions cancel each other out).
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1.3.4 Large Scale Structure
The primordial fluctuations generated during inflation will also give rise to all the structures we see around
us today. In this section we briefly show how one can calculate some of the properties of the large scale
structure of the Universe.
Linear Regime
The equations that must be solves to obtain the distribution of matter in the Universe to linear order
in perturbation theory are the same as the ones for the CMB. Also like the CMB, they must be solved
numerically to get accurate results. However, it is important to have an approximate analytical result for
use in theoretical work, such as weak lensing.
To progress, it is useful to break the evolution of matter inhomogeneities into two stages: 1. the early
evolution, starting from the end of the inflation and proceeding to an arbitrary high redshift in the matter
dominated era. 2. The evolution from that arbitrary redshift to any desired redshift. The reason that this
separation is so useful is as follows: since the inventory of the universe is fairly well understood at early
times and the perturbations are in the linear regimes, for most purposes the first part of the calculation
needs to be done only once (either analytically or by a fit to a numerical calculation). This can then be used
as the initial condition to calculate the late stages of the evolution of the Universe, where the presence of
non-linearities and a mysterious dark energy introduces a large amount of uncertainty into the problem.
The result of the first part of the calculation is usually presented in the form of a transfer function, T (k).
During the matter dominated era density contrasts grow linearly with the scale factor and one can write:
δ(k, a) =
3k2
5Ωm0H20
Φ(k, 0)T (k)a (1.115)
where the coefficients on the right hand side are introduced so that for super-horizon modes the transfer
function becomes unity. That the above equation satisfies this criterion can be proven by solving the Einstein-
Boltzmann equations in this regime, but we skip the derivation here. For accurate results it is best to use
numerical Boltzmann codes to calculate the transfer function. However, there are a number of reasonably
good fits, out of which we only mention one. That is the BBKS transfer function (Bardeen et al., 1986):
T (k) =
ln(1 + 2.34q)
2.34q
[
1 + 3.89q + (16.2q)2 + (5.47q)3 + (6.71)4
]−1/4
(1.116)
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where
q ≡ k
Ωmh2Mpc
−1 =
13.7k
keq
(1.117)
It is important to mention that baryonic physics is not included in this formula, only dark matter evolution.
The crucial thing to remember about the transfer function is that it is of order unity for scales larger than
Hubble radius at matter-radiation equality (k < k−1eq ), it has a break at k ∼ keq, and decreases monotonically
for smaller scales. The reason for this behavior is that the perturbations that enter the horizon during the
radiation dominated era grow very slowly (logarithmically with scale factor) compared to the ones that
enter the horizon in the matter dominated era (which grows linearly with the scale factor). Therfore, the
amplitudes of the modes that enter the horizon before matter-radiation equality are suppressed compared
to the modes that enter afterwards hence the break at keq.
Once the dark energy becomes important, the growth of structure deviates from being proportional to
a. For a non-clustering dark energy, with a time dependent equation of state w(a), one needs to solve the
following equation to find the growth function:
d2D(a)
da2
+
(
d lnH
da
+
3
a
)
dD(a)
da
− 3Ωm(a)
2a2
D(a) = 0 (1.118)
Choosing the solution that is proportional to a for small a and normalizing it so that D(a) = a at early
times, then Eq. (1.115) can be generalized to be valid for arbitrary time after the matter-radiation equality
by writing
δ(k, a) =
3k2
5Ωm0H20
Φ(k, 0)T (k)D(a) (1.119)
Noting that Φ(k, 0) = 23ζ (see Eq. (1.76)), we finally find:
∆2δ(k, a) =
4
25
T 2(k)D2(a)
k4
Ω2m0H
2
0
∆2ζ(k) (1.120)
Mildly Non-Linear Regime
In this regime several schemes of perturbation theories can be used (for a good review see Bernardeau et al.
(2002)). The most straightforward of them is the higher order Eulerian perturbation theory, the first order
solution of which we have already discussed in the previous subsection. Remember that in Eulerian theories
one writes the equations in term of quantities at a fixed position is space but in Lagrangian theories one
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writes the equation in terms of the quantities as measured by an observer moving with a fluid elements.
To go to higher order perturbation theory we first need to find the evolution equation for the density
field which is valid even in the non-linear regime. The starting point is again the Boltzmann equation but
this time, instead of general relativity we use Newtonian dynamics, for the reasons that we have explained
in Sec. (1.2.3). The Boltzmann equation in this case is called the Vlasov equation:
df(~x, ~p)
dη
=
∂f
∂η
+
~p
am
.~∇f − am~∇Φ.∂f
∂~p
= 0 (1.121)
where m is the mass of each particle. Similarly to the case for the DM and baryons that we dealt with in
Sec. (1.2.2), we multiply the Vlasov equation by different powers of momentum ~p and integrate to find a
hierarchy of equations. One must also use the relations between density ρ, the peculiar velocity ~u and the
stress tensor σij
∫
d3p
(2π)3
f(~x, ~p, η) ≡ ρ(~x, η) (1.122)∫
d3p
(2π)3
pi
am
f(~x, ~p, η) ≡ ρ(~x, η)ui(~x, η) (1.123)∫
d3p
(2π)3
pipj
a2m2
f(~x, ~p, η) ≡ ρ(~x, η)ui(~x, η)uj(~x, η) + σij(~x, η) (1.124)
The first two moments of the Vlasov equation then give the continuity and Euler equations
δ˙(~x, η) + ~∇.[1 + δ(~x, η)]~u(~x, η) = 0 (1.125)
~˙u(~x, η) + aH~u(~x, η) + ~u(~x, η).~∇~u(~x, η) = −~∇Φ(~x, η)− 1
ρ
∇j(ρσij) (1.126)
In the case of a fluid, one closes the Boltzmann hierarchy at this level by assuming an equation of state:
σij = −Pδij + κ(∇iuj +∇jui − 2
3
δij .~∇.~u) + ξδij ~∇.~u (1.127)
where P is the pressure, and κ and ξ are viscosity coefficients.
In the case of cold matter with a small velocity dispersion, and before shell crossing, one can ignore σij .
Furthermore, from the above equation one can show that the curl part of the velocity ~w ≡ ~∇ × ~u decays
with time and hence can be ignored so we can write the velocity in terms of its divergence θ ≡ ~∇.~u. The
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continuity and Euler equations written in Fourier space then are
∂δ(~k, η)
∂η
+ θ(~k, η) = −
∫
d3 ~k1
(2π)3
d3 ~k2
(2π)3
(2π)3δD(~k − ~k12)α(~k1,~k2)θ(~k1, η)δ(~k2, η) (1.128)
∂θ(~k, η)
∂η
+ a(η)H(η)θ(~k, η) +
3
2
Ωm(a(η)H(η))
2δ(~k, η) = −
∫
d3 ~k1
(2π)3
d3 ~k2
(2π)3
(2π)3δD(~k − ~k12)
×β(~k1,~k2)θ(~k1, η)θ(~k2, η) (1.129)
where the integrals are the mode coupling terms, which are generic of non-linear terms in an equation. The
mode coupling strength are given by
α(~k1,~k2) ≡
~k12. ~k1
k21
, β(~k1,~k2) ≡ k
2
12(
~k1.~k2)
2k21k
2
2
(1.130)
where ~k12 ≡ ~k1 + ~k2. In the case of an Einstein-de Sitter universe (Ωm = 1 and ΩΛ = 0) one can find a
perturbative solution to the evolution equation by the substitution
δ(~k, η) =
∞∑
n=1
an(η)δn(~k)
θ(~k, η) =
∞∑
n=1
an(η)θn(~k) (1.131)
The nth order solutions, δn(~k) and θn(~k), can be written in terms of the first order (linear) perturbation
term, δ1(~k), as
δn(~k) =
∫
d3~q1
(2π)3
· · · d
3~q1
(2π)3
(2π)3δD(~k − (~q1 + · · · ~qn))Fn(~q1, · · · , ~qn)δ1(~q1) · · · δ1(~qn) (1.132)
θn(~k) =
∫
d3~q1
(2π)3
· · · d
3~q1
(2π)3
(2π)3δD(~k − (~q1 + · · · ~qn))Gn(~q1, · · · , ~qn)δ1(~q1) · · · δ1(~qn) (1.133)
(1.134)
Remember that we have already found the linear term, for an arbitrary time after the matter-radiation
equality epoch, using the Einstein-Boltzmann equation, the result of which is given in the form of a transfer
function T (k). The result, δ1(~k), is then used here as the initial condition.
Plugging these equations into the continuity and Euler equations one finds a recursion relation for the
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unknowns Fn and Gn whose solution for the lowest order correction term is
F2(~q1, ~q2) =
5
7
+
~q1.~q2
2q1q2
(
q1
q2
+
q2
q1
)
+
2(~q1.~q2)
2
7q21q
2
2
(1.135)
G2(~q1, ~q2) =
3
7
+
~q1.~q2
2q1q2
(
q1
q2
+
q2
q1
)
+
4(~q1.~q2)
2
7q21q
2
2
(1.136)
Even though these results are strictly true only for the Einstein-de Sitter universe, it turns out that
they work very well for a general cosmology if one replaces the growth function D(a) = a in the case of
Einstein-de Sitter universe with that of a general D(a) in equation (1.131).
As an example of how this can be used in practice, we notice that the three-point correlation function of
the density perturbations, or its Fourier transform the bispectrum,
〈
δ(~k1, η)δ(~k2, η)δ(~k3, η)
〉
≡ δD(~k1 + ~k2 + ~k3)B(~k1,~k2, η), (1.137)
is zero in the linear regime because the field is Gaussian. However, the non-linearities, caused by the
gravitational force, introduce non-gaussianities to the field. In the mildly non-linear case, using the formalism
above to first order in perturbation theory, we get:
B(~k1,~k2, η) = 2
[
F2(~k1,~k2) + F2(~k2,~k1)
]
P (k1, η)P (k2, η) (1.138)
We now turn our attention to Lagrangian perturbation theory, the first order of which is usually called
the Zeldovich approximation. The goal is to find a map from the intial position of a particle to its final
position at a given scale factor a. Working in comoving coordinates, we write:
~x(t) = ~q + ~M(~q, t) (1.139)
where ~q are the initial (Lagrangian) coordinates of the particle and ~x is its final location. The goal is to find
the mapping ~M(~q, t), which contains all the information there is to be known about the evolution of the
field. In the Zeldovich approximation one assumes that the mapping can be separated into time and space
functions: Mi(~q, t) = D(t)Si(~q). Furthermore, one assume that intial velocity field is non-rotational (as we
saw before, this is a good assumption because the rotational part of the velocity decays with time). This
enables us to write Si(~q) =
∂S(~q)
∂qi
so now the problem is reduced to finding the two functions D(t) and S(~q).
A small swarm of particles in the intial field with a mass δm and volume δV , under the above mapping
will be transformed into a different shape with the same mass but a different volume of |J |δV , where
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|J | is the Jacobian of the transformation. For our transformation (~q −→ ~q + D~∇S(~q)) we find |J |−1 =
(1 − D(t)λ1(~q))(1 − D(t)λ2(~q))(1 − D(t)λ3(~q)), where λi are the eigenvalues of the “deformation tensor”,
Tij(~q) = ∂
2S(~q)
∂qi∂qj
. The density at point ~q then evolves as:
ρ(~q, t) =
ρ¯
(1−D(t)λ1(~q))(1−D(t)λ2(~q))(1−D(t)λ3(~q)) (1.140)
At early times D(t) is small (it is assumed that the intial field is linearly extrapolated to the present time
so D(tnow) = 1) and we find:
δ(t) ≡ ρ(t)
ρ¯
≃ D(t)(λ1 + λ2 + λ3) (1.141)
On the other hand, at early times the field is linear so the above result should match the result from the
linear Eulerian perturbation theory δ(t, ~q) = D(t)δ0(~q). Comparing the two we identify:
D(t) = D(t) = linear growth function (1.142)
(λ1 + λ2 + λ3) = ∇2S(~q) = δ0
⇒ S(~q) ∝ Ψ(~q) = initial gravitational potential (1.143)
Deeply Non-Linear Regime
In this case perturbation theories become useless and it is very hard to find a solution from first principle
arguments. A reliable solution in this case can only be found by numerical simulations. However, there
are some theoretical works, based on ad hoc but physically motivated assumptions that give results with
reasonable agreement with the simulations. One of the most important of this theories is the halo model
theory in which it is assumed that all the matter in the Universe is accumulated into collapsed structures
called DM halos. The goal is then to try to find the statistical properties of these halos, such as their number
density, mass profile, formation time, etc.
To find the number density of halos one uses the excursion set formalism of Bond et al. (1991). The goal
here is to find a one-to-one correspondence between a particle in the intial (very smooth) density field and
the mass of the halo to which it will belong eventually at a given redshift. The crucial ingredient in this
model is the spherical collapse model, whereby one solves the equation of motion of an aspherical overdense
region exactly, utilizing Birkhoff’s Theorem to write down the Friedman equation for the spherical region.
One useful result that comes out of this calculation is that, if one starts from a given small overdensity δi
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and finds the scale factor that this overdense region will collapse to a point, calling it ac(δi)
7, and then
calculates the overdensity that the same spherical region would have if linear perturbation theory had been
true, calling it “linear overdensity of halo at the time of collapse” δc, one then finds that, for an Einstein-de
Sitter universe, δc ≡ D (ac(δi)) δi = 1.689 independent of the time of collapse! In the case of a general
cosmology one still finds a time independent value for δc, however with a slightly different value, which can
be ignored for theoretical considerations. This remarkable result is exploited in the excursion set formalism
as follows:
we start off by looking at the initial field extrapolated linearly to the the present time, and we work in
comoving space where the expansion of the Universe is subtracted off. One then takes a sphere of radius R
around the initial point of interest located at ~x0 and calculates the average overdensity inside this sphere:
δ(R, ~x0) =
∫
d3~xWR(|~x− ~x0|)δ(~x) (1.144)
where WR(y) is the window function and is nonzero only for y . R. If the overdensity inside the sphere
is 1.689D(z) (given the normalization D(znow ) = 1) then the materials inside this sphere will collapse into
a halo with a mass of M = 4π3 ρ¯R
3 at redshift z. 8 There is a problem here though: if the sphere we are
considering is located inside a larger sphere that itself has collapsed by the redshift z then the assignment of
the mass to the smaller halo is incorrect. This over-counting of halos is commonly called the “cloud-in-cloud”
problem and was present in the original work of Press & Schechter (1974). The way around this problem
in the excursion set formalism is to start from a very large radius R, decrease the radius until the average
overdensity reaches D(z)δc, assign a mass to the particle equivalent to the mass of this sphere, and stop
the process for that point. In this way we only find the largest structure that has collapsed by the time of
observation and so have solved the cloud-in-cloud problem.
The above-mentioned procedure can be formulated in a neat mathematical way. If one takes the window
function W to be a step function in Fourier space
WR(k) =


1 k > 1R
0 k < 1R
(1.145)
then different steps in R, when we reduce the radius, are independent from each other so we have a Markovian
random walk problem, which is much easier to work with analytically than correlated (non-Markovian)
7in reality it will not form a singularity because of the motions of its constituent particles. The result is a virialized compact
object called a DM halo
8Remember that we are working in the comoving space where ρ¯ does not change with time
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random walks. Also, it makes the procedure even simpler to work with the variance of mass fluctuations
inside a radius R, i.e. σ2(R), as the independent variable rather than the radius itself. It is defined as:
σ2(R) =
∫
|WR(k)|2∆2δ(k)d ln k. (1.146)
Because σ2(R) is a monotonically decreasing function of radius (for almost all interesting power spectra),
this change of variables is then justified. In this case the random walk becomes exactly like the familiar 1-D
random walk if one uses the correspondences
σ2 → t, δ → x (1.147)
where x and t are position and time, so we use the terminologies “location” and “time” for δ and σ2,
respectively. The procedure to find a mass for each point in space can then be translated to a random walk
problem with a barrier: given that all the random walks start from δ = 0 at time σ2 = 0, the problem is to
find the distribution Pfc
(
σ2|δc(z)
)
dσ2, which is the probability for the random walk to first cross a barrier,
located at δc(z) = D(z)δc, in the time interval (σ
2, σ2 + dσ2). It can be found to be:
Pfc
(
σ2|δc(z)
)
dσ2 =
δc(z)
(2π)1/2(σ2)3/2
exp
[
−δ
2
c (z)
2σ2
]
dσ2 (1.148)
This can then be interpreted as the volume fraction of space that ends up in halos of mass in the range(
σ2(M), σ2(M) + dσ2(M)
)
. To find the number density of halos one first finds the mass fraction of space
that end up in halos by multiplying the volume fraction by ρ¯. The number density is just the mass fraction
divided by the mass of each individual halo, so we finally find the Press-Schechter formula for the number
density of halos
n(M)dM =
ρ¯
M
Pfc
(
σ2(M)|δc(z)
) dσ2(M)
dM
dM (1.149)
=
√
2
π
ρ¯
M2
δc(z)
σ(M)
exp
[
− δ
2
c (z)
2σ2(M)
] ∣∣∣d lnσ(M)
d lnM
∣∣∣dM (1.150)
In chapter 2 we will use the excursion set formalism to find the merger history of dark matter halos.
Again, in chapter 3 we use this formalism to find the ellipticity distribution of cosmological voids.
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1.4 Cosmological Probes
Cosmology and astrophysics are different from other areas of research in physics in the sense that the theories
cannot be tested in the lab under controllable conditions. The Universe is how it is and the best one can
do is to compare the observables with theoretical results. We have already seen how to calculate several
properties of the Universe at different times and scales. Here, I briefly mention some of the observations
that are (or will be) used to test these theories and to determine their free parameters.
1.4.1 Inflation
We start from inflation and note that the best place to probe this theory is in the pattern of CMB radiation.
The inhomogeneities that gave rise to Sachs-Wolfe plateau anisotropies were super-horizon perturbations
at the time of last scattering and the only viable theory (at present) to explain their existence is inflation.
Further, the pattern of the CMB tells us that the dominant intial condition modes are adiabatic fluctuations
(not the isocurvature) which is a feature of single field inflation theories. Other hints are the scale invariance
of perturbations and its Gaussianity, which is expected from inflationary theories. The smoking gun for in-
flation, however, would be the detection of (primordial) B-mode polarization of the CMB. The amplitude of
such modes depends on the Hubble rate, or equivalently, the energy scale of the inflation V (φ), during infla-
tion. Interestingly, if the physics of inflation is related to the grand unified theories, i.e. if V (φ) ∼ 1015 Gev,
then the next generation CMB experiments will be able to detect the primordial B-modes (Baumann et al.,
2009).
1.4.2 Light element abundances
There are several elements produced in big bang nucleosynthesis and each is best observed at a different place
and has different sensitivities to the cosmological parameters. The main factors that affect nucleosynthesis
are the baryon-to-photon ratio (or equivalently Ωb, since the photon number density is well known from the
background temperature of T = 2.73 K) and the expansion rate of the Universe (or equivalently the total
number of relativistic degrees of freedom at the time of nucleosynthesis). The primordial 4He abundance
is measured by plotting it against the abundance of oxygen in stars and then extrapolating to zero oxygen
abundance. Primordial deuterium abundance can be measured by the strength of its Ly-α absorption line
in the intergalactic medium. The baryon density of the Universe found using these species matches that
found from CMB analysis. This is not true for the observed lithium abundances which deviates from its
expected value by a factor of a few! The light element abundances can also be used to put an upper bound
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on the energy density of primordial gravity waves because, as mentioned above, any extra energy density
component (other than the known relativistic degrees of freedom at the time of nucleosynthesis) changes the
expansion rate of the Universe and hence the abundances of the species.
1.4.3 CMB
The CMB temperature and polarization observations are some of the most important tools in cosmology.
There are several reasons for this: the physics of the CMB is very well known, its amplitude is large enough
for present day detectors to measure them, the foregrounds are well-understood (and well-behaved) so they
can be removed to a large extent, and finally the shape and amplitude of the CMB power spectrum is very
sensitive to a large number of cosmological parameters. The dependence of the power-spectrum shape on
some of the cosmological parameters is intricate and here I only mention a few cases where the relation is
more straightforward (for an intuitive and more complete discussion of this see Wayne Hu’s website). For
example, the Sachs-Wolfe regime can be used to measure the amplitude of super-horizon perturbations (see
Eq. (1.106)). The location of the peaks in the acoustic regime depends on the baryon-to-photon ratio through
its dependence on the sound velocity of the plasma (see Eq. (1.109)). The location of the peaks also depends
on the geometry of the Universe because the sound horizon is like a “standard ruler” so by measuring its
angular size on the sky one can infer the angular diameter distance from us to the last scattering surface.
This distance itself depends on the curvature of the Universe so by measuring the location of the peaks
one can measure the curvature of the Universe. As the last example, by measuring the damping tail of the
spectrum one can find out more about the baryon density of Universe because the diffusion length at the
time of last scattering depends on the baryons density (see Eq. (1.114)).
1.4.4 Large Scale Structures
There is a time period, starting from the end of recombination and finishing around the formation of the first
stars, where most of the matter in the Universe was in its ground state so it is extremely hard to observe.
This period is usually called the dark ages of the Universe. However, there is at least one way to observe the
matter in this era, which is the 21 cm emission coming from the hyperfine transition of the hydrogen atom
in its ground state. Remember that the hyperfine structure is caused by the interaction of the nuclear and
electronic internal magnetic momentums. This interaction causes the energy difference between the parallel
and anti-parallel configuration of the spins. For this radiation to be observable against the CMB radiation
these two spin configurations must be out of equilibrium with the CMB photons. This can happen in the
Universe because after recombination matter and radiation are no longer tightly coupled with each other (not
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enough electrons, so not enough Thompson scattering) and the temperature of radiation and matter decreases
differently with expansion of the Universe : a−2 versus a−1 for matter and radiation, respectively. 9 So, at
some point in the expansion history, the matter and background radiation’s temperatures deviate enough
from each other that it should be possible to detect the emitted 21 cm radiation (of course, redshifted to
higher wavelengths) within the next few years. The observed 21 cm radiation then can be used to map the
structure of the Universe in its early stages of evolution and hence can be used as a cosmological probe.
At redshifts ∼ 10, it is believed, the first stars in the Universe form, and reionize the Universe. This
period could in principle be seen in the 21 cm pattern, in the form of non-emitting patches that grow in time
and eventually connect to make the whole universe reionized. The total optical depth to photon scattering
during reionization has already been measured by cross-correlating the temperature and polarization patterns
of the CMB radiation on large angular scales. Another way to learn about this period is by looking at the
Ly-α forest: the radiation emitted by distant quasars gets absorbed by different patches of neutral hydrogen
at the Ly-α frequency at different redshifts. So the spectra of quasars have lots of absorption features,
each corresponding to the Ly-α frequency at the point of absorption. By measuring the correlation of these
troughs in a quasar spectrum (or even by correlating the spectra of nearby quasars) one can find the power
spectrum of structures in the Universe at these eras.
Later on, the more familiar structures, galaxies, form. The formation of galaxies is a highly complicated
phenomenon that is at the forefront of research nowadays. The approach to solving this problem is either
fully numerical or semi-analytical. In the semi-analytical method instead of using fundamental physical laws
one uses empirical formulas and recipes to speed up the calculations. Our method of calculating the merger
and accretion probabilities of halos presented in chapter (2) can have applications in this area of research.
For the purposes of cosmology, however, galaxies are usually treated as point sources, which trace the
underlying dark matter distribution. Large surveys (SDSS, 2dF) have been used to find the power spectrum
of galaxy distribution and from there find the cosmological parameters. The inference is not trivial for
several reasons: the bias between the galaxies and dark matter is not known (however it can be measured
from the survey if one goes on to use higher statistics than the power-spectrum , i.e. bispectrum (Verde
et al., 2002)). Also, at small scales the power comes from the non-linear regimes and recipes should be used
to infer the linear power from it.
On the other hand, these same surveys can be used to find voids in the large scale structure of the
universe. As we will discuss in detail in chapter (3), the shape of voids can be used to infer the equation of
9The reason for the different proportionality is that the momenta of both massive and massless particles drop as p ∝ a−1
(since all wavelengths, including the de Broglie wavelength of particles, stretch out linearly with the expansion factor a).
However, the relation between energy and momentum is different for them: E ∝ p2 for massive and E ∝ p for massless
particles.
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state of dark energy. Other ways of using voids as cosmological probes are currently being investigated in
our research group.
Another way of gaining information about the clustering of matter in the Universe is using weak lensing.
This method uses the fact that the shape of an object gets distorted as the rays emanating from it are
bent by the gravitational field along their path. So by measuring the shape distortions one can infer the
gravitational field (and consequently, by using the Poisson equation, the density field) directly unlike the case
of the galaxy distribution where one only sees tracers of the underlying dark matter field. The background
field being lensed can be either galaxies or the CMB anisotropies. In the case of galaxies the distortion for
a single galaxy is very small, in fact much smaller than the variance of the intrinsic shape distributions of
galaxies. So, to bring down the signal to noise, one must measure the shapes of a large number of galaxies,
and assume that the galaxies are on average circular. In the case of weak lensing of the CMB , one uses
the fact that the primordial anisotropies are Gaussian and the lensing adds non-Gaussianities in the form of
mode-mode coupling 10 to construct the large scale gravitational potential field.
The most direct way to measure the expansion history of the universe is by using standard candles and
standard rulers. 11 The most important members of the first category are Cepheid variable stars and type
Ia supernovae. Cepheid variables are less luminous so they have been mainly used to measure the Hubble
rate at the present time. Type Ia supernovae on the other hand can be measured out to high redshifts so
they can be used to measure the variation of the Hubble constant with redshift, which is one of the most
important methods for measuring the equation of state of dark energy (and in fact was the first method
used to do so). The most important standard ruler is the baryon acoustic oscillation scale that we have
already encountered. As we have already mentioned, this scale can be used to determine the curvature of the
Universe by measuring the location of the acoustic peaks in the CMB spectrum. Significantly, this feature
is also present in the power spectrum of structures in the late Universe! It can be measured in the form
of a small bump in the auto-correlation function of galaxies. Its measurement, both in the radial and in
tangential direction, will be of great importance in pinning down the equation of state of dark energy.
10In other words, one uses the fact that the correlation 〈almal′m′ 〉CMB is non zero for l 6= l
′, where the average is only over
CMB realizations, with the lensing field kept fixed.
11It might be possible to use standard clocks but it is hard to find one.
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Chapter 2
Dark matter halo merger probabilities
in the excursion set formalism
This is the work done in collaboration with Benjamin Wandelt and is presented in Alizadeh & Wandelt
(2010).
2.1 Introduction
Since the introduction of the spherical collapse model of dark matter halos by Press and Schechter (Press
& Schechter, 1974) and its generalizations such as extended Press-Schechter (EPS) (Bond et al., 1991) and
ellipsoidal collapse (Sheth & Tormen, 2002) it has been used extensively in the cosmological literature as
a fast and accurate method to quantify the distribution of collapsed dark matter objects in the universe.
This in turn is the backbone of semi-analytic theories of galaxy formation and evolution (Cole et al., 2000).
Modified versions of the excursion set formalism underlying EPS have also found application in different
contexts such as ionized bubble growth in the early universe (Furlanetto et al., 2004). The advantages of
this method compared to direct N-body simulation include its superior speed, which allows the exploration
of large ranges of parameter space, and redshift range than is currently accessible to N-body simulations.
It must, however, be noted that the excursion set formalism has its own shortcomings. Sheth & Pitman
(1997) pointed out the inconsistencies between the excursion set and binary merger trees, and Benson et al.
(2005) showed that the excursion set theory is not self-consistent in the sense that the merger kernel is
not symmetric, i.e. R(m1,m2) 6= R(m2,m1). Also, since the excursion set theory is based on uncorrelated
random walks, the future history of a halo does not depend on its environment. Therefore, it is not possible to
explain within this model the recent result from simulations that the formation history of halos is correlated
with their environments (Sheth & Tormen, 2004). Nevertheless, simplicity of implementation of the excursion
set model together with its surprisingly good description of halo properties has made it an indispensable
tool for cosmologists.
In the EPS formalism one finds the probability P (M1, z1|M2, z2)dM1 which gives the probability of a
point mass being part of a halo with mass in between M1 and M1 + dM1 at redshift z1 given that it was
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(or will be) part of a halo with mass M2 at redshift z2. During this redshift interval it could merge with
any number of halos whose masses add up to |M1 −M2|. However, from the viewpoint of galaxy formation,
accretion of small halos into the larger one do not have the ability to change the evolution of the galaxy
or galaxies inside it. Indeed, it is assumed that only at major mergers in which the mass of the merged
halo satisfies a condition to be large enough, have this ability. It is therefore interesting to ask the question:
given the criterion for a major merger, is it possible to find an analytical result to describe the progenitor
distribution of a parent halo, based on how many times they have undergone a major merger? For example,
what is the number density of halos at redshift, say, z = 1 which underwent n major mergers, n = 0, 1, 2, ...,
and eventually ended up being a galaxy halo at the present time.
Here we present an analytical method based exclusively on excursion set assumptions to find these
number densities. We reduce the problem to an integral equation which can then be solved numerically. Our
derivation is given in section 2.2. We show in section 2.3 that Monte-Carlo (MC) simulations agree with the
results of our semi-analytic model.
It is also possible to cast the integral equation into a scale invariant form. This can be a great advantage
since we just need to solve the integral equation once and scale the result to find the general formula. This
is done in section 2.4. We discuss how the method presented in this paper can be generalized and conclude
in section 2.5.
A few appendixes are added for further clarification. In Appendix A we give a straightforward method to
solve the integral equation and in Appendix B we describe very briefly how we implemented our Monte-Carlo
simulation.
2.2 The Accretion probability
The main task of this paper is to find an analytical result for pacc(M2|t2,M1, t1)dM2, the probability that a
halo of mass M1 at time t1 had a progenitor of mass in the range (M2,M2 + dM2) at an earlier time t2 and
that the progenitor halo never merged with any halo of mass larger than a specified mass resolution Mres
on its journey from t2 to t1. It is, however, more convenient to work with the variables S and ω instead of
M and t. Here, S is the rms mass fluctuation inside spheres of mass M :
S(M) ≡ σ2(RM ) =
∫
d ln k∆2(k) |W (k,RM )|2, (2.1)
where ∆2(k) ≡ k3P (k)/2π2 and P (k) is the power spectrum of the mass fluctuations. Also, the barrier
height ω ≡ δcD(t)/D(tnow), where δc ≃ 1.68 is the linearly extrapolated density to the time of collapse in
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Figure 2.1: This figure shows a sample trajectory for a point that belongs to a halo of mass Sf at time
ωf in a S vs. ω diagram. Increasing S and ω implies decreasing M and t respectively. From this figure
we can find places where the halo to which this point belongs splits into two smaller halos of masses larger
than Mres by finding the places where the first upcrossing of the random walk has a jump larger than
∆S = S(M)− S(M −Mres) when the barrier height is increased from ω to ω + dω. In this figure the mass
resolution is such that there is just one jump large enough to be considered a merger, and occurs where the
first upcrossing jumps from S1 to S2. The rest of the time the halo will just accrete masses smaller than
Mres.
the spherical collapse model and D(t) is the cosmological linear growth factor.
Finding pacc(M2|t2,M1, t1)dM2 in the Excursion set formalism is equivalent to finding facc(S2|ω2, S1, ω1),
the probability that a random walk starting from (S1, ω1) has its first upcrossing between S2 and S2 + dS2
at the barrier height ω2 given that it never had a jump larger than Mres between ω1 and ω2 (For further
explanation of excursion set formalism, see Zentner (2007)).
In order to accomplish this we let a number of random walks start from (Sf , ωf ) (see fig. 2.1), where
in this paper Sf and ωf denote σ
2(Mf ) and ω(tf ) respectively, and so forth for other subscripts. Setting
a barrier at ωi > ωf , that is at earlier times, we know the fraction of random walks that have their first
upcrossing in the interval (Si, Si + dSi), regardless of whether they accrete or merge, is:
ftot(Si|ωi, Sf , ωf ) dSi = (ωi − ωf )
(2π)1/2(Si − Sf )3/2 exp
[
− (ωi − ωf )
2
2(Si − Sf )
]
dSi (2.2)
The next step is to notice that the fraction of random walks that start from (Sf , ωf ) and have their first
upcrossing between Si and Si + dSi at the height ωi and have one and only one jump from S1 to S2 during
the interval ω and ω + dω is:
facc(S1|ω, Sf , ωf ) dS1 × f(S1 → S2;ω) dS2 dω × facc(Si|ωi, S2, ω) dSi, (2.3)
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where f(S1 → S2;ω) dS2 dω is the probability that a random walk will have a sudden jump from S1 to
somewhere between S2 and S2 + dS2 in an infinitesimal interval dω. Clearly, we must have ωf ≤ ω ≤ ωi.
Also from the definitions of merger and accretion the allowed ranges of the masses are:
Mi +Mres ≤M1 ≤Mf
Mi ≤M2 ≤M1 −Mres, (2.4)
which translated into S becomes:
Sf ≤ S1 ≤ σ2(M(Si) +Mress)
σ2(M(S1)−Mres) ≤ S2 ≤ Si (2.5)
For the Spherical collapse model we have (Lacey & Cole, 1993):
f(Sf → Si;ω)dSidω = 1
(2π)1/2(Si − Sf )3/2 dSidω (2.6)
Now, if we integrate over all S1, S2 and ω keeping in mind that M(S1) −M(S2) must be larger than
Mres to be classified as a merger, we find the fraction of walks that have undergone one and only one merger
to be:
f1merger(Si|ωi, Sf , ωf ) =
∫ ωi
ωf
dω
∫ Si−∆′(Si)
Sf
dS1
∫ Si
S1+∆(S1)
dS2facc(S1|ω, Sf , ωf )
f(S1 → S2;ω)facc(Si|ωi, S2, ω) (2.7)
Here ∆(S1) = σ
2(M(S1)−Mres)−S1 is the closest distance that S2 can be brought to S1 and still have
a jump large enough to be considered as a merger. Analogously define ∆′(Si) = Si − σ2(M(Si) +Mres).
We can similarly find the fraction of random walks that have undergone two and only two mergers,
f2mergers(Si|ωi, Sf , ωf ). We get an expression like equation 2.7 but with six integrations, and higher terms
involve more integrations yet. Adding all of these terms must give:
ftot(Si|ωi, Sf , ωf ) = facc(Si|ωi, Sf , ωf ) + f1merger(Si|ωi, Sf , ωf ) + f2mergers(Si|ωi, Sf , ωf ) + · · · (2.8)
which says that the fraction of random walks starting from (Sf , ωf ) and passing through a barrier at ωi for
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Figure 2.2: Feynman diagrams illustrating equation 2.8 for the total probability for a random walk starting
from (Sf , ωf ) to have its first upcrossing between Si and Si + dSi at ωi. A solid line denotes a period of
time in which any sequence of accretion and merger events can take place. A dashed line denotes a period
of time in which only accretion takes place and a cross indicates a merger. The first equality says that the
total probability is equal to the sum of the fractions of walks which underwent no mergers, one merger, two
mergers, etc. We can rearrange the sum to give the second equality, which states that the total probability
is equal to the sum of the probability to have no mergers and the probability to have at least one merger.
the first time between (Si, Si + dSi), no matter what happened during their journey, is equal to the sum of
the fractions of walks which underwent no mergers, one merger, two mergers, etc.
Putting the integral formulae for f1merge(Si|ωi, Sf , ωf ) and higher order terms into equation 2.8, we will
find an integral equation for the unknown facc(Si|ωi, Sf , ωf ). However, this equation written in this form is
not computationally tractable since higher order terms will require a prohibitive number of integrations.
Note that the conditional probability densities in Eq. (2.8) are analogous to propagators. It is instructive
to visualize each term in equation 2.8 using a diagrammatic notation, as in Fig. 2.2. The figure makes it
clear that this equation expands the full propagator in terms of bare propagators (the accretion probability)
with interactions (mergers). We can use this insight to rearrange the above equation as in the figure, which
shows that one can re-sum the terms in Eq. (2.8) to write down a tractable integral equation.
Writing the second equality of figure 2.2 in the language of equation 2.8, we find the important result:
ftot(Si|ωi, Sf , ωf ) = facc(Si|ωi, Sf , ωf ) +
∫ ωi
ωf
dω
∫ Si−∆′(Si)
Sf
dS1
∫ Si
S1+∆(S1)
dS2
facc(S1|ω, Sf , ωf )f(S1 → S2;ω)ftot(Si|ωi, S2, ω) (2.9)
This is a Voltera integral equation which we will solve numerically. We refer the interested reader for
a discussion of solving this equation numerically to appendix A. In the next section we compare these
semi-analytic results to Monte-Carlo simulations.
2.3 comparison with Monte-Carlo simulation
There are several methods for generating a merger tree using Monte-Carlo techniques (see Somerville &
Kolatt (1999) and Cole et al. (2000)). Here we choose to use a binary merger tree with accretion method
mainly due to its simplicity of implementation. In this scheme the time interval is chosen to be so small that
the probability of a merger is very low. This in turn ensures that the probability of more than one merger
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Figure 2.3: This figure shows pacc versus Si, with parent mass Mf = 2.5 × 1012M⊙, mass resolution
Mres =
Mf
10 , and redshift zf = 0. The panels show ptot (solid line), our semi-analytic result for pacc (dashed
line), and the MC result for pacc (histograms) for increasing redshift from top-left to bottom-right: z = 0.184,
z = 0.267, z = 0.348 and z = 0.5.
is negligible in a given time step. Then a halo one time step back will have a smaller mass due to accretion
or division into two progenitors. The details of the method can be found in Appendix B.
It should be noted that our Monte-Carlo (MC) simulation gives number weighted probabilities. However,
facc in formula 2.9 is a mass weighted probability. We can easily change facc to a number weighted probability
pacc using pacc =
Mf
M facc.
Each panel of figure 2.3 shows pacc versus Si for a different lookback redshift zi, with parent mass
Mf = 2.5× 1012M⊙ and redshift zf = 0. The mass resolution is fixed at Mres = Mf10 . The dashed line is our
analytical solution, the histogram shows the result of the MC simulation and the solid line is ftot given by
equation 2.2. We see an excellent agreement between the MC simulation and our analytic result, and notice
some intuitively sensible trends in the figures that are worth mentioning. First, pacc = ptot for Si < 4.1.
That is because to have a merger we need Mi ≤ Mf −Mres = 1.8 × 1012, which corresponds to Si = 4.1.
For Si smaller than this, the mass jump is always less than mass resolution and only accretion can happen;
hence, pacc = ptot in this region. For Si larger than 4.1 mergers are allowed, so the probability of having
one or more merger is non-zero and pacc will be less than ptot. Also, the probability of having at least one
merger, ptot − pacc, increases monotonically with increasing redshift as more and more halos have a chance
to undergo a merger. Finally, as we look further back in time, halos with smaller masses have a chance to
reach Mf by just accreting so pacc spreads to smaller masses with increasing redshift.
Although our method gives the full distribution over the mass of the progenitor halos, one might only
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Figure 2.4: The dashed lines in these figures show our semi-analytic result for pacc vs. Si with the same Mf
and zf as figure 2.3, but here we look at the distribution at a fixed lookback redshift zi = 0.5 for decreasing
Mres: from top-left to bottom-right Mres =
Mf
5 , Mres =
Mf
10 , Mres =
Mf
20 and Mres =
Mf
30 . Solid lines show
ptot and histograms the results of MC simulations for pacc.
be interested in the fraction of halos that had no major merger during a given redshift interval. To find
this quantity, one can easily integrate the full distribution pacc(S|ω, Sf , ωf )dS from S = Sf to S =∞. For
example, in figure 2.4 this fraction is 0.75, 0.65, 0.56 and 0.43 for the panels from top-left to bottom right.
As expected this fraction is a decreasing function of lookback redshift: the longer a halo evolves the more
probable it is to to have a major merger.
In figure 2.4 we show pacc vs. Si with the same Mf and zf as above, but here we look at the distribution
with different choices of Mres at a fixed lookback redshift zi = 0.5. Again the agreement between our
analytical result and the MC simulations is very good. Again, there are some intuitively reasonable trends
in the figure that should be noted. As we discussed above, pacc must be equal to ptot for Mi ≥ Mlimit =
Mf −Mres. As Mres gets smaller, this limiting mass becomes larger. Therefore Slimit = S(Mlimit), the
Si below which pacc = ptot, becomes smaller, which can easily be seen in the figure. Notice that different
panels have different scales. Also given a fixed lookback redshift, decreasing the mass resolution increases
the number of events we classify as mergers thus raising the probability for a halo to have at least one
merger. Since ptot is not affected by the choice of Mres, pacc accordingly decreases with decreasing Mres.
The fraction of halos that have had at least one major merger is 0.38, 0.57, 0.73 and 0.80 from top-left to
bottom-right respectively.
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2.4 Scaled solution
In general, for any given prescription for Mres one can find the solution of integral equation 2.9 to obtain
facc(Si|ωi, Sf , ωf ). Generally, this needs to be solved for each given final halo mass Mf . However, if we
impose a special mass resolution for a chosen cosmology it is possible to cast the integral equation into a
scale invariant form. Then we need only solve this equation once. To achieve this, we need to define Mres
so as to satisfy the following two equations simultaneously:
∆(S) ≡ σ2(M(S)−Mres)− S = C × S (2.10)
and
∆′(S) ≡ S − σ2(M(S) +Mres) = C ′ × S (2.11)
where C and C ′ are constants independent of S. Recall that ∆(S) and ∆′(S) appear in the limits of
integration of equation 2.9. For Mres small compared to M(S) we can easily see, by Taylor expansion, that
to second order in Mres/M these equations can be satisfied if we take C = C
′ and the mass resolution as
Mres(S) = − S
dS/dM
C. (2.12)
For example for a scale invariant matter power spectrum with power index n, P (k) ∝ kn, the above equation
gives
Mres =
n+ 3
3
CMparent (2.13)
i.e. a merger is defined when the mass of any progenitor of the halo is larger than a constant fraction of the
parent mass.
Using equations 2.10 and 2.11 we now rewrite the integral equation 2.9 in a scale invariant form. To do
so we define the new variables
u ≡ S/Sf
θ ≡ (ω − ωf )/S1/2f (2.14)
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and the functions f˜acc and f¯acc:
facc(S1|ω, Sf , ωf ) = S−1f f˜acc
(
S1
Sf
∣∣∣ω − ωf
S
1/2
f
)
f˜acc(u1|θ) = θ
(2π)1/2(u1 − 1)3/2 exp
(
− θ
2
2(u1 − 1)
)
f¯acc(u1|θ)
(2.15)
With these definitions equation 2.9 can be written in the manifestly scale invariant form
1 = f¯acc(ui|θi) +
∫ θi
0
dθ
∫ ui(1−C′)
1
du1
∫ ui
u1(1+C)
du2f¯acc(u1|θ)K(θi, ui, u1, u2, θ) (2.16)
where the kernel for the spherical collapse model is
K =
(2π)1/2(ui − 1)3/2
θi
exp
θ2i
2(ui − 1) ×
θ
(2π)1/2(u1 − 1)3/2 exp
−θ2
2(u1 − 1) ×
1
(2π)1/2(u2 − u1)3/2 ×
(θi − θ)
(2π)1/2(ui − u2)3/2 exp
−(θ1 − θ)2
2(ui − u1)
(2.17)
For a given C and C ′ this equation can be solved for f¯acc(u|θ). This calculation can be facilitated by noticing
that the integral over S2 can be done analytically. Having found f¯acc(u|θ) one can find facc(S1|ω1, Sf , ωf )
for arbitrary S1, ω1, Sf and ωf using equations 2.15. Note that the spectral index n only enters through
equation 2.13.
The result of this calculation for a power law matter power spectrum with n = −1 and C = 0.01 is
shown in figure 2.5. The solid line, as usual, denotes ptot, the lighter histogram in each panel indicates the
result of MC simulation for pacc and the dashed line on top is our numerical solution of equation 2.16 scaled
according to equations 2.15. The panels from top-left to bottom right are for ω−ωf = 0.2, 0.3, 0.4 and 0.5.
Assuming ω = 1.69(1 + z) and zf = 0 these correspond to lookback redshifts 0.118, 0.178, 0.237 and 0.296
respectively. One can see that the agreement is very good for all redshifts considered.
The darker histogram in figure 2.5 shows the result of our MC simulation for p1merger(Si, ωi, Sf , ωf ). This
is the number density of halos in a given range (Si, Si + dSi) that have a parent halo of mass corresponding
to Sf at time ωf and have merged once in their journey from ωi to ωf . Now that we have found facc it is
possible to calculate p1merger(Si, ωi, Sf , ωf ) using equation 2.7. p1merger is nothing but f1merger multiplied
by
Mf
M to convert from mass density to number density. This result is shown by the dot-dashed line on top
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Figure 2.5: Halo accretion and merger probabilities for a power law matter power spectrum with n = −1 are
shown here. We take C = 0.01 where C is defined in equation 2.13. The solid line denotes ptot, the lighter
histogram in each panel indicates the result of MC simulation for pacc and the dashed line is our numerical
solution of equation 2.16 scaled according to equations 2.15. The darker histogram shows the result of our
MC simulation for p1merger(Si, ωi, Sf , ωf ), the number density of halos in a given range (Si, Si + dSi) that
have a parent halo of mass corresponding to Sf at time ωf and have merged once in their journey from ωi to
ωf . The panels from top-left to bottom right are for ω−ωf = 0.2, 0.3, 0.4 and 0.5. Assuming ω = 1.69(1+z)
and zf = 0 these correspond to lookback redshifts 0.118, 0.178, 0.237 and 0.296 respectively.
of the histogram. The match is very good. As expected, for small ∆z the probability of one merger is much
smaller than probability of accretion, which can be seen in the top-left plot. Also in this plot, we can see
that the tail of the distribution p1merger approaches ptot. This says that the probability of having more than
one merger is negligible for small ∆z, as expected.
On the other hand, when ∆z gets larger more and more halos have a chance to merge, so pacc flattens and
p1merger rises. Also, with a large ∆z there is a finite probability of having more than one merger since the
tail of p1merger is considerably below ptot. One can continue this calculation and find p2mergers, p3mergers
and so on, which we have not shown here. Where this hierarchy should be terminated clearly depends on
how far we look back in time: a larger ∆z means more chance of a merger and therefore requires higher
merger terms.
Though for a general power spectrum, Mres must be small compared to Mparent for the approximate
solution 2.12 to work, for the special case of a white noise power spectrum, i.e n = 0, one can find an exact
analytic solution for equations 2.10 and 2.11 for arbitrarily large Mres. In this case M(S) =
k
S , where k is
a constant, and if one defines the ratio r ≡ Mres/Mparrent then it is easy to show that equations 2.10 and
2.11 are satisfied if C = r1−r and C
′ = C1+2C . In figure 2.6 we have shown f¯(u|θ) as a function of u for a few
choices of θ for the case of a white-noise power-spectrum . The left panel is calculated for a major merger
definition of M1/M2 = 1/3, which in our notation is equivalent to r = 1/4, and the right one for r = 1/10,
that is M1/M2 = 1/9. These universal curves can be translated to the physical quantity facc(S1|ω, Sf , ωf )
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Figure 2.6: The scaled solutions f¯acc(u|θ) (for definition see equations 2.15) as a function of u and for
different choices of θ. The left panel is for a definition of major merger of r ≡M1/Mparent = 1/10 and from
bottom to top θ = 0.2, 0.3, 0.4 and 0.45. The right panel is for r = 1/4 and from bottom to top θ = 0.4, 0.5,
0.6 and 0.65. For a given r the function f¯ needs to be calculated only once and the probabilities of mergers
and accretion for any halo mass and redshift interval can be found using equations 2.15.
by using equations 2.15. One can use these curves to get a quick estimate of the fraction of halos of a
given mass that only accreted during a given time interval. To find this quantity one needs to integrate
Mf
M facc(S1|ω, Sf , ωf ) over all S < Sf . Using equations 2.15:
Facc(θ) =
∫ ∞
Sf
dS1
Mf
M1
facc(S1|ω, Sf , ωf )
=
∫ ∞
1
du1u1
θ
(2π)1/2(u1 − 1)3/2 exp
(
− θ
2
2(u1 − 1)
)
f¯acc(u1|θ) (2.18)
As an example, for a definition of major merger of (M1 : M2) = (1 : 3) we find that the fraction of
the galaxy sized haloes at the present time (Mf = 1012M⊙ or Sf = 5.2) that have had at least one major
merger after redshifts 0.2 0.4, 0.6, 0.8 are 0.04, 0.13, 0.22 and 0.27 respectively. Though this calculation,
strictly speaking, is only valid for the white-noise power spectrum, previous results show that the formulae
obtained for the special case of white-noise work surprisingly well for an arbitrary power spectrum (see e.g.
Moreno et al. (2008)). So, it is reasonable to expect this extrapolation to work for our formalism also. In
any case, even if this extrapolation turns out to be wrong one can always solve the more general integral
equation 2.9 for an arbitrary power spectrum.
2.5 discussion and conclusion
We have used the random walk formalism to find the accretion probability, i.e. the probability for a parent
halo to have a progenitor in a given mass interval at a given earlier time given that it has not merged with
a halo of a mass larger than the mass resolution. As a concrete example we have worked out the accretion
probability in the special case where the barrier is flat, the mass resolution is constant and we look backward
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in time. However this method can be extended to solve more general problems.
For example, while we have used a constant barrier, it is well known that this barrier shape does not
match the results of N-body simulations. However, our formalism can be generalized to the case of a moving
barrier, which has proven to give a very good match to N-body simulations. One only needs to find the
appropriate formulae for ftot and f(S1 → S2;ω) for the moving barrier and solve the integral equation 2.9.
These functions can in general be found numerically, using for example the method of Zhang & Hui (2006).
However there are analytical results for simple barriers that reproduce the results of N-body simulations,
e.g. the square root barrier (Mahmood & Rajesh, 2005; Giocoli et al., 2007). Since the aim of this paper is
not to compare with numerical simulations, we will leave this calculation for future work.
Here we have always looked backward in time. However, in certain cases it might be more convenient
to find facc(M |Mi) in the forward sense. In that case it gives the probability of a halo of mass Mi at an
early time to accrete and become a larger halo in a given mass interval. This problem can be solved with
our formalism by using the forward form of equation 2.9, with the forward form of ftot and fmerge (Lacey
& Cole, 1993). This forward in time probability of accretion is what Somerville & Kolatt (1999) call Pacc
and is the only missing ingredient in their formalism to find the complete statistics of halo progenitors and
therefore to construct a self-consistent merger tree.
Once facc in the forward sense has been found it can be used for a variety of applications. For example,
given a population of objects of mass M at time t, some of these objects will be destroyed in the course of
their evolution by merging with other objects. To find the fraction of objects that have survived from the
initial time to the observation time (see Verde et al., 2001, for the case of clusters of galaxies) we need to
find the fraction of objects whose halos have not merged with halos more massive than a given threshold; in
other words they have only accreted from the initial redshift to the redshift of observation. This is precisely
what facc in the forward sense is.
It is important to note that our method is not equivalent to the Monte-Carlo method, due to the inherent
inconsistencies of the excursion set formalism (Sheth & Pitman, 1997). Because of these inconsistencies, the
halo progenitor probability distribution computed from a large number of small time steps will not necessarily
be equivalent to the prediction of the excursion set formalism for that finite time interval , see for example
Somerville & Kolatt (1999). For this same reason there does not exist a unique Monte-Carlo method. In
all versions of the Monte-Carlo method there are some assumptions beyond the excursion set formalism to
alleviate the above inconsistency. Therefore, it is not surprising that there is a small discrepancy between
our analytic results and our Monte-Carlo method. However, for the special case of a white-noise power
spectrum there is a self consistent algorithm to generate merger trees (Sheth & Pitman, 1997). In that case
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we expect our semi-analytical result presented in section 2.4 to be equivalent to the Sheth and Pitman result.
We defer this comparison to future work.
Finally, this method can lead to a major improvement in the speed of merger tree generation in Monte-
Carlo simulations. Since there was no formula for the accretion or merger probabilities in a finite time
interval, past MC codes had to use infinitesimal time-steps to be able to use the known formula for merger
probabilities (eqn. 2.6), making the computation very time consuming. For example, for a given time
interval, our unknown coefficients method for solving the integral equation takes an order of magnitude less
time to compute than the brute force Monte-Carlo method. It should be noted that since neither of the
numerical codes we implemented in this paper are optimally efficient, both computation times are still to
be minimized. However, the increase in speed is more likely for the integral equation, since one can use the
already existing numerical methods to expedite the code or even find an approximate analytical solution,
e.g. perturbationally. It is harder and less straightforward to design a faster Monte-carlo method.
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Chapter 3
Voids as a Precision Probe of Dark
Energy
This is the work I have done in collaboration with Rahul Biswas and Ben Wandelt and is presented in Biswas
et al. (2010).
3.1 Introduction
A number of observations have established that the expansion of the universe is accelerating at late times
(Perlmutter et al., 1999; Riess et al., 1998; Garnavich et al., 1998; Knop et al., 2003; Tonry et al., 2003; Riess
et al., 2004; Astier et al., 2006; Wood-Vasey et al., 2007; Hicken et al., 2009). The cause of acceleration
is usually attributed to an otherwise unobserved component called dark energy, but models of dark energy
are generically plagued by fine-tuning issues (Weinberg, 1989; Carroll et al., 1992; Weinberg, 2000; Carroll,
2001, 2004). One can also interpret these observations as a consequence of the gravitational dynamics being
different from the evolution of a standard FRW universe under general relativity. Such differences could
arise due to the symmetries of the FRW universe being broken in the real universe, and the assumptions of
smallness of the perturbations being invalid (Buchert et al., 2000; Kolb et al., 2005; Ellis & Buchert, 2005;
Kolb et al., 2006), or because General Relativity is not a correct description of gravity (Dvali et al., 2000;
Carroll et al., 2005; Jain & Zhang, 2008). With such fundamental questions at stake, a prime objective of
physical cosmology is to understand the source and nature of this acceleration. All available current data
(Freedman et al., 2001; Cole et al., 2005; Tegmark et al., 2006; Percival et al., 2007; Komatsu et al., 2008;
Dunkley et al., 2008; Oguri et al., 2008; Kowalski et al., 2008; Hicken et al., 2009) is consistent with an FRW
universe having dark energy in the form of a cosmological constant, yet various models of different classes
are still allowed by the data. Therefore an important objective of current and future observational efforts is
to study the acceleration of the universe in different ways and detect departures in the behavior from that
expected in a standard ΛCDM model.
In order to compute parameter constraints from observational data, one usually parametrizes our igno-
rance about dark energy with a time dependent equation of state (EoS) of dark energy as a specific function
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of redshift and theoretically computes the observational signatures. A very widely used choice, following the
recommendations of the Dark Energy Task Force (Albrecht et al., 2006), is the CPL parametrization of the
Equation of state (Chevallier & Polarski, 2001; Linder, 2003). This results in joint constraints on different
parameters of the cosmological model, including the parameters of the EoS of dark energy. It is important
to use different sets of observational data. Different kinds of data sets probe different physical imprints of
dark energy leading to distinct shapes of constraints on parameters. Consequently, the simultaneous use of
many ‘complementary’ probes leads to the tightest constraints on cosmological parameters (Tegmark et al.,
1998b,a; Eisenstein et al., 1999; Frieman et al., 2003).
Moreover, as indicated above, we can hardly be certain that the specific parametrization of the EoS
chosen, or even the choice of the physical model causing the acceleration is correct. In that light, probing
the observable effects of dark energy in terms of different physical aspects is even more important. A tension
between constraints computed from different subsets of available data may be indicative of an incorrect
parametrization (Cole et al., 2006), or even an untenable choice of a physical model. Traditionally, the main
observations used to constrain cosmological parameters have pertained to the apparent magnitudes of Type
IA supernovae, the power spectrum of anisotropies of the Cosmic Microwave Background (CMB), and the
power spectrum of inhomogeneities in the matter distribution (matter power spectrum). The constraints
from the supernovae relate to effects on the geometry of the universe due to dark energy through the
changes in the background expansion. The CMB and matter power spectrum constraints stem mostly from
a measurement of the geometry through the angular location of peaks of the anisotropy power spectrum
and the peak positions of the Baryon Acoustic Oscillations (BAO), but also its effects on the growth of
perturbations through the magnitude of the power spectrum. Current status of the parameter constraints
on the basis of recent CMB, LSS, SNE observations can be found in (Wang, 2008; Xia et al., 2008; Biswas
& Wandelt, 2009). Further, the use of observations of clusters of galaxies and weak lensing can be used
to measure the growth of perturbations. It is therefore important to use probes of different aspects of
cosmic evolution for constraining the cosmological parameters and models. From the viewpoint of both
these perspectives, new probes for studying dark energy parameters are invaluable.
In the above mentioned probes of the growth of cosmic structures, one studies the dependence of the
dynamical growth of fluctuations on the cosmological parameters through the dependence of the growth of
the amplitude (ie. size) of the fluctuations on the cosmology. However, in standard cosmology, while the
fluctuations are stochastically isotropic, the individual fluctuations are not isotropic. Thus, a measure of the
anisotropy and the time evolution of such measures can depend on cosmology in a distinct way. Consequently,
this may be used to further constrain cosmological parameters. One expects that the signatures of anisotropic
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measures in observations would be related to the shapes of observed structures. Studying the evolution of
shapes of high density regions (observable as galaxies or galaxy clusters at late times) and comparing with
theory (eg. (Ho et al., 2006)) is difficult because this requires high resolution numerical simulations capturing
the non-linear evolution of these systems. This difficulty can be avoided to a large extent by studying voids
using semi-analytic methods. Therefore, the shapes of voids can be used to probe cosmology through the
evolution of the anisotropy of fluctuations during cosmic growth.
Park and Lee (Park & Lee, 2007; Lee & Park, 2009) identified the probability distribution of a quantity
which they called ellipticity 1 related to the eigenvalues of the tidal tensor. They showed that the distribution
was sensitive to the dark energy equation of state. Besides, they stated that the ellipticity could be derived
from a catalog of galaxies, identifying voids of different sizes and measuring their shapes, and the distribution
was verified using results from N-body simulations. This ellipticity is an example of a measure of anisotropy
of individual fluctuations. The comparison of the probability distribution can provide complementary con-
straints on dark energy parameters if its cosmology dependence is different from other probes. We will not
require new probes to study constraints from voids, rather one can study them using probes designed to
study large scale structure in conventional ways, thereby allowing for better leveraging of data. Voids may
be detected by the use of different void identification algorithms (El-Ad & Piran, 1997; Hoyle & Vogeley,
2001, 2002; Neyrinck, 2008; Colberg et al., 2008), which find voids using different characteristics, and may
be considered to be different definitions of voids. Properties of voids have been explored in 2dF (Hoyle &
Vogeley, 2004) in SDSS (Goldberg et al., 2005; Tikhonov, 2007). The shapes and sizes of voids in the SDSS
DR5 have been explored in Foster & Nelson (2009).
The main objective of this paper is twofold: (a) we want to quantify the potential of using void ellipticities
to probe the nature of dark energy in terms of constraints on dark energy parameters, (b) and to clarify the
model assumptions that are important for this procedure, which should be verified, or modified according to
results from simulations. This paper is organized as follows: In Sec. II we review the idea that the shapes
of voids can be quantified in terms of asymmetry parameters that can be related to the tidal tensor. We
discuss the initial distribution of eigenvalues of the tidal tensor, and their evolution to study the evolution of
the asymmetry parameters of voids and their dependence on the underlying cosmology. There are different
theoretical choices of models to approximate the non-linear evolution of the initial potential field to observable
void ellipticities. We discuss two different choices in the appendix and show that our results are insensitive
to these choices. In Sec. III, we discuss the parameters from the surveys considered and our method of
estimating the number of voids identified from these surveys. In Sec. IV, we write down a likelihood and
1We note that this is not the conventional definition of ellipticity. Nevertheless, this is a convenient measure of the departure
from spherical symmetry. Following Park & Lee (2007), we shall refer to it as the ellipticity in the rest of the paper
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explicit formulae for the Fisher matrix and use them to forecast constraints from these surveys. We also
study how the constraints are degraded by systematic issues. We summarize the paper and discuss our
outlook in Sec. V.
3.2 Theory
In this section, we outline the basic idea of using asymmetry parameters describing the shapes of voids
in estimating cosmological parameters. The anisotropy of fluctuations may be captured by studying the
eigenvectors and eigenvalues of the tidal tensor, which may be visualized as an ellipsoid with its principal
axes along the eigenvectors of the tidal tensor, and sizes of the principal axes equal to the eigenvalues of the
tidal tensor. At early times, the distribution of these eigenvalues at any point in space is known, and their
evolution can be studied by semi-analytic methods. Therefore, the distribution of these quantities may be
computed theoretically and it is desirable to find observational signatures of this distribution. Voids form
around the minima in the density field of matter. The void geometry may be approximated by an ellipsoidal
shape, which we shall refer to as the void ellipsoid. The central idea of Park & Lee (2007) is that the shape
of the void ellipsoid as quantified by relative sizes of its principal axes is set by the geometry (functions of the
eigenvalues) of the tidal ellipsoid and these should be strongly correlated. This implies that the ellipticity
measured from the geometry of voids can be used as an observable for specific functions of the eigenvalues
of the tidal tensor. Observations of void shapes at different redshifts can then be used to trace the evolution
of the stochastic distribution of these eigenvalues of the tidal ellipsoid at different redshifts. This contains
dynamical information that may be used to constrain cosmological parameters.
We briefly describe measures of ellipticity of the void ellipsoid and their connection to the eigenvalues of
the tidal ellipsoid in subsection 3.2.1: this specifies the functions of the tidal eigenvalues that are constrained
by the void shapes. We then describe the distribution of eigenvalues of the initial tidal tensor appropriate
to an observed void in subsection 3.2.2. Then, in appendices D and E, we study the time evolution of the
initial eigenvalues using two different approximations, and find them to be consistent.
3.2.1 Relating the Asymmetry Parameters to the tidal tensor
To describe the dynamics, we choose the comoving coordinates of particles (or galaxies) as the Eulerian
coordinates ~x, while the Lagrangian coordinates are taken to be ~q, which are approximately the ‘initial’
Eulerian coordinates at some chosen large redshift. The two coordinates are always related through the
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displacement field ~Ψ(~q, τ).
~x = ~q + ~Ψ(~q, τ) (3.1)
While the solution Ψ(~q, τ) describes the dynamics completely, partial aspects of the dynamics may be de-
scribed by other measures. The asymmetry of the fluctuation can be understood in terms of the eigenvectors
and eigenvalues of the tidal tensor Ti,j =
∂Ψi(~q)
∂qj
. This can be visualized as an ellipsoid, which we shall refer
to as the tidal ellipsoid, with principal axes along the eigenvectors of the tidal tensor with sizes equal to the
eigenvalues. For a spherically symmetric fluctuation, these eigenvalues are equal, while the departure from
spherical symmetry may be characterized by different choices of functions of ordered eigenvalues of the tidal
tensor. (See Appendix C for some other popular choices in the literature.) This was recognized and used in
correcting for ellipsoidal collapse of halos rather than spherical collapse in Press-Schechter like estimates of
the mass function of dark matter halos (Sheth et al., 2001; Sheth & Tormen, 2002; Chiueh & Lee, 2001).
From a theoretical side, we can describe the evolution of the distribution of these eigenvalues. Therefore, it
is these dynamical quantities that we are interested in, even though they are not directly observable.
We will next proceed to describe observable quantities which relate to the shape of the voids, and then
show how functions of those observables trace functions of these dynamical quantities. Since voids form
around minima of the density fields where the gradient of field vanishes, one can approximate the density
profiles around the minima by truncating the Taylor expansion at second order. This gives density profiles
that are ellipsoidal in shape. One may expect voids to inherit this shape, and therefore be approximately
ellipsoidal. In fact, voids have often been modeled as spherical (eg. (van de Weygaert et al., 2004)), while
others have argued that the shapes of larger voids fit ellipsoids well only for smaller voids (Shandarin et al.,
2006). For irregularly shaped voids (obtained by suitable void identification algorithms), one can define a
void ellipsoid by fitting a moment of inertia tensor to the positions of observed void galaxies ~x in Eulerian
coordinates relative to the void center ~xv
Sij =
∑
k(x
k
i − xvi )(xkj − xvj )
N ,
where the index k runs over the observed galaxies in the void region, and N is the number of galaxies
fitted. The void ellipsoid can be defined as the ellipsoid with principal axes along the eigenvectors of this
mass tensor, and lengths proportional to the square root of the eigenvalues {J1, J2, J3}. Here, we shall
ignore the discrepancy between the actual shape and this void ellipsoid. Following Park & Lee (2007) (see
Appendix. C of Lavaux & Wandelt (2009) for a calculation to first order), one can relate the eigenvalues
of the tidal tensor {λ1, λ2, λ3} to the functions of the ratio of eigenvalues of the void ellipsoid which were
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called ellipticity. Accordingly, the ellipticities {ǫ, ω} of the void ellipsoid are to first order
ǫ = 1−
(
J1
J3
)1/4
≈ 1−
(
1− λ1
1− λ3
)1/2
, ω = 1−
(
J2
J3
)1/4
≈ 1−
(
1− λ2
1− λ3
)1/2
. (3.2)
Clearly, this relation will be affected, at least to some extent, by more detailed dynamics. This would lead
to ǫ measured from data sets on voids being correlated with the functions of {λi} with some scatter. In
computing parameter constraints, we shall account for this in terms of a variance in the quantity ǫ which
also contains contributions from observational errors. We shall assess the impact of this assumption of the
void shapes being perfect tracers of the eigenvalues by studying the degradation of constraints on increasing
the variance in our study of systematics in Section. 3.4.3.
3.2.2 Distribution of Initial Eigenvalues of the Tidal Tensor
An observed void evolves from a fluctuation of low underdensity at early times when the distribution of
fluctuations was Gaussian. Given a void of a given density contrast, at a particular redshift, we wish to
calculate the distribution of eigenvalues of the tidal tensor of the initial fluctuation.
At early times, the fluctuations are small enough, their growth can be described by linear perturbation
theory, and the distribution remains Gaussian. One can use the statistical properties of filtered isotropic
and homogeneous Gaussian fields to derive a probability distribution of the ordered eigenvalues of the tidal
tensor given by the Doroshkevich formula.
P (λ1, λ2, λ3|σR) = 3375
8
√
5σ6R
exp
(
−−3K
2
1
2σ2R
+
15K2
2σ2R
)
K3 (3.3)
where K1 = λ1 + λ2 + λ3, K2 = λ1λ2 + λ2λ3 + λ3λ1, while K3 = −(λ1 − λ2)(λ2 − λ3)(λ3 − λ1), and σ2R is
the variance of the smoothed overdensity field at the filtering scale R at that time. Note, that this gives the
distribution of the size of the eigenvalues over all spatial points. This distribution is extremely similar but
slightly different if restricted to the maxima of the Gaussian field (Bardeen et al., 1986), or the minima of
the Gaussian field (Lavaux & Wandelt, 2009) which should evolve to voids. For the small fluctuations, one
can use the Jacobian of the transformation from Eulerian to Lagrangian coordinates to show that the sum
of the eigenvalues K1 can be identified with the density contrast.
It should be noted that this distribution depends on the filtering scale RSmooth as a parameter while the
size of voids is not important. This is appropriate for comparison with a dataset of voids obtained from
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redshift surveys by means of an algorithm which uses a filtering scale as a parameter, rather than the void
size. This is true for a class of algorithms that define voids as regions of space where the smoothed matter
density is a minimum (eg.(Hahn et al., 2007; Lavaux & Wandelt, 2009)) with the smoothing scale RSmooth
being a parameter, with the actual size of voids not being crucial to the definition. On the other hand there
are Void Finding algorithms which define voids as the largest contiguous underdense regions, obtained by
some form of clustering algorithms. A corresponding parameter here is the size R of the voids related to
the void volume by R3 ≡ 3V4π , while the smoothing scale is not crucial. While each algorithm might yield
slightly different properties of voids, it would be expected that they are not too different. In Appendix D,
we show that a calculation based on the generalized excursion set formalism can be used to calculate the
distribution of eigenvalues of an initial fluctuation that evolves to form a void of size R. The result of this
calculation supports the above result.
3.2.3 Evolution of the Tidal Eigenvalues
At low redshifts, gravitational collapse introduces non-linearities into the evolution leading to non-Gaussian
distributions of the density field. Thus, the distribution of the tidal eigenvalues of the previous subsection
which assumed Gaussianity are not directly applicable. We study the evolution of these eigenvalues with time
in two different methods, one based on the Zeldovich approximation and one based on Bond & Myers (1996).
It is well known that non-linearity is manifested much less in the displacement field or the gravita-
tional (and the related displacement) potential than in the density field. Therefore before shell-crossing, the
evolution of structures from initial condition may be described by the Zeldovich approximation, where
the displacement field is assumed to be separable into a time dependent and time independent part.
Ψ(q, τ) = D(τ)D(τ0Ψ(q, τ0), where D(τ) is the linear growth function. Hence, at a particular spatial point,
its eigenvalues λi(τ) at time τ evolve linearly from the eigenvalues λi(τ0) at some initial time τ0 as λi(τ) =
D(τ)λi(τ0)/D(τ0). Rewriting the early time eigenvalues in the Doroshkevich formula (Eqn. 3.3) in terms of
the eigenvalues at time τ, one can then find a distribution of eigenvalues at any time to be given by the
Doroshkevich formula where the σR is replaced by D(τ)σR/D(τ0), the linearly extrapolated variance over
the Lagrangian smoothing scale R. The formula is exactly the same as Eqn. 3.3 with the variance σ2R being
replaced by the linearly extrapolated variance σ2(R, z), and λi replaced by the eigenvalues at the redshift of
the void. Further, since the sum of the eigenvalues K1 at early times was equal to the density contrast at
60
that time, the term K1 is equal to the linearized density contrast of the time of the void
δlin(τ) =
D(τ)
D(τ0)
δ(τ0) =
D(τ)
D(τ0)
(λ1(τ0) + λ2(τ0) + λ3(τ0)) = (λ1(τ) + λ2(τ) + λ3(τ)) (3.4)
In regions of high density peaks where structure forms, it has been found that modeling the density
growth as a collapse of a homogeneous ellipsoid leads to a better approximation to N body simulations. It
is unclear whether this should also be true for low density regions like voids. In Appendix E, we study the
evolution of the eigenvalues of the tidal tensor based on ellipsoidal collapse (Bond & Myers, 1996) and find
the differences with the evolution computed using Zeldovich approximation to be small.
3.2.4 Cosmology Dependence of the Distribution of Ellipticity
Therefore, using the Zeldovich approximation, one can write down the probability distribution of the eigen-
values of the tidal tensor at any time. Further, using the relations of the ellipticities of the void (Eqn. 3.2)
and the relation of the linearly extrapolated density contrast to the eigenvalues {λ1, λ2, λ3}, one can recast
this as the joint distribution of the ellipticities {ǫ, ω} given the smoothing scale and the linearly extrapolated
density contrast. Following Park and Lee, we define µ, ν and write the probability distribution for the larger
ellipticity ǫ
µ = (J2/J3)
1/4
, ν = (J1/J3)
1/4
P (µ, ν|σlin(R, z), δlin(z)) = 3
4/4
Γ(5/2)
(
5
2 σ2lin(R, z)
)5/2
exp
(
− 5δ
2
lin(z)
2 σ2lin(R, z)
+
15Kδ2
2 σ2lin(R, z)
)
Kδ3J
P (ǫ|σlin(R, z), δlin(z)) =
∫ 1
1−ǫ
dµP (µ, 1− ǫ|σlin(R, z), δlin(z)) (3.5)
where Kδ2 ,K
δ
3 are the values of K2,K3 in Eqn. 3.3 in terms of µ, ν when the constraint of Eqn. 3.4 holds, and
J is the Jacobian in the transformation from the coordinates {λ1, λ2, δlin} to {µ, ν, δlin}. This last equation
gives the probability distribution of the larger ellipticity ǫ marginalized over the smaller ellipticity ω. It
depends on the cosmology only through the linearly extrapolated variance σ2lin(R, z) of density fluctuations
δ(x, z) smoothed at a certain filtering scale R by a window function WR(x, x
′).
σ2lin(R, z) ≡ 〈δ⋆R(x, z)δR(x, z)〉 = D2(τ)σ2R δR(x, z) =
∫
d3x′δ(x, z)WR(x, x
′) (3.6)
where D(τ) is the growth function and σR is evaluated at early times. For qualitative understanding, it is
useful to think of the variance depending on cosmology through σR which depends on the primordial power
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spectrum and the wave mode dependent transfer function, and the subsequent scale independent growth
described by the growth function D(τ). While the transfer function depends on most of the cosmological
parameters, in most models dark energy does not become significant at early times. Therefore most of the
effects of dark energy are embedded in the growth function. Closed analytic forms for the growth function
are not known for non-flat cosmologies, with time varying equations of state dark energies, but Percival
(2005) improves upon a fit to the growth function by Basilakos (2003), so that the fit works for non-flat
cosmologies having dark energy with time varying equation of state as long as they are close to flat LCDM
models, even when the equation of state is less than -1. If we consider the CPL parametrization
w(z) = w0 + wa
z
z + 1
, (3.7)
we see in the left panel of Fig. 3.1 that the growth function changes more dramatically as a function of
w0 than for wa for redshifts below unity. Thus, we expect, that constraints from voids in these redshift
ranges should be stronger on w0 than on wa. From the right panel of Fig. 3.1, we can see the effect of the
filtering scale R on the distribution. Since σlin(R, z) is a monotonically decreasing function of R, a larger
filtering scale (a) shifts the distribution towards smaller values of ǫ, and (b) sharpens the distribution. This
is consistent with intuition based on previous studies (White & Silk, 1979; Icke, 1984; van de Weygaert &
Bertschinger, 1996). Leaving all other variables the same, increasing R corresponds to excluding the smaller
voids. Since the variation of possible values is caused by the variance in the Gaussian distribution, a smaller
value of σlin(R, z) also corresponds to a sharper distribution.
In this paper, we shall assume that all voids are found at a linearized density contrast of δlin = −2.81,
the underdensity at shell crossing. We shall compute σlin(R, z) directly from numerical integration of the
smoothed density fluctuations evolved by a modified version of the Boltzmann code CAMB (Lewis et al., 2000).
3.3 Distribution of Ellipticity: Connecting to Observations
3.3.1 Estimate of Voids to be found from a survey
Next, we proceed to estimate the number of voids that we expect to find in a certain survey. We model
a survey by considering a redshift survey, which can measure the redshifts of the galaxies up to a limiting
visual magnitude of mL in a given filter and from a minimum redshift of zmin to a maximum of zmax. In
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Figure 3.1: Left Panel:The Derivative of the growth function with respect to the dark energy parameters
w0, and wa. The growth function shown has been normalized to unity at a redshift of 0.01. Right Panel:
The theoretical distribution of the largest ellipticity ǫ as a function of σ(R, z) for δlin=-2.81
case of photometric surveys, the errors in redshift can be much larger, leading to errors in the size of the
ellipse along the line of sight, consequently the distribution of ellipticities will have to be marginalized over
this error. Here, we will limit our considerations to spectroscopic surveys, where the error in measuring the
redshift of the galaxies ∼ 10−4 is negligible.
In order to estimate the number of voids of a particular size at a particular redshift, we use the Press-
Schechter formalism to determine the number density of voids in a redshift bin centered at z, with Eulerian
comoving radius between RE and RE + dRE . Simulations indicate that the number density of voids peaks
at a density contrast of δ ≈ −0.85 (Park & Lee, 2007), we shall consider all the voids to have a density
contrast of 0.8, which can be seen to correspond to a linearly extrapolated density contrast of -2.81 using
the fitting function in Mo & White (1996). While the usual Press-Schechter formalism matches simulations
well at redshift ranges below ≈ 2, it fails to predict the number of voids correctly at small scales due to the
‘void in cloud problem’ , which can be avoided if at each redshift, we restrict ourselves to scales larger than
the non-linearity length scale (Lagrangian) RV inCmin (z) where σ(R
V inC
min (z), z) = 1 (Sheth & van de Weygaert,
2004). Then, the Press-Schechter formalism reliably predicts the number of voids with the replacement
δc = 1.69→ δv = −2.81 in the standard Press-Schechter formalism (Press & Schechter, 1974). The number
of voids of a particular size can then be found by integrating over the cosmological volume in the redshift
bin, and over the range of radii allowed.
nv(RE , z)dRE =
3
2πR3E
P
(
−|δv(z)|
σRE
) ∣∣∣∣ ddRE
−|δv(z)|
σRE
∣∣∣∣ dRE (3.8)
Nvoid =
∫ z+∆z
z
dΩdz
∫ RE+∆RE
RE
dRE
dV
dzdΩ
nv(RE)
where P (y) =
√
1
2exp(−y2/2). The number density of voids thus depends exponentially on σR and therefore
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the number of voids is extremely sensitive to the minimum radius used. Since voids are detected by observ-
ing galaxies rather than the matter density, the number of voids detected with small radii will be strongly
affected by shot noise (discussed in subsection 3.4.3). We therefore only consider voids with radii greater
than a critical radius R ≥ Rshotmin (z,Survey). For our purposes then, the minimum of the range of radii of
voids at a redshift z considered must be set to the maximum of RV incmin (z) and R
shot
min(z, Survey).
We now explain our method for computing Rshotmin(z, Survey), from the parameters for a survey. The
minimum radius of voids that we will consider should be related to the average separation of galaxies
observed lsep(z) at the redshift z by the survey in question. We choose this relationship to be linear
Rshotmin (z,Survey) = Alsep(z), and relate the average separation to the average number density of observed
galaxies nbggal(z) at that redshift for the survey. A choice of A = 2 implies that the probability that a detected
void is just due to shot noise is less than 0.5 percent while such a scenario for A = 1 is of the order of 50
percent, though void identification algorithms can do better, since they can exploit the contrast between
voids and their higher density environments. In any case, the interesting regime is in between these numbers
and we shall later explore the sensitivity of constraints to this range.
This background number density of observed galaxies nbggal(z) can be related to the survey parameters.
The mean number density of galaxies in the background universe can be calculated from the luminosity
function (Blanton et al., 2001) of galaxies at the filter band used in the survey by,
nbggal(z) =
∫ ML
−∞
dMΦX(M, z) (3.9)
where ΦX is the luminosity function for the filter X and ML is the limiting absolute magnitude of objects
at redshift z which are observed by the survey. It can be calculated from the limiting apparent magnitude
of the survey mL by using the formula,
ML = mL − 5 log10DL(z) + 5−A(z)−K(z) (3.10)
Here DL(z) is the luminosity distance to the redshift z in units of pc, A(z) is the correction due to extinction
and K(z) is the K correction arising from the difference in the observed luminosity of and the rest frame
luminosity of an object in a particular frequency band due to redshifting of photons.
We note that RV inCmin depends on the cosmology, but is independent of the survey, while R
shot
min(z, survey)
also depends on the survey through the filter band, and the limiting magnitude. A plot of Rnoisemin and
RV inCmin for surveys considered in this paper is shown in Fig. 3.2. Thus, our estimate of the number of voids
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Table 3.1: Surveys and parameters used for estimating the number of voids that can be found by the survey.
We chose a survey like SDSS DR7 as an example of a current survey, and EUCLID as an example of a
futuristic survey. For reference, we show the number of galaxies that these surveys are expected to observe.
Survey fsky Freq Band Limiting Magnitude Number of Voids Number of Galaxies
A = 2,A = 1
SDSS DR72 0.24 r 18 1292,3104 1.7 106
SDSS DR73 0.24 r 18 1575,4961 929,555
EUCLID
4 0.48 K 22 1.4 105, 2.3 106 5.2 108
identified by each survey depends on the cosmology, the value of the proportionality constant A and the
survey parameters.
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Figure 3.2: Setting the minimum size of voids: the dashed red curve shows the RV inCmin , while the solid thin
(thick) curves show the (twice) the average separation of observed galaxies for a SDSS DR7 like survey (left)
and a EUCLID like survey (right). At a particular redshift, we only consider voids with sizes larger than
both these scales.
3.4 Results
3.4.1 Likelihood function and Fisher matrix
In order to study the potential constraints on cosmological parameters, we need to write down a simple model
for the data. We assume that by applying appropriate simulation algorithms, we can identify a set of voids
at each redshift bin corresponding to a particular smoothing scale. We expect to measure the ellipticities of
each of these voids with some error. We model the error as an additive Gaussian noise n on the ellipticity
ǫs:
ǫd(R, z) = ǫs(R, z) + n, n ∼ G(0, σǫ) (3.11)
ǫs itself is a random variable following the distribution of the ellipticities at the relevant redshift. Then we
can write down the likelihood function, which is the probability for finding a void with a measured largest
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ellipticity ǫd given the cosmological parameters
L(ǫd|Θ) =
∫
dǫsP (ǫd|ǫs)P (ǫs|σǫ,Θ) (3.12)
One expects that the error in measuring the ellipticities will be set by the errors in measuring the principal
axes of the void ellipsoid. For a spectroscopic survey, the positions of galaxies are well measured. Ignoring
effects of redshift distortion/finger of god effects the precision level of the measurement of the principal axes
would be set by the errors in the void finding algorithm. Of course, this will be limited by the relative sizes
of the void wall thickness to the void radius ∆. For ∆ ∼ 0.1−0.4, ǫ ≈ 0.2 around the maximum for standard
cosmological parameters, the error in ǫ is of the order of 0.1. The errors in the measurement of each void is
statistically independent. Thus the likelihood function for an entire data set consisting of voids at different
redshifts can be computed as the product of Eqn. 3.12 for each void. Consequently, the log of the likelihood
function L(ǫd|Θ) is additive for each void.
Given the likelihood function for a single void, one can compute the Fisher matrix F defined as an
expectation over all possible sets of data,
Fij =
〈
∂L(ǫd|Θ, σǫ)
∂Θi
∂L(ǫd|Θ, σǫ)
∂Θj
〉
=
∫ 1
0
dǫdL(ǫd|Θ, σǫ)∂L(ǫd|Θ, σǫ)
∂Θi
∂L(ǫd|Θ, σǫ)
∂Θj
(3.13)
where all the derivatives are taken at a fiducial choice of the cosmological parameters Θp. Since, in our
model the error in measuring the ellipticity is independent of the cosmological parameters, and the ellipticity
depends on the cosmological parameters through the variance of the fluctuations σ2R only, we can factorize
this into a matrix of mixed partial derivatives of σR with respect to the cosmological parameters, and the
derivatives of the log likelihood with respect to σR. We evaluate both of these derivatives numerically. The
main contribution to the derivatives comes from the regions where the probability is smallest. However, these
contributions are suppressed in the expectation values, since these regions have low probabilities. Finally, we
must sum this contribution for the Fisher matrix over all the voids in the data set. The result thus depends
critically on the number of voids in the data set.
3.4.2 Forecasts of constraints on the CPL parameters
We consider Fisher forecasts for a cosmology with the non-baryonic matter assumed to be cold, neglect
effects of neutrino masses and parametrize the evolution of the dark energy equation of state with a CPL
parametrization. The primordial perturbations are assumed to be Gaussian distributed, and characterized
by a spectrum which is a power law with an initial amplitude As, and a scale independent tilt ns. The
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Table 3.2: Parametrization of the cosmology and the fiducial values chosen for the maximal set of parameters
used in evaluating the Fisher forecasts. Constraints are also discussed after imposing flatness.
Ωbh
2 Ωch
2 θ τ Ωk w0 wa ns log(10
10As)
0.02236 0.105 1.04 0.09 0.0 -1 0 0.95 3.13
distribution of ellipticities depends on both the amplitude of primordial perturbations, and the spectral
index through the dependence of the variance on the scale of smoothing. As is well known, these quantities
As, ns are not exactly known, and have a degeneracy with τ, the optical depth of reionization. Further,
the constraints on the equation of state parameters can depend strongly on the knowledge of the curvature
parameter (Biswas &Wandelt, 2009). We therefore consider forecasts for constraints on the CPL parameters
w0, wa after marginalizing over all other cosmological parameters from a maximal set shown in Table. 3.4.2,
along with the fiducial values used for computing the Fisher forecasts.
All of these parameters are not well constrained by a single experiment. Consequently, we shall consider
Fisher forecasts using ellipticity distribution of voids from two spectroscopic surveys: the recent SDSS DR7
and the futuristic EUCLID with the survey parameters assumed summarized in Table. 3.3.1. We will assume
A = 1, σǫ = 0.1. Following the work in (Lavaux & Wandelt, 2009), we will identify the smoothing scale as
being a quarter of the radius of the void. For CMB constraints, we will consider Fisher forecasts computed
from PLANCK The expressions for the Fisher matrix for CMB data are given in Tegmark et al. (1998a).
The survey parameters for PLANCK are taken from the Table. 1.1 of the PLANCK Bluebook (The Planck
Collaboration, 2006), and are summarized in Table. 3.3. We consider Fisher forecasts of Supernovae from
two surveys: for a survey like Dark Energy Survey the number of supernovae expected is of the order of
1300, and the maximum redshift is around 0.7. We model this with a redshift distribution taken from (Zhan
et al., 2008) designed to be cut off at z=0.7, and assume perfect measurement of redshift, due to plans of
spectroscopic follow-up. The errors in the magnitude are assumed to be of the order of the intrinsic dispersion
from light curve fitting techniques today (0.15). We also consider a futuristic photometric Supernova IA
survey LSST (LSST Science Collaborations & LSST Project., 2009), where about 500,000 SNe IA suitable for
constraining dark energy parameters could be observed. We model the errors by assuming magnitude errors
of the order of 0.12 from intrinsic dispersion, and photometric errors in redshift determination of the order
of ∆z = 0.01(1 + z), and assuming that this adds an error dmdz ∆z in quadrature to the intrinsic dispersion.
We use the redshift distribution in Table 1.2 of the (LSST Science Collaborations & LSST Project., 2009)
to model the redshift distribution of the LSST survey.
In Fig. 3.3, we present the constraints on the equation of state parameters w0, wa by combining constraints
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Table 3.3: Parameters of the PLANCK Survey used in determining CMB constraints
Frequency Channel 30 44 70 100 143 217 353
(GHz)
Beam Width 33 24.0 14.0 10.0 7.1 5.0 5.0
(FWHM) arc min
Temperature Noise per Pixel 2.0 2.7 4.7 2.5 2.2 4.8 14.7
Polarization Noise per Pixel 2.8 3.9 6.7 4.0 4.2 9.8 29.8
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Figure 3.3: Comparison of forecasts on one σ constraints on the CPL parameters with standard
probes using the identification RSmooth = RV oid/4, A = 1, and σǫ = 0.1: for data from the near future
(left panels) and futuristic data (right panels). PLANCK and HST priors were used in all of these forecasts.
For reference, we show the current constraints (Biswas & Wandelt, 2009) in the thick green contours, and
forecasted constraints from clusters (number counts and power spectrum) + PLANCK taken from (Wang
et al., 2004).
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for two sets of data (a) data representative of current or near future (left panels), and (b) data representative
of more futuristic data (right panels). The forecasts for one sigma constraints using void ellipticities + CMB
+ HST are shown in open circles, assuming A = 1. The error in measuring the ellipticities σǫ is taken as 0.1.
The ellipses made of black ”+” show the constraints for SNe + HST +CMB (PLANCK). The solid, thick,
blue ellipses show the constraints when these constraint are combined (CMB (PLANCK) +SNE +HST +
Voids). In the left panels of the figure, the voids considered are from a survey like SDSS DR7, and the
SNe considered are from a survey like DES. In the right panels the voids considered are from a futuristic
survey like EUCLID, and the SNe are from a futuristic photometric survey like LSST. The upper panels
show the constraints marginalized over all other parameters in the maximal set, while the lower panels show
the marginalized constraints for a flat universe. For reference, we show the thick, green contours showing the
one sigma constraints from current SNe (Union) + HST + CMB (WMAP 5) data from (Biswas & Wandelt,
2009). For the flat universe in the lower panels , we also show the constraints from CMB (PLANCK) +
HST + Clusters (Power spectrum + Number counts) from (Wang et al., 2004). In the lower left panel the
Clusters considered from the SPT survey, while the lower right panels show the constraints from clusters
from LSST.
Firstly, these figures show that the inclusion of constraints from void ellipticities significantly improves
parameter constraints and the constraints from Voids along with CMB and HST data are comparable to the
joint constraints obtained by using Supernovae IA, CMB and HST data both in the near future and the far
future. As is common, following Albrecht et al. (2006), we quantify this in terms of a Figure of Merit (FoM)
which is inversely proportional to the area of the two sigma contours (ie. proportional to the inverse of the
determinant of the w0, wa submatrix of the inverse of the Fisher Matrix). We calculate the FoM relative to
the FoM without voids for each of the upper panels:
FoM(experiments) = det(SNE + PLANCK+HST)/det(experiments)
where experiments refer to the combination of experiments we consider the FoM for, and the SNE experi-
ments in the numerator refer to the DES for the left panel, and LSST for the right panel. The relative FoM
for these results are shown in 3.4 (for A = 1, σ = 0.1). We see that the constraints with the use of (Voids +
CMB + HST) is not good as, but somewhat comparable (Relative FoM =0.6) to the constraints due to (SNe
+ CMB + HST), but adding the void constraints to the SNE +CMB +HST data offers a moderate gain
(FoM = 13.3). For the futuristic case, the use of (Voids + CMB + HST) is is better than the corresponding
(CMB + SNe +HST) data (FoM=70.4), while combining these constraints improves the FoM by a factor of
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2500.
We should stress that even the results for the SDSS DR7 survey (with a relative FoM of 0.6) are promis-
ing, because they are a different way of probing the dynamics and therefore can be potentially useful in
determining consistency of the underlying cosmological model. Clearly the addition of void ellipticities as an
observable for parameter estimation increases our knowledge of the cosmological parameters in other cases.
3.4.3 Study of Possible Systematics
While we have shown that our forecasted constraints are extremely promising, we have used order of magni-
tude calculations often based on first order results in semi-analytic models. By doing N-body simulations of
large scale structure it is possible to replace these by more accurate calculations, and use it for estimating
cosmological parameters. This would be the goal of future work in this direction. But is it possible that when
such a rigorous analysis is carried out the constraints might get terribly degraded and not be interesting any
more? The objective of this subsection is to address this concern by trying to list the major assumptions
that would need to be replaced in a rigorous calculation, and trying to obtain a sense for how far these
constraints might be degraded. We discuss the basic assumptions and explain how we might expect these
factors to affect the forecasts.
(a)Effects of Shot Noise on the Number estimate of Voids: Our constraints are obviously dependent on
our estimate of the number of voids that would be detected in a particular survey. Thus, regions of space
which are not true voids but get misidentified as voids would cause a spurious enhancement of signal. Recall
that voids have been defined as regions of space where the total matter density is low (or minimum) but are
identified by the low density of galaxies which are biased baryonic tracers of the density field. The lack of
direct knowledge of the dark matter density field is often addressed in the context of the Poisson Sample
Model, where density contrast of galaxies is described as a Poisson point process with a mean density
proportional to the dark matter density. Thus, there is a chance of identifying a region which has low
density of galaxies but not dark matter as a void. Consequently, due to shot noise, one can only confidently
infer a region of low galaxy density to be a void if the region is large relative to the average separation
lsep(z) ∼ (nbggal)−1/3 of visible galaxies at that redshift. This means that small voids might not really
be voids, and the problem is exacerbated by the fact that the number of voids increases exponentially with
smaller sizes of voids. A sophisticated treatment of this problem would associate a probability to describe the
confidence of detection (for example as in Neyrinck (2008)) and incorporate that in the Likelihood. We use
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Figure 3.4: Effects of Shot Noise: Sensitivity of one sigma constraints to the efficiency of the
void finder: Degradation of constraints due to low efficiency of the void finder with the constraints shown
in Fig. 3.3 assuming high efficiency from the near future (left panel) and futuristic data (right panel). HST
and PLANCK constraints were used in all these plots.
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a rough model to estimate the importance of this effect by only choosing a minimum radius Rshotmin(z, survey)
of voids related to the lsep(z) as discussed before. A larger value of A results in a larger values of lsep(z)
which leads to a higher threshold for the minimum size of voids observed in the survey. Since the minimum
radius of voids is set by the maximum of this survey dependent Rshotmin and the survey independent R
V inc
min
(Void in Cloud), this changes the numbers of voids strongly where Rshotmin is much smaller than R
V inc
min . We
therefore compare the constraints for a pessimistic value of A = 2 to the constraints obtained in Fig. 3.3
with A = 1. In Fig. 3.4, we show the Fisher forecasts for values of ∆ assuming the same value σǫ = 0.1 for
both cases. The red ellipse with open circles show the constraints from Voids (SDSS) + HST + PLANCK
in the left panel, and Voids (EUCLID) + PLANCK + HST (right panel) for A = 1, while the open green
squares show the same constraints if A = 2. When additionally, supernovae data is used: on the left panel
we have DES SNe + HST +PLANCK + SDSS Voids, while on the right panel we use LSST SNe + HST
+ PLANCK + EUCLID Voids. The solid, thin black ellipse shows these constraints for A = 1, while the
solid thick blue ellipse show these constraints for A = 2. For reference, we use the black ”+” to show the
constraints from DES SNe+ PLANCK + HST on the left panel, and LSST SNe + PLANCK + HST on the
right panel. Clearly, while the constraints change, there is no severe degradation due to shot noise for the
case based on DR7 survey, while this is somewhat important for the case based on EUCLID. We summarize
the degradation in terms of a relative FoM in Table. 3.4.
(b) Bias: Since the observations pertain to galaxies rather than the dark matter distribution, we have
no direct knowledge of the dark matter distribution even though the galaxy distribution and dark matter
distribution are correlated. The qualitative understanding of the situation is that galaxies form due to the
collapse of baryons into gravitational potential wells of collapsed dissipation-less dark matter. The simplest
popular idea of linear scale independent bias models this by assuming that locally, the dark matter density
contrast δg is proportional to the the total matter density contrast δm, and the constant of proportionality is
called the bias b. Bias different from unity affects our forecasts in two ways: (i) first, the Lagrangian radius
of the void is estimated incorrectly as a function of δg rather than δm. This leads to the use of a variance σR
on the incorrect scale, and second (ii) since we use the probability distribution of the eigenvalues conditioned
on the density contrast of the voids, this changes the distribution of the eigenvalues. To address the issue
of bias, we recalculate the forecasts by adding an extra parameter, the bias b to our set of cosmological
parameters and marginalize over b as a nuisance parameter. The Fisher constraints for the near future are
presented in the left panel of Fig. 3.5, while the right panel shows the constraints for the far future. In
both cases, the red open circles show the constraints of Voids + PLANCK + HST from the upper panel of
Fig. 3.3, while the solid thin black line shows the constraints from Voids +PLANCK + HST +SNE, where
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Figure 3.5: Impact of Bias: Degraded constraints on voids due to marginalization over a linear scale
independent bias compared to constraints shown in Fig. 3.3 for data from the near future (left panel) and
futuristic data (right panel). HST and PLANCK priors were considered for all of these plots.
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Figure 3.6: Sensitivity of Fisher Constraints with respect to the prescription of Void Selection:
Comparison of the constraints (red open circles) from voids shown in Fig. 3.3 with other prescriptions.
PLANCK and HST priors were used in all these plots. The other prescriptions lead to better constraints
it was assumed that b = 1. The green open squares show the corresponding constraints for Voids + HST +
PLANCK, and the thick blue solid ellipses show the constraints for Voids + HST +PLANCK + SNE, when
the bias is marginalized over.
(c) Void Selection Prescription While the eigenvalues of the void ellipsoid are expected to trace the
eigenvalues of the tidal ellipsoid, the eigenvalues themselves are stochastic quantities and the connection to
theory comes from studying the distribution of these eigenvalues. Hence it is important to select a set of voids
from the data that will accurately reflect the theoretical distribution computed. As discussed in Colberg
et al. (2008), the void finders available use different methods to identify voids, and these result in different
definitions of voids. A number of these void finders are based on demarcating contiguous regions of space
of different shapes through some variant of a clustering algorithm, while other void finders like Lavaux &
Wandelt (2009) identify voids from a density field smoothed at a particular length scale. On the theoretical
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side, we can compute the probability distribution of the eigenvalues of the tidal tensor analytically through
the Doroshkevich formula Eqn. 3.3, which we use in the computations here, which is the distribution valid at
all points in space rather than at voids in particular. One may also compute the distribution of the eigenval-
ues (i) for a void of size R identified with the size of the fluctuation at shell crossing as shown in subsections
3.2.2 and 3.2.3, or (ii) at the minima of the density field when smoothed at a particular length scale (eg. see
Appendix B of Lavaux & Wandelt (2009)). Both of these are not analytic estimates, but they can used to
construct samples of the eigenvalue distributions using Monte Carlo methods and lend themselves naturally
to use with the two classes of void finders respectively. The use of computationally intensive Monte Carlo
is beyond the scope of this paper based on Fisher estimates. Instead we use the analytic Doroshkevich
formula which was shown to be close to both of these distributions, but this requires us to identify the set
of voids that correspond to the voids obtained by smoothing the density field at a particular Lagrangian
scale RSmooth. If we find a set of voids at a particular redshift of a set of different sizes, how can we identify
what smoothing scale these voids correspond to? Given a set of point particles in space, we understand the
action of smoothing: it tends to homogenize the field at scales below the smoothing scale. Thus, one may
expect that on smoothing by a scale RSmooth, one will be left with voids with distribution such that there
are few voids of size below ≈ RSmooth, while the smoothing operation may slightly modify the shapes and
sizes voids of larger size. At a particular redshift, the probability of forming large voids is much smaller than
forming smaller voids. Consequently, the distribution of sizes of voids when the density field is smoothed
to a scale RSmooth, should be peaked at ∼ RSmooth. From simulations used in Lavaux & Wandelt (2009),
it appears that the distribution of the number of voids with radius R in a density field smoothed by a filter
of size RSmooth, is peaked at R ≈ 4RSmooth and falls off rapidly above that. While this inspired our choice
for identification of voids, it is important to keep in mind that the distribution depends on the cosmological
parameters through σlin(R, z). Consequently using an inaccurate selection criterion for voids can introduce
biases in parameter estimation, and the correct prescription may also change the errors and constraints.
In order to get a sense for how severely the constraints might be degraded when this is done, we compute
the constraints for three different prescriptions of identification the set of voids and compare how far the
constraints are degraded in different cases that suggest themselves. From the right panel of Fig. 3.1, we
see that the distribution gets broader for larger values of σR. Since this corresponds to lower theoretical
predictability, we should expect the parameter constraints to get degraded as the filtering scale R becomes
smaller. On the other hand, this will lead to a larger number of voids since there are many more smaller voids.
One may expect that when the density field is smoothed at RSmooth, a non-negligible fraction of the
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Figure 3.7: Sensitivity of Fisher Constraints with σǫ: Comparison of constraints from voids (open red
circles) with σǫ = 0.1 shown in Fig. 3.3 with pessimistically degraded constraints from voids due to a larger
σǫ = 0.4 for data in the near future (left panel) and in the far future (right panel). Despite the degradation,
the constraints are still interesting. HST and PLANCK priors were used in all the plots.
voids have radii between RSmooth and 4RSmooth. We can therefore use a different limit R = RSmooth in
accordance with our calculations using the generalized excursion set formalism in subsection. 3.2.2. Fi-
nally, if we assume that all voids larger than a particular smoothing scale would be found, we can take
RSmooth = Min({R}) found in that redshift bin. This is similar to the method adopted by Lee & Park
(2009). The corresponding constraints are shown in Fig. 3.6. The red open circles show the constraints
shown in Fig. 3.3 for the prescription where RSmooth = R/4, while the blue asterisks show the constraints
obtained for the case where RSmooth = R, and the open green squares show the constraints for the case
where RSmooth =Min({R}).
(d)Sensitivity to Error Levels
As discussed before, in our method of forecasting for Fig. 3.3, we have used a Gaussian Likelihood with
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an error σǫ = 0.1 assuming that its order was set by the uncertainty of measuring the void size which was
limited by the size of the void shell (if ∆ ≈ 0.4). Indeed, this seems larger than the values of the error levels
computed in section 5.3.2 of Lavaux & Wandelt (2009). Further, in our analysis, we have assumed that the
ellipticities of the mass tensor of voids are perfect tracers of ellipticity of the tidal tensor. More realistically,
there would be some scatter around the correlation as shown in section 5.2 of Lavaux & Wandelt (2009).
It is quite possible that scatter of this kind, or the assumptions that we have made might increase the level
of error bars on ǫ quantitatively. Therefore, we investigate the sensitivity of the constraints to the value of
σǫ, the error to which the ellipticity was assumed to be measured.
We show these constraints in Fig. 3.7, where the contours with red open circles show the constraints using
Voids + PLANCK + HST shown in the upper panels of Fig. 3.3 with A = 1 and σǫ = 0.1, while the
open green squares are the constraints where σepsilon has been increased to 0.4. The solid lines show the
constraints where the constraints are estimated with simultaneous use of the SNe data, ie. DES SNE for the
left panel and LSST SNe for the right panel. The thin black solid line is for σǫ = 0.1, while the thick blue
solid line is for σǫ = 0.4. The contours in black ”+” symbols show the constraints from SNe + PLANCK +
HST for reference.
Table 3.4: Relative Figure of Merit (FoM) for using voids (V)
SDSS+DES+HST+PLANCK EUCLID+LSST+HST+PLANCK
Parameters V+CMB+HST V + CMB+ HST +SNE V+CMB+HST V+CMB+HST+SNE
A = 1, σ = 0.1 1.2 16.8 8.8 331.0
A = 2, σ = 0.1 0.6 13.3 0.5 21.3
A = 1, σ = 0.4 0.5 7.7 0.7 27.6
Marginalized over b 0.2 3.3 0.2 104.5
RSmooth = Min({R}) 6.1 24.9 3.6 73.0
RSmooth = R 6.1 24.7 4.8 85.2
3.5 Summary and Discussions
The growth of cosmic structures with time depends on the background cosmology. Consequently, the growth
of structures have been used to constrain the parameters of the background cosmology. Traditionally, the
measures of growth used have characterized the growth of the volume of fluctuations. However, since the
fluctuations are not individually isotropic, there is further information about the cosmology in the growth
of asymmetry of the structures which could be extracted from its shape. Such a quantity parametrizing the
shape of voids and its evolution was studied in Park & Lee (2007); Lee & Park (2009). The basic idea
is that void shapes can be approximated as ellipsoidal structures, and relative sizes of the principal axes
can be used as tracers of functions of eigenvalues of the tidal ellipsoid. In a spectroscopic survey, all three
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axes of the void ellipsoid may be measured, and thus asymmetry parameters which describe the shape of
the ellipsoid are related to the quantities involving the eigenvalues of the tidal tensor, which depend on the
background cosmology through the linearly extrapolated variance in fluctuations. Such spectroscopic surveys
have been planned for studying large scale structure using traditional methods; thus the use of shapes does
not necessarily require new surveys, but allows one to leverage data in an additional way. Lavaux & Wandelt
(2009) show that recovering the the tidal ellipticity of voids to high precision is indeed feasible. To do so,
they identify voids and characterize the void tidal ellipticity using the simulated galaxy positions derived
from a numerical simulation. These derived ellipticities are then compared to the tidal ellipticity of the
complete displacement field given by the simulation.
In this paper, we study the constraints on dark energy parameters from future surveys in terms of
Fisher forecasts. The likelihood is a strong function of the linearly extrapolated variance of fluctuations at
the redshift of the void at the scale of the Lagrangian size of the void. Since voids expand in comoving
coordinates, their Lagrangian size is smaller than their observed (comoving) size, and this corresponds to
a larger variance. variance at a smaller scale than the observed void size. We assume an error model with
Gaussian noise on the measured ellipticity of the voids, and an arbitrarily assumed error on the ellipticity. We
provide explicit formulae for Fisher matrices, and an estimate of the number of voids expected to be found
from planned future surveys using semi-analytic methods. By comparing these Fisher constraints using void
shapes from these surveys to the traditional constraints from other measures, we find this method to be
promising: the constraints are quite competitive with traditional probes in the near future and combining
the constraints with supernovae data improves the DETF Figure of Merit for the supernovae data by a factor
of about ten. For futuristic data, we find that the constraints are close to ten times better than supernovae
data, and combining with supernovae data, we can improve the FoM by a factor of a few hundred.
We have used the Doroshkevich formula for the ellipticity throughout, but it has been shown (Lavaux
& Wandelt, 2009) that the distribution of ellipticity for a minima in the density field is slightly different.
In actual parameter estimation, we will have to account for this. We shall also have to use the scatter in
the correlation of the ellipticity of the void ellipsoid with the real shape of the tidal tensor as obtained from
specific void identification algorithms. An issue we have not addressed here is the ellipticity of voids that
can be generated due to redshift distortions (Ryden, 1995; Ryden & Melott, 1996) which would have to be
modeled to obtain unbiased parameter constraints from voids.
The Fisher constraints are computed using simple models of dynamics and a likelihood. For estimation
of parameters, each of these would need to be computed precisely. In the subsection 3.4.3, we discuss some
of the main sources of errors and ambiguities in our forecasts. We indicate how more rigorous, though com-
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putationally intensive calculations may be devised. We attempt to estimate how the parameter constraints
might be affected by these more rigorous methods. While the constraints are often weakened, they still
remain at least competitive with other constraints in the near future and the far future. In the case of
futuristic surveys, addition of the void ellipticity to other constraints result in an improvement of the FoM
by a factor of at least a hundred, in spite of degradation due to additional systematics. We therefore feel
that our study makes a strong case for pursuing this idea in greater detail.
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Chapter 4
Molecular hydrogen in the cosmic
recombination epoch
This is the work done in collaboration with Chris Hirata and is presented in Alizadeh & Hirata (2010).
4.1 introduction
The era of percent-level precision cosmology started with the exquisite measurements of the cosmic microwave
background (CMB) anisotropies by the Wilkinson Microwave Anisotropy Probe (WMAP) satellite (Bennett
et al., 2003). The CMB anisotropies are a very useful tool for cosmologists for two reasons. First, the
shapes and normalizations of the temperature and polarization spectra are sensitive to a host of cosmological
parameters (Jungman et al., 1996). Second, the physics underlying the CMB power spectrum is thought to be
well understood. It can be calculated by linear perturbation theory of the Einstein and Boltzmann equations
around a homogeneous, isotropic background (Peebles & Yu, 1970; Bardeen, 1980; Bond & Szalay, 1983);
the perturbation equations can be solved rapidly by modern numerical codes that have achieved agreement
at the 0.1% level in code comparisons (Seljak et al., 2003). However, to solve these equations one needs to
know the number density of free electrons as a function of redshift ne(z), the so called recombination history,
which enters into these equations through the Thompson scattering of photons from free electrons.
The first cosmological recombination calculations were carried out more than 40 years ago (Peebles, 1968;
Zeldovich et al., 1968), showing the importance of non-equilibrium hydrogen recombination because of the
high optical depth of the Lyman series lines in the early universe. A hydrogen atom can only reach its
ground state from the H i 2s level or 2p levels via two-photon decay and redshifting out of the Lyman-α
line, respectively. The early analyses assumed Boltzmann equilibrium of all n ≥ 2 levels of hydrogen, and
thus had to follow only ionized hydrogen H+ + e−, excited hydrogen H∗(n ≥ 2), and ground-state hydrogen
H(1s).
To obtain ne(z) to high accuracy, it is necessary to include additional physics. Thus theorists have
considered helium recombination (Matsuda et al., 1969, 1971; Hu et al., 1995; Dubrovich & Grachev, 2005;
Kholupenko et al., 2007; Switzer & Hirata, 2008a; Hirata & Switzer, 2008; Switzer & Hirata, 2008b; Rubin˜o-
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Mart´ın et al., 2008; Chluba & Sunyaev, 2010a); deviations from Boltzmann equilibrium for the n ≥ 2
levels of hydrogen (Chluba et al., 2007; Grin & Hirata, 2010; Chluba et al., 2010; de et al., 2010; Ali-
Ha¨ımoud & Hirata, 2010b); a host of two-photon processes (Dubrovich & Grachev, 2005; Chluba & Sunyaev,
2006b; Kholupenko & Ivanchik, 2006; Wong & Scott, 2007; Hirata & Switzer, 2008; Chluba & Sunyaev,
2008b; Hirata, 2008; Chluba & Sunyaev, 2010b); the transport of photons near Lyman-α due to multiple
resonant scattering (Krolik, 1989, 1990; Grachev & Dubrovich, 1991; Rybicki & dell’Antonio, 1994; Grachev
& Dubrovich, 2008; Chluba & Sunyaev, 2009b; Hirata & Forbes, 2009; Chluba & Sunyaev, 2009a, 2010b);
and cross-talk among various lines and the photoionization continuum (Chluba & Sunyaev, 2007; Switzer &
Hirata, 2008a; Kholupenko et al., 2010).
The workhorse recombination code Recfast, used for WMAP parameter constraints, was a fitting
function to such non-equilibrium calculations including all of the physical processes recognized as important
in the year ∼2000 (Seager et al., 1999, 2000), and there have been some subsequent updates (Wong et al.,
2008). Recfast was sufficiently accurate for the observations of its time, however to fully take advantage of
the power of the Planck satellite data (launched 2009) it is important to find ne(z) to the sub-percent level
(Lewis et al., 2006; Wong et al., 2008). This realization triggered a flurry of papers considering a host of new
phenomena that could affect the recombination history to the percent and sub-percent level, culminating in
two new publicly available codes that properly treat the radiative transfer effects in hydrogen and helium
recombination (Chluba & Thomas, 2010; Ali-Ha¨ımoud & Hirata, 2010a).
The calculation in this chapter is a continuation of the same effort to reach the required level of accuracy.
We consider how the formation and destruction of hydrogen molecules (H2) in the X
1Σ+g , B
1Σ+u and C
1Πu
electronic states can change the recombination history (see Appendix F for the explanation of molecular
term symbols). The reason that H2 might be able to change the recombination history is that the Lyman
and Werner bands (X1Σ+g –B
1Σ+u and X
1Σ+g –C
1Πu) are near the Lyman-α energy (hνLyα = 10.2 eV). Thus
the excitation, de-excitation, photodissociation, and photoassociation of the H2 molecule can shuﬄe photons
between the red and the blue sides of the Lyman-α line. In an expanding Universe, a photon redder than
Lyman-α is likely to simply redshift and eventually become a part of the far-infrared background, whereas
a photon bluer than Lyman-α will redshift into the Lyman-α frequency and excite a ground-state hydrogen
atom (which at z > 900 would have been likely to be photoionized). At an order of magnitude level, one
would expect this H2-mediated redistribution to become possibly significant if the net optical depth in the
Lyman and Werner bands τLW were of order 10
−3, which for the recombination-era density and Hubble
rate, and total oscillator strengths of order unity, would require an abundance x[H2] ≡ n(H2)/nH ∼ 10−12.
Therefore we are interested in even tiny quantities of molecular hydrogen. It is worth noting that some
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models of early Universe chemistry have found x[H2] & 10
−12 (Galli & Palla, 1998; Schleicher et al., 2008)
during the recombination epoch with simplified (i.e. not level-resolved) reaction networks.
The calculation of the abundance of hydrogen molecules has already been considered by many authors
but for a different cosmological goal, that is to assess the effect of the H2 molecule on the cooling of
metal-free gas and its implications for primordial star formation (Saslaw & Zipoy, 1967; Peebles & Dicke,
1968; Hirasawa et al., 1969; Yoneyama, 1972; Hutchins, 1976; Lepp & Shull, 1984; Haiman et al., 1996b,a;
Tegmark et al., 1997). Since direct radiative association to the X1Σ+g electronic level, i.e. 2H→H2(X1Σ+g )+γ
is forbidden, two separate hydrogen atoms must reach the ground state of H2 through an intermediate route.
For the case of the post-recombination era when kBTCMB < 0.2 eV the accessible routes are through the
H+2 (Saslaw & Zipoy, 1967) and H
− (Peebles & Dicke, 1968; Hirasawa et al., 1969) intermediate states.
Indeed, complex reaction networks have been constructed to follow hydrogen chemistry (Lepp & Shull,
1984; Galli & Palla, 1998; Stancil et al., 1998; Flower & Pineau des Foreˆts, 2000; Lepp et al., 2002; Hirata
& Padmanabhan, 2006). These have identified in particular the significance of the recombination-induced
CMB spectral distortion (Chluba & Sunyaev, 2006a; Rubin˜o-Mart´ın et al., 2008; Chluba & Sunyaev, 2008a)
in controlling pregalactic photochemistry, the importance of rate coefficients (Glover et al., 2006; Glover &
Abel, 2008; Glover & Savin, 2009), and the importance of following transitions among the various rotational
and vibrational levels of the H+2 ion at z < 500 (Hirata & Padmanabhan, 2006).
However, at the redshift of interest for us here, z ∼ 1000, there is another route for the formation of
hydrogen molecules: the inverse Solomon process (Dalgarno & van der Loo, 2006). At this era there are
enough ultraviolet photons (both blackbody photons and spectral distortion photons) to facilitate the photo-
attachment of two hydrogen atoms into an excited H2 molecule in one of the rovibrational levels of either
the B1Σ+u (Lyman band) or C
1Πu (Werner band) electronic states with energies ∼ 10 eV. The excited H2
molecule will re-emit the photon and decay to either a bound H2(X
1Σ+g ) molecule, or to the continuum of
the X level (i.e. to two H atoms). In equation form,
2H + γ ↔ H2(B1Σ+u ,C1Πu)↔ H2(X1Σ+g ) + γ. (4.1)
This mechanism and the charged-particle processes (H−, H+2 , and HeH
+) control the H2 abundance at
high redshift. The possible effect on hydrogen atom recombination is the main focus of this chapter. We
note that Dalgarno & van der Loo (2006) found only a small production of H2 via this mechanism, but
they did not include the spectral distortion photons in their rate coefficient and hence the total rate of H2
production could be many orders of magnitude larger. Of course, the same spectral distortion also drives H2
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photodissociation – the left arrows in Eq. (4.1) – so the net effect on the H2 abundance requires a detailed
calculation. Deviations from thermal equilibrium abundances arise not from the amplitude of the ultraviolet
photon spectrum, but the way in which its peculiar shape beats against the forest of H2 lines and dissociation
continua. Since we work at z > 800 we will not distinguish the matter versus radiation temperature.
This chapter is organized as follows: in Sec. 4.2 we write down the rate equations for the bound-bound
and bound-free transitions. These equations are then solved in the steady state approximation and the
results are presented in Sec. 4.3. We discuss the size of the H2 abundances found in the previous chapter on
the absorption of Ly-α photons and conclude in Sec. 4.4.
4.2 Abundance calculation
In the standard hydrogen recombination calculation (Seager et al., 2000) one follows the evolution of sev-
eral hundred energy levels of the H i, He i, and He ii atoms by including all bound-bound and bound-free
transitions and treating the radiative transfer of line photons in the expanding universe using the Sobolev
approximation (Sobolev, 1957; Rybicki & dell’Antonio, 1994). A similar treatment can be used for the H2
molecule.
This section is organized as follows: we begin with a description of the reactions included (Sec. 4.2.1)
and then turn to the rate equations (Sec. 4.2.2) and the steady-state approximation (Sec. 4.2.3). Finally, we
describe our model for the molecular data (Sec. 4.2.4) and the radiation field (Sec. 4.2.5), which is required
in order to evaluate the transition rates among H2 levels. The inclusion of the charged-particle reactions is
described in Sec. 4.2.6.
4.2.1 Basic reactions
Here, we consider the ground X and the excited B and C electronic states of the hydrogen molecule. The
latter are technically not bound since they can undergo spontaneous radiative dissociation, but they are
long-lived. We designate them with their rotational (J) and vibrational (ν) quantum numbers; in the case of
the C levels, which are Λ-doubled, it is necessary to describe the parity as either vector-like [C+, P = (−1)J ]
or axial [C−, P = −(−1)J ]. We consider only the bound energy levels of these states up to rotational
quantum number of J = 20.
The bound-free radiative reactions involving these levels (we do not consider the collisional reactions)
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are the dipole-allowed transitions,
H2(B
1Σ+u )↔ H(1s) + H(1s) + γ, (4.2)
and
H2(C
± 1Πu)↔ H(1s) + H(1s) + γ. (4.3)
The bound-bound reactions are the dipole-allowed transitions
H2(B
1Σ+u )↔ H2(X1Σ+g ) + γ (4.4)
and
H2(C
± 1Πu)↔ H2(X1Σ+g ) + γ, (4.5)
and the quadrupole-allowed transition,
H2(X
1Σ+g , νJ)↔ H2(X1Σ+g , ν′J ′) + γ. (4.6)
There are in principle other quadrupole-allowed transitions; however those involving the B and C electronic
states will be small in compared to the dipole-allowed transitions (B,C→X). We consider quadrupole tran-
sitions among the levels of the X electronic state with different rovibrational quantum numbers νJ because
there are no allowed dipole decays from these levels, and hence quadrupole decay might be significant in
comparison with excitation by (rare) ultraviolet photons.
We will denote the “thermal abundance” of an H2 level by its abundance if the reaction 2H↔H2 were in
equilibrium, i.e.
xi,th=
(2Ji + 1)gegnuc
g2H
(
2π~2
kBT
m[H2]
m2H
)3/2
e−[Ei−2EH(1s)]/kTnHx
2
H(1s), (4.7)
where gnuc is the nuclear degeneracy, ge = 1 is the electronic degeneracy, and gH = 4 is the degeneracy of
an H atom. Note that since the early Universe is not in ionization (Saha) equilibrium, the choice of 2H↔H2
as a reference reaction to define the thermal abundance is merely for convenience, and that achieving the
thermal abundance does not imply full thermodynamic equilibrium.
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4.2.2 Rate equations
The rate equations for the above reactions can be written as:
x˙i = x˙i|bb + x˙i|bf , (4.8)
where i denotes the level under consideration (we always resolve rotational and vibrational quantum numbers
of H2), the overdot ˙ denotes a derivative with respect to proper time, and xi ≡ ni/nH where nH is the proper
density of hydrogen nuclei (in any form – H ii, H i, or H2).
The bound-bound term is given by:
x˙i|bb = −
∑
j<i
Pij
{
xiAij [1 + f(νij+)]− xjAij gi
gj
f(νij+)
}
+
∑
j>i
Pji
{
xjAji[1 + f(νji+)]− xiAji gj
gi
f(νji+)
}
.
(4.9)
The first sum in the right hand side shows the rate of decrease of xi by radiative decays to lower levels
(spontaneous + stimulated) and increase of xi by radiative absorption. The second sum is for radiative
decays from the higher levels to the level i and their inverse processes. Here f(νji+) = f(νij + ǫ) is the
photon phase space density on the blue side of the line. Also, Pij is the Sobolev escape probability (Sobolev,
1960) (see Seager et al. (2000) for a short derivation) which is the probability that a photon emitted in the
line to escape out of it via redshifting before being reabsorbed by a molecule in a lower j level. It is given
by:
Pij =
1− e−τij
τij
, (4.10)
where the optical depth is
τij =
c3nH
8πHν3ij
Aij
(
gi
gj
xj − xi
)
. (4.11)
As a first step, we assume the H2 lines are optically thin, that is |τij | ≪ 1, and therefore all the emitted
photons will escape out of the resonance (Pij ≈ 1). This assumption must be checked at the end of the
calculation for self-consistency; later we will find it to be extremely good for all lines.
Similarly, the bound-free term can be written as
x˙i|bf = −xi
∫ Ei
Efree
αi(Ef )[1 + f(Ei − Ef )] dEf + nHx2H(1s)
∫ Ei
Efree
βi(Ef )f(Ei − Ef ) dEf . (4.12)
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The first term on the right hand side is for the dissociation of the hydrogen molecule into two H(1s)
atoms via radiative decay to an unbound vibrational state, and the second term is for the inverse process.
Here Efree = −1 Hartree is the energy of two separated H(1s) atoms with no relative kinetic energy. The
functions αi(E)dE = Ai→free(E)dE are the Einstein coefficients for the decay from a bound state i to the
continuum with energy E. The radiative absorption coefficients βi can then be calculated using the principle
of detailed balance:
βi(E) =
(
xi
nHx2H
)
th
1 + fth(Ei − E)
fth(Ei − E) αi(E). (4.13)
Using equilibrium thermodynamics to find the thermal abundance ratio (Eq. 4.7) and plugging in the black-
body spectrum fth(E) = 1/(e
E/kBT − 1) we finally find
βi(E) =
(2Ji + 1)gegnuc
g2H
(
2π~2
kBT
m[H2]
m2H
)3/2
e−(Ei−Efree)/kBTαi(E). (4.14)
Here, gH = 4 is the degeneracy of the ground energy level of the hydrogen atom, ge is the electron spin
degeneracy of the bound state i and is equal to 1 for all the states considered in this chapter as they are all
in singlet electronic spin states. Finally, gnuc is the nuclear spin degeneracy of the bound state i. It can be
calculated by demanding that the total wavefunction change the sign under exchange of the two protons;
this implies gnuc = 1 for the even-J energy levels of the X, B and C
+ electronic states and for the odd-J
states of C−. For the rest of the bound states the protons are in their triplet spin state, i.e gnuc = 3.
4.2.3 Steady state approximation
We can rewrite the rate equations above in matrix form. To do that it is convenient to define the bound-
bound transition matrix:
Rij =


Aij [1 + f(νij)] j < i
(gj/gi)Ajif(νij) i < j
0 i = j.
(4.15)
In addition, we define the dissociation term
γi =
∫ Ei
Efree
αi(Ef )[1 + f(Ei − Ef )] dEf , (4.16)
and the source term
si =
∫ Ei
Efree
nHx
2
H(1s)βi(Ef )f(Ei −Ef ) dEf . (4.17)
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Then it is straightforward to show that the Eqs. (4.8), (4.9) and (4.12) can be written in the compact form
x˙i = −
∑
j
Tijxj + si (4.18)
where the transition matrix T is defined by:
Tij = δij
(∑
k
Rik + γi
)
−Rji. (4.19)
If the transition times are much smaller than the age of the Universe, i.e. if the smallest eigenvalue λmin of
T is ≫ H, we can take x˙i = 0. Then the abundances can be found by the solution to the linear system:
x = T−1s. (4.20)
In fact, since the steady-state H2 abundance is exponentially increasing at the end of recombination, we
would like λmin to be larger than ζH, where ζ = d lnxss[H2]/d ln a. The steady-state approximation is
found to be valid until z ≈ 810, i.e. during the portion of the recombination epoch most relevant to CMB
anisotropies. We will find the smallest eigenvalue of T to become ≈ H at z = 750.
4.2.4 Molecular data
We require the bound-bound and bound-free Einstein coefficients Aij and αi. These must be calculated
since no tabulations of the full radiative dissociation spectrum from the B and C states is available (Abgrall
et al. (2000) gives integrated radiative dissociation rates and mean photon energies, but not a spectrum as
required here).
For the energy levels and dipole transitions, we use the Born-Oppenheimer approximation. This may not
be accurate for nearly degenerate vibrational levels of the B and C+ states: these can mix if they have the
same rotational quantum number J (C− states cannot mix with B by parity conservation). In these cases,
if e.g. the decay rate to a particular X rovibrational level is much greater for the pure B than the pure C+
state, then the mixing can enhance the decay rate from the energy eigenstate that is “mostly” C+ (Abgrall
& Roueff, 1989; Abgrall et al., 2000). However, in these cases we expect that the rates involving the B state
would have a greater impact on the H2 abundance than the C
+ state. Therefore, the Born-Oppenheimer
approximation is sufficient for the purpose of order-of-magnitude estimation of the H2 abundance.
We have acquired the electronic energy level surfaces from the literature for the X (Wolniewicz, 1993),
B (Staszewska & Wolniewicz, 2002) and C (Wolniewicz & Staszewska, 2003b) states, and used them to
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Figure 4.1: The P -branch contribution to the spontaneous dissociation of H2(B
1Σ+u ) from the J = 14, ν = 9
level, as a function of the center-of-mass frame kinetic energy of the final H atoms. Note the quasibound
resonance peak at Ek = 0.0009 Hartree, which contains ∼ 4% of the integrated rate.
construct Born-Oppenheimer wave functions. The electronic dipole matrix elements have also been obtained
from the literature for X–B (Wolniewicz & Staszewska, 2003a) and X–C (Wolniewicz & Staszewska, 2003b)
transitions. (The expressions for Einstein coefficients can be found in Appendix G.) Note that for the
radiative dissociation of the B and C electronic states, we consider decays to the vibrational continuum of
the X electronic state.
The dissociation coefficient αi(Ef ) is a complicated function of the final energy Ef due to the existence
of quasibound resonances of the H2 X
1Σ+g electronic state that ultimately dissociate via tunneling through
the centrifugal barrier. This behavior can still be captured by the Born-Oppenheimer approximation as long
as one uses sufficiently small steps in Ef ; see Fig. 4.1. (In principle, there is an additional requirement that
the resonances not be radiatively broadened, but since they have no allowed decays this is not a problem for
us.) In practice, when computing the integrals in Eq. (4.12) we use the adaptive step size integrator odeint
of Press et al. (1992).
We also consider the effect of adding the electric quadrupole transitions among different X1Σ+g states on
the H2 abundances by using the results of Wolniewicz et al. (1998) for the corresponding Einstein coefficients.
88
4.2.5 Radiation field
The above equations require knowledge of the radiation field as a function of the photon energy, f(E). The
relevant range of energies extends up to 0.54 Hartree (14.7 eV). This includes the range in which the spectral
distortion is significant. It also extends to energies greater than the ionization energy of H i, EI = 13.6 eV=0.5
Hartree.
The CMB blackbody component is specified by the radiation temperature. This is T (z) = 2.728(1 + z)
Kelvin, and we have not distinguished between the matter temperature and the radiation temperature (in
our redshift range z > 800 these differ by < 0.1%). The number density of hydrogen nuclei is
nH(z) =
(1− Y )ρcrΩb,0
mp
(1 + z)3, (4.21)
where Y = 0.24 is the mass weighted primordial helium abundance, ρcr = 1.8788 × 10−29h2 g cm−3 is the
critical density of the universe at the present time, mp is the proton mass and Ωb,0h
2 = 0.022 is the baryon
density parameter at the present time.
The radiation field at E < EI is obtained using the code of Hirata (2008), which includes both CMB
blackbody and spectral distortions. This code self-consistently follows the absorption and emission of Lyman-
series photons in the H i lines. In the case of two-photon transitions, it follows only the harder rather than
the softer of the two photons. This leads to small errors at E < 38EI, because the lower-energy photon in
the decay
H(2s)↔ H(1s) + γ + γ (4.22)
is ignored. However, at the redshifts of interest here (z > 800) this is not a significant oversight because the
CMB blackbody is dominant at these low energies, and even at later times the distortion from redshifting of
higher-energy photons (Lyman-α or the hard 2γ photons) is more important than the soft 2γ photons. The
code also includes the spectral distortion due to two-photon decays from higher levels H(3s,3d), and due to
the Raman process
H(2s) + γ ↔ H(1s) + γ, (4.23)
which results in a significant addition to the photons at E > ELyα.
The code of Hirata (2008) does not track the extreme ultraviolet (EUV), defined here as photons energetic
enough to ionize hydrogen, E ≥ EI. The reason is that the Universe is optically thick to such photons: in
< 10−7 Hubble times these photons will be absorbed. There is, however, a constant stream of EUV photons
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being produced via direct recombinations to the ground state,
H+ + e− ↔ H(1s) + γEUV. (4.24)
The abundance of these photons will thus rapidly reach its equilibrium value (Chluba & Sunyaev, 2007); in
the limit of f(E)≪ 1 so that we can neglect stimulated recombinations, we have
f(E) = e−E/kBT
n[H+]ne/n[H(1s)]
{n[H+]ne/n[H(1s)]}Saha . (4.25)
[The “temperature” in this equation (both in the exponential and the Saha abundance ratio) is technically
the matter temperature Tm since the photons are being produced and destroyed by interaction with matter,
but at high redshift we do not make this distinction.]
The overall radiation spectrum is shown in Fig. 4.2 at z = 1142.
In our analysis, we take the output of the standard calculation, namely the abundance of hydrogen atoms
and the phase space density of photons as a function of redshift and energy, as the input in our calculation
of the abundance of hydrogen molecule levels. Of course, if H2 abundances turn out to be high enough to
make a considerable change in the recombination history or radiation spectrum, one must perform a more
self-consistent calculation in which the feedback of H2 molecules on hydrogen recombination is taken into
account properly by solving the rate equation for all of the species simultaneously. But for the standard
cosmology, we will see that this situation does not arise.
4.2.6 The charged-particle processes
We have investigated the processes that produce H2 from neutral hydrogen atoms and radiation. However,
there are other mechanisms that contribute to their formation and destruction, namely the H−, H+2 , and
HeH+ pathways (these have been found to be dominant at low z in previous works, e.g. Galli & Palla (1998);
Hirata & Padmanabhan (2006)).
All of the reactions that we consider in this chapter, including these pathways, are shown in Fig. 4.3.
They include the radiative attachment/detachment for H−
H+ e− ↔ H− + γ, (4.26)
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Figure 4.2: The radiation spectrum at z = 1142, showing both the CMB blackbody spectrum (straight line)
as well as the full calculation including H spectral distortions.
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Figure 4.3: The network of routes for the formation and destruction of an H2 molecule that we consider in
this chapter.
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the radiative association/dissociation of H+2
H+H+ ↔ H+2 + γ, (4.27)
and that for HeH+
He + H+ ↔ HeH+ + γ. (4.28)
There are subsequent nonradiative reactions that generate H2 (and at sufficient temperature can destroy
it by operating in reverse): the H− channel
H− +H↔ H2 + e− (4.29)
and the H+2 channel
H+2 +H↔ H2 +H+. (4.30)
The latter can be aided by proton exchange from HeH+:
HeH+ +H↔ He + H+2 . (4.31)
Positive channel: H+2 and HeH
+
The positive ion channel (H+2 ) must be treated via level-resolved chemistry (Galli & Palla, 1998; Lepp et al.,
2002; Hirata & Padmanabhan, 2006). Our solution to this is to extend the T-matrix to include the additional
species. That is, we write
T =


TH2,H2 TH2,H+2
TH2,HeH+
TH+2 ,H2
TH+2 ,H
+
2
TH+2 ,HeH+
THeH+,H2 THeH+,H+2
THeH+,HeH+

 , (4.32)
and similarly the source vector s and abundance vector x are extended. The model H2 molecule includes 1435
levels (X, B, C+, C−) with J ≤ 20. We follow all 423 rovibrational levels of H+2 (X2Σ+g ). However, we treat the
HeH+(X1Σ+) ion assuming Boltzmann distribution of the rovibrational levels at the radiation temperature,
which is a good approximation since electric dipole transitions are allowed and rapidly thermalize the level
populations. The full T-matrix is thus 1859×1859.
The sub-block of the T-matrix and s-vector involving H+2 and HeH
+ was computed in Hirata & Padman-
abhan (2006): it contains Eqs. (4.27), (4.28), and (4.31), as well as contributions associated with the electric
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quadrupole transitions among the rovibrational states of H+2 (X
2Σ+g ). We used the code and rate coefficients
of Hirata & Padmanabhan (2006) to generate the corresponding matrices and source vectors. Since none of
our reactions directly connect HeH+ to H2 (they can only interconvert via H
+
2 ), we set TH2,HeH+ = 0 and
THeH+,H2 = 0. It therefore remains only to determine the sub-blocks TH2,H+2
and TH+2 ,H2
, which arise from
Eq. (4.30). These are related by the usual detailed balance relation,
Rji
Rij
=
xi,th
xj,th
=
x[H(1s)]
x[H+]
gi
2gj
e(Ej+EH(1s)−Ei−EH+ )/kBT , (4.33)
where i represents any state of H2, j any state of H
+
2 , EH(1s) −EH+ = −13.6 eV, and the factor of 2 comes
from the degeneracy ratio of H versus H+. The corresponding contributions to T can then be determined
from Eq. (4.19).
The rovibrational level-resolved forward reaction rates Rij for Eq. (4.30) are unfortunately not available
in the literature. Vibrationally resolved quantum-mechanical rates have been calculated (Krstic´, 2002),
however their calculation did not resolve the rotational levels and did not well-sample the lowest energies
required here. There is also the experimentally measured low-temperature rate of 6.4 × 10−10 cm3 s−1
(Karpas et al., 1979), which once again did not resolve rovibrational levels (see also the recent measurements
of the reaction of D+2 +H (Andrianarijaona et al., 2009)). The experiment of Karpas et al. (1979) did however
show by isotopic substitution that the reaction mechanism is charge transfer, i.e. the two nuclei in the initial
H+2 ion remain in the H2 molecule that is produced. Therefore the ortho- or para- nuclear spin character
should be preserved in the reaction of Eq. (4.30).
Since the calculations of Krstic´ (2002) suggest that at energies of several tenths of an eV the reaction
H+2 (ν = 0)+H→H2+H+ is most likely to leave the final molecule in the ν = 4 vibrational state, a simple
prescription is to assume that (i) the rate coefficient for this reaction is 6.4 × 10−10 cm3 s−1; (ii) the final
vibrational state is ν = 4; and (iii) the rotational quantum number (N for H+2 and J for H2) is unchanged
in the collision.
Negative channel: H−
Previous work (Galli & Palla, 1998; Lepp et al., 2002; Hirata & Padmanabhan, 2006) has established that
at z > 200, reaction Eq. (4.26) forces the H− abundance to its thermal equilibrium value because (i) the
matter and radiation temperatures are equal, and (ii) photodetachment by blackbody photons is the main
sink for H− on account of the strong CMB field and the low binding energy of H−, B[H−] = 0.754 eV. The
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thermal abundance is then given by
x[H−] =
nHxexH(1s)
4
(
2π~2
mekBT
)3/2
eB[H
−]/kBT . (4.34)
The associative detachment reaction, Eq. (4.29), can be incorporated by adding appropriate sources and
sinks. For the sources, we add
si+ = kinHx[H
−]x[H(1s)], (4.35)
where “+ =” means that the quantity is added to si. Here ki is the rate coefficient to level i of H2, which
we obtain from the calculations of Launay et al. (1991); we use the T = 3000K column of their table as it is
most appropriate for the recombination epoch and the temperature dependences are weak. Detailed balance
implies a corresponding sink for H2 molecules:
Tii+ =
kinHx[H
−]x[H(1s)]
xi,th
. (4.36)
(We may use xi,th here since the negative species are catalysts and hence have no effect if H2 is at the
thermal abundance; one may check explicitly that Tii in fact is proportional to nH(1s) with a coefficient that
depends only on temperature.)
4.3 results
4.3.1 H2 abundance
We now determine the H2 abundance by two methods: first, with only the Lyman and Werner band reactions
as sources and sinks for H2; and second, including the charged particle reactions as well. The latter, of course,
is our final result.
H2 dipole and quadrupole transitions only
The abundances of the H2 molecule in different rovibrational states xi can be found by using Eqs. (4.14–4.20).
The total abundance of all H2 molecules irrespective of rovibrational state is shown in Fig. 4.4. This
abundance shows the expected rapid increase in the early stages of recombination as the temperature drops.
At z . 1400, the photon phase space density f(E) begins to deviate substantially from the Planck spectrum.
One can see that the sense of the resulting spectral distortion is a temporary decline in the abundance of
H2, followed by a rapid recovery as the spectral distortion redshifts below the Lyman-Werner bands.
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Figure 4.4: The abundance of H2 molecules, x[H2], as a function of redshift. Short dashed blue and dotted
magenta lines show the cases where we do and do not include quadrupole transitions between X levels,
respectively, and only the Lyman and Werner band reactions can create and destroy H2. The long dashed
red curve shows the case when all the relevant reactions are included. The green solid curve shows the
thermal abundances of Eq. (4.7).
We show in Fig. 4.5 the ratio xi/xi,th of the abundances of the states in all vibrational levels within the
X1Σ+g J = 0 sequence of the hydrogen molecule to their abundances in thermal equilibrium at z = 1142. Here
again “equilibrium” refers to the abundance xi,th that would be obtained if the reaction H2(X
1Σ+g , ν, J)↔
2H(1s) were in equilibrium at the actual H(1s) abundance (the definition is important since the ionization
fraction deviates from Saha). The first two vibrational levels have approximately the same xi/xi,th; then
there is a sudden drop in this ratio going from the second to the third vibrational level, after which xi/xi,th
increases steadily and approaches 1 for the weakly bound states. The physical reason for this situation is
that a photon in or redward of the H i Lyman-α line is capable of exciting an H2 molecule only from the ν ≥ 2
vibrational levels (starting from ν = 0, 1 there is insufficient energy to reach the B or C electronic states).
Thus the ν ≥ 2 vibrational levels are rapidly photodissociated. The inclusion of the quadrupole transitions
enables H2(X
1Σ+g ) molecules to switch among the various vibrational levels and leads to a washing-out of
the step in abundance versus ν.
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Figure 4.5: The ratios of the abundances of the H2 X
1Σ+g levels with J = 0 to their thermal values at
z = 1142, plotted as a function of the vibrational quantum number ν. Blue stars magenta squares show
the cases with and without quadrupole transitions between the X electronic levels, respectively. This plot
included only the Lyman and Werner band reactions as sources and sinks for H2.
Inclusion of charged particle reactions: H+2 , HeH
+, and H−
We now turn on our full reaction network. We display the abundances of the various levels of H2 by plotting
the logarithmic abundance log10(xi/gi) versus the level energy. This is a straight line in the case of a thermal
distribution of levels. The actual result is shown in Fig. 4.6 for the X electronic states on the left and the
B, C+ and C− on the right. We can see that the highly excited rovibrational levels of the X electronic state
are near thermal equilibrium, but the lower levels are underpopulated by ∼ 2 orders of magnitude. On the
other hand the B, C+ and C− states are overpopulated compared to the equilibrium abundance and they
become more overpopulated relative to thermal for higher energy levels. This is a consequence of the shape
of the spectral distortion.
Thus far we have assumed the steady state approximation, i.e. that all of the eigenvalues of the T-matrix
are large compared to the Hubble expansion rate H. The minimum eigenvalue of T is shown in Fig. 4.7
together with the Hubble rate. We can see that for z > 800 the minimum eigenvalue λmin is much larger
than the Hubble rate. In fact, due to the rapid increase in the H2 abundance, we should really be comparing
λmin to d lnx[H2]/dt; the crossing of these occurs at z ≈ 810, which is roughly where we expect the steady
state approximation to fail. As a consequence, we do not show H2 abundances at lower redshifts.
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Figure 4.6: The abundance of each H2 level plotted versus the level energy at z = 1142. In the left panel we
show the abundances of X levels and in the right panel the B, C+ and C− levels. The solid line shows the
thermal equilibrium abundances.
Figure 4.7: The minimum eigenvalue of the rate matrix T (solid blue) as compared to the Hubble rate
(dashed magenta).
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Figure 4.8: Here we show the abundances of the intermediate species, H−, H+2 , and HeH
+ in the left panel
and H2(B,C
±) in the right panel, as a function of redshift during the recombination epoch.
In Fig. 4.4 we show the sum of the abundances of all the X, B and C± levels of the H2 molecule as a
function of redshift (in practice, this sum is dominated by the X electronic state). Short dashed blue and
dotted magenta lines show the cases where we do and do not include quadrupole transitions between X
levels, respectively, and only the Lyman and Werner band reactions can create and destroy H2. The long
dashed red curve shows the case when all the relevant reactions are included. The green solid curve shows
the thermal abundances of Eq. (4.7). We can see that the addition of new transitions consistently causes
the non-thermal abundance of H2 molecules to increase, while always staying below the thermal abundance.
We also show the abundances of the intermediate species in Fig. 4.8. The left panel shows the abundances
of the charged particles and the right panel the excited electronic states B and C± of the hydrogen molecule.
Even though the abundances of the excited states are much smaller than those of the charged particles, they
must be included since the transition rates between these excited states and the H2 ground state can be
much higher than the transition rates connecting the charged particles to the ground state.
A related possible formation channel for H2 that is mentioned in the literature is from the reaction of an
excited and a ground-state H atom (Dalgarno & van der Loo, 2006):
H(1s) + H(n = 2)↔ H2(X1Σ+g ) + γ. (4.37)
This reaction proceeds if the reactants approach each other in the vibrational continuum of a 1Σ+u or
1Πu
electronic state (usually B or C), and in order to produce a bound H2 molecule the photon must have an
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Figure 4.9: Total Sobolev optical depth of all of the Lyman and Werner lines as a function of redshift.
energy E > E(Lyα). Since the phase space density of photons is a steeply decreasing function of energy
(including a step at Lyman-α), we would expect that the photodissociation of the levels of H2 is dominated
by transitions through the discrete vibrational levels of B1Σ+u and C
1Πu rather than the higher-energy
continuum. One can also check the formation of H2 by this mechanism directly: using the rate coefficient
2.09× 10−14(T/300 K)0.24e−T/37800K cm3 s−1 (Stancil et al., 1998), we find a maximum production rate of
H2 molecules per H nucleus per Hubble time of 7× 10−12 at z = 1250. This channel is thus subdominant to
the HeH+/H+2 channel. All of these are small compared to the transitions through H2(B
1Σ+u ,C
1Πu).
4.3.2 Effect on recombination
Since some of the X–B and X–C transitions have energy above the Lyman-α energy, the absorption or
emission of a photon in this line by an H2 molecule adds or removes a photon that would have otherwise
excited a hydrogen atom at a later time, and therefore it will alter the process of recombination of hydrogen
atoms. To estimate this effect, we must estimate both the Sobolev optical depth of the various lines using
Eq. (4.11), and the rate of production of photons in the X–B and X–C bands.
In Fig. 4.9 we show the net Sobolev optical depth for all X–B and X–C lines. We can see that the optical
depth of the sum of all the lines is much smaller than one, and therefore each individual line is also optically
thin. This then justifies using Pij = 1 for the Sobolev escape probability throughout this chapter.
The net rate of emission of photons in the X–B and X–C bands at energies above the Lyman-α energy is
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Figure 4.10: The net rate of emission (i.e. emission minus absorption) of photons at E > E(Lyα) in the H2
Lyman and Werner bands, measured in photons per H nucleus per Hubble time.
shown in Fig. 4.10. We see that there was no absorption or emission in this line at very early times when the
universe was in thermal equilibrium. However, at redshifts of ∼ 1500 the deviation of the hydrogen molecule
abundances from their thermal values, coupled with the CMB spectral distortion, lead to a net emission of
super Lyα photons for both the Lyman and Werner bands. The Lyman band, however, started absorbing
super Lyα radiation later on. The net number of emitted photons turns out to be negligible (∼ 10−11) and
so it can only cause a very small change in the abundance of H atoms.
There is one final possibility for reactions involving H− and H+2 to affect recombination, namely through
the neutralization reactions
H− +H+ ↔ 2H (4.38)
and
H+2 + e
− ↔ 2H, (4.39)
which – in combination with Eqs. (4.26) and (4.27) – lead to a net recombination. They are, however,
negligible: even for the “upper limit” rate coefficient for Eq. (4.38) of 5×10−9 cm3 s−1 (Glover et al., 2006),
we obtain a maximum recombination rate per Hubble time (x˙1s/H) of 1.1 × 10−11. Even this is too large
since Eq. (4.38) usually leaves one of the hydrogen atoms in an excited level (principally n = 3) (Fussen &
Kubach, 1986) from which it has a large probability of being photoionized. Similarly, for Eq. (4.39), the rate
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coefficient at recombination-epoch temperatures is of order ∼ 10−8 cm3 s−1 (Schneider et al., 1994), which
implies recombination rates of order x˙1s/H of order 10
−10.
4.4 Discussion and Conclusion
Since the Lyman and Werner band transition energies of H2 are near the H Lyα energy, it is expected that
the abundances of H2 energy levels deviate appreciably from their thermal abundances. This is because the
photon phase space density has been distorted by the redshifted Lyα photons as in the standard hydrogen
atom recombination picture. However, it is not clear from the outset whether this distortion to the photon
phase space density increases or decreases the abundances of H2 levels compared to their thermal abundances,
since the spectral distortion photons accelerate both the production and destruction of H2. To answer this
question and ultimately to see to what extent the H2 molecules can affect the recombination history we
have in this chapter carried out a detailed calculation including all of the rovibrational levels of the H2
X1Σ+g , B
1Σ+u , and C
1Πu electronic states up to rotational number J = 20, together with the charged species
relevant to the formation of hydrogen molecules, that is H+2 , HeH
+ and H−. We have calculated the bound-
bound and bound-free dipole transition rates for the Lyman and Werner bands of the hydrogen molecule
using the Born-Oppenheimer approximation. Special care has been taken to find the resonances of the
bound-free transitions. The rate equations connecting the energy levels are then solved in the steady state
approximation and the level abundances are found by a matrix inversion for each given redshift.
Our main result is that the shape of the CMB spectral distortion reduces the abundance of H2 compared
to the thermal abundance, resulting in low H2 abundances throughout the recombination epoch; see Fig. 4.4.
The inclusion of the quadrupole transitions among rovibrational levels of the X electronic state increases
the H2 abundance, and adding the charged particle processes increases the H2 abundances yet more, while
remaining below the thermal abundance. We find x[H2] ∼ 10−16 during most of the recombination epoch,
rising to 10−13 at z = 800. We conclude that – despite the high cross section for Lyman and Werner
band absorption – H2 is not relevant for determination of the primordial recombination history and CMB
anisotropies.
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Chapter 5
Conclusion
The linearized Boltzmann and Einstein equations, which form the backbone of many areas of cosmology, are
the products of many decades of research by many brilliant physicists. The results match the observations
of the CMB and the large scale structure of the universe extremely well.
The work in linear perturbation theory is essentially finished and a more open area of research is the
description of the Universe in its non-linear regime. Large supercomputers are being used to simulate N-
body simulations that probe this regime. On the theoretical side, however, it is hard to progress through
the ab-initio calculations as is common in non-linear theories. Still progress can be made if one builds a
model based on reasonable assumptions, even though it is hard to prove these assumptions from fundamental
principles. One of these models, the excursion set formalism, is a strikingly simple yet successful model to
capture the non-linear effects in the Universe which matches the results from N-body simulations quite well.
In one of my projects, I used this formalism to find the merger and accretion history of halos, which can be
used in theoretical models of galaxy formation and evolution. The excursion set model, though extremely
useful, suffers from a few drawbacks. First of all, the model is not self-consistent, that is in this model the
rate of mergers between halos of mass M1 with those of mass M2 is not the same as the rate M2 mass halos
merge with M1 mass ones. Second, simulations show that the formation times of halos depends on their
environments, a result that is in disagreement with the excursion set formalism. Easing the assumption
of uncorrelated random walks alleviates this problem at the expense of adding considerable complexity to
the calculations. Nonetheless, it should be interesting to modify our formalism of accretion and merger
rates calculations to the case of non-Markovian random walks and see how they compare to the numerical
calculations.
Cosmologists do not have the luxury of creating a Universe in the laboratory. They are handed a single
Universe and a small number of observables from which they have to prove or disprove different scenarios.
It is then very important to take advantage of all the information hidden in the observed Universe. There is
an ongoing effort in our research group to use cosmological voids as a probe. In one of my research projects
we quantified the amount of information one can gain from the shapes of voids and found that it has the
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potential to add to our knowledge about the Universe and specifically about the mysterious dark energy.
The physics of recombination is very rich, with lots of phenomena that must be considered to be con-
sidered to calculate it to sub-percent level accuracy, as is required to correctly deduce the cosmological
parameters from the Planck satellite. In my work in this direction, I looked at the effect that hydrogen
molecules could have had on the recombination history. Because of the distortion in the radiation, mostly
from escaped Ly-α photons, the abundances of hydrogen molecules in their different energy levels deviate
from the thermal values and therefore, one needs to solve the rate equations to follow the abundances of
the energy levels out of equilibrium. I did this by first finding the energy eigenstates of the rotational and
vibrational sub-levels of the first three electronic states of hydrogen molecules together with their bound-
bound and bound-free transition strengths. These results then were used to solve the rate equations from
which the abundances were found. It turned out that the distortion of the radiation field from a black-body
spectrum causes the abundances of hydrogen molecules in their ground electronic state sub-levels to decrease
compared to their thermal abundance and the effect it has on the recombination is negligible.
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Appendix A
Numerical solution
The goal of this section is to solve Eq. (2.9) for facc(S1|ω, Sf , ωf ) numerically using the method of unknown
coefficients. To begin, it is more convenient to work with the new unknown function fd ≡ ftot− facc instead
of facc. Suppressing the limits of integration for simplicity of notation, we can then write the integral
equation 2.9 in the form
fd(Si|ωi, Sf , ωf ) = b(Si, ωj , Sf , ωf )−∫
dω
∫
dS1
∫
dS2fd(S1|ω, Sf , ωf )f(S1 → S2;ω)ftot(Si|ωi, S2, ω),
(A.1)
where
b(Si, ωj , Sf , ωf ) ≡
∫
dω
∫
dS1
∫
dS2ftot(S1|ω, Sf , ωf )f(S1 → S2;ω)ftot(Si|ωi, S2, ω), (A.2)
and is a known function. We are seeking a solution of fd(S|ω, Sf , ωf ) for a given (Sf , ωf ) so we further
suppress these two arguments such that fd(S, ω) ≡ fd(S|ω, Sf , ωf ). In the method of unknown coefficients
one expands the unknown function fd as a sum of some appropriate basis functions qn(S, ω),
fd(S, ω) =
N∑
n=1
anqn(S, ω) (A.3)
with the goal of finding the coefficients an. The functions qn(S, ω) should go to zero when ω → ωf or
S → Sf +∆(Sf ). The latter limit arises because by definition, for M −Mf < Mres there is no merger, so
facc = ftot in this range. The number of terms N we need to have a convergent solution depends on the
choice of the basis functions. A simple choice which we used in our calculation is the power series:
qn(S, ω) ≡ (ω − ωf )n1(S − (Sf +∆(Sf ))n2 , n1, n2 ≥ 1. (A.4)
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We then plug this into the integral equation and evaluate it for a given choice of (S, ω) = (Sj , ωj):
N∑
n=1
anqn(Sj , ωj) = b(Sj , ωj)−
N∑
n=1
anwn(Sj , ωj), (A.5)
where b is defined in equation A.2 and the wn are:
wn(Sj , ωj) ≡
∫
dω
∫
dS1
∫
dS2qn(S1, ω)f(S1 → S2;ω)ftot(Sj |ωj , S2, ω). (A.6)
Equation A.5 is a simple algebraic equation for the unknown coefficients an. If we plug N different choices
of (Sj , ωj into this equation we will have N equations for the N unknowns an.
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Appendix B
Monte-Carlo simulation
First we briefly describe how the binary merger with accretion works. For a small change in ∆ω the
probability of absorbing a mass ∆S in this time interval is given by:
P (∆S,∆ω) dS =
1
(2π)1/2
∆ω
(∆S)3/2
exp
[
− (∆ω)
2
2∆S
]
(B.1)
Starting from a parent halo with mass Sp at time ω we go backward in time to ω−∆ω. Then, if M(∆S) <
Mres we consider that to be accreted mass, stop tracking its history, and take Mp −M(∆S) as the new
parent halo at redshift ω − ∆ω assuming that this new Mp is larger than Mres. If not, we consider that
as accreted mass and do not continue to track its history. We choose ∆ω small enough to ensure that the
probability of having a merger in this time interval becomes small. In other words we demand:
∆ω ≪
√
S(Mp −Mres)− S(Mp) (B.2)
Then we generate a random number ∆S consistent with the distribution B.1. This is a very easy task to do
since equation B.1 can be converted to a Gaussian distribution by a change of variable x ≡ ∆ω/(2√∆S).
This procedure is then repeated with the new halos as the parent halos until we reach the time ωi where we
want to compare our numerical results with the Monte-Carlo simulation. While making the merger tree we
keep track of each halo to know how many times in their history they experienced a merger so we will be
able to find the distribution of halos with no merger, one merger and so forth.
There are several other methods to generate merger trees and it would be interesting to see if the small
discrepancy between our results and the MC will disappear using these methods. For example, the method
outlined in Moreno et al. (2008), which takes discrete steps in mass rather than time, seems to be using more
of the ingredients of the random walk formalism and therefore seems to be a better method to compare to
our results. We leave this comparison to future work.
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Appendix C
Other Parametrizations of
Asphericity of fluctuations
A popular choice (Bardeen et al., 1986) for density profiles, or (Sheth et al., 2001; Sheth & Tormen, 2002)
expresses this in terms of ”ellipticity” and ”prolateness” for the tidal ellipsoid:
e =
(λ1 − λ3)
2(λ1 + λ2 + λ3)
p =
(λ1 + λ3 − 2λ2)
2(λ1 + λ2 + λ3)
(C.1)
Since this is a function of the eigenvalues {λ}, there is a one to one correspondence with the asphericity
parameters describing the void ellipsoid in Eqn. 3.2.
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Appendix D
Generalized Excursion Set Formalism
It should also be noted that the Doroshkevich formula is based on conditioning on the variance within a
smoothing scale R at initial times (or equivalently Lagrangian smoothing scale R), rather than the size of
the structures themselves at later times. This seems suitable for void finders such as DIVA (Lavaux &
Wandelt, 2009), which use the variance σR as a parameter, but may be unsuitable for use with other void
finders which find voids of particular radii at redshifts.
In order to confront data obtained from the class of void finding algorithm based on clustering of un-
derdense regions which uses the sizes of voids as parameters, one needs to theoretically study a distribution
of shapes of voids for different sizes. This in turn requires a theoretical definition of the void boundary.
A void expands faster than the background universe, and this results in shell crossing forming the denser
void wall. Accordingly, Blumenthal et al. (1992) argued that the formation of a void corresponds to this
shell crossing and is thus directly analogous to the collapse of a halo into a point in the spherical collapse
model . In a spherical expansion model, they found that the linearly extrapolated density field at the time
of shell crossing, is δv = −2.81. Following them, we assume a void forms when the linearly extrapolated
underdensity inside it reaches this critical value which is analogous to the critical overdensity of the Press-
Schechter method. Since, we are interested in the asphericity of the voids, we use a generalized excursion set
method to construct a distribution of the ellipticity of the tidal tensor of points at early times, given that
they evolve to form the voids of Lagrangian size R. Each point mass belongs to a void of a certain radius at
some redshift, and had an initial Tidal tensor. The goal of this method is to assign to each point mass in
Lagrangian space (a) the radius of the void to which this point will belong at any given redshift, and (b) the
eigenvalues {λ1, λ2, λ3} of the initial tidal tensor at that point. We provide a brief summary of the method
and the results here.
We start with a large Lagrangian radius R, so the smoothed variance of density fluctuations σ(R) is 0 and
the tidal tensor T is taken to be zero. We perform a random walk where we decrease the radius R by steps
of ∆R (thereby increasing σ(R) at each step), and execute six dimensional random walk in the independent
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Figure D.1: Comparison of the distribution of ellipticity e (prolateness p) in the left (right) panel according
to Doroshkevich formula with the distribution obtained from generalized excursion set formalism described
for different values of ν = δσ
elements of the Tidal Tensor, with the probability of each element P (∆Ti,j , R) at radius R depending on
σ(R) and equal to the probability implied by the statistics of Gaussian fields. The random walk is stopped
at the largest value of R when the linearized density field given by the sum of the eigenvalues of the tidal
tensor Ti,j(R) =
∑
>R∆Ti,j crosses the critical value of −2.81, and the values of the eigenvalues {λ1, λ2, λ3}
and R at the point of termination are taken to be a sample of the tidal tensor eigenvalues and void size
at that initial redshift. The mass function of voids thus obtained is identical to the mass function that
would be obtained by a spherical collapse model (without accounting for the Void in Cloud problem), but
it gives us a distribution of the asphericity parameters. Repeating the process, one can construct samples
of the multivariate distribution n(R, {λ}), from which one can obtain samples for any particular asphericity
parameter for voids of size R by restricting the samples to a bin around R and marginalizing over other the
asphericity parameter.
In Fig. D.1, we show the histograms of the “ellipticity” e and “prolateness” p parameters of Eqn. C.1 of
proto-voids that form voids of radius R obtained from the generalized excursion set formalism for different
values of ν = δσ overplotted with the distribution implied by the Doroshkevich formula in terms of the
same parameters when smoothed over a radius R. The figure shows good agreement between the two. As
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discussed, in Lavaux &Wandelt (2009), it was shown that the samples of the eigenvalues of the tidal tensor of
fields smoothed at a particular smoothing scale RSmooth are similar to the Doroshkevich Formula. Together,
this implies that both methods while giving slightly different results are fairly consistent, increasing our
confidence in these methods.
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Appendix E
Eulerian Evolution of Triaxial
Systems
It is well known that the Zeldovich approximation fails to describe structure formation at small scales in
the vicinity of density peaks. This is because in high density regions, caustics form making the Lagrangian
mapping non-invertible. The onset of this problem is characterized by shell crossing. Thus, at the minima of
the density field well inside a void, which is our region of interest, the Zeldovich approximation should work
well. Here, we compare with another approximation which works reasonably well in the vicinity of peaks.
The evolution of a homogeneous ellipsoid of (real) density contrast δm(t)in a homogeneous and isotropic
flat LCDM universe with scale factor a¯ and densities ρm(t) and ρvac has been studied (Eisenstein & Loeb,
1995; Bond & Myers, 1996). The equation of motion of the scale factor, ai and i = 1, 2, 3 , of three principal
axes of the ellipsoid can be studied in terms of a second order Taylor expansion of the gravitational potential
(Bond & Myers, 1996):
d2
dt2
ai =
4πG
3
(2ρvac − ρm(t))ai(t)− 4πG
3
ρm(t)δm(t)ai(t)− 4πG
3
ρm(t)(
3b′i(t)δm(t)
2
+ 3λ′ext(t))ai(t) (E.1)
where the term in the first parenthesis is the effect of the usual background expansion in a flat LCDM model,
the second term is the effect of the perturbation as in spherical collapse, and the third term models the effect
of the aspherical nature of the perturbation itself, and the external tides. The quantities b′i(t) are defined by
b′j(t) = a1(t)a2(t)a3(t)
∫ ∞
0
dτ(
a2j (t) + τ
)
(a21(t) + τ)
1/2
(a22(t) + τ)
1/2
(a23(t) + τ)
1/2
− 2
3
(E.2)
while we use the the two approximation presented in Bond & Myers (1996) for the external tidal field λ′(t):
linear external tide approximation: λ′i(t) = λi(t)− δ(t)/3 (E.3)
nonlinear external tide approximation: λ′i(t) = 5b
′
i(t)/4 (E.4)
λi are, as before, the eigenvalues of the tidal tensor and δ is the linearly extrapolated initial overdensity and
they are proportional to the linear growth factor D(t).
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The initial conditions are set by using the Zeldovich approximation and are:
ai(tinit) = a¯(tinit)(1− λi(tinit)) (E.5)
a˙i(tinit) = H(tinit)ai(tinit)− a¯(tinit)HD(tinit)λi(tinit), (E.6)
where HD ≡ D˙(t)/D(t).
We integrate these equations numerically to find the axis ratios of an ellipsoid at the time of shell crossing
in terms of its initial e and p. Fig. E.1 compares the result of this calculation to the Zeldovich approximation.
Here we plot the smallest ratio of the principal axes α = (J3/J1)
1/2
at the present time calculated from the
ellipsoidal evolution of Bond & Myers (1996) ( αBM ) against the corresponding ratio calculated from the
Zeldovich approximation (αZeld), for different values of the other ratio of axes β = (J2/J1)
1/2
computed
using the Zeldovich approximation in different panels. The blue dots are for the linear approximation for the
evolution of the outside tidal field and the magenta dots for the non-linear model for external tides (see Bond
& Myers (1996) for a detailed discussion on these choices). The solid line shows the curve αBM = αZeld.
Since we must have 0 < α < β < 1 the dots only extend to α < β. It shows that the ellipsoidal collapse
approximation is very similar to the Zeldovich approximation for voids.
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Figure E.1: A comparison of evolution of the axes ratios α and β of the void ellipsoid computed using the
linear tide approximation of Bond & Myers (1996) (blue dots), the non-linear tide approximation (magenta
dots) against the ratios computed using Zeldovich approximation for different values of the axes ratio β
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Appendix F
Molecular Term Symbols
Like the atomic term symbols, the molecular term symbols are a convenient and concise way of writing the
symmetries and the angular momentum properties of the electronic part of the wavefunction of a molecule.
In the case of a linear molecule, and ignoring the spin-orbit couplings, the electronic angular momentum
operators that commute with each other and with the electronic Hamiltonian are (Sˆ2, Sˆz, Lˆz), where z-axis
is along the internuclear axis of the molecule. For homonuclear diatomic molecule, which is the case we are
dealing with, the term symbol is conventionally written as
2S+1Λ
(+/−)
g/u (F.1)
where S is the quantum number for the total spin operator Sˆ2, Λ is the absolute value of the eigenvalue of
the projection of the orbital angular momentum along the internuclear axis, Lˆz. Different values of Λ are
commonly shown by Σ, Π, ∆, Φ,... for Λ = 1, 2, 3, 4 · · · , respectively. If the electronic wavefunction is even
(gerade in German) under parity it is shown by the symbol g and if it is odd (ungerade) it is shown by the
symbol u. For the Σ states, i.e. Λ = 0, there is another symmetry, which is the reflection along an arbitrary
plane containing the internuclear axis. If the wavefunction is symmetric upon reflection it is shown by a +
sign and if it is anti-symmetric it is shown by a − sign.
The number of degenerate states (with spin-orbit coupling ignored) are:
(2S + 1)× 2 ifΛ 6= 0
(2S + 1) ifΛ = 0 (F.2)
The ground state is usually shown by the letter X, and the excited states by A, B, C, ... .
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Appendix G
Formulae for H2 dipole transitions
This appendix summarizes the notation and formulae we use for the H2 molecular wave function and the
dipole transition rates.
We use unprimed coordinates (x, y, z) to denote a laboratory-fixed frame, and primed (x′, y′, z′) to denote
a coordinate system that rotates with the molecule: the z′-axis is taken to be parallel to the internuclear
separation vector R, and the x′ axis is then chosen to lie in the zz′-plane.
For the X1Σ+g electronic state, the wavefunctions can be written in the Born-Oppenheimer approximation
as
ΨX,νJM (r,R) =
φνJ(R)
R
YJM (Rˆ)χ(r|R), (G.1)
where r = (r1, r2) is the 6-dimensional vector of positions of the two electrons, and χ(r|R) is the electronic
energy eigenstate associated with the X1Σ+g state with internuclear separation R. A similar equation holds
for the B1Σ+g electronic state. For C
1Πu, one must account for the existence of two degenerate wavefunctions
χ±(r|R) with z′-component of electronic orbital angular momentum Λ = ±1. In this case the wave function
is
ΨC±,νJM (r,R) =
φνJ(R)√
2R
[
Y +1JM (Rˆ)χ+(r|R)± Y −1JM (Rˆ)χ−(r|R)
]
, (G.2)
where Y sJM is a spin-s spherical harmonic (Newman & Penrose, 1966; Goldberg et al., 1967). (Some refer-
ences, e.g. Abgrall & Roueff (1989), use rotation matrices instead of spin-weighted spherical harmonics, but
these are equivalent.) Note that there are two such wave functions (+ and −) with opposite parity, which
are degenerate (Λ-doubled) in our level of approximation.
Normalization of the total wavefunction then requires
∫∞
0
|φνJ(R)|2dR = 1. Since the C electronic
states have parity u, i.e. χ(−r|R) = −χ(r|R), the total wavefunction satisfies: ΨC±,νJM (r,−R) =
±(−1)J+1ΨC±,νJM (r,R).
The Einstein coefficients for dipole transitions are discussed in general in textbooks, e.g. Landau & Lifshitz
(1965); Berestetskii et al. (1980). In our case, the C→X transition rates are as follows: for the electric dipole
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transition of a H2 molecule from an excited state a = (C, νa, Ja) to a lower level b = (X, νb, Jb), we have
Aab =
4e2(Ea − Eb)3
3~4c3(2Ja + 1)
|Mab|2 , (G.3)
where the matrix element is
|Mab|2 =
Ja∑
Ma=−Ja
Jb∑
Mb=−Jb
|〈ΨXνbJbMb |d|ΨCνaJaMa〉|2 . (G.4)
Here d = −er1 − er2 is the electric dipole operator. The matrix element expands as
〈ΨXνbJbMb |d|ΨC±νaJaMa〉 =
∫
d3R
φ∗XνbJb(R)
R
φCνaJa(R)√
2R
Y ∗JbMb(Rˆ)
×
[
Y +1JaMa(Rˆ)D
CX
+ (R)± Y −1JaMa(Rˆ)DCX− (R)
]
, (G.5)
where the fixed-R electric dipole moment for the C → X transition is:
DCX± (R) = −e
∫
dr31dr
3
2χ
∗
X(r|R)(r1 + r2)χC,±(r|R)
= DCX(R)
−xˆ′ ± iyˆ′√
2
. (G.6)
The values of DCX(R) are calculated in Wolniewicz & Staszewska (2003b). For the B→X transition one
finds DBX(R) = DBX(R)Rˆ. We use the results of Wolniewicz & Staszewska (2003a) for it.
By plugging Eq. (G.6) into Eq. (G.5), separating the R integration from the Rˆ integration, writing xˆ′
and yˆ′ in terms of the fixed coordinated unit vectors (xˆ,yˆ,zˆ) with coefficient written in the form of spin
wighted spherical harmonics with degree s = 0, calculating the integrals of the three spin-weighted spherical
harmonics in terms of the Wigner 3j symbols and using the orthogonality relations of the 3j symbols to do
the sums over Ma and Mb one finally finds:
|MPab|2 = JaK(C+νaJa,XνbJb),
|MRab|2 = (Ja + 1)K(C+νaJa,XνbJb), and
|MQab|2 = (2Ja + 1)K(C−νaJa,XνbJb), (G.7)
where the change in angular momentum is denoted by the branch indices P (Jb − Ja = 1), Q (Jb − Ja = 0),
117
and R (Jb − Ja = −1), and
K(YaνaJa, YbνbJb) =
∣∣∣∣
∫ ∞
0
φ∗YbνbJb(R)DAB(R)φYaνaJa(R)dR
∣∣∣∣
2
. (G.8)
Similarly, for the B→X transitions,
|MPab|2 = (Ja + 1)K(BνaJa,XνbJb) and
|MRab|2 = JaK(BνaJa,XνbJb). (G.9)
These equations agree with Abgrall & Roueff (1989), appropriately restricted to the case of no B–C mixing.
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