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Zusammenfassung
In der vorliegenden Arbeit wird das effektive Verhalten von instationa¨ren Lo¨sungen fu¨r
zwei nichtlineare partielle Differentialgleichungen untersucht, deren Anfangszusta¨nde sehr
schnell oszillieren. Zu diesem Zweck werden Young-Maß-Lo¨sungen und Young-Maß-Kon-
vergenz definiert. Ein Youngsches Maß ist eine schwach meßbare Familie von Wahrschein-
lichkeitsmaßen (Ψx)x∈Ω, wobei Ω = [0, 1] ⊂ R ist. Eine Funktionenfolge {un}n∈N ⊂
Lp(Ω,Rd) konvergiert im Sinn der Youngschen Maße gegen (Ψx)x∈Ω, wenn fu¨r alle global
Lipschitz-stetigen Funktionen g : Rd → R gilt:
g(un(x)) konvergiert schwach gegen
∫
y∈Rd
g(y)Ψx(dy) (schwach-* falls p =∞).
Wir zeigen fu¨r beide Modellgleichungen, daß die Dynamik von einem klassischen Sobolev-
Raum X auf den Raum der Youngschen Maße verallgemeinert werden kann und leiten
die erweiterten Evolutionsgleichungen her. Dazu beweisen wir, daß der Lo¨sungsoperator
Φt : X → X fu¨r alle t ≥ 0 im Young-Maß-Sinn gleichma¨ßig stetig ist.
Die erste Gleichung bezeichnen wir als mikrokinetisch regularisiertes Modell:
ρu¨ = ∂x(σ(∂xu) + β∂xu¨), u|t=0 = u0, u˙|t=0 = v0, u|x=0 = 0, u|x=1 = L.(M)
Dabei ist u : R+ × Ω ⊂ R → R : (t, x) 7→ u(t, x), ρ ≥ 0, β > 0 und σ eine glatte reel-
le, nichtmonotone Funktion. Es werden die stationa¨ren Youngschen Maße bestimmt und
gezeigt, daß sie eine echte Erweiterung der Equilibria der urspru¨nglichen Gleichung (M)
darstellen, d.h. es gibt ein stationa¨res Youngsches Maß (Ψx)x∈Ω in der Art, daß keine
Folge von stationa¨ren Lo¨sungen in X im Young-Maß-Sinn gegen (Ψx)x∈Ω konvergiert.
Außerdem wird die Existenz klassischer Lo¨sungen nachgewiesen, die fu¨r t→∞ gegen ein
nichttriviales stationa¨res Youngsches Maß (Ψ∞x )x∈Ω streben. Wir zeigen durch die Anwen-
dung der Energie-Casimir-Methode, daß eine bestimmte Menge von Equilibria gegenu¨ber
einer eingeschra¨nkten Menge von Sto¨rungen neutral stabil ist. Die Diskussion des mi-
krokinetischen Modells wird abgeschlossen, indem wir eine Methode entwickeln, um die
Dynamik von Young-Maß-Lo¨sungen numerisch zu simulieren und die Ergebnisse einiger
Beispielrechnungen angeben.
Im dritten Kapitel untersuchen wir eine viskos geda¨mpfte Wellengleichung
u¨ = ∂x(σ(∂xu) + β∂xu˙)− αu, u|t=0 = u0, u˙|t=0 = v0, u|x=0 = u|x=1 = 0(V)
mit α ≥ 0. Die Erweiterung der durch (V) definierten Dynamik auf einen Young-Maß-
Raum erfordert die Verwendung von Halbgruppentheorie. Wir erhalten eine verallgemei-
nerte Energie, deren Ableitung entlang von Lo¨sungskurven nichtpositiv ist. Mit Hilfe die-
ser Liapunov-Funktion verallgemeinern wir ein Resultat von Friesecke und McLeod
[1996], das bisher nur fu¨r klassische Lo¨sungen bekannt war: Alle Young-Maß-Lo¨sungen
deren Anfangsenergie schon gering ist, konvergieren gegen ein Equilibrium, das vom An-
fangszustand abha¨ngt.
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Abstract
In this thesis the effective behavior of instationary solutions with highly oscillatory initial
states of two nonlinear partial differential equations is investigated. For this purpose the
notions of a Young-measure solution and Young-measure convergence are introduced. A
Young measure is a weakly measurable family of probability measures (Ψx)x∈Ω where
Ω = [0, 1] ⊂ R. A sequence of functions {un}n∈N ⊂ Lp(Ω,Rd) tends to (Ψx)x∈Ω in the
sense of Young measures if every globally Lipschitz function g : Rd → R has the property
that
g(un(x)) weakly tends to
∫
y∈Rd
g(y)Ψx(dy) (weak-* if p =∞).
For both model equations we show that it is possible to generalize the dynamics from a
classical Sobolev space X to a Young-measure space. This is done by proving that the
semiflow Φt : X → X is uniformly continuous in the sense of Young measures. In addition
the evolution equations which determine the Young measure solutions are derived.
The equation
ρu¨ = ∂x(σ(∂xu) + β∂xu¨), u|t=0 = u0, u˙|t=0 = v0, u|x=0 = 0, u|x=1 = L,(M)
is referred to as the microkinetic model. Here u : R+ × Ω ⊂ R → R : (t, x) 7→ u(t, x),
ρ ≥ 0, β > 0 and σ is a smooth, realvalued nonmonotone function. The stationary Young
measures are determined and it is shown that they constitute a genuine extension of the
set of equilibria of the original equation (M). This means that there exist stationary Young
measures (Ψx)x∈Ω which cannot be approximated by classical stationary solutions in the
sense of Young measures. In addition we prove the existence of classical solutions which
converge to a genuine Young measure as t tends to infinity. By employing the energy-
Casimir method we show that a certain set of Young-measure equilibria is neutrally stable
with respect to a restricted set of perturbations. The discussion of the microkinetic model
is concluded by deriving a numerical scheme which allows us to simulate the dynamics of
Young-measure solutions. Results of exemplary computations are presented.
In the third chapter we consider the viscoelastically damped wave equation
u¨ = ∂x(σ(∂xu) + β∂xu˙)− αu, u|t=0 = u0, u˙|t=0 = v0, u|x=0 = u|x=1 = 0,(V)
where α ≥ 0 and β > 0. The extension of the dynamics defined by (V) to a Young-
measure space requires the use of semi-group theory. We obtain a generalized energy
which decays along solutions. By exploiting this Liapunov function we generalize a result of
Friesecke and McLeod [1996] concerning the asymptotic behavior of classical solutions:
every Young-measure solution with low energy converges to an equilibrium which depends
in general on the initial value.
Keywords: Oscillations, Young measures, viscoelasticity.
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Einleitung
Seit dem Beginn der 80er Jahre wurden Youngsche Maße erfolgreich zum Studium nicht-
linearer partieller Differentialgleichungen eingesetzt. Die urspru¨ngliche Motivation zur
Betrachtung dieser verallgemeinerten Funktionen entstand bei der Analyse nichtkonve-
xer Variationsprobleme, deren Infimum nicht angenommen wird, weil die minimierende
Funktion unendlich schnell oszillieren mu¨ßte. Das klassische Beispiel fu¨r ein derartiges
Funktional ist I(u) =
∫ 1
0
1
4
((∂xu)2 − 1)2 + u2 dx (siehe [Yo69]). Es entstand zusa¨tzliches
Interesse an zeitabha¨ngigen Youngschen Maßen als Lo¨sungen von nichtlinearen partiel-
len Differentialgleichungen, da die Frage der Existenz und Eindeutigkeit von Lo¨sungen
vektorwertiger nichtlinearer hyperbolischer Gleichungen immer noch offen ist. Vor allem
die Vielfalt der mo¨glichen Schocklo¨sungen fu¨hrte zur Einfu¨hrung der Entropie- und Vis-
kosita¨tslo¨sungen. 1983 wies DiPerna in [DiP83] die Existenz von Viskosita¨tslo¨sungen
fu¨r die skalare quasilineare Wellengleichung nach, indem er die Lo¨sungen einer parabo-
lisch regularisierten Gleichung betrachtete und die Sta¨rke der Regularisierung gegen 0
streben ließ. Dieser Ansatz erforderte den Begriff der maßwertigen Lo¨sungen, allerdings
wird in [DiP83] im nachhinein gezeigt, daß die so konstruierten maßwertigen Lo¨sungen
tatsa¨chlich nur klassische Funktionen sind. In einer wegweisenden Arbeit konnte Slem-
rod 1989 fu¨r die Vorwa¨rts-Ru¨ckwa¨rtswa¨rmeleitungsgleichung u˙ = div q(∇u), wobei q
nicht monoton ist ([q(λ1)− q(λ2)] · (λ1− λ2) < 0 fu¨r mindestens ein Paar λ1, λ2), die Exi-
stenz echt maßwertiger Lo¨sungen nachweisen, d.h. sie ko¨nnen nicht mehr als Funktionen
dargestellt werden. U¨ber ein Eulerverfahren konstruierten Kinderlehrer, Pedregal
und Demoulini fu¨r dieselbe Gleichung ebenfalls echt maßwertige Lo¨sungen. Mit die-
sen Ergebnissen ru¨ckte wieder der urspru¨ngliche Gesichtspunkt von Youngschen Maßen
in den Vordergrund, die Mo¨glichkeit im klassischen Sinn schlecht gestellte Probleme zu
analysieren.
Ein vollsta¨ndiger U¨bergang von der mittlerweile gut ausgebauten Analysis nichtkonvexer
Variationsprobleme mit Hilfe Youngscher Maße zu dynamischen Problemen ist bislang je-
doch noch nicht gelungen. 1987 entwickeltenBall und James in [BJ87] eine mathemati-
sche Theorie fu¨r Materialien, deren elastisches Verhalten von Phasenu¨berga¨ngen gekenn-
zeichnet ist. Sie konnten den experimentell beobachteten Mikrostrukturen Youngsche Ma-
ße zuordnen, die das jeweilige Energiefunktional minimieren. Allerdings existiert bislang
noch kein brauchbares mathematisches Modell, das die dynamische Erzeugung der feinen
Strukturen ausgehend von einem glatten Verzerrungsfeld beschreibt. In [BHJPS91] wird
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dieses Problem anhand von zwei Modellgleichungen diskutiert:
u¨ = ∂x(σ(∂xu) + β∂xu˙) − αu und(L)
u¨ = σ(‖∂xu‖)∂2xu+ β∂2xu˙− αu,(N)
wobei fu¨r u gilt u : R+ × Ω → R : (t, x) 7→ u(t, x) und σ nicht monoton ist. Glei-
chung (N) wird auch als das nichtlokale Modell bezeichnet; die Lo¨sungen entwickeln
zwar Mikrostruktur, allerdings kann das Langzeitverhalten nur im Fourierraum diskutiert
werden. Hier sieht man jedoch physikalisch interessante Eigenschaften der Lo¨sungen wie
Grenzfla¨chen nicht mehr. Gleichung (L) (das lokale Modell) wird auch als viskos geda¨mpf-
te Wellengleichung bezeichnet; sie ist physikalisch sinnvoll, allerdings zeigen die Autoren,
daß die Lo¨sungen keine Mikrostruktur entwickeln. Diese Tatsache ist u¨berraschend, denn
die Energie nimmt auf Lo¨sungskurven ab und ein Penalisierungsterm sorgt dafu¨r, daß das
zugeho¨rige Variationsproblem lediglich eine Young-Maß-Lo¨sung besitzt.
Durch diese Resultate ist die Frage motiviert, wie sich Lo¨sungen verhalten, deren An-
fangsbedingungen schon hochoszillativ sind, d.h. man interessiert sich fu¨r die Evolution
von Mikrostruktur unter einer gegebenen Gleichung. Dies stellt eine Abschwa¨chung der
urspru¨nglichen Frage nach der dynamischen Generierung von Mikrostruktur dar: Man
betrachtet stark oszillierende Anfangsdaten und fragt nach dem effektiven Verhalten der
erzeugten Lo¨sungen. Anders als bei der Vorwa¨rts-Ru¨ckwa¨rtswa¨rmeleitungsgleichung ist
hier das zugrundeliegende Problem im klassischen Sinn korrekt gestellt. Fonseca,Bran-
don und Swart zeigten in [FBS94] fu¨r die viskos geda¨mpfte Wellengleichung (L), daß
man die Evolution eines Youngschen Maßes durch den unendlichen Vektor der Momente
beschreiben kann, allerdings ist das zugeho¨rige unendlich-dimensionale Differentialglei-
chungssystem so kompliziert, daß die Frage nach dem qualitativen Verhalten der Lo¨sungen
offen blieb.
Gegenstand dieser Arbeit ist es, die Dynamik von zwei Gleichungen auf den Raum der
Youngschen Maße zu verallgemeinern und Aussagen u¨ber das qualitative Langzeitverhal-
ten herzuleiten. Der Zugang ist jedoch ein anderer, als der in [FBS94] verfolgte. Anstelle
die Dynamik eines Wahrscheinlichkeitsmaßes durch das Verhalten der Momente zu charak-
terisieren, zeigen wir, daß man sie auch erhalten kann, indem man den zum Wahrschein-
lichkeitsmaß geho¨rigen Grundraum transformiert. Dieses Konzept maßwertiger Lo¨sungen
ist restriktiver als DiPernas Ansatz, in dem nur die Erhaltungsgleichung bezu¨glich der
Erwartungswerte erfu¨llt sein muß, jedoch nicht die schwache Formulierung, in der allge-
meine Funktionen zum Testen zugelassen sind. Dies fu¨hrt dazu, daß DiPernas Young-
Maß-Lo¨sungen nicht mehr eindeutig sind. Da seine Young-Maß-Lo¨sungen tatsa¨chlich aber
klassische Funktionen sind, spielt das Problem in diesem Fall keine Rolle.
Eine der in dieser Arbeit untersuchten Gleichungen ist die viskos geda¨mpfte Wellenglei-
chung aus [BHJPS91], die zweite ist eine Modifikation der ersten, sie wurde in der
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Literatur bisher wenig erwa¨hnt, wir bezeichnen sie als mikrokinetisches Modell:
ρu¨ = ∂x(σ(∂xu) + β∂xu¨).(M)
Sie konserviert eine Summe der klassischen kinetischen und elastischen Energie und einer
von V. I. Levitas in Gespra¨chen vorgeschlagenen mikrokinetischen Energie, die die
Tra¨gheit mikroskopischer Strukturen wie z.B. Phasengrenzen beru¨cksichtigt.
Wir leiten die Evolutionsgleichung fu¨r Youngsche Maße her und charakterisieren die sta-
tiona¨ren Young-Maß (YM)-Lo¨sungen, dabei erhalten wir eine deutliche Erweiterung der
Ruhelagen der klassischen stationa¨ren Lo¨sungen. Anschließend weisen wir nach, daß in
diesem Modell Mikrostruktur entstehen kann, indem wir einen einfachen Fall betrach-
ten, nur klassische Anfangsbedingungen zulassen und zeigen, daß die Lo¨sung fu¨r t →∞
ein stationa¨res Youngsches Maß approximiert. Somit haben wir ein Beispiel fu¨r die dy-
namische Erzeugung von Mikrostruktur. Die so gefundene Mikrostruktur hat allerdings
mit den experimentellen Beobachtungen bei Formgeda¨chtnislegierungen wenig gemein-
sam. Wir benutzen die strukturelle A¨hnlichkeit des mikrokinetischen Modells mit einer
ha¨ufig untersuchten Gleichung aus der Plasmaphysik, dem Vlasov-Poisson-System, um
Aussagen u¨ber die Stabilita¨t von Gleichgewichten herzuleiten. Hauptsa¨chliches Hilfsmittel
ist die Energie-Casimir-Methode, die vonMarsden und anderen erstmals in [HMRW85]
vorgestellt wurde. Sie stellt ein sehr allgemeines Verfahren dar, um die Stabilita¨t von Fix-
punkten in degenerierten Hamiltonschen Systemen nachzuweisen. Der Kern der Methode
besteht darin, den Fixpunkt mit einer spezifisch angepaßten Erhaltungsgro¨ße einzuschlie-
ßen, die man mit Hilfe der vielen weiteren Erhaltungsgro¨ßen, die das System neben der
Energie besitzt, konstruiert. Wir schließen die Diskussion des mikrokinetischen Modells
ab, indem wir ein numerisches Verfahren herleiten, mit dem die Dynamik simuliert werden
kann und einige numerische Resultate vorstellen.
Viele der an diesem Modell entwickelten Methoden ko¨nnen wir auch auf die zweite Glei-
chung, die viskos geda¨mpfte Wellengleichung (L) anwenden, wir leiten auf analoge Weise
eine Evolutionsgleichung fu¨r YM-Lo¨sungen her. Anders als das mikrokinetische Modell ist
(L) dissipativ, dies a¨ußert sich darin, daß die Evolutionsgleichung in einer Komponente
parabolisch ist und damit nur in einer Komponente Young-Maß-Lo¨sungen zula¨ßt. In die-
sem Modell sind die klassischen stationa¨ren Lo¨sungen dicht in der Menge der stationa¨ren
Youngschen Maße.
Wir zeigen danach in einem la¨ngeren Beweis, daß alle Young-Maß-Lo¨sungen, deren An-
fangsenergie schon gering ist, fu¨r t → ∞ gegen einen Fixpunkt konvergieren. Dieses
Ergebnis ist eine Verallgemeinerung einer Arbeit von Friesecke und McLeod, in der
das Langzeitverhalten klassischer Lo¨sungen fu¨r die viskos geda¨mpfte Wellengleichnung
untersucht wird. Obgleich wir die Konvergenz von Young-Maß-Lo¨sungen zeigen und nicht
nur die Konvergenz klassischer Lo¨sungen, ko¨nnen wir viele Argumente aus [FM96] fu¨r
unsere Zwecke anpassen. Mit dieser Verallgemeinerung ist der Nachweis erbracht, daß das
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in dieser Arbeit vorgestellte Konzept von Young-Maß-Lo¨sungen fu¨r Transportgleichun-
gen eine natu¨rliche und nu¨tzliche Erweiterung des klassischen Lo¨sungsbegriffes darstellen
kann.
Herrn Professor Mielke danke ich herzlich fu¨r die Anregung zu dieser Arbeit und die zahl-
reichen interessanten Gespra¨che, die mir sehr geholfen haben. Weiter bedanke ich mich
bei meinen Kollegen am Institut fu¨r eine angenehme Arbeitsatmospha¨re, wobei ich vor
allem meinen Zimmernachbarn Herrn Dr. Pius Sprenger hervorheben mo¨chte.
Diese Arbeit wurde von der VW-Stiftung unter dem Titel I 70 284 gefo¨rdert.
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KAPITEL 1
Grundlagen
Wir stellen in diesem Kapitel einige Voru¨berlegungen zusammen, um den Fluß der in
den anschließenden Kapiteln durchgefu¨hrten mathematischen Analyse nicht durch Defi-
nitionen und einfache Herleitungen unterbrechen zu mu¨ssen. Zuna¨chst fu¨hren wir die bei-
den Differentialgleichungen ein, fu¨r die wir Young-Maß-Lo¨sungen definieren wollen und
diskutieren kurz wichtige Eigenschaften der klassischen Lo¨sungen sowie die bekannten
Ergebnisse. Im zweiten Abschnitt definieren wir Young-Maß-Lo¨sungen fu¨r nichtautonome
lineare Transportgleichungen und fassen einige Gronwall-Abscha¨tzungen in einem Lemma
zusammen.
1. Die Modellgleichungen
Die beiden in dieser Arbeit untersuchten Differentialgleichungen modellieren die Dynamik
eines eingespannten Zugdrahtes. Das rein elastische Verhalten wird durch die quasilineare
Wellengleichung
ρu¨ = ∂xσ(∂xu), u|t=0 = u0, u˙|t=0 = v0(1.1)
beschrieben, wobei wir zuna¨chst die Randbedingungen außer acht lassen. Hierbei ist
u : R+ × Ω → R die gesuchte Funktion, das Grundgebiet Ω ⊂ R wird als Referenz-
konfiguration bezeichnet, es definiert die Gestalt des undeformierten Drahtes. Fu¨r x ∈ Ω
ist die Position eines Materialpunktes zur Zeit t durch x + u(t, x) gegeben, u heißt auch
Verschiebung, ∂xu Verzerrung, ρ ist die Materialdichte. Wir beschra¨nken uns auf rein
homogenes Materialverhalten, d.h. ρ ha¨ngt nicht von x ab. Die fest vorgegebene Funk-
tion σ : R → R beschreibt die Antwort des Materials auf Verzerrungen und wird als
Spannungs-Verzerrungsbeziehung bezeichnet.
F(t)
L(t)
u(t,x)
Wir nehmen an, daß das Materialverhalten des Zugdrahtes von Phasenu¨berga¨ngen ge-
kennzeichnet ist und machen daher folgende Annahmen fu¨r die Verzerrungsenergiedich-
tefunktion W : R → R:
i.) W ∈ C2(R), σ :=W ′, infε∈RW (ε) = 0,
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ii.) σ hat genau drei nichtdegenerierte Nullstellen z1 < z0 < z2.
iii.) Es existiert c > 0 so, daß σ′(ε) > c fu¨r |ε| → ∞, und ‖σ′‖C0
b
(R) = lip(σ) <∞.
Unter diesen Voraussetzungen wird W auch als
”
double-well“-Potential bezeichnet.
z1 εz2z0
W
ε
σ
z1 z0 z2
Aus ii.) folgt, daß es eine Konstante r > 0 gibt, so daß fu¨r |c| ≤ r die Gleichung σ(ε) = c
genau drei Lo¨sungen z1(c) < z0(c) < z2(c) besitzt. Wir setzen σ0 := |σ(0)| und σc(ε) :=
σ(ε)− c.
Auf die in iii.) geforderte globale Lipschitz-Stetigkeit von σ kann zugunsten allgemeinerer
Wachstumsbedingungen auch verzichtetwerden, allerdings wu¨rde dies die Darstellung und
Notation verkomplizieren, daher fordern wir die zusa¨tzliche Regularita¨t. Das interessante
nichtlineare Verhalten von σ wird dadurch nicht eingeschra¨nkt.
Nur wenn σ monoton wachsend ist, ist durch Gleichung (1.1) ein sinnvolles Cauchy-
Problem definiert, anderenfalls existiert eine Hadamard-Instabilita¨t, die zu stark anwach-
senden Oszillationen und zum
”
Blow-up“ in endlicher Zeit fu¨hren kann. Um trotz Vor-
aussetzung ii.) eine Dynamik erkla¨ren zu ko¨nnen, wird Gleichung (1.1) durch die Hin-
zunahme eines Termes ho¨herer Ordnung regularisiert, wir betrachten die beiden Fa¨lle
β∂2xu¨ und β∂
2
xu˙− αu. Fu¨r das Grundgebiet Ω setzen wir das Einheitsintervall [0, 1] ⊂ R
und definieren die folgenden Evolutionsgleichungen, deren Dynamik wir in dieser Arbeit
analysieren:
Das mikrokinetische Modell:
ρu¨ = ∂x(σ(∂xu) + β∂xu¨), x ∈ Ω, t ∈ [0,∞),(1.2)
u|t=0 = u0, u˙|t=0 = v0, u|x=0 = 0.
An der Stelle x = 1 schreiben wir entweder eine
• Dirichlet-Randbedingung u|x=1 = L oder eine
• Neumann-Randbedingung (σ(∂xu) + β∂xu¨)|x=1 = 0 vor.
Das viskos geda¨mpfte Modell:
u¨ = ∂x (σ(∂xu) + β∂xu˙)− αu, u|t=0 = u0, u˙|t=0 = v0, u|x=0 = u|x=1 = 0.(1.3)
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Wegen Voraussetzung ii.) fu¨r σ sind beide Modelle nur fu¨r β > 0 korrekt gestellte Cauchy-
Probleme. Gleichung (1.2) ist konservativ, d.h. es existiert eine Energie, die von den
Lo¨sungen erhalten wird.
Satz 1.1. Alle glatten Lo¨sungen von (1.2) konservieren die Gesamtenergie
Eβ = Eβ(u) =
∫ 1
0
{
W (∂xu) +
1
2
ρu˙2 +
1
2
β(∂xu˙)
2
}
dx.
Beweis. Wir beweisen die Behauptung, indem wir zeigen, daß die zeitliche Ableitung
von Eβ(u(t)) verschwindet.
d
dt
Eβ(u(t)) =
∫ 1
0
{σ(∂xu)∂xu˙+ ρu˙u¨+ β(∂xu˙)∂xu¨} dx
=
∫ 1
0
u˙
{
ρu¨− ∂xσ(∂xu)− β∂2xu¨
}
dx
+ u˙(t, 1) (σ(∂xu(t, x)) + β∂xu¨(t, 1))− u˙(t, 0) (σ(∂xu(t, 0)) + β∂xu¨(t, 0))
=0
wegen der Randbedingungen und Gleichung (1.2).
Der Term β
2
∫ 1
0
(∂xu˙)2 dx modelliert die kinetische Energie, die durch die Tra¨gheit der
mikroskopischen Strukturen (z.B. Phasengrenzen) verursacht wird, er wird daher als mi-
krokinetische Energie bezeichnet. Die Betrachtung dieses Termes regte V. I. Levitas im
Rahmen des fa¨cheru¨bergreifenden Gemeinschaftsprojektes
”
Spannungs- und verzerrungs-
bedingte Phasenu¨berga¨nge“ der VW-Stiftung an. Nach Meinung des Verfassers wurde die
durch das mikrokinetische Modell definierte Dynamik bislang kaum studiert, wohingegen
das viskos geda¨mpfte Modell mehrmals intensiv analysiert worden ist.
Im Gegensatz zum mikrokinetischen Modell ist (1.3) dissipativ, wir definieren in diesem
Fall die Gesamtenergie
Eα(u) =
∫ 1
0
1
2
u˙2 +
α
2
u2 +W (∂xu) dx
und erhalten den
Satz 1.2. Es sei u(t) eine glatte Lo¨sung von (1.3). Dann gilt:
d
dt
Eα(u(t)) = −β‖∂xu˙‖2L2(Ω).
Beweis.
d
dt
Eα(u(t)) =
d
dt
∫ 1
0
1
2
u˙2 +
α
2
u2 +W (∂xu) dx =
∫ 1
0
u˙u¨+ αuu˙+ σ(∂xu)∂xu˙ dx
=
∫ 1
0
u˙(u¨+ αu− ∂xσ(∂xu)) dx =
∫ 1
0
u˙β∂2xu˙ dx = −β‖∂xu˙‖2L2(Ω).
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Der Regularisierungsterm β∂2xu˙modelliert eine durch viskose Reibung erzeugte Da¨mpfung
und wird auch als Kelvin-Voigt-Da¨mpfung bezeichnet.
Im folgenden studieren wir einige qualitative Eigenschaften der stationa¨ren Lo¨sungen
von (1.2) und (1.3). Zur Vereinfachung verlangen wir am rechten Rand die Dirichlet-
Randbedingung u|x=1 = 0, fu¨r die anderen Randbedingungen des mikrokinetischen Mo-
dells erhalten wir analoge Ergebnisse. Die Equilibria der beiden Systeme sind durch die
Gleichung
∂xσ(∂xu)− αu = 0, u|x=0 = u|x=1 = 0(1.4)
gegeben, wobei im mikrokinetischen Modell (1.2) α = 0 ist. Falls σ′(ε) > 0 fu¨r alle ε ∈ R
ist (was durch Voraussetzung ii.) ausgeschlossen ist), ist Gleichung (1.4) elliptisch und hat
daher eine eindeutige Lo¨sung, siehe [BHJPS91]. In unserem Fall, in dem σ′ auch negativ
sein kann, existiert allerdings ein Kontinuum stationa¨rer Lo¨sungen, die in [BHJPS91]
charakterisiert werden. Fu¨r α = 0 erha¨lt man die einfache Gleichung σ(∂xu) = c fu¨r eine
reelle Konstante c. Somit haben fu¨r |c| < r die Gleichgewichte die Gestalt:
∂xu =
2∑
i=0
χωizi(c), u(0) = 0,
wobei (ωi)i=0,1,2 eine beliebige Partition von Ω ist und
∑2
i=0 vol(ωi)zi(c) = 0 erfu¨llt sein
muß.
Die von der viskosen Da¨mpfung beherrschte Langzeitdynamik von (1.3) wurde schon
mehrfach untersucht; fu¨r monotones σ, β > 0 und α = 0 wiesen 1968 Greenberg,
MacCamy und Mizel in [GMM68] zum ersten Mal nach, daß alle Lo¨sungen fu¨r t→∞
gegen das eindeutige Equilibrium konvergieren. Pego behandelte 1987 den Fall, daß σ
nicht monoton ist. Obwohl nun viele Equilibria existieren und somit keine eindeutige
Ruhelage mehr als potentieller Grenzwert zur Verfu¨gung steht, konnte Pego zeigen, daß
zu jeder Anfangsbedingung eine Gleichgewichtslo¨sung u∗ in der oben angegebenen Form
existiert, so daß fu¨r t→∞ das Equilibrium u∗ in W 1,p(Ω) fu¨r 1 ≤ p <∞ von der Lo¨sung
u(t) approximiert wird.
Die Motivation fu¨r den Fall α > 0 stammt aus einer aktuellen Fragestellung der Va-
riationsrechnung. Wir setzen zusa¨tzlich zu den Eigenschaften i.-iii.) von W voraus, daß
W (z1) = W (z2) und z1 < 0 < z2 ist und betrachten das Funktional Eα(u). Durch die Aus-
sage von Satz 1.2 wird nahegelegt, daß fu¨r α = 0 jede Lo¨sung u(t) gegen ein Minumum des
Funktionals G(u) =
∫ 1
0
W (∂xu) dx strebt, dies konnte ja auch von Pego besta¨tigt wer-
den. Dabei ist zu beru¨cksichtigen, daß Pego am rechten Randpunkt nicht die Dirichlet-
Randbedingung u|x=1 = L, sondern die Neumann-Randbedingung σ(∂xu)|x=1 = 0 be-
trachtete. Dies hat zur Folge, daß in den oben konstruierten Equilibria c = 0 ist. Da
die beiden lokalen Minima von W dieselben Werte besitzen, ist jede oben konstruierte
stationa¨re Lo¨sung mit vol(ω0) = c = 0 zugleich ein absolutes Minimum von G, d.h. fu¨r
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tk → ∞ mit k → ∞ ist fu¨r jede Lo¨sung u(t), die ein Gleichgewicht ohne Anteile auf z0
generiert, die Folge u(tk) eine minimierende Folge von G. Dieses Bild a¨ndert sich, wenn
α > 0 zugelassen wird. In diesem Fall besitzt Gα(u) =
∫ 1
0
W (∂xu)+
α
2
u2 dx kein absolutes
Minimum in W 1,p(Ω) fu¨r alle p ∈ [1,∞]. Der zusa¨tzliche Summand ∫ 1
0
α
2
u2 dx modelliert
eine elastische Energie mit Sta¨rke α, die den Draht in die Ausgangslage zuru¨ckdra¨ngt.
Ursache dieser Energie ist ein Kontinuum linear elastischer Federn, die jeden Massepunkt
mit seiner Referenzlage verbinden. Die Nichtminimierbarkeit von Gα in klassischen Funk-
tionenra¨umen kann durch die Angabe einer minimierenden Folge gezeigt werden. Wenn
o.B.d.A. z1 = −z2 angenommen wird, dann definieren wir die Folge un ∈W 1,∞(Ω) mit
∂xun(x) =
{
z1, x ∈ ∪n−1k=0
[
k
n
, 2k+1
2n
)
z2, x ∈ ∪n−1k=0
[
2k+1
2n
, k+1
n
)
und un(0) = 0. Es ist klar, daß limn→∞Gα(un) = 0 ist. Angenommen, es ga¨be eine
Funktion u∗ ∈ W 1,p(Ω) mit der Eigenschaft Gα(u∗) = 0, dann wu¨rde aus W ≥ 0 sofort
folgen, daß α
2
‖u∗‖2L2(Ω) = 0 wa¨re und somit u∗ = 0. Es gilt aber Gα(0) =W (0) > 0.
Daher ist eine natu¨rliche Frage, ob es eine Lo¨sung u(t) fu¨r Gleichung (1.3) gibt, die das
Verhalten der oben konstruierten minimierenden Folge simuliert, d.h. limt→∞Gα(u(t)) =
0. Diese Frage konnte in [BHJPS91] verneint werden, allerdings beinhaltet der Beweis
keine Aussage, ob die Lo¨sungen fu¨r α > 0 u¨berhaupt in irgendeinem Sinn konvergieren.
1996 bewiesen Friesecke und McLeod in [FM96], daß zumindest alle Lo¨sungen mit
niedriger Anfangsenergie gegen eines der in [BHJPS91] charakterisierten Equilibria von
(1.3) konvergieren.
2. Maßwertige Lo¨sungen
Wir interessieren uns fu¨r das qualitative Verhalten von Lo¨sungen der im vorangegange-
nen Abschnitt vorgestellten Evolutionsgleichungen. Dabei wollen wir vor allem Lo¨sungen
studieren, deren Anfangszusta¨nde sehr schnell oszillieren. Wichtigstes Hilfsmittel fu¨r die
Analyse sind die in diesem Abschnitt vorgestellten Youngschen Maße. Die Motivation
fu¨r die Betrachtung dieser verallgemeinerten Funktionen besteht darin, daß der schwache
Grenzwert u∗ einer Funktionenfolge (un)n∈N (wir schreiben un ⇀ u∗,
∗
⇀ fu¨r schwach-
∗-Konvergenz) keinerlei Ru¨ckschlu¨sse auf das Verhalten der Folge g(un) zula¨ßt, wenn g
eine nichtaffine Funktion ist. Durch das Beispiel g(u) = u2 und un(x) = sin(nx) ist klar,
daß die Beziehung g(un) ⇀ g(u
∗) im allgemeinen nicht gilt. Bei beschra¨nkten Folgen
(un) kann jedoch eine Teilfolge (unk)k∈N so ausgewa¨hlt werden, daß eine Schar von Wahr-
scheinlichkeitsmaßen νx mit der Eigenschaft g(un(x))⇀
∫
g dνx existiert. Die so erzeugte
Wahrscheinlichkeitsmaßschar νx wird als Youngsches Maß bezeichnet:
Theorem 1.3 ([Ba89]). Sei Ω ⊂ Rn Lebesgue-meßbar, K ⊂ Rm abgeschlossen und z(j) :
Ω→ Rm j ∈ N eine Folge Lebesgue-meßbarer Funktionen mit der Eigenschaft
z(j) → K im Maß,
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d.h. fu¨r alle offenen Umgebungen U von K ⊂ Rm gilt
lim
j→∞
vol{x ∈ Ω : z(j)(x) 6∈ U} = 0.
Dann existiert eine Teilfolge (z(jl))l∈N von (z(j))j∈N und eine meßbare Familie von nicht-
negativen Maßen (νx)x∈Ω auf Rm, so daß
i.)
∫
Rm
1dνx ≤ 1,
ii.) supp νx ⊂ K fu¨r fast alle x ∈ Ω und
iii.) f(z(jl)(x))
∗
⇀
∫
Rm
f dνx in L∞(Ω) fu¨r alle f ∈ C(Rm) mit lim|λ|→∞ f(λ) = 0.
Wenn (z(jl))l∈N außerdem eine Beschra¨nktheitsbedingung
lim
k→∞
sup
jl
vol{x ∈ Ω ∩BR : |z(jl)(x)| ≥ k} = 0 fu¨r alle R > 0
erfu¨llt, wobei BR = B(0, R) ist, gilt zusa¨tzlich
∫
Rm
1dνx = 1, d.h. νx ist ein Wahrschein-
lichkeitsmaß und fu¨r jede meßbare Teilmenge A ⊂ Ω und jedes f ∈ C(Rm) mit der
Eigenschaft, daß {f(z(jl))}l∈N schwach relativ folgenkompakt ist, gilt:
f(z(jl)(x))⇀
∫
Rm
f dνx in L
1(A).
Gegenstand dieser Arbeit ist die Frage, inwieweit von einem effektivenVerhalten zeitabha¨ngi-
ger Lo¨sungen gesprochen werden kann, wenn als Anfangsbedingung eine Folge betrachtet
wird, die ein Youngsches Maß erzeugt. Formaler ausgedru¨ckt:
Sei (un0)n∈N eine Funktionenfolge, Ψ0 ein Youngsches Maß so, daß fu¨r alle stetigen Funk-
tionen g gilt: g(un0) ⇀
∫
g(u)Ψ0(du) (die Integration einer Funktion g bezu¨glich eines
Maßes µ wird
∫
g(x)µ(dx) notiert), und es sei un(t) die Lo¨sung einer nichtlinearen par-
tiellen Differentialgleichung, die der Anfangsbedingung un(0) = un0 genu¨gt. Gibt es eine
eindeutige, u¨ber t ∈ [0, T ] parametrisierte Schar Youngscher Maße Ψt so, daß fu¨r alle
t ∈ [0, T ] und alle stetigen Funktionen g gilt:
g(un(t))⇀
∫
g(u)Ψt(du)
und wenn ja, welche Gleichung erfu¨llt sie? Eine derartige Schar Youngscher Maße bezeich-
nen wir als Young-Maß (YM)-Lo¨sung. Ein schwa¨cheres Konzept fu¨r Young-Maß-Lo¨sungen
schlug DiPerna in [DiP83] vor; hierbei darf g nicht beliebig gewa¨hlt werden. Dies fu¨hrt
dazu, daß die YM-Schar Ψ(t) nicht mehr eindeutig ist. Wir illustrieren dies an einem
Beispiel aus [Mi97].
Fu¨r eine allgemeine quasilineare Gleichung
∂t[a(u)] + ∂x[b(u)] = f(u)
wird eine YM-Schar Ψ(t) YM-Lo¨sung genannt, wenn
∂t
∫
a(u)Ψt,x(du) + ∂x
∫
b(u)Ψt,x(du) =
∫
f(u)Ψt,x(du)
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im distributiven Sinne gilt. Dies ist allerdings nur eine Aussage u¨ber die Erwartungswerte
der Funktionen a, b und f bezu¨glich desWahrscheinlichkeitsmaßesΨt,x, wohingegen unsere
Definition die volle Information des Maßes entha¨lt. Zum Beispiel ist
Ψt,x = α(t, x)δ−1 + β(t, x)δ0+ (1− α(t, x)− β(t, x))δ1, α, β, 1− α− β ≥ 0
eine YM-Lo¨sung der Gleichung (∂t+c∂x)u = 0 genau dann, wenn (∂t+c∂x)[1−2α−β] = 0
ist. Fu¨r eine eindeutige YM-Lo¨sung in unserem Sinne muß jedoch gelten: (∂t + c∂x)α =
(∂t + c∂x)β = 0.
Wir werden die oben formulierte Frage zur Existenz und Eindeutigkeit von YM-Lo¨sungen
fu¨r die beiden in der Einleitung definierten Evolutionsgleichungen positiv beantworten.
Grundlegend fu¨r die in den anschließenden beiden Kapiteln ausgefu¨hrten U¨berlegungen
ist die skalare, nichtautonome Kontinuita¨tsgleichung
f˙(t, y) + divy(f(t, y) · vt(y)) = 0.(1.5)
Hierbei ist y ∈ Rd fu¨r eine natu¨rliche Zahl d und vt(·) ein vorgegebenes zeitabha¨ngiges
Vektorfeld. Gleichung (1.5) beschreibt die durch das Geschwindigkeitsfeld vt erzeugte
Evolution einer Massendichte f(t, y). Unser Hauptinteresse gilt vor allem nichtlinearen
Fragestellungen, d.h. das Vektorfeld vt ha¨ngt nicht nur von t und y, sondern auch von der
Lo¨sung f(t) selbst ab; die wichtigsten Begriffe lassen sich jedoch am einfachsten anhand
des linearen nichtautonomen Falles einfu¨hren.
Wir wollen nicht nur Funktionen als Lo¨sung von (1.5) zulassen, sondern auch Radonma-
ße, genauer gesagt Wahrscheinlichkeitsmaße, die auch das Verhalten von punktfo¨rmigen
Partikeln simulieren ko¨nnen. Fu¨r n,m ∈ N bezeichnen wir mit Clip(Rn,Rm) den Raum
aller global Lipschitz-stetigen Funktionen, die Rn nach Rm abbilden und an der Stelle 0
verschwinden. Der so definierte Raum tra¨gt die kanonische Norm ‖g‖Clip = lip(g), wo-
bei lip(g) die Lipschitzkonstante von g ist. Weiterhin ist M(Rd) der Raum der endlichen
Radonmaße. Bezu¨glich der Norm ‖µ‖M(Rd) =
∫
y∈Rd 1 |µ(dy)| ist M(Rd) ein Banachraum.
Im folgenden notieren wir die Dualita¨t zwischen M(Rd) und C0b (R
d) wie u¨blich 〈µ, g〉,
wobei links das Maß und rechts die Testfunktion steht. Wenn klar ist, bezu¨glich welchen
Maßes µ die Dualita¨t ausgewertet werden soll, schreiben wir auch verku¨rzt 〈g〉. Es sei
PM(Rd) ⊂M(Rd) die Teilmenge der Wahrscheinlichkeitsmaße, d.h.
µ ∈ PM(Rd)⇔
{
〈µ, g〉 ≥ 0 fu¨r alle g ∈ C0b (Rd) mit g ≥ 0,
〈µ, 1〉 = 1.
Wir erinnern hier an die einfache Tatsache, daß PM(Rd) kein Vektorraum mehr ist.
Die Teilmenge PMp(Rd) ⊂ PM(Rd) bezeichnet die Wahrscheinlichkeitsmaße mit p-tem
Moment:
PMp(Rd) := {µ ∈ PM(Rd)| 〈µ(dy), |y|p〉 <∞}.
Die von ‖ · ‖M(Rd) definierte Spurmetrik ds auf PM(Rd) hat zwei Nachteile:
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i.) Fu¨r kein p > 0 ist PMp(Rd) bezu¨glich ds vollsta¨ndig.
ii.) Der Transport ist nicht stetig, man betrachte als Beispiel d = 1 und die maßwertige
Funktion µ : R → PM(R) : t 7→ δt, wobei δt die um t verschobene Deltadistribution
ist. Fu¨r die so definierte maßwertige Funktion gilt, wie man leicht nachpru¨ft: µ 6∈
C(R, (PM(R), ds)).
Aus diesen Gru¨nden versehen wir PM1(Rd) mit der sogenannten Wasserstein-Metrik:
dW :
[
PM1(Rd)
]2 → R : (µ, ν) 7→ sup
lip(g)≤1
〈µ− ν, g〉
und vermerken dies mit einem Index W: (PM1(Rd), dW) =: PM1(Rd)W. Der so erzeugte
metrische Raum PM1(Rd)W ist vollsta¨ndig [Ra91, S. 130 ff].
Fu¨r allgemeine Maße µ interpretieren wir Gleichung (1.5) im distributiven Sinne, d.h. fu¨r
alle Testfunktionen g ∈ C1c (Rd) soll gelten:
d
dt
〈µ, g〉 = 〈µ(dy),∇g(y) · vt(y)〉 .(1.6)
Da nur Testfunktionen mit kompaktem Tra¨ger betrachtet werden, treten hier keine Pro-
bleme mit der Existenz der einzelnen Ausdru¨cke auf. Ein wichtiges Hilfsmittel fu¨r die
Betrachtungen in den anschließenden Kapiteln sind Energiebilanzen, daher verscha¨rfen
wir an dieser Stelle den Lo¨sungsbegriff geringfu¨gig. Wir setzen
C1lip(R
d) :=
{
g ∈ C1(Rd,R)| ∇g ∈ Clip(Rd,Rd)
}
.
Definition 1.4. Es sei fu¨r alle (t, y) ∈ [0, T )×Rd das Vektorfeld vt(·) ∈ Clip(Rd,Rd) und
v(·, y) ∈ C([0, T ),Rd). Eine durch t ∈ [0, T ) parametrisierte Schar von Wahrscheinlich-
keitsmaßen µ(t) heißt regula¨re maßwertige Lo¨sung der Gleichung
µ˙+ divy(µ · vt) = 0,(1.7)
wenn
i.) fu¨r alle t ∈ [0, T ) gilt: µ(t) ∈ PM2(Rd),
ii.) µ ∈ C([0, T ), PM1(Rd)W) ∩ C1((0, T ), C1lip(Rd)′w∗),
iii.) Gleichung (1.6) fu¨r alle Testfunktionen g ∈ C1lip(Rd) erfu¨llt ist.
Die Bedingung µ ∈ C1((0, T ), C1lip(Rd)′w∗) ist dabei im folgenden Sinn zu verstehen: Fu¨r
alle g ∈ C1lip(Rd) ist die Funktion t 7→ 〈µt, g〉 ein Element von C1((0, T ),R).
Fu¨r ein Wahrscheinlichkeitsmaß µ und einen Homo¨omorphismus φ : Rd → Rd definieren
wir das transportierte Wahrscheinlichkeitsmaß φ ∗ µ:
〈φ ∗ µ, g〉 := 〈µ, g ◦ φ〉
fu¨r alle Testfunktionen g ∈ Cc(Rd). Wir erhalten die Lo¨sung fu¨r Gleichung (1.7), indem
wir den Anfangszustand µ(0) mit der durch das Vektorfeld vt definierten Flußfunktion φt
transportieren. Im folgenden Lemma fassen wir die bisherigen U¨berlegungen zusammen
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und beweisen einige Gronwall-Abscha¨tzungen, die wir fu¨r den Existenz- und Eindeutig-
keitsbeweis fu¨r die Lo¨sungen der eingangs vorgestellten Evolutionsgleichungen beno¨tigen.
Lemma 1.5. Es sei (vt)t∈R+ eine Schar Lipschitz-stetiger Vektorfelder in Rd, so daß fu¨r
alle (t, y) ∈ R+ ×Rd gilt:
i.) t 7→ lip(v(t, ·)) ∈ L∞loc(R+),
ii.) v(·, y) ∈ C(R+,Rd),
und es sei φvt : R
d → Rd der globale Lo¨sungsfluß der nichtautonomen gewo¨hnlichen Dif-
ferentialgleichung y˙ = vt(y). Dann ist fu¨r jeden Anfangszustand µ0 ∈ PM2(Rd) mit
µ(t) := φt ∗ µ0 die eindeutige regula¨re maßwertige Lo¨sung von (1.7) gegeben, die der
Anfangsbedingung µ(0) = µ0 genu¨gt. Fu¨r φt gelten die folgenden Abscha¨tzungen:
i.) lip(φt) ≤ eℓt mit ℓ = ‖ lip(v·)‖L∞([0,t]),
ii.) ‖φ1t − φ2t‖L∞(Rd) ≤ teLt · sup
s∈[0,t]
‖v1s − v2s‖L∞(Rd)
mit L = max
i=1,2
{‖ lip(vi)‖L∞([0,t])},
iii.) |φt(y)− φs(y)| ≤ C(t)|t− s|(|y|+ ‖v(·, 0)‖L∞([0,t]))
mit C(t) = (ℓt+ 1)eℓtmax{ℓ, 1} falls t ≥ s ist.
Beweis. Es gilt fu¨r x, y ∈ Rd:
|φt(x)− φt(y)| =
∣∣∣∣x+ ∫ t
0
vs ◦ φs(x) ds− y −
∫ t
0
vs ◦ φs(y) ds
∣∣∣∣
≤ |x− y|+ ℓ
∫ t
0
|φs(x)− φs(y)| ds.
Mit der Gronwallschen Ungleichung erhalten wir lip(φt) ≤ eℓt. Damit gilt:〈
µ(t, dy), |y|2〉 = 〈µ0(dy), |φt(y)|2〉
≤ 〈µ0(dy), lip(φt)2|y|2 + 2 lip(φt)|φt(0)| |y|+ |φt(0)|2〉 <∞.
Somit hat fu¨r alle t ∈ R+ die Lo¨sung ein zweites Moment. Fu¨r Ungleichung iii.) beno¨tigen
wir eine weitere Gronwall-Abscha¨tzung. Fu¨r t ≥ s gilt:
|φt(y)− φs(y)| ≤
∫ t
s
|vt′ ◦ φt′(y)| dt′
≤
∫ t
s
|vt′ ◦ φt′(y)− vt′ ◦ φs(y)| dt′ +
∫ t
s
|vt′ ◦ φs(y)| dt′
≤ℓ
∫ t
s
|φt′(y)− φs(y)| dt′ +
∫ t
s
|vt′ ◦ φs(y)| dt′.
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Somit erhalten wir
|φt(y)− φs(y)| ≤ eℓ(t−s)
∫ t
s
|vt′ ◦ φs(y)| dt′
und |φt(y)− y| ≤ eℓt
(
ℓt|y|+
∫ t
0
|vt′(0)| dt′
)
.
Daraus folgt
|φt(y)− φs(y)|
≤eℓ(t−s)
{∫ t
s
|vt′ ◦ φs(y)− vt′(y)|+ |vt′(y)− vt′(0)|+ |vt′(0)| dt′
}
≤ℓ(t− s)eℓ(t−s) {|φs(y)− y|+ |y|}+ eℓ(t−s)
∫ t
s
|vt′(0)| dt′
≤C(t)|t− s| (|y|+ ‖v·(0)‖L∞([0,t]))
mit C(t) = (ℓt+1)eℓtmax{ℓ, 1}. Wir zeigen nun die Punkte ii.) und iii.) der Definition 1.4.
Beweis fu¨r µt ∈ C(R
+, PM1(Rd)W): Fu¨r s ≤ t gilt:
dW(µs, µt) = sup
lip(g)≤1
〈µs − µt, g〉 = sup
lip(g)≤1
〈µ0, g ◦ φs − g ◦ φt〉 ≤ 〈µ0, |φs − φt|〉
≤ C(t)|t− s|(〈µ0, |y|〉+ ‖v(·, 0)‖L∞([0,t])).
Beweis fu¨r µ(t) ∈ C1((0, T ), C1
lip
(Rd)′
w∗
): Fu¨r g ∈ C1lip(Rd) gilt:
| 〈µ˙(t)− µ˙(s), g〉 | = 〈µ0,∇g ◦ φt · vt(φt) −∇g ◦ φs · vs(φs)〉 .
Mit den identischen U¨berlegungen folgt
| 〈µ˙(t)− µ˙(s), g〉 | ≤ C˜(t) lip(∇g)|t− s|
fu¨r eine geeignete Konstante C˜ > 0.
µ(t) ist eine distributive Lo¨sung von (1.7): Fu¨r g ∈ C1lip(Rd) gilt:
d
dt
〈µt(dy), g(y)〉 − 〈µt(dy),∇g(y) · vt(y)〉
=
d
dt
〈µ0(dy), g ◦ φt(y)〉 − 〈µ0(dy),∇g ◦ φt(y) · vt ◦ φt(y)〉
=
〈
µ0(dy),∇g ◦ φt(y) · φ˙t(y)−∇g ◦ φt(y) · vt ◦ φt(y)
〉
= 0
nach Voraussetzung.
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Um die Eindeutigkeit zu beweisen, nehmen wir an, daß νt eine weitere Lo¨sung sei. Wegen
der Dichtheit von C1(Rd) ∩ Clip(Rd) in Clip(Rd) gilt:
dW(µ(t), ν(t)) = sup
g∈C1(Rd)
lip(g)≤1
〈µ(t)− ν(t), g〉
≤ sup
g∈C1(Rd)
lip(g)≤1
{
dW(µ0, ν0) +
∫ t
0
| 〈µ˙(s)− ν˙(s), g〉 | ds
}
≤dW(µ0, ν0) + sup
g∈C1(Rd)
lip(g)≤1
∫ t
0
| 〈µ(s) − ν(s), |∇g · vt|〉 ds
≤dW(µ0, ν0) + ℓ
∫ t
0
dW(µ(s), ν(s)) ds
⇒dW(µ(t), ν(t)) ≤ dW(µ0, ν0)eℓt,
und somit folgt aus dW(µ0, ν0) = 0, daß dW(µ(t), ν(t)) = 0 ist. Als letztes mu¨ssen wir
noch Abscha¨tzung ii.) beweisen:
‖φ1t − φ2t‖L∞(Rd) =
∥∥∥∥∫ t
0
v1s ◦ φ1s ds −
∫ t
0
v2s ◦ φ2s ds
∥∥∥∥
L∞(Rd)
≤
∫ t
0
‖v1s ◦ φ1s − v1s ◦ φ2s‖L∞(Rd) + ‖v1s ◦ φ2s − v2s ◦ φ2s‖L∞(Rd) ds
≤L
∫ t
0
‖φ1s − φ2s‖L∞(Rd) ds+ t sup
s∈[0,t]
‖v1s − v2s‖L∞(Rd).
Daraus folgt Ungleichung ii.) mit Hilfe der Gronwallschen Ungleichung.
Als na¨chstes fu¨hren wir die Objekte ein, denen unser Hauptinteresse gilt: Youngsche Maße.
Wir bezeichnen wie in der Einleitung das Einheitsintervall [0, 1] ⊂ R zur Vereinfachung
mit Ω.
Definition 1.6. Fu¨r 1 ≤ p ≤ ∞ ist Yp(Ω,Rd) die Menge aller schwach meßbaren Fami-
lien von Wahrscheinlichkeitsmaßen, deren p-tes Moment integrierbar ist:
Yp(Ω,Rd) := {Ψ : Ω→ PMp(Rd)| ∀g ∈ C0b (Rd) : 〈Ψ(·, dy), g(y)〉 ist meßbar und
〈Ψ(·, dy), |y|p〉 ∈ L1(Ω)}.
Wir sagen, daß ein Youngsches Maß Ψ eine Funktion ist, wenn es eine Funktion y : Ω→ Rd
gibt, so daß Ψx = δy(x).
Mit der Ho¨lder-Ungleichung erhalten wir
‖ 〈Ψ(·, dy), |y|〉 ‖pLp(Ω) ≤ ‖ 〈Ψ(·, dy), |y|p〉 ‖L1(Ω).
Somit ko¨nnen wir durch ‖dW(·, ·)‖Lp(Ω) eine Metrik dp(·, ·) auf Yp(Ω,Rd) definieren.
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Definition 1.7 (Starke und schwache Konvergenz). Eine Folge Ψn ∈ Yp(Ω,Rd) konver-
giert stark gegen Ψ∗ (Ψn → Ψ∗), wenn dp(Ψn,Ψ∗) := ‖dW(Ψn,Ψ∗)‖Lp(Ω) gegen 0 strebt.
Ψn strebt schwach gegen Ψ∗ (Ψn ⇀ Ψ∗), wenn fu¨r alle g ∈ Clip(Rd) gilt: 〈Ψn −Ψ∗, g〉⇀ 0
in Lp(Ω) (
∗
⇀ falls p =∞).
Wir unterscheiden den schwach topologisierten Raum durch einen Index w: Yp(Ω,Rd)w.
Beide Konvergenzbegriffe sind in gewisser Weise interessant. Die schwache Topologie
ermo¨glicht es, Youngsche Maße mit klassischen Funktionen zu approximieren, siehe Theo-
rem 1.3. Es ist auch sofort klar, daß stark konvergente Funktionenfolgen nur Young-Maße
erzeugen ko¨nnen, die eine Funktion sind.
Lemma 1.8. Es sei {un}n∈N ⊂ Lp(Ω,Rd) mit limn→∞ un = u∗ in Lp(Ω,Rd), dann gilt
limn→∞ δun = δu∗ im starken Sinn in Y
p(Ω,Rd).
Beweis. Sei lip(g) ≤ 1, dann ist ‖g(un)− g(u∗)‖Lp(Ω) ≤ ‖un − u∗‖Lp(Ω).
In der starken Topologie ko¨nnen echte Youngsche Maße nicht durch Funktionen appro-
ximiert werden, da nur die endlichen Linearkombinationen der Deltadistributionen in
PM1(Rd) dicht liegen, nicht jedoch die Menge der Deltadistributionen selbst ([Ra91, S.
113]). Die starke Topologie ist natu¨rlich, wenn numerische Verfahren oder das Verhalten
von den im Anschluß definierten YM-Lo¨sungen fu¨r endliche Zeiten analysiert werden. Fu¨r
p 6= 1 ist allerdings Yp(Ω,Rd) kein vollsta¨ndiger Raum.
Definition 1.4 und Lemma 1.5 ko¨nnen in natu¨rlicher Weise auf das Szenario der Youngs-
chen Maße erweitert werden.
Definition 1.9. Es sei (vt,x)(t,x)∈[0,T )×Ω ∈ Clip(Rd,Rd) eine Schar Lipschitz-stetiger Vek-
torfelder mit v(·, y) ∈ C([0, T ), [L2(Ω)]d) fu¨r alle y ∈ Rd. Eine durch t ∈ [0, T ) parametri-
sierte Schar Youngscher Maße Ψ(t) heißt regula¨re Young-Maß-Lo¨sung der Gleichung
Ψ˙ + divy(Ψ · vt) = 0,(1.8)
wenn
i.) fu¨r alle t ∈ [0, T ) gilt: Ψ(t) ∈ Y2(Ω,Rd),
ii.) Ψ ∈ C([0, T ),Y2(Ω,Rd)) ∩ C1((0, T ), C1lip(Rd)′w∗),
iii.) fu¨r alle g ∈ C1lip(Rd) die Gleichung
d
dt
〈Ψx(t, dy), g(y)〉 = 〈Ψx(t, dy),∇g(y) · vt,x(y)〉
in L1(Ω) erfu¨llt ist.
Lemma 1.10. Es sei (v(t,x))(t,x)∈R+×Ω eine Vektorfeldschar, so daß fu¨r alle (t, y) ∈ R+×Rd
gilt:
i.) (t, x) 7→ lip(vt,x) ∈ L∞loc(R+ ×Ω)
ii.) v(·, y) ∈ C(R+, [L2(Ω)]d),
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und es sei φvt : [L
2(Ω)]d → [L2(Ω)]d der globale Lo¨sungsfluß der Banachraum-wertigen
gewo¨hnlichen Differentialgleichung y˙ = vt(y). Dann ist fu¨r jeden Anfangszustand Ψ0 ∈
Y2(Ω,Rd) durch Ψ(t) = φt ∗ Ψ0 die eindeutig bestimmte regula¨re YM-Lo¨sung von (1.8)
gegeben. Fu¨r φvt gelten die Abscha¨tzungen
i.) ‖ lip(φt)‖L∞(Ω) ≤ eℓt mit ℓ = ‖ lip(v)‖L∞([0,t]×Ω),
ii.)
∥∥ ‖φ1t − φ2t‖L∞(Rd)∥∥L2(Ω) ≤ teLt · sup
s∈[0,t]
∥∥ ‖v1s − v2s‖L∞(Rd)∥∥L2(Ω)
mit L = max
i=1,2
‖ lip(vi)‖L∞([0,t]×Ω),
iii.) ‖ |φt(y)− φs(y)| ‖L2(Ω) ≤ C(t)|t− s|
(
|y|+ ∥∥ ‖v(t′, x′, 0)‖L2(Ω)∥∥L∞([0,t]))
mit C(t) = (ℓt+ 1)eℓtmax{ℓ, t} falls t ≥ s.
Der Beweis verla¨uft vollkommen analog zu dem von Lemma 1.5 und wird daher nicht
ausgefu¨hrt.
Wir sagen, ein Youngsches Maß Ψ besitzt Mikrostruktur, wenn es eine Teilmenge MΨ
von Ω gibt, auf der Ψ nicht als Funktion aufgefaßt werden kann, d.h. nicht die Gestalt ei-
ner u¨berMΨ parametrisierten Schar von Delta-Distributionen hat. Ein wichtiger Aspekt
der in dieser Arbeit betrachteten YM-Lo¨sungen ist, daß MΨ zeitunabha¨ngig ist, d.h. die
Mikrostruktur kann nicht in mikrostrukturfreie Bereiche eindringen und sie kann nicht in
endlicher Zeit verschwinden (MΨ(t) = MΨ0). Zur Charakterisierung der Mikrostruktur-
region definieren wir die Varianz von Ψ:
V (t, x) = Var(Ψ(t, x)) =
〈
Ψ(t, x, dy), |y|2〉− | 〈Ψ(t, x, dy), y〉 |2.
Es ist klar, daß V (t, x) ≥ 0 ist; aus Ψ(t, x) ∈ Y2(Ω,Rd) folgt außerdem V (t) ∈ L1(Ω).
Der Tra¨ger supp(V (t)) von V (t) ist als Tra¨ger desjenigen Repra¨sentanten definiert, der
in jedem Lebesgue-Punkt stetig und sonst u¨berall 0 ist. Mit dieser Notation istMΨ(t) als
supp V (t) charakterisiert.
Theorem 1.11 ([Mi97]). Es sei vt,x eine Vektorfeldschar, die die Voraussetzungen von
Lemma 1.10 erfu¨llt, Ψ(t) eine regula¨re YM-Lo¨sung von (1.8) und V (t) die Varianz von
Ψ(t); dann ist
supp V (t) = supp V (0)
fu¨r alle t ∈ [0,∞).
Beweis. Fu¨r jedes (t, x) ∈ [0,∞)×Ω ist der Fluß des dynamischen Systems y˙ = vt,x(y)
ein Diffeomorphismus φt,x in Rd. Die Flußabbildung φt,x und die Inverse φ˜t,x sind global
Lipschitz-stetig mit Lipschitz-Konstanten, die durch eℓt beschra¨nkt sind.
Fu¨r festes x ∈ Ω kann die Varianz folgendermaßen ausgedru¨ckt werden:
V (t) =
〈
Ψ(t, dy),
〈
Ψ(t, dy˜, |y − y˜|2〉〉 = 〈Ψ0(dy), 〈Ψ0(dy˜), |φt(y)− φt(y˜)|2〉〉 .
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Somit gilt
e−2ℓtV (t, x) ≤ V (0, x) ≤ e2ℓtV (t, x)
und die Behauptung ist bewiesen.
Bemerkung 1.12. Aus diesem Theorem und der Definition maßwertiger Lo¨sungen folgt
sofort, daß jede YM-Lo¨sung Ψ(t) von Gleichung (1.8), deren Anfangsbedingung an der
Stelle x ∈ Ω\MΨ0 eine Deltadistribution δy0 ist, auch fu¨r alle endlichen Zeiten die Darstel-
lung Ψx(t) = δy(t) besitzt, wobei y(t) die Lo¨sung der gewo¨hnlichen Differentialgleichung
y˙ = vt,x(y), y(0) = y0, ist.
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KAPITEL 2
Das mikrokinetisch regularisierte Modell
Wir werden in diesem Kapitel das Langzeitverhalten der Lo¨sungen des mikrokinetischen
Modells (1.2) untersuchen. Dazu verallgemeinern wir den Lo¨sungsfluß von den u¨blichen
Funktionenra¨umen auf Y2(Ω,R2). Unser Ziel ist es, die zeitlicheEntwicklung hochoszillati-
ver Anfangsbedingungen zu studieren. Die im na¨chsten Abschnitt hergeleitete Evolutions-
gleichung fu¨r YM-Lo¨sungen kann daher als makroskopische Beschreibung mikroskopischer
Eigenschaften verstanden werden. Um pra¨ziser zu sein, fu¨hren wir zuna¨chst einige Nota-
tionen ein. Durch eine einfache Transformation bringen wir (1.2) auf die Gestalt einer
Integrodifferentialgleichung
ε˙ =v,
v˙ =− 1
β
(σ(ε)− Bσ(ε)) , (ε(0), v(0)) = (ε0, v0),
wobei B ein kompakter linearer Operator in L2(Ω) ist. Der 2-Tupel (ε, v) lo¨st eine hyper-
bolische Gleichung mit Wellengeschwindigkeit 0, schnelle ra¨umliche Oszillationen bleiben
also erhalten. Wechselwirkungen zwischen (ε(t, x), v(t, x)) und (ε(t, x˜), v(t, x˜)) finden nur
durch den nichtlokalen Operator B statt.
Somit ko¨nnen wir zuna¨chst formal eine Evolutionsgleichung fu¨r das von t abha¨ngige
Youngsche Maß Ψ(t, x, d(ε, v)) aufstellen, das die Verteilung von (ε, v) beschreibt:
Ψ˙ = −div(ε,v)
{
Ψ ·
(
v
− 1
β
(σ(ε)− k)
)}
, Ψ|t=0 = Ψ0,(2.1a)
k = B 〈σ〉 .(2.1b)
Wir erinnern hier an die Konvention, daß der Ausdruck 〈g〉 den Erwartungswert der nicht-
linearen Zufallsvariablen g bezu¨glich des Wahrscheinlichkeitsmaßes Ψt,x(dy) bezeichnet,
wobei y = (ε, v) ist. Gleichung (2.1) ist der zentrale Gegenstand der Untersuchungen
in diesem Kapitel. Im na¨chsten Abschnitt zeigen wir durch Anwendung von Ideen aus
der Transporttheorie die globale Existenz und Eindeutigkeit der Lo¨sungen von (2.1) im
Phasenraum Y2(Ω,R2). Fu¨r festes k(t, x) erha¨lt man die Lo¨sung von (2.1a), indem die An-
fangsverteilung Ψ0 entlang der Charakteristiken transportiert wird. Dies definiert uns ein
neues k˜ = B 〈Ψ0, σ(φkt )〉, wobei φkt die Lo¨sungsflußschar fu¨r die nichtautonome gewo¨hn-
liche Differentialgleichung ε˙ = v, v˙ = − 1
β
(σ(ε) − k(t, x)) ist. Fu¨r ein hinreichend kleines
Zeitintervall ist diese Abbildung eine Kontraktion, deren einziger Fixpunkt die eindeuti-
ge Lo¨sung Ψ(t) bestimmt. Der Vorteil dieser Vorgehensweise besteht darin, daß nur eine
24
Sobolevfunktion k anstelle des Youngschen Maßes Ψ iteriert wird. Die Kopplungsfunkti-
on k liegt in einem wohlbekannten Banachraum, wohingegen Ψ ein Element des Raumes
Y2(Ω,R2) ist, der eine viel komplexere Struktur besitzt.
Am Ende des na¨chsten Abschnittes zeigen wir, daß Gleichung (2.1) konsistent mit (1.2)
ist, das heißt klassische Lo¨sungen generieren spezielle YM-Lo¨sungen. Wir verwenden den
Begriff
”
klassische Lo¨sung“ fu¨r die Lo¨sungen von (1.2),
”
maßwertige Lo¨sungen“ fu¨r die
Lo¨sungen der verallgemeinerten Gleichung (2.1). Noch wichtiger als die Konsistenz ist
allerdings, daß die Lo¨sungen auch in der schwachen Topologie stetig vom Anfangszustand
abha¨ngen. Dies impliziert, daß eine Folge von klassischen Lo¨sungen, deren Anfangsbe-
dingungen ein Youngsches Maß Ψ0 schwach approximieren, auch in der Na¨he der zu Ψ0
geho¨rigen Lo¨sung von (2.1) bleibt. Somit beschreibt Gleichung (2.1) tatsa¨chlich das effek-
tive Verhalten von Lo¨sungen, die von schnell oszillierenden Anfangsbedingungen erzeugt
werden.
Gleichung (2.1) ermo¨glicht es, das Langzeitverhalten von YM-Lo¨sungen zu untersuchen.
Die wichtigste Eigenschaft des mikrokinetischen Modells ist die Erhaltung der verallge-
meinerten Energie
Eβ(Ψ) =
∫
x∈Ω
〈
Ψx(d(ε, v)),W (ε) +
1
2
βv2
〉
+ 1
2
ρu˙2 dx,
wobei u˙(t, x) =
∫ x
0
〈v〉 dx ist. Wir zeigen, daß jedes stationa¨re YM Ψx, das fu¨r fast alle
x ∈ Ω eine Dichtefunktion besitzt, die einfache Form
〈Ψx, g〉 =
∫
(ε,v)∈R2
f
(
x, 1
2
βv2 +W (ε)
)
g(ε, v) d(ε, v)
annimmt, wobei f : Ω×R+ → R+ eine meßbare Funktion ist. Mit dieser Charakterisierung
werden wir zwei Resultate u¨ber das Langzeitverhalten beweisen:
i.) Fu¨r ρ = 0 und Neumann-Randbedingungen konvergieren die von generischen, klas-
sischen Anfangsbedingungen erzeugten Lo¨sungen im schwachen Sinn fu¨r t → ∞
gegen ein stationa¨res Young-Maß. Dies ist insofern u¨berraschend, weil die Lo¨sungen
die Energie Eβ erhalten und daher nicht zu einem lokalen Minimum von Eβ konver-
gieren ko¨nnen wie die Lo¨sungen des viskos geda¨mpften Modells, das im na¨chsten
Kapitel diskutiert wird. Interessanterweise hat der stationa¨re Zustand Ψ∞ auch eine
viel komplexere Struktur als der Anfangszustand: Ψ∞ ist ein echtes Youngsches Maß,
dessen Mikrostruktur ganz Ω u¨berdeckt. Im Gegensatz dazu hat wegen Satz 1.11 die
Lo¨sung fu¨r alle endlichen Zeiten keine Mikrostruktur, da der Anfangszustand eine
klassische Funktion ist; somit ist dies ein Beispiel fu¨r die dynamische Generierung
von Mikrostruktur. Keine der im na¨chsten Kapitel untersuchten Lo¨sungen fu¨r das
viskose Modell hat diese Eigenschaft (siehe Satz 3.16).
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ii.) Mit der Energie-Casimir-Methode ko¨nnen wir die Stabilita¨t einer großen Klasse von
Equilibria zeigen. Das Verfahren wurde von Marsden und anderen in [HMRW85]
vorgestellt und danach oft erfolgreich auf Stabilita¨tsprobleme in konservativen Sy-
stemen angewandt. Eine essentielle Voraussetzung fu¨r die Anwendung des Verfah-
rens ist allerdings, daß sowohl das untersuchte Equilibrium als auch die Sto¨rung
eine Dichte haben, somit sind also keine Ru¨ckschlu¨sse auf das Verhalten klassischer
Lo¨sungen mo¨glich.
Im letzten Abschnitt dieses Kapitels stellen wir eine Methode vor, um Gleichung (2.1)
numerisch zu integrieren und beweisen, daß das Verfahren in der starken Topologie kon-
vergiert.
1. Existenz der Dynamik
1.1. Vereinfachende Umformungen. Wir transformieren Gleichung (1.2) in eine
Gestalt, die die nachfolgende Analysis wesentlich vereinfacht; dazu setzen wir
ε(t, x) := ∂xu(t, x), v(t, x) = ∂xu˙(t, x).
Wir bezeichnen mit πa die orthogonale Projektion in L2(Ω) auf den Unterraum der
Funktionen mit Mittelwert 0; fu¨r den Mittelwert einer Funktion f schreiben wir auch
[[f ]] = f − πaf . Durch einen Index a bei Funktionenra¨umen bezeichnen wir das Bild von
πa. Im weiteren seien AD und AN die unbeschra¨nkten Operatoren in L2a(Ω) und L
2(Ω),
die durch
D(AD) = H2a,∂(Ω) = {u ∈ H2a(Ω)| ∂xu|x∈{0,1} = 0},
D(AN ) = H2∂,0(Ω) = {u ∈ H2(Ω)| ∂xu|x=0 = u|x=1 = 0}
und ADu = ANu = ρu − β∂2xu definiert sind. Wir bezeichnen mit Ba : L2a(Ω) → H2a,∂(Ω)
und B0 : L2(Ω) → H2∂,0(Ω) die in L2a(Ω) beziehungsweise L2(Ω) kompakten Lo¨sungsope-
ratoren des elliptischen Randwertproblems
(ρ− β∂2x)ka,0 = ρg, ka ∈ H2a,∂(Ω), k0 ∈ H2∂,0(Ω), g ∈ L2a(Ω) bzw. L2(Ω).
Fu¨r ρ = 0 ist Ba = B0 = 0. Indem wir Gleichung (1.2) einmal nach x differenzieren,
erhalten wir
(ρ − β∂2x)ε¨ = ∂2xσ(ε).
Wir betrachten zuerst den Fall der Dirichlet-Randbedingung. Wegen u(1) = L gilt 0 =
L¨ = [[ε¨]]. Wir nehmen zuna¨chst an, daß ε − L ∈ H2a,∂(Ω), damit sind alle nachfolgenden
Umformungen gerechtfertigt, allerdings lassen wir im nachhinein die Forderung der H2-
Regularita¨t wieder fallen.
ε¨ = Ba∂2x
1
ρ
σ(ε) = − 1
β
Ba
(
ρπa − β∂2x
) 1
ρ
σ(ε) +
1
β
Baπaσ(ε)
= − 1
β
[πaσ(ε)−Baπaσ(ε)] .
26
Im Neumannfall setzen wir ε ∈ H2(Ω) sowie ∂xε|x=0 = 0 voraus, wobei die Einschra¨nkun-
gen an ε wie oben nur formaler Natur sind.
ε¨− ε¨(1) = B0
(
∂2x
1
ρ
σ(ε)− ε¨(1)
)
= − 1
β
B0
[(
ρ − β∂2x
) 1
ρ
(σ(ε)− σ(ε(1)))
]
+
1
β
B0
[
−σ(ε(1))− βε¨(1)︸ ︷︷ ︸
=0
+σ(ε)
]
= − 1
β
(σ(ε)− σ(ε(1))) + 1
β
B0σ(ε)
⇒ ε¨ = − 1
β
(σ(ε)− B0σ(ε)).
Somit erhalten wir im Dirichlet- bzw. Neumannfall das folgende System:
ε˙ = v,(2.2a)
v˙ = − 1
β
(σ(ε)− k),(2.2b)
k = Bσ,(2.2c)
wobei Bσ = Baπaσ(ε) + [[σ(ε)]] bzw. Bσ = B0σ(ε) ist. Da H2a,∂(Ω) und H2∂,0(Ω) dicht in
L2a(Ω) und L
2(Ω) sind, gelten die Gleichungen also auch fu¨r ε−L, v ∈ L2a(Ω) bzw. L2(Ω).
Die wichtigste Eigenschaft dieses Systems ist, daß die Gleichungen fu¨r ε und v hyper-
bolisch mit Wellengeschwindigkeit 0 sind. Diese Transportgleichung gestattet es, schnelle
ra¨umliche Oszillationen zu u¨bertragen, allerdings nur in den Variablen ε und v und nicht in
k, da die Kopplung u¨ber B kompakt und gla¨ttend ist. Wir leiten daher aus (2.2) zuna¨chst
formal die folgende Evolutionsgleichung fu¨r ein Youngsches Maß Ψ her, wobei wir bei
kompakten Operationen nur den Erwartungswert beru¨cksichtigen.
Ψ˙ = −div(ε,v)
{
Ψ ·
(
v,− 1
β
(σ(ε)− k)
)T}
, Ψ|t=0 = Ψ0 ∈ Y2(Ω,R2),(2.3a)
k = B 〈σ〉 ,(2.3b)
[[〈ε〉 − L]] = [[〈v〉]] = 0 im Fall der Dirichlet-Randbedingung.(2.3c)
Ein Anfangszustand Ψ ∈ Y2(Ω,Rd) heißt im Fall der Dirichlet-Randbedingung zula¨ssig,
wenn (2.3c) erfu¨llt ist; bei der Neumann-Randbedingung fa¨llt diese Einschra¨nkung weg.
Im Rest dieses Abschnittes beweisen wir, daß fu¨r jeden zula¨ssigen Anfangswert Ψ0 ∈
Y2(Ω,R2) die Lo¨sung Φt(Ψ0) des Systems (2.3) global fu¨r t ∈ R existiert und eindeutig
ist. Wir werden auch zeigen, daß die Lo¨sungen von (2.3) nicht nur in der starken, sondern
auch in der schwachen Topologie von Y2(Ω,R2) stetig vom Anfangszustand abha¨ngen.
Dieses Resultat ist insofern zentral, da die Youngschen Maße meistens als verallgemeinerte
Grenzwerte schwach konvergenter Funktionenfolgen betrachtet werden, vergleiche z.B.
[Mi97]. Wenn wir also eine Folge klassischer Lo¨sungen betrachten, deren Anfangswerte
(εi0, v
i
0) ∈ [L2(Ω)]2 so gewa¨hlt seien, daß fu¨r alle g ∈ Clip(R2) die Folge g(εi0, vi0) schwach
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gegen 〈Ψ0, g〉 strebt, dann ko¨nnen wir aus dem Stetigkeitsresultat ableiten, daß fu¨r die
assoziierten Lo¨sungen (εit, v
i
t) die Beziehung g(ε
i
t, v
i
t) ⇀ 〈Φt(Ψ0), g〉 fu¨r alle t ∈ R gilt.
Danach zeigen wir, daß die klassischen Lo¨sungen von (2.2) spezielle Lo¨sungen von (2.3)
sind, die wir durch die Identifikation R2 ∋ y 7→ δy ∈ PM(R2) erzeugen.
Der Existenz- und Eindeutigkeitssatz beruht auf dem Banachschen Fixpunktsatz und
verwendet Ideen aus der Transporttheorie. Eine Anwendung dieser Methode findet man
in [Mi97], wo YM-Lo¨sungen hyperbolischer Systeme untersucht werden. Die wesentliche
Idee besteht darin, das Kontraktionsargument nicht im Raum der Youngschen Maße an-
zuwenden, sondern nur in L2(Ω), einem Funktionenraum, der k entha¨lt. Fu¨r gegebenes
Ψ(t) definieren wir kΨ := K(Ψ(t)) := B 〈Ψt, σ〉 . Unser Beweis ist folgendermaßen struk-
turiert:
Das Vektorfeld (v,− 1
β
(σ(ε) − k))T hat in der Maximumsnorm auf R2 die Lipschitz-
Konstante max{1, lip(σ)
β
}, die wir in diesem Kapitel mit ℓ bezeichnen, wir ko¨nnen al-
so die U¨berlegungen des ersten Kapitels verwenden. Fu¨r festes k in C([0, T ], L2(Ω))
lo¨sen wir die nichtautonome lineare Gleichung (2.3a). Dies definiert uns eine Abbildung
Ψ = Q(k) von C([0, T ], L2(Ω)) nach C([0, T ],Y2(Ω,R2)). Es genu¨gt nun zu zeigen, daß
K ◦ Q : C([0, T ], L2(Ω))→ C([0, T ], L2(Ω)) fu¨r genu¨gend kleines T > 0 ein kontrahieren-
der Operator ist. Wir verwenden die Konvention, daß fu¨r einen Banachraum X mit ||| · |||X
die sup-Norm in C([0, T ], X) bezeichnet wird; fu¨r ‖·‖C([0,t],L2(Ω)) schreiben wir auch ||| · |||Ωt.
Theorem 2.1 (Globale Existenz und Stetigkeit im Anfangszustand). Fu¨r jeden zula¨ssi-
gen Anfangszustand Ψ0 ∈ Y2(Ω,R2) hat das Cauchy-Problem (2.3) eine eindeutige globale
regula¨re YM-Lo¨sung Ψ(t) = Φt(Ψ0) im Sinne der Definition 1.9. Fu¨r festes t ∈ R ist Φt(·)
sowohl in der starken als auch in der schwachen Topologie auf Y2(Ω,R2) stetig und es
gibt eine Konstante C > 0, so daß d2(Φt(Ψ1),Φt(Ψ2)) ≤ Cd2(Ψ1,Ψ2)e3(ℓ+‖B‖ lip(σ)/β)t ist.
Beweis. Wir definieren den Operator IT : C([0, T ], L2(Ω))→ C([0, T ], L2(Ω)) durch
IT (k)(t) = B
〈
Ψ0(dy), σ
(
φkt (y)
)〉
.
Diese Konstruktion ist aufgrund der Voru¨berlegungen in Kapitel 1 wohldefiniert. Fu¨r
festes k ∈ C([0, T ], L2(Ω)) ist wegen Lemma 1.10 die regula¨re YM-Lo¨sung von Glei-
chung (2.3a) durch Ψ(t) = φkt ∗Ψ0 gegeben, wobei φkt der Lo¨sungsfluß des nichtautonomen
Systems (2.2a, 2.2b) ist. Da Ψ(t) eine regula¨re YM-Lo¨sung ist, gilt Ψ ∈ C([0, T ],Y2(Ω,R2)).
Zusammen mit der Stetigkeit von B erhalten wir, daß IT (k) ebenfalls ein Element von
C([0, T ], L2(Ω)) ist. Wir zeigen nun, daß IT kontrahierend ist:
|||IT (k1)− IT (k2)||| = |||B
〈
Ψ0, σ
(
φk1
)− σ (φk2)〉 |||
≤‖B‖ lip(σ)
∣∣∣∣∣∣∣∣∣ ∥∥φk1 − φk2∥∥
L∞(R2)
∣∣∣∣∣∣∣∣∣
≤TeℓT‖B‖ lip(σ)
β
|||k1 − k2||| wegen Lemma 1.10.ii.
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Somit genu¨gt es, T so klein zu wa¨hlen, daß TeℓT ≤ β‖B‖ lip(σ) ist. Damit ist IT ein
kontrahierender Operator, der jedem Anfangszustand Ψ0 einen eindeutigen Fixpunkt
k∗ ∈ C([0, T ], L2(Ω)) zuordnet. Da die Wahl von T nicht von der Anfangsbedingung
abha¨ngt, erhalten wir die Existenz fu¨r alle t ∈ R+. Indem wir dieselbe Argumentation auf
das zeitumgekehrte System
Ψ˙ = div(ε,v)
{
Ψ ·
(
v,− 1
β
(σ(ε) + k)
)T}
, Ψ|t=0 = Ψ0 ∈ Y2(Ω,R2),
k = B 〈σ〉
anwenden, ist gezeigt, daß die Lo¨sung auch fu¨r alle negativen Zeiten existiert. Das Vektor-
feld (v,− 1
β
(σ(ε)− k∗))T erfu¨llt die Voraussetzungen von Lemma 1.10, damit ist Ψ(t) =:
Φt(Ψ0) eine regula¨re YM-Lo¨sung von (2.3) im Sinne der Definition 1.9.
Als na¨chstes weisen wir nach, daß die Randbedingungen erfu¨llt sind. Im Dirichletfall muß
gelten:
[[〈Ψ(t, d(ε, v)), v〉]] = [[〈Ψ(t, d(ε, v)), ε〉 − L]] = 0.
Dazu leiten wir die beiden Funktionale nach der Zeit ab:
d
dt
[[〈Ψ(t, d(ε, v)), ε〉 − L]] = [[〈Ψ(t, d(ε, v)), v〉]],
d
dt
[[〈Ψ(t, d(ε, v)), v〉]] =
[[〈
Ψ(t, d(ε, v)),− 1
β
(σ(ε)− k)
〉]]
= − 1
β
([[〈σ〉]]− [[k]]) = 0,
wegen der Definition von k. Somit bleibt der Anfangszustand [[〈Ψ0(d(ε, v)), ε〉 − L]] =
[[〈Ψ0(d(ε, v)), v〉]] = 0 fu¨r alle Zeiten konserviert. Fu¨r den Neumannfall erhalten wir:
β
d2
dt2
〈ε〉+ 〈σ〉 = β d
dt
〈v〉+ 〈σ〉 = β
〈
− 1
β
(σ − k)
〉
+ 〈σ〉 .
Wegen k|x=1 = 0 folgt (β d2dt2 〈ε〉+ 〈σ〉)|x=1 = 0.
Zum Schluß zeigen wir, daß Φt(·) fu¨r festes t sowohl im starken als auch im schwachen
Sinn stetig in der Anfangsbedingung ist. Zuna¨chst wird die starke Stetigkeit gezeigt. Fu¨r
zwei zula¨ssige Anfangsbedingungen Ψ1,Ψ2 ∈ Y2(Ω,R2) gilt∥∥dW(Φt(Ψ1),Φt(Ψ2))∥∥L2(Ω)
=
∥∥∥∥∥ suplip(g)≤1 〈Φt(Ψ1)−Φt(Ψ2), g〉
∥∥∥∥∥
L2(Ω)
=
∥∥∥∥∥ suplip(g)≤1 (〈Ψ1, g(φ1t )〉− 〈Ψ2, g(φ2t )〉)
∥∥∥∥∥
L2(Ω)
≤
∥∥∥∥∥ suplip(g)≤1 〈Ψ1, g(φ1t )− g(φ2t )〉
∥∥∥∥∥
L2(Ω)
+
∥∥∥∥∥ suplip(g)≤1 〈Ψ1 −Ψ2, g(φ2t )〉
∥∥∥∥∥
L2(Ω)
=: I1 + I2.
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Wegen Lemma 1.10.i ist I2 ≤ eℓtd2(Ψ1,Ψ2). Wir scha¨tzen nun I1 wie folgt ab:
I1 ≤
∥∥〈Ψ1, |φ1t − φ2t |〉∥∥L2(Ω)
≤
∫ t
0
∥∥∥∥∥
〈
Ψ1,
(
φ1s,2 − φ2s,2
− 1
β
(σ ◦ φ1s,1 − σ ◦ φ2s,1)
)〉∥∥∥∥∥+ ‖B‖β ∥∥〈Ψ1, σ ◦ φ1s,1〉− 〈Ψ2, σ ◦ φ2s,2〉∥∥L2(Ω) ds
≤
∫ t
0
ℓ
∥∥〈Ψ1, |φ1s − φ2s|〉∥∥L2(Ω) + ‖B‖β lip(σ)∥∥〈Ψ1, |φ1s − φ2s|〉∥∥L2(Ω)
+
‖B‖
β
lip(σ)
∥∥〈Ψ1 −Ψ2, |φ2s|〉∥∥L2(Ω) ds.
Mit der Gronwallschen Ungleichung erhalten wir
I1 ≤ ‖B‖
β
lip(σ)d2(Ψ
1,Ψ2)te(2ℓ+lip(σ)‖B‖/β)t.
Damit folgt d2(Φt(Ψ1),Φt(Ψ2)) ≤ Cd2(Ψ1,Ψ2)e3(ℓ+lip(σ)‖B‖/β)t fu¨r eine geeignet gewa¨hlte
Konstante C. Um die schwache Stetigkeit im Anfangszustand zu zeigen, nutzen wir die
Kompaktheit von B aus.
Sei Ψi ∈ Y2(Ω,R2) eine Folge zula¨ssiger Anfangsbedingungen mit limi→∞Ψi = Ψ∗ in
Y2(Ω,R2)w und g ∈ Clip(R2). Es gilt wie oben:
w-lim
i→∞
〈
Φt(Ψ
i)−Φt(Ψ∗), g
〉
= w-lim
i→∞
〈
Ψi, g(φi)− g(φ∗)〉+w-lim
i→∞
〈
Ψi −Ψ∗, g(φ∗)〉 .
Der zweite Grenzwert ist 0 wegen der Voraussetzung an Ψi und da mit Lemma 1.10.i
g(φ∗) eine Lipschitz-Funktion ist. Fu¨r den ersten Grenzwert erhalten wir im starken Sinn:∥∥〈Ψi, g(φit)− g(φ∗t )〉∥∥L2(Ω) ≤ lip(g)∥∥∥ ∥∥φit − φ∗t∥∥L∞(R2)∥∥∥L2(Ω) ≤ tβ eℓt lip(g) ∣∣∣∣∣∣ki − k∗∣∣∣∣∣∣Ωt .
Es kommt also darauf an, die Konvergenz von |||ki − k∗|||Ωt zu beweisen.∣∣∣∣∣∣ki − k∗∣∣∣∣∣∣
Ωt
=
∣∣∣∣∣∣B [〈Ψi, σ(φi1)〉− 〈Ψ∗, σ(φ∗1)〉]∣∣∣∣∣∣Ωt
≤ ∣∣∣∣∣∣B 〈Ψi −Ψ∗, σ(φ∗1)〉∣∣∣∣∣∣Ωt + ‖B‖ ∣∣∣∣∣∣〈Ψi, σ(φi1)− σ(φ∗1)〉∣∣∣∣∣∣Ωt = I3 + I4.
Wir ko¨nnen I4 mit ki − k∗ kontrollieren:
I4 ≤ ‖B‖ lip(σ)
∣∣∣∣∣∣∣∣∣ ∥∥φi1 − φ∗1∥∥L∞(R2)∣∣∣∣∣∣∣∣∣Ωt ≤ ‖B‖ lip(σ)
∫ t
0
∣∣∣∣∣∣∣∣∣ ∥∥φ1i − φ2∗∥∥L∞(R2)∣∣∣∣∣∣∣∣∣Ωs ds
≤ ‖B‖ lip(σ)
∫ t
0
s
β
eℓs
∣∣∣∣∣∣ki − k∗∣∣∣∣∣∣
Ωs
ds.
Die Behauptung folgt mit der Gronwallschen Ungleichung, wenn wir zeigen ko¨nnen, daß I3
gegen 0 strebt. Aus der Kompaktheit von B folgt limi→∞
∥∥B 〈Ψi −Ψ∗, σ(φ∗t,1)〉∥∥L2(Ω) = 0
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fu¨r alle t ∈ R. Außerdem gilt∥∥∂tB 〈Ψi −Ψ∗, σ(φ∗t,1)〉∥∥L2(Ω) ≤ ‖B‖∥∥〈Ψi −Ψ∗, σ′(φ∗t,1)φ∗t,2〉∥∥L2(Ω)
≤‖B‖ lip(σ) lip(φ∗t )
{
sup
i∈N
∥∥〈Ψi(dy), |y|〉∥∥
L2(Ω)
+ ‖〈Ψ∗(dy), |y|〉‖L2(Ω) + 2‖φ∗t (0)‖L2(Ω)
}
<∞.
Dabei wurde verwendet, daß 〈Ψi(dy), |y|〉 in L2(Ω) schwach konvergent und damit ins-
besondere beschra¨nkt ist. Damit folgt die gleichma¨ßige Konvergenz von ki gegen k∗ auf
kompakten Teilmengen von R und die letzte Behauptung ist gezeigt.
Zum Schluß etablieren wir den Zusammenhang zwischen YM-Lo¨sungen von (2.3) und
den klassischen Lo¨sungen des urspru¨nglichen Systems (2.2), indem wir zeigen, daß die
starken Lo¨sungen spezielle YM-Lo¨sungen sind. Es ist naheliegend, diese Eigenschaft als
Konsistenz von (2.3) mit (2.2) zu bezeichnen.
Satz 2.2 (Konsistenz). Wenn y(t, x) = (ε(t, x), v(t, x)) eine Lo¨sung von (2.2) ist, dann
ist Ψ(t, x) = δy(t,x) eine YM-Lo¨sung von (2.3).
Beweis. Es ist klar, daß fu¨r Ψ(t) = δy(t) der klassische Kopplungsterm Bσ(ε) mit
B 〈σ〉 u¨bereinstimmt. Fu¨r g ∈ C1lip(R2) erhalten wir
d
dt
〈
δy(t), g
〉−〈δy(t,x),∇g ·
(
v
− 1
β
(σ(ε)− k)
)〉
=∇g(y) · y˙ −∇g(y) ·
(
v,− 1
β
(σ(ε)− k)
)T
= 0 wegen (2.2).
2. Langzeitverhalten
In diesem Abschnitt studieren wir das Langzeitverhalten von YM-Lo¨sungen fu¨r das Sys-
tem (2.3). Wir leiten eine verallgemeinerte Energie Eβ her und zeigen das YM-Analogon
zu Satz 1.1: Eβ(Ψ) wird von den regula¨ren YM-Lo¨sungen von (2.3) erhalten, d.h. auch
das verallgemeinerte System ist konservativ. Im Anschluß daran charakterisieren wir die
stationa¨ren Zusta¨nde von (2.3). Das Ergebnis wird zeigen, daß die YM-Lo¨sungen eine
echte Erweiterung der Lo¨sungen von Gleichung (1.2) darstellen. Wir haben schon im er-
sten Kapitel die stationa¨ren Lo¨sungen von (1.2) charakterisiert: Die Verzerrung ε kann
nur Werte aus der dreielementigen Menge {zi(c)}i=0,1,2 annehmen. Im Neumannfall ist
c = 0, im Dirichletfall ist c zwar beliebig, jedoch muß [[ε−L]] = 0 gelten. Somit spielt der
u¨brige Verlauf der Spannungs-Verzerrungsbeziehung σ keine Rolle mehr. Unsere Analyse
wird zeigen, daß die so konstruierten einfachen Equilibria nur einen geringen Anteil an
der Menge aller Gleichgewichtslo¨sungen darstellen. Mit Hilfe einer kanonischen Trans-
formation wird das durch βε¨ = −(σ(ε) − c) definierte dynamische System so einfach,
31
daß wir die Ruhelagen von (2.3) explizit angeben ko¨nnen. Die nicht-einfachen Gleichge-
wichte erha¨lt man, indem man die Masse entlang von Lo¨sungskurven der gewo¨hnlichen
Differentialgleichung ε˙ = v, v˙ = − 1
β
(σ(ε)− c) verschmiert.
Die Charakterisierung verwenden wir fu¨r zwei Anwendungen: Wir zeigen, daß im Neu-
mannfall fu¨r ρ = 0 eine große Klasse von Anfangsbedingungen Lo¨sungen erzeugt, die fu¨r
t→∞ im schwachen Sinn gegen ein Equilibrium konvergieren.
Im zweiten Teil wenden wir die Energie-Casimir-Methode aus [Re94] auf das System
(2.3) an und ko¨nnen somit beweisen, daß eine gewisse Klasse von Equilibria neutral stabil
gegenu¨ber einer eingeschra¨nkten Menge von Sto¨rungen ist.
Wir leiten nun die verallgemeinerte Energieerhaltung her. Dabei bezieht sich der Be-
griff
”
verallgemeinert“ auf die Tatsache, daß wir nicht nur den klassischen Lo¨sungen eine
Energie zuordnen, sondern auch YM-Lo¨sungen. Fu¨r die kinetische Energie beno¨tigt man
die Stammfunktion von x 7→ 〈Ψx, v〉. Dafu¨r setzen wir X = L2(Ω) bzw. L2a(Ω) und
Y = H2∂,0(Ω) bzw. H
2
a,∂(Ω) im Fall der Neumann-bzw. Dirichlet-Randbedingung. Wir
bezeichnen mit C : X → Y den Lo¨sungsoperator des elliptischen Randwertproblems
∂2xu = f ; f ∈ X, u ∈ Y.
Es ist klar, daß C kompakt, selbstadjungiert und negativ definit ist.
Satz 2.3. Alle regula¨ren YM-Lo¨sungen fu¨r das Cauchy-Problem (2.3) konservieren die
verallgemeinerte Energie
Eβ(Ψ) =
[[〈W 〉+ 1
2
β
〈
v2
〉− 1
2
ρ 〈v〉 C 〈v〉]] .
Beweis.
d
dt
Eβ(Ψ(t)) =
[[〈
Ψ˙,W (ε)
〉
+ 1
2
β
〈
Ψ˙, v2
〉
− ρ 〈v〉 C
〈
Ψ˙, v
〉]]
, da C selbstadjungiert ist
=
[[
〈vσ〉 − β
〈
v 1
β
(σ − k)
〉
− ρ 〈v〉 C
〈
− 1
β
(σ − k)
〉]]
=
[[
〈v〉
(
k + ρ
β
C 〈σ〉 − ρ
β
Ck
)]]
=
[[
〈v〉
(
C
[
∂2xk +
ρ
β
〈σ〉 − ρ
β
k
])]]
= 0,
da −β∂2xk + ρk = ρ 〈σ〉 ist.
2.1. Stationa¨re Zusta¨nde. Wir charakterisieren die Menge der stationa¨ren Zusta¨nde
von (2.3). Indem wir die zeitliche Ableitung von Ψ gleich 0 setzen, erhalten wir das sta-
tiona¨re System:
div(ε,v)
{
Ψ ·
(
v,− 1
β
(σ − k)
)T}
= 0,(2.4a)
ρk − β∂2xk − ρ 〈Ψ, σ〉 = 0,(2.4b)
[[〈ε〉 − L]] = [[〈v〉]] = 0 im Fall der Dirichlet-Randbedingung.(2.4c)
Mit der Testfunktion g(ε, v) = ε ergibt Gleichung (2.4a) die Beziehung 〈Ψ(d(ε, v)), v〉 = 0,
die zweite Bedingung in (2.4c) ist also stets erfu¨llt und kann daher wegfallen. Analog folgt
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mit der Testfunktion g(ε, v) = v, daß
〈
Ψ(d(ε, v)),− 1
β
(σ(ε)− k)
〉
= 0 ist. Somit impliziert
Gleichung (2.4b) ∂2xk = 0 und wegen der linken Randbedingung ∂xk|x=0 ist k = c fu¨r eine
reelle Konstante c. Wir erhalten also das vereinfachte stationa¨re System:
div(ε,v)
{
Ψ(d(ε, v)) ·
(
v,− 1
β
σc(ε)
)T}
= 0,(2.5a)
[[〈ε〉 − L]] = 0 im Fall der Dirichlet-Randbedingung.(2.5b)
Im Dirichletfall kann c beliebig gewa¨hlt werden, es muß allerdings Gleichung (2.5b) erfu¨llt
sein. Im Neumannfall ist c = 0 aufgrund der rechten Randbedingung k|x=1 = 0. Um die
Komplexita¨t der Notation zu verringern, fu¨hren wir einige abku¨rzende Schreibweisen ein.
Wir bezeichnen mit φct(ε, v) den Lo¨sungsfluß der gewo¨hnlichen Differentialgleichung
ε˙ = v
v˙ = − 1
β
σc(ε).
(2.6)
Die Lo¨sungen von Gleichung (2.6) konservieren die Energie Hc(ε, v) =
β
2
v2+Wc(ε), wobei
die modifizierte Verzerrungsenergiedichte Wc(ε) := W (ε) − cε −minε∈R(W (ε) − cε) ist.
Die Energiefla¨chen H−1c (e) = {(ε, v) ∈ R2| Hc(ε, v) = e} sind geschlossene Kurven in R2,
die invariant unter dem Fluß φc sind, somit sind alle Lo¨sungen von (2.6) periodisch. Die
Periodendauer Pc(e) einer Lo¨sung ist durch die folgende, wohlbekannte Formel gegeben:
Pc(e) =
∫ rc(e)
lc(e)
√
2√
e−Wc(ε)
dε,(2.7)
wobei das Intervall [lc(e), rc(e)] diejenige Zusammenhangskomponente von supp(e−Wc(·))+
ist, die den Anfangszustand ε(0) entha¨lt. Fu¨r |c| < r hat supp(e−Wc(·))+ maximal zwei
Zusammenhangskomponenten. Wir bezeichnen die einzelnen Periodenla¨ngen mit P ic (e),
i = 0, 1, 2. Dabei steht 0 fu¨r den Fall von nur einer Zusammenhangskomponente. Wir
definieren die folgenden sechs Mengen in R2 bzw. R:
P1(c) = {y ∈ R2|Hc(y) < Wc(z0(c)) und y1 < z0(c)},
P2(c) = {y ∈ R2|Hc(y) < Wc(z0(c)) und y1 > z0(c)},
P0(c) = {y ∈ R2|Hc(y) > Wc(z0(c))},
E1(c) = [E1(c), E0(c)), E2(c) = [E2(c), E0(c)), E0(c) = (E0(c),∞),
wobei Ei(c) =Wc(zi(c)) ist. Die Dynamik der Lo¨sungen von (2.6) vereinfacht sich erheb-
lich, wenn man anstelle der Phasenraumvariablen y = (ε, v) eine Zeit-Energie-Darstellung
wa¨hlt.
Definition 2.4. Es sei i ∈ {0, 1, 2} und y ∈ C1(Ei(c),Pi(c)) mit Hc(y(e)) = e. Dann
bezeichnen wir mit Ky : Wi → Pi : (e, t) 7→ φct(y(e)) die von y erzeugte kanonische
Transformation, wobei Wi = {(e, t) ∈ Ei × R| 0 ≤ t < P ic(e)} ist.
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Die so definierte kanonische Koordinatentransformation hat die scho¨ne Eigenschaft, daß
die Funktionaldeterminante konstant ist. Wir werden auf diese Tatsache noch mehrmals
zuru¨ckgreifen und formulieren sie daher in einem Lemma.
Lemma 2.5. Es sei Ky eine von y erzeugte kanonische Transformation, dann gilt
|det(∇(t,e)Ky)| = 1β .
Beweis. Die Behauptung folgt aus der Beziehung Hc(φct(y(e))) = Hc(y(e)) = e. Es
gilt:
1 =
d
de
{Hc(φct(y(e)))} = ∇yHc(φct(y(e))) · ∇yφct(y(e))
dy
de
(e)
= β
∣∣∣∣det(∇yφct(y(e)) · dyde (e), φ˙ct(y(e))
)∣∣∣∣ .
Damit ist die Behauptung bewiesen.
Mit diesem Ru¨stzeug ko¨nnen wir nun die stationa¨ren Zusta¨nde charakterisieren, wobei
wir uns auf diejenigen Gleichgewichte beschra¨nken, die keine Masse auf der singula¨ren
Menge H−1c (E0(c)) haben.
Theorem 2.6. Es sei fu¨r |c| < r (c = 0 im Neumannfall) das Youngsche Maß Ψ ∈
Y2(Ω,R2) eine Lo¨sung des stationa¨ren Systems (2.5a, 2.5b) mit Ψ(H−1c (E0(c))) = 0, φ
c
t(y)
der Lo¨sungsfluß von Gleichung (2.6) und P ic (e) die durch (2.7) definierte Periodendauer.
Dann gibt es
(γ, µ) ∈
{
γ ∈ [L∞(Ω)]3
∣∣∣∣∣ γ(x) ∈ [0, 1]3,
2∑
i=0
γi(x) = 1
}
×
2∏
i=0
Y(Ω, Ei(c)),
so daß fu¨r alle g ∈ Clip(R2) und x ∈ Ω gilt:
〈Ψx, g〉 =
2∑
i=0
γi
∫
e∈Ei
−
P i(e)∫
t=0
g(φct(yi(e))) dt µ
i
x(de),
wobei yi ∈ C1(Ei(c),Pi(c)) eine Schar von Anfangszusta¨nden im Sinne der Definition 2.4
ist. Wenn Ψx außerdem eine Dichte besitzt, dann gibt es fu¨r alle x ∈ Ω drei positive
Funktionen fi : Ei(c)→ R+, i = 0, 1, 2, so daß gilt:
〈Ψx, g〉 =
2∑
i=0
∫
y∈Pi(c)
fi(Hc(y))g(y) dy.
Umgekehrt ist jedes Young-Maß, das in der oben definierten Art dargestellt werden kann,
eine stationa¨re Lo¨sung des Systems (2.3), wenn im Dirichletfall [[〈Ψ(d(ε, v)), ε〉 − L]] = 0
ist.
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Bemerkung 2.7. i.) Wenn man zula¨ßt, daß Ψ auch auf H−1c (E0(c)) Masse hat, ist die
obige Darstellung nicht mehr definiert, da Pc(E0(c)) =∞ ist. In diesem Fall ist die
Masse auf den Punkt (ε, v) = (z0(c), 0) konzentriert, die Betrachtung dieses Falls
verkompliziert jedoch die Darstellung, daher wurde darauf verzichtet.
ii.) Die Menge der Equilibria von (2.3) ist eine qualitative Erweiterung der Menge
der stationa¨ren Lo¨sungen von (1.2), die in Kapitel 1 charakterisiert wurde und die
wir als einfach bezeichnen. Die zu den einfachen stationa¨ren Lo¨sungen geho¨rigen
Youngschen Maße haben die Masse auf der Line v = 0 konzentriert, somit liegt
die Menge der einfachen Gleichgewichte nicht dicht in der Menge aller stationa¨ren
Youngschen Maße.
Beweis. Da Ψ eine stationa¨re Lo¨sung ist, muß fu¨r alle g ∈ C1lip(R2) in L1(Ω) gelten:〈
Ψ(d(ε, v)), ∇g(ε, v) ·
(
v,− 1
β
σc(ε)
)T〉
= 0
mit c = 0 im Neumannfall. Alle weiteren Rechnungen sind nun punktweise fu¨r x ∈ Ω zu
verstehen. Die Abha¨ngigkeit von x wird daher nicht mehr explizit erwa¨hnt. Da aufgrund
der Equilibriumseigenschaft von Ψ der Erwartungswert 〈Ψ(d(ε, v)), v〉 gleich 0 ist, spielt
ρ bei der Charakterisierung der stationa¨ren Zusta¨nde keine Rolle. Wir nehmen zuna¨chst
an, Ψ habe eine stetig differenzierbare Dichte ψ ∈ L1(Ω). Außerdem sei supp g ⊂ Pi fu¨r
i = 0, 1, 2. Dann gilt: ∫
(ε,v)∈R2
ψ(ε, v)∇g(ε, v) ·
(
v,− 1
β
σc(ε)
)T
d(ε, v) = 0.
Wir wenden eine kanonische Transformation aus Definition 2.4 an und erhalten mit Lem-
ma 2.5 ∫
e∈Ei
Pi(e)∫
t=0
1
β
ψ(φct(y
c
i (e)))∇g(φct(yci (e)))φ˙ct(yci (e)) dt de = 0.
Mit partieller Integration folgt
∫
e∈Ei
Pi(e)∫
t=0
1
β
∂tψ(φ
c
t(y
c
i (e)))g(φ
c
t(y
c
i (e))) dt de = 0.
Aus dem Hauptsatz der Variationsrechnung folgt, daß es eine Funktion f˜(e) gibt, so daß
ψ(φct(y
c
i (e))) = f˜(e). Wenn wir f˜ mit
Pi(e)
β
umskalieren, d.h. f(e) = P (e)
β
f˜(e), folgt aus der
Tatsache, daß Ψx ein Wahrscheinlichkeitsmaß ist, die Positivita¨t von f und∫
e∈Ei
f(e) de = 1.
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Mit analogen U¨berlegungen folgt, daß die behauptete Darstellung auch fu¨r nicht-glatte
Wahrscheinlichkeitsmaße Ψ ∈ PM1(R2) gilt.
Jeder dieser Schritte kann auch umgekehrt werden, daher ist jedes der auf diese Art
konstruierten Youngschen Maße eine stationa¨re Lo¨sung, wenn im Dirichletfall zusa¨tzlich
[[〈Ψ(d(ε, v)), ε〉 − L]] = 0 gilt.
2.2. Konvergenz gegen Equilibria. Die erfolgreiche Charakterisierung der stati-
ona¨ren Lo¨sungen beruht auf dem konservativen Charakter von Gleichung (2.3). Trotz der
Energieerhaltung kann u¨berraschenderweise in einem einfachen Modellfall gezeigt werden,
daß generische Anfangsbedingungen Lo¨sungen erzeugen, die fu¨r t→∞ im schwachen Sinn
gegen ein Equilibrium konvergieren. Das viskos geda¨mpfte Modell, das im na¨chsten Kapi-
tel untersucht wird, verha¨lt sich in einer Komponente parabolisch und gibt daher Energie
ab. Durch das konsequente Ausnutzen der Liapunov-Eigenschaft der Energie kann gezeigt
werden, daß alle Lo¨sungen des viskos geda¨mpften Modells mit geringer Anfangsenergie in
der starken Topologie gegen eine stationa¨re Lo¨sung konvergieren. Interessanterweise ist
dieses Equilibrium im allgemeinen sogar einfacher strukturiert als der Anfangszustand:
Bei klassischen Anfangsbedingungen ist der Grenzwert ebenfalls eine Funktion, kein ech-
tes Youngsches Maß, also kann auch durch den Langzeitlimes keine Mikrostruktur erzeugt
werden.
Diese Langzeitasymptotik steht im Gegensatz zum Verhalten der Lo¨sungen des mikrokine-
tischen Modells. Es wird der Spezialfall ρ = 0 und Neumann-Randbedingung betrachtet.
Wir werden zeigen, daß die von generischen, klassischen Anfangsbedingungen erzeugten
Lo¨sungen gegen einen stationa¨ren Zustand konvergieren, der im allgemeinen ein echtes
Youngsches Maß ist. Die Konvergenz findet in der schwachen Topologie, jedoch nicht in
der starken statt. Dieses Langzeitverhalten ko¨nnte als Modell fu¨r die dynamische Gene-
rierung von Mikrostruktur dienen.
Falls Anfangsbedingungen mit Dichte betrachtet werden, ist zu erwarten, daß man die
Konvergenz sogar in der starken Topologie auf Y2(Ω,R2) zeigen kann. Dieses Resultat ist
allerdings nicht so interessant, da es keinen direkten Ru¨ckschluß auf die Langzeitdynamik
der Lo¨sungen von (1.2) zula¨ßt, daher wurde auf die Ausfu¨hrung verzichtet.
Das Ergebnis beruht im wesentlichen auf der Tatsache, daß die Lo¨sungen im angegebenen
Fall keine ra¨umliche Kopplung mehr außer u¨ber die Anfangsbedingung aufweisen: fu¨r
festes x ∈ Ω verha¨lt sich die Lo¨sung wie ein nichtlinearer Oszillator, dessen Periodenla¨nge
von der Anfangsbedingung abha¨ngt. Da wegen der Neumann-Randbedingung und ρ = 0
auch k = 0 ist, kommen nur noch die Funktionen σ0, W0 und P0 vor, wir lassen daher im
weiteren den Index 0 meistens weg. Falls P (e) nicht konstant ist, entstehen bei generischen
Anfangsbedingungen im Laufe der Zeit Phasenverschiebungen, die sich aufaddieren und
somit dazu fu¨hren, daß die Verzerrung ε immer schneller oszilliert. Wir mu¨ssen also eine
Anforderung an die von der Verzerrungsenergiedichte W abgeleitete Funktion P stellen,
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die nicht unmittelbar aus den lokalen Eigenschaften von W gefolgert werden kann:
{e ∈ E0|P ′0(e) 6= 0} = E0.(N)
Theorem 2.8. Es sei ρ = 0, β > 0, P0 ∈ C2(E0), fu¨r W ∈ C2(R) sei die nichtlokale
Voraussetzung (N) erfu¨llt und fu¨r die Anfangsbedingung y0 ∈ C2(Ω, E0) gelte
{x ∈ Ω| d
dx
H0(y0(x)) 6= 0} = Ω.(G)
Dann gibt es ein stationa¨res YM Ψ∞ so, daß fu¨r die von der Anfangsbedingung Ψ|t=0 = δy0
erzeugte Lo¨sung von (2.3) im Fall der Neumann-Randbedingung folgende Konvergenzaus-
sagen zutreffen:
i.) Ψ(t)⇀ Ψ∞ in Y2(Ω,R2),
ii.) 〈ε〉⇀ (u∞)′ in L2(Ω),
iii.) u(t)→ u∞ in L2(Ω),
wobei u∞ =
∫ x
0
〈Ψ∞x′ (d(ε, v)), ε〉 dx′ ist. Außerdem gilt fu¨r alle x ∈ Ω : suppΨ∞x =
H−1(y0(x)). Falls zusa¨tzlich ddxP0(H0(y0(x))) 6= 0 fu¨r alle x ∈ Ω ist, gibt es ein C > 0 so,
daß ‖u(t)− u∞‖L2(Ω) ≤ C√t.
Bemerkung 2.9. i.) Es ist nicht klar, ob das Ergebnis in abgewandelter Form auch
gilt, wenn ρ > 0 zugelassen wird. Der Beweis von Theorem 2.8 beruht auf der
Tatsache, daß das System fu¨r ρ = 0 und Neumann-Randbedingungen vollsta¨ndig
integrabel ist. Ob auch das allgemeine System diese Eigenschaft besitzt, ist noch
offen, kann aber nicht erwartet werden. Die Ergebnisse der numerischen Simulation
weisen darauf hin, daß die Lo¨sungen im allgemeinen nicht gegen einen stationa¨ren
Zustand konvergieren.
ii.) Wenn W ein Polynom vierten Grades ist, kann die nichtlokale Voraussetzung (N)
mit Hilfe hypergeometrischer Funktionen nachgepru¨ft werden. Insbesondere hat
dann P (·) an der StelleE0 eine logarithmische Singularita¨t. Zwar ist fu¨r eine derarti-
ge Wahl vonW die Spannungs-Verzerrungsbeziehung σ nicht mehr global Lipschitz-
stetig, dies bedeutet allerdings keine Einschra¨nkung an die globale Existenz, da die
Lo¨sungen von vornherein beschra¨nkt sind. Die triviale Aussage, daß eine Funktion
mit Singularita¨t nicht konstant sein kann, sollte vor dem physikalischen Hinter-
grund der Phasenumwandlungen betrachtet werden. Die Modellierung mit einer
”
double-well“-Funktion W schließt den Fall aus, daß W rein quadratisch ist, die
beiden lokalen Minima erzwingen die Existenz des instabilen Fixpunktes. Somit ist
die Singularita¨t eine intrinsische Eigenschaft des mikrokinetischen Modells, wenn
Phasenu¨bergangsprobleme simuliert werden.
iii.) Auf die Generizita¨tsvoraussetzung (G) in Theorem 2.8 kann im Fall ρ = 0 nicht
verzichtet werden. Anderenfalls gibt es ein nichtdegeneriertes Intervall (a, b) ⊂ Ω
so, daß Φt(δy0)|[a,b] ∈ Y2([a, b],R2) periodisch mit Periodenla¨nge P (y0(x)) fu¨r ein
x ∈ (a, b) beliebig ist. Dieser Orbit ist allerdings kompakt und entha¨lt somit keine
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Folge, die ein echtes YM approximiert. Falls jedoch Ψ0 eine Dichte hat, ist keine
derartige Voraussetzung mehr no¨tig.
iv.) Die Voraussetzung y0 ∈ C1(Ω, E0) erzwingt, daß die Periodenla¨nge eindeutig ist und
vereinfacht die Notation. Man kann sie problemlos zugunsten der allgemeinen Vor-
aussetzung y0 ∈ C1(Ω,R2) wegfallen lassen, dann mu¨ssen aufgrund der Singularita¨t
von P bei E0 einige technische Details beachtet werden.
v.) Es ist nicht mo¨glich, die erste Konvergenzaussage aus Theorem 2.8 auf die starke To-
pologie zu verscha¨rfen. Da die Anfangsbedingung eine Delta-Distribution ist, beha¨lt
die Lo¨sung fu¨r alle endlichen Zeiten diese Eigenschaft. Zwar sind die endlichen
Konvexkombinationen von Delta-Distributionen dicht in PM1(R2)W, die Delta-
Distributionen selbst sind jedoch abgeschlossen in PM1(R2)W. Fu¨r jedes x ∈ Ω
ist Ψ∞ ein echtes Wahrscheinlichkeitsmaß und somit kann die Wasserstein-Distanz
nicht klein werden.
Wir beweisen Theorem 2.8, indem wir diejenigen Abschnitte [a, b] ⊂ Ω betrachten, auf
denen P0(H0(y0)) streng monoton ist. In diesem Fall existiert fu¨r die Abbildung [a, b]→
H0(y0([a, b])) : x 7→ H0(y0(x)) eine Umkehrfunktion ξ mit deren Hilfe der schwache Grenz-
wert beschrieben werden kann. Die Beweisidee besteht darin, y0 durch stu¨ckweise konstan-
te Funktionen zu approximieren. Fu¨r eine richtig gewa¨hlte Zeit t erzeugt die Lo¨sung eine
Quadraturformel, die konvergiert, wenn die Schrittweite h gegen 0 und t gegen ∞ strebt.
Satz 2.10. Es sei wie in Theorem 2.8 die Deformationsenergiedichte W ∈ C2(R), P0 ∈
C2(E0), ρ = 0, β > 0, y0 ∈ C2(Ω, E0), und es existiere ein nichtdegeneriertes Intervall
[a, b] ⊂ Ω so, daß gilt: d
dx
P0(H0(y0(x))) 6= 0 fu¨r alle x ∈ [a, b]. Dann gibt es eine Konstante
C > 0, die von supx∈[a,b] |1/ ddxP0(H0(y0(x)))| abha¨ngt, so daß fu¨r die gemittelte Lo¨sung
Ψ˜(t) = −∫ b
a
Ψ(t, x) dx gilt:
dW(Ψ˜, µ
∞) ≤ C√
t(b− a) ,
wobei Ψ(t) die von der Anfangsbedingung Ψ|t=0 = δy0 erzeugte Lo¨sung von (2.3) ist, die
die Neumann-Randbedingung erfu¨llt und µ∞ durch die Dichtefunktion
f(y) =
{
β
b−a
∣∣∣ ξ′P0 (H0(y))∣∣∣ fu¨r H0(y) ∈ H0(y0([a, b])),
0 sonst
mit ξ(H0(y0(x))) = x gegeben ist.
Beweis. Fu¨r ρ = 0 ist wegen der Neumann-Randbedingung k = 0. Die resultierende
Gleichung
βε¨ = −σ(ε)(2.8)
wurde schon im vorangegangenen Abschnitt zur Charakterisierung der stationa¨ren Lo¨sun-
gen kurz diskutiert. In diesem Beweis wird allerdings ein weiterer Gesichtspunkt von (2.8)
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beru¨cksichtigt. Da P (H(y0(·))) in [a, b] nicht konstant ist, entstehen Phasenverschiebun-
gen, die sich im Laufe der Zeit aufaddieren und dazu fu¨hren, daß y(t, x) ra¨umlich mit
einer reziprok zu t abnehmenden Wellenla¨nge zu oszillieren beginnt.
Wir definieren fu¨r lip(g) ≤ 1 die beiden Integrale I∞ = ∫
y∈R2 f(y)g(y) dy und I(t) =
−∫
x∈[a,b] g(φt(y0(x))) dx.
Es ist zu zeigen, daß fu¨r große t das eindimensionale Integral I(t) in das zweidimensionale
I∞ u¨bergeht. Dazu weisen wir nach, daß I(t) fu¨r t → ∞ eine Quadraturformel fu¨r I∞
erzeugt, indem wir I(t) durch eine Riemannsumme I(t, h) na¨hern.
Wir verwenden den folgenden einfachen Zusammenhang aus der Approximationstheorie:
Sei A ein kompaktes Gebiet, f ∈ Clip(A), (ωi)i=1...N eine Partition von A und Stu¨tzstellen
yi ∈ ωi fu¨r i = 1 . . . N . Dann gilt:∣∣∣∣∣
∫
y∈A
f(y) dy −
N∑
i=1
vol(ωi)f(yi)
∣∣∣∣∣ ≤ lip(f) vol(A) maxi=1...N diam(ωi).(2.9)
Wir definieren nun fu¨r eine Intervalla¨nge h > 0 mit (b − a)/h ∈ N eine Riemannsumme
I(t, h) := h
b−a
b−a
h
−1∑
i=0
g(φt(y0(a+ hi))). Aus (2.9) folgt dann:
|I(t)− I(t, h)| ≤ h lip(φt) lip(y0).(2.10)
Der Hauptteil des Beweises besteht nun darin, den Term |I∞−I(t, h)| abzuscha¨tzen, indem
wir wieder auf den oben zitierten Satz aus der Approximationstheorie zuru¨ckgreifen.
Sei im weiteren o.B.d.A. d
dx
P (H(y0(x))) > 0 und
d
dx
H(y0(x)) < 0 fu¨r alle x ∈ [a, b]. Wir
definieren A := H−1(H(y0([a, b]))). Wegen der Koerzivita¨t von H ist A kompakt.
Wir partitionieren A mit der in Definition 2.4 erkla¨rten kanonischen Transformation
Ky0(ξ(·)) fu¨r κ, τ > 0 in der folgenden Weise:
ωk,l := Ky0(ξ(·)) (Wkl) ,
fu¨r 0 ≤ l ≤ |H(y0(a))−H(y0(b))|
κ
− 1 =: L
und 0 ≤ k ≤ min
{
P (e)
τ
∣∣∣∣ e ∈ [H(y0(b)) + lκ,H(y0(b)) + (l + 1)κ]}− 1 =: K(l),
wobei Wkl := [H(y0(b)) + lκ,H(y0(b)) + (l+ 1)κ)× [kτ, (k + 1)τ ) ist. Das Mengensystem
(ωkl) 0≤k≤K
0≤l≤L
bildet keine echte Partition von A. Wir bestimmen zuna¨chst den Fla¨chenin-
halt eines Partitionselementes und damit den Inhalt der nichtu¨berdeckten Fla¨che. Durch
die Anwendung der kanonischen Transformation Ky0(ξ(·)) erhalten wir mit Lemma 2.5
vol(ωkl) =
1
β
. Mit diesem Ergebnis ko¨nnen wir die nichtu¨berdeckte Restfla¨che von A
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abscha¨tzen:
vol(A)−
∑
0≤k≤K
0≤l≤L
vol(ωkl) ≤
(
lip(P )κ
τ
+ 1
)
H(y0(a))−H(y0(b))
κ
κτ
β
≤ 1
β
(H(y0(a))−H(y0(b)))max{1, lip(P )}(κ+ τ ) =: C1(κ+ τ ).(2.11)
Der Summand 1 ru¨hrt von der Rechnung mit ganzen Zahlen her und kommt auch bei
allen weiteren ganzzahligen Abscha¨tzungen vor. Die Konstante C1 ist unabha¨ngig von
(b−a) beschra¨nkt, diese Eigenschaft haben auch alle weiteren Konstanten, die im Lauf des
Beweises konstruiert werden. Wir bestimmen nun die Anzahl der Stu¨tzstellen y0(a+ hi),
die unter φt in ein Partitionselement ωkl abgebildet werden.
Sei nun ξ1 = ξ(H(y0(b)) + (l + 1)κ) und ξ2 = ξ(H(y0(b)) + lκ). Dann ist die Breite des
Bereiches in [a, b], in dem der Anfangszustand y0(x) die richtige Energie (H(y0(x)) ∈
[H(y0(b)) + lκ,H(y0(b)) + (l + 1)κ]) besitzt:
|ξ2 − ξ1| = |ξ′(H(y0(b)) + lκ)|κ+O(κ2).
Die O-Konstante ist 1
2
‖ξ′′‖L∞([a,b]). Analog bestimmen wir die von t abha¨ngige Breite eines
Teilintervalls [x1, x2] ⊂ [ξ1, ξ2], das von φt vollsta¨ndig nach ωkl abgebildet wird. Es ist
|x1 − x2| = τd
dx
P (H(y0(x)))n
∣∣∣
x=x1
+O
(
τ2
n2
)
= τd
dx
P (H(y0(x)))n
∣∣∣
x=ξ2
+O
(
τ2
n2
+ κ
2τ
n
)
fu¨r eine natu¨rliche Zahl n, die die Zahl der Umla¨ufe von y(t) um den Punkt (z0, 0) be-
zeichnet. Die O-Konstante betra¨gt in diesem Fall
1
2
max{1, lip(ξ)2} sup
x∈[a,b]
∣∣∣∣∣ 1d
dx
P (H(y0(x)))
∣∣∣∣∣ supx∈[a,b] | d
2
dx2
P (H(y0(x)))|.
Wegen der Voraussetzungen ist sowohl das Hauptglied als auch der Fehlerterm endlich.
Aus 1
P (H(y0(ξ2)))
≤ n
t
≤ 1
P (H(y0(ξ1)))
, fu¨r hinreichend großes t, erhalten wir die Abscha¨tzung∣∣∣∣n− tP (H(y0(ξ2)))
∣∣∣∣ ≤ 1 + lip( 1P (H(y0(ξ(·))))
)
tκ.
Die Anzahl Nkl der Teilintervalle [x1, x2], die nach ωkl abgebildet wird, ist
Nkl =
t|ξ1 − ξ2| ddxP (H(y0(x)))
∣∣
x=ξ2
P 2(H(y0(ξ2)))
+O(t|ξ1 − ξ2|2 + 1)
mit O-Konstante max
{
1
2
supx∈[a,b]
∣∣∣ d2dx2 1P (H(y0(x)))∣∣∣ , 1}. Die Anzahl der Stu¨tzstellen in ei-
nem Intervall [x1, x2] ist bis auf einen Fehler von 1 durch (x2 − x1)/h gegeben. Aus den
oben durchgefu¨hrten Rechnungen mit den angegebenen O-Konstanten erhalten wir die
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Anzahl der nach ωkl abgebildeten Stu¨tzstellen. Es ist dann
Nkl · x2 − x1
h
+O(Nkl)
=
[
t d
dx
P (H(y0(x)))
∣∣
x=ξ2
(κ|ξ′(H(y0(b)) + lκ)|+O(κ2))
P 2(H(y0(b)) + lκ)
+O
(
tκ2 + 1
)]
·
 τ
d
dx
P (H(y0(x)))
∣∣
x=ξ2
(
t
P (H(y0(b))+lκ)
+O(tκ+ 1)
) +O(κ2τ
n
+
τ 2
n2
) 1
h
+O(tκ)
=
β vol(ωkl)|ξ′(H(y0(b)) + lκ)|
hP (H(y0(b)) + lκ)
+
1
h
O
(τ
t
+ τκ2 + htκ
)
.
(2.12)
Wir bezeichnen die resultierende O-Konstante, die wir allerdings nicht mehr spezifizieren,
mit C2. Fu¨r K · L haben wir die Abscha¨tzung sup0≤l≤LL ·K(l) ≤ C3κτ mit
C3 = (H(y0(a))−H(y0(b))) · sup
e∈H(y0([a,b]))
P (e)
und erhalten somit zusammengefaßt unter Verwendung von (2.9), (2.10), (2.12) und (2.11):
|I∞− I(t)| ≤ |I∞ − I(t, h)|+ |I(t, h)− I(t)|
≤|I∞− I(t, h)|+ heℓt lip(y0) wegen (2.10)
≤ vol(A) max
0≤k≤K
0≤l≤L
diam(ωkl)‖f · g‖Clip(A) + C2C3
(
1
tκ
+ κ+
ht
τ
)
‖g‖L∞(A) 1
b− a
+ C1‖f · g‖L∞(A)(κ+ τ ) + heℓt lip(y0).
Da f den Faktor 1
b−a entha¨lt, ist auch der Fehler proportional zu
1
b−a . Wegen der Kom-
paktheit von A ist lip(Ky0(ξ(·))) := CK <∞, und somit ist diam(ωkl) ≤ CK(τ + κ). Indem
wir nun κ = τ = 1√
t
, h = 0 wa¨hlen und beru¨cksichtigen, daß wegen g(0) = 0 und lip(g) ≤ 1
sowohl ‖f · g‖L∞(A) als auch ‖f · g‖Clip(A) unabha¨ngig von g beschra¨nkt werden ko¨nnen,
haben wir die Behauptung des Satzes gezeigt.
Beweis von Theorem 2.8.
i.) Wir definieren 〈Ψ∞x , g〉 = −
∫ P (H(y0(x)))
0
g(φt(y0(x))) dt. Es sei h ∈ L2(Ω) und λ > 0,
dann gibt es eine Treppenfunktion h˜ mit ‖h− h˜‖L2(Ω) < λ. Es genu¨gt also zu zeigen,
daß fu¨r jede Funktion g ∈ Clip(R2) und jedem kompakten Intervall [a, b] ⊂ Ω gilt:
lim
t→∞
∫ b
a
〈Ψx(t)−Ψ∞x , g〉 dx = 0.
Wegen der Voraussetzungen (N), (G) und y0 ∈ C2(Ω, E0) ist die Menge der Punkte
x ∈ [a, b], fu¨r die d
dx
P (H(y0(x))) 6= 0 gilt, offen und dicht in [a, b]. Es gibt also N
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disjunkte Intervalle [ai, bi] ⊂ [a, b] so, daß ‖χ[a,b]−χ∪Ni=1[ai,bi]‖L2 < λ, wobei auf jedes
Intervall [ai, bi] die Voraussetzung von Satz 2.10 zutrifft. Damit gilt nach Definition:
−
∫ bi
ai
〈Ψ∞x , g〉 dx = −
∫ bi
ai
−
∫ P (H(y0(x)))
0
g(φt(y0(x))) dt dx =: ∗.
Wir substituieren x = ξ(e), wobei ξ(·) wie in Satz 2.10 erkla¨rt ist und erhalten
∗ =
∫
e∈H(y0([ai,bi]))
∫ P (H(y0(ξ(e)))
0
|ξ′(e)|
(bi − ai)P (H(y0(ξ(e))))g(φt(y0(ξ(e)))) dt de
=
∫
y∈H−1(H(y0([ai,bi])))
β|ξ′(H(y))|
(bi − ai)P (H(y))g(y) dy,
indem wir die Umkehrung der kanonischen Transformation Ky0(ξ)(·) anwenden. Mit
Satz 2.10 folgt nun
lim
t→∞
〈
−
∫ bi
ai
Ψx(t) dx−−
∫ bi
ai
Ψ∞x dx, g
〉
= 0.
ii.) folgt nach der Definition der schwachen Konvergenz in Y2(Ω,R2) aus i.).
iii.) folgt mit dem Rellichschen Einbettungssatz aus ii.).
Falls d
dx
P (H(y0(x))) 6= 0 fu¨r alle x ∈ Ω ist, ko¨nnen wir Satz 2.10 mit [a, b] = [0, x]
anwenden und erhalten
‖u(t)− u∞‖L2(Ω) =
{∫ 1
0
[
x−
∫ x
0
〈Ψx′(t)−Ψ∞x′ , ε〉 dx′
]2
dx
} 1
2
≤
{∫ 1
0
[
x
∣∣∣∣〈−∫ x
0
Ψx′(t) dx
′ −−
∫ x
0
Ψ∞x′ dx
′, ε
〉∣∣∣∣︸ ︷︷ ︸
≤ C√
tx
]2
dx
}1
2
≤ C√
t
.
2.3. Stabilita¨t spezieller Equilibria mit der Energie-Casimir-Methode. Das
Problem der Stabilita¨t von Equilibria konservativer Systeme wurde schon ha¨ufig unter-
sucht. In vielen Fa¨llen hat sich die Energie-Casimir-Methode bewa¨hrt. Rein wandte sie
in [Re94] erfolgreich auf die Vlasov-Poisson-Gleichung an, ein System, das strukturelle
A¨hnlichkeit mit dem von uns untersuchten hat, obgleich es die Evolution eines elektrisch
geladenen Kontinuums beschreibt. Wir stellen hier eine Anpassung der in [Re94] pra¨sen-
tierten Vorgehensweise an das von uns untersuchte mikrokinetische Modell vor. Mit der
hier ausgefu¨hrten Methode ko¨nnen wir nur fu¨r eine sehr kleine Klasse von Equilibria die
Stabilita¨t zeigen, und es werden auch nur Sto¨rungen zugelassen, die eine Dichte besitzen.
Daher ist die Aussage im Hinblick auf das Verhalten der Lo¨sungen des urspru¨nglichen Sy-
stems (1.2) wertlos, jedoch wird illustriert, daß die Verallgemeinerung der Dynamik auf die
Menge der Youngschen Maße neue Ansatzpunkte gibt. Der Startpunkt ist eine allgemeine
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Methode, die nichtlineare Stabilita¨t von Gleichgewichten (unendlich-dimensionaler, dege-
nerierter) Hamiltonscher Systeme nachzuweisen, eine allgemeine Einfu¨hrung findet man
in [HMRW85].
Sei das untersuchte System durch eine Bewegungsgleichung
u˙ = A(u)
auf einem Zustandsraum X gegeben, A : D(A) → X ein nichtlinearer Operator und sei
u0 der stationa¨re Zustand, dessen Stabilita¨t untersucht werden soll. Mit den folgenden
vier Schritten kann fu¨r u0 ein Stabilita¨tsresultat bewiesen werden.
i.) Finde eine Energie (Hamiltonfunktion) H : X → R des obigen Systems, so daß fu¨r
Lo¨sungen u(t) gilt: d
dt
H(u(t)) = 0.
ii.) Setze u0 mit einer weiteren konservierten Gro¨ße C : X → R in Beziehung, so daß
u0 ein kritischer Punkt von HC := H + C ist, also DHC (u0) = 0.
iii.) Zeige, daß der quadratische Anteil der Entwicklung von HC bei u0 positiv definit
ist, d.h. finde eine Norm ‖ · ‖ auf X so, daß
HC(u)−HC(u0)−DHC (u0)[u− u0] ≥ C‖u− u0‖2 fu¨r alle u ∈ X,
fu¨r eine Konstante C > 0.
iv.) Finde eine Norm ||| · ||| so, daß HC an der Stelle u0 stetig ist.
Wenn die Schritte i.-iii.) durchgefu¨hrt werden ko¨nnen, gilt fu¨r jede Lo¨sung
‖u(t)− u0‖2 ≤ 1
C
|HC(u(t))−HC(u0)|.
Schritt iv.) impliziert, daß fu¨r jedes κ > 0 ein δ > 0 so existiert, daß aus |||u(0)− u0||| < δ
die Ungleichung ‖u(t)− u0‖ < κ fu¨r alle t ≥ 0 folgt, d.h. u0 ist nichtlinear stabil.
Theorem 2.11. Es sei Ψ∗ ein Equilibrium von (2.3), das punktweise durch eine Funk-
tionenschar (ϕx(e))x∈Ω im folgenden Sinn gegeben ist:
〈Ψ∗x, g〉 =
∫
(ε,v)∈R2
g(ε, v)ϕ(x,W (ε) + 1
2
βv2) d(ε, v)
und
• ϕ(x, e) ≥ 0 fu¨r alle (x, e) ∈ (Ω,R)
• ∫
(ε,v)∈R2 ϕ(x,W (ε) +
1
2
βv2) d(ε, v) = 1 fu¨r alle x ∈ Ω.
Wir setzen ψ∗(ε, v) := ϕ(x,W (ε) + 1
2
βv2). Die Funktionenschar ϕ erfu¨lle außerdem:
i.) ϕx(·) ∈ C1((0,∞)),
ii.) ∂eϕ(x, e) < 0 fu¨r e ∈ [0, Emax(x)); ϕ(x, e) = 0 fu¨r e 6∈ [0, Emax(x)),
iii.) sup
x∈Ω
‖ϕ(x, ·)‖C1((0,Emax(x))) <∞,
iv.) sup
x∈Ω
∂eϕx(0) < 0.
43
Dann ist der durch ϕx definierte stationa¨re Zustand im folgenden Sinn nichtlinear stabil:
Fu¨r jede Konstante C1 > 0 existiert C2 > 0 so, daß fu¨r alle Anfangsbedingungen Ψ0 ∈
Y2(Ω,R2), die eine Dichte ψ0 mit ‖ψ0‖L∞(Ω×R2) < C1 haben, die Abscha¨tzung
‖Φt(ψ0)− ψ∗‖2L2(Ω×R2)
≤ C2
{∣∣[[〈Ψ0 −Ψ∗,W (ε) + 12βv2〉]]∣∣+ ‖ψ0 − ψ∗‖L1(Ω×R2) + d2(Ψ0,Ψ∗)2}
gilt. d2 ist die in Definition 1.6 erkla¨rte Metrik auf Y2(Ω,R2).
Bemerkung 2.12. Wir haben in Satz 2.6 bereits nachgewiesen, daß es sich bei Ψ∗ tatsa¨chlich
um ein Equilibrium handelt. Das obige Ergebnis ko¨nnen wir nur fu¨r Anfangszusta¨nde und
Sto¨rungen Ψ beweisen, die durch eine Dichte ψ mittels 〈Ψ, g〉 = ∫
y∈R2 ψ(y)g(y) dy gegeben
sind, weil
i.) ϕ(Ψ) nur definiert ist, wenn Ψ eine Dichte ψ hat und
ii.) auf die Voraussetzung ‖ψx‖L∞(Ω) <∞ nicht verzichtet werden kann.
Beweis. Wir definieren θx(ζ) := −
∫ ζ
0
ϕ−1x (s) ds mit ϕ
−1
x : [0, ϕx(0)] → [0, Emax(x)].
Hierbei verwenden wir, daß minε∈RW (ε) = 0 ist. Es ist klar, daß die Ableitungen von θ
nach ζ den folgenden Gleichungen genu¨gen:
i.) θ′x(ζ) = −ϕ−1x (ζ),
ii.) θ′′x(ζ) = − 1ϕ′x(ϕ−1x (ζ)) .
Wir setzen θx(ζ) zu θx ∈ C2(R+) auf R+ fort durch θ′′x(ζ) = θ′′x(ϕx(0)) = − 1ϕ′x(ϕ−1x (ϕx(0))) =
− 1
ϕ′x(0)
fu¨r ζ > ϕx(0). Aus den Voraussetzungen ii.) und iii.) folgt:
θ′′ ≥ − 1
inf{∂eϕx(e)| 0 ≤ e ≤ Emax(x), x ∈ Ω} =: cϕ ∈ (0,∞)
und somit gilt θ(ζ) − θ(ζ0) − θ′(ζ0)(ζ − ζ0) ≥ cϕ2 |ζ − ζ0|2 fu¨r ζ und ζ0 > 0 wegen des
Taylorschen Satzes. Durch den Grenzu¨bergang ζ0 → 0 sieht man, daß die Ungleichung fu¨r
alle ζ, ζ0 ≥ 0 gilt.
Da die Divergenz des Vektorfeldes (v,− 1
β
(σ(ε) − k))T u¨berall 0 ist, ist fu¨r alle (t, x) ∈
R×Ω der Lo¨sungsfluß φt,x maßtreu. Also erhalten wir zu jeder Anfangsbedingung Ψ0 mit
Dichte ψ0 die Lo¨sung Ψt des Cauchy-Problems (2.3), indem wir ψ0 mit φt transportieren:
ψ(t, x, ε, v) = ψ0(t, x, φ
−1
t,x(ε, v)). Wir definieren
C(ψt) =
[[∫
(ε,v)∈R2
θ(ψt(ε, v)) d(ε, v)
]]
.
Wegen der Maßtreue von φt,x ist C(ψ) neben der Energie Eβ(ψ) eine weitere Erhaltungs-
gro¨ße. Wir setzen HC(ψ) := Eβ(ψ)+C(ψ). Fu¨r die so definierte Erhaltungsgro¨ße ko¨nnen
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wir die Schritte ii.) und iii.) durchfu¨hren und erhalten
Hc(ψ)−Hc(ψ∗)
=
[[ ∫
(ε,v)∈R2
(W (ε) + 1
2
βv2)(ψ − ψ∗) + θ(ψ)− θ(ψ∗) d(ε, v)
]]
− 1
2
ρ[[〈Ψ, v〉 C 〈Ψ, v〉 − 〈Ψ∗, v〉 C 〈Ψ∗, v〉︸ ︷︷ ︸
=0 da Ψ∗ ein Equilibrium ist
]]
≥
[[ ∫
(ε,v)∈R2
(W (ε) + 1
2
βv2)(ψ − ψ∗) + θ′(ϕ(W (ε) + 1
2
βv2))(ψ − ψ∗) + cϕ
2
|ψ − ψ∗|2 d(ε, v)
− 1
2
ρ 〈Ψ, v〉C 〈Ψ, v〉
]]
=
[[ ∫
(ε,v)∈R2
(W (ε) + 1
2
βv2)(ψ − ψ∗)− (W (ε) + 1
2
βv2)(ψ − ψ∗) + cϕ
2
|ψ − ψ∗|2 d(ε, v)
−1
2
ρ 〈Ψ, v〉 C 〈Ψ, v〉︸ ︷︷ ︸
≥0
]]
≥cϕ
2
‖ψ − ψ∗‖2L2(Ω×R2).
Es gibt viele Normen, bezu¨glich derer HC stetig ist. Wir geben eine mo¨gliche Wahl an
und fu¨hren damit Schritt iv.) durch.
|Hc(ψ)−Hc(ψ∗)|
=
∣∣∣∣[[∫(ε,v)∈R2(W (ε) + 12βv2)(ψ − ψ∗) + θ(ψ)− θ(ψ∗) d(ε, v)]]− 12ρ[[〈Ψ, v〉C 〈Ψ, v〉]]∣∣∣∣
≤ ∣∣[〈Ψ0 −Ψ∗,W (ε) + 12βv2〉]]∣∣+ L‖ψ0 − ψ∗‖L1(Ω×R2) + ρ2‖C‖d2(Ψ0,Ψ∗)2,
wobei L := sup
{|θ′(ζ)| ∣∣ ζ ∈ [0,max{‖ψ∗‖L∞(Ω×R2), ‖ψ0‖L∞(Ω×R2)}]} ist. Damit erhal-
ten wir die folgende Abscha¨tzung:
‖ψt − ψ∗‖2L2(Ω×R2) ≤ 2cϕ
{∣∣[[〈Ψ0 −Ψ∗,W (ε) + 12βv2〉]]∣∣
+L‖ψ0 − ψ∗‖L1(Ω×R2) + ρ2‖C‖d2(Ψ0,Ψ∗)2
}
und haben somit die Behauptung gezeigt.
3. Numerische Simulation
In der Literatur werden vor allem Partikelverfahren genannt, um Transportgleichungen
wie das Vlasov-Poisson-System zu simulieren, siehe z.B. [Gl96], [NW72]. Wegen der
strukturellen A¨hnlichkeit dieses Systems mit der aus dem mikrokinetischen Modell her-
geleiteten Evolutionsgleichung fu¨r Youngsche Maße (2.3) liegt es nahe, diese Gleichung
mit einer Partikelmethode zu integrieren. Wir konstruieren ein Verfahren und zeigen, daß
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die Na¨herungslo¨sung im starken Sinn gegen die exakte Lo¨sung konvergiert. Das Verfahren
wird angewandt, um das Konvergenzresultat in Theorem 2.8 zu verifizieren: Wir erhalten
anstelle der theoretisch berechneten Konvergenzrate von t−
1
2 sogar t−1. Falls allerdings
ρ > 0 zugelassen wird, ist die Konvergenz gegen ein Equilibrium nicht mehr nachweisbar.
Zur Vereinfachung der Notation nehmen wir o.B.d.A. an, daß β = 1 ist.
Wir bezeichnen ein Young-Maß Ψh als elementares Young-Maß, wenn es eine endliche
Partition von Ω so gibt, daß Ψh auf allen Partitionselementen konstant ist. Es sei Ψ0 ∈
Y2(Ω,R2) eine zula¨ssige Anfangsbedingung in Y2(Ω,R2), die durch eine Folge von ele-
mentaren Young-Maßen (Ψh0)h>0 im starken Sinn approximiert wird, d.h. es existiert eine
Folge von Partitionen (ωhi )i=1...Imax(h) von Ω und eine Folge von Wahrscheinlichkeitsmaßen
(µhi0 ) i≤Imax(h)
h>0
, so daß fu¨r alle h > 0 gilt: Ψh =
∑
i<Imax
χωhi µ
hi
0 und limh→0 d2(Ψ0,Ψ
h
0) = 0.
Wir nehmen o.B.d.A. diam(ωhi ) ≤ h an. Da Φt(Ψh0) fu¨r t > 0 im allgemeinen kein elemen-
tares Youngsches Maß mehr ist, projizieren wir die Dynamik auf die Menge der stu¨ckweise
konstanten Youngschen Maße. Wir erkla¨ren fu¨r h > 0 den Orthogonalprojektor
πh : L
2(Ω)→ L2(Ω) : f 7→
∑
i≤Imax(h)
χωhi −
∫
ωhi
f dx
und damit die diskretisierte Gleichung
Ψ˙h = −div(ε,v)
{
Ψ ·
(
v,− 1
β
(σ(ε)− kh)
)T}
,(2.13a)
kh = πhB
〈
Ψh, σ
〉
.(2.13b)
Die globale Existenz, Eindeutigkeit und Regularita¨t der Lo¨sungen von (2.13) erha¨lt man in
vollkommen analoger Weise wie fu¨r das unmodifizierte System (2.3). Insbesondere gilt die
Abscha¨tzung in Theorem 2.1 auch fu¨r die Lo¨sungen von (2.13). Da kh fu¨r alle i ≤ Imax(h)
auf ωi konstant ist, ist auch der Raum der auf ωi konstanten Youngschen Maße invariant
unter dem durch (2.13) definierten Lo¨sungsoperator Φh ∈ C(R× Y2(Ω,R2),Y2(Ω,R2)).
Die Menge der endlichen Konvexkombinationen von Deltadistributionen liegt dicht in
PM1(R2) (siehe [Ra91], S. 113). Wir ko¨nnen also dieWahrscheinlichkeitsmaße (µi0)i=1...Imax
des Anfangszustandes Ψh0 mit Konvexkombinationen
∑Jmax
j=1 γijδyij0
bezu¨glich der Wasser-
steinmetrik beliebig genau approximieren. Dabei setzen wir implizit voraus, daß Jmax, γij
und yij0 von einer vorgegebenen Zahl κ > 0 so abha¨ngen, daß(Imax∑
i=1
vol(ωi)
[
dW
(
µi0,
Jmax∑
j=1
γijδyij0
)]2) 1
2
≤ κ
ist, ohne dies jedoch explizit in der Notation zu vermerken. Die diskrete Struktur des
Anfangszustandes wird von der diskretisierten Gleichung (2.13) erhalten:
Φht
(∑
i,j
χωiγijδyij0
)
=
∑
i,j
χωiγijδyij (t),
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wobei yij(t) als Lo¨sung des gewo¨hnlichen Differentialgleichungssystems
y˙ij =
(
yij2
−σ(yij1 ) + πhB
[∑
i,j χωiγijσ(y
ij
1 )
] ) , yij(0) = yij0(2.14)
definiert ist. Gleichung (2.14) kann nun mit einem beliebigen Integrationsverfahren fu¨r
gewo¨hnliche Differentialgleichungen numerisch gelo¨st werden.
Theorem 2.13. Es sei Ψ0 ∈ Y2(Ω,R2) ein zula¨ssiger Anfangszustand, dann gibt es ei-
ne Konstante C > 0, die von Ψ0 abha¨ngt, so daß fu¨r alle h > 0, fu¨r alle Partitionen
(ωhi )i≤Imax(h) von Ω mit max
i≤Imax(h)
diam(ωhi ) ≤ h und {yij0 } i≤Imax
j≤Jmax
⊂ R2 gilt:
d2
(
Φt(Ψ0),Φ
h
t (Ψ
h
0)
) ≤ Ce3(ℓ+‖B‖ lip(σ))t · (h+ d2 (Ψ0,Ψh0)) ,
wobei Ψh0 =
∑
i,j χωiγijδyij0
, Φht (Ψ
h
0) =
∑
i,j χωiγijδyij(t) und y
ij(t) die Lo¨sung des gewo¨hn-
lichen Differentialgleichungssystems (2.14) ist.
Fu¨r den Beweis beno¨tigen wir noch ein wohlbekanntes Lemma, das mit der Poincare´-
Ungleichung bewiesen wird.
Lemma 2.14. Es sei Ω = (a, b) ⊂ R und u ∈ H1(Ω), dann gilt:
|u(x)− u(y)| ≤
√
|x− y|‖u′‖L2(Ω).
Beweis. |u(y)− u(x)|2 = | ∫ y
x
u′(t) dt|2 ≤ |x− y| ∫ y
x
|u′(t)|2 dt.
Beweis von Theorem 2.13. Wir verwenden das u¨bliche Beweisschema, um die Kon-
vergenz des numerischen Verfahrens zu zeigen: Konsistenz und Stabilita¨t implizieren Kon-
vergenz. Fu¨r die Lo¨sung Φt(Ψ0) definieren wir in diesem Beweis φt als den Fluß des
dynamischen Systems
ε˙ = v, v˙ = −σ(ε) + B 〈Φt(Ψ0), σ〉 ,
und analog φht als Fluß des modifizierten Systems
ε˙ = v, v˙ = −σ(ε) + πhB
〈
Φht (Ψ0), σ
〉
.
Konsistenz von pihB mit B: Wir zeigen, daß es eine Konstante C > 0 gibt, so
daß ‖(Id− πh)B‖Lin(L2(Ω),L2(Ω)) ≤ Ch ist; dieses Ergebnis beruht wesentlich auf der
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Gla¨ttungseigenschaft von B.
(∫
Ω
|πhu(x)− u(x)|2dx
) 1
2
=
(∑
i
∫
x∈ωi
∣∣∣∣−∫
x′∈ωi
u(x′) dx′ − u(x)
∣∣∣∣2 dx
) 1
2
≤
(∑
i
∫
ωi
(√
diam(ωi)︸ ︷︷ ︸
≤
√
h
‖u′‖L2(ωi)
)2
dx
) 1
2
wegen Lemma 2.14
≤
√
h
(∑
i
vol(ωi)︸ ︷︷ ︸
≤h
‖u′‖2L2(ωi)
) 1
2
≤ h‖u′‖L2(Ω).
Die L2(Ω)-Norm von ∂x(Bu) kann durch die L2(Ω)-Norm von u abgescha¨tzt wer-
den. Der einfachste Zugang dazu ist, u in eine Fourierreihe zu entwickeln und die
Fourierkoeffizienten von Bu abzuscha¨tzen. Dabei ist zu beru¨cksichtigen, daß B so-
wohl im Dirichletfall, als auch im Neumannfall selbstadjungiert ist. Im Dirichletfall
ist das Spektrum spec(B) = {1} ∪
{
ρ
ρ+βj2π2
∣∣∣ j ∈ N}, die Eigenfunktionen sind
(cos(jπx))j∈N0. Analog gilt im Neumannfall: spec(B) =
{
ρ
ρ+β(j+1
2
)2π2
∣∣∣ j ∈ N0} mit
den Eigenfunktionen (cos((j + 1
2
)πx))j∈N0. Damit ist ‖∂xBu‖ ≤ ‖λ‖L∞(R+)‖u‖L2(Ω)
mit λ(j) = ρπj
ρ+βj2π2
. Das absolute Maximum von λ ist durch
(
j =
√
ρ
βπ2
, λ =
√
ρ
2β
)
gegeben. Durch diese Rechnung haben wir ‖(Id− πh)B‖Lin(L2(Ω),L2(Ω)) ≤
√
ρ
2β
h be-
wiesen.
Stabilita¨t: Wir mu¨ssen d2(Ψ0,Φt(Ψ0)) kontrollieren, allerdings ist die Abscha¨tzung
in Lemma 1.10.iii nicht gut genug fu¨r die Behauptung des Theorems, daher beweisen
wir mit der Gronwallschen Ungleichung hier eine scha¨rfere. Es ist
‖ 〈Ψ0(dy), |φt(y)− y|〉 ‖L2(Ω)
=
∥∥∥∥∥
〈
Ψ0(dy),
∣∣∣∣∣
∫ t
0
(
φs,2(y)− y2 + y2
−σ ◦ φs,1(y) + B 〈Ψ0, σ ◦ φs,1〉
)
ds
∣∣∣∣∣
〉∥∥∥∥∥
L2(Ω)
≤
∫ t
0
(ℓ+ ‖B‖ lip(σ)) · ‖ 〈Ψ0(dy), |φs(y)− y|〉 ‖ ds
+
∫ t
0
‖〈Ψ0(dy), |−σ(y2) + σ0 + B 〈Ψ0(dy˜), σ(y˜2)− σ0〉|〉‖L2(Ω) ds+ tσ0(1 + ‖B‖)
⇒‖〈Ψ0(dy), |φt(y)− y|〉‖L2(Ω) ≤ C˜e(2ℓ+‖B‖ lip(σ))t
(2.15)
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mit C˜ = (1+‖B‖)(lip(σ) 〈Ψ0(dy), |y|〉+σ0). Somit ko¨nnen wir den Fehler abscha¨tzen, der
durch das Diskretisieren im Laufe der Zeit entsteht:
d2(Φt(Ψ0),Φ
h
t (Ψ0)) =
∥∥∥∥∥ suplip(g)≤1 〈Ψ0, g ◦ φt − g ◦ φht 〉
∥∥∥∥∥
L2(Ω)
≤
∥∥〈Ψ0, |φt − φht |〉∥∥L2(Ω)
≤
∫ t
0
∥∥∥∥∥
〈
Ψ0,
(
φs,2 − φhs,2
−σ ◦ φs,1 + σ ◦ φhs,1
)〉∥∥∥∥∥
L2(Ω)
+
∥∥B 〈Ψ0, σ ◦ φs,1〉 − πhB 〈Ψ0, σ ◦ φhs,1〉∥∥L2(Ω) ds
≤
∫ t
0
ℓ
∥∥〈Ψ0, |φs − φhs |〉∥∥L2(Ω) + ‖(Id− πh)B‖‖ 〈Ψ0, σ ◦ φs,1〉 ‖L2(Ω)
+ ‖πhB‖‖
〈
Ψ0, |σ ◦ φs,1 − σ ◦ φhs,1|
〉‖L2(Ω) ds.
Der zweite Summand kann aufgrund der Stabilita¨tsungleichung (2.15) kontrolliert werden:
‖ 〈Ψ0, σ ◦ φt,1〉 ‖ ≤ ‖ 〈Ψ0, |σ ◦ φt,1 − σ|〉 ‖+ ‖ 〈Ψ0, σ〉 ‖
≤ lip(σ) (‖ 〈Ψ0(dy), |φt(y)− y|〉 ‖+ ‖ 〈Ψ0(dy), |y|〉 ‖L2(Ω))+ σ0
≤ lip(σ)C˜e(2ℓ+‖B‖ lip(σ))t + lip(σ) 〈Ψ0(dy), |y|〉+ σ0.
Daraus folgt wiederum mit Gronwall
d2(Φt(Ψ0),Φ
h
t (Ψ0))
≤Che(ℓ+lip(σ)‖B‖)t ·
{
C˜e(2ℓ+‖B‖ lip(σ))t + lip(σ) 〈Ψ0(dy), |y|〉+ σ0
}
.
Indem wir
˜˜
C := C(lip(σ)C˜ + lip(σ) 〈Ψ0(dy), |y|〉+ σ0) wa¨hlen, erhalten wir
d2(Φt(Ψ0),Φ
h
t (Ψ0)) ≤ ˜˜Che3(ℓ+lip(σ)‖B‖)t.(2.16)
Mit diesen Voru¨berlegungen ko¨nnen wir nun den Beweis abschließen. Wegen (2.16) erhal-
ten wir mit der in Theorem 2.1 definierten Konstante C2.1:
d2
(
Φt(Ψ0),Φ
h
t (Ψ
h
0)
)
≤d2
(
Φt(Ψ0),Φ
h
t (Ψ0)
)
+ d2
(
Φht (Ψ0),Φ
h
t (Ψ
h
0)
)
≤max
{˜˜
C,C2.1
}
e3(ℓ+‖B‖ lip(σ))t
(
h+ d2
(
Ψ0,Ψ
h
0
))
.
3.1. Numerische Ergebnisse. Wir u¨berpru¨fen die Tauglichkeit des hier entwickel-
ten numerischen Verfahrens, indem wir versuchen, die Langzeitdynamik zu simulieren.
Unter den Voraussetzungen von Theorem 2.8 konvergiert Φt(Ψ0) fu¨r t → ∞ im schwa-
chen Sinn gegen ein stationa¨res Youngsches Maß Ψ∞. Als Indikator fu¨r die schwache
Konvergenz dient die skalare Meßgro¨ße L(t) = u|x=1 =
∫ 1
0
ε(t, x) dx. Es ist zu beru¨ck-
sichtigen, daß die Langzeitdynamik der numerisch berechneten Lo¨sungen immer davon
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dominiert ist, daß sie auf einen endlichdimensionalen Unterraum beschra¨nkt ist. Die nu-
merische Lo¨sung Φht (Ψ
h
0) kann daher nicht schwach konvergieren. Je ho¨her die Dimension
des Unterraumes gewa¨hlt wird, desto sta¨rker tritt die unendlichdimensionale Dynamik in
den Vordergrund. Dies ist bei den verschiedenen Simulationen fu¨r unterschiedliche Werte
von n := 1
h
gut zu erkennen. Fu¨r die weiteren Variablen wurde W (ε) = 1
4
(ε2−1)2, v0 = 0,
ε0(x) =
√
2+x, ρ = 0 und β = 1 gewa¨hlt. Als Integrationsformel fu¨r die gewo¨hnliche Diffe-
rentialgleichung wurde die implizite Mittelpunktregel verwendet. Sie hat die Eigenschaft,
die Energie fu¨r la¨ngere Zeitra¨ume weder stark zu verringern noch zu vergro¨ßern, sondern
innerhalb einer vernu¨nftigen Schwankungsbreite um den Anfangszustand zu belassen. In
allen Simulationen wurde die Zeitschrittweite τ = 0.1 gewa¨hlt, in den Schaubildern ist
auf der Abszisse die Zeit t und auf der Ordinate L(t) abgetragen. Da W symmetrisch ist
und die Energie des Anfangszustandes oberhalb des kritischen Punktes von W liegt, ist
limt→∞L(t) = 0. Aufgrund der schnellen Oszillationen in der Zeit wirkt der Graph von
t 7→ L(t) stellenweise fla¨chig. Die Ergebnisse der numerischen Integration zeigen, daß in
Theorem 2.8 die Konvergenzordnung nicht richtig eingescha¨tzt wird: Anhand der Steigung
der oberen Begrenzung in der doppelt logarithmischen Darstellung ko¨nnen wir ablesen,
daß L(t) wie t−1 und nicht wie t−
1
2 konvergiert.
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Um zu u¨berpru¨fen, ob fu¨r ρ > 0 eine a¨hnliche Langzeitdynamik vorliegt, wurde dieselbe
Anfangsbedingung fu¨r verschiedeneWerte von ρ u¨ber einen festen Zeitraum integriert. Die
Ergebnisse geben keinen Hinweis auf eine allma¨hliche Anna¨herung an einen stationa¨ren
Zustand, wenn t gegen unendlich strebt.
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KAPITEL 3
Das viskos geda¨mpfte Modell
Wir wenden in diesem Kapitel einige der anhand des mikroskopischen Modells entwickel-
ten Ideen auf die viskos geda¨mpfte Wellengleichung
u¨ = ∂x (σ(∂xu) + β∂xu˙)− αu,(3.1)
u|t=0 = u0, u˙|t=0 = v0, u|x=0 = u|x=1 = 0,
an. Die grundlegenden Eigenschaften von (3.1), wie die Dissipationsrate und in unserem
Zusammenhang wichtige Ergebnisse, wurden in Kapitel 1 zusammengefaßt. Die Resultate
in [BHJPS91] und [FM96] besagen, daß keine Lo¨sung von (3.1) schnelle ra¨umliche Oszil-
lationen entwickeln kann, da die viskose Da¨mpfung die Energie zu schnell aus dem System
extrahiert und somit kein Youngsches Maß generiert werden kann. Wir werden das Lang-
zeitverhalten von Lo¨sungen analysieren, die von Beginn an hochoszillativ sind. Wie im
vorangegangenen Kapitel leiten wir dazu eine Evolutionsgleichung fu¨r regula¨re YM-Lo¨sun-
gen her. Fu¨r das viskos geda¨mpfte Modell wurde die Existenz von YM-Lo¨sungen schon
in [FBS94] gezeigt. Allerdings ist der Ansatz auf polynomiale Verzerrungsenergiedichten
W beschra¨nkt. Die Dynamik von YM-Lo¨sungen wird dort durch eine Evolutionsgleichung
fu¨r den unendlichen Vektor aller Momente des Youngschen Maßes definiert. Unser neuer
Zugang ist fu¨r allgemeine FunktionenW erfolgreich und setzt auch nicht voraus, daß alle
Momente der YM-Lo¨sungen existieren.
Nach den Vorarbeiten ko¨nnen wir die Menge aller stationa¨ren Young-Maße charakteri-
sieren und nachweisen, daß das Langzeitverhalten von YM-Lo¨sungen analog zu dem der
klassischen Lo¨sungen ist: Falls die verallgemeinerte Anfangsenergie gering ist, konvergiert
jede Lo¨sung gegen ein Equilibrium, das eine a¨hnliche Bauart besitzt wie die klassischen
stationa¨ren Zusta¨nde. Wir fu¨hren nun einige Bezeichnungen ein, um die spezifischen De-
tails unserer Vorgehensweise zu erla¨utern. In [Pe87] wird die Gleichung (3.1) in ein Sy-
stem transformiert, das aus einer parabolischen und einer hyperbolischen Gleichung mit
Wellengeschwindigkeit 0 besteht.
p˙ = β∂2xp + πaσ
(
1
β
[p+ q]
)
−Ba(p+ q), q˙ = −πaσ
(
1
β
[p + q]
)
+ Ba(p+ q).
Wie im vorangegangenen Kapitel ist πa die Orthogonalprojektion auf die Funktionen in
L2(Ω) mit Mittelwert 0 und Ba ein kompakter und linearer Operator. Nur die hyperboli-
sche Gleichung fu¨r q gla¨ttet schnelle Oszillationen nicht weg. Aus diesem Grund ko¨nnen
nur in dieser Komponente YM-Lo¨sungen erwartet werden. Das erweiterte System lautet
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daher:
p˙ = β∂2xp+ πa〈σ( 1β [p+ ·])〉 − Ba(p+ 〈q〉),(3.2a)
Ψ˙ = ∂q
{
Ψ
(
σ( 1
β
[p+ q])− k
)}
mit k =
∫ 1
0
〈σ( 1
β
[p+ ·])〉dx+ Ba(p + 〈q〉).(3.2b)
Wir beweisen die globale Existenz und Eindeutigkeit im Phasenraum H1a(Ω)× Y2a(Ω,R),
wobei Y2a(Ω,R) = Y
2(Ω,R) ∩ {Ψ : [[〈Ψ(dq), q〉]] = 0} ist. Im Unterschied zum mikro-
kinetischen Modell liegt hier eine weitere Schwierigkeit darin, daß sich eine Komponente
parabolisch verha¨lt und daher den Einsatz der Methoden in [He81] erfordert. Die Haupti-
dee besteht darin, Gleichung (3.2b) fu¨r gegebenes p(t, x) zu lo¨sen. Da k von Ψ abha¨ngt,
stellt dies ein nichtautonomes quasilineares Problem dar, das wir analog zu der im vor-
angegangenen Kapitel ausgefu¨hrten Fixpunktiteration in k lo¨sen. Somit erhalten wir die
von p abha¨ngige Lo¨sung Ψ(t). Der vollsta¨ndige Existenzbeweis ergibt sich, indem wir
diese Iteration mit der klassischen parabolischen Theorie fu¨r (3.2a) kombinieren. Zum
Schluß zeigen wir, daß die YM-Lo¨sungen in der schwachen Topologie stetig von den An-
fangsbedingungen abha¨ngen. Somit sind unsere regula¨ren YM-Lo¨sungen dieselben wie in
[FBS94] (siehe Theorem 3.6).
Die anschließende Analyse des Langzeitverhaltens ist durch die Vorgehensweise in [Pe87]
und [FM96] gepra¨gt. Es treten jedoch wichtige Unterschiede bei den von uns konstru-
ierten YM-Lo¨sungen auf. Nichtsdestotrotz scheint der hier vorgestellte Konvergenzbeweis
ku¨rzer zu sein. Die wichtigste Eigenschaft von (3.2) ist die verallgemeinerte Dissipations-
identita¨t
Eα(p(t),Ψ(t)) = Eα(p0,Ψ0)−
∫ t
0
∫ 1
0
(
β(∂2xp(s, x))
2 +
1
β
V (σ)(s, x)
)
dx ds,
die als neuen Term das Integral u¨ber die Varianz der Spannung σ entha¨lt:
V (σ) = 〈σ( 1
β
[p+ ·])2〉 − 〈σ( 1
β
[p+ ·])〉2.
Somit ko¨nnen wir zeigen, daß fu¨r t → ∞ die Summe ‖p(t)‖H1 + ‖ 〈(σ − k)2〉 (t)‖L1 ge-
gen 0 konvergiert. Dies impliziert die Konvergenz der Phasenanteile (die Masse in einer
kleinen Umgebung von z1, z2 und z0 und der Verzerrung ε = (p + 〈q〉)/β). Der letzte
Schritt, der die Konvergenz von k nach sich zieht, beinhaltet eine einfache Beschreibung
der Gleichgewichte und eine kurze Anwendung des Satzes u¨ber implizite Funktionen (siehe
Lemma 3.15). Somit kann die Verwendung des komplizierten
”
refined comparison prin-
ciple“ in [FM96] vermieden werden. Aus diesen Konvergenzen folgt, daß alle Lo¨sungen
mit geringer Anfangsenergie im starken Sinn gegen einen stationa¨ren Zustand (0,Ψ∞)
konvergieren.
Auch in diesem Modell ko¨nnen die Mikrostrukturbereiche in endlicher Zeit weder ver-
schwinden noch entstehen. Aus einem Argument in [BHJPS91] folgt jedoch, daß der
Langzeitlimes die Mikrostruktur des viskosen Modells ho¨chstens vernichten und nicht
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erzeugen kann, somit gilt also MΨ∞ ⊆MΨ(t). Im Gegensatz dazu wurde im vorangegan-
genen Kapitel gezeigt, wie im mikrokinetischen Modell Mikrostruktur entstehen kann.
Zum Schluß verdeutlichen wir den Zusammenhang zwischen Young-Maß-Lo¨sungen und
der Existenz eines Minimierers fu¨r das EnergiefunktionalGα =
∫ 1
0
α
2
u2+W (∂xu) dx, indem
wir eine Folge (Ψn0 )n∈N ⊂ Y2a(Ω,R) mit den folgenden Eigenschaften angeben:
i.) Fu¨r alle n ∈ N gilt: limt→∞Gα(Φt(Ψn0)) = 0.
ii.) Es existiert eine klassische Funktion ε∗ ∈ L2(Ω) so, daß limn→∞ d2(δε∗,Ψn0) = 0 ist.
Die Tatsache, daß fu¨r alle klassischen Anfangsbedingungen y0 ∈ [L2(Ω)]2 die Ungleichung
limt→∞Gα(Φt(δy0)) > 0 gilt, bezeichnen wir als dynamische Nichtminimierbarkeit von
Gα bezu¨glich der Gleichung (3.1). Durch die Folge (Ψn0)n∈N ist klar, daß die dynamische
Nichtminimierbarkeit keine generische Eigenschaft des viskos geda¨mpften Modells ist,
sondern lediglich auf die unzureichende Auswahl an Anfangszusta¨nden zuru¨ckzufu¨hren
ist.
1. Existenz der Dynamik
1.1. Die Pego-Transformation. Fu¨r die Untersuchung von Gleichung (3.1) ist es
vorteilhaft, die sogenannte Pego-Transformation, die fu¨r α = 0 erstmalig in [Pe87] ver-
wendet wurde, einzusetzen. Wir bezeichnen hier mit v(t, x) die Verschiebungsgeschwin-
digkeit u˙(t, x) und nicht die Verzerrungsgeschwindigkeit ∂xu˙(t, x) wie in Kapitel 2. Es
ist
p(t, x) =
∫ x
0
v(t, x′) dx′ −
∫ 1
0
∫ x
0
v(t, x′) dx′ dx = πa
∫ x
0
v(t, x′) dx′,
q(t, x) = β∂xu(t, x)− p(t, x).
H10 (Ω) ist der Hilbertraum der Funktionen f ∈ H1(Ω) mit f(0) = f(1) = 0. Es ist
wohlbekannt, daß die Pego-Transformation P : H10 × L2a → H1a × L2a : (u, v) 7→ (p, q) ein
stetiger Isomorphismus zwischen Banachra¨umen ist. Nach dieser Transformation nimmt
das System (3.1) die folgende Gestalt an:
p˙ = Ap+ πaσ
(
1
β
(p + q)
)
− Ba(p + q), p(0, x) = p0(x),(3.3a)
q˙ = −πaσ
(
1
β
(p+ q)
)
+ Ba(p+ q), q(0, x) = q0(x).(3.3b)
Hier ist A : D(A) ⊂ L2a(Ω) → L2a(Ω) der unbeschra¨nkte Operator, der durch D(A) =
H2a,∂(Ω) und
Au = β∂2xu(3.4)
erkla¨rt ist, wobei wir fu¨r die Definition von H2a,∂(Ω) auf Kapitel 2 verweisen. Der kom-
pakte Operator Ba : L2a(Ω) → L2a(Ω) ist durch h = Bag definiert, h lo¨st das elliptische
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Randwertproblem
∂2xh =
α
β
g; h ∈ H2a,∂(Ω), g ∈ L2a(Ω).
Wir betrachten System (3.3) im Phasenraum H1a(Ω)× L2a(Ω).
Ein wichtiger Gesichtspunkt dieses Systems ist das parabolische Verhalten der p-Gleichung.
Die q-Gleichung ist hingegen hyperbolisch mit Wellengeschwindigkeit 0 und erzeugt kei-
ne Dissipation. Somit ko¨nnen die Lo¨sungen des Systems nur in der q-Variablen schnell
oszillieren.
1.2. Globale Existenz und stetige Abha¨ngigkeit vom Anfangszustand. Wir
zeigen nun die globale Existenz und Eindeutigkeit der Lo¨sungen des folgenden Systems
in H1a(Ω)× Y2a(Ω,R):
p˙ = Ap+ 〈σ〉 − k, p(0, x) = p0(x),(3.5a)
Ψ˙ = ∂q
{(
σ
(
1
β
(p + q)
)
− k
)
Ψ
}
, Ψ(0, ·) = Ψ0(·) ∈ Y2a(Ω,R),(3.5b)
mit k = Ba(p+ 〈q〉) + [[〈σ〉]], wobei Y2a(Ω,R) = Y2(Ω,R)∩{Ψ : [[〈Ψ(dq), q〉]] = 0}. Um die
Notation zu vereinfachen, schreiben wir meistens 〈σ〉 anstelle von
〈
Ψ(dq), σ( 1
β
(p(t, x) + q))
〉
;
bei dieser Schreibweise tritt allerdings die Abha¨ngigkeit des Ausdrucks 〈σ〉 von p nicht
mehr explizit in Erscheinung. Analog ist 〈W 〉 definiert. Gleichung (3.5b) erfu¨llt fu¨r fe-
stes k, p ∈ C([0, T ], L2(Ω)) die Voraussetzungen von Lemma 1.10. Wir setzen in diesem
Kapitel ℓ = lip(σ)
β
. In den weiteren Ausfu¨hrungen greifen wir auf die Resultate in [He81]
zuru¨ck.
Der Existenz- und Eindeutigkeitssatz wird wieder mit dem Banachschen Fixpunktsatz
bewiesen. In diesem Fall wird das Youngsche Maß nicht von einer, sondern von zwei
Funktionen (p, k) erzeugt, was den Beweis etwas komplizierter macht. Wir beno¨tigen zwei
Funktionale
〈σ〉(x) = S(p,Ψ)(x) =
〈
Ψ(x, dq), σ( 1
β
(p(x) + q))
〉
und
k(x) = K(p,Ψ)(x) = [[〈σ〉]] + Ba[p(·) + 〈Ψ(·, dq), q〉](x).
(3.6)
Dies definiert uns eine Abbildung (S,K) : H1a(Ω) × Y2a(Ω,R) → L2(Ω) × L2a(Ω). Unser
Beweis verla¨uft nun folgendermaßen:
Fu¨r gegebenes p ∈ C([0, T ], H1a(Ω)) lo¨sen wir die Gleichung (3.5b) iterativ nach Ψ, dies de-
finiert uns eine Abbildung Ψ = T˜ (p) von C([0, T ], H1a(Ω)) nach C([0, T ],Y2a). Wir mu¨ssen
jedoch nur (〈σ〉 , k) = T (p) = (S,K)(T˜ (p), p) kontrollieren. Genauer gesagt, erhalten wir
die Abscha¨tzung
|||T (p1)− T (p2)|||L2×H2 ≤ C(T )|||p1− p2|||L2.(3.7)
Als na¨chstes definieren wir einen Lo¨sungsoperator fu¨r Gleichung (3.5a) in C([0, T ], H1a(Ω))
bei gegebenem g = 〈σ〉− k, indem wir den Beweis fu¨r Theorem 3.3.3 in [He81] fu¨r unser
Problem passend modifizieren. Dies definiert uns einen linearen Operator p = R(p0, g)
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von H1a × C([0, T ], L2a) nach C([0, T ], H1a). Die endgu¨ltige Iteration wird schließlich in
p in der Form pn+1 = G(pn) = R(p0, T (pn(·))) durchgefu¨hrt, die explizite Darstellung
befindet sich im Beweis zu Theorem 3.6. Die Vorgehensweise bis hierher definiert uns
eine milde Lo¨sung in C([0, T ], H1(Ω)). Wir beweisen a posteriori, daß die milde Lo¨sung
in der Tat eine starke Lo¨sung ist, indem wir nachweisen, daß p ∈ Cα((0, T ], L2(Ω)) ist.
Es kann leicht gezeigt werden, daß 〈σ〉 und k diese Regularita¨t erben. Somit folgt aus
Theorem 3.2.2 in [He81], daß p eine starke Lo¨sung ist. Erst diese Regularita¨t erlaubt es
uns, die verallgemeinerte Dissipationsrate im na¨chsten Kapitel herzuleiten.
Wir studieren fu¨r gegebenes p(t, x), k(t, x) Gleichung (3.5b); in diesem Fall entkoppelt die
gewo¨hnliche Differentialgleichung u¨ber x ∈ Ω.
Lemma 3.1. Sei T > 0 beliebig. Fu¨r p ∈ C([0, T ], H1a(Ω)) existiert eine eindeutige Lo¨sung
Ψ von (3.5b). Außerdem gibt es Konstanten T ≥ T0 > 0, C > 0 so, daß die folgenden
Abscha¨tzungen auf [0, T0] gelten:
i.) ||| 〈σ〉 (p1)− 〈σ〉 (p2)|||L2 ≤ C|||p1 − p2|||L2,
ii.) |||k(p1)− k(p2)|||H2 ≤ C|||p1 − p2|||L2.
Beweis. Wir konstruieren die Lo¨sung von (3.5b) mit dem Banachschen Fixpunkt-
satz und leiten danach die behaupteten Abscha¨tzungen her. Dazu bezeichnen wir mit
Ψ = Q(p, k) den Lo¨sungsoperator der nichtautonomen linearen Gleichung (3.5b), wenn
p und k fest sind. Somit ist wegen Lemma 1.10 die regula¨re YM-Lo¨sung Ψ(t) eindeutig
durch den Transport von Ψ0 mit dem Fluß φ
k,p
t der gewo¨hnlichen Differentialgleichung
q˙ = −σ( 1
β
(q + p(t, x))) + k(t, x) gegeben: 〈Ψ(t, x), g〉 = 〈Ψ0(x), g ◦ φk,pt (x, ·)〉. Dies defi-
niert uns 〈q〉(p, k), 〈σ〉(p, k) ∈ C([0, T ], L2(Ω)). Wir beweisen zuna¨chst die Existenz von
C1(T ), C2(T ) > 0, limT→0C1(T ) = 0 mit der Eigenschaft:
||| 〈q〉(p1, k1)− 〈q〉(p2, k2)|||L2 ≤ C1(T )
{|||p1 − p2|||L2 + |||k1 − k2|||H2} ,
||| 〈σ〉(p1, k1)− 〈σ〉(p2, k2)|||L2 ≤ C2|||p1 − p2|||L2 + C1(T )|||k1− k2|||H2.
(*)
Wir definieren B(p,m1,m2) = [[m1]] + Ba(p +m2) und erhalten
1
3
|||B(p1, 〈σ1〉 , 〈q1〉)− B(p2, 〈σ2〉 , 〈q2〉)|||H2
≤α
β
(
|||p1 − p2|||L2 + ||| 〈q1〉 − 〈q2〉 |||L2
)
+ ||| 〈σ1〉 − 〈σ2〉 |||L2.
(**)
Indem wir p1 = p2 setzen und (*) in (**) einsetzen, erhalten wir die gewu¨nschte Kontrak-
tionseigenschaft fu¨r die Abbildung k 7→ B(Q(p, k)) in C([0, T ], H2), wenn T hinreichend
klein ist. Der Fixpunkt k∗ bestimmt mit Lemma 1.10 die eindeutige regula¨re YM-Lo¨sung
Ψ, die durch Ψ = Q(p, k∗) gegeben ist.
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Wir zeigen nun die Abscha¨tzungen (*):
||| 〈q〉(p1T ′, k1T ′)− 〈q〉(p2T ′, k2T ′)||| = sup
t∈[0,T ]
‖
〈
Ψ0, φ
p1,k1
t (q)− φp
2,k2
t (q)
〉
‖L2
(Lemma 1.10.i) ≤TeℓT max{ℓ, 1} (|||p1T ′ − p2T ′|||L2 + |||k1T ′ − k2T ′ |||H2) .
Ebenso kann der Erwartungswert von σ wegen Lemma 1.10.i wie folgt abgescha¨tzt werden:
||| 〈σ〉 (p1T ′ , k1T ′)− 〈σ〉 (p2T ′, k2T ′)|||L2
= sup
t∈[0,T ]
∥∥∥〈Ψ0, σ ( 1β (p1t + φp1,k1t (q)))− σ ( 1β (p2t + φp2,k2t (q)))〉∥∥∥
L2
≤ sup
t∈[0,T ]
1
β
lip(σ)
{
‖p1t − p2t ‖L2 + teℓtmax{ℓ, 1}
(|||p1T ′ − p2T ′|||L2 + |||k1T ′ − k2T ′ |||H2)}.
Es sei nun (Ψ, k) eine Lo¨sung von (3.5b). Wir leiten die behaupteten Abscha¨tzungen fu¨r
k und 〈σ〉 her.
|||k(p1)− k(p2)|||H2 ≤α
β
(|||p1 − p2|||L2 + ||| 〈q1〉 − 〈q2〉 |||L2) + ||| 〈σ1〉 − 〈σ2〉 |||L2
≤α
β
(|||p1 − p2|||L2 + C1(T )|||p1 − p2|||L2 + C1(T )|||k1− k2|||H2)
+ C2|||p1 − p2|||L2 + C1(T )|||k1− k2|||H2
=
(
α
β
+
α
β
C1(T ) + C2
)
|||p1 − p2|||+ C1(T )
(
α
β
+ 1
)
|||k1 − k2|||H2.
Wir wa¨hlen T ≥ T0 > 0 so, daß C1(T0) < 1α
β
+1
ist, damit gilt:
|||k(p1)− k(p2)|||H2 ≤
α
β
+ α
β
C1(T0) + C2
1− C1(T0)
(
α
β
+ 1
) |||p1 − p2|||L2.
Wir weisen nun nach, daß die Lo¨sungen, die im vorangegangenen Lemma konstruiert
wurden, die zeitliche Regularita¨t von p erben.
Lemma 3.2. Es sei p ∈ C([0, T ], L2(Ω)) lokal Ho¨lder-stetig und (Ψ, k) ∈ Y2(Ω,R) ×L2(Ω)
die Lo¨sung von (3.5b). Dann haben die Erwartungswerte 〈q〉 und 〈σ〉 die folgende zeitliche
Regularita¨t in L2(Ω):
i.) 〈q〉 ist lokal Lipschitz-stetig und
ii.) 〈σ〉 ist lokal Ho¨lder-stetig.
Beweis. Fu¨r t ≥ s gilt wegen Lemma 1.10.iii
‖ 〈Ψt(dq)−Ψs(dq), q〉 ‖L2(Ω) ≤ ‖ 〈Ψ0, |φt − φs|〉 ‖L2(Ω)
≤ C(t)|t− s|
(
1
β
‖ 〈Ψ0(dq), |q|〉 ‖L2(Ω) + σ0 + ℓ|||p|||L2 + |||k|||L2
)
.
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Ebenso erhalten wir∥∥∥〈σ ( 1β (p(t) + φt(·)))〉− 〈σ ( 1β (p(s) + φs(·)))〉∥∥∥
L2(Ω)
≤ℓ{‖p(t)− p(s)‖L2(Ω) + ‖ 〈Ψ0, |φt − φs|〉 ‖L2(Ω)} .
Aus diesen Abscha¨tzungen folgen sofort die behaupteten Stetigkeitseigenschaften.
Wir zitieren noch einige Resultate aus [He81] und [Pa83], um zeigen zu ko¨nnen, daß die
Lo¨sungen fu¨r die parabolische Gleichung starke Lo¨sungen sind.
Satz 3.3 ([Pa83], S. 110, Theorem 3.1). Es sei A der infinitesimale Generator einer ana-
lytischen Halbgruppe T (t) und es sei f ∈ Lp([0, T ], X) mit 1 < p <∞. Wenn u eine milde
Lo¨sung von u˙ = Au + f(t), u(0) = x ist, dann ist u fu¨r jedes ε > 0 auf [ε, T ] Ho¨lder-
stetig mit Exponenten (p−1)/p. Wenn außerdem x ∈ D(A) ist, dann ist u mit demselben
Exponenten auf ganz [0, T ] Ho¨lder-stetig.
Satz 3.4 ([He81], Theorem 3.2.2). Es sei A ein sektorieller Operator in X, x ∈ X, f :
(0, T )→ X lokal Ho¨lder-stetig und ∫ ρ
0
‖f(t)‖ dt <∞ fu¨r ein ρ > 0; dann ist durch
u(t) = eAtx+
∫ t
0
eA(t−s)f(s) ds
die eindeutige starke Lo¨sung u fu¨r das Anfangswertproblem u˙ = Au + f(t), u(0) = x,
gegeben.
Satz 3.5 ([He81], Theorem 1.4.3). Es sei A sektoriell und der Realteil ℜ(spec(A)) <
δ < 0. Fu¨r jedes α ≥ 0 existiert Cα <∞ so, daß fu¨r t > 0∥∥(−A)αeAt∥∥ ≤ Cαt−αeδt
ist. Wenn außerdem 0 < α ≤ 1 und x ∈ D((−A)α) ist, dann gilt∥∥(eAt − 1)x∥∥ ≤ 1
α
C1−αtα ‖(−A)αx‖ .
Nun haben wir die Hilfsmittel beisammen, um die globale Existenz der Lo¨sungen von
System (3.5) zu beweisen. Außerdem erhalten wir die stetige Abha¨ngigkeit der Lo¨sungen
vom Anfangszustand.
Theorem 3.6 (Globale Existenz und stetige Abha¨ngigkeit vom Anfangszustand). Fu¨r je-
den Anfangszustand (p0,Ψ0) ∈ H1a(Ω) × Y2a(Ω,R) hat das Cauchy-Problem (3.5) eine
eindeutige Lo¨sung (p,Ψ) = Φt(p0,Ψ0) in C([0,∞), H1a(Ω)) × C([0,∞),Y2a(Ω,R)); p ist
eine starke Lo¨sung von (3.5a) und Ψ eine regula¨re YM-Lo¨sung von (3.5b). Außerdem ist
Φt(·, ·) fu¨r festes t ≥ 0 in L2(Ω)× Y2(Ω,R)w stetig.
Beweis. Wir verallgemeinern den Beweis von Theorem 3.3.3 in [He81], um ihn
auf unser parabolisches Problem mit Geda¨chtnis anwenden zu ko¨nnen, dabei setzen wir
o.B.d.A. β = 1 voraus.
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Es sei eAt die analytische Halbgruppe, die vom unbeschra¨nkten linearen Operator A ge-
neriert wird, wobei A durch (3.4) definiert ist. Wir erkla¨ren den Iterationsoperator IT
durch die Formel der Variation der Konstanten:
IT (p)(t) := eAtp0(x) +
∫ t
0
eA(t−s)(〈σ〉 (p) − k(p)) ds.
Es ist klar, daß IT den Raum C([0, T ], H1a(Ω)) in sich selbst abbildet. Wir weisen nun die
Kontraktionseigenschaft von IT nach, wobei C 1
2
die in Satz 3.5 definierte Konstante ist.
Wegen Lemma 3.1 ist
|||IT (p1)− IT (p2)||| 1
2
≤ sup
t∈[0,T ]
∫ t
0
‖eA(t−s)(〈σ〉 (p1)− 〈σ〉 (p2))‖ 1
2
ds+
∫ t
0
‖eA(t−s)(k(p1)− k(p2))‖ 1
2
ds
≤ sup
t∈[0,T ]
∫ t
0
‖(−A) 12eA(t−s)‖ {‖ 〈σ〉 (p1)− 〈σ〉 (p2)‖L2 + ‖k(p1)− k(p2)‖L2} ds
≤ sup
t∈[0,T ]
∫ t
0
C 1
2
(t− s)−12 ds {||| 〈σ〉 (p1) − 〈σ〉 (p2)|||L2 + |||k(p1) − k(p2)|||L2}
≤ sup
t∈[0,T ]
−C 1
2
2(t− s) 12
∣∣∣s=t
s=0
2C|||p1 − p2|||L2.
Indem wir T < min{T0, 1/( 4πC 12C)
2} wa¨hlen, haben wir die Behauptung bewiesen, da
‖·‖L2a(Ω) ≤ 1π‖·‖ 12 ist. Die Wahl von T wird nicht vom Anfangszustand (p0,Ψ0) beeinflußt.
Somit haben wir die globale Existenz einer milden Lo¨sung fu¨r alle t ≥ 0 gezeigt.
Aus Satz 3.3 folgt, daß p lokal Ho¨lder-stetig ist, also ko¨nnen wir mit Lemma 3.2 folgern,
daß k und 〈σ〉 lokal Ho¨lder-stetig sind. Somit folgt mit Satz 3.4 (der lineare nichtautonome
Fall), daß p nicht nur eine milde, sondern auch eine starke Lo¨sung ist. Aus Lemma 1.10
folgt, daß Ψ eine regula¨re YM-Lo¨sung von (3.5b) ist.
Die schwache Stetigkeit beweisen wir mit Hilfe der Kompaktheit von Ba, die die schwache
Konvergenz in L2(Ω) in starke umwandelt.
Wir bezeichnen mit k∗, ki, φ∗, φi die von den Lo¨sungen erzeugten Kopplungsfunktionen
und Lo¨sungsflu¨sse. Nach der Definition der schwachen Konvergenz in Y2(Ω,R) mu¨ssen
wir zeigen, daß fu¨r alle t ≥ 0 der folgende Grenzwert in L2(Ω) verschwindet:
w-lim
i→∞
〈
Ψ∗t −Ψit, g
〉
= w-lim
i→∞
{〈Ψ∗0, g(φ∗t )〉 − 〈Ψi0, g(φit)〉}
= w-lim
i→∞
〈
Ψ∗0 −Ψi0, g(φ∗t )
〉
+w-lim
i→∞
〈
Ψi0, g(φ
∗
t )− g(φit)
〉
.
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Der erste Grenzwert ist 0 nach Voraussetzung fu¨r (Ψi0)i∈N, da g(φ
∗) wegen Lemma 1.10.i
eine Lipschitz-Funktion ist. Fu¨r den zweiten Grenzwert erhalten wir in der starken Topo-
logie von L2(Ω) wegen Lemma 1.10.ii:∥∥〈Ψi0, g(φit)− g(φ∗t )〉∥∥L2(Ω) ≤ lip(g)∥∥∥ ∥∥φit − φ∗t∥∥L∞(R)∥∥∥L2(Ω)
≤ lip(g)max{ℓ, 1}teℓt
(∣∣∣∣∣∣p∗t − pit∣∣∣∣∣∣Ωt + ∣∣∣∣∣∣k∗t − kit∣∣∣∣∣∣Ωt) ,
wobei |||·|||Ωt = ‖·‖C([0,t],L2(Ω)). Somit ist der Beweis vollsta¨ndig, wenn wir gezeigt haben, daß
(pi, ki) in der starken Topologie auf L2(Ω) gleichma¨ßig auf [0, t] gegen (p∗, k∗) konvergiert.
Durch die Anwendung der oben bewiesenen Darstellung der Lo¨sung p fu¨r die parabolische
Gleichung mittels der Halbgruppe eAt erhalten wir:∣∣∣∣∣
(
|||p∗t′ − pit′|||Ωt
|||k∗t′ − kit′|||Ωt
)∣∣∣∣∣
=
∣∣∣∣∣
( ∣∣∣∣∣∣∣∣∣eAt′(p∗0 − pi0) + ∫ t′0 eA(t′−s) (〈Ψ∗0, σ(p∗s + φ∗s)〉 − 〈Ψi0, σ(pis + φis)〉 − k∗s + kis) ds∣∣∣∣∣∣∣∣∣
Ωt
|||Ba [p∗t′ + 〈Ψ∗0, φ∗t′〉 − pit′ − 〈Ψi0, φit′〉] + [[〈Ψ∗0, σ(p∗t′ + φ∗t′)〉 − 〈Ψi0, σ(pit′ + φit′)〉]]|||Ωt
)∣∣∣∣∣
≤
∣∣∣∣∣
(
|||eAt′(p∗0 − pi0)|||Ωt +
∣∣∣∣∣∣∣∣∣∫ t′0 eA(t′−s) 〈Ψ∗0 −Ψi0, σ(p∗s + φ∗s)〉 ds∣∣∣∣∣∣∣∣∣
Ωt
|||Ba [p∗t′ + 〈Ψ∗0, φ∗t′〉 − pit′ − 〈Ψi0, φit′〉]|||Ωt
)
+
( ∣∣∣∣∣∣∣∣∣∫ t′0 eA(t′−s) (〈Ψi0, σ(p∗s + φ∗s)− σ(pis + φis)〉 − k∗s + kis) ds∣∣∣∣∣∣∣∣∣
Ωt
‖ [[〈Ψ∗0, σ(p∗t′ + φ∗t′)〉 − 〈Ψi0, σ(pit′ + φit′)〉]] ‖L∞([0,t])
)∣∣∣∣∣
=:
∣∣∣∣∣
(
I1 + I2
I3 + I4
)∣∣∣∣∣ .
Unsere Strategie besteht darin zu zeigen, daß Il, l = 1 . . . 4 durch einen Ausdruck der
Form ail +
∫ t
0
C1l |||p∗s′ − pis′ |||Ωs + C2l |||k∗s′ − kis′ |||Ωs ds majorisiert werden kann, wobei C1l
und C2l beliebige positive Zahlen sind, die nur von t abha¨ngen und a
i
l eine positive reelle
Folge mit limi→∞ ail = 0 ist. Die Konvergenzaussage folgt dann durch Anwendung der
Gronwallschen Ungleichung. Wir setzen K(t) = sup
s∈[0,t]
‖eAs‖.
1.: Fu¨r jedes δ > 0 ist
I1 ≤ K(t)‖p∗0 − pi0‖L2 + sup
t′∈[0,t]
∫ t′
0
∥∥∥eA(t′−s) 〈Ψ∗0 −Ψi0, σ(p∗s + φ∗s)〉∥∥∥
L2
ds
≤ δK(t) lip(σ) sup
s∈[0,t]
‖ lip(φ∗s)‖L∞(Ω)
(‖〈Ψ∗0, |q|〉‖L2 + ‖〈Ψi0, |q|〉‖L2)
+K(t)‖p∗0 − pi0‖L2 + sup
t′∈[δ,t]
∫ t′−δ
0
‖eA(t′−s)〈Ψ∗0 −Ψi0, σ(p∗s + φ∗s)〉‖L2 ds.
Der dritte Term kann durch K(t)
∫ t−δ
0
‖eAδ〈Ψ∗0 −Ψi0, σ(p∗s + φ∗s)〉‖L2 ds abgescha¨tzt
werden. Dieser Ausdruck konvergiert gegen 0, da der Integrand eine L∞loc(R)-Funktion
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ist und wegen der Kompaktheit von eδA punktweise konvergiert, somit ist der Satz
u¨ber die dominierte Konvergenz anwendbar. Da δ beliebig gewa¨hlt war, strebt I1
gegen 0.
2.: Wegen Lemma 1.10.i gilt:
I2 ≤ K(t)
∫ t
0
∣∣∣∣∣∣∣∣∣ ∥∥σ(p∗s′ + φ∗s′)− σ(pis′ + φis′)∥∥L∞(R)∣∣∣∣∣∣∣∣∣Ωs + ∣∣∣∣∣∣k∗s′ − kis′∣∣∣∣∣∣Ωs ds
≤ K(t)
∫ t
0
lip(σ)
(∣∣∣∣∣∣p∗s′ − pis′∣∣∣∣∣∣Ωs + ∣∣∣∣∣∣∣∣∣ ∥∥φ∗s′ − φis′∥∥L∞(R)∣∣∣∣∣∣∣∣∣Ωs
)
+
∣∣∣∣∣∣k∗s′ − kis′∣∣∣∣∣∣Ωs ds
≤ K(t)
∫ t
0
lip(σ)(1 + teℓt)
∣∣∣∣∣∣p∗s′ − pis′∣∣∣∣∣∣Ωs + (lip(σ)teℓt + 1) ∣∣∣∣∣∣k∗ − ki∣∣∣∣∣∣Ωs ds.
3.: Wir scha¨tzen den dritten Ausdruck a¨hnlich ab:∣∣∣∣∣∣Ba [p∗t′ + 〈Ψ∗0, φ∗t′〉 − pit′ − 〈Ψi0, φit′〉]∣∣∣∣∣∣Ωt
≤‖Ba‖
∣∣∣∣∣∣p∗t′ − pit′∣∣∣∣∣∣Ωt + ∣∣∣∣∣∣Ba 〈Ψ∗0 −Ψi0, φ∗t′〉∣∣∣∣∣∣Ωt + ‖Ba‖ ∣∣∣∣∣∣∣∣∣ ∥∥φ∗t′ − φit′∥∥L∞(R)∣∣∣∣∣∣∣∣∣Ωt .
Den Term |||p∗ − pi|||Ωt haben wir bereits in den Schritten 1 und 2 abgescha¨tzt. Da
Ba kompakt ist, konvergiert ‖Ba 〈Ψ∗0 −Ψi0, φ∗s〉‖L2(Ω) punktweise gegen 0. Zusa¨tzlich
erhalten wir durch Differentiation nach s:∥∥∥∥ ddsBa [〈Ψ∗0 −Ψi0, φ∗s〉]
∥∥∥∥
L2(Ω)
≤ ‖Ba‖
∥∥〈Ψ∗0 −Ψi0,−σ(p∗s + φ∗s) + k∗s〉∥∥L2(Ω)
≤‖Ba‖ lip(σ)‖ lip(φ∗s)‖L∞(Ω)
(
‖〈Ψ∗0, |q|〉‖L2(Ω) + 2‖φ∗s(0)‖L2(Ω) +
∥∥〈Ψi0, |q|〉∥∥L2(Ω)) .
Da 〈Ψi0(dq), |q|〉 schwach konvergiert, ist die Norm beschra¨nkt, also ist der letzte
Ausdruck auf [0, t] beschra¨nkt, somit konvergiert der zweite Summand gleichma¨ßig
gegen 0. Fu¨r den dritten Summanden erhalten wir unter Verwendung von Lem-
ma 1.10.i:∣∣∣∣∣∣∣∣∣ ∥∥φ∗t′ − φit′∥∥L∞(R)∣∣∣∣∣∣∣∣∣Ωt
= sup
t′∈[0,t]
∥∥∥∥∥∥∥∫ t′
0
−σ(p∗s + φ∗s) + k∗s + σ(pis + φis)− kis ds
∥∥∥
L∞(R)
∥∥∥∥
L2(Ω)
≤ sup
t′∈[0,t]
∫ t′
0
lip(σ)
(∥∥p∗s − pis∥∥L2(Ω) + ∥∥∥ ∥∥φ∗s − φis∥∥L∞(R)∥∥∥L2(Ω)
)
+
∥∥k∗s − kis∥∥L2(Ω) ds
≤
∫ t
0
lip(σ)
∣∣∣∣∣∣p∗s′ − pis′∣∣∣∣∣∣Ωs +max{lip(σ), 1}teℓt lip(σ)(∣∣∣∣∣∣p∗s′ − pis′∣∣∣∣∣∣Ωs + ∣∣∣∣∣∣k∗s′ − kis′∣∣∣∣∣∣Ωs)
+
∣∣∣∣∣∣k∗s′ − kis′∣∣∣∣∣∣Ωs ds.
4.: Da [[·]] : L2(Ω)→ L2(Ω) kompakt ist, ko¨nnen wir die analogen Abscha¨tzungen wie
in Schritt 3 durchfu¨hren.
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Wie beim mikrokinetischen Modell mu¨ssen wir noch die Konsistenz von (3.5) mit (3.3)
zeigen.
Theorem 3.7 (Konsistenz). Jede klassische Lo¨sung (p, q) ∈ C([0, T ], H1a(Ω)×L2a(Ω)) von
(3.3) erzeugt durch die Einbettung (p(x), q(x)) 7→ (p(x), δq(x)) eine spezielle Lo¨sung (p,Ψ)
von (3.5).
Beweis. Es ist klar, daß fu¨r Ψ = δq(t,x) die Kopplungsterme Ba[p(t, x)+〈q〉] und [[〈σ〉]]
mit Ba[p(t, x) + q(t, x)] und [[σ( 1β(p(t, x) + q(t, x)))]] u¨bereinstimmen. Somit ist Gleichung
(3.5a) a¨quivalent zu (3.3a). Fu¨r g ∈ C1lip(R) erhalten wir wegen (3.3b)
d
dt
〈δq(t,x), g(·)〉 − 〈δq(t,x), (−σ( 1β (p(t, x) + ·)) + k)g′(·)〉
=g′(q(t, x))q˙(t, x) + g′(q(t, x))(σ( 1
β
(p(t, x) + q(t, x)))− k)
=0.
Also ist Gleichung (3.5b) erfu¨llt.
2. Langzeitverhalten
Wir untersuchen das asymptotische Verhalten von YM-Lo¨sungen fu¨r Gleichung (3.5). Da-
bei soll die VerzerrungsenergiedichteW zusa¨tzlich zu den Bedingungen i.-iii.) in Kapitel 1
noch die Forderung
iv.) W (z1) = W (z2), z1 < 0 < z2
erfu¨llen. Pego zeigte in [Pe87], daß fu¨r α = 0 jede Lo¨sung von Gleichung (3.3) ge-
gen einen stationa¨ren Zustand strebt. Friesecke und McLeod verallgemeinerten das
Resultat auf den Fall α > 0, jedoch ist ihre Methode auf Lo¨sungen beschra¨nkt, deren
Anfangszustand geringe Energie hat. Unser Ziel ist es, dieses Resultat zu beweisen, wenn
auch YM-Lo¨sungen zugelassen sind. Wir erhalten einen wichtigen Unterschied im Ver-
gleich zum Fall ohne Youngsche Maße: YM-Lo¨sungen ko¨nnen in der Tat die elastische
Energie minimieren, wenn die Zeit gegen unendlich strebt. Der Beweis in [BHJPS91],
der zeigt, daß keine klassische Lo¨sung von (3.1) die Energie minimiert, beruht auf der
Tatsache, daß die Gleichung fu¨r q asymptotisch autonom ist. Dies impliziert, daß q gegen
ein schwaches relatives Minimum konvergiert. Aber im Falle klassischer Lo¨sungen sind
die lokalen Minima Funktionen, die die Energie nicht minimieren ko¨nnen, wie der kurze
Beweis in der Einleitung von Kapitel 1 zeigt. Dieselbe Konvergenz gilt auch fu¨r YM-
Lo¨sungen, jedoch gibt es hier einen eindeutigen Fixpunkt mit minimaler Energie, z.B.
Ψmin =
1
2
(δ1 + δ−1) fu¨r σ(∂xu) = (∂xu)3 − ∂xu.
Der Konvergenzbeweis fu¨r klassische Lo¨sungen basiert auf der Dissipationsgleichung
d
dt
Eα = −β‖∂xu˙‖2L2. Fu¨r (3.5) erhalten wir eine etwas kompliziertere Dissipationsrate,
sie beinhaltet die Varianz von σ, die wir folgendermaßen definieren:
V (σ) =
〈
σ2
〉− 〈σ〉2 .
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Da σ global Lipschitz-stetig ist, ist V (σ) wie Var(Ψ) eine L1(Ω)-Funktion, falls (p,Ψ) ∈
L2(Ω)× Y2(Ω,R) ist.
Satz 3.8 (Verallgemeinerte Dissipationsgleichung). Wir definieren die verallgemeinerte
Energie
Eα(p,Ψ) =
∫ 1
0
(
〈W 〉 + 1
2
(∂xp)
2 +
α
2
u2
)
dx
mit u(t, x) =
∫ x
0
(p(t, x′) + 〈q〉)/β dx′ und σ(ε) = W ′(ε). Dann gilt fu¨r Lo¨sungen (p,Ψ)
von (3.5) die verallgemeinerte Dissipationsgleichung:
Eα(p(t),Ψ(t)) = Eα(p0,Ψ0)−
∫ t
0
∫ 1
0
(
β(∂2xp(s, x))
2 +
1
β
V (σ)(s, x)
)
dx ds.
Beweis. Wir erhalten die Identita¨t durch Differentiation von Eα nach t:
d
dt
∫ 1
0
〈W 〉 + 1
2
(∂xp)
2 + α
2
u2 dx =
∫ 1
0
〈∂tΨ,W 〉+
〈
σ · 1
β
p˙
〉
+ (∂xp)(˙∂xp) + αuu˙ dx
=
∫ 1
0
〈
−(σ − k)σ 1
β
〉
+
〈
σ
(
∂2xp+
1
β
(〈σ〉 − k)
)〉
− (∂2xp)β(∂2xp)− (∂2xp)(〈σ〉 − k) + αuu˙ dx
=
∫ 1
0
− 1
β
〈(σ − k)σ〉+ 1
β
〈σ〉2 − 1
β
k 〈σ〉+ (∂2xp) 〈σ〉 − β(∂2xp)2 − (∂2xp) 〈σ〉+ (∂2xp)k + αuu˙ dx
= −
∫ 1
0
1
β
(〈
σ2
〉− 〈σ〉2)+ β(∂2xp)2 dx,
wobei u˙ = ∂xp und ∂xk = αu fu¨r die letzte Identita¨t benutzt wurde.
2.1. A Priori-Abscha¨tzungen. Ein u¨blicher Weg, die Konvergenz von Lo¨sungen
dissipativer Systeme nachzuweisen, besteht darin zu zeigen, daß das Integral der Dissipa-
tionsrate u¨ber die Zeit beschra¨nkt bleibt. Wenn nun noch die Ableitung des Integranden
beschra¨nkt werden kann, konvergiert der Integrand gegen 0. Dies ist die grobe Idee des Be-
weises, obwohl wir die Konvergenz eines Youngschen Maßes und nicht nur einer einfachen
Funktion zeigen wollen.
Da die Energie nicht zunimmt, haben wir die folgenden a priori-Abscha¨tzungen:
sup
t∈R+
‖u˙(t)‖L2 = sup
t∈R+
‖∂xp(t)‖L2 <∞,(3.8)
sup
t∈R+
‖∂xu(t)‖L2 <∞,(3.9)
sup
t∈R+
‖〈Ψ(t, ·, dq), q2〉‖L1 ≤ C(1 + sup
t∈R+
‖〈W 〉‖L1) <∞.(3.10)
Diese Abscha¨tzungen implizieren die Existenz einer Konstanten C(Eα(p0,Ψ0)), so daß fu¨r
jedes C1 ≥ C das Intervall [−C1, C1] bezu¨glich des Flusses der nichtautonomen gewo¨hn-
lichen Differentialgleichung q˙ = −σ((p(t, x) + q)/β) + k(t, x) fu¨r alle (t, x) invariant ist.
Diese Aussage folgt aus der Beschra¨nktheit von ‖p‖L∞ wegen (3.8) und da wegen den
Ungleichungen (3.9) und (3.10) supt∈R+ ‖kt‖L∞ < ∞ ist. Da limε→∞ σ(ε) = ∞ und
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limε→−∞ σ(ε) = −∞ ist, existiert ein C > 0 so, daß −σ((p + q)/β) + k < 0 fu¨r q > C
und −σ((p + q)/β) + k > 0 fu¨r alle q < −C ist. Falls also suppΨ0(x) ⊂ [−s(x), s(x)],
s(x) ∈ L2(Ω) ist, dann gilt fu¨r alle t ≥ 0 suppΨ(t, x) ⊂ [−s˜(x), s˜(x)], wobei L2 ∋ s˜(x) :=
max{s(x), C(Eα(p0,Ψ0))}.
Dieses Ergebnis motiviert die Definition des Raumes der Youngschen Maße mit kompak-
tem Tra¨ger:
Ypc(Ω,R) = {Ψ ∈ Yp(Ω,R)| ∃sΨ ∈ Lp(Ω) : suppΨx ⊂ [−s(x), s(x)]}.
Im weiteren beschra¨nken wir die Analysis auf Youngsche Maße im Raum Y2c(Ω,R), der
invariant unter der durch (3.5) definierten Evolution ist. Diese Einschra¨nkung erlaubt es,
einige technische Schwierigkeiten zu vermeiden, die die Komplexita¨t des Beweises ver-
gro¨ßern wu¨rden, ohne jedoch neue Erkenntnisse zu erzeugen.
2.2. Stationa¨re Lo¨sungen. Wir charakterisieren die stationa¨ren Zusta¨nde des Sy-
stems (3.5). Indem man alle Terme, die eine Zeitableitung enthalten, durch 0 ersetzt,
erha¨lt man das stationa¨re System
0 =β∂2xp+ 〈σ〉 − k, ∂xp(0) = ∂xp(1) = [[p]] = 0,(3.11a)
0 =∂q[(σ − k)Ψ],(3.11b)
k =[[〈σ〉]] + Ba(p+ 〈q〉).(3.11c)
Aus (3.11b) folgt, daß das YM Ψ eine Konvexkombination von drei Punktmaßen ist, deren
Positionen die drei Nullstellen q = ζj, j = 0..2 der Gleichung σ((p + q)/β) = k sind. Mit
(3.11a) ist klar, daß p ≡ 0 ist. Somit sind die Gleichgewichte durch die folgende Teilmenge
von Y2(Ω,R) beschrieben:
S =
{
2∑
i=0
γi(x)δζi(x)
∣∣∣∣∣ γi ∈ [0, 1],
2∑
i=0
γi = 1, R(γ, ζ) = 0
}
.(3.12)
Die nichtlineare Abbildung R : (L2(Ω))6 → (L2(Ω))3 × R ist hierbei folgendermaßen
definiert:
R(γ, ζ) =
( (
σ(ζj(x)/β)− [[
∑2
i=0 γi(x)σ(ζi(x)/β)]]− Ba[γ · ζ]
)
j=0..2
1
β
[[γ · ζ]]
)
.(3.13)
Die letzte Komponente von R(γ, ζ) = 0 ist die rechte Randbedingung u(1) = 0, da
β∂xu = 〈q〉 = γ · ζ =
∑2
i=0 γiζi ist.
Diese Beschreibung der Menge S wird beim Beweis des Konvergenzresultates sehr nu¨tzlich
sein, da auch die instationa¨ren Lo¨sungen (pt,Ψt) durch die nichtlineare Abbildung R
kontrolliert werden ko¨nnen.
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2.3. Das Konvergenzresultat. Mit diesen Vorbereitungen ko¨nnen wir die folgende
Konvergenzaussage beweisen. Interessanterweise findet die Konvergenz gegen den stati-
ona¨ren Zustand in der starken YM-Topologie statt.
Theorem 3.9. Es existiert eine Konstante e0(α, β) > 0 so, daß fu¨r alle Anfangszusta¨nde
(p0,Ψ0) ∈ H1a(Ω)×Y2a,c(Ω,R) mit Eα(p0,Ψ0) < e0(α, β) ein stationa¨rer Zustand Ψ∞ ∈ S
existiert, so daß limt→∞Φt(p0,Ψ0) = (0,Ψ∞) in H1(Ω) × Y2(Ω,R) gilt, d.h. ‖p(t)‖H1 +
‖dW(Φt(Ψ0),Ψ∞)‖L2 → 0 fu¨r t→∞.
Unser Ergebnis ist auf Anfangszusta¨nde beschra¨nkt, die geringe Energie haben, diese Ein-
schra¨nkung wird auch in [FM96] vorgenommen. Nach unserer Kenntnis ist fu¨r beliebige
Anfangsbedingungen trotz des stark dissipativen Charakters der erzeugenden Differenti-
algleichung die Konvergenz der Lo¨sungen bislang noch nicht gekla¨rt.
Der Beweis des Theorems ist sehr technisch, wir gliedern ihn wie folgt: Zuerst zeigen wir,
daß ‖ 〈(σ − k)2〉 ‖L1 fu¨r t → ∞ gegen 0 strebt, danach beweisen wir, daß k in H2(Ω)
konvergiert. Dieses Ergebnis impliziert, daß Ψ im starken Sinn gegen einen stationa¨ren
Zustand Ψ∞ ∈ S konvergiert.
Lemma 3.10. Es existiert eine Konstante C > 0 so, daß fu¨r alle (p,Ψ) ∈ H1a ×Y2(Ω,R)
die Abscha¨tzung
‖p‖2H1 + ‖k‖2H1 + ‖〈σ〉‖2L2 ≤ CEα(p,Ψ)
gilt, wobei 〈σ〉 = S(p,Ψ) und k = K(p,Ψ) durch (3.6) definiert sind.
Beweis. Wir erinnern daran, daß ∂xk = αu ist, somit gilt ‖∂xk‖2L2 = α2‖u‖2L2 ≤
2αEα(p,Ψ). Aus den Eigenschaften von σ und W kann elementar die Existenz einer
Konstanten CW abgeleitet werden, so daß fu¨r alle ε ∈ R gilt: σ2(ε) ≤ CWW (ε). Indem
wir noch [[k]] = [[〈σ〉]] beru¨cksichtigen, erhalten wir die folgende Ungleichungskette:
[[k]]2 = [[〈σ〉]]2 ≤ [[〈σ〉2]] ≤ [[〈σ2〉]] ≤ CW [[〈W 〉]] ≤ CWEα(p,Ψ).
Mit der Poincare´-Ungleichung ergibt sich insgesamt
‖k‖2H1 = ‖k‖2L2 + ‖∂xk‖2L2 ≤
(
CW + 2α
(
1 +
1
π2
))
Eα(p,Ψ).
Die Abscha¨tzungen fu¨r p und 〈σ〉 folgen analog.
Wir beweisen ein Lemma u¨ber das Langzeitverhalten von p. Mit der Dissipationsidentita¨t
erhalten wir, daß p in H1(Ω) gegen 0 konvergiert.
Lemma 3.11. Sei (p,Ψ) eine Lo¨sung von (3.5) und τ > 0, dann gilt:
sup
t>τ
‖p˙(t)‖H1 <∞,
∫ ∞
0
‖p(t)‖2H2 dt <∞ und lim
t→∞
‖p‖H1 = 0.
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Beweis. Die Abscha¨tzung fu¨r ‖p˙‖H1 folgt aus [Pe87, Lemma A3], einer Umformu-
lierung von Theorem 3.5.2 in [He81] fu¨r eine abstrakte semilineare Evolutionsgleichung
z˙ = Az + f(t, z):
‖p˙(t)‖H1 ≤ K(τ )
(
‖p(t− τ )‖H1(Ω) + sup
s∈[t−τ,t]
(‖ 〈σ〉 (s)‖L2 + ‖k(s)‖L2)
)
.
Die Bescha¨nktheit der rechten Seite folgt aus dem vorangegangenen Lemma und der
Ungleichung Eα(p(t),Ψ(t)) ≤ Eα(p0,Ψ0). Damit haben wir die erste Aussage gezeigt.
Die anderen beiden Behauptungen ko¨nnen aus der Dissipationsungleichung
∫ t
0
‖∂2xp‖2L2 ds ≤
Eα(p0,Ψ0)/β abgeleitet werden.Wegen (∂xp)(t, 0) = (∂xp)(t, 1) = 0 gilt ‖p‖H1 ≤ 2π‖∂2xp‖L2 .
Zusammen mit der Beschra¨nktheit von ‖p˙‖H1 erhalten wir lim
t→∞
‖p‖H1 = 0.
Als na¨chstes beweisen wir, daß die verallgemeinerte Spannung σ−k gegen eine Punktmasse
konvergiert. Diese Aussage wurde fu¨r klassische Lo¨sungen in [FM96] bewiesen.
Lemma 3.12. Fu¨r Lo¨sungen (pt,Ψt) = Φt(p0,Ψ0) mit (p0,Ψ0) ∈ H1a(Ω)× Y2a,c(Ω,R) gilt
〈(σ − kt)2〉 → 0 in L1(Ω) fu¨r t→∞.
Beweis. Die Hauptidee besteht darin, eine modifizierte Energie E˜(t) zu definieren:
E˜(t) =
∫ 1
0
αβ
2
u2 + 〈βW − p(σ − k)〉 dx.
Fu¨r die modifizierte Energie werden wir folgende Dissipationsgleichung herleiten:
d
dt
E˜(t) =
∫ 1
0
(
− 〈(σ − k)2〉+ αp2 − p 〈(β∂2xp + 〈σ〉 − σ)σ′〉) dx.(3.14)
In der Herleitung verwenden wir die Identita¨t
d
dt
∫ 1
0
αβ
2
u2 dx = β
∫ 1
0
(∂xk)(∂xp) dx = −β
∫ 1
0
k ∂2xpdx,
wobei benutzt wurde, daß u˙ = ∂xp und ∂xk = αu ist. Wir erinnern an die Definitionen
〈Ψ˙, g〉 = 〈Ψ,−(σ − k)∂qg〉, W ′ = σ, und daß das Argument von W die Verzerrung
∂xu = (p(t, x)− q)/β ist. Damit folgt:
d
dt
〈Ψ, βW − p(σ − k)〉 = 〈Ψ˙, βW − p(σ − k)〉+ 〈Ψ, p˙(k − pσ′/β) + pk˙〉
= −〈(σ − k)2〉 + k〈p˙− σ + k〉 − p〈(p˙ − σ + k)σ′〉 + p k˙.
Indem wir diesen Ausdruck integrieren und zur vorangegangenen Gleichung addieren,
erhalten wir
d
dt
E˜(t) =
∫ 1
0
(
− 〈(σ − k)2〉 − p〈(p˙− σ + k)σ′〉+ p k˙
)
dx,
wobei aufgrund der Identita¨t β∂2xp = p˙−〈σ〉+k = 〈p˙−σ+k〉 zwei Summanden weggefallen
sind. Da [[p]] = 0 ist, gilt
∫ 1
0
p k˙ dx =
∫ 1
0
p∂t(πak) dx und somit folgt aus ∂xk = αu und
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u˙ = ∂xp die Beziehung
∫ 1
0
p k˙ dx = α‖p‖2L2 . Nach der Eliminierung von p˙ ist somit die
Herleitung von (3.14) beendet.
Indem wir (3.14) integrieren, erhalten wir∫ T
0
‖〈(σ − kt)2〉‖L1dt = E˜(T )− E˜(0) +
∫ T
0
∫ 1
0
(
αp2 − pt〈σ′ · (β∂2xp + 〈σ〉 − σ)〉
)
dx dt.
Aus den Lemmata 3.10 und 3.11 folgt die Beschra¨nktheit von E˜ und
∫∞
0
‖p‖2L2dt. Somit
muß nur noch
I =
∣∣∣∣∫ ∞
0
∫ 1
0
p
〈
σ′ · (β∂2xp + 〈σ〉 − σ)
〉
dx dt
∣∣∣∣
abgescha¨tzt werden. Indem wir 〈|σ − 〈σ〉 |〉 ≤
√
V (σ) und ‖p‖L2 ≤ 1π2 ‖∂2xp‖L2 verwenden,
erhalten wir
I ≤ lip(σ)
∫ ∞
0
‖p‖L2
(
‖β∂2xp‖L2 +
∫ 1
0
√
V (σ)dx
)
dt
≤ lip(σ)
π2
∫ ∞
0
1
2
‖∂2xp‖2L2 +
3
4
(
‖β∂2xp‖2L2 +
∫ 1
0
V (σ) dx
)
dt < ∞,
wegen der Dissipationsgleichung. Daraus folgt
∫∞
0
‖ 〈(σ − k)2〉 ‖L1dt ≤ C.
Um den Beweis zu beenden, beno¨tigen wir noch eine Schranke fu¨r die zeitliche Ableitung
des Integranden. Es gilt:∣∣∣∣ ddt
∫
Ω
〈
(σ − k)2〉 dx∣∣∣∣ = 2∥∥∥〈(σ − k)((p˙ + k − σ)σ′/β − k˙)〉∥∥∥
L1
≤ 2 lip(σ)
(
‖〈|σ − k|〉‖L2 · ‖p˙/β − k˙‖L2 + 1β
∥∥〈(σ − k)2〉∥∥
L1
)
.
Nun sind p(t) und k(t) beschra¨nkt in L∞(Ω), suppΨ(t, x) ⊂ [−s˜(x), s˜(x)] mit s˜ ∈ L2(Ω)
(da Ψ0 ∈ Y2c ist). Also sind ‖ 〈(σ − k)2〉 ‖L1 und ‖ 〈|σ − k|〉 ‖L2 beschra¨nkt. Indem wir
die Definition k = [[〈σ〉]] + Ba(p + 〈q〉) verwenden, haben wir die Behauptung gezeigt,
da ∂t 〈q〉 = −〈σ − k〉, ∂t[[〈σ〉]] =
∫ 1
0
〈(p˙− σ + k)σ′/β〉 dx und ‖p˙‖L2 wegen Lemma 3.10
beschra¨nkt sind.
Nun mu¨ssen wir das subtilere Verhalten der Verzerrung untersuchen. Im allgemeinen
strebt sie nicht mehr gegen ein Punktmaß wie σ, sondern gegen eine Konvexkombination
aus drei Punktmaßen. Zuna¨chst zeigen wir, daß die Phasenanteile punktweise konvergieren
und leiten eine Abscha¨tzung fu¨r den Erwartungswert der Verzerrung her.
Wir erinnern an die Definition von r > 0 in Kapitel 1, mit der aus |λ| < r folgt, daß die
Gleichung σ(z)− λ = 0 genau drei Lo¨sungen z1(λ) < z0(λ) < z2(λ) hat und definieren:
0 < m := min
|σ(z)|≤r
|σ′(z)|, M := max
|σ(z)|≤r
|σ′(z)|, l = r
2M
, Bi = [zi(0)− l, zi(0) + l]
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und
χi(q) =

0, 1
β
q 6∈ Bi,
2
βl
(q − zi(0) + l), 1βq ∈ [zi(0)− l, zi(0) − l2 ],
1, 1
β
q ∈ (zi(0) − l2 , zi(0) + l2),
2
βl
(zi(0) + l − q), 1βq ∈ [zi(0) + l2 , zi(0) + l].
Fu¨r eine Lo¨sung (p,Ψ) sind die Phasenanteile durch
γi = 〈Ψ(t, x), χi〉(3.15)
definiert.
Lemma 3.13 (Konvergenz der Phasenanteile). Sei (p,Ψ) eine Lo¨sung von (3.5) und
‖k(t)‖L∞(Ω) < ml8 fu¨r t ≥ t0. Dann existieren die Grenzwerte limt→∞ γi(t) =: γ∞i in L2(Ω)
mit γ∞1 + γ
∞
0 + γ
∞
2 = 1.
Wir weisen darauf hin, daß die geringe Anfangsenergie wegen Lemma 3.10 impliziert, daß
‖k(t)‖∞ fu¨r alle t ≥ 0 klein bleibt.
Beweis. Um die Notation zu vereinfachen, setzen wir χA := 1−
∑
χi. Nun gilt 〈χA〉 ≤
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l2m2
〈(σ − k)2〉, sobald ‖p‖L∞(Ω) ≤ βl4 (man verwende die Konvergenz aus Lemma 3.11).
Mit Lemma 3.12 folgt daraus, daß limt→∞ 〈χA〉 = 0 und somit limt→∞(γ1 + γ0 + γ2) = 1
in L1(Ω) ist. Da γi ∈ [0, 1] ist, gilt die Konvergenz auch in L2(Ω).
Wir mu¨ssen noch beweisen, daß die einzelnen Grenzwerte existieren. Dafu¨r genu¨gt es zu
zeigen, daß γ1 und γ2 monoton in t sind. Es sei i ∈ {1, 2}, t > s:
γi(s, x)− γi(t, x) =
∫ t
s
〈
Ψ˙ , χi
〉
dt′ = −
∫ t
s
〈Ψ, (σ − k)∂qχi〉 dt′
=−
∫ t
s
〈
(σ − k) 2
lβ
(χ[(zi(0)−l)β,(zi(0)− l2 )β] − χ[(zi(0)+ l2 )β,(zi(0)+l)β])
〉
dt′ =: J.
Es gilt aber σ
(
1
β
p + zi(0) +
l
2
)
− k ≥ ml
8
und σ
(
1
β
p + zi(0)− l2
)
− k ≤ −ml
8
, daraus folgt
J ≥ 0, und wir sind fertig.
Fu¨r x ∈ Ω definieren wir die YM-gemittelte Verzerrung:
ε(x) = 〈∂xu(x)〉 = 1
β
(p(x) + 〈q〉(x))
und leiten eine (punktweise) Abscha¨tzung her, die die Konvergenz von ε zeigt.
Lemma 3.14 (Konvergenz der gemittelten Verzerrung). Es sei Ψ ∈ PM2(R), |k| ≤ r und
|p| ≤ β l
4
, γˆi ∈ [0, 1],
∑2
i=0 γˆi = 1. Dann existiert eine Konstante C > 0 so, daß
|ε−
2∑
i=0
γˆizi(k)| ≤ C
(√
〈(σ − k)2〉 +
2∑
i=0
|γˆi − 〈χi〉 |
)
.
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Beweis. Mit der Ho¨lder-Ungleichung ist klar, daß 〈|σ − k|〉 ≤ √〈(σ − k)2〉. Wir er-
halten die folgende Ungleichung, indem wir R in (Bi)i=0,1,2 und A (= supp(χA), definiert
in Lemma 3.13; A ist nicht disjunkt zu Bi) zerlegen:∣∣∣∣∣〈ε〉 −
2∑
i=0
γˆizi(k)
∣∣∣∣∣ ≤
2∑
i=0
〈∣∣∣∣ 1β (p+ q)χi − γˆizi(k)∣∣∣∣〉+ 〈 1β |p + q|χA〉
=: I0 + I1 + I2 + I3.
Wir scha¨tzen zuerst I3 ab, indem wir die Koerzivita¨tsvoraussetzung fu¨r W verwenden. Es
ist
I3 =
〈
1
β
|p + q|χA
〉
≤
〈(
2
c
|σ − k|+ C
)
χA
〉
fu¨r C groß genug
≤2
c
√
〈(σ − k)2〉+
(
1−
2∑
i=0
〈χi〉
)
C,
wobei 0 < c = lim inf
|ε|→∞
|σ′(ε)| wegen Voraussetzung iii.) an σ. Aus |p| ≤ β l
4
und q ∈ Bi
folgt |σ((p+ q)/β)| ≤ r. Also gilt fu¨r i = 0, 1, 2:
Ii = 〈|zi(σ)χi − γˆizi(k)|〉 = 〈(zi(σ)− zi(k))χi + (χizi(k)− γˆizi(k))〉
≤
√
〈χ2i 〉 lip(zi)
√
〈(σ − k)2〉+ |zi(k)| | 〈χi〉 − γˆi|.
Mit diesen vorbereitenden Abscha¨tzungen ko¨nnen wir den Beweis von Theorem 3.9 durch-
fu¨hren, indem wir den Satz u¨ber implizite Funktionen anwenden. Die Hauptidee besteht
darin, daß wir aus (3.13) einen nichtlinearen, lokal invertierbaren Operator extrahieren,
der als Nullstelle die von der Phasenverteilung (γi)i=0,1,2 eindeutig festgelegte stationa¨re
Lo¨sung hat. Das Argument ist nur innerhalb einer kleinen Umgebung um den absoluten
Minimierer herum anwendbar, in gro¨ßerem Abstand ko¨nnen Verzweigungen auftreten und
der Ansatz versagt.
Wir teilen k wieder entsprechend der urspru¨nglichen Definition auf: k = ka + [[k]] =
πak + [[k]] und definieren die nichtlineare Abbildung
G : U × (−r/2, r/2) × (L2(Ω))3 × L2(Ω)× R → L2(Ω)× R,
G(ka, [[k]], γ, g, h) =
 ∂
2
xka − α
2∑
i=0
γizi(ka + [[k]])− g[[
2∑
i=0
γizi(ka + [[k]])
]]
− h
 ,(3.16)
wobei U = B(H2a,∂, r/2) die Kugel um 0 mit Radius r/2 in H
2
a,∂(Ω) ist.
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Lemma 3.15. Wir definieren die Phasenanteile des absoluten Minimierers wie folgt:
γ01 = −
1
z1(0)
(
1
z2(0)
− 1
z1(0)
) , γ00 = 0, γ02 = 1
z2(0)
(
1
z2(0)
− 1
z1(0)
) .
Dann kann die Gleichung G(πak, [[k]], γ, f, g) = 0 in einer Umgebung um (0, 0, γ0, 0, 0)
eindeutig nach (πak, [[k]]) als Funktion von (γ, g, h) aufgelo¨st werden.
Beweis. Dies ist eine direkte Anwendung des Satzes u¨ber implizite Funktionen. Durch
klassische U¨berlegungen kann man sich davon u¨berzeugen, daß G eine stetig differen-
zierbare Abbildung ist (siehe z.B. [AP93]). Wir mu¨ssen noch die Invertierbarkeit des
linearisierten Operators (D(ka ,[[k]])G)(0, 0, γ
0, 0, 0) nachweisen. Es gilt:
(D(ka,[[k]])G)(0, 0, γ
0, 0, 0)[ka, [[k]]] =
(
∂2xka − α (γ01z′1(0) + γ02z′2(0)) (ka + [[k]])∫ 1
0
(γ10z
′
1(0) + γ
0
2z
′
2(0))(ka + [[k]]) dx
)
=
(
∂2x − αδ −αδ
0 δ
)(
ka
[[k]]
)
mit δ = γ01z
′
1(0) + γ
0
2z
′
2(0) > 0.
Da aber ∂2x − αδ : H2a,∂ → L2a fu¨r α ≥ 0 invertierbar ist, haben wir die Behauptung
gezeigt.
Beweis von Theorem 3.9. Die Definition von ka = Ba(p+ 〈q〉) = βBaε und u(1) =
[[ε]] = 0 impliziert fu¨r Lo¨sungen (p,Ψ) fu¨r alle t die Identita¨t
G(ka(t), [[k(t)]], γ(t), αf(t), [[f(t)]]) = 0.
Dabei setzen wir f(t, x) = ε−∑2j=0 γj(t, x)zj(ka(t, x)+[[k(t)]]) und bezeichnen mit γj(t, x)
die durch Gleichung (3.15) definierten Phasenanteile. Wegen Lemma 3.13 existieren die
Grenzwerte γ∞i = limt→∞ γi(t) in L
2(Ω), daher folgt mit Lemma 3.12 und Lemma 3.14,
daß f(t) in L2(Ω) gegen 0 strebt. Somit ko¨nnen wir Lemma 3.15 anwenden und erhalten,
daß k(t) in H2(Ω) gegen k∞, die lokal eindeutige Lo¨sung von G(k∞a , [[k
∞]], γ∞, 0, 0) = 0,
konvergiert.
Um unseren Beweis abzuschließen, mu¨ssen wir noch zeigen, daß aus limt→∞ ‖k−k∞‖L∞ =
limt→∞ ‖p‖L∞ = limt→∞ ‖〈(σ−k)2〉‖L1 = 0 und limt→∞ γ(t) = γ∞ folgt, daß Ψ(t) im star-
ken Sinn in Y2(Ω,R) gegen das Equilibrium Ψ∞(x) =
∑2
i=0 γ
∞
i (x)δβzi(k∞(x)) konvergiert,
dessen Masse genau auf den drei Nullstellen von σ( 1
β
q)−k∞ liegt. Im Rest dieses Beweises
schreiben wir zi anstelle von zi(k
∞).
d2(Ψt,Ψ
∞) =
∥∥∥∥∥dW
(
Ψt,
2∑
j=0
γ∞j δβzj
)∥∥∥∥∥
L2
=
∥∥∥∥∥ suplip(g)≤1
〈
Ψt −
2∑
j=0
γ∞j δβzj , g
〉∥∥∥∥∥
L2
≤
2∑
i=0
∥∥∥∥∥ suplip(g)≤1
〈
Ψt −
2∑
j=0
γ∞j δβzj , g · χi
〉∥∥∥∥∥
L2
+
∥∥∥∥∥ suplip(g)≤1
〈
Ψt −
2∑
j=0
γ∞j δβzj , g · χA
〉∥∥∥∥∥
L2
=I0 + I1 + I2 + I3.
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Wir scha¨tzen analog zum Beweis von Lemma 3.14 ab:
I3 ≤ ‖〈C1|σ − k|〉‖L2 ≤ C1
√
‖〈(σ − k)2〉‖L1 ,
fu¨r C1 hinreichend groß, ‖k‖∞ ≤ ml8 und ‖p‖∞ ≤ βl4 .
Ii = ‖ sup
lip(g)≤1
〈gχi − γ∞i g(βzi)〉 ‖L2
≤ ‖ sup
lip(g)≤1
〈(g − g(βzi)) · χi〉 ‖L2 + ‖ sup
lip(g)≤1
〈(χi − γ∞i )g(βzi)〉 ‖L2
≤ ‖〈β lip(zi) |σ (·/β)− k∞| · χi〉‖L2 + ‖γi(t)− γ∞i ‖L2 · ‖βzi‖L∞
≤ β lip(zi)
(√
‖〈(σ − k)2〉‖L1 + lip(σ)β ‖p‖L∞ + ‖k − k∞‖L∞
)
+ ‖γi(t)− γ∞i ‖L2 · ‖βzi‖L∞ .
Durch die Anwendung von Lemma 3.11 und Lemma 3.12 schließen wir den Beweis ab.
Wir beenden unsere Analyse des viskos geda¨mpften Modells mit zwei strukturellen Aus-
sagen u¨ber die YM-Lo¨sungen von (3.5). Zuerst zeigen wir, daß im Gegensatz zu den
Lo¨sungen des mikrokinetischen Modells die Lo¨sungen des viskos geda¨mpften Modells im
Langzeitlimes die Mikrostruktur ho¨chstens vernichten, jedoch nicht generieren ko¨nnen.
Dabei erinnern wir an die Tatsache, daß die in dieser Arbeit betrachteten Modelle wegen
Theorem 1.11 in endlicher Zeit weder Mikrostruktur generieren noch vernichten ko¨nnen.
Satz 3.16. Es sei (p0,Ψ0) ∈ H1a(Ω) × Y2a(Ω,R) ein beliebiger Anfangszustand, so daß
w-limt→∞Φt(p0,Ψ0) = (0,Ψ∞) fu¨r Ψ∞ ∈ Y2a(Ω,R) ∩ S ist, dann gilt:
MΨ∞ ⊂MΨ0 .
Beweis. In C = Ω \ suppVar(Ψ(0)) haben wir wegen Bemerkung 1.12 klassische
Lo¨sungen (p, q) von Gleichung (3.3), somit ko¨nnen wir die Argumentation aus [BHJPS91]
anwenden. Wegen Lemma 3.11 strebt ‖p(t)‖C0(Ω) gegen 0. Daraus folgt wegen der De-
finition der schwachen Konvergenz in Y2(Ω,R), daß limt→∞ k(t) = Ba 〈Ψ∞(dq), q〉 +
[[〈Ψ∞(dq), σ( 1
β
q)〉]] in C0(Ω) ist. Sei im folgenden x ∈ C, q+ = lim sup
t→∞
q(t, x), q− =
lim inf
t→∞
q(t, x) und q0 eine beliebige Zahl im offenen Intervall (q−, q+). Dies definiert eine
Folge t±i →∞, q(t±i , x) = q0, ±q˙(t±i , x) ≥ 0. Andererseits ist q˙(t±i , x) = −σ((q0+ p)/β) +
k(t±i ). Indem wir i gegen unendlich streben lassen, erhalten wir k
∞ = σ(q0/β). Jedoch
ist σ′(q/β) 6= 0 fu¨r fast alle q, woraus q+ = q− folgt, d.h. q konvergiert punktweise und
wegen des Satzes u¨ber die dominierte Konvergenz konvergiert q(x) in L2(C) gegen q∞(x).
Eine Majorante in L2(C) erhalten wir durch s(x) = max{|q0(x)|, C(Eα(p0,Ψ0))}, wobei
C(Eα(p0,Ψ0)) in Abschnitt 2.1 definiert wurde. Wegen Lemma 1.8 ist dann Ψ
∞
x = δq∞(x)
und die Behauptung ist bewiesen.
Zum Schluß konstruieren wir eine Folge von YM-Anfangszusta¨nden, die einerseits im
starken Sinn gegen eine klassische Funktion konvergiert und andererseits gliedweise das
absolute Energieminimum fu¨r t→∞ realisiert. Damit soll nachgewiesen werden, daß die
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dynamische Nichtminimierbarkeit der Energie mit klassischen Anfangsbedingungen eine
Folge der unzureichenden Auswahl an Anfangszusta¨nden (na¨mlich Funktionen) im Raum
der Youngschen Maße ist.
Theorem 3.17. Es gibt eine Folge von YM-Anfangszusta¨nden (pi0,Ψ
i
0) in der Weise, daß
einerseits (pi0,Ψ
i
0) fu¨r i → ∞ im starken Sinn gegen eine klassische Anfangsbedingung
strebt und andererseits fu¨r jedes i ∈ N die erzeugte Lo¨sung Φt(pi0,Ψi0) fu¨r t → ∞ gegen
das absolute Minimum der Energie konvergiert.
Dieses Resultat ist interessant, da das globale Minimum 1
1−z1/z2 δβz1 +
1
1−z2/z1 δβz2 nur im
schwachen Sinn durch schnell oszillierende Funktionen approximiert werden kann.
Beweis. Um die Notation zu vereinfachen, nehmen wir o.B.d.A. an, daß z0 = 0 ist.
Wir wa¨hlen den homogenen Anfangszustand p0 = 0 und
Ψθ0(q) =
1
1− ηδθ(η−1) +
η
η − 1δθ(1−1η ),
wobei η = z1/z2 und θ > 0 ist.
Zuerst zeigen wir, daß Ψθ fu¨r θ → 0 im starken Sinn gegen δ0 konvergiert:
dW(Ψ
θ
0, δ0) = sup
lip(g)≤1
〈
Ψθ0 − δ0, g
〉
= sup
lip(g)≤1
{
1
1− ηg(θ(η − 1)) −
η
1− ηg
(
θ
(
1− 1
η
))
− g(0)
}
≤ 2θ.
Als na¨chstes zeigen wir, daß jeder Anfangszustand wirklich das globale Minimum realisiert,
d.h. limt→∞Φt(0,Ψθ0) =
1
1−ηδβz1 +
η
η−1δβz2.
Es ist klar, daß die Lo¨sungen fu¨r alle Zeiten homogen bleiben, somit gilt Ψ(t) = 1
1−ηδζ1 +
η
η−1δζ2, wobei ζ1 und ζ2 die folgende zweidimensionale autonome Differentialgleichung
lo¨sen:
ζ˙1 = −σ
(
1
β
ζ1
)
+ 1
1−ησ
(
1
β
ζ1
)
− η
1−ησ
(
1
β
ζ2
)
= η
1−η
(
σ
(
1
β
ζ1
)
− σ
(
1
β
ζ2
))
,
ζ˙2 = −σ
(
1
β
ζ2
)
+ 1
1−ησ
(
1
β
ζ1
)
− η
1−ησ
(
1
β
ζ2
)
= 1
1−η
(
σ
(
1
β
ζ1
)
− σ
(
1
β
ζ2
))
,
ζ1(0) = θ(η − 1), ζ2(0) = θη − 1
η
.
Aus ζ˙2 = ζ˙1/η und ζ2(0) = ζ1(0)/η folgt ζ2 = ζ1/η und wir erhalten die eindimensionale
gewo¨hnliche Differentialgleichung:
ζ˙1 =
η
1− η
(
σ
(
1
β
ζ1
)
− σ
(
1
βη
ζ1
))
=: fβ,η(ζ1).
Es gilt f(βz1) = 0 und f(ζ) < 0 fu¨r ζ ∈ (βz1, 0). Der Anfangswert ζ1(0) befindet sich
fu¨r genu¨gend kleines θ im Intervall (βz1, 0). Also ist limt→∞ ζ1(t) = βz1 und limt→∞ ζ2 =
βz2.
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Die Frage, in welchem Sinn und in welcher Topologie die stationa¨ren Youngschen Maße
ohne instabile Phasenanteile dynamisch stabil sind, ist bislang noch offen.
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