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PRESENTATIONS OF PARABOLICS IN SOME
ELEMENTARY CHEVALLEY–DEMAZURE GROUPS
YURI SANTOS REGO
Abstract. Given a universal elementary Chevalley–Demazure group
EscΦ (R) for which its (standard) parabolic subgroups are finitely gener-
ated, we consider the problem of classifying which parabolics P(R) ≤
EscΦ (R) are finitely presented. We show that, under mild assumptions,
this is equivalent to the finite presentability of a suitable retract of P
which contains the Levi factor. If the base ring R is a Dedekind domain
of arithmetic type, we combine our results with well-known theorems
due to Borel–Serre, Abels, Behr and Bux to give a partial classifica-
tion of finitely presentable S-arithmetic subgroups of parabolics in split
reductive linear algebraic groups.
1. Introduction
Let R be a commutative ring with unity and let GΦ(R) be a Chevalley–
Demazure group over R, where Φ is the associated (reduced) root system.
Generators and relations for the elementary subgroup EΦ(R) ≤ GΦ(R) and
for related groups from algebraic K-theory were intensively studied in the
last seven decades. Less understood are presentations of their subgroups, the
main examples being the Borel subgroups in the cases where R is a field (or
more generally a semi-local ring) or a Dedekind domain of arithmetic type.
Let P(R) be a non-trivial standard parabolic subgroup of the elementary
subgroup EscΦ (R) of a universal Chevalley–Demazure group GscΦ (R). In this
work we investigate the following problem: Under which conditions can one
assure that P(R) is finitely presented? Our main result, informally stated,
is the following.
Theorem A. Suppose the standard parabolic subgroups of EscΦ (R) are
finitely generated. Then, for “most” parabolic subgroups P(R) ≤ EscΦ (R),
there exists a subgroup LE(R) ≤ P(R) such that P(R) is finitely presented
if and only if so is LE(R).
A precise statement of Theorem A will be given in Section 1.3. Before
doing that, we elucidate the origins of the subgroup LE(R) above. Applica-
tions to the arithmetic case can be found in Section 1.4.
1.1. Generalities. Our starting point is the Levi decomposition P(R) =
U(R) o L(R), where U and L denote the unipotent radical and the Levi
factor, respectively. Of course, if both U(R) and L(R) are finitely presented,
then so is P(R). It is often the case, however, that U(R) is not even finitely
generated. Since L(R) is a retract of P(R), finite presentability of the latter
implies that of the former, and also that U(R) E P(R) must be finitely
generated as a normal subgroup. Furthermore, L(R) being finitely generated
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implies that R is finitely generated as a ring. With those ingredients at hand,
one might proceed to ask: What about going the other way around, that is,
are those conditions sufficient?
Suppose an arbitrary semi-direct product G = N oQ is given. Even as-
suming that Q admits a presentation with some “nice” property (e.g. being
finite or compact) and that N is “well-behaved” with respect to the Q-
action, there is no general characterization for when the same nice property
holds for G. Even in particular cases, proving that G has a “nice” presenta-
tion might be tricky (confer, for instance, the examples given in [Bau+00]).
One then tipically varies the families of groups occurring in the short exact
sequence N ↪→ G  Q to observe how (qualitative) properties of presenta-
tions of G change with respect to Q and N—a particularly successful case
being that of metabelian groups [BS80; LR04].
For the (split) short exact sequence U(R) ↪→ P(R)  L(R), however,
the expectations on the Levi factor L(R) are high: If the base ring R is
“good enough”, then the action of L(R) on the unipotent radical U(R) is
fairly well-understood, and some important structural and representation
theoretical results hold (see e.g. [ABS90; Sta09]). One might then expect
some mild conditions under which a given nice presentation of L(R) can be
enlarged to a nice presentation of P(R). Intuitively, the question is whether
the Levi factor is “too far” from determining the whole parabolic P(R) and
whether this well-understood action of L(R) on the unipotent radical U(R)
is “strong enough”. We aim to make this more precise.
1.2. Detecting finite presentability of parabolics in GLn – an exam-
ple. The simplest example of universal Chevalley–Demazure group scheme
is the special linear group SLn, which coincides with its elementary sub-
group En if n is sufficiently large and the base ring R is e.g. Euclidean,
semi-local or polynomial (or even Laurent polynomial) over a regular ring
with vanishing special K1 group (see, for instance, [HO89]).
Now, if P(R) ≤ SLn(R) is a finitely generated parabolic, then via the
determinant map we see that P(R) is finitely presented only if so is the
corresponding parabolic subgroup P (R) in the general linear group GLn(R).
This allows one to first look at examples of parabolic subgroups of some
GLn(R) as a test case.
Recall that a (standard) parabolic subgroup P of GLn(R) is a subgroup
of generalized upper triangular matrices, that is, a subgroup of the following
form.
P =

GLn1 ∗ ∗ · · · ∗
0 GLn2 ∗
...
...
. . .
. . .
. . .
...
...
. . .
. . . ∗
0 · · · 0 GLnk
 ≤ GLn(R),
where ni ∈ Z≥1 for all i and n1 + . . . + nk = n. The trivial parabolic
subgroups in this case are GLn(R) itself and the Borel subgroup Bn(R) <
GLn(R), i.e. the group of upper triangular matrices, for which ni = 1 for
all i. Thus, a non-trivial parabolic subgroup P is constructed by starting
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with Bn and enlarging some of the 1× 1 blocks on the diagonal. Here, each
occurrence of a 1 × 1 block on the diagonal corresponds to a copy of the
multiplicative group of units GL1(R) = R
× of the base ring.
Let then R equal Z[t, t−1], the ring of integer Laurent polynomials.
Here, Suslin’s results apply [Sus77, Thm. 7.8 and Cor. 7.10] and so
SLn(R) = En(R) for n ≥ 3. Now, consider the following parabolic sub-
groups of GL12(Z[t, t−1]).
P1 =

GL1 ∗ · · · ∗
0 GL5
. . .
...
...
. . . GL1 ∗
0 · · · 0 GL5
 , P2 =

GL5 ∗ · · · ∗
0 GL1 ∗
...
... 0 GL1 ∗
0 · · · 0 GL5
 .
Their Levi factors are, respectively, the subgroups
L1 =

GL1 0 · · · 0
0 GL5
. . .
...
...
. . . GL1 0
0 · · · 0 GL5
 , L2 =

GL5 0 · · · 0
0 GL1 0
...
... 0 GL1 0
0 · · · 0 GL5
 .
So both L1 and L2 are isomorphic to the direct product GL1(Z[t, t−1])2 ×
GL5(Z[t, t−1])2.
We first observe that the necessary conditions for finite presentability
of P1 and P2 are met. To begin with, the Laurent polynomials are ad-
ditively generated by the set of powers {tn | n ∈ Z}. In other words,
Z[t, t−1] is generated, as a ring, by the singleton {t}. Since Z[t, t−1] is
a localization of the polynomial ring Z[t], it is a regular noetherian ring
and its stable rank is at most 3 [HO89, Thm. 4.1.11], whence the unsta-
ble K-groups K1,5(Z[t, t−1]) and K2,5(Z[t, t−1]) are isomorphic to the K-
groups K1(Z[t, t−1]) and K2(Z[t, t−1]), respectively [HO89, Section 4.2E].
By Quillen’s fundamental theorem [Qui73, Section 6, Corollary to Thm. 8],
it then follows that
K1,5(Z[t, t−1]) ∼= K1(Z)⊕K0(Z) and
K2,5(Z[t, t−1]) ∼= K2(Z)⊕K1(Z),
so the groups on the left hand side are both finitely generated (see
e.g. [Ros94, p. 75] and [Mil71, Section 10]). As a consequence, the
GL5(Z[t, t−1]) blocks in the Levi factors L1 and L2 are finitely presented.
Since GL1(Z[t, t−1]) = 〈±t〉 ∼= Z o C2, it follows that L1 and L2 are finitely
presented. The unipotent radicals are given, respectively, by
U1 =

1 ∗ · · · ∗
0 I5
. . .
...
...
. . . 1 ∗
0 · · · 0 I5
 , U2 =

I5 ∗ · · · ∗
0 1 ∗ ...
... 0 1 ∗
0 · · · 0 I5
 ,
so they are nilpotent groups whose factors are direct sums of the underlying
additive group (Z[t, t−1],+). Since L1 and L2 contain the diagonal subgroup
of GL12(Z[t, t−1]), it follows from the conjugation action of diagonal matrices
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that U1 and U2 are finitely generated as normal subgroups of P1 and P2,
respectively.
So far, so good. Let us now look at P1. Since U1 is nilpotent, one can
make use of its descending central series to construct a presentation for it
whose “most important” relations—besides the ones induced by the addi-
tive relations from Z[t, t−1]—are just the necessary commutator relations
between elementary matrices (see Section 3). However, these are necessarily
infinite in number as the additive group (Z[t, t−1],+) is infinitely generated.
By making use of the diagonal matrices, we shall see in Section 4 how to
reduce those commutator relations to just finitely many. Furthermore, we
will see how to push the remaining additive relations induced by Z[t, t−1]
from U1 to L1 so that such relations are actually consequences of analogue
relations found in L1. It will then follow that P1 is in fact finitely presented,
as our intuition on the “strong” action of L1 on U1 might have predicted.
However, even though the Levi factors L1 and L2 are isomorphic, the
parabolic subgroup P2 is not finitely presented. In fact, a map sending the
GL5 blocks and most of the unipotent radical U2 to the identity induces a
retraction, depicted below, of P2 onto the Borel subgroup of GL2(Z[t, t−1]).
GL5 ∗ · · · ∗
0 GL1 ∗
...
... 0 GL1 ∗
0 · · · 0 GL5


I5 0 · · · 0
0 GL1 ∗
...
... 0 GL1 0
0 · · · 0 I5
 ∼=
(∗ ∗
0 ∗
)
Such Borel subgroup clearly contains the matrices(
t 0
0 t−1
)
and
(
1 1
0 1
)
,
so it cannot be finitely presented by a result of Krstic´–McCool [KM97, Sec-
tion 4]. Therefore P2 itself cannot be finitely presented.
This example suggests the following. Though the Levi factor alone might
fail to detect whether the whole parabolic is finitely presentable or not, one
could remedy the situation by slightly enlarging it as follows and then ask
if the resulting group encodes the desired information. Let us call regular
the GLni blocks of the Levi factor for which ni ≥ 2. For every sequence
of at least two GL1 blocks in a row, define a triangular block to be the
subgroup generated by the elementary matrices that occur right above those
GL1 blocks. In this set-up, we define the extended Levi factor of the given
parabolic to be its subgroup generated by the diagonal matrices and by both
its regular and its triangular blocks. For P1 and P2, the respective extended
Levi factors LE1 and LE2 are depicted below.
P1 =

GL1 ∗ · · · ∗
0 GL5
. . .
...
...
. . . GL1 ∗
0 · · · 0 GL5
 ≥

GL1 0 · · · 0
0 GL5
. . .
...
...
. . . GL1 0
0 · · · 0 GL5
 = LE1,
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P2 =

GL5 ∗ · · · ∗
0 GL1 ∗
...
... 0 GL1 ∗
0 · · · 0 GL5
 ≥

GL5 0 · · · 0
0 GL1 ∗
...
... 0 GL1 0
0 · · · 0 GL5
 = LE2.
We see that LE1 coincides with the Levi factor L1 because P1 contains no
triangular blocks, whereas L2 is a proper subgroup of LE2 and the latter
contains the obstructive Borel subgroup described above. In particular, LE1
is finitely presented (as well as P1), but LE2, and so P2, are not.
1.3. Main results. We extend the ideas presented in Section 1.2 to uni-
versal elementary Chevalley–Demazure groups and confirm that, in many
cases, the extended Levi factor indeed gives a characterization of finite pre-
sentability of parabolics. In this paper we closely follow Steinberg’s notation
for the Chevalley–Demazure groups [Ste16].
Here, Φ denotes a reduced, irreducible root system (see e.g. [Bou02, Chap.
6] or [Hum72, Chap. 3]). Fix a set ∆ ⊆ Φ of simple roots and an arbitrary
total order on ∆ compatible with height of roots. We then speak of standard
parabolic subgroups relative to this arbitrary, but fixed, ordered ∆. We also
do not distinguish between ∆ and the corresponding Dynkin diagram, so
topological (or combinatorial) properties of simple roots, such as adjacency,
are interpreted as properties of vertices in the Dynkin diagram.
Recall that the elementary subgroup EscΦ (R) is the subgroup of GscΦ (R)
generated by all the unipotent root subgroups Xα = 〈{xα(r) | α ∈ ∆, r ∈
R}〉 ≤ GscΦ (R). For SLn, i.e. the case Φ = An−1, the group EscAn−1(R) =:
En(R) is just the subgroup generated by elementary matrices. Given I ⊆ ∆,
denote by PI(R) ≤ EscΦ (R) the parabolic subgroup associated to it (see
Section 2 for details).
Definition. Let PI(R) ≤ EscΦ (R) be a (standard) parabolic subgroup. If
I 6= ∅, its extended Levi factor, denoted LEI(R), is given by
LEI(R) := 〈LI(R),Xα : α ∈ ∆\I is not adjacent to any element of I〉.
If I = ∅, then the n = rk(Φ) extended Levi factors of P∅(R) are given by
LE i(R) := 〈L∅(R),Xαi : αi is the i-th root of ∆〉.
In the notation of Section 1.2, for the case I 6= ∅ the root subgroups Xα
with α ∈ ∆\I span the triangular blocks of PI(R). The Levi factor LI(R)
is generated by both the regular blocks and the standard torus, which in
the Chevalley–Demazure setting plays the role of the subgroup of diagonal
matrices. The main result of this paper is the following.
Theorem A (restated). Let EscΦ (R) be a universal elementary Chevalley–
Demazure group for which its (standard) parabolic subgroups are finitely gen-
erated. If the base ring R is QG for Φ, then a standard parabolic subgroup
PI(R) ≤ EscΦ (R) is finitely presented if and only if its extended Levi factors
are finitely presented, except possibly in the case where I = {α} with α a
long root in the root system of type G2.
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The proof is given in Section 4 using generators and relators a` la Stein-
berg, and is elementary in the sense that it heavily relies only on so-called
“elementary calculations”, i.e. commutator calculus paired with the Cheval-
ley commutator formula for root subgroups.
Theorem A still needs some explanation. Denote by B02(R) ≤ EscA1(R) the
standard Borel subgroup in type A1. We say that R is “quite good” for the
root system Φ—or QG for short—if B02(R) is finitely presented or R is “not
very bad” for Φ (abbreviated NVB), that is to say{
2 ∈ R×, if Φ ∈ {Bn, Cn, F4};
2, 3 ∈ R×, if Φ = G2.
The NVB condition is a common assumption when dealing with elemen-
tary calculations (see, for instance, [Sta09; ABS90; Vav82; Suz77; Ste71]).
The point is that both the finite presentability of B02(R) and the NVB
condition allow one to overcome the technicalities with structure constants
that appear in the commutators. Nevertheless, we strongly suspect that the
equivalence in Theorem A holds for arbitrary (finitely generated) commu-
tative rings (with 1). The exceptional case P{α}(R) ≤ EscG2(R) above—with
R being NVB for Φ but B02(R) not finitely presented—is the only instance
where our computations with the chosen defining relators were inconclusive,
and the problem there can be made quite explicit; see Remark 6.3 for de-
tails. The term “most parabolics” from the previous formulation (Section
1) thus means that the possible exceptions for Theorem A are the parabolic
subgroup P{α}(R) ≤ EscG2(R), with α long and B02(R) not finitely presented,
and the parabolics PI(R) ≤ EscΦ (R) for R not QG for Φ.
For ease of reference, we state below a special case of Theorem A as
a corollary. Recall that a standard parabolic subgroup PI(R) ≤ EscΦ (R)
is maximal if the only standard parabolic subgroup properly containing it
is the whole elementary group EscΦ (R). In particular, every root in ∆ is
adjacent to I in this case, so we get LEI(R) = LI(R) whenever PI(R) is
maximal. Now, if Φ is simply-laced, that is, if all its roots have the same
length, then every ring is QG for Φ because the NVB condition imposes
no restriction on such root systems. We thus obtain the following.
Corollary B. Suppose that all (standard) parabolic subgroups of EscΦ (R) are
finitely generated and that the root system Φ is simply-laced of rank at least
2. Then a standard, non-trivial, maximal parabolic subgroup of EscΦ (R) is
finitely presented if and only if its Levi factor is finitely presented.
As stated, the proof of Theorem A is done via elementary calculations,
so similar methods occur in many places in the literature, with different
applications in mind. For instance, there has been a great deal of work on
the structure of normal subgroups of linear groups related to elementary
subgroups (cf. [BMS67; Mat69; Abe69; AS76; Abe89; Vas86; Sta09]). Gen-
erators and relators themselves and low-dimensional K-groups have been
investigated e.g. in [Ste62; Coh66; O’M65; Sil73; Ste71; Ste78; RS76; HO89;
KM97] as well as in [Spl86], where, it seems, the computations most closely
resemble the ones we do here. More recently, similar calculations have also
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been employed in the Kac–Moody setting, starting right from Tits’ presen-
tation in [Tit87], and then e.g. in [All16b; CLR16; All16a; AC16]. It is
likely that results analogous to ours can be extended to some subgroups of
Kac–Moody groups.
1.4. Motivation and application – the arithmetic case. There has
been a long quest to understand finitely presentable S-arithmetic groups.
The theory took a serious turn when Nagao showed in [Nag59], in particular,
that SL2(Fq[t]) is not even finitely generated. Such a phenomenon did not
seem to occur in characteristic zero, and after important developments and
examples established by many mathematicians, A. Borel and J.-P. Serre
[BS76] proved that any S-arithmetic subgroup of a reductive group over an
algebraic number field is finitely presented.
In contrast, the discoveries in the function field case pointed out to a
dependency on both the rank of the underlying reductive group and on
the number of places |S| to achieve finite presentability. A full character-
ization was finally given by H. Behr in [Beh98] when he established the
2-dimensional rank theorem.
Until the early 80’s, the theory was in poor shape for arbitrary algebraic
subgroups of reductive (or even semi-simple) groups. In a remarkable work,
H. Abels completely classified all finitely presentable S-arithmetic subgroups
in characteristic zero by reducing the problem to the soluble case and es-
tablishing necessary and sufficient conditions for finite presentability there
[Abe87]. He showed, in particular, that an S-arithmetic Borel subgroup is
always finitely presented.
Again, the case was different in positive characteristic [Bux97], and K.-U.
Bux later proved, in particular, that such S-arithmetic Borel subgroups are
finitely presented if and only if |S| ≥ 3 [Bux04]. The main motivation for
this work was precisely the natural follow-up question to those classification
results: What happens in between, i.e. what about S-arithmetic subgroups
of parabolic subgroups of reductive groups? We apply Theorem A to obtain
a partial classification of finite presentability in this case.
We say that a linear algebraic group H, defined over a field k, retracts
onto an almost Borel group if there exists a k-retraction r : H  Ga o T
onto a split, connected, soluble k-group Ga o T such that T is a k-split
subtorus of H of rank at least 1 acting non-trivially on Ga. We combine
our results with the well-known theorems of Borel–Serre, Abels, Behr and
Bux mentioned above to, on the one hand, recover a familiar fact in the
number field case and, on the other hand, establish finite presentability of
S-arithmetic groups in new cases.
Theorem C. Let G be a split, connected, reductive, linear algebraic group
defined over a global field K and let S 6= ∅ be a finite set of places of K
containing all the archimedean ones. Suppose |S| > 1 if K is a global function
field and let P ≤ G be an arbitrary proper parabolic subgroup (possibly a
Borel subgroup).
(i) If char(K) = 0, then the S-arithmetic subgroups of P are always
finitely presented;
(ii) Assume char(K) > 0.
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(a) If P retracts onto an almost Borel group, then its S-arithmetic
subgroups are finitely presented if and only if |S| ≥ 3;
(b) Otherwise, and if K is NVB for the underlying root system of
G, then an S-arithmetic subgroup Γ ≤ P is finitely presented
if and only if an S-arithmetic subgroup Λ of the Levi factor
L ≤ P is finitely presented.
The proof can be found in Section 5 and is a straightforward application
of Theorem A, the theorems of Borel–Serre, Behr, Abels and Bux, and
standard arguments from the theory of arithmetic groups. It should be
stressed that Theorem C also holds for the exceptional parabolic in type G2
which was excluded from Theorem A.
As mentioned, Part (i) is not new. Though not formally stated in [Abe87],
it originally follows from [Abe87, Thms. 5.6.1 and 6.2.3] together with
Kneser’s local-global principle [Kne64] and Borel–Tits’ compactness theorem
[BT65, Prop. 9.3], or more swiftly as a special case of Tiemeyer’s results
[Tie97, Cor. 4.5], which also rely on [BT65, Prop. 9.3]. The use of Theorem
A here and Abels’ strategy, however, point out to an alternative proof of
this that would not depend on [BT65, Prop. 9.3]: Since the Borel subgroups
of SL2 are metabelian, one could mimic the arguments from [Abe87, Chp.
7] in order to apply classical Bieri–Strebel theory [BS80] directly to the
S-arithmetic subgroups of such groups and conclude that they are always
finitely presented. Pairing this with [BS76, Thm. 6.2], the claim would
follow from Theorem A.
Part (iia) contains some new cases and includes, in particular, the above
mentioned theorem of Bux on the finite presentability of S-arithmetic Borel
groups in positive characteristic. For the proof we outline two different
approaches, one of which is independent of [Bux04]; see Section 5 for details.
The stated results for non-minimal proper parabolics over function fields
were, to the best of our knowledge, unknown. They make use of Behr’s rank
theorem [Beh98]. Applying it more explicitly, we can make the characteri-
zation of the NVB case in (iib) more precise: The semi-simple part of L
is covered by a direct product of universal Chevalley–Demazure groups GscΦi ,
each of which has global rank di = |S| · rk(Φi); putting d := mini{di}, it
follows from [Beh98] that Γ is finitely presented if and only if d ≥ 3.
1.5. Structure of the paper. In the preliminary Section 2.1 we recall the
construction of Chevalley–Demazure group schemes and some key proper-
ties. The definition of parabolic subgroups as well as some properties to be
used in the sequel are given in Section 2.2. For convenience, we summarize
in 2.3 the notation to be used throughout. Section 3 recalls retraction ar-
guments for presentations of group extensions and introduces the extended
Levi factor. We then deal with generators and relators for the unipotent
radical and related subgroups. The main result, Theorem A, is proved in
Section 4. The following Section 5 is devoted to the case of algebraic groups
and their S-arithmetic subgroups, including the proof of Theorem C on fi-
nite presentability of S-arithmetic parabolics. We finish the paper with some
remarks and questions in Section 6.
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2. Preliminaries
2.1. Chevalley–Demazure group schemes. Chevalley groups play a
paramount role in the theories of algebraic groups and finite simple groups
and have been intensively studied in the last six decades. Roughly speaking,
a Chevalley–Demazure group scheme is a representable functor (cf. [Wat79;
Kos66]) from the category of commutative rings to the category of groups
which is, in some sense, uniquely associated to a complex, connected, semi-
simple Lie group and to a certain lattice of weights of the corresponding Lie
algebra. We recall the general construction of Chevalley–Demazure group
schemes over Z along the lines of [Abe69] and [Kos66] and state below a
slightly more precise definition of such functors. The material presented
here is standard and we refer e.g. to [Che60; Ree64; Kos66; Ste16; Abe69;
Bor70; DG70] for details, so the familiar reader might prefer to skip most
of this section and refer back to Section 2.3 for notation, if needed.
Let GC be a complex, connected, semi-simple Lie group and let g its
Lie algebra with a Cartan subalgebra h ⊆ g and associated (reduced) root
system Φ ⊆ h∗. In his seminal Tohoku paper, C. Chevalley established the
following.
Theorem ([Che55]). There exist non-zero elements Xα ∈ g, where α runs
over Φ, with the following properties:
(i) Given α, β ∈ Φ with α 6= −β, if α + β ∈ Φ, then [Xα, Xβ] =
±(m+1)Xα+β, where m is the largest integer for which β−mα ∈ Φ;
otherwise [Xα, Xβ] = 0;
(ii) Xα ∈ gα = {X ∈ g | ad(H)X = α(H)X ∀H ∈ h}, i.e. each vector
Xα belongs to the weight space of h under the adjoint representa-
tion;
(iii) Setting Hα = [Xα, Xα] and (α, β) := 2
〈α,β〉
〈β,β〉 ∈ Z for α, β ∈ Φ, one
has that Hα ∈ h\{0} and [Hα, Xβ] = (β, α)Xβ;
(iv) {Hα}α∈Φ spans h, the set {Hα, Xα}α∈Φ is a basis for g, and there
is a decomposition g = h⊕ (⊕α∈Φgα).
A basis {Hα, Xα}α∈Φ for g as above is known as a Chevalley basis and
the Z-Lie ring gZ generated by it is sometimes called a Chevalley lattice.
Using gZ alone, one may already proceed to construct the first examples
of Chevalley–Demazure groups over fields, namely those of adjoint type,
which in fact yield many infinite families of simple groups. These were
the ones introduced in [Che55], popularized as Chevalley groups (see e.g.
[Car72]). The next step to construct more general group schemes is to allow
for different representations of g.
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Let Psc = {χ ∈ h | χ(H) ∈ Z ∀H ∈ h} be the lattice of weights of h
and let Pad = spanZ(Φ) ⊆ Psc be the root lattice. If ρ : g → gl(V ) is
a faithful representation of g, then Pad ⊆ Pρ ⊆ Psc, where Pρ = {χ ∈
h∗ | Vχ 6= {0}} denotes the lattice of weights of the representation ρ (recall
that Vχ = {X ∈ V | χ(H)X = ρ(H)X ∀H ∈ h}). Conversely, given P ⊆ h∗
with Pad ⊆ P ⊆ Psc, there exists a faithful representation ρ : g → gl(V )
such that Pρ = P (see, for instance, [Ree64; Bor70; Jac79]).
Fix a lattice P := Pρ as above. From Kostant’s construction [Kos66,
Thm. 1 and Cor. 1], one can define a Z-lattice Bρ of the universal enveloping
algebra U(g) and a certain family F of ideals of Bρ [Kos66, Section 1.3 and
p. 98] such that
Z[GC, P ] := {f ∈ Hom(Bρ,Z) | f vanishes on some I ∈ F}
is a Hopf algebra over Z and the following hold:
(i) Z[GC, P ] is a finitely generated integral domain;
(ii) The coordinate ring C[GC] is isomorphic to the Hopf algebra
Z[GC, P ]⊗Z C.
In particular, we get a representable functor GPΦ := HomZ(Z[GC, P ],−) from
the category of commutative rings with 1 to the category of groups. Since the
Lie group GC and the representation ρ are determined, up to isomorphism,
by the root system Φ and the lattice P , respectively, we see that GPΦ in fact
depends only on Φ and P up to isomorphism. Moreover, by property (ii)
above we recover GC ∼= GPΦ (C) as the group of C-points of GPΦ . The functor
GPΦ also inherits some properties of GC, namely, it is semi-simple (in the
sense of [DG70]) and contains a maximal torus of rank rk(Φ) defined over
Z. Demazure’s theorem [DG70, Expose´ XXIII, Cor. 5.4] ensures that GPΦ
is unique up to isomorphism. A detailed proof of existence is also given in
[DG70, Expose´ XXV]. (See also Lusztig’s more recent approach to Kostant’s
construction [Lus09].) We summarize the discussion with the following.
Definition/Theorem ([Che60; Ree64; DG70; Kos66]). Given a reduced
root system Φ and a lattice P with Pad ⊆ P ⊆ Psc, the Chevalley–Demazure
group scheme of type (Φ, P ) is the split, semi-simple, affine group scheme
GPΦ defined over Z such that, for any field k, the split, semi-simple, linear
algebraic group of type Φ and defined over k is isomorphic to GPΦ ⊗Z k.
A Chevalley–Demazure group is the group of R-points GPΦ (R) of some
Chevalley–Demazure group scheme GPΦ for some (commutative) ring R (with
unity). Of course, the two extreme cases of P deserve special names. If
P = Pad, the root lattice, then GPΦ =: GadΦ is said to be of adjoint type. If
P = Psc, the full lattice of weights of g, then GPΦ is of simply connected type.
If, moreover, Φ is irreducible, then GPscΦ is called universal, and we write
GscΦ := GPscΦ . Since presentability problems for GPΦ (R) are often reduced to
the universal case, we shall be primarily concerned with GscΦ .
The group scheme GPΦ has the following properties. Let y be an inde-
pendent variable. For each α ∈ Φ we get a monomorphism of the additive
group scheme Ga = Hom(Z[y],−) into HomZ(Z[GC, P ],−) = GPΦ . Fix a
ring R. Given an element r ∈ (R,+) ∼= Ga(R), we denote its image under
the map above by xα(r) ∈ GPΦ (R). The unipotent root subgroup associated
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to α is defined as Xα := 〈xα(r) | r ∈ R〉 ≤ GPΦ (R), which is isomorphic to
Ga(R) = (R,+). Furthermore, the map Ga ↪→ GPΦ can be chosen so that(
1 r
0 1
)
∈ SL2(R) 7→ xα(r) and
(
1 0
r 1
)
∈ SL2(R) 7→ x−α(r),
so we obtain an isomorphism from the subgroup either of SL2(R) or of
PGL2(R) generated by elementary matrices to 〈Xα,X−α〉 ≤ GPΦ (R), the
former being the case if GPΦ = GscΦ . We then define the elementary subgroup
EPΦ of GPΦ to be its subgroup generated by all unipotent root elements, that
is EPΦ = 〈Xα : α ∈ Φ〉 ≤ GPΦ (R). In the Chevalley–Demazure setting, it
is the analogous of the subgroup of elementary transvections of SLn. The
groups EPΦ (R) and GPΦ (R) need not coincide in general, but they are known
to be equal in some important cases—perhaps most prominently in the case
where GPΦ is universal and R is a field.
The maps from Ga into the Xα ≤ GPΦ also induce, for each α ∈ Φ, an
embedding of the multiplicative group
Gm ∼=
(∗ 0
0 ∗−1
)
↪→ GPΦ .
For u ∈ R× we denote by hα(u) the image of the matrix(
u 0
0 u−1
)
∈ SL2(R)
under the map above. We call Hα := 〈{hα(u) | u ∈ R×}〉 ≤ GPΦ (R) a semi-
simple root subgroup, and it is clearly a subtorus of GPΦ (R). The key feature
of a universal group is that H := 〈Hα | α ∈ Φ〉 is a maximal split torus of
GscΦ (R).
Two root subgroups Xα,Xβ with α 6= −β are related by the Chevalley
commutator formula. If xα(r) ∈ Xα and xβ(s) ∈ Xβ, then
(1) [xα(r), xβ(s)] =

∏
m,n>0
mα+nβ∈Φ
xmα+nβ(r
msn)C
α,β
m,n if α+ β ∈ Φ;
1 otherwise,
where the powers Cα,βm,n, called structure constants, always belong to
{0,±1,±2,±3} and do not depend on r nor on s, but rather on α, β and on
the chosen total order on the set of simple roots ∆ ⊂ Φ.
Steinberg derives in [Ste16, Chapter 3] a series of consequences of the
commutator formulae, known as Steinberg relations. Among these, we high-
light the ones that relate the subtori Hβ to the root subgroups Xα. Given
hβ(u) ∈ Hβ and xα(r) ∈ Xα, the following conjugation relation holds.
(2) hβ(u)xα(r)hβ(u)
−1 = xα(u(α,β)r),
where (α, β) ∈ {0,±1,±2,±3} is the corresponding Cartan integer from
Chevalley’s Theorem.
Let W be the Weyl group associated to Φ. The conjugation relations
above behave well with respect to both the action of W on the roots and
the conjugation action of (the “canonical” image of) W on semi-simple and
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unipotent root elements. More precisely, let α be a root and rα ∈W be the
associated reflection, and consider the element wα ∈ EPΦ (R) given by
wα := xα(1)x−α(1)−1xα(1) = image of the matrix
(
0 1
−1 0
)
∈ SL2(R)
under the map E2(R) → 〈Xα,X−α〉 above. Then, given arbitrary roots
β, γ ∈ Φ, one has
hrα(γ)(v)xrα(β)(s)hrα(γ)(v)
−1 = wα(hγ(v)xβ(s)±1hγ(v)−1)w−1α
= xrα(β)(v
(β,γ)s)±1,
(3)
where the sign ±1 above does not depend on v ∈ R× nor on s ∈ R.
2.2. Parabolic subgroups. In the structure theory of Chevalley–
Demazure and algebraic groups, their parabolic subgroups play an impor-
tant role [Tit74; DG70; MT11]. They allow for different characterizations
depending on the base ring [Suz77; Vav82; Bor91]. When defined over fields,
a subgroup P ≤ GscΦ is called parabolic whenever the variety GscΦ /P is com-
plete. In the theory of buildings, standard parabolic subgroups arise as
stabilizers of panels of a fixed fundamental chamber and are intimately re-
lated to parabolic subgroups of the corresponding Weyl group. Equivalent
to those definitions over fields, P is said to be parabolic if it contains a Borel
subgroup, which is a maximal, connected, soluble algebraic subgroup of GscΦ .
They always contain a maximal split torus. In this work, we consider those
“classical” parabolics, most easily described via sets of simple roots.
Definition 2.1. A standard parabolic subgroup P(R) = PI(R) of a univer-
sal elementary Chevalley–Demazure group EscΦ (R) is a group of the form
PI(R) = 〈H,Xδ : δ ∈ Φ+ ∪ ΦI〉
for some subset of simple roots I ⊆ ∆. The parabolic groups EscΦ (R) =
P∆(R) and BΦ(R) = P∅(R) are called trivial, the latter also being known
as a standard Borel subgroup of EscΦ (R).
It is well-known that PI(R) admits a Levi decomposition [DG70, Exp.
XXVI, Prop. 1.6], that is, it splits as a semi-direct product PI(R) = UI(R)o
LI(R) with
UI(R) = 〈Xγ : γ ∈ Φ+\ΦI〉,
LI(R) = 〈H,Xα : α ∈ ΦI〉.
The normal subgroup UI(R) is called the unipotent radical of PI(R)—it is
always nilpotent and admits a filtration via levels of roots with respect to the
defining subset I ⊆ ∆ (see, for instance, [MT11] for the case of algebraically
closed fields or [DG70, Exp. XXVI, Sec. 2] for the general case). The group
LI(R) is called the Levi factor of PI(R). When defined over a field, LI is a
reductive algebraic group and its derived subgroup will be simply-connected
because GscΦ is universal. A good example to keep in mind is that of the
parabolic subgroups in type An.
Example 2.2. Suppose R is a field and rk(Φ) = n − 1 ≥ 2. Then
EscAn−1(R) = SLn(R) with a set of simple roots given by ∆ = {α1, . . . , αn−1}
for αi = ei− ei+1, 1 ≤ i ≤ n− 1, where {ej}nj=1 ⊆ Rn is the canonical basis.
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If i 6= j, we denote by Eij(r) the matrix of SLn(R) whose only non-zero
entry is r ∈ R in the position ij. The corresponding elementary matrix is
defined as eij(r) := In + Eij(r). Commutators between elementary matrices
have the following properties that are easily checked:
[eij(r), ekl(s)
−1] = [eij(r), ekl(s)]−1 and
[eij(r), ekl(s)] =
{
eil(rs) if k = l;
1 if i 6= l, k 6= j.
Via the usual identification ei,i+1(r)←→ xαi(r) of elementary matrices with
unipotent root elements and making use of the above, we iteratively recover
all unipotent root subgroups as well as the commutator formulae (1) in type
An−1. For instance, we can see that xαi+αi+1(r) = [ei,i+1(r), ei+1,i+2(1)], and
the commutator formulae assume the simpler form
[xα(r), xβ(s)] =
{
xα+β(rs) if α+ β ∈ Φ;
1 otherwise.
We thus obtain that the standard parabolic subgroups of SLn(R) are of the
form
PI(R) =

L1 ∗ ∗ · · · ∗
0 L2 ∗ · · ·
...
...
. . . ∗
0 · · · 0 Lk
 ≤ SLn(R),
i.e. PI(R) is a subgroup of “block upper triangular matrices”. The letters Li
together represent possible matrix entries (not necessarily subgroups!) that
will constitute the “generalized block diagonal” of the given parabolic sub-
group, and the Levi factor LI(R) is the subgroup generated by the diagonal
matrices of SLn(R) and the Li blocks. The condition I ( ∆ would imply
that the number of blocks, k, is at least 2. If I = ∅, all the blocks have
size 1 and so P∅(R) is the group of upper triangular matrices of SLn(R). If
I 6= ∅, then at least one block Li is a square of size ≥ 2, so it consists of
invertible square matrices with determinant 1. In other words, it is isomor-
phic to some SLni with ni < n.
For instance, suppose n = 6 and I = {α1, α3}. Then PI(R) = P{α1,α3}(R) ≤
SL6(R) is given by
P{α1,α3}(R) =

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗
 .
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Its unipotent radical and Levi factor are given, respectively, by
U{α1,α3}(R) =

1 0 ∗ ∗ ∗ ∗
0 1 ∗ ∗ ∗ ∗
0 0 1 0 ∗ ∗
0 0 0 1 ∗ ∗
0 0 0 0 1 ∗
0 0 0 0 0 1
 , L{α1,α3}(R) =

∗ ∗ 0 0 0 0
∗ ∗ 0 0 0 0
0 0 ∗ ∗ 0 0
0 0 ∗ ∗ 0 0
0 0 0 0 ∗ 0
0 0 0 0 0 ∗
 .
We observe that the Levi factor L{α1,α3}(R) is generated by the following
subgroups of SL6(R).
L1 =

∗ ∗ 0 0 0 0
∗ ∗ 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , H2 =

1 0 0 0 0 0
0  0 0 0 0
0 0 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 ,
L3 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 ∗ ∗ 0 0
0 0 ∗ ∗ 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , H4,5 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 ∗ 0 0
0 0 0 0 ∗ 0
0 0 0 0 0 ∗
 .
In this case (recall that R is a field!), we have the following identifications
using the notation from Section 2.1.
L1 = 〈Xα1 ,X−α1〉 ∼= SL2(R), H2 = Hα2 ∼= Gm(R)
L3 = 〈Xα3 ,X−α3〉 ∼= SL2(R), H4,5 = 〈Hα4 ,Hα5〉 ∼= Gm(R)2
and
U{α1,α3}(R) = 〈Xα2 , Xα4 , Xα5 , Xα1+α2 , Xα2+α3 , Xα3+α4 , Xα4+α5 ,
Xα1+α2+α3 , Xα2+α3+α4 , Xα3+α4+α5 ,
Xα1+α2+α3+α4 , Xα2+α3+α4+α5 ,
Xα1+α2+α3+α4+α5〉.
The decomposition for the Levi factor L{α1,α3}(R) from the example above
holds, of course, in a more general context. Recall that the root system Φ has
an arbitrary, but fixed, choice of (totally ordered) simple roots ∆. Given
a subset X ⊆ Φ, we let ΦX ⊆ Φ denote the subsystem generated by X.
Viewing ∆ as the set of vertices of its Dynkin diagram D∆, if I is a subset
of simple roots, we write Adj(I) for the set of simple roots not in I that are
adjacent to some (not necessarily the same) element of I. In symbols,
Adj(I) := {δ ∈ ∆\I | ∃α ∈ I for which there is an edge in D∆
connecting δ and α}.
Now, let ∅ 6= I ( ∆. This subset I of simple roots generates a subdiagram
I in the Dynkin diagram D∆. Denote by I1, . . . , Ik the (pairwise disjoint)
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subsets of I that span the connected components of I in D∆. We observe
that
ΦI = ΦI1 ·∪ ΦI2 ·∪ · · · ·∪ ΦIk .
It then follows from Chevalley’s formula (1) and Steinberg’s relations (2)
that the Levi factor LI(R) ≤ PI(R) ≤ EscΦ (R) is in fact an extension of a
direct product of elementary Chevalley–Demazure groups, of rank smaller
than rk(Φ), by a torus. Namely,
LI(R) = EscΦI (R)o 〈Hα : α ∈ ∆\I〉 =
 k∏
j=1
EscΦIj
(R)
o 〈Hα : α ∈ ∆\I〉.
If I = ∅, then LI(R) coincides with the standard torus H = 〈Hα : α ∈ ∆〉.
2.3. Terminology. For convenience, we collect below the notation to be
used throughout the remainder of this paper.
If X is a subset of a group G, we denote by 〈X〉 the subgroup of G
generated by X. Similarly, given a set X and a set R of (reduced) words on
the alphabet over X, we denote by 〈X | R〉 the group with generating set X
and defining relators R. That is, 〈X | R〉 ∼= FX/〈〈R〉〉, where FX is the free
group with basis X and 〈〈R〉〉 is the normal closure of R ⊆ FX . Standard
results on group presentations, in particular von Dyck’s theorems, will be
used freely without further references (see e.g. [Coh89; Joh97]).
• R always denotes a commutative ring with 1;
• Ga and Gm denote, respectively, the additive and the multiplicative
affine group schemes over Z (see e.g. [Wat79]). So, given a ring R,
we have Ga(R) = (R,+) and Gm(R) = (R×, ·);
• The inner product of a Euclidean space is denoted by 〈·, ·〉;
• Φ is a reduced, irreducible root system with an arbitrary, but fixed,
choice of subset ∆ ⊆ Φ of simple roots with a total order compatible
with heights of roots (see e.g. [MT11, p. 13.11]) that extends to
the whole Φ;
• Using the order above, given a subset X ⊆ Φ we write X+ (respec-
tively, X−) for the subset of positive (respectively, negative) roots
of X;
• If X ⊆ Φ, then ΦX ⊆ Φ denotes the root subsystem of Φ generated
by X, i.e. ΦX = spanZ(X) ∩ Φ ⊆ Rrk(Φ);
• Given two roots α, β ∈ Φ ⊂ Rrk(Φ), the Cartan integer (α, β) is
given by (α, β) = 2 〈α,β〉〈β,β〉 ;
• GscΦ denotes the universal Chevalley–Demazure group scheme over
Z with elementary subgroup EscΦ ;
• For α ∈ Φ, the unipotent root subgroup Xα ≤ EscΦ (R) is the
subgroup of GscΦ (R) generated by the unipotent root elements
xα(r), r ∈ R, so EscΦ (R) = 〈Xα : α ∈ Φ〉;
• The semi-simple root subgroup Hα ≤ EscΦ (R) is the subgroup of
GscΦ (R) generated by the semi-simple root elements hα(u), u ∈ R×.
They define the standard torus H = 〈Hα | α ∈ Φ〉 in EscΦ (R), which
has maximal rank;
• I always denotes denotes a subset of the simple roots ∆;
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• Viewing I ⊆ ∆ as a vertex subset of the Dynkin diagram of Φ, we let
Adj(I) ⊆ ∆\I be the set of simple roots α /∈ I which are adjacent to
some (not necessarily the same) element of I. We define further the
non-adjacent roots as the complement NAdj(I) = ∆\(I ∪ Adj(I))
and the extension of I to be Ext(I) := ∆\Adj(I) = I ∪NAdj(I);
• PI ≤ EscΦ is the corresponding standard parabolic subgroup of EscΦ
(Def. 2.1). It always contains the torus H ≤ EscΦ of rank rk(Φ);
• PI = UIoLI is the Levi decomposition of PI , i.e. UI is its unipotent
radical and LI denotes its Levi subgroup;
• The minimal parabolic P∅(R) is also denoted by BΦ(R), called the
standard Borel subgroup of EscΦ (R). The standard Borel subgroup
in type A1 is denoted by B02(R) := BA1(R) = P∅(R) ≤ SL2(R).
3. Retracts and the extended Levi factor
An object Y in a category C is called a retract of X ∈ Obj(C) if there exists
a morphism r ∈ HomC(X,Y ) which admits a morphism ι ∈ HomC(Y,X) as
a section. For pointed, path-connected, topological spaces, the existence of
a retraction r : X → Y implies, intuitively, that the fundamental group
of Y cannot be “worse” than the fundamental group of X. For categories
of algebraic objects such as R-modules or groups, retractions correspond
precisely to split short exact sequences. So for groups, a retraction r : G→
Q is just another name for the semi-direct product G ∼= N o Q, where
N = ker(r) and Q acts on N via conjugation.
H. A˚berg observed in the 80’s that a retract Q of a group G inherits
certain homological properties of G. For generators and relations, a similar
inheritance has been long known: the image of a finitely generated group is
obviously finitely generated, and if G is finitely presented, then so is Q by
the following result due to J. Stallings.
Lemma 3.1 ([Wal65, Lemma 1.3]). If Q is a retract of a finitely presented
group, then Q is finitely presented.
So the existence of “nice” (e.g. finite or compact) generating sets or
presentations of Q is a necessary condition to obtain “nice” generating sets
or presentations of G. In particular, Lemma 3.1 implies that the Levi factor
LI(R) is always finitely presented whenever the whole parabolic PI(R) is
so, and we obtain from the description of LI(R) given at the end of Section
2.2 that, in our set-up, the torus H (and whence Gm(R) = R×) is finitely
generated.
Going the other direction, however, is in general a delicate problem. For
the parabolic PI(R) = UI(R) o LI(R), the example in Section 1.2 shows
that LI(R) might fail to detect qualitative properties of PI(R) such as finite
or compact presentability. To remedy the situation, we instead consider a
slightly larger retract of PI(R).
Recall that Adj(I) ⊆ ∆\I is the set of simple roots α /∈ I adjacent to
some (not necessarily the same) element of I. The non-adjacent roots are
the complement
NAdj(I) = ∆\(I ∪Adj(I)) = {α ∈ ∆\I | α is adjacent to no element of I},
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and the extension of the given set I is defined as Ext(I) = ∆\Adj(I) =
I ∪NAdj(I).
Definition 3.2. An extended Levi factor, denoted LEn(R) or LEI(R), is a
subgroup of a standard parabolic PI(R) ≤ EscΦ (R) which is generated by the
standard torus H and either by a single root subgroup Xα with α ∈ ∆, in
case I is empty, or by the root subgroups Xα for α ∈ ΦI together with the
non-adjacent positive root subgroups Xβ with β ∈ Φ+NAdj(I), if I 6= ∅. In
symbols,{
LEn(R) := 〈H, Xαn : αn is the n-th root of ∆〉, if I = ∅;
LEI(R) := 〈H, Xα, Xβ : α ∈ ΦI , β ∈ Φ+NAdj(I)〉 otherwise.
We reserve the notation LEI(R) for the case I 6= ∅. Of course, by the very
definition there is a unique extended Levi factor when I 6= ∅ and there exist
rk(Φ) extended Levi factors if I = ∅. Since LI(R) = 〈H, Xα : α ∈ ΦI〉
and L∅(R) = H, one has LEI(R) ⊇ LI(R) and LEn(R) ) L∅(R), and
we see that the definition given above coincides with the one given in the
introduction. Furthermore, we get the following split short exact sequences.
Xαn ↪→ LEn(R) L∅(R) = H ∼= LEn(R)/Xαn
and
〈Xβ : β ∈ Φ+NAdj(I)〉 ↪→ LEI(R) LI(R) ∼= LEI(R)/〈Xβ : β ∈ Φ+NAdj(I)〉.
By Lemma 3.1, if an extended Levi factor is finitely presented, then so is
the Levi factor itself.
In the language of Sections 1.2 and 1.3, for the case I 6= ∅, the root sub-
groups Xβ with β ∈ NAdj(I) are the generators of the triangular blocks of
PI(R), whereas LI(R) is generated by both the regular blocks —generated
by the Xα with α ∈ ΦI—and the torus H.
Example 3.3. We describe the extended Levi factor for the parabolic sub-
group
P{α1,α3}(R) =

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗
 ≤ SL6(R)
from Example 2.2 (R a field). As observed before, we have two subgroups
which are generated by root subgroups with roots from Φ{α1,α3}, namely
L1 = 〈Xα1 , X−α1〉 and L3 = 〈Xα3 , X−α3〉. Those are precisely the regular
blocks from P{α1,α3}(R). Now, the only simple root which is not adjacent
to I = {α1, α3} is the last one, α5. So NAdj(I) is the singleton {α5} and one
has ΦNAdj(I) = {±α5} and Φ+NAdj(I) = {α5}, whence the triangular block
18 Y. SANTOS REGO
of P{α1,α3}(R) is just the root subgroup Xα5 . Pictorially,
L1 =

∗ ∗ 0 0 0 0
∗ ∗ 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , L3 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 ∗ ∗ 0 0
0 0 ∗ ∗ 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 and
Xα5 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 ∗
0 0 0 0 0 1
 , so LE{α1,α3}(R) =

∗ ∗ 0 0 0 0
∗ ∗ 0 0 0 0
0 0 ∗ ∗ 0 0
0 0 ∗ ∗ 0 0
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

because, besides containing the regular and triangular blocks, an extended
Levi factor also contains the torus—which in this case corresponds to the
subgroup of diagonal matrices of SL6(R).
Of course, we still have to show that LEI(R) fits our framework of retracts
with respect to PI(R).
Proposition 3.4. Suppose I 6= ∅. There is a retract r : PI(R) 
LEI(R) with kernel KI(R) = 〈Xγ : γ ∈ Φ+\ΦExt(I)〉. If I = ∅, then
one has a retract r : P∅(R) = BΦ(R)  LEn(R) with kernel Kn(R) =
〈Xγ : γ ∈ Φ+\{αn}〉.
Proof. Assume first that I = ∅. By Chevalley’s commutator formula (1)
and Steinberg’s relations (2), we see that Kn(R) E BΦ(R) and LEn(R) =
Xαn o H ∼= BΦ(R)/Kn(R). Suppose I 6= ∅. Again from (1) and (2)
it follows that KI(R) E PI(R). Since Ext(I) is the disoint union of I
and NAdj(I), we have that the unipotent root subgroups of LEI(R) do not
involve any Xγ ≤ KI(R) and are furthermore partitioned into blocks which
pairwise have only non-adjacent roots between them. Hence, LEI(R) is
a complement of KI(R) in PI(R) with trivial intersection, so the natural
projection PI(R) PI(R)/KI(R) yields the desired retraction. 
It follows from Lemma 3.1 and Proposition 3.4 that the finite presentabil-
ity of LEI(R) (or of all the LEn(R)) is a necessary condition for the finite
presentability of the whole parabolic PI(R). Proposition 3.4 also implies
that we can make use of the usual presentation of a semi-direct product to
build a presentation for PI out of presentations of LEI and KI . For the
Borel subgroup BΦ(R), i.e. the case I = ∅, we will instead make use of
a presentation for its unipotent radical U∅(R) = 〈Xγ : γ ∈ Φ+〉. We shall
therefore need convenient presentations for U∅(R) and KI(R) for the proof
of Theorem A, which we describe in the sequel.
Recall that the unipotent radical UI(R)—for arbitrary I—admits a well-
known presentation obtained as follows. The unipotent root elements xγ(r),
with γ running over Φ+\ΦI and r ∈ R, form the generating set; the defin-
ing relators are given by the Chevalley commutator formulae (1) and the
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additive condition xγ(r) ·xγ(s) = xγ(r+ s) for all γ ∈ Φ+\ΦI , r, s ∈ R. For
a geometric proof of this in the context of RGD systems one might proceed
as in [AB08, Chapter 8.10]. A more straightforward proof can be obtained
by mimicking the arguments in [ABS90, Thm 2.a, see also closing remark 1]
to describe a central series for UI(R) as a nilpotent group (see also [MT11,
Prop. 17.3]).
Such presentation usually involves many more generators then needed (in
fact, copies of the whole base ring R) and many relations. The additive
structure of R is encoded in the unipotent root subgroups, and its multi-
plicative structure shows up in the commutators. Picking a generating set
for Ga(R) = (R,+), one can rewrite such a presentation by replacing the
additive conditions by (copies of) defining relators of Ga(R) and then keep-
ing only commutator formulae that involve the chosen generators of Ga(R).
The drawback is that the commutators might become quite messy. These
methods are explicitly illustrated, for instance, in [BD01] for the unipotent
radical of Borel subgroups in type An, though in that work in a very eco-
nomical way. Since we are considering qualitative rather than quantitative
properties, we make no attempt to decrease the numbers of generators and
relators used.
Lemma 3.5. Let T ⊆ R be a generating set for the underlying additive
group Ga(R) of the ring R. For every pair ti, sj with t, s ∈ T and i, j ∈ Z,
fix an additive expression m(ti, sj) in terms of T for the product tisj, that
is, m(ti, sj) is of the form
m(ti, sj) =
∑
auu(t
i, sj), with u = u(ti, sj) ∈ T and au ∈ Z,
where all but finitely many au’s are 0, and (the image of) m(t
i, sj) in R
equals tisj.
The unipotent radical UI(R) admits a presentation with generating set
Y = {xγ(t) | t ∈ T, γ ∈ Φ+\ΦI}
and a set of defining relators S given as follows. For all γ, η ∈ Φ+\ΦI ,
(4)
[xγ(t), xη(s)] =

∏
mγ+nη∈Φ+
(∏
u
xmγ+nη(u(t
m, sn))au·C
γ,η
m,n
)
, if γ + η ∈ Φ;
1 otherwise,
where u = u(tm, sn) is as above, and
(5)
n∏
i=1
xγ(tλi)
ai = 1 whenever
n∑
i=1
aitλi = 0 in R, where ai ∈ Z, tλi ∈ T.
This gives us, in particular, a presentation for the unipotent radical U∅(R)
of the Borel subgroup BΦ(R) ≤ EscΦ (R). Our next remark is that KI(R)
admits a presentation very similar to that of UI(R) described above. The
proof is analogous to that of the previous lemma and we include it here for
the sake of completeness. The reader unfamiliar with the proof of Lemma
3.5 might just adapt the proof of the lemma below to the set-up of 3.5.
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Lemma 3.6. Let T ⊆ R and let the expressions m(ti, sj) be as in Lemma
3.5 and suppose I 6= ∅. Then the kernel KI(R) of the retraction r : PI(R)
LEI(R) of Proposition 3.4 admits a presentation with generating set
Y = {xγ(t) | t ∈ T, γ ∈ Φ+\ΦExt(I)}
and a set of defining relators S given by the same formulae (4) and (5) of
Lemma 3.5, but now for all γ, η ∈ Φ+\ΦExt(I).
Proof. Given a positive root α ∈ Φ+, we can write (uniquely)
α =
∑
δ∈Ext(I)
pδδ +
∑
γ∈Adj(I)
qγγ, with pδ, qγ ∈ Z≥0.
We define the adjacency level of α, denoted alvl(α), to be the integer
alvl(α) =
∑
γ∈Adj(I) qγ from the equation above. Let
Kj = 〈Xγ : γ ∈ Φ+\ΦExt(I) has alvl(γ) ≥ j〉.
By the commutator formuale (1), we see that each Kj is normal in KI(R)
and each factor Kj/Kj+1 is canonically isomorphic to∏
γ∈Φ+\ΦExt(I)
alvl(γ)=j
Xγ ∼=
∏
γ∈Φ+\ΦExt(I)
alvl(γ)=j
Ga(R).
Hence, the subgroups Kj give a terminating central series for KI(R) (though
it may not coincide with the lower central series).
Now let K˜I(R) be the group defined by the presentation stated in the
lemma, with the decoration ˜ above the elements of the generating set (e.g.
x˜γ(t) instead of xγ(t)). Define analogously
K˜j = 〈{x˜γ(t) | t ∈ T and γ ∈ Φ+\ΦExt(I) of alvl(γ) ≥ j}〉.
By von Dyck’s theorem, the obvious map
f : Y −→ KI(R)
x˜γ(t) 7→ xγ(t)
induces a surjection K˜I(R)  KI(R)—which we also call f by abuse of
notation—because the defining relations (4) and (5) hold in KI(R) and
each Xγ ∼= Ga(R) is generated by the {xγ(t) | t ∈ T}. By (4) we also
see that K˜j E K˜I(R) for every j, and f restricts to surjections K˜j  Kj .
Furthermore, (4) and (5) imply that each factor K˜j/K˜j+1 is isomorphic to∏
γ∈Φ+\ΦExt(I)
alvl(γ)=j
X˜γ ∼=
∏
γ∈Φ+\ΦExt(I)
alvl(γ)=j
Ga(R),
where the X˜γ are defined in the obvious way. Such maps are all induced by
f . So K˜I(R) and KI(R) are nilpotent groups with isomorphic (terminating)
central series via isomorphisms induced by the same surjection. It then
follows by induction on the nilpotency class that f is an isomorphism. 
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4. Proof of the main result
The standing assumption of Theorem A—and thus of this whole section—
is that the standard parabolic subgroups of the universal elementary
Chevalley–Demazure EscΦ (R) are finitely generated. We fix once and for
all an arbitrary total order on the set of simple roots ∆ ⊂ Φ which extends
to a total order on Φ.
As seen in Section 3, finite presentability of PI(R) implies that of LEI(R)
(or of all the LEn(R) in case I = ∅) by Lemma 3.1 and Proposition 3.4. It
therefore remains to prove the converse to Theorem A, stated below.
Theorem 4.1. Let PI(R) ≤ EscΦ (R) be a standard parabolic subgroup and
let R be QG for Φ. Assume I 6= {α}, α long, in case Φ = G2. If I 6= ∅,
suppose the (unique) extended Levi factor LEI(R) is finitely presented. In
case I = ∅, we assume each extended Levi factor LEn(R) to admit a finite
presentation. Then PI(R) is finitely presented.
The strategy to prove Theorem 4.1 is as follows. We first discuss the
structure of the base ring R under our standing assumptions. Now, recall
that a semi-direct product G = N oϕ Q, with N = 〈Y | S〉, Q = 〈X | R〉
and ϕ the homomorphism Q
ϕ−→ Aut(N) determining the action, admits the
following presentation.
(*) G = 〈X ∪ Y | S ∪R ∪ {xyx−1ϕ(y) | x ∈ X, y ∈ Y }〉.
We then consider the two cases, I = ∅ and I 6= ∅. In the former, PI(R) =
P∅(R) = BΦ(R) = U∅(R) o H. Since H is a finitely generated abelian
group, we can take a finite presentation for H with finitely many semi-
simple root elements as generators. Combining this with the presentation for
U∅(R) from Lemma 3.5 and Steinberg’s relations (2), we get a “canonical”
(in general infinite) presentation for BΦ(R) as in (*). On the other hand,
using the fact that the extended Levi factors LEn(R) are finitely presented,
we obtain finite presentations for each subgroup Xγ o H ≤ BΦ(R), γ ∈
Φ+. Starting from those presentations, we appropriately add unipotent
root elements and Chevalley and Steinberg relations to construct a finitely
presented group B˜Φ(R). Finally, we apply von Dyck’s theorem twice to show
that B˜Φ(R) is isomorphic to BΦ(R).
For I 6= ∅, we start by taking a finite presentation for the extended Levi
factor LEI(R), with generating set given by appropriately chosen unipotent
and semi-simple root elements. The “canonical” presentation for PI(R) is
now given by the chosen presentation for LEI(R) together with the presen-
tation of KI(R) from Lemma 3.6 and, of course, Chevalley and Steinberg
relations. Then, we break down the proof in two further cases given by the
QG condition: If B02(R) is finitely presented, we get finite presentations for
each Xγ o H, γ ∈ Φ+\ΦExt(I), and then proceed similarly to the previous
case of BΦ(R); If R is NVB for Φ, we construct a finitely presented group
P˜I(R) from LEI(R) adding just the obvious generators from KI(R) as a nor-
mal subgroup of PI(R) and the necessary Chevalley and Steinberg relations,
then proceed to show via commutator computations that P˜I(R) ∼= PI(R).
We aim to state the intermediate results distinguishing as little as pos-
sible the different types of root systems, which means we shall often write
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commutator formulae in their full generality. We therefore warn the reader
to be armed with patience to face the lengthy notation battle ahead.
Let us begin with the following elementary results on root systems and
root subgroups that will be needed in the sequel.
Lemma 4.2 ([Hum72, 10.2 A]). Given a positive, non-simple root γ ∈
Φ+\∆, there exist a simple root α ∈ ∆ and a positive root β ∈ Φ+ such that
α+ β = γ.
Lemma 4.3. If ∅ 6= I ( ∆ and α ∈ Adj(I), then there exist α˜ ∈ ΦI and
β˜ ∈ Φ+ such that α˜+ β˜ = α.
Proof. Take δ ∈ I adjacent to α. Then β˜ := δ + α ∈ Φ+ and the claim
follows for α˜ := −δ. 
Lemma 4.4. Let Xα,Xβ ≤ GscΦ (R) be distinct root subgroups with β 6= −α.
There exist a one-dimensional subtorus Hα,β(R) ≤ H, say given by h :
Gm(R)
∼=−→ Hα,β, u ∈ R× 7→ h(u), and an integer n = n(α, β) 6= 0 such that
Hα,β(R) centralizes Xα and h(u)xβ(r)h(u)
−1 = xβ(unr) for all xβ(r) ∈ Xβ
and all h(u) ∈ Hα,β(R).
Proof. Without loss of generality we may assume α and β to be simple via
the action of the Weyl group. If α is orthogonal to β, define Hα,β to be the
semi-simple root subgroup Hβ and the claim follows. If rk(Φ) ≥ 3, this is
also easy to achieve: Choose another simple root γ which is adjacent to β and
non-adjacent to α and set Hα,β(R) = Hγ . For the general case, pick integers
p, q ∈ Z\{0} such that 2p− q · (α, β) = 0 and set h(u) := hβ(u)−qhα(u)p and
Hα,β(R) := 〈{h(u) | u ∈ R×}〉 ≤ H. By Steinberg’s relations (2), we have
that Hα,β(R) centralizes Xα. A simple computation shows that n(α, β) :=
p · (β, α)− 2q 6= 0, and the result follows again from (2). 
From the proof of Lemma 4.4 one can see that, in many cases, n(α, β) can
be taken to be ±1 or ±2, though this needs not occur in general. Further-
more, the torus Hα,β(R) need not be unique, so the integers n(α, β) may
vary. Clearly n(−α, β) = −n(α, β).
Definition 4.5. Given a base ring R and two roots α, β ∈ Φ, we define
their toral constant to be
cα,β(R) = min{|n(α, β)| : Hα,β(R) and n(α, β) are as in Lemma 4.4}.
The toral constant of Φ and R is defined as cΦ(R) = max{cα,β(R) | α, β ∈
Φ}.
The toral constant shall be used soon in order to define an appropriate
(finite) generating set for R as a ring. We now proceed with some notation
and remarks necessary to construct our presentations.
Fix A ⊆ Gm(R) = R× a generating set for the multiplicative (abelian)
group of units of R. Since the parabolics of EscΦ (R) are finitely generated,
so are its torus H and its Borel subgroup BΦ(R) and we may thus assume
that A is finite, say A = {v1, . . . , vξ}. Looking at the action of H on each
root subgroup (2) and from the finiteness of A, we conclude that the Borel
subgroup in type A1, i.e. B02(R) ≤ EscA1(R), must also be finitely generated.
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Now, B02(R) is isomorphic to the semi-direct product Ga(R)oGm(R), where
the action is given by
Gm(R)×Ga(R) // Ga(R)
R× ×R 3 (u, r)  // u2r.
We may therefore choose a finite set T0 = {x0 = 1, x1, . . . , xν} ⊆ R such that
R× · T0 := {uxi | 0 ≤ i ≤ ν and u ∈ 〈A〉} additively generates R. Given a
positive integer c ∈ N, let A[c] denote the set of monomials {vε11 · · · vεξξ | −c ≤
εj ≤ c ∀j} over A with powers of the letters bounded by ±c (notice that
1 ∈ A[c]). Using the action of R× on R given above, we have that A[2] · T0
generates R as a Z[R×]-module. Setting cΦ := cΦ(R) ∈ N the toral constant
of Φ and R, one still has that T˜ := A[cΦ] · T0 is a generating set for R as a
Z[R×]-module. Hence, the set T := 〈A[cΦ]〉 ·T0 additively generates the ring
R.
Using the notation above, for every pair xmi , x
n
j with xi, xj ∈ T0 and
m,n ∈ N, we fix an expression p(xmi , xnj ) =
∑ν
l=0 alvlxl in terms of T ,
where the vl ∈ 〈A[cΦ]〉 are uniquely determined and al ∈ Z, for the product
xmi x
n
j . That is, the image of p(x
m
i , x
n
j ) in R equals the product x
m
i x
n
j .
Since 〈A[cΦ]〉 · T0 additively generates R we can, given r, s ∈ R, extend
the product p(xmi , x
n
j ) distributively and Z[R×]-linearly in order to obtain a
unique expression p(rm, sn) in terms of T for rmsn ∈ R after decompositions
of both r and s in terms of T . In particular, this product map p(·, ·) has the
following properties.
(6) u · p(rm, sn) = p(u · rm, sn) = p(rm, u · sn) for all u ∈ 〈A[cΦ]〉,
(7) p(r, s) = p(r0, s) + p(r
′, s) = p(r, s0) + p(r, s′)
whenever r = r0 + r
′ and s = s0 + s′. Because 〈A[cΦ]〉 = R× is a finitely
generated abelian group, we can furthermore decompose the units vl occur-
ring in p above uniquely as vl = w
2kl
l ul for some wl ∈ 〈A[cΦ]〉, kl ∈ Z and
ul ∈ A[cΦ]. In this way, p(rm, sn) becomes
(8) p(rm, sn) =
ν∑
l=0
alw
2kl
l ulxl, where al ∈ Z, wl ∈ 〈A[cΦ]〉, ulxl ∈ T˜ .
For a pair of roots γ, η ∈ Φ, powers rm, sn and the fixed expression p(rm, sn)
above, we define the formal expression
(9) ζ(γ, η, rm, sn) =
ν∏
l=0
hmγ+nη(wl)
klxmγ+nη(ulxl)
alC
γ,η
m,nhmγ+nη(wl)
−kl ,
the Cγ,ηm,n being the structure constants from the commutator formula (1).
In what follows we shall make repeated use of the following easy commu-
tator identity.
Lemma 4.6. Let G be a group and let a, b, c ∈ G. Then
[ab, c] = a[b, c]a−1[a, c].
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The next observation is our key starting point. When we construct our
finite presentations, it will allow us to discard most of the commutator re-
lations occurring in the unipotent radical of PI(R).
Lemma 4.7. Let R, T and T˜ be as above, let γ0, η0 ∈ Φ be distinct roots of
the same sign and let Xγ0 = 〈{xγ0(r) | r ∈ R}〉 and Xη0 = 〈{xη0(s) | s ∈ R}〉
be the corresponding unipotent root subgroups in GscΦ (R). Then the Chevalley
commutator formula
[xγ(r), xη(s)] =

∏
mγ+nη∈Φ
m,n>0
(
xmγ+nη(r
msn)C
γ,η
m,n
)
, if γ + η ∈ Φ;
1 otherwise,
for γ, η ∈ Φ+{γ0,η0} distinct, and Steinberg’s conjugation relations
hβ(u)xα(r)hβ(u)
−1 = xα(u(α,β)r)
in 〈Hδ, Xδ : δ ∈ Φ+{γ0,η0}〉 ≤ GscΦ (R) are consequences of the following
relations.
For all α ∈ Φ+{γ0,η0},
(10)
ξ∏
i=1
hα(vi)
εi = 1
for each arbitrary, but fixed, defining relator vε11 · · · vεξξ = 1 of 〈A[cΦ]〉 as an
abelian group;
For all u, v ∈ A and α, β ∈ Φ+γ0,η0,
(11) hα(v) and hβ(u) commute;
For all v ∈ A, uxi ∈ T˜ and α, β, γ ∈ Φ+{γ0,η0},
(12) hα(v)xγ(uxi)hα(v)
−1 = hβ(v)kxγ(u′xi)hβ(v)k,
where k ∈ Z and u′ ∈ A[cΦ] are unique such that v(γ,α)u = vk(γ,β)u′;
For all r, s ∈ R and γ ∈ Φ+{γ0,η0},
(13) xγ(r) and xγ(s) commute;
For all t1, t2 ∈ T˜ ,
(14) [xγ(t1), xη(t2)] =

∏
m,n>0
mγ+nη∈Φ
ζ(γ, η, tm1 , t
n
2 ), if γ + η ∈ Φ;
1 otherwise,
where p(tm1 , t
n
2 ) is a fixed expression for the product t
m
1 t
n
2 in terms of T as
described in (8) and ζ is as in (9).
Proof. First of all, some clarification. To say that the commutator formula
and conjugation relations follow from the relations given above means that,
if one can write the hδ(u), u ∈ R×, and xδ(r), r ∈ R and δ ∈ Φ+{γ0,η0},
as (appropriate) products of elements for which the given relations (10) –
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(14) hold, then the commutator formula and the conjugation relations are
in fact formal consequences of (10) – (14). From the previous discussion
on the generating set for R, we know that every element r ∈ R decomposes
as
r =
ν∑
l=0
alw
2kl
l ulxl, where al ∈ Z, wl ∈ 〈A[cΦ]〉, ulxl ∈ T˜ .
We may then write
xγ(r) =
ν∏
l=0
hγ(wl)
klxγ(ulxl)
alhγ(wl)
−kl .
If furthermore wl = v
n1
1 · · · vnξξ , then hγ(wl) = hγ(v1)n1 · · ·hγ(vξ)nξ . We now
break the proof into several steps.
Step 0. Steinberg’s relations hold. Moreover,
(15)
(
n∏
i=1
hβi(ui)
εi
)
xα(r)
(
n∏
i=1
hβi(ui)
εi
)−1
= xα
(
r
n∏
i=1
u
εi·(α,βi)
i
)
.
Indeed, the relations (10) and (11) together imply that each subgroup
Hα = 〈{hα(v) | v ∈ A}〉 ≤ 〈Hδ, Xδ : δ ∈ Φ+{γ0,η0}〉 is isomorphic to R×
and the whole torus 〈Hδ : δ ∈ Φ+{γ0,η0}〉 is in fact abelian. This combined
with (12) yield Steinberg’s relations. Equation (15) is just an iterated
application of said relations. In particular, the following identity holds.
(16)
(
n∏
i=1
hβ(ui)
εi
)
xα(r)
(
n∏
i=1
hβ(ui)
εi
)−1
=
hβ
(
n∏
i=1
uεii
)
xα(r)hβ
(
n∏
i=1
uεii
)−1
=
xα
(
r
n∏
i=1
u
εi·(α,β)
i
)
.
Step 1. Let r = w2kuxi, s = z
2lvxj ∈ T . Then the commutator formula
holds.
To prove this, we identify xγ(r) = hγ(w)
kxγ(uxi)hγ(w)
−k and xη(s) =
hη(z)
lxη(vxj)hη(z)
−l. By Lemma 4.4, there exist roots α, β ∈ Φ+{γ0,η0} such
that (γ, α) 6= 0 6= (η, β) and (η, α) = 0 = (γ, β). Choose u0, v0 ∈ A[cΦ] and
k0, l0 ∈ Z such that w2ku = wk0(γ,α) and z2lv = zl0(η,β)v0. By (12),
xγ(r) = hα(w)
k0xγ(u0xi)hα(w)
−k0 and xη(s) = hβ(z)l0xη(v0xj)hβ(z)−l0 .
Write p(xmi , x
n
j ) =
∑ν
e=0 aew
2ke
e uexe as in (8). By property (6) we obtain
p(rm, sn) = p((w2kuxi)
m, (z2lvxj)
n) =
ν∑
e=0
ae(w
2kmumz2lnvnw2kee ue)xe
and
p((u0xi)
m, (v0xj)
n) =
ν∑
e=0
ae(u
m
0 v
n
0w
2ke
e ue)xe.
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For every e let z˜e, w˜e ∈ 〈A〉[cΦ], v˜e, u˜e ∈ A[cΦ] and l˜e, k˜e ∈ Z be unique such
that
w2kmumz2lnvnw2kee ue = z˜
2l˜e
e v˜e and u
m
0 v
n
0w
2ke
e ue = w˜
2k˜e
e u˜e.
By definition of the expression (9) we have, on the one hand,
[xγ(r), xη(s)] =
∏
mγ+nη∈Φ
m,n>0
ν∏
e=0
hmγ+nη(z˜e)
l˜exmγ+nη(v˜exe)
ae·Cγ,ηm,nhmγ+nη(z˜e)−l˜e , if γ + η ∈ Φ;
1 otherwise.
On the other hand,
[xγ(r), xη(s)] = hα(w)
k0hβ(z)
l0 [xγ(u0xi), xη(v0xj)]hβ(z)
−l0hα(w)−k0 =
∏
m,n>0
mγ+nη∈Φ
hα(w)
k0hβ(z)
l0ζ(γ, η, (u0xi)
m, (v0xj)
n)hβ(z)
−l0hα(w)−k0 ,
if γ + η ∈ Φ;
1 otherwise,
and
ζ(γ, η, (u0xi)
m, (v0xj)
n) =
ν∏
e=0
hmγ+nη(w˜e)
k˜exmγ+nη(u˜exe)
ae·Cγ,ηm,nhmγ+nη(w˜e)−k˜e .
Pick u˜′e, u˜′′e ∈ A[cΦ] and l′0, k′0 ∈ Z such that zl0·(η,β)·nu˜e = z2l
′
0 u˜′e and
wk0·(γ,α)·mu˜′e = w2k
′
0 u˜′′e . By (12), (15) and (16), the equation above be-
comes
hα(w)
k0hβ(z)
l0 [xγ(u0xi), xη(v0xj)]hβ(z)
−l0hα(w)−k0 =
∏
m,n>0
mγ+nη∈Φ
ν∏
e=0
hmγ+nη(w˜
k˜e
e z
2l′0w2k
′
0)xmγ+nη(u˜
′′
exe)
ae·Cγ,ηm,nhmγ+nη(w˜k˜ee z
2l′0w2k
′
0)−1,
if γ + η ∈ Φ;
1 otherwise,
But
w˜2k˜ee z
2l′0w2k
′
0 u˜′′e = w˜
2k˜e
e w
k0·(γ,α)·mz2l
′
0 u˜′e
= wk0·(γ,α)·mzl0·(η,β)·nw˜2k˜ee u˜e
= wk0·(γ,α)·mumzl0·(η,β)·nvnw2keue
= z˜2l˜e v˜e,
so the claim follows from (12) and (15).
Step 2. The commutator relation holds whenever γ + η /∈ Φ.
Write r =
∑ν
l=0 alw
2kl
l ulxl and s =
∑ν
l=0 blz
2jl
l vlxl and let N :=∑ν
l=0(|al| + |bl|). We proceed by induction on N . We observe that Step
1 gives the base case. We have that
[xγ(r), xη(s)] =
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=
[
hγ(w0)
k0xγ(u0x0)
a0hγ(w0)
−k0
ν∏
l=1
hγ(wl)
klxγ(ulxl)
alhγ(wl)
−kl
,
ν∏
l=0
hη(zl)
jlxη(vlxl)
blhη(zl)
−jl
]
=
hγ(w0)
k0xγ(u0x0)
a0hγ(w0)
−k0
[
ν∏
l=1
hγ(wl)
klxγ(ulxl)
alhγ(wl)
−kl ,
ν∏
l=0
hη(zl)
jlxη(vlxl)
blhη(zl)
−jl
]
hγ(w0)
k0xγ(u0x0)
−a0hγ(w0)−k0×
×
[
hγ(w0)
k0xγ(u0x0)
a0hγ(w0)
−k0 ,
ν∏
l=0
hη(zl)
jlxη(vlxl)
blhη(zl)
−jl
]
.
By induction hypothesis, we have commutator relations for the terms in the
commutators above, which in the case γ+η /∈ Φ mean that all commutators
above vanish, thus proving the claim.
Step 3. The commutator relations hold whenever the height ht(γ + η) is
maximal in Φ+{γ0,η0}.
This is very similar to the previous case. Recall that the height of a root
δ = aγ0 + bη0 ∈ Φ+{γ0,η0} is the integer a + b. Take expressions for r and s
as before and define N in the same way. Again, Step 1 gives the base case.
Proceed as before to obtain the exact last expression above. By induction
hypothesis, we have commutator relations for the terms in the commutators
above, so the considered expression becomes
hγ(w0)
k0xγ(u0x0)
a0hγ(w0)
−k0xγ+η(r′s)×
×hγ(w0)k0xγ(u0x0)−a0hγ(w0)−k0xγ+η(u0x0s),
where r′ ∈ R is represented (via p and ζ) by the double product in the left
hand side commutator. Now, by Lemma 4.4 and (12), we may rewrite
hγ(w0)
k0xγ(u0x0)
a0hγ(w0)
−k0 = hα(w0)k
′
0xγ(u
′
0x0)
a0hα(w0)
−k′0 ,
where (γ + η, α) = 0. In particular, hα(w0) commutes with xγ+η(r
′s). But,
since ht(γ + η) is maximal, xγ(u
′
0x0) also commutes with xγ+η(r
′s). Thus,
hγ(w0)
k0xγ(u0x0)
a0hγ(w0)
−k0 vanishes from the expression above and the
claim follows by linearly expanding the expression p for the products above
and repeatedly applying (6), (7) together with (13).
Step 4. We can now finish the proof of the lemma. Notice that Step 3
implies the result for simply-laced root systems. Suppose γ + η ∈ Φ and
ht(γ+ η) is not maximal. Again taking expressions for r and s and defining
N as in Step 2, proceed by induction on N and reverse induction on ht(γ+η),
that is, we first prove the result on roots of maximal height and then descend
to minimal roots. Without loss of generality, assume γ is long and η is short.
The base case consists of Steps 1 and 3. Assuming the commutator relations
hold for roots of all heights at least ht(γ + η), we may proceed analogously
as in the last part of Step 3 because γ is long. The lemma follows. 
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Apart from the remaining commutator relations, we will have to deal with
the additive relations coming from R. We chose T˜ = A[cΦ] ·T0 as generating
set for R as a ring and T = 〈A[cΦ]〉 · T0 as the corresponding generating set
for Ga(R), so we may fix A an arbitrary set of additive defining relators for
R such that every expression a ∈ A is of the form
a =
ν∑
l=0
alw
2kl
l ulxl, where al ∈ Z, wl ∈ 〈A[cΦ]〉, ulxl ∈ T˜ .
In other words, A is a fixed subset of ⊕x∈T0 Z[〈A[cΦ]〉] · x, with elements
given in the form above, and with the property that
Ga(R) ∼=
⊕
x∈T0 Z[〈A[cΦ]〉] · x
span(A) .
4.1. Proof of Theorem 4.1 for I = ∅. Recall that the Levi decomposition
for BΦ(R) is just BΦ(R) = U∅(R) o H, where H = 〈Hα : α ∈ Φ〉 is the
standard torus and U∅(R) = 〈Xγ : γ ∈ Φ+〉.
Consider the following sets of relations. For all α ∈ Φ, γ ∈ Φ+, v ∈ A, t ∈
T ,
(17) hα(v)xγ(t)hα(v)
−1 = xγ(v(γ,α)t).
For all t1, t2 ∈ T, γ, η ∈ Φ+,
(18) [xγ(t1), xη(t2)] =

∏
mγ+nη∈Φ+
ζ(γ, η, tm1 , t
n
2 ), if γ + η ∈ Φ;
1 otherwise,
where p(tm1 , t
n
2 ) is a fixed expression for the product t
m
1 t
n
2 in terms of 〈A[cΦ]〉
and T˜ as described in (8) and ζ is as in (9).
For all a =
∑ν
l=0 alw
2kl
l ulxl ∈ A and γ ∈ Φ+,
(19)
ν∏
l=0
xγ(w
2kl
l ulxl)
al = 1.
Let SB be the set of all relations (17), (18) and (19) given above.
Since the torus H is a finitely generated abelian group, we may fix a
presentation
H ∼= 〈{hα(v) | α ∈ Φ, v ∈ A} | T 〉,
where T is finite. Combining this with Lemma 3.5 and the given descriptions
of R, A and SB, we obtain a presentation
(20) BΦ(R) ∼= 〈{hα(v), xγ(t) | α ∈ Φ, γ ∈ Φ+, v ∈ A, t ∈ T} | T ∪ SB〉.
Suppose the extended Levi factors LEn(R) of BΦ(R) are finitely presented.
By definition, they consist just of a single unipotent root subgroup acted
upon non-trivially by the standard torus. The point now is that, in fact,
every subgroup Xγ oH ≤ BΦ(R), γ ∈ Φ+, is finitely presented, not just the
LEn(R) = Xαn oH. This is due to the following lemma, which in turn is an
easy consequence of (3).
Lemma 4.8. Let γ be a positive root. Then there exist a simple root α ∈ ∆
and an isomorphism w : Xγ oH
∼=−→ Xα oH.
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Proof. Due to the action of the Weyl group W of Φ, we can find a root β
and a simple root α such that rβ(γ) = α, where rβ ∈ W is the reflection
associated to β. Let w be conjugation by wβ, where wβ ∈ GscΦ (R) is as in
the end of Section 2.1. The result follows from (3). 
For each γ ∈ Φ+, let then Xγ o H = 〈Xγ | Sγ〉 be a finite presentation
with generating set
Xγ = {hα(v), xγ(t) | v ∈ A, t ∈ T˜ , α ∈ Φ}.
Let Y˜ be the finite set of generators
Y˜ = {x˜γ(t) | t ∈ T˜ , γ ∈ Φ+}.
We define the following finite sets of relations. For all v ∈ A, uxi ∈ T˜ , α, β ∈
Φ, γ ∈ Φ+,
(21) hα(v)x˜γ(uxi)hα(v)
−1 = hβ(v)kx˜γ(u′xi)hβ(v)−k,
where k ∈ Z and u′ ∈ A[cΦ] are unique such that v(γ,α)u = vk(γ,β)u′.
For all t1, t2 ∈ T˜ , γ, η ∈ Φ+,
(22) [x˜γ(t1), x˜η(t2)] =

∏
mγ+nη∈Φ+
ζ˜(γ, η, tm1 , t
n
2 ), if γ + η ∈ Φ;
1 otherwise,
where p(tm1 , t
n
2 ) is a fixed expression for the product t
m
1 t
n
2 in terms of 〈A[cΦ]〉
and T˜ as in (8) and ζ˜ is obtained from ζ in (9) by formally replacing xmγ+nη
by x˜mγ+nη.
Finally, let S˜B be the union of the sets Sγ (with γ running over Φ+) and the
sets of all relations (21), (22) given above. Notice that we did not add any
defining relators coming from the underlying additive group Ga(R), except
for those possibly contained in the Sγ .
Let B˜Φ(R) be the group given by the presentation
(23) B˜Φ(R) ∼= 〈{hα(v) | α ∈ Φ, v ∈ A} ∪ Y˜ | T ∪ S˜B〉.
By construction, B˜Φ(R) is finitely presented. We claim that B˜Φ(R) ∼= BΦ(R).
Consider the map hα(v) 7→ hα(v), x˜γ(t) 7→ xγ(t) from B˜Φ(R) to BΦ(R).
Since (the images of) all the relations T ∪ S˜B hold in BΦ(R) and the latter
is generated by H and the xγ(t), t ∈ T˜ , we get a natural epimorphism
B˜Φ(R) BΦ(R) by von Dyck’s theorem. To prove that this is also injective,
let F be the free group on the generating set {hα(v), xγ(t) | α ∈ Φ, γ ∈
Φ+, v ∈ A, t ∈ T} of (20) and consider the homomorphism f given by
f : F // B˜Φ(R)
hα(v)
 // hα(v)
xγ(t)
 // hγ(w)x˜γ(uxi)hγ(w)
−1,
where w ∈ 〈A[cΦ]〉 and uxi ∈ T˜ are unique such that t = w2uxi. It suffices
to show that the set of relations SB given in (20) is contained in ker(f).
30 Y. SANTOS REGO
We first consider the relations (17). Let α ∈ Φ, γ ∈ Φ+, v ∈ A and
t = w2uxi ∈ T . Let w0 ∈ 〈A[cΦ]〉 and u′ ∈ A[cΦ] be unique such that
v(γ,α)w2u = w20u
′, and choose further k ∈ Z and u′′ ∈ A[cΦ] unique such that
v(γ,α)u = v2ku′′. By (21), we obtain
f(hα(v)xγ(t)hα(v)
−1xγ(v(γ,α)t)−1) =
= hγ(w)hα(v)x˜γ(uxi)hα(v)
−1hγ(w)−1hγ(w0)x˜(u′xi)−1hγ(w0)−1
= hγ(w)hγ(v)
kx˜γ(u
′′xi)hγ(v)−khγ(w)−1hγ(w0)x˜γ(u′xi)−1hγ(w0)−1.
But
v2kw2u′′ = v(γ,α)w2u = w20u
′, so u′′ = u′, w0 = vkw,
whence
x˜γ(u
′′xi) = x˜γ(u′xi) and hγ(w0) = hγ(v)khγ(w),
and so
f(hα(v)xγ(t)hα(v)
−1xγ(v(γ,α)t)−1) = 1.
We now want to show that
f([xγ(t1), xγ(t2)]) = 1.
This is essentially trivial, for f restricted to 〈Xγ ,H〉 ≤ BΦ(R) yields a sur-
jection onto
〈X˜γ ,Hγ〉 = 〈{x˜γ(t), hγ(v) | t ∈ T˜ , v ∈ A}〉
by definition of f and because S˜B from (23) contains (the copy of) Sγ . With
the relations above at hand, we can now apply Lemma 4.7 and the relations
(22) and recover the remaining commutator relations. It then follows that
all relations (18) are contained in ker(f).
Similarly, we see that the relations (19) are in ker(f). Indeed, if γ ∈ Φ+
and a =
∑ν
l=0 alw
2kl
l ulxl ∈ A, then f maps
ν∏
l=0
xγ(w
2kl
l ulxl)
al =
ν∏
l=0
hγ(wl)xγ(ulxl)
alhγ(wl)
−1
to 1 in B˜Φ(R), for this holds in 〈Xγ ,H〉, which surjects onto 〈X˜γ ,H〉 ≤
B˜Φ(R), and this concludes the proof.
4.2. Proof of Theorem 4.1 for I 6= ∅. Recall from Section 3 that
PI(R) = KI(R)o LEI(R) ≤ EscΦ (R),
KI(R) = 〈Xγ : γ ∈ Φ+\ΦExt(I)〉 and
LEI(R) = 〈Hη,Xα : η ∈ Φ and α ∈ ΦI ∪ Φ+NAdj(I)〉.
By hypothesis, we may fix a presentation LEI(R) = 〈X | R〉 with (finite)
generating set
X = {hβ(v), xα(t) | β ∈ Φ, α ∈ ΦI ∪ Φ+NAdj(I), v ∈ A and t ∈ T˜}
and R finite. Now consider the following sets of relations. For all β ∈ Φ, γ ∈
Φ+\ΦExt(I), v ∈ A, t ∈ T,
(24) hβ(v)xγ(t)hα(v)
−1 = xγ(v(γ,β)t).
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For all t ∈ T˜ , s ∈ T, α ∈ ΦI ∪ Φ+NAdj(I), γ ∈ Φ+\ΦExt(I),
(25) [xα(t), xγ(s)] =

∏
m,n>0
mα+nγ∈Φ
ζ(α, γ, tm, sn), if α+ γ ∈ Φ;
1 otherwise,
where p(tm, sn) is a fixed expression for the product tmsn in terms of 〈A[cΦ]〉
and T˜ as described in (8) and ζ is as in (9).
For all t1, t2 ∈ T, γ, η ∈ Φ+\ΦExt(I),
(26) [xγ(t1), xη(t2)] =

∏
mγ+nη∈Φ+
ζ(γ, η, tm1 , t
n
2 ), if γ + η ∈ Φ;
1 otherwise,
where p(tm1 , t
n
2 ) is a fixed expression for the product t
m
1 t
n
2 in terms of 〈A[cΦ]〉
and T˜ as described in (8) and ζ is as in (9).
For all a =
∑ν
l=0 alw
2kl
l ulxl ∈ A and γ ∈ Φ+\ΦExt(I),
(27)
ν∏
l=0
xγ(w
2kl
l ulxl)
al = 1.
Let SI be the set of all relations (24), (25), (26) and (27). Then
(28) PI(R) ∼= 〈X ∪ {xγ(t) | γ ∈ Φ+\ΦExt(I), t ∈ T} | R ∪ SI〉.
We break the proof in two, according to the cases of the QG condition.
Let
Y˜ = {x˜γ(t) | t ∈ T˜ , γ ∈ Φ+\ΦExt(I)}
and define the following (finite) sets of relations. For all v ∈ A, uxi ∈
T˜ , α, β ∈ Φ, γ ∈ Φ+\ΦExt(I),
(29) hα(v)x˜γ(uxi)hα(v)
−1 = hβ(v)kx˜γ(u′xi)hβ(v)−k,
where k ∈ Z and u′ ∈ A[cΦ] are unique such that v(γ,α)u = vk(γ,β)u′.
For all t, s ∈ T˜ , α ∈ ΦI ∪ Φ+NAdj(I), γ ∈ Φ+\ΦExt(I),
(30) [xα(t), xγ(s)] =

∏
m,n>0
mα+nγ∈Φ
ζ˜(α, γ, tm, sn), if α+ γ ∈ Φ;
1 otherwise,
where p(tm, sn) is a fixed expression for the product tmsn in terms of 〈A[cΦ]〉
and T˜ as described in (8) and ζ˜ is obtained from ζ in (9) by formally
replacing xmγ+nη by x˜mγ+nη.
For all t1, t2 ∈ T˜ , γ, η ∈ Φ+\ΦExt(I),
(31) [x˜γ(t1), x˜η(t2)] =

∏
mγ+nη∈Φ+
ζ˜(γ, η, tm1 , t
n
2 ), if γ + η ∈ Φ;
1 otherwise,
where p(tm1 , t
n
2 ) is a fixed expression for the product t
m
1 t
n
2 in terms of 〈A[cΦ]〉
and T˜ as in (8) and ζ˜ is as above.
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Case 1 – B02(R) is finitely presented. Similarly to the proof of the previous
case 4.1, we fix a finite presentation
B02(R) = 〈{hα0(v), xα0(t) | v ∈ A, t ∈ T˜} | S0〉 ≤ EscA1(R)
and, for each γ ∈ Φ+\ΦExt(I), let Sγ be the set obtained from S0 by formally
replacing α0 by γ. Define S˜B,I as
⋃
γ∈Φ+\ΦExt(I) Sγ together with the sets
of all relations (29), (30) and (31). We claim that the finitely presented
group
(32) P˜I(R) = 〈X ∪ Y˜ | R ∪ S˜B,I〉
is isomorphic to the parabolic group PI(R).
It is clear that the natural map hα(v) 7→ hα(v), x˜γ(t) 7→ xγ(t) from P˜I(R)
to PI(R) induces an epimorphism P˜I(R) PI(R). Let F be the free group
on the generating set X ∪ {xγ(t) | γ ∈ Φ+\ΦExt(I), t ∈ T} of (28) and
consider the homomorphism f : F → P˜I(R) given by x ∈ X 7→ x, xγ(t) 7→
hγ(w)x˜γ(uxi)hγ(w)
−1, where w ∈ 〈A[cΦ]〉 and uxi ∈ T˜ are unique such that
t = w2uxi. We prove that f induces a left-inverse of P˜I(R)  PI(R) by
showing that the set of relations SI given in (28) is contained in ker(f).
But this is essentially a reprise of the previous case 4.1.
In effect, the proof that the relations (24) are contained in ker(f) is
exactly the one given in 4.1, so we won’t repeat it here. Since S˜I contains
copies of the Sγ that define B02(R), the commutativity between x˜α(t1) and
x˜γ(t2) is dealt with exactly like in 4.1. The relations (25) and (26) for
γ 6= η belong to ker(f) by Lemma 4.7. Finally, the additive relations (27)
belong to ker(f) because 〈Xγ ,Hγ〉 ∼= B02(R) surjects onto 〈X˜γ ,Hγ〉 ≤ P˜I(R)
via f . Therefore SI ⊆ ker(f).
Case 2 – R is not very bad. This time, we add no further relations besides
the “obvious” ones already given to obtain a finite presentation of PI(R).
The standing assumptions that the NVB condition allows us to make is
that the structure constants of the commutator formulae are all invertible
and we assume them to be in the generating set A[cΦ] of the group of units
R×. In particular, (Cγ,ηm,n)±1 · xi ∈ T˜ for every xi ∈ T0. Now, let S˜I be the
set of all relations (29), (30) and (31) from the previous section together
with the following relations regarding the structure constants.
(33) x˜δ((C
γ,η
m,n)
−1 · xi)C
γ,η
m,n = x˜δ(1 · xi),
(34) hα(C
γ,η
m,n)x˜δ(xi)hα(C
γ,η
m,n)
−1 = x˜δ(xi) whenever (δ, α) = 1.
We shall prove that the finitely presented group
P˜I(R) = 〈X ∪ Y˜ | R ∪ S˜I〉
is isomorphic to PI(R). The set-up is the same as in the previous section,
the goal being to show that the relations SI live in ker(f). Following the
previous cases, most of the relations in SI were already dealt with. For
the commutator relations, it suffices to prove that, for all t, s ∈ R and
γ ∈ Φ+\ΦExt(I),
f([xγ(t), xγ(s)]) = 1,
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since the remaining commutator relations will then follow from Lemma 4.7,
as done in the previous cases. For this purpose, we first redefine unipotent
root subgroups, now in the finitely presented group P˜I(R), and recover the
analogue of Lemma 4.4.
We remark that, since the torusH is contained in the extended Levi factor
LEI(R), whose presentation is included in that of P˜I(R), we freely can (and
do) make full use in P˜I(R) of relations between the semi-simple root elements
and simplify expressions. In particular, if u = vn11 · · · vnξξ ∈ R× = 〈A[cΦ]〉,
we write hδ(u) = hδ(v1)
n1 · · ·hδ(vξ)nξ . Given γ ∈ Φ+\ΦExt(I), we let
X˜γ = 〈{hx˜γ(t)h−1 | t ∈ T˜ , h ∈ H}〉 ≤ P˜I(R).
The next lemma shows, in particular, that X˜γ =
〈{hγ x˜γ(t)h−1γ | t ∈ T˜ , hγ ∈ Hγ}〉.
Lemma 4.9. Given two distinct roots α, β with β 6= −α, there exist a
subtorus Hα,β(R) ≤ H and a non-zero integer mα,β such that Hα,β(R) cen-
tralizes Xα and
h(u)x˜β(vxi)h(u)
−1 = hβ(u)m
′
x˜β(v
′xi)hβ(u)−m
′
,
where m′ = m′(mα,β, v) ∈ Z and v′ = v′(mα,β, v) ∈ A[cΦ] are unique such
that umα,βv = u2m
′
v′.
Proof. As in the proof of Lemma 4.4, take p, q ∈ Z with 2p − q · (α, β) = 0
and set h(u) := hβ(u)
−qhβ(u)p ∈ P˜I(R), Hα,β(R) := 〈{h(u) | u ∈ R×}〉 ≤
P˜I(R) and mα,β := p · (β, α) − 2q 6= 0. The equation stated follows from
iterated applications of (29). As for the first claim, by induction and (29)
there exist unique v′ ∈ A[cΦ] and n′ ∈ Z such that u−q(α,β)v = u2n′v′, thus
h(u)x˜α(vxi)h(u)
−1 = hα(u)phβ(u)−qx˜α(vxi)hβ(u)qhα(u)−p
= hα(u)
p+n′ x˜α(v
′xi)hα(u)−p−n
′
.
On the other hand, by our choice of p and q, we have that 2p = q(α, β) =
−2n′. Therefore hα(u)p+n′ = hα(u)p−p = 1 and the lemma follows. 
In the sequel we simplify the proofs by making use of more explicit Cheval-
ley commutator formulae, though with no loss of generality since the proofs
are analogous if the ordering of the roots (and thus the formulae) change.
We refer the reader to [Ste16, Chapter 10] for explicit formulae and struc-
ture constants in types B and G. We shall often simplify the notation on
the structure constants, writing e.g. B,C,D,E, ... instead of Cγ,ηm,n, C
α,β
a,b , ...
and so on.
Let r, s ∈ R and γ ∈ Φ+\ΦExt(I). We want to show that
1 = f([xγ(r), xγ(s)]) =
[
ν∏
l=0
hγ(wl)
kl x˜γ(ulxl)
alhγ(wl)
−kl ,
ν∏
m=0
hγ(zm)
em x˜γ(vmxm)
bmhγ(zm)
−em
]
,
(**)
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where
r =
ν∑
l=0
alw
2kl
l ulxl with al ∈ Z, wl ∈ 〈A[cΦ]〉, ulxl ∈ T˜
and
s =
ν∑
m=0
bmz
2em
m vmxm, with bm ∈ Z, zm ∈ 〈A[cΦ]〉, vmxm ∈ T˜ .
Relations (31) already give us [x˜γ(t), x˜γ(s)] = 1 for all t, s ∈ T˜ . Since
γ ∈ Φ+\ΦExt(I), we may choose α ∈ ΦI∪Φ+ and β ∈ Φ+ such that α+β = γ,
which exist either by Lemma 4.2 or by Lemma 4.3. Now, for each s ∈ T˜ ,
using the commutator relations (30) and (31) at our disposal, together
with (33), we obtain from the explicit commutator formulae the following
equations (which not necessarily cover all possibilities!) for x˜γ(s), depending
on the type of the subsystem Φ{α,β}.
(35)
x˜γ(s) =

[x˜α(s), x˜β(C
−1)]±1, if (mα+ nβ ∈ Φ{α,β} ⇐⇒ m = n = 1);
[x˜α(s), x˜β(1)]x˜α+2β(s)
∓1, if γ, γ + β ∈ Φ{α,β} = B2;
[x˜α(s), x˜β(D
−1)]x˜α+γ(s2D−1)−3x˜γ+β(sD−2)3, if γ is short and
Φ{α,β} is of type G2,
where C,D are shortenings for the appropriate structure constants involved
in each type. (Warning: Here we are slightly misusing notation. In fact, the
powers of s or of D−1 and their products are not necessarily allowed in x˜γ(·),
for they need not be elements of T˜ . We should instead write hx˜γ(v
′y′)h−1
for some v′y′ ∈ T˜ and some h ∈ H in each misused occurrence in the above.
However, since we are dealing in the sequel with commutators of products of
the form hx˜γ(v
′y′)h−1, this abuse of notation does not affect our arguments.)
Applying (35) to (**) only in the expression of f(xγ(s)), we conclude
that (**) holds once we prove the following. For all h, g ∈ Hγ and t, s ∈ T˜ ,
(36) [hx˜γ(s)h
−1, gx˜g−1] = 1,
where x˜ is a product of the form of (one of the cases of) the right hand side
of (35). For the proof we shall need the following.
Remark 4.10. For all δ1, δ2 ∈ Φ with δ1 + δ2 being the only linear combi-
nation of those roots which lies in Φ, one has n∏
i=1
hix˜δ1(ti)h
−1
i ,
m∏
j=1
hj x˜δ2(tj)h
−1
j
 = 1
for all hi, hj ∈ H and ti, tj ∈ T˜ .
To see this, just apply the proof of Steps 0, 1 and 2 of Lemma 4.7 to the
set-up above for P˜I(R), replacing the use of Lemma 4.4 there by Lemma
4.9—observe that Steps 0, 1 and 2 do not depend on the commutativity
relations (13) and thus can be carried over almost verbatim to the present
context. We now prove (36) based on the three cases of (35).
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Case 1 Suppose γ = α + β is the only linear combination of α and β in
Φ{α,β}. We have
f([hxγ(t)h
−1, gxγ(s)g−1]) = [hx˜γ(t)h−1, gx˜γ(s)g−1]
= [hx˜γ(t)h
−1, g[x˜α(s), x˜β(C−1)]±1g−1] = 1,
by Remark 4.10.
Case 2 Suppose Φ{α,β} is of type B2 with γ, γ + β ∈ Φ{α,β}. By (35)
and Remark 4.10, one has
hx˜γ(t)h
−1gx˜γ(s)g−1 =
= hx˜γ(t)h
−1g(x˜α(s)±1x˜β(1)±1x˜α(s)∓1x˜β(1)∓1x˜γ+β(s)∓1)g−1
() = gx˜α(s)±1g−1hx˜γ(t)h−1g(x˜β(1)±1x˜α(s)∓1x˜β(1)∓1x˜γ+β(s)∓1)g−1.
By Lemma 4.9, we can find h1, g1 ∈ H and t′, a ∈ T˜ such that
hx˜γ(t)h
−1 = h1x˜γ(t′)h−11 , gx˜β(1)g
−1 = g1x˜β(a)g−11 ,
h1x˜β(a) = x˜β(a)h1 and g1x˜γ(t
′) = x˜γ(t′)g1.
(?)
Applying (?) and Relations (30), (31) to (), we obtain
() =gx˜α(s)±1g−1gx˜β(1)±1g−1h1g1x˜γ+β(t′a)±2g−11 h−11 hx˜γ(t)h−1×
× g(x˜α(s)∓1x˜β(1)∓1x˜γ+β(s)∓1)g−1
=g(x˜α(s)
±1x˜β(1)±1)g−1h1g1x˜γ+β(t′a)±2g−11 h
−1
1 gx˜α(s)
∓1g−1×
× gx˜β(1)∓1g−1h1g1x˜γ+β(t′a)∓2g−11 h−11 hx˜γ(t)h−1gx˜γ+β(s)∓1g−1
=g(x˜α(s)
±1x˜β(1)±1x˜α(s)∓1x˜β(1)∓1x˜γ+β(s)∓1)g−1hx˜γ(t)h−1
=gx˜γ(s)g
−1hx˜γ(t)h−1,
because the h′x˜γ+β(r)h′−1 commute with the other terms above by Remark
4.10 and the previous case. If, on the other hand, γ + β /∈ Φ{α,β}, then we
are back in the situation of Case 1, so Case 2 is concluded.
Case 3 Assume Φ{α,β} to be of type G2. If γ is long we may take α, β as in
the situation of Case 1. Otherwise, and since the case Pδ(R) ≤ EscG2(R), δ
long, is excluded, we may take α, β such that the third equality of (35)
apply. We thus have
hx˜γ(t)h
−1gx˜γ(s)g−1 =hx˜γ(t)h−1×
×g([x˜α(s), x˜β(D−1)]x˜α+γ(s2D−1)−3x˜γ+β(sD−2)3)g−1.
(
a
)
The rest of the proof is entirely analogous to the previous case. Indeed, pick
h1, g1, h2, g2 ∈ H and t′, s′, t′′, s′′ ∈ T˜ such that
hx˜γ(t)h
−1 = h1x˜γ(t′)h−11 , gx˜α(s)g
−1 = g1x˜α(s′)g−11 ,
h1x˜α(s
′) = x˜α(s′)h1, g1x˜γ(t′) = x˜γ(t′)g1
hx˜γ(t)h
−1 = h2x˜γ(t′′)h−12 , gx˜β(D
−1)g−1 = g2x˜β(s′′)g−12 ,
h2x˜β(s
′′) = x˜β(s′′)h2 and g2x˜γ(t′′) = x˜γ(t′′)g2,
(†)
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which exist by Lemma 4.9. Since γ + γ + α, γ + γ + β /∈ Φ{α,β}, we obtain
from Equalities (†), Relations (30), (31) and Remark 4.10 that
(
i
) =h1g1x˜γ+α(t
′s′)−3g−11 h
−1
1 gx˜α(s)g
−1h2g2x˜γ+β(t′′s′′)−3g−12 h
−1
2 ×
×gx˜β(D−1)g−1h1g1x˜γ+α(t′s′)3g−11 h−11 gx˜α(s)−1g−1×
×h2g2x˜γ+β(t′′s′′)3g−12 h−12 gx˜β(D−1)−1g−1gx˜γ+α(s2D−1)−3g−1×
×gx˜γ+β(sD−2)3g−1hx˜γ(t)h−1
=gx˜γ(s)g
−1hx˜γ(t)h−1,
as required.
From the three cases above, we conclude that all relations (26) are in
ker(f).
It remains to show that the additive relations (27) also lie in ker(f). It
suffices to prove this for the simple roots β in Φ+\ΦExt(I). Such a simple
root is necessarily adjacent to an element of I, so by Lemma 4.3 we may
assume that the root subgroup X˜β lies in the unipotent radical of a parabolic
subgroup in type A2, B2 or G2, whose Levi factor is generated by Xα,X−α
and Hβ for some α ∈ I. Moreover, {α, β} is a basis for the underlying root
subsystem.
From now on, we make full use of the commutator relations without fur-
ther references, for they were already obtained from the previous steps of
the proof together with Lemma 4.7. The point now is that the additive
relations hold in 〈Xα,X−α,Hβ〉 because they do in LEI(R). Consequently,
they also hold in Xδ, where δ ∈ Φ{α,β} is a root of maximal height. Let
a ∈ A be a defining additive relation. We want to show that x˜β(a) = 1. If
Φ{α,β} is of type A2 or if α is a short in A2, B2 or G2 then, since R is not
very bad for Φ, we can write
x˜β(a) = [x˜±α(a), x˜η(C)]
for some η ∈ Φ{α,β}, where C is (an inverse of) a structure constant (possibly
1). This implies that x˜β(a) = 1, since x˜±α(a) = 1.
Suppose β is short and Φ{α,β} = G2. This is actually the case of the
excluded parabolic subgroup P{α}(R) ≤ EscG2(R), α long (recall that we are
assuming the commutator relations hold). We include it here because the
arguments also illustrate the proof for the remaining case, type B2, β short.
We have then the following equations.
x˜α+β(a)x˜α+2β(a)
−1 = 1;
x˜β(a)
±Bx˜α+2β(a)±C .
Since x˜η(a) vanishes for η of large height, the first equation implies
x˜α+2β(a)
±D = 1.
Here, B,C,D are shortenings for structure constants. Observe that α+ 2β
belongs to a root subsystem of type A2 so that we can find a root γ such
that (α+ 2β, γ) = 1. Since the structure constants are invertible, there is a
u ∈ A[cΦ] such that
hγ(u)x˜α+2β(a)
±1hγ(u)−1 = x˜α+2β(a)±D = 1.
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Hence x˜α+2β(a), and so x˜β(a)
±B, vanish. Since β also lies in a root subsys-
tem of type A2, it follows that x˜β(a) = 1.
If Φ{α,β} = B2, an entirely analogous argument shows that x˜β(a) = 1
in that case too. Therefore SI ⊆ ker(f), which concludes the proof of the
theorem.
5. Proof of Theorem C
We begin by reducing the problem to the case of Chevalley–Demazure
groups. Let G be a split, connected, reductive, linear algebraic group defined
over a global field K, let OS ⊂ K be a ring of S-integers—i.e. a Dedekind
domain of arithmetic type—and let P be a proper parabolic subgroup. Since
every parabolic in G is conjugate to a standard one, we may restrict ourselves
to the standard parabolic subgroups with respect to an arbitrary, but fixed,
maximal split torus. The group G fits into the following diagram.
G
f1
G RG×G′
f2
oooo // // G′
Here G′ is semi-simple, the maps f1 and f2 are central isogenies, RG is
the radical of G and the upper group G is simply connected. By taking
the corresponding diagram restricted to parabolic subgroups, it follows that
S-arithmetic subgroups of P ≤ G are finitely generated (resp. finitely pre-
sented) if and only if so are the S-arithmetic subgroups of the corresponding
parabolic P ≤ G (see e.g. [Beh98, p. 91]). Since G is split, connected, simply
connected and semi-simple, it is in fact a Chevalley–Demazure group scheme
of simply connected type, so the group G(OS) of OS-points is well-defined
and is in fact S-arithmetic since it fixes the OS-lattice acted upon by G(K).
As S-arithmetic subgroups of a given algebraic group are commensurable,
we may restrict ourselves to the group P(OS) ≤ G(OS). Finally, the con-
dition |S| > 1, if K is a global function field, guarantees that the parabolic
subgroups of P(OS) are finitely generated by O’Meara’s structure theorem
[O’M65, Thm. 23.2].
Let Γ ≤ P be S-arithmetic. We now break the proof in three, according
to the given hypotheses of Theorem C.
5.1. Part (i). If char(K) = 0, Abels’ theorem [Abe87] implies that B20(OS)
is always finitely presented, so OS satisfies the QG condition. Now, the
extended Levi factor is an extension, by a torus, of a direct product of
Borel subgroups or reductive groups (cf. Section 3). From Abels’ theorem
and [BS76, Thm. 6.2], the extended Levi factors in characteristic zero are
always finitely presented, so Part (i) follows from Theorem A.
5.2. Part (iia). The following remark gives meaning to the statement of
Theorem C, Part (iia).
Lemma 5.1. Let r : H  B be a k-retract of k-split, connected, linear
algebraic groups. If Λ ≤ B is S-arithmetic, then Λ is finitely presented
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(resp. finitely generated) whenever an S-arithmetic subgroup ∆ ≤ H is
finitely presented (resp. finitely generated).
Proof. Since r : H  B is a k-retract, we may (and do) identify B with
a k-closed subgroup of H. Without loss of generality, fix a k-embedding
H ↪→ GLn, for some n, so that both H and its subgroup B are seen as
k-closed subgroups of the same GLn. Let Λ be the S-arithmetic subgroup
B ∩ GLn(OS) of B, and set ∆ := r−1(Λ). Then r induces a group retract
r|∆ : ∆ Λ. Now,
∆ =r−1(B ∩GLn(OS)) = {g ∈ H | r(g) ∈ B and r(g) has entries in OS}
=H ∩GLn(OS),
so ∆ is also S-arithmetic. Since S-arithmetic subgroups of a linear algebraic
group are commensurable, the claim follows from Lemma 3.1 together with
the retract r|∆. 
We first prove the necessity part of (iia). From now on we assume
char(K) > 0. Under the hypothesis of (iia), we have that the soluble group
Ga(OS)oT(OS) is finitely presented. We claim that B02(OS) is also finitely
presented, so that OS is QG for Φ.
To see this, consider Ga o T as a subgroup of a Borel subgroup in a
(universal) Chevalley–Demazure group, with Ga being the unipotent root
subgroup associated to the first simple root. Viewing this as the base root
as in [Bux04, p. 625], the proofs of the lemmata given in [Bux04, Section 5]
carry over to our case and it follows from K. Brown’s criterion [Bro87] and
[Bux04, Lemma 5.7] that Ga(OS)oT(OS)—whence Γ—is finitely presented
only if |S| ≥ 3.
Let us now point out an alternative proof to the fact that B02(OS) is
finitely presented which does not depend on the results of [Bux04]. For this
we need the following observation. If the group of units Gm(R) is finitely
generated, then the finite presentability of the groups
B1(R) :=
(∗ ∗
0 1
)
≤ GL2(R) and B02(R) =
(∗ ∗
0 ∗
)
≤ SL2(R)
is equivalent. In effect, suppose B02(R) is finitely presented. Then Ga(R) is
a tame Z[Gm(R)]-module (see [BS80]) with action given as in the beginning
of Section 4. Now look at the induced action from the group of squares
(Gm(R))2 := {g2 | g ∈ Gm(R)} given by
(Gm(R))2 ×Ga(R) // Ga(R)
(u2, r)  // u2r.
Since every character v : (R×)n → R extends to a character v¯ : R× → R,
it follows that Ga(R) is a tame Z[(Gm(R))2]-module, so Ga(R)o (Gm(R))2
is finitely presented. Since Ga(R) o (Gm(R))n has finite index in Ga(R) o
Gm(R) ∼= B1(R), it follows that B1(R) itself is finitely presented. The
converse is clear.
Adapting the retraction arguments from [Bux04, Section 4], we prove in
[SR18] using fairly simple arguments that, in particular, the finiteness length
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of B02(OS) bounds that of Ga(OS) oT(OS) from above. We thus have the
following.
Proposition 5.2. Let B = GaoT be a K-split, connected, (non-nilpotent)
soluble linear algebraic group, and let Λ ≤ B be S-arithmetic. If Λ is finitely
generated (resp. finitely presented), then so is B02(OS).
By the remark above for B1(OS), by Proposition 5.2 and by [Bux97], it
follows that Γ is finitely presented only if |S| ≥ 3.
Conversely, if |S| ≥ 3 then the S-arithmetic Borel subgroups are finitely
presented, either by the remark above for B1(OS) and by the arguments
from Section 4.1 for Theorem A in case I = ∅, or by [Bux04]. Furthermore,
the reductive part of an extended Levi factor will always be finitely presented
as well, by Behr’s rank theorem [Beh98]. Thus, Γ is finitely presented by
Theorem A.
5.3. Part (iib). Assume char(K) > 0 and that K is not very bad for the
underlying root system of G. Then the subring OS is also NVB since it
contains the (finite) prime field by [O’M65, 23.1 and 23.2]. Recall that
P = U o L ≤ G is a standard parabolic subgroup of the simply connected,
semi-simple group G, where U is the unipotent radical and L the Levi factor.
We then have L = (∏i GΦi) o H, where H is a torus and each GΦi is a
Chevalley–Demazure group scheme (cf. Section 2.2). Furthermore, U(OS)
admits a presentation as given in Lemma 3.6.
Suppose rk(GΦi) ≥ 2 for all i. In this case, we know from [Mat69, Cor. 4.6]
and [BMS67, Thm. 14.1] that each GΦi(OS) equals its elementary subgroup
EΦi(OS), so P(OS) has the form given in Section 2.2 and thus Theorem A
applies directly, and we are done.
Assume then that rk(GΦi) = 1, possibly the exceptional case from Theo-
rem A where P(OS) = P{α}(OS) ≤ GG2(OS), α long. Here, P(OS) is finitely
presented only if so is GΦi(OS), which in turn is finitely presented if and only
if so is G′Φi(OS) by the diagram from the beginning of Section 5. But the
latter group is isomorphic to SL2(OS), which is finitely presented only if
|S| ≥ 3 by Behr’s theorem [Beh98]. In this case, the Borel subgroup B02(OS)
is also finitely presented as seen above, so the arguments from Section 4.2
apply and thus Theorem A holds in this case, too. This concludes the proof
of Theorem C.
6. Concluding remarks
6.1. The reader might have noticed that we “forgot” the case of the gen-
eral linear group along the text. Considering the general elementary group
GEn ≤ GLn (see e.g. [Sil73]), we may define the extended Levi factor for
GEn just as in Section 1.2 or as in Definition 3.2, replacing the torusH by the
subgroup Dn ≤ GEn of diagonal matrices. Since Dn contains the standard
torus of SLn, the same methods from Section 4 apply and we obtain analo-
gous results—in fact, GEn fits the characterization given in Corollary B. The
extra generators and relations that will occur pose no extra problems—they
are analogous to those of Steinberg and are well-known [Sil73].
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6.2. As seen in Sections 4.1 and 4.2, the assumption that B02(R) be finitely
presented allows for a result with no restrictions on the root system nor
on the characteristic of the base ring. In particular, the exceptional case
P{α}(R) ≤ EscG2(R), α long, only shows up if B02(R) is not finitely presented.
Theorem A could be restated as follows.
Theorem A (rewritten). Let EscΦ (R) be a universal elementary Chevalley–
Demazure group for which its (standard) parabolic subgroups are finitely gen-
erated.
• If B02(R) is finitely presented, then a standard parabolic subgroup
PI(R) ≤ EscΦ (R) is finitely presented if and only if so are its ex-
tended Levi factors;
• Otherwise, and if R is NVB for Φ, then PI(R) is finitely presented
if and only if so are its extended Levi factors, except possibly in the
case where I = {α} with α a long root in the root system of type
G2.
Yet another formulation of Theorem A can be given by reinterpreting
its proof. Recall that a group G is finitely presented with respect to a
subgroup H ≤ G if there exist finite subsets X ⊆ G and R ⊆ H ∗ FX such
that G ∼= H ∗FX /〈〈R〉〉. The constructions from Section 4 imply, under the
assumptions of Theorem A above, that PI(R) is always finitely presented
with respect to any of its extended Levi factors. Hence, a parabolic PI(R)
is finitely presented if and only if so are its extended Levi factors.
6.3. We observe that the only instance of the proof of Theorem A where we
had to exclude the parabolic P{α}(R) ≤ EscG2(R), α long, was when dealing
with commutativity relations for unipotent root elements in Section 4.2. In
the exceptional case, applying the same procedure as in 4.2 to the (short)
root α+β—here, Φ{α,β} = G2—leads to equations, for instance, of the form
hx˜α+β(t)h
−1gx˜α+β(s)g−1 =gx˜α+β(s)g−1hx˜α+β(t)h−1h1x˜2α+3β(a)−9h−11 ×
×h2x˜2α+3β(b)3h−12 h3x˜α+3β(c)6h−13 ,
where hi, h, g ∈ H. It is likely that the 2α + 3β terms cancel, but it is not
clear how all extra terms should vanish. We do not discard the possibility
that the same methods used here still apply for this exceptional case, though
we could not find an alternative route to verify this. As a test case, one could
consider the following.
Problem 6.1. Prove that the parabolic subgroup P{α}(F5[t, t−1]) ≤
EG2(F5[t, t−1]), with α a long root in type G2, is finitely presented if and
only if its Levi factor is finitely presented (even though none of them admits
a finite presentation).
6.4. Theorem A might be strengthened by proving that the finite pre-
sentability of the Borel subgroup B02(R) implies that of (any) universal ele-
mentary Chevalley–Demazure group EscΦ (R). This holds for Dedekind rings
of arithmetic type by Borel–Serre’s and Behr’s theorems, and was often
used in the proof of Theorem C. Whether this is true in general is likely
well-known to specialists, though we were unable to find a reference.
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Question 6.2. Is there a commutative ring with unity for which the Borel
subgroup B02(R) of SL2(R) is finitely presented, but the elementary subgroup
E2(R) ≤ SL2(R) itself is not? Equivalently, is the kernel of the natural map
St(A1, R) E2(R) finitely generated as a normal subgroup whenever B02(R)
is finitely presented? Here, St(Φ, R) denotes the (unstable) Steinberg group
of type Φ over R.
6.5. Apart from restrictions on the characteristic, the missing piece for a
complete characterization in the form of Theorem C is the case where K is a
global function field and |S| = 1. It can be shown that a maximal parabolic
P(Fq[t]) ≤ SLn(Fq[t]) is finitely presented if and only if so is its Levi factor,
and this is likely extendable to the other simply-laced root systems. Whether
this holds for types B,C, F and G is unknown to us.
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