This paper describes a new fast hybrid adaptive grid generation technique for arbitrary twodimensional domains. This technique is based on a Cartesian background grid with square elements and quadtree decomposition. A new algorithm is introduced for the distribution of boundary points based on the curvature of the domain boundaries. The quadtree decomposition is governed either by the distribution of the boundary points or by a size function when a solution-based adaptive grid is desired. The resulting grid is quad-dominant and ready for the application of finite-element, multigrid, or line-relaxation methods. All of the internal angles in the final grid have a lower bound of 45
INTRODUCTION
Grid generation is an important first step in the solution of many computational problems, especially problems arising in scientific computing and computer graphics. For example, the accuracy of the numerical solution of partial differential equations depends on the quality of the grid used in the discretization of the problem, especially on the grid density, the distribution of the grid points, and the quality of the elements connecting these points. For simulations in computational fluid dynamics (CFD), an optimal grid is one that accurately captures all the main features of the geometry and the fluid flow with the minimum number of grid points and elements.
Grids are either structured or unstructured. For two-dimensional domains, structured grids are composed of quadrilateral elements, while unstructured grids may be composed of elements with any number of sides, but, in most cases, consist of triangular elements. Each element type has its own advantages and disadvantages. Structured grids with quadrilateral elements have been shown to be superior in capturing viscous flows adjacent to solid surfaces due to their orthogonality and somewhat insensitivity to large aspect ratios in the dominant flow direction. However, because grid lines must eventually extend across the entire grid-block or domain to maintain certain block structures that are required for some solution methods, additional grid points are often placed in regions where they are not required to resolve the flow accurately. On the other hand, triangular elements can cover any regular or irregular domain efficiently, but stretching these elements affects the accuracy of the solution to a large extent. As a result, use of unstructured grids with triangular elements in high-gradient regions along a dominant flow direction, such as flow through a boundary layer or across a shock, is limited. In order to resolve this problem, one usually employs hybrid grids that use quadrilateral elements wherever stretching is required. In addition, unstructured grids put some limitations on the use of multigrid methods, which are well known to be efficient and relatively simple techniques for the acceleration of flow solutions. There are other serious problems with hybrid grids that are dominated by triangular elements. For example, a larger amount of work is required per time step due to the larger number of faces and edges for such grids. Moreover, the generation of such grids usually requires more computational work and the required data structures consume more memory. The highly-referenced handbook [1] on grid generation summarizes these challenges as follows: There are thus very clear incentives to use structured grids whenever possible. For hybrid grids the implication is that the extent of unstructured grid employed should be as minimal as possible.
During the last two decades many remeshing techniques have been developed. Recently, various papers have addressed the generation of surface grids [2, 3] . Surface remeshing is the most widely used technique for the generation of high-quality surface meshes [4, 5, 6] .
Most of the computing time required to simulate a certain flow problem is consumed by the solution of a linear system of equations. Hence, the use of an efficient solver is critical. As has been demonstrated in the CFD community, multigrid methods are among the best algorithms for the solution of these linear systems. In multigrid approaches, convergence acceleration is achieved by using successively coarser grids, where the errors associated with the high frequencies are damped by a carefully chosen smoother on the fine grid levels, while the errors associated with the lower frequencies are damped on the coarser grid levels and quickly propagated out of the domain. In the case of structured grids, geometric multigrid methods [7] are easily implemented where coarser grids are derived from a given fine grid by dropping every other grid line in each coordinate direction. Of course, such a straightforward implementation is not possible in the case of hybrid unstructured grids.
Algebraic multigrid (AMG) methods have been proposed as an efficient and more flexible alternative to geometric multigrid methods. When using unstructured grids, there are three different approaches that can be adopted for AMG. The first approach resembles the classical grid-sequencing technique, where a coarse level grid is first generated and the refined grid levels are obtained by repeated refinements [8, 9] . The second approach employs non-nested unstructured grids either with a subset of fine grid points to construct the coarse grids or with completely independent coarse and fine grids. This has been shown to be successful for both inviscid and viscous flow computations [10, 11] . The third approach uses coarse grids that are obtained from a coarsening of the fine grid through agglomeration or fusion, resulting in polyhedral coarse grid control volumes. In 1992, Lallemand et al [12] devised a technique to generate coarser grid levels using topological neighboring relations for cell-vertex schemes. In 2001, the AMGE (AMG for finite elements) method based on element agglomeration was proposed by Jones and Vassilevski [13] . This approach was further refined to handle inviscid and viscous flows past complex configurations in both two and three dimensions [14, 15] .
Although the first approach can be utilized in an adaptive procedure and has simple intergrid operators, it suffers from the dependence of the fine grid distribution on the coarse levels. This is avoided in the second approach, but with the added complication of the inter-grid operators and the requirement to generate multiple grids that preserve the geometry. Although the third approach is the most popular one, it produces coarse grids of higher complexity. This increases the cost of multigrid V -cycles and makes the use of W -cycles impractical [16] .
Over the last two decades, there has been a great deal of interest in adaptive methods in the engineering community. For some flow applications, such methods are crucial because of the pressing need for accurate computation of flows with variable density, for example in cavitating flows, or shock waves that might occur in compressible flows; see, e.g., [17, 18, 19] . Adaptive methods offer a means of tackling complex flow problems at a reasonable cost and of controlling the accuracy of numerical simulations.
Adaptive grids based on quadtree decomposition methods can be employed to efficiently refine the generated grid in regions where more accuracy is required. In some grid-embedding schemes, refinement can introduce hanging nodes [20] . Hanging nodes limit the use of finiteelement discretizations, and for finite-volume discretizations, the values of the variables at these points are usually obtained via some form of interpolation, which is not always conservative and can introduce additional discretization errors. The application of spatial decomposition methods solve these problems by nesting these hanging nodes to the grid using triangular elements, but an optimization step is then required to enhance the quality of the triangular elements, especially those defining any internal boundaries. This usually leads to a grid that is dominated by triangular elements [21] . The problem with local refinements of such triangular element-dominant grids is that an optimization step is required after each local refinement to enhance the minimum angle condition for the triangular elements on the edges of the refined region. The optimization step usually involves moving grid nodes with retriangulation of the grid elements [22] . Some optimization approaches involve the creation of new nodes and nesting them to the original grid without moving any node. This approach suffers from placing nodes where they might not be needed for increasing the accuracy of the solution [23] . Also, once a retriangulation is performed, then all the parent-child relations between grid levels required for multigrid methods are no more valid. Thus the generation of grid levels has to be performed from scratch with each adaptive refinement followed by a retriangulation step.
In this paper, we describe a new fast adaptive procedure for generating grids for arbitrary two-dimensional domains, together with data structures that are suitable for the application of multigrid solvers. The grids produced by this approach are dominated by quadrilateral elements. Refinement of the elements is constrained to ensure the high quality of the grids, without the need to move any node and/or perform retriangulation. The procedure is applied in a way that makes the dependence of the fine-grid node distribution on the coarse levels an advantage, because it allows a restriction of the refinement to certain subregions within the given domain. At each refinement level, we store the grid elements and update the parent-child tree for the newly added nodes. As a result, upon completion of the refinement steps, all the grid-level information required for multigrid solvers is readily available.
Spatial decomposition is employed in such a way that only a very simple optimization step is needed to represent the boundaries of the domain and to create a nearly orthogonal grid around them. Moreover, without optimization, most of the grid lines are either horizontal or vertical. Hence, the optimization step is required only when these lines fail to define the boundaries of the domain adequately.
The development of the technique proposed in this paper was mainly motivated by the need to generate grids that are suitable for viscous flow simulations. At high Reynolds number, the boundary layer requirements are achieved by successive one-dimensional refinement, i.e., by splitting only the edges normal to those solid surfaces modeled with the no-slip condition. This refinement is utilized to rapidly reduce the length of these edges. For example, the resulting grids allow the accurate capturing of turbulent flow features inside the boundary layer, using only a small number of grid points.
Further adaptive refinements can be performed based on flow features identified via solution gradients or based on variables that quantify the local error in the solution. The quality of the elements during this type of refinement are guaranteed by constraining the possible resulting grid element geometry.
The motivation for the grid generation technique proposed in this paper was to develop a procedure that meets the following requirements:
• The procedure is fast and adaptive.
• The generated grids are suitable for the application of multigrid solvers, finite-element methods, and line-relaxation techniques.
• Most of the domain is covered by square elements for optimal quality.
• All the internal angles in the final grid have a lower bound of 45
• and an upper bound of 135
• .
The main steps of our grid generation technique are as follows:
1. linear representation of the boundaries of the domain and distribution of boundary points, 2. refinement of the background Cartesian grid based on quadtree decomposition and the distribution of boundary points, 3. optimization of near-boundary elements, which includes (a) buffer zone creation around each geometry and removal of elements that lie inside the buffer zone or outside the desired domain, (b) covering the gap between the terminal elements and the boundaries of the domain, 4. grid adaptation based on some error function during numerical simulation.
The remainder of this paper is organized as follows. In Section 2, we describe an algorithm for representing the boundaries of any two-dimensional domain. In Section 3, we present a procedure that generates a base grid of the domain, given the linear representation of the domain boundaries. In Section 4, we describe how to modify the base grid so that it respects the boundaries of the domain without deteriorating the quality of the elements in the final grid. In Section 5, we present an algorithm for solution-based adaptation of the grid. Section 6 discusses the use of the proposed grid generation technique within multigrid solvers. Finally, we make some concluding remarks in Section 7.
REPRESENTATION OF THE DOMAIN BOUNDARIES
In this section, we describe an algorithm for representing the boundaries of any given twodimensional domain linearly. The distribution of the boundary points in the representation produced by this algorithm depends on the curvature of the boundaries and on the desired upper bound for the maximum edge length in the final linear representation.
To illustrate the main idea of this algorithm, consider the smooth curve C in Figure 1 . This curve C is given by its end points, A and B, and the smooth parametrization (x(t), y(t)), 0 ≤ t ≤ 1, of the points (x, y) ∈ C. Here, t = t A = 0 and t = t B = 1 correspond to the end points A and B, respectively. As a first linear approximation (n = 0) to that curve we simply use the line segment AB connecting A and B; see Figure 1 (a). If C has zero curvature, then this first approximation is exact. Otherwise, we may need a better, piecewise linear approximation. To this end, we refine the line segment AB by replacing it with the two-segment polyline, P 1 , that consists of the two line segments AC and CB, where C ∈ C and t C = (t A + t B )/2. Let 0 ≤ α ≤ 180
• denote the the angle between the two new line segments (AC and CB). We refer to α as the refinement angle of the old line segment AB. If necessary, we continue with this refinement procedure to obtain an n-segment polyline P n , where n denotes the iteration index. Obviously, the larger n, the better P n approximates the curve C.
Note that the refinement angle of any line segment in P n approaches 180
• as n → ∞. This fact is used in the following pointdistribution algorithm, where we use a parameter, ǫ, to control the termination of the iterative refinement procedure. More precisely, we consider a line segment to be a good representation of the curve passing through its end points if the refinement angle α corresponding to that line segment satisfies 
, do:
-Calculate the refinement angle 0 ≤ α ≤ 180
• corresponding to this edge.
• between the two boundary line segments intersecting at this internal point. * If β < 180
• − ǫ, refine both these boundary line segments.
(An internal point is a boundary point that is part of two boundary line segments.)
, continue with step (c).
(c) (Controlling the maximum length of the line segments)
For all line segments in P n i , do:
• Calculate the length l e of that line segment.
• If l e > δ, refine that line segment.
• If no line segment was refined, proceed to step 2: The linear approximation P n i is acceptable.
Merge all the polylines with the same end points and relocate the two points surrounding any internal point associated with some sharp features such that the two line segments intersecting at that point will have the same length.
(One way to do that is to shorten the longer edge without changing its slope.)
Output: A set of polylines {P i }. Each polyline represents a closed part of the domain boundaries and is defined by a set of boundary points {N i } and a set of line segments {E i }.
In the following, we will often refer to the line segments in E i as edges. We remark that step (c) in Algorithm 1 is optional. This step has no effect on the final output if we choose δ > l c , where l c is the length of the curve to be approximated. We include this step when the final grid is to be used in turbulent flow simulations. In such cases, an upper bound for the edge length is enforced to ensure that the requirements of the turbulent model are satisfied when generating the grid in the boundary layer region. Sometimes we may enforce an additional constraint. For instance, we may refine the edges around those parts of the boundaries associated with sharp features. These extra refinements are necessary to increase the accuracy of the simulation in these critical regions.
Next, we present some numerical examples in order to illustrate the behavior of Algorithm 1 and show the effects of the choice of the parameter ǫ on the number and the distribution of the boundary points. The first domain, D 1 , was chosen to test the adaptivity and the symmetry of the algorithm. The boundary of D 1 consists of a single smooth curve with varying curvature. This curve is symmetrical with respect to the y-axis. As shown in Figure 2 , the number of boundary points, N , increases as ǫ decreases and symmetry is always conserved. The second domain, D 2 , was selected to test the ability of the algorithm to deal with domain boundaries with singular points. The boundary of D 2 consists of 6 smooth curves. Figure 3 shows the linear representations of D 2 generated by Algorithm 1 when different values for ǫ are used. Clearly, as ǫ decreases, the ability of the algorithm to capture more details increases. To illustrate the effect of the choice of ǫ on capturing the details of the boundaries, we used one of the great lakes as domain D 3 . This domain has a great deal of detail along its boundaries. The boundaries of D 3 are treated here as a single smooth curve with a wide range of curvature values. Figure 4 shows the linear representations of D 3 generated by Algorithm 1 when different values for ǫ are used. Again, using lower values for ǫ increases the ability of the algorithm to capture more details.
Finally, to test the ability of Algorithm 1 to deal with domains for computational fluid • and δ = 0.1. In this example, we forced each straight part of the boundaries to be represented by at least 5 boundary points.
SPATIAL DECOMPOSITION
In this section, we present a procedure that generates a base grid of the domain, using the linear representation of the domain boundaries produced by Algorithm 1 as input. We refer to the boundary points of the linear representation as the refinement points in this section.
The spatial decomposition described in this section is based on the quadtree refinement algorithm. In the standard quadtree algorithm [24, 25] , the iterative refinement procedure starts with a Cartesian grid of square elements and a certain distribution of refinement points. An element is then refined if it contains more than one refinement point. This algorithm is fast, but sensitive to the orientation of the refinement points. For example, Figure 6 (a) shows a distribution of boundary points representing a circle. Here the curvature is fixed, so the length of all the boundary edges are the same. However, as Figure 6 (b) illustrates, the output of the standard quadtree algorithm suffers from the following problems:
• The constant curvature of the circular boundary does not guarantee elements of the same size near that boundary.
• Large jumps in the element size may occur. In CFD simulations, we prefer to limit the size ratio of any two neighboring elements to an upper bound of 2.
• The standard quadtree algorithm produces a large number of hanging nodes. A hanging node is one that exists in one of the elements without being one of its corners. Such nodes are undesirable in finite-element and finite-volume methods.
We modified the standard quadtree algorithm to eliminate these problems. For the above example, the spatial decomposition produced by our algorithm for a circular boundary represented with more refinement points is shown in Figure 6 (c).
Our algorithm starts with a background Cartesian grid with square elements. This grid has to contain all the refinement points. The goal is to refine the square elements iteratively so that in the final grid, G b , an element crossing the boundaries will have a size that is bounded from above by the distance between its nearest two refinement points and bounded from below by half that distance. The refinement iteration is done such that the size ratio between any two neighboring elements is guaranteed to be less than or equal to 2. The size of an element here is measured using the maximum length of its edges. In order to eliminate the hanging nodes, we allow partial refinements of the square elements, as illustrated in Figure 7 . This process results in the formation of transition elements, which are generated from refining one or two edges only of a square element. A transition element is either a trapezoid or a triangle. Our refinement algorithm ensures that no transition element will be refined during the entire refinement procedure. Also, for each refinement iteration, we refine any element that contains a singular node. In that way, we ensure that such a node is contained in the smallest elements of the final grid. The following algorithm states our procedure for generating a base grid.
Algorithm 2. (Spatial decomposition)
Input:
A set of refinement points {N i }, a set of edges {E i }, an initial spacing s 0 > 0, and a minimum edge size s m > 0 . (b) For the square elements that cross the boundaries in G n−1 , do:
Construct a background grid
• Set the size, s, of that element to be the edge length in that element.
• Determine the distance, d, between the nearest two refinement points.
• If s > d, then add all the corner nodes of that element to L. • If an element is crossed by two boundary edges and the angle between these two edges is greater than 90 • , then add all the corner nodes of that element to L. • If an element has a first-level neighboring element that is crossed by a boundary edge and the angle between these two edges is greater than 90 • , then add all the corner nodes of both elements to L. • If an element has a second-level neighboring element that is crossed by a boundary edge and the angle between these two edges is greater than 90 • , then add all the corner nodes of both elements, as well as the element between them, to L. • If an element has a third-level neighboring element that is crossed by a boundary edge and the angle between these two edges is greater than 90
• , then add all the corner nodes of both elements, as well as the two elements between them, to L. • Count the number of edges with both ends in L.
• Refine that element based on the number of edges to be refined.
(g) Set G n to be the refined grid.
(i) If the sizes s of all square elements in G n satisfy the condition s < 2s m , stop: G n is the final grid.
Output: A base grid G b = G n that is adapted to the curvature of the domain boundaries.
We remark that the narrow regions of the boundaries are captured via the refinement of neighboring elements crossed by the boundaries. Figure 8 shows the first-level, second-level, and third-level neighbors of an element. This refinement procedure ensures the existence of at least three square elements inside a narrow region. The minimum edge size, s m , is a parameter that controls the smallest size of the elements inside narrow regions. Note also that all the edges are oriented such that the end of an edge is the start of another one, so the angle, α, between two edges varies from zero (for two edges on the same straight line) and goes up to 180
• at a very sharp corner. Finally, the purpose of step 2(d) in Algorithm 2 is to refine any extra layers of square elements in order to eliminate the possibility of refining any edge of a transition element through the whole process. Hence, this step ensures the minimum angle requirement of 45
• and guarantees that the jump ratios in the size of first-level neighboring elements are bounded by 2. In order to test Algorithm 2 and illustrate its feature to adapt to the curvature of the domain boundaries, we ran the algorithm with a point distribution for domain D 1 as input. Figure 9 displays the spatial decomposition obtained for D 1 .
In order to test the ability of Algorithm 2 to capture the narrow regions of the domain, we ran the algorithm with a point distribution for domain D 2 as input. Figure 10 
GRID OPTIMIZATION
Up to this point, we have approximated the boundaries of the domain Γ(Ω) linearly. We will refer to the approximated boundaries as Γ * (Ω). We also have a base grid, G b , that is adapted to the curvature of Γ(Ω). This base grid fills a bounding box around the domain, Ω, and has a large number of points outside of that domain. We need to finalize the grid through an optimization step that will eliminate all these exterior points. This is the most important step of the whole technique. In this step, we modify the base grid, G b , to represent the boundaries of the domain using the edges of the grid elements. 
Buffer zone creation
A buffer zone, Z, that contains Γ * (Ω) is created and any element with a node, n, such that n ∈ Z is to be deleted. The distance, d z , between the buffer zone and Γ * (Ω) at any point x ∈ Γ * (Ω) is prescribed using the size of the nearest element to that point. The size of any element is defined by its minimum edge length, s e . We set d z (x) = 1 2 s e (x) to be sure that the new elements created to cover the gap between the terminal edges and Γ * (Ω) will not be stretched.
Let N Z be the set of external nodes, i.e., all nodes that exist inside the buffer zone, and let E Z denote the set of elements that have at least one corner node in N Z . We now define another set, N T , for the terminal nodes as follows:
We denote any element having at least one terminal node as one of its corners as a terminal element. Moreover, any edge connecting two terminal nodes will be referred to as a terminal edge.
This step will result in a first approximation for Γ * (Ω) by the edges connecting the nodes in N T . Note that any edge connecting two terminal nodes is either horizontal, vertical, or having slope magnitude of ±1.
In some cases, we may choose to modify, rather than deleting, an element in E Z in order to ensure the minimum angle requirement for the new elements generated to cover the gap between Γ * (Ω) and the terminal edges. Figure 11 shows these cases. These modifications are to guarantee the following property almost everywhere. Let e 1 and e 2 be two terminal edges having a common terminal node. Then the external angle, α, between these two edges satisfies the following relation
135
• ≤ α ≤ 225
This gives us more freedom in controlling the quality of the elements to be generated within the gap between Γ * (Ω) and the terminal edges. Figures 12 and 13 shows the output of this step for our two test domains D 1 and D 2 . 
Filling the buffer zone
The goal here is to modify the base grid again so that its boundaries represent Ω more accurately. This is accomplished by iterating over the terminal edges and constructing an element per edge by the orthogonal projection of the terminal points of that edge. If the orthogonal projection fails, we project the terminal node to the nearest singular point. The elements generated during this step are quadrilaterals with aspect ratio less than 2 or triangles if both ends of the terminal edge projects to a singular boundary point. In the case of sharp corners, a quadrilateral is constructed by projecting the nearest node to that corner twice on the two line segments forming that corner. This quadrilateral can be subdivided as much as necessary, depending on the desired edge length near that corner. Figure 14 shows an element constructed and refined near a sharp corner and a regular one. Note that a sharp corner is one with internal angle α such that α ≤ 90
• . Up to this point, we have conserved the quality of most elements except some elements where angles are less than 45
• . In order to fix that, all the edges of the new elements perpendicular to the boundaries of Ω are split and then some of these edges are allowed to rotate to ensure that the minimum angle is 45
• for all elements. This step is illustrated in Figure 15 . For simulation of turbulent flows, successive edge splitting can be done until we reach the required number of points in the viscous sublayer. Note that, as we perform more edge splitting, the boundary elements become more rectangular with all angles reaching 90
• . Figures 16 and 17 show the final grids generated using the test domains we have used in the previous sections.
Next we use the shape of one of the Great Lakes to demonstrate the efficiency of our procedure. The boundaries of this domain consists of seven closed curves with no singular points. Since the boundaries have much detail and widely-varying curvature, this problem is often used in the grid-generation literature to test new algorithms. Also, some islands are very close to the boundaries of the lake that provide another opportunity to test the ability of our algorithm to capture and represent domains of narrow regions. Figure 18 shows the initial distribution of the boundary points for Lake Superior, the output of the spatial decomposition, and the final grid generated by our technique. Some further details of the grid generated using our technique for this domain are presented in Figure 19 . For comparison, Figure 20 displays the grids produced by two other procedures: Ruppert's algorithm [26] and the quadtree-based algorithm by Bern, Eppstein, and Gilbert [27] . These results show that our technique has better adaptivity and produces grids with a larger minimum angle. Finally, we represent a domain around a multi-element airfoil. The boundaries consist of three closed curves with curvature varying from zero to infinity. We will use the same domain in showing our treatment of the boundary layer region in the following section. The results for a domain to be used in laminar flow simulations are presented in Figure 21 .
The boundary layer region
In simulation of viscous flows, the velocity flow variables have a high gradient near the boundaries when representing the solid surfaces with a no-slip condition. In order to capture the flow variables efficiently in these regions, successive one-dimensional refinement, i.e., the splitting of only the edges normal to these boundaries, is employed to rapidly reduce the length of these edges. Note that this one-dimensional refinement also acts as an element smoother. Applying such refinement to the elements close to the boundaries will rapidly increase the minimum angle of the boundary elements. This fact is demonstrated in Figure 23 where we started with the worst case, namely an element with a minimum angle of 45
• . After only three levels of this one dimensional refinement, the minimum angle increased to 83
• which indicates that the element is becoming more rectangular. The number of these one-dimensional refinements depends on the viscous flow length scales described by the Reynolds number and on the requirements of the employed turbulence model. For example, the Wilcox k-ω model [28, 29] requires that a few points are located within the viscous sublayer. We can achieve this requirement usually with 6 to 8 levels of one-dimensional refinements. Note that the aspect ratio of the boundary elements increases with more levels, however. We ran six levels of refinements for the grid presented in Figure 21 . The details of the boundary layer in some regions are shown in Figure 24 . Figure 18 . Grid generated for Lake Superior by our technique.
SOLUTION-BASED ADAPTATION
In this section, we discuss a procedure for solution-based spatial adaptation. We start this step with the base grid, G b , and the grid, G c , obtained from the last adaptive regridding. If this is the first adaptive regridding, we simply set G c = G b . Using the simulation output, we generate some function, f , that controls the grid size. For example, f could be an error estimation of a finite-element solver, or it could be the gradient of one of the solution variables since error is typically proportional to the gradient. Note that the base grid G b is coarse everywhere except near the boundaries. Refining this G b during different solution times in the simulation will have the effect that the grid elements are sometimes refined and other times agglomerated, although we are always refining G b . The problem with depending on the base grid only is that we may lose solution accuracy due to neglecting solution information at the fine levels. To overcome this problem, we use two grids in this algorithm. The base grid is used for regridding and the one obtained from the last adaptive regridding is used for passing the variables to the new grid. The details of the algorithm are as follows. Figure 19 . Details of the grid generated for Lake Superior by our technique.
Algorithm 3. (Unsteady grid adaptation)
Input: A base grid G b , a grid G c , solution variables f defined at every node of G c from the last time step, a user-specified integer n R > 0, and a vector r L ∈ R nR of user-specified thresholds for the refinement levels.
Interpolate the solution valuesf from grid
2. For i = 1, 2, . . . , n R , do:
• Merge transition elements for that refinement level with its corresponding fine region.
• Refine any elements with a corner node j if the condition is satisfied. Figure 23 . Effects of the one-dimensional refinement on the minimum angle of a boundary element. Figure 24 . Details of the boundary-layer region around a multi-element airfoil.
• Interpolate the values of the solution variables for the new point from grid G c .
Set G c to be the new refined grid.
Output: New refined grid G c .
Merging transition elements near the boundaries is done to avoid the refinement of any edge in these elements. Figure 25 demonstrates this problem and how to fix it. Here, if we decide to refine a square element in the coarse region (marked with an "x"), a grid quality problem will result as shown in Figure 25(b) . The technique used to fix this problem is to merge all the transition elements for that level. In other words, transform each block of transition elements into 4 square elements, as shown in Figure 25(c) .
In order to show the efficiency of this algorithm, we ran an unsteady flow simulation over two vertical cylinders at Reynolds number Re = 200. Figure 26 shows the interaction of the vortex shedding around each cylinder and how the vortices impact each other at the centerline preserving the symmetry of the flow. Vorticity contours are overlaid onto the computational grid to show the efficiency of the adaptive regridding. In this case, we chose f to be ∇ω where ω is the vorticity generated in the domain. 
MULTIGRID LEVELS
The application of multigrid solvers was our main motivation for the development of the proposed grid generation technique. For this particular application, we need a sequence of grid levels that can be implemented easily in multigrid solvers, and this is exactly what we have achieved here. Since we are already using a grid-embedding technique, we can easily store all the grid levels that are generated during the refinement procedure. However, we need to redefine the near-boundary elements at each level and delete all the elements with deleted nodes by the optimization step. This modification can be summarized in the following steps for each grid level. Note that all the near-boundary elements that need to be modified are squares.
• Delete any element with more than two deleted corners.
• Loop over those elements that have only two corners in the base grid G b : replace the other two deleted nodes with the closest two boundary nodes in G b .
• Loop over those elements that have only three corners in the base grid G b :
-Identify the two closest corners p 1 , p 2 of such an element to the boundaries and denote the third one to be p 3 . -Identify the closest boundary nodes q 1 and q 2 in the base grid G b to p 1 and p 2 .
-Create a triangular element with the nodes p 1 , p 2 , p 3 .
-Create a quadrilateral element with the nodes p 1 , p 2 , q 2 , q 1 . Figure 27 displays the output of this algorithm using a grid that was generated during an unsteady simulation over two vertical cylinders ar Re = 200. The results show that we have all the levels required for the multigrid method. Note that many of the levels share the same elements. When applying multigrid techniques to such grids, we need only to smooth the error at the corners of the non-matching elements to save time.
CONCLUSION
We have introduced a technique suitable to create adaptive grids for arbitrarily-shaped twodimensional domains. The minimum angle of 45
• is achieved in all elements, except at singular boundary points. Our approach provides more flexibility to approximate regions near sharp corners. Several application examples of two-dimensional grids have been provided to illustrate the main features and the efficiency of the proposed approach. Moreover, the proposed technique is capable of handling problems with complex geometry, such as free-surface problems with moderate distortion, as well as problems with multiple bodies. This work can be considered as a preliminary stage toward a comprehensive tree-based decomposition method, prior to the extension of the algorithm to three dimensions. . Grid levels for a domain with two vertical cylinders.
