and Tel Aviv University, Israel Unaggregated data, in a streamed or distributed form, are prevalent and come from diverse sources such as interactions of users with web services and IP traffic. Data elements have keys (cookies, users, queries), and elements with different keys interleave. Analytics on such data typically utilizes statistics expressed as a sum over keys in a specified segment of a function f applied to the frequency (the total number of occurrences) of the key. In particular, Distinct is the number of active keys in the segment, Sum is the sum of their frequencies, and both are special cases of frequency cap statistics, which cap the frequency by a parameter T .
INTRODUCTION
The data available from many services, such as interactions of users with Web services or content, search logs, and IP traffic, are presented in an unaggregated form. 1 In this model, each data element e = (e.key, e.val) has a key from a universe X and a value e.val > 0. Multiple elements can have the same key and data elements are streamed or reside in distributed storage.
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The aggregated view of the data is a set of key value pairs {(x, w x )} where each active key x ∈ X (a key that occurred in at least one data element) has a unique element and w x = e |e .key=x e.val (the sum of the values of all data elements with key x). When element are unweighted (have uniform values -that is, all elements e have e.val = 1), w x is the number of data elements with key x and is often referred to as the frequency of the key x (it is proportional to the actual frequency in the dataset). For consistency, we will refer to w x as frequency also with weighted element values.
Frequency statistics of such data are fundamental to data analytics. Queries have the form
where f (w ) ≥ 0 is a nonnegative function such that f (0) = 0 and H is a selection predicate that specifies a segment of the key population X. Typically f is monotone non-decreasing, which means that more frequent keys carry at least the same contribution as less frequent ones. Some prominent examples are the pth frequency moment, where f (x ) = x p for p > 0 [1] and frequency cap statistics, where f is a cap function with parameter T > 0:
cap T (y) ≡ min{y,T }.
Two special cases of both cap statistics and frequency moments, that are widely studied and applied in big data analytics, are Distinct, the number of distinct (active) keys in the segment (L 0 moment or cap 1 , assuming elements values are ≥1), and Sum, the sum of values of elements with keys in the segment (L 1 moment or cap ∞ ).
General cap functions are between these extremes and are used to mitigate the domination of the statistics by the (typically few) very frequent keys while still providing a larger representation of the more frequent keys. Cap statistics are prevalent in online advertising platforms [24, 35] : A common practice is to allow an advertiser to specify a limit to the number of impressions of an ad campaign that any individual user is exposed to in a particular duration of time. Advertisements also typically target only a segment H of users (say, certain demographics and geographic location). The statistics Q (cap T , H ) is the number of qualifying opportunities for placing an ad. These queries are posed over past data to provide an advertiser with a prediction for the total potential number of qualifying impressions. Often, the prediction needs to be computed or estimated quickly to facilitate interactive campaign planning.
Computation of exact frequency statistics (1) requires aggregating the data by key. The representation size of the aggregated view, however, and the runtime structure size needed to produce it, are linear in the number of distinct keys. Often, the number of distinct keys is very large, whereas scalable computation limits us to use one or few passes over elements and a small runtime structure (which translates to memory or communication). With streamed data that are discarded (such as with IP traffic), we are limited to a single pass. These constraints motivated the study of small summaries of the dataset that provide approximate answers [1, 21, 23] .
Random samples are effective summaries of the data. We can sample the data by first computing the aggregated view of key value pairs {(x, w x )}, for each key x computing a weight f (w x ), and we then computing a weighted sample of the data. Some classic schemes include Probability Proportion to Size (pps) [39] , VarOpt [4, 13] , or bottom-k, which includes successive weighted sampling without replacement (ppswor) and sequential Poisson/Priority sampling [17, 34, 36, 37] .
From such weighted samples, we can compute approximate segment frequency statistics by applying an appropriate estimator to the sample. There is a well-understood tradeoff between the sample size k and the statistical guarantees on the quality of our approximation. For a segment H that has proportion q = Q ( f , H )/Q ( f , X) of the statistics value on the general key population, there is an upper bound on the coefficient of variation (CV) of (roughly) (qk ) −0.5 : the inverse of the square root of qk. The CV is the standard error normalized by the mean, and (for unbiased estimators) is equal to the normalized root mean square error (NRMSE). That is, to obtain NRMSE of ϵ = 0.1 (10%) on segments that have at least q = 0.001 fraction of the total value of the statistics, we need to choose a sample size of k = ϵ −2 /q = 10 5 , which is usually much smaller than the number of distinct keys we might have. This also means that we can obtain confidence intervals on our estimates using the actual number of samples from our segment. Moreover, this CV bound is worstcase tight (when considering all segments of same q and distributions that are not dominated by few keys) even for schemes applied to the aggregated data and will be the gold standard we hold ourselves against when designing sampling schemes and estimators.
Our challenge is to design sampling schemes that can be realized using a structure size that is of the order of the desired sample size, perform one or few passes over the data, and achieve tradeoff of size and estimation quality that is close to the aggregated gold standard. There is a large body of work on stream sampling schemes designed for distinct and sum queries. The Sample and Hold (SH) family of sampling schemes [10, 12, 18, 23] and another based on VarOpt [11] are suited for sum queries. Distinct reservoir sampling of keys [21, 31] is suited for distinct queries. Both SH [12] and distinct sampling support unbiased estimates of all frequency statistics and meet our (qk ) −0.5 CV upper bound target for the particular statistics they are designed for (the claim for SH is established here). They do not provide, however, comparable statistical guarantees for other statistics.
Contributions and Overview
We present a sampling framework for unaggregated data that generalizes existing schemes for distinct and SH sampling and bottom-k sampling of aggregated data. A sampling scheme in our framework is specified by a random scoring function that can be applied in isolation to data elements and is tailored to the statistics we want to estimate. We accordingly define the seed value of a key, which is also a random variable, to be the minimum score of an element with this key. Finally, our sample includes a set of keys with smallest seed values. Our framework is detailed in Section 3.
In Section 4, we present a two-pass algorithm that identifies the sampled keys in the first pass and computes their frequencies in a second pass to facilitate estimation. The summary structures are composable, which allows for parallel or distributed computation. Our streaming schemes have the same sample distribution as the two-pass schemes, but collect only "partial information" c x ≤ w x on the frequency w x of each sampled key x. These partial frequencies is what we use for estimation. In Section 5, we present a generic one-pass algorithm that applies only with unweighted elements, and in Section 6 we cast distinct and classic SH sampling schemes as special cases.
We then present sampling schemes that are tailored for general frequency cap statistics. We use two basic designs of element scoring functions: a more intuitive "discrete" design that only applies to uniform-value elements and a more powerful "continuous" design that applies with arbitrary positive element values. Both designs generalize the element scoring function used for distinct and classic SH sampling. In Section 7, we specify our discrete-design schemes, d-SH , which are parametrized by an integer (the cap parameter). When is larger than the maximum frequency over keys, the scheme d-SH approaches classic SH and when = 1, it is identical to distinct sampling. We express the unique unbiased and admissible estimators for all and any discrete frequency statistics, that is, f specified for nonnegative integers.
In Section 8, we present our continuous-design schemes SH , where the parameter is a positive real value. The exposition does not rely on the discrete design, so this section can be read after Section 3. When max x w x , SH approaches weighted sampling by w x (a weighted version of 52:4
E. Cohen
Sample and Hold) [10] . For min x w x , SH approaches distinct sampling. We derive estimators of frequency statistics where the function f is continuous and differentiable almost everywhere. Note that most natural statistics, including frequency moments and cap statistics, can be expressed as continuous monotone functions, which are differentiable almost everywhere. Surprisingly perhaps, the continuous design yields an elegant, closed-form, and simple specification of estimators.
We show that our estimates of cap T statistics from SH samples have CV upper bounded by O ((qk ) −0.5 ) when T = O ( ). The CV bound is close to the gold standard for the statistics the sample was tailored for and gracefully degrades with disparity max{T / , /T } between the sample cap parameter and the statistics cap parameter T . The estimate of any frequency function f from any SH sample is unbiased and for f that is monotone non-decreasing, also nonnegative. This makes our design very versatile.
Our estimators are derived by expressing sampling as a transform from frequencies to expected "sampled frequencies," and then inverting the transform. The transform is a matrix vector product in the discrete case and an integral transform in the continuous case. For the latter, the estimator is a simple expression in terms of f and its derivative f . Since our estimators are the unique inverse of the transform, they are the minimum variance unbiased nonnegative estimators for the sampling scheme, meaning that in terms of variance, they optimally use the information in the sample. Our discrete estimators generalize a matrix inversion applied in References [12, 26] to estimate the flow size distribution from Sampled Netflow and SH IP flow records. Our continuous schemes estimators are novel even for the basic weighted SH scheme, for which previously only estimators for sum statistics were provided [10] .
In Section 9, we address applications that require estimates with statistical guarantees for multiple, possibly all, concave sublinear statistics. Concave sublinear statistics include all cap T functions and all statistics in their nonnegative span f ∈ cap [7, 9] (functions that can be expressed as nonnegative linear combinations of cap functions). This rich and important class includes low frequency moments (f (w ) = w p for p ∈ [0, 1]) and log(1 + w ).
One solution is to compute a set of SH samples with exponentially increasing cap parameter . A cap T statistics query can then be estimated from the sample that has parameter closest to T . Any statistics f in the span can be estimated from a respective linear combination of estimates of cap T statistics. We present a design of a single multi-objective sample that offers both more efficient sampling and a better tradeoff of accuracy and sample size. The design is based on our continuous schemes and draws on a multi-objective schemes for aggregated data [7, 15] based on sample coordination [3] . The multi-objective sample size needed for our target CV bound of (qk ) −0.5 is at most k ln n (where n is the number of distinct keys).
Our proposed sampling algorithms and estimators are simple and highly practical, despite the rather technical analysis. The application resembles that of classic SH, distinct sampling, and approximate distinct counting algorithms that are prevalent in industrial applications [25] . Section 10 includes an experimental evaluation that demonstrates superior accuracy versus sample size tradeoffs by using a sample that is suited for the statistic.
PRELIMINARIES
We work with key-value datasets that consist of elements e = (e.key, e.val), where e.key is a key from a universe X and e.val > 0. The dataset is aggregated if each key appears in at most one element and is unaggregated otherwise. We define the frequency w x ≡ e |e .key=x e.val of a key x to be the sum of the values of elements with key x. If x is not active (there are no elements with key x), then we define w x = 0. When element values are uniform, w x is the number of elements with key x. The aggregated view of an unaggregated dataset is the set of elements (key value pairs) {(x, w x )} for all active keys x.
We start with a quick review of relevant sampling schemes for aggregated datasets. A Poisson sample of a key value dataset {(x, w x )} is specified by sampling probabilities p x . The sample S includes each x ∈ X with independent probability p x and has expected size
To estimate a frequency statistics Q ( f , H ) from the sample, we can apply the inverse probability [27] . This estimator can be interpreted as a sum of perkey estimates that are f (w x )/p x if x ∈ S and 0 otherwise. Note that this estimator can only be applied when w x and p x are available for all x ∈ S. It is nonnegative and is unbiased if p x > 0 when f (w x ) > 0. It is actually the minimum variance unbiased and nonnegative sum estimator (sum of per-key estimates) for the given probabilities {p x }.
For data {(x, w x )}, function f , and (expected) sample size k, one can ask what are the "optimal" sampling probabilities. It is well known that if we sample keys with probability proportional to their contribution f (w x ) (pps), we minimize the sum of per-key variances x f (w x ) 2 (1/p x − 1). With pps, we have the following statistical guarantee: For estimates of the statistics Q ( f , H ), where the segment H has proportion
x f (w x ) of the statistics, the variance of our estimate is
Thus the CV (normalized standard error) is at most (qk ) −0.5 , which is the best bound we can hope for on average over segments with proportion q. That is, any scheme that would do better on some segments, would do worse on others. Other weighted sampling schemes we mentioned in the Introduction provide this statistical guarantee with a fixed sample size k: VarOpt provides the (qk ) −0.5 quality with better estimation for q closer to 1. Sequential Poisson (Priority) sampling has (q(k − 1)) −0.5 quality [38] . One of these schemes that is particularly relevant for our treatment of unaggregated datasets is ppswor: Keys are selected successively without replacement so that at each step the probability that we select x is proportional to its weight (frequency in unaggregated data) relative to the remaining unsampled keys: f (w x )/ y S f (w y ). The sampling can be realized by associating with each key a random seed(x ) ∼ Exp[f (w x )] (exponentially distributed seed with parameter f (w x )) The increasing seed value order correspond exactly to ppswor sampling order [36] . A fixed-threshold sample, for a pre-specified threshold τ , includes all keys with seed(x ) < τ . Alternatively, we can obtain a fixed size (bottom-k) sample by taking the k keys with smallest seed values. In the latter case, it is convenient to define τ as the (k + 1) smallest seed.
Finally, we can estimate a statistics Q (д, H ) from the ppswor sample taken for weights f (w x ) as follows. When we use fixed threshold sampling, we compute the probability that x is sampled
and apply inverse probability:
Note that Φ τ (w x ) only depends on w x and τ (which are available for sampled keys). When we work with a fixed sample size k and define τ to be the (k + 1) smallest seed, we can interpret Φ τ (w x ) as the probability that the key x is sampled, conditioned on fixed randomization of other keys. This means that the estimator (2) is unbiased [14] . Moreover, the estimates д(w x )|τ obtained for different keys x have zero covariances [14] , which allows us to bound the variance on segment 52:6 E. Cohen queries using the variance expressions for a pre-specified threshold. In Appendix A, we present self-contained proofs of unbiasedness and nonnegative covariances for bottom-k that extends to the broader framework for unaggregated data that we introduce here. We also outline how we bound var [ Q (д, H )] in terms of the per-key fixed-threshold var [ д(w x ) | τ ]. In Appendix C (Theorem C.3), we show that the CV of Q ( f , H ) for statistics with proportion q is at most (q(k − 1)) −0.5 , which is essentially (within a single sample) our "gold standard" CV. A ppswor sample with respect to f (w ) = w can be computed from a streamed (or distributed) aggregated data {(x, w x )}, using a structure that only holds a sample-size number of keys [14, 36, 37] . To sample with respect to f (w x ), we can simply replace the value w x of the element with key x by f (w x ). We can also compute a ppswor sample for sum statistics (when f (w ) = w) over unaggregated [10, 12, 18, 23] distributed or streamed data, with similar efficiency (albeit with a caveat that when streaming we do not obtain exact frequencies w x for keys in our sample). Such efficient sampling over unaggregated data, however, is not possible for all f . For example, there are polynomial lower bounds on the structure size needed by a streaming algorithm that approximates frequency moments Q (x p , X) with p > 2 [1] .
SAMPLING FRAMEWORK
We present a framework for sampling unaggregated datasets that extends ppswor sampling. Our sampling schemes can be realized in streamed or distributed settings by structures that only contain a cache S or (current) sampled keys. In particular, the structure size never exceeds the final sample size.
A sampling scheme in our framework is specified by a mapping function of data elements to numeric scores. The mapping is specified by a distribution hDist, a random hash distribution H so that with h ∼ H , h(x ) ∼ hDist and h(x ) are independent for different strings x 2 and a function Score(д, r ) ≥ 0 where д is in the support of hDist, and r > 0. We require that Score is monotone non-decreasing in r . We also require that for any τ > 0, for all д, there is small-enough r such that
We use the Score function, together with h ∼ H , to randomly map all data elements to numeric values as follows:
where Exp[e.val] is an independent exponential random variable with parameter e.val.
We define the seed of a key x
ElementScore(e)
to be the random variable that is the minimum score of all data elements with key x. As with ppswor, we can obtain a fixed-threshold sample S = {x | seed (x ) < τ }, which for a given τ includes all keys with seed(x ) < τ , or a fixed-size bottom-k sample, which for a specified sample size k includes the k keys with smallest seed values and also the (k + 1) smallest seed value (for which we use the notation τ ).
We next express the distribution of seed(x ) in terms of the function Score and the distribution hDist and establish useful properties that follow from our assumptions. Proof. (1) We first consider seed(x )|h, which is the distribution of seed(x ) conditioned on h. From monotonicity of Score and the property that the minimum of independent random variables Exp[e.val] used for scoring the elements with key x is exponentially distributed with the sum of the values, we obtain that seed(x )|h ∼ Score(h(x ), Exp[w x ]). The (unconditioned) distribution of seed(x ) is specified by drawing h ∼ H and then drawing Score(h(x ), Exp[w x ]). From our assumptions, h(x ) ∼ hDist.
(2) The independence of seed(x ) for different keys follows from the properties of our ideal random hash functions h ∈ H .
(3) The positive probability of small seed(x ) follows from our assumptions on Score combined with the exponential distribution having positive CDF for any positive value.
The lemma implies that the joint distribution of seed(x ) for x ∈ X depends only on the aggregated view {(x, w x )} and not on the way data elements are arranged or on the order in which they are processed. 
Estimation Overview
Once we have the sample, we would like to apply estimators to it to approximate statistics Q ( f , H ).
As with ppswor, we use estimators that can be expressed as a sum over keys x ∈ H of per-key estimates f (w x ) ≥ 0 of f (w x ). Our estimates f (w x ) are 0 when the key x is not sampled, and therefore it suffices to sum the estimates over sampled keys. For unbiasedness, it is necessary that any key with f (w x ) > 0 is sampled with positive probability-we only consider f such that f (w ) > 0 ⇒ w > 0.
For estimation, we need information on the frequencies of sampled keys. Exact frequencies w x of sampled keys x ∈ S can be computed in a second pass over the data. This allows us to compute the inclusion probability Pr[seed (x ) < τ ] and then use the inverse probability estimate (2) . In a pure streaming (single sequential pass) setting, we will generally settle for a partial information on the frequency of a sampled key x in the form of a random variable c x ≤ w x . We will use c x with distribution parametrized only by τ and w x so that it is independent for different sampled keys. In particular, our fixed-size streaming schemes are designed so that the distribution of c x (conditioned on τ ) is the same as the distribution with fixed-threshold sampling with τ . To derive estimators, we express sampling as a transform (which depends on τ ) from the distribution w x to the expected outcome distribution c x . Our unbiased estimators f (w x ) are obtained by inverting this transform and expressed as function of τ and c x . Because c x are independent for different keys, we have that conditioned on τ and a subset Y ⊂ S of keys being included in the sample, the estimates f (w x ) for x ∈ Y are independent. The transforms we obtain have a unique inverse, which means that our estimators are the optimal (minimum variance) unbiased and nonnegative sum estimators. Because the two-pass estimators (2) are also optimal, and rely on more information, the exact value w x instead of a sample from a distribution 52:8 E. Cohen with parameter w x , the variance of the streaming estimators is always at least that of the two-pass estimator.
In Appendix A, we establish, for our fixed-size (bottom-k) schemes, unbiasedness and nonpositive covariances of our per-key estimates under the above conditions. This allows us to express the variance of our estimators of statistics in terms of the distribution of τ and the per-key variance f (w x ) when conditioned on τ . This allows us to extend the variance analysis of bottom-k ppswor (Appendix C) to our unaggregated data schemes.
For estimation quality that approaches the "gold standard" (CV upper bound of (qk ) −0.5 ), we would need to sample each key x with probability roughly proportional to f (w x ). That is, to have element scoring function that roughly distributes like 1 − exp(−f (w )τ ). Our challenge is to identify when and how we can achieve this on streamed or distributed data using a small size structure.
TWO-PASS SAMPLING ALGORITHMS
We present our two-pass sampling scheme. The first pass identifies the set of sampled keys S. For fixed-threshold sampling, our sample contains all keys with scores below a specified threshold τ . With fixed-size sampling, the sample contains the keys with k smallest minimum element scores, for a specified sample size k. The operations on the summary structure that are needed to support a streamed or distributed summarization are as follows: Initializing the structure, processing a data element (and updating structure), and merging/composing summary structures of two datasets to obtain a summary structure for their union. Algorithm 1 specifies these operations for the first pass with fixed-k sampling: The initialization is an empty sample with threshold value τ that upper bounds the scoring range. The element processing of e first scores the element. It then tests if e.key is in the current sample and if so updates its seed to the minimum of the current seed and the new element score. If e.key is not in the sample and the element score is below τ , then e.key is placed in the sample with seed value equal to its current element score. If, as a result, the sample now includes k + 1 keys, then the key with the largest seed is deleted and τ is updated to be its seed value. The merge procedure places all keys in the union in a new sample. If a key appeared in both samples, then we use the smallest of the seed values. Otherwise, we take the seed from the sample that includes the key. We also record the smallest of the τ values. If as a result we obtain a sample with more than k keys, then we remove all but the k keys with the smallest seed and set τ to be the (k + 1)st largest seed value. It is easy to verify that the sample at any point satisfies our definitions.
The respective operations for fixed-τ sampling structures are not shown and are simpler: The initialization is to an empty sample. The element processing places a key in the sample on the first element with score below τ . Keys are never deleted from the sample. To merge two samples we take the union of their keys, and associate with each key that appeared in both samples the smaller of the seed values.
In the second pass, we compute the exact frequencies w x for each x ∈ S. Algorithm 2 specifies the structure and operations for streamed/distributed computation (for both fixed-size and fixedthreshold sampling).
STREAM SAMPLING ALGORITHMS: DISCRETE DESIGN
Our one-pass (streaming) schemes are designed for sequential processing of data elements. They also apply to multiple sharded streams as long as all elements with the same key are processed at the same shard. With stream sampling, to facilitate estimation, we need to collect partial information on the frequencies of sampled keys. Our discrete and continuous designs do this differently. In this section, we present the algorithms for the discrete design, which only applies when elements have uniform values (are unweighted). Our more general continuous design is presented in Section 8.
Fixed-Threshold Stream Sampling
The fixed-threshold stream sampling algorithm (discrete design) (Algorithm 3) maintains a set of initially empty counters that are indexed by "sampled" keys S. We process an element e with key x as follows. If x ∈ S, then c x ← c x + 1. Otherwise, if ElementScore(e) < τ , then x is inserted to S and c x ← 1 is initialized. The computation is O (1) per stream element.
Fixed-Size Stream Sampling
Algorithm 4 is a stream sampling algorithm with a fixed sample size k (discrete design). The algorithm maintain a set counters (Counters) indexed by an (initially empty) set S of sampled keys. We denote by c x (Counters[x]) the current count for x ∈ S. For each x ∈ S, we also maintain a lazily computed seed value seed(x ). Recall that we defined the seed value to be the minimum score of the elements we processed but note that our algorithm here maintains it in a lazy fashion by delaying the randomized scoring of element of keys that are currently in S.
To process an element e with key x, we first check if x ∈ S and if so, we increment c x . Otherwise (if x S), we score the element y ← ElementScore(e) and if the score is smaller than τ , we insert x ∈ S with c x ← 1 and set the seed value seed(x ) to the score. As a result, we may have |S | = k + 1 sampled keys. In this case, we would like to evict from S the key with maximum seed. But the seeds are not fully evaluated yet, in that the current seed(x ) only reflect the seed up to the first element that is currently counted in c x . 
We repeat the following until a key is evicted. We pop from S the key y with maximum current seed and set τ ← seed(y). The key y is our current candidate for eviction, but we first need to score its unscored elements and see that it does not get a better (lower) seed value. To do so, we iterate decreasing the count c y and scoring "uncounted" elements until either the count becomes c y = 0 and y is evicted or we obtain a score that is below τ . In the latter case, we reinsert y to S with seed(y) equal to that score. We then look for a new candidate for eviction.
The algorithm may require more computation for some elements. Note however that each decrease of a counter can be "charged" to the processing of the element. So the amortized per-element work of Algorithm 4 is O (1) plus the cost of priority queue operations of O (log k ) (when a priority queue is used to hold keys by current seed value).
DISTINCT AND SUM SAMPLING
We cast two existing classic sampling schemes in our framework: Distinct, which is designed for cap 1 statistics and SH, which is designed for cap ∞ (sum) statistics. Both our discrete-design and continuous-design element scoring functions generalize these two special cases.
Distinct sampling
A distinct sample is a uniform sample of active keys (those with w x > 0), meaning that conditioned on sample size k, all subsets of active keys are equally likely. We use H such that hDist := U [0, 1] and specify Score(д, r ) = д. With h ∼ H , the score of an element e with key x is ElementScore(e) = h(x ). Since all elements of the same key x have the same score,
When we sample with respect to a fixed threshold τ , we retain all active keys with h(x ) < τ . When using a fixed sample size k, the scheme is the following (distinct) variant of reservoir sampling [31] : For each stream element with key x we compute h(x ) and retain the k keys with smallest hash values.
With stream distinct sampling (Algorithms 3 or 4), we obtain c x that is equal to the exact frequency w x for each sampled key x. This is because any key that enters our cache does so on the first element of the key. If a key is evicted, (in the fixed k scheme), then it can never re-enter. We also have that for all keys with w x > 0, the probability that x is sampled is Pr[seed(x ) < τ ] = τ . We can therefore apply the inverse probability estimator (2):
With distributed sampling (Algorithm 1) and the particular case of distinct (cap 1 ) statistics (f (w ) = 1 when w > 0) we obtain the values f (w x ) = 1 for all active keys from the first pass and we can use the estimator (5) without the need for a second pass. In terms of estimate quality, distinct sampling is optimized for distinct statistics. In particular, Q (cap 1 , X) has CV upper bounded by (k − 1) −0.5 [5, 6] and for a segment H with proportion q of distinct keys, Q (cap 1 , H ) has CV upper bounded by (q(k − 1)) −0.5 , as it is equivalent to the ppswor estimator.
For general cap T statistics, however, the CV grows rapidly with T (we shall see it is ∝ √ T ). This is because our uniform sample of active keys can easily miss keys with high f (w x ) values that contribute more to the statistics.
Sample and Hold (SH)
Classic SH, with fixed sampling threshold τ or with fixed sample size k [18, 23] , is specified for uniform element values, so that w x is the number of elements with key x. Casted in our framework, we use Score(д, r ) := r (The distribution hDist is not used) and we get ElementScore(e) ∼ Exp [1] . Note that each key x has w x independent scores drawn and the minimum, seed(x ) ∼ Exp[w x ] is exponentially distributed with parameter w x . (SeedDist[w] := Exp[w]). Therefore, as observed in Reference [12] , the SH sample is actually a ppswor sample with respect to the frequencies w x [36, 37] .
The two-pass distributed algorithm (Algorithms 1 and 2) provide us with exact frequencies w x , and we can apply the ppswor estimator (2) .
With stream sampling (Algorithm 3 and Algorithm 4), the final count of a key x has c x ≤ w x , where w x − c x + 1 is geometric with parameter 1 − exp(−τ ), truncated at w x + 1 (probability of c x = 0 is exp(−τw x )). An unbiased estimator for statistics Q ( f , H ) from an SH sample is [12] 3,4 :
Note that this estimator is nonnegative when f is monotone non-decreasing. 5 This is because for
For cap statistics with small T , a ppswor sample can have CV that far exceeds our (qk ) −0.5 target: When the frequency distribution is highly skewed, the ppswor sample would be dominated by heavy keys. This means that segments with a large proportion of the cap T statistics that mostly include keys with low frequencies would have a disproportionally small representation in the sample and thus large errors. Note that for w log probability is constant and for w , probability is proportional to w. We can see that the probability is close to being proportional to min{w, }, which is what we want for estimating cap statistics. 
DISCRETE DESIGN FOR CAP FUNCTIONS
We define seed(x ) (3) to be the minimum score of an element with key x. When = 1, the seed distribution is uniform for all keys with w x > 0. More generally, we can see that the element scoring (7) provides w x attempts to hit buckets for each key to obtain a lower seed. That way, keys with more elements are more likely to have a lower seed and be sampled but with diminishing return: Keys where w x min{ , τ −1 } are sampled with probability roughly proportional to w x whereas keys with w x min{ , τ −1 } have a roughly constant inclusion probability regardless of frequency. Also note that when the cap parameter is large relative to the inverse sampling threshold Figure 1 illustrates these properties by showing the sampling probability of a key as a function of w x , for selected values of the parameter .
Estimators for d-SH
The output of our stream sampling algorithm is a threshold value τ and a set S of pairs of the form (y, c y ), where y ∈ X and c y ∈ [1, w y ].
Coefficient form. We express our estimators as vectors β (f ,τ , ) , which depends on f , the threshold τ , and the parameter . The ith entry β
is the contribution to the estimate of a key with count i. The estimate on the statistics Q ( f , H ) is then
The distinct sample ( = 1) estimator (5) is expressed using β i ≡ f i τ −1 (using the notation f i ≡ f (i)) whereas the classic SH estimator ( = +∞) (6) is expressed using
We seek estimators of this form for general that are unbiased, admissible, and nonnegative β ≥ 0 when f is non-decreasing.
Probability vector ϕ. Let ϕ i be the probability that the ith element of the same key was the first one to get counted by d-SH . The vector ϕ depends on the parameters and τ . For = 1, we have the closed form ϕ 1 ≡ τ and ϕ i = 0 for i > 1. For = +∞, we have
To express ϕ for general , we let a i j be the probability that we used exactly j ≤ min{ , i} buckets in the first i elements with a certain key.
By definition a 0i ≡ 0 when i ≥ 1, a i j ≡ 0 when j > min{ , i}, and a 1,0 = 0. Otherwise, a 1,1 = 1 and for i > 1, j ≤ min{ , i}, the values can be computed from the relation
Note that as i grows, the vectors a i · converge to a vector that has all entries 0 except a i = 1. It therefore suffices to compute these entries only until i = O ( log( )) (this is a "coupon collector" problem-with high probability all buckets are hit by then). For larger values of i we can use the vector a i · = (0, . . . , 0, 1). We can now write
Note that it always suffices to compute only the
first entries of ϕ, as the tail of ϕ vanishes beyond that.
A two-pass estimator. The probability that a key x is sampled (illustrated in Figure 1 ) is
If we use a two-pass scheme (Section 4), then we can apply the inverse probability estimator (2)
. Inverting the sample counts. We now derive a streaming estimator. We use the notation o i = |{x ∈ S ∩ H | c x = i}| (the "observed" count) for the random variable that is the number of keys x ∈ S ∩ H with c x = i. Let m i = |{x ∈ H | w x = i}| be the number of keys in H with count w x = i. Our statistics (1) can be expressed as
We use the notation Y (v ) for an upper triangular matrix that corresponds to a vector v, such that
. Therefore, from linearity,m ≡ (Y (ϕ ) ) −1 o is an unbiased estimator of m. Therefore, to compute the estimate we need to invert Y (ϕ ) .
The inverse of the matrix Y (ϕ ) has the same upper triangular structure, and can be expressed as Y (ψ ) with respect to another vector ψ. To compute ψ, we consider the constraints Y (ψ ) Y (ϕ ) = I obtained from the product of the first row of Y (ψ ) with the columns of Y (ϕ ) . We obtain the equations ψ 1 = ϕ −1 1 , and for i > 1, 
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This allows us to iteratively solve for ψ i after computing ψ j for j < i using
For distinct sampling we have ψ 1 = τ −1 and ψ i = 0 for i > 1. For classic SH [12] we have ψ 1 = τ −1 , ψ 2 = −(1 − τ )τ −1 , and ψ i = 0 for i ≥ 2. In general, however, ψ can have many non-zero entries. We show the following:
is unbiased.
The unbiased estimate for the contribution of keys with i elements to the statistics is
Therefore, the total contribution, and expressed in terms of o i is
Since the inverse is unique, our estimator is the only unbiased estimator of this form and thus also admissible (minimum variance of this form). Note that when we only compute the first M entries of ψ , we limit the sum expression to range from 1 to min{M, i}. In applications, the coefficients β only need to be computed for i such that there is at least one key x in the sketch with c x = i.
We show that the estimates are nonnegative when f is monotone non-decreasing:
When f is monotone non-decreasing, then for all and τ , β (f ,τ , ) ≥ 0.
Proof. We first claim that any prefix sum of ψ is positive. That is,
We prove the claim by induction on i. The base case of the induction has Rearranging, we obtain
We now argue that the right-hand side is nonnegative. In fact, each summand, and each term in the product are nonnegative. Nonnegativity of the sums j i=1 ψ i follows from the induction hypothesis for j < h. Nonnegativity of the differences ϕ h−j − ϕ h−j+1 for j < h follows from ϕ i ≥ 0 being non-increasing (recall that ϕ i is the probability that the ith element of a key is the first one to be counted). Now, the left-hand side is nonnegative and
We are now ready to establish the nonnegativity of the estimation coefficients:
The nonnegativity of the right-hand side follows from monotonicity of f and our claim (10) on the nonnegativity of the ψ prefix sums.
CONTINUOUS DESIGN FOR CAP FUNCTIONS
We now present our continuous SH sampling schemes, which generalizes the SH ∞ scheme in Reference [10] . Our continuous design offers the following advantages over the discrete design (Section 7) even when applied to uniform values. First, fixed sample-size sampling no longer requires explicitly maintain a lazy seed(x ) for cached keys as we did in Algorithm 4: The lazy value is implicitly captured by the current threshold τ . Second, the estimator can be expressed in terms of f and its derivative. Last, the continuous schemes facilitates multi-objective samples (Section 9).
The scheme with parameter is specified by a hash family H with hDist := U [0, 1/ ] and
The score function returns д if r ≤ 1/ and r otherwise. We use a hash function KeyBase ∼ H and score each element e = (x, v) with key x and a value v > 0 using
We next consider the distribution SeedDist[w] of seed(x ) for a key x with w x = w. [w] ). We use Equation (11) to obtain the first part of the claim.
If r ∼ Exp[w] is such that r < 1/ , which happens with probability 1 − e −w / , then the seed is KeyBase (x ). Otherwise, seed(x ) = r . We use the memoryless property of the exponential distribution, which implies that the conditional distribution of r given that r > 1/ is 1/ + Exp[w]. So with probability e −w / , the distribution is 1/ + Exp[w].
Qualitatively, when w x , the seed is close to exponentially distributed with parameter w x , which is ppswor. When w x , the seed is uniform, which results in distinct sampling. We obtain The y axis shows the inclusion probability as a fraction of the maximum inclusion probability. For all schemes we normalized the threshold to be such that the inclusion probability maximizes at 0.01. The ppswor and the SH 10 plots overlap.
the property that the sampling probability a key x is roughly proportional to cap (w x ), which is needed to approach the "gold standard" CV.
Estimation for Two-Pass Sampling
With two-pass sampling (Section 4) we obtain the frequencies w x of sampled keys. We compute the probability, conditioned on τ , that a key x is sampled.
Lemma 8.2. When sampling with element scoring function (12) ,
Proof. If τ < 1, then seed(x ) < τ if Exp[w x ] < 1/ and then KeyBase (x ) < τ . These two events are independent and have joint probability (1 − e −w x / )τ . If τ ≥ 1, then seed(x ) < τ if Exp[w x ] < τ , which has probability (1 − e −τ w x ). We express the combined probability to obtain the claim.
This allows us to apply the inverse probability estimator, as in Equation (2), to estimate a statistics
We show the following (Proof provided in Appendix E.1): (14) applied to an SH sample with exact frequencies w x (x ∈ S)) is at most
. When = T , we obtain a bound of at most 1.26 times the CV bound of (
) 0.5 we can obtain for samples computed over the aggregated data (Section 2). When = Θ(T ), the CV is O ((q(k − 1) ) −0.5 ) and the upper bound degrades smoothly with the disparity max{T / , /T } between and T . Also note that the increased CV due to the constant e/(e − 1) and the disparity arise from a worst-case analysis and are not inherent. Figure 2 shows the relative inclusion probabilities as a function of the frequency w x for SH 10 , and pps and ppswor with respect to cap 10 (w x ). The "gap" between the ratios for SH 10 and for the pps/ppswor (which are realizable on aggregated data) illustrates our loss relative to the "gold standard" CV. We can see that the gap is larger for frequencies that are around the cap parameter of 10, and maximizes at the ratio (1 − 1/e). In this sense, data with many keys with frequency close to the cap thresholds are the "worst case" for the variance.
Fixed-sample-size sampling is provided as Algorithm 6. To maintain a fixed-size sample, the threshold is decreased when there are k + 1 cached keys, to the point needed to evict a key. The algorithm "simulates" the end result of working with the lower threshold to begin with.
The eviction step is as follows. We draw and fix some "randomization" and compute for each cached key the threshold needed to evict the key. The randomization for key x is captured by u x and r x . We then compute z x , which is the maximum threshold value that is needed to evict x with respect to that randomization. We then take the new threshold to be the maximum z x over keys. One key (the one with maximum z x ) is evicted. For remaining keys, c x (Counters[x]) is updated according to the same u x , r x .
We elaborate on how z x is determined when the current threshold is τ . The key x can be viewed as having a score (computed to the point the key entered the cache) that is at most τ . We can consider the distribution of the score given that it is at most τ : With the randomization, we can take it as u x τ . A necessary requirement for x to be evicted is that the new threshold τ * is below u x τ , so we have z x < u x τ . Conditioned on τ * < u x τ , we can treat this as processing an element with a new (uncached) key x and frequency c x . We consider the threshold value τ * needed for the key to enter the cache. We simply reverse the entry rule: If − ln(1 − r x )/c x ≥ −1 , then the key would enter the cache when τ * ≥ − ln(1 − r x )/c x . If − ln(1 − r x )/c x < −1 , then the key would enter the cache if and only if τ * ≥ KeyBase (x ), with count c x − (− ln(1 − r x )).
Streaming
The streaming algorithms compute a sample S of cached keys and "partial frequency" c x ≤ w x for each x ∈ S. We can view the element score as being continuously assigned to the mass w x . The count c x ≤ w x is the frequency processed after the first point that the score got below τ .
Algorithm 5 performs fixed-threshold stream sampling. When processing an element e = (x, v) with a cached key, we update c x ← c x + v. Otherwise, we fix the "randomization," which allows us to obtain an element score as a decreasing function of a value of the element. We can then compute the minimum value Δ that is needed for the score to be below max{1/ , τ }. If v ≤ Δ, then we break. Otherwise, if τ < 1/ , then we break if KeyBase (x ) ≥ τ . Finally, we initialize a counter c x ← v − Δ. Breaking is equivalent to the element score of e = (x, v) being above τ . If we do not break, then we insert the key into the cache with the remaining value of v − Δ.
We now express the distribution of c x (Counters[x]) and verify that it satisfies our requirement (Section 3) that for any key x, it only depends on w x , , and τ . Recall that for fixed-threshold SH we use the specified τ , whereas with fixed-cache size SH , the statement is conditioned on the randomization on all other keys, which determines τ when x ∈ S. The proof is provided in Appendix B. 
y ← arg max x ∈Counters z x ; Delete y from Counters // key to evict τ * ← z y // new threshold foreach x ∈ Counters do // Adjust counters according to τ * if u x > max{τ * , −1 }/τ then Batch Evictions Optimization. Each decrease of the threshold involves scanning all keys in the cache. The expected total number of evictions, however, is at most k (ln n + ln( e e.val/ min e e.val)), where n is the number of distinct keys. When the threshold τ gets below 1/ , the sample contains the set of keys with smallest KeyBase (x ) values. The order on these values is a random permutation and after i distinct keys are processed the probability that a new key updates the threshold is min{1, k/i}. The sum over i is at most k ln n. When the threshold is above τ we can obtain score below τ after in expectation processing total frequency about 1/τ . Initially, τ in expectation is at most k/ min e e.val The decrease in the threshold is in expectation a factor of k/(k + 1) (the other cached keys have exponentially distributed seed values conditioned on being below τ and we take the largest one).
To reduce amortized eviction cost, we can use a slight modification of the algorithm that evicts δk keys when the cache is full (a fraction of the cache). The modification uses the δ th largest z x instead of the maximum one as the new τ * . All keys y with z y ≥ τ are then evicted. The new threshold is τ * . The computation of the estimators, which we present next, is with respect to the current threshold and is the same with the batched evictions or one at a time eviction.
Estimators for Continuous SH
We seek an unbiased and nonnegative estimator in a coefficient form, that is, a function β (f ,τ , ) (c) defined for any c > 0 and we use the estimator
Theorem 8.
For any continuous f that is differentiable almost everywhere, the estimator that uses
Proof. We separately treat the cases where τ < 1 and τ > 1. We first show that when τ > 1,
For a key of size w, we have density τe −τ x to have count of w − x ∈ (0, w ) (otherwise, the key has count 0 and the estimate is 0). We can write
Consider a key of size w. Its expected contribution to the estimate is
We now consider the case where τ < 1/ , showing that
are unbiased estimation coefficients. For a key with frequency w, we have density τe −x / to have count of w − x ∈ (0, w ). We write
Note that any continuous monotone function, including the cap T functions, is differentiable almost everywhere and hence satisfies the requirements of the theorem.
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We upper bound the CV of the streaming fixed-k SH estimator (Proof is in Appendix E.2): Theorem 8.6. The CV of the estimator Q (cap T , H ) as specified in Equation (15) 
with coefficients (16) (from an SH sample) is upper bounded by
In particular, when = Θ(T ), the CV is O (q(k − 1) −0.5 ), and when = T , the CV is at most
For the special case of sum estimation f (w ) = w and when → ∞, the sampling scheme is the same as weighted sample-and-hold [10] and the estimation coefficients are β (c) = c + τ −1 . We establish in Appendix D (Theorem D.1) that the CV is upper bounded by (q(k − 1)) −0.5 (the same as the bound we get when we know the frequencies of sampled keys).
MULTI-OBJECTIVE SAMPLES
We established that from a fixed-k SH sample we can estimate well cap T statistics when T = Θ( ). This means that if we are interested in estimates with statistical guarantees for cap values T = [a, b], it suffices to use SH samples with parameters i = 2 i a for i ≤ log(b/a) . To process a query for a cap T statistics, we can use the SH sample with that is closest (within a factor of √ 2) from T . In particular, to estimate all cap statistics, it suffices to use samples for log(max x w x / min x w x )) values. Moreover, we can estimate statistics for any f that is a (continuous, discrete, or combined) nonnegative linear combination of cap T functions, using a respective sum of the estimates. For example, for f (w ) := ∞ 0 a(T )cap T (w )dT where a(w ) ≥ 0 we have
Note that since Q (cap T , H ) are unbiased, the estimator Q ( f , H ) is also unbiased (expectation of sum is sum of expectations). Moreover, the CV bounds for the estimates Q (cap T , H ) also carry over to Q ( f , H ).
Proof. We first bound the variance (using properties of the variance of a sum of random variables): 
Stream Sampling Framework and Application for Frequency Cap Statistics 52:21
We can now bound the CV:
We now improve over this basic approach by instead of working with a set {S } of samples with respective caps ∈ L, we work with a single sample S L = ∈L S . The improvement has several components: Sample coordination, which ensures that samples with closer are more similar so that |S L | k |L|, using estimators that benefit from the combined sample, and sampling algorithms that use structure size that is proportional to |S L |.
Sample Coordination
We coordinate the samples for different [3, 15] by using the same "randomization." In our context, the randomization of each key constitutes of two independent random variables Hash(x ) ∼ U [0, 1] and y x ∼ Exp[w x ], which is the minimum over elements with key x of the Exp[w] component used for scoring elements (x, w ). With coordination, we can express the seed of x as a function of as
The sample S includes the k keys with smallest seed values and its threshold τ is the (k + 1)st smallest seed value (or +∞ if there are fewer than k + 1 active keys).
Surprisingly perhaps, we show that the expected number of distinct keys in S L for L = (0, ∞) when the samples S are coordinated is at most k ln n, where n is the number of active keys in the dataset.
Moreover, for a > 1, the probability of |S L | > ak ln n decreases exponentially with a.
Proof. Consider the set of keys ordered by increasing y x . The sample S is as follows. If the number of keys with y x ≤ 1/ is at most k, then the sample contains the first k keys in the order. If there are more than k keys with y x ≤ 1/ , then the sample includes the k among them with smallest Hash(x) values.
For each key in the sorted order we compute the probability that it participates in S for some . The first k keys participate in samples with large and hence they participate with probability 1.
The ith key (i > k) can participate in a sample only if it has one of the k smallest Hash(x) values in any prefix of this order of length at least i. It therefore suffices to look at the smallest prefix that includes our key, which is of length exactly i. Recall that the Hash(x) values are independent of y x ; hence, the probability of that event is k/i. Moreover, the probabilities are independent for different positions in the sequence.
The expected size |S L | is thus the expected number of keys that participate in at least one sample. This is equal to the sum over positions i = 1, . . . , n of the probabilities that is 1 for i ≤ k and k/i 
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A corollary of the proof is that after fixing the randomization, then for each key x, the membership x ∈ S holds for a contiguous interval of values (a x , b x ], where the endpoints have the general form 1/y z for some key z. If x is such that y x is among the k smallest among {y z | z ∈ X}, then b x = +∞ and it Hash(x) is among the k smallest in {Hash(z) | z ∈ X} then a x = 0.
Estimation
We now consider estimators that leverage all the sampled keys x ∈ S L [15] . This allows us to obtain tighter estimates than when using any one sample S . We consider two-pass sampling, so that w x is available for sampled keys, and compute for each key x a probability Φ(w x ) that it is included in at least one of S for ∈ L, when fixing the randomization on X \{x }.
Once we have the probabilities Φ(w x ) we can apply an inverse probability estimate
is at least as large as the inclusion probability of x in any individual S , the variance of the estimate for any query is at most that obtained by using any single sample. Also note that the estimate can still be decomposed to have the form of a sum of of Q (cap T , H ) estimates. The variance and hence the CV of these estimates is at most that we would obtain with a dedicated sample. Hence, using Lemma 9.2, the CV of our estimate for f is at most that of our dedicated estimators for Q (cap T , H ).
We now provide details on how we compute the probabilities Φ. This probability can be computed from w x and the set of pairs { , τ −x } for ∈ L. Here, we define τ −x to be the kth smallest seed (z) for z ∈ X \{x }. When x ∈ S , this is the threshold τ and otherwise, it is max z ∈S seed (z).
where C ( , x ) is the condition y < max{τ −x , 1/ } and h < τ −x .
Proof. Using the independent random variables y x ∼ Exp[w x ] and Hash(x), the condition for inclusion of x in S is that
The condition for inclusion in S L is that (y x , Hash(x)) satisfy the condition for at least one ∈ L.
When working with L that contains a contiguous interval, such as L = (0, ∞), we can express the kth and (k + 1)st smallest values in seed (z) as a function of 1/ as a piecewise linear function with at most k ln n pieces (in expectation). This allows us to compute Φ(w x ) for all keys in x ∈ S L .
Sampling Algorithm
We can realize the sampling scheme with structure size that is proportional to the number of distinct keys in |S L |. Let i be our list of cap parameters in decreasing order. We maintain for each i, the k + 1 keys with smallest Hash(x) among those with y x < 1/ i . If for the highest values in L there are fewer than k + 1 keys with y x < 1/ , then we include the k + 1 keys with smallest y x .
When L = (0, +∞) then we keep all keys with Hash(x ) that is one of the (k + 1) smallest among all keys with at most the y value. Note that we can do this with a composable sketch over the unagregated data. The "y" value of each key is the smallest over processed elements. In expectation we keep at most k ln n keys at any point.
SIMULATIONS
Our experimental evaluation is aimed to understand the error distribution of our estimators. Our analysis provided statistical guarantees on the errors that are close to the "gold standard" attainable on aggregated data. The analysis, however, is worst case in terms of the dependence on the disparity max{ /T ,T / } and the factors of (e/(e − 1)) 0.5 ≈ 1.26 (two-pass) and (2e/(e − 1)) 0.5 ≈ 1.8 (one-pass), which assume a worst-case frequency distribution (error is larger when w x ≈ ) and not reflecting the advantage of with-replacement sampling that is significant when there is skew. We therefore expect actual errors to be much lower than our upper bounds.
Our sampling algorithms and estimators were implemented in Python using numpy.random and hashlib libraries. Simulations were performed on MacBook Air and Mac mini computers. We did not attempt to benchmark performance in terms of running time, since computationally, our algorithms are similar to the widely applied distinct sampling or counting algorithms and can easily be tuned and scaled to very large datasets and common platforms.
We generated streams of 10 5 elements with uniform values. The keys were drawn from a Zipf distribution with parameter α = 1, 1.1.2, 1.5, 1.8, 2. This range of Zipf parameters is typical to large datasets and working with them allowed us to finely understand the error dependence on the skew (Zipf with larger α is more skewed and has fewer distinct keys per number of elements). The average number of distinct keys in our simulations, and respective sample sizes we used, was 4.3 × 10 4 for α = 1.1 (used k = 100); 1.84 × 10 4 for α = 1.2 (used k = 100); 3.04 × 10 3 for α = 1.5 (used k = 100); 841 for α = 1.8 (used k = 50); and 437 for α = 2 (used k = 50).
For each stream, we computed the exact frequencies of each key for reference in the error computation of the estimates. For a set of sample cap parameters = 1, 5, 20, 50, 100, 1, 000, 10, 000 (and also = 0.1 with continuous samples), we computed discrete and continuous fixed-k SH samples. Discrete SH sampling used Algorithm 4 with scoring function (7) and continuous SH sampling used Algorithm 6.
From each sample, we computed an estimate of the frequency cap statistic Q (cap T , X) over all keys for parameters T = 1, 5, 20, 50, 100, 1,000, 10,000. With discrete SH , we used the estimator of the form (8) and computed estimation coefficients as in Theorem 7.1. With continuous SH , we used the estimator (15) with coefficient function (16) , which for cap T statistics is
For each ,T combination, we also computed the estimate that is obtained from two-pass algorithms (Section 4), applied with element scoring (Equation (7)) for discrete schemes and Equation (12) for continuous schemes. We used the inverse probability estimate x min{T , w x }/Φ(w x ), where Φ(w x ) is (13) for continuous schemes and as outlined in Section 7 for discrete schemes.
For each of these estimates, we computed the relative and NRMSE errors, averaged over multiple (rep = 200 or rep = 500) simulations (each using a fresh hash function and randomness). Selected simulation results showing the errors for ,T combinations are provided in Figure 3 for discrete SH and in Figure 4 for continuous SH . The minimum error for each statistics T across samples is in bold.
Discussion of Results
When looking at the parameter with smallest error for each cap statistics T , we see the diagonal pattern expected from our analysis, where the error is minimized when ≈ T and degrades with disparity between T and . Note that the smallest distinct sampling threshold we had was τ ≈ 0.001 (for α = 1.1), therefore, our high values effectively emulated uncapped SH. Even for these realistic distributions, we observe that a considerable performance gain by using an appropriate sample for our particular cap statistics. We can also see that the sensitivity of the error to the parameter increases with skew (higher Zipf parameter α). In particular, the ratio of the error to the bold minimum when using a high sample to estimate distinct counts was 52:24 E. Cohen up to a factor of 3, whereas the reverse could be 30-fold or more. The increase in error for midcap statistics by using the better one of = 1, ∞ instead of the minimum was up to 40%. Note, however, that even this is optimistic, as we measured error on the whole population-on segments with frequency distributions that do not match that of the population, error can be much higher. 6 Comparing the error of two-pass versus streaming estimates (both are the same for distinct counts = 1 but diverge otherwise), we observe that the benefit of the second pass is limited to 10% and typically lower. This agrees with our CV upper bounds that are only slightly larger for the streaming estimates. This suggests that the choice of scheme should depend on the computational platform. The = 1,T = 1 estimates have NRMSE ≈ 1/ √ k − 2, this is because the upper bounds for approximate distinct counting are fairly tight [5, 6] as there is no dependence on the frequency distribution. In our simulations, for higher cap values T , the minimum error (over ) was typically much lower than the CV upper bounds. This suggests using adaptive confidence bounds, based on sampled frequencies, rather than relying only on the CV upper bounds.
RELATED WORK
There is a large body of work on computing statistics over unaggregated data that we can not hope to cover here. The toolbox includes deterministic structures such as Misra Gries for frequent keys [32] , other sampling algorithms [11] , and random linear projections (linear sketches) [1, 16, [30, 33] . These techniques do not apply for cap statistics, as there are no appropriate stable distributions for cap functions. They are also specific to the choice of p and there is no support for segment queries. L p samples, which sample keys roughly proportionally to w p x , are with-replacement, so less effective for skewed data, and have polylogarithmic encoding overhead. Of relevance to us is also a characterization of all monotone frequency statistics that can be estimated in polylogarithmic space and a single pass [2] . The construction, however, is mostly of theoretical interest. Generally, linear sketches have a significant encoding overhead and in practice, when updates are positive, are outperformed by sample-based sketches. In particular, all practical distinct counting algorithms are based on the sample-based MinHash sketches [6, 20, 21, 25] . For sum queries, weighted SH experimentally dominated linear sketches even in the presence of some negative updates [10] .
CONCLUSION
We propose a simple but powerful bottom-k sampling framework that is suitable for streamed or distributed unaggregated data. Our framework generalizes classic schemes for distinct and sum 52:26 E. Cohen statistics. At the core we use a randomized scoring function of data elements that is tailored to the statistics we want to estimate. The sample then includes the keys with the lowest element scores. We specify scoring functions that are tailored for cap statistics and derive corresponding estimators that have quality that nearly matches that of a sample of the same size that is computed over the aggregated view.
Looking ahead, we would like to apply our framework to other statistics, extend it to support negative updates [10, 22] , and understand the theoretical limits of the approach.
APPENDIXES A BOTTOM-K PROPERTIES
Consider bottom-k sampling of key value pairs {(x, w x )}, where w x > 0. The sampling is specified by a continuous probability distribution SeedDist[w] parametrized by w with support on the nonnegative reals and such that
Each key is assigned an independent seed(x ) ∼ SeedDist[w x ] and a bottom-k sample S includes the k keys with smallest seed(x ) and also the (k + 1)st smallest seed(x ) value, which we denote by τ .
We use this sample to estimate statistics Q ( f , H ) where f (w ) ≥ 0 is such that f (w ) > 0 ⇒ w > 0. We compute per-key estimates f (w x ) ≥ 0 that are positive only when x ∈ S. We then estimate
Some bottom-k sampling schemes, as when sampling aggregated data or when performing a second pass provide us with the frequencies w x (and thus f (w x )) for sampled keys x ∈ S, and we use the estimate
Assumptions on the streaming estimator: Our streaming schemes do not provide us with f (w x ). Instead, when x is sampled, we obtain a random variable f (w x ). We assume now that f (w x ) has the following properties:
.
(2) Conditioned on the keys included in S and on the value τ , the random variables f (w x ) for x ∈ S are independent. (3) The variance of the estimator when conditioned on τ is non-increasing:
x is non-increasing in τ . Note that these assumptions always hold for the inverse probability estimator (19) . We next establish some useful properties that follow from these assumptions.
We first show that for all x, f (w x ) is an unbiased estimate of f (w x ). Therefore, from linearity of expectation, Equation (18) is an unbiased estimate of the statistics. We establish this using assumption (1) Proof. Let τ be the kth smallest seed[y] value for y x. It is a random variable from some distribution τ ∼ T x .
We first consider the expectation of f (w x ) conditioned on fixed seed[y] for all y x (and thus fixed τ ). We have x ∈ S ⇐⇒ seed[x] < τ . Thus, using assumption (1)
Finally,
We show that the estimates for different keys have nonpositive covariances. We will use assumption (2) that states that the estimates are independent when conditioned on τ and on inclusion of two keys.
Lemma A.2 (Nonpositive covariances). For any two keys x, y
Proof. When k = 2, at most one of x or y can be sampled (there is one key in the sample). So one of the estimates must be 0 and thus f (w x ) f (w y ) = 0, and we have strict inequality (negative covariance).
When k > 2, we show that the covariance is zero. That is,
The seed values seed[z] of all keys other than x, y determines the value τ ∼ T xy of the k − 2 smallest seed among these keys.
Consider When this event happens, the sample has threshold value τ (the k + 1st smallest seed amongs all keys). Conditioned on this, using assumption (2), we have that f (w x ) and f (w y ) are independent nonnegative random variables with expectation
Hence the expectation of the product is the product of the expectations that is
In all other cases (probability 1 − Pr[seed(x ) < τ ] Pr[seed(y) < τ ]), at most one of x, y is sampled and f (w x ) f (w y ) = 0.
Thus, the conditioned expectation
Therefore, the unconditioned expectation is the same
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A.1 Bounding Variance
The zero covariances property allows us to bounding the variance of our estimates of statistics by the sum of the per-key variances:
We first consider the variance of f (w x ) conditioned on τ , which is
The unconditioned variance depends on the distribution of τ , which might be slightly different for different keys
We relate the variance (20) to the conditioned per-key variance (which we can bound). We use assumption (3) To bound Equation (20), we will specify a closed expression for a function T that dominates the distributions T x for all x. We then have the relation
The lemma enables us to bound the variance (20) of the statistics in terms of the per-key fixedthreshold variance using:
B PARTIAL FREQUENCY COUNTS DISTRIBUTION
We provide the proof of Theorem 8.4.
Proof. We first consider fixed-τ SH . We use Φ(w ) (Equation (13)), which is the probability that a key of frequency w is sampled. This is the same as the probability of a key with w x w starting to get counted after processing y ≤ w of its occurrence frequency. The partial derivative of Φ(w ) with respect to w is the density function ϕ (y) on the frequency y at which a key starts getting counted: ϕ (y)dy = 1 − Φ(w x ) is the probability that x is not sampled. We now establish our claim for the fixed-size sampling algorithm. We start with a precise definition of the conditioning we use. The randomization used for a key x includes the random hash value used in KeyBase (x ), the randomization used to assign scores to all the elements of x, and the random u x , z x (freshly drawn per eviction step) used to adjust the counters. Observe that given that a key x is cached, the threshold value τ only depends on the randomization of the other keys but not on that of x. When x is not cached, the threshold value τ may depend on the randomization used for x. But in this case, c x = 0.
We show that after each step, the distribution of the final value of c x has the claimed density, when conditioned on the current threshold τ . Correctness when τ does not change follows from the treatment of the fixed-threshold case. It remains to consider eviction steps. Let τ be the threshold value before eviction and let τ * be the new threshold value after eviction. If the new τ * is determined by our key x, then our key x is evicted. Otherwise, the new τ * is determined by the kth largest z x among all other keys. This value depends only on the randomization of other keys and not on u x , r x .
We now need to show that the particular computation we used for the count adjustment preserves the claimed form of the distribution. For that we assume that the distribution of c x was as claimed with respect to the initial threshold τ . We express it as a function of the final threshold τ * .
We first consider the case τ > 1 and τ * ≥ 1. With probability τ * /τ the density at y is the same and with probability (1 − τ * /τ ), it is the integral over u of the density with τ at u < y and the density of a new deduction, which is Exp(τ * ) at y − u. Now observe that the density of the deduction conditioned on τ before the adjustment was (by our assumption) τe −yτ . We obtain
= τ * e −τ * y .
We now consider the case that τ > 1 and τ * < 1. With probability 1 − τ * , we have KeyBase (x ) ≥ τ * and the final count is 0. With probability ( τ ) −1 τ * = τ * /τ , we have u x ≤ 1/( τ ) and KeyBase (x ) < τ * and the count remains the same. Otherwise, with probability
we have u x > 1/( τ ) and KeyBase (x ) < τ * . In this case we consider the density y of the sum of the previous u and new deduction (y − u) ∼ Exp(1/ ). We obtain
Last, we consider the case τ < 1. With probability τ * /τ the key maintains the same count, since conditioned on KeyBase (x ) < τ , we have KeyBase (x ) < τ * with probability τ * /τ . Otherwise, the 52:30 E. Cohen count is 0. So we obtain the density τ * τ τe −y/ = τ * e −y/ .
C PPSWOR VARIANCE ANALYSIS
We use the bottom-k framework and variance analysis methodology in Appendix A to upper bound the CV for ppswor. Our bounds for other sampling schemes build on the ppswor proof we present here. We use the notation s W ,k and S W ,k , respectively, for the density and cummulative distribution functions of the Erlang distribution Erlang(W , k ), which is a sum of k independent exponential distribution with parameter W . Consider now ppswor sampling of X with respect to weights w x and let W = z w z . For a particular key x, let B x be the distribution of the kth smallest seed value in X \x.
Lemma C.2. For all keys x, the distribution B x is dominated by Erlang(W , k ).
Proof. Let τ ∼ B x . By definition, τ is the kth smallest of independent exponential random variables with parameters w y for y ∈ X \x. From properties of the exponential distribution, the minimum seed is exponentially distributed with parameter y ∈X \x w y = W − w x . Conditioned on a particular key z 1 having the smallest seed, the difference between the minimum and second smallest is exponentially distributed with parameter W − w x − w 1 , where w 1 is the weight of the key z 1 with minimum seed, and so on. Therefore, the distribution on τ conditioned on the ordered set of smallest-seed elements is a sum of k exponential random variables with parameters at most W . The distribution B x is a convex combination of such distributions: One distribution for each possible ordered subset of size k of X \x, and each such choice has probability equal to the probability of the ordered subset being the first k keys of ppswor sampling from X \x,.
Therefore, from Lemma C.1, the distribution B x (for any x) is dominated by Erlang with parameters (W , k ). 
Proof. We extend the analysis in References [5, 6] (note that here we take k to be the sample size without the threshold (k + 1 smallest seed) whereas in References [5, 6] k is larger by 1).
WLOG, since we are considering sampling aggregated data, we assume w x ≡ f (w x ). Let W =
x ∈X w x be the total weight of the population. We first consider the variance of the inverse probability estimate for a key with weight w with respect to a fixed-threshold τ . The variance is (1/p − 1)w 2 , where p = 1 − e −wτ and is at most
2 e −τ w 1 − e −τ w ≤ w/τ , using the relation e −x /(1 − e −x ) ≤ 1/x.
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Note that the conditioned variance bound of w/τ is the same as we obtained in the proof of Theorem C.3. Also note that the distribution of τ , the kth smallest seed in X \x, is the same as in ppswor and we can conclude as in the proof of Theorem C.3: We take the expectation of this variance over the distribution S W ,k that dominates B x and using the nonpositive covariances, bound the variance on w (H ) by
E CV BOUND FOR CAP T statistics with SH
In this section we provide the variance analysis for our continuous-design (Section 8). We bound the variance by relating the distribution of seed(x ) under fixed-k SH to the distribution with ppswor with respect to key weights min{w x ,T }, that is, using seed (x ) ∼ Exp[min{w x ,T }]. For the purpose of this analysis, we work with SH seed distribution that is exponential when conditioned on y < 1/ instead of uniform. This does not change the algorithm or estimation, since there is a monotone transformation that preserves seed order. The SH density function of the seed of a key with frequency w is
We now can relate
Lemma E.1. For any key x and cap value T , the density function
Proof. We show that for any point z ≥ 0,
The proof is via case analysis. We start with z ≤ 1/ . We have that
1 − e −w / 1 − e −1 . Therefore, to establish the claim (24) we need to show that
• Case w < T :
using the relation
and thus Equation (25) 
E.1 CV Bound for two-pass Estimator
We are now ready to bound the variance of the fixed-k SH estimator when exact frequencies of sampled keys are available. The estimator is applied to an SH sample that includes the exact cap T (w x ) values of sampled keys.
We first bound the variance of the estimate for a key when conditioned on τ .
Lemma E.3.
Proof. The inclusion probability of a key x conditioned on the threshold τ is
The variance conditioned on τ of the inverse probability estimate is
For τ > 1 we have The last inequality uses the relation e x ≥ 1 + x for x ≥ 0. Substituting in Equation (30) we obtain
It remains to treat the case τ ≤ 1. We will establish that 1 − 1/e (1 − e − τ )(1 − e −w / )
We first consider w ≥ . In this case the right-hand size is fixed at 1/( τ ). To maximize the lefthand size, over w ≥ , we take w = . We then obtain that the left-hand size is at most e − τ 1−e − τ ≤ 1 τ , which establishes Equation (31) .
We next consider w ≤ , recalling that we already assume τ < 1, and thus have w < < 1/τ . To maximize the left-hand side of Equation (31) under these assumptions we need to minimize the denominator h( ) ≡ (1 − e − τ )(1 − e −w / ) in the range w < < 1/τ . By taking the derivative ∂h ∂ ≥ 0, we see that it is negative in this range. Therefore, h( ) is minimized for = 1/τ . Substituting = 1/τ , we obtain that the left-hand size of Equation (31) The second-to-last inequality uses our assumption that w ≤ .
We are now ready to conclude the proof of Theorem 8.3. We bound the variance with respect to the distribution B using the dominating function as in Lemma E.2. We obtain that the variance for key x is
We conclude as in the proof of Theorem C.3, showing that our estimate of Q (cap T , H ) for a segment H with proportion q of the cap T statistics has CV that is at most ( ) 0.5 .
E.2 CV Bound for One-Pass
We provide the proof of Theorem 8.6, which bounds the variance of the one-pass estimators.
The estimators are applied to the same sample distribution of included keys and the proof outline is similar to that of the two-pass estimator (Theorem 8.3). The only component we are missing is a bound on the conditional variance var [ĉap T (w x ) | τ ]: Since the exact frequency w x is not available, we cannot apply Lemma E.3 and instead compute the variance of the one-pass estimator that is applied to the partial frequency count c x .
Lemma E.4.
Proof. The estimation coefficients β (c) are provided in Theorem 8.5. We bound
The last inequality follows from unbiasedness E[β (c)] = cap T (w ).
For cap T , we have f (x ) = 1 for x ≤ T and f (x ) = 0 otherwise. Therefore,
We use the density function of c given w, which is provided in Theorem 8.4. The density function for w ≥ c > 0 is τe −τ (w −c ) when τ ≥ 1 and τe −(w −c )/ when τ ≤ 1. We have that β (c) = 0 when c = 0. We now use case analysis. 
The second to last derivation substitutes w = T for the w value that maximizes the expression subject to w ≥ T . We then use (1 − e −x ) ≤ x.
F DISCRETIZED THRESHOLD SAMPLING
A variation on the fixed-k discrete SH sampling scheme that can be useful in practice is to limit the algorithm to work with a discrete set of thresholds (think τ = α i for some α < 1) (see Algorithm 7). 
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When the cache is full, the threshold is adjusted in iteration until its size drops below k. Discretized thresholds with fixed-k SH were considered in Reference [12] . Discretized thresholds have the advantage that the number of times keys are pulled out/placed back on the priority queue for updates is lower. Another advantage is that the estimators, when expressed as coefficients that depend on and τ , can be reused with different samples.
G APPROXIMATE cap T Counters
Our design computes a sample of the active keys, over which segment statistics can be estimated. One can also consider the more basic problem of only estimating the statistics over the full dataset Q ( f , X).
The case cap 1 corresponds to a (approximate) distinct count of keys, which is a fundamental and well-studied problem. The case cap ∞ is the total frequency of the full stream that is trivially computed using a single counter.
Our constructions can be modified to be more efficient when we are only interested in estimating Q (cap T , X): Instead of storing full identifiers of cached keys, which are needed for a sample, we can hash the key domain to a domain of size that is polynomial in the number n of distinct keys. The resulting sketch size in this case would be O (log n) to represent each key hash and the count (which we can cap by a polynomial in T to ensure the representation of the counts is at most O (logT ). The result is an approximate cap T counter on streams that has state (structure size) that is O (ϵ −2 (logT + log n) and provides estimates with CV of ϵ.
State-of-the-art approximate distinct counters, however, have a smaller, double logarithmic dependence on n [20, 25] ; in an appropriate representation, the state can be compressed to O (ϵ −2 + log log n). We present here a lightweight algorithm that provides a rough approximation of Q (cap T , X) with double logarithmic state. We apply to each stream element the string returned by the element scoring function ElementScore(h) (7) used in our discrete SH T algorithm. We then apply any off-the-shelf approximate distinct counter [6, 20, 21, 25 ] to the stream of ElementScore(h). Recall that the elements being counted are the identifiers of key-bucket pairs from the original stream, where a bucket b ∼ U [1, . . . ,T ] is drawn independently for each stream appearance of the key.
We now analyse the quality of this approximation.
Lemma G.1. The expected number of distinct strings generated is between (1 − 1/e)Q (cap T , X) and Q (cap T , X).
Proof. The expected number of distinct strings that are generated for a key of cardinality w is (1 − (1 − 1/T ) w ). This is because the probability that we do not hit a certain bucket with w elements is (1 − 1/T ) w . Thus, the expected number of empty buckets is T (1 − 1/T ) w .
So in expectation, a distinct counter applied with T buckets would produce an underestimate. The worst relative error is obtained for keys with w = T , where the expected count is T (1 − 1/e), thus the relative error is 1/e. However, the error depends on the distribution of key sizes, and is small for cardinalities much larger or smaller than T .
This approach can obtain a rough estimate of Q (cap T , X) to within (1 − 1/e, 1) using state of size O (log log n). (Since there is inherent error of 1 − 1/e, there is no benefit in using a more accurate distinct counter.)
One approach to reduce the error, left for future work, is to apply the counting with multiple values of T .
