For the first time , the Holonic Particle Swarm Optimization (HPSO ) algorithm applies multiagent theory about the improvement in the PSO algorithm and achieved good results. In order to further improve the performance of the algorithm, this paper proposes an improved Adaptive Holonic Particle Swarm Optimization (AHPSO) algorithm. Firstly, a brief review of the HPSO algorithm is carried out, and the HPSO algorithm can be further studied in three aspects: grouping strategy, iteration number setting, and state switching discrimination. e HPSO algorithm uses an approximately uniform grouping strategy that is the simplest but does not consider the connections between particles. And if the particles with larger or smaller differences are grouped together in different search stages, the search efficiency will be improved. erefore, this paper proposes a grouping strategy based on information entropy and system clustering and combines two grouping strategies with corresponding search methods. e performance of the HPSO algorithm depends on the setting of the number of iterations. If it is too small, it is difficult to search for the optimal and it wastes so many computing resources. erefore, this paper constructs an adaptive termination condition that causes the particles to terminate spontaneously after convergence. e HPSO algorithm only performs a conversion from extensive search to exact search and still has the potential to fall into local optimum. is paper proposes a state switching condition to improve the probability that the algorithm jumps out of the local optimum. Finally, AHPSO and HPSO are compared by using 22 groups of standard test functions. AHPSO is faster in convergence than HPSO, and the number of iterations of AHPSO convergence is employed in HPSO. At this point, there exists a large gap between HPSO and the optimal solution, i.e., AHPSO can have better algorithm efficiency without setting the number of iterations.
Introduction
Particle swarm optimization (PSO) has been successfully applied to many optimization problems. Due to its particular superiority in tackling the nonconvex, nondifferentiable, and even not well-defined problems, evolutionary algorithms have attracted increasing interests and achieved good development in both academia and industry in the past several decades [1] [2] [3] [4] [5] [6] [7] . PSO algorithm is conducive to machine optimization [8, 9] , energy management [10] , the accurate prediction and optimization of cogging torque [11] , and other engineering aspects. Besides, it also helps to solve minimum set covering problems [12] , the obnoxious p median problems [13] , and other academic problems. Yet, PSO is premature and prone to local optimization. Scholars have conducted in-depth research on this, and they have achieved fruitful results. e major research directions are stratified into three types. e first is to dynamically adjust the parameters of PSO search to change the search strategy in line with stages [14] . Since the PSO algorithm's parameters affect the performance of the algorithm, Hu et al. [15] studied the automatic control mechanism to ensure that better parameters are obtained during each iteration. Yet, such method can be calculated only for differentiable functions, which limits its application scope. Bai et al. [16] focused on the study of feasible search space that should be solved urgently to reduce the search space of PSO algorithm so as to accelerate the solving process of multiobjective optimization problem. is method is conducive to solving high dimensional complex problems, but it needs to be further analyzed and modeled.
is method can be used only after the constraint conditions are transformed, and the improvement degree of PSO algorithm is limited.
Pham et al. [17] built the low-discrepancy sequence of initialized particle swarm optimization with high-order nonlinear time-varying inertia weight (LHNPSO) algorithm to achieve the segmentation of magnetic resonance imaging. Yan et al. [18] introduced a request and reset strategy to reset low-fit particles, making the reset particles form the best group around the optimal particles, improving search results. Yet, such algorithm will increase the probability of falling into local optimum during the optimization. Jordehi [19] constructed time-varying weight coefficient and adaptive adjusted particle search strategy, which provides feasible plan for estimating circuit model parameters of PV cells/modules. Chen et al. [20] employed fitness function to dynamically and adaptively adjust particle weight and effectively improved the search mode of particles at different times. However, the order of magnitude and variation of fitness function may vary with problems. Such a method needs further improvement. e second is to combine the PSO algorithm with other heuristic algorithms to supplement each other. Ghorbani et al. [21] built GA-PSO algorithm by incorporating PSO and Genetic Algorithm (GA) to optimize the sizing of an off-grid house with photovoltaic panels, wind turbines, and battery. Accordingly, the favorable results are obtained. is method stratifies the population into two groups to perform PSO and GA operations, respectively. In each iteration, it improves the best position by comparing the optimal results of the PSO algorithm and GA. In fact, each step of the algorithm is running independently, and the results are always those of GA modified PSO. If the performance function of GA is constantly poor, GA has no effect and consumes numerous computing resources. e optimization algorithm is virtually the only PSO processing.
Goudarzi et al. [22] and Ran and Mesut [23] incorporated artificial bee colony (ABC) and PSO, thereby improving the performance of PSO algorithm. Gupta and Saini [24] and Liu et al. [25] used fuzzy theory to improve PSO algorithm, which effectively solved the problems to be solved. is method should set the fuzzy function, whereas the fuzzy function may vary with optimization problem, which impacts the algorithm performance. Jiang et al. [26] employed wavelet mutation to reduce the probability of PSO falling into local optimum, whereas different wavelet bases were selected for different problems, which may result in the difference in performance.
is algorithm can be further improved. Chen et al. [27] initialized the group using opposition-based learning (OBL), increased the population diversity, and reduced the possibility of PSO particles to fall into local optimum using the properties of ergodicity, nonrepetition, and irregularity of SCA. e third is to improve the search performance by changing PSO's particle topology. Issa et al. [28] conducted the ground search in accordance with the concept of hierarchy and the favorable exploitation of prominent regions of sine cosine optimization (SCA) so as to improve the accuracy of search. It conducted the top search using the excellent exploration of the search space of PSO to increase the population diversity. rough these efforts, the Adaptive SCA-PSO algorithm is established, thereby balancing exploration and exploitation and gaining favorable results. Because of the randomness of the initial population, the grouping strategy will inevitably affect the efficiency of the algorithm. is problem is not the focus of literature [28] , and there is less discussion on the updating method of parameters in SCA.
us, such an updating method has more space for further study.
Based on orthogonal experimental design, Zhan et al. [29] [30] [31] increased particle diversity and search rate. Yet, this method holds only when no or weak interaction among the factors exists, and the orthogonality may not be likely to achieve in complex problems. In this regard, Al-Bahrani and Patra [32] made great efforts to solve the above problems by building a novel orthogonal PSO algorithm based on orthogonal diagonalization. Besides, 30 standard functions are tested to verify their performance. However, the discussion and its proof process in literature [32] suggest that it is necessary to ensure that all vectors in the d-dimensional search space are linearly independent, thus limiting the applicable scope of the algorithm. P. Liu and J. Liu [33] and Tan et al. [34] employed multileader methods to improve the topological structure of particles, thereby improving the algorithm efficiency. us, this literature effectively guides the subsequent research.
Scholars have conducted in-depth research on this problem from different perspectives. Among the method of changing the topology, literature [1] referenced Holonic Particle Swarm Optimization (HPSO). Multiagent systems have now achieved widespread success in many fields but have never been applied to improved PSO algorithms. Because the PSO algorithm particles themselves do not have the ability to learn and evolve autonomously, they are not agents. And if you increase the intelligence level of PSO particles, you will sacrifice the speed of the PSO algorithm. Literature [1] improved the PSO algorithm by holonic approach and improved the topology of particles. For the first time, multiagent theory was applied to the improved PSO algorithm. By designing the hierarchical way, the ability to globally search the particles is improved according to the interaction between the levels and different levels of information. e constraint on the problem is reduced, and there is no explicit limit to the objective function, which broadens the applicability of the algorithm. And the performance of the algorithm has been greatly improved. e method of the literature [1] has three points that can be improved, namely, the grouping mode, the search state switching condition, and the setting of the number of iterations.
(1) e literature [1] uses a random grouping method.
is paper proposes a grouping strategy based on information entropy and system clustering and combines two grouping strategies with corresponding search methods.
is method improved search performance.
(2) e search method of the literature [1] is to directly convert to the precise search after performing a fixed number of range searches. Based on the fitness function gradient, this paper constructs adaptive switching and reverse switching strategies to achieve adaptive mutual conversion between range search and precise search. e method is more reasonable. (3) e algorithm of [1] is to set the number of iterations. It is very likely that the algorithm has converged and the algorithm is still running. is paper constructs an adaptive termination condition, which causes the particles to terminate spontaneously after convergence, saving computational resources and time.
Structure of this study is organized as follows: in Section 2, the main work of literature [1] is briefly reviewed; in Section 3, the places that can be improved in literature [1] are discussed; in Section 4, a novel grouping strategy is established; Section 7 verifies the effectiveness of the proposed method through simulation and compares the proposed method with mainstream method to highlight its advantages; and Section 8 draws a conclusion and summarizes the whole paper.
Review of Holonic Particle Swarm Optimization
is section begins with a brief review of the holonic structure of [1] . e principle of the HPSO algorithm is then discussed. Finally, the architecture and process of HPSO algorithm are introduced.
2.1. Holonic Structure. Multiagent system was used because the agent has the ability to learn and evolve and can emerge the ability that the monomer does not have through communication, cooperation, competition, etc., that is, realize group intelligence.
is system has become a research hotspot in today's academic circles and has been widely used in many scientific fields. At present, there are two main ways to improve the capabilities of multiagent systems. One is to study the ability to improve the acquisition, processing, and feedback of individual devices. e other is to build and improve the topology of the system from the perspective of the system and improve the ability of system information transmission and interaction, thereby improving the overall efficiency of the system. e holonic structure is a special topology. By affecting the role, interaction, and organizational behavior of the agent system, the original simple system can generate complex capabilities and achieve more powerful functions.
Holonic approach is illustrated in Figure 1 . Figure 1 shows a three-layer holonic structure consisting of 11 agents. On the Level 1 layer, 11 agents are divided into three groups, and each group of agents only exchanges information within the group. rough information exchange, the group forms a virtual agent on the Level 2 layer. e virtual agent grasps all the information of the agent in the corresponding group of the Level 1 layer and obtains the optimal information of the group. Similarly, the three virtual agents of the Level 2 layer form a new group and interact with each other, thus forming a global agent at the Level 3 layer and grasping all the agent information.
If we do not build a holonic structure, then 11 basic agents' information are needed to perform real-time information interaction, which requires each agent to have strong information transmission, storage, and processing capabilities. In this case, each node stores global information. Each node solves its own optimal state according to the global information. e calculation amount of this process is not only extremely large but also the calculated optimal state at the next moment is calculated based on the global information and its own state. For a single agent, the state at the next moment is single or locally optimal. As far as the whole system is concerned, each basic agent is in an optimal state and may not be able to guarantee the overall optimality. For example, in a radar networking system, a point in an area is less affected by the terrain, and the point is best detected, but if all radars are deployed at that point, the overall performance will be extremely low. At the same time, as the number of nodes increases, the amount of calculations increases exponentially. e holonic structure is controlled by layer management, and the high-level virtual agent controls the area information, and the number of optimizations is small. And from the perspective of the particular region or even the whole region, the state of the agent can be planned to obtain a global optimal solution. As the number of nodes increases, the holonic structure only increases the number of packets, and the amount of calculation will only increase exponentially.
Holonic structure has better flexibility and robustness than hierarchical management. e virtual agent generated by the holonic structure can be dynamically adjusted according to the state of the underlying agent, similar to a mechanism for regional negotiation. In the hierarchical management mode, the relationship between the high-level manager and the corresponding lower-level agent is fixed, and it is difficult to switch nodes, and the flexibility is poor. At the same time, in the hierarchical management mode, once the high-level node fails, the node and the underlying agent are all unable to work and the overall performance is e holonic structure's high-level node is virtual, and there is no possibility of failure.
Principles of HPSO Algorithm.
As scholars have performed more and more in-depth research on multiagent systems, more and more results have emerged. And the multiagent system and PSO algorithm have many similarities in architecture, but no scholar has applied the theory in the agent to the improved PSO algorithm. ere are two main reasons. One is that in the PSO algorithm, particles are not agents, and they do not have the ability to learn autonomously and complexly. ey cannot be considered as multiagent systems. e other is because the PSO algorithm is extremely simple to operate and has strong real-time performance. If the intelligence of the particle is deliberately increased, the complexity of the algorithm will be greatly increased, resulting in a decrease in the calculation speed. It is therefore difficult to directly apply the theory of the agent system to the improved PSO algorithm. e literature [1] is to improve the topology of PSO particles by using holonic structure in multiagent systems. For the first time, the multi-intelligent system theory was applied to the improved PSO algorithm, and the HPSO algorithm was proposed. To briefly discuss the principle of the HPSO algorithm, it is assumed that 9 particles are used to optimize the optimization problem. e principle of improving the PSO algorithm based on holonic structure is shown in Figure 2 . e first 9 particles in Level 1 are divided into three groups of G1, G2, and G3. e particles in each group calculate the corresponding fitness function according to their own state information. e particles with the best fitness function in the group are promoted to the virtual leader of the group and upgraded to Level 2. After that, the three groups of optimal particles P1, P2, and P3 are constructed into a new group, and the particles with the best fitness function are upgraded to Level 3 as a new leader. In the standard PSO algorithm, the particle state is only affected by three factors: its own speed, its own historical optimality, and global historical optimum. In the HPSO algorithm, the particle state will also be affected by the optimal solution at each level.
is method has obvious advantages. e first is to increase the diversity of the system and reduce the possibility of particles falling into local optimum and premature convergence by increasing the effect of local optimal values on the particle state through a layered architecture. Secondly, after increasing the local optimal layer, the contradiction between the search range and the search accuracy can be balanced. at is, each group is dispersed as much as possible in different areas to ensure a sufficiently large search range. Each group performs a detailed search locally, which improves the accuracy of the search. At the same time, when the search range is large, the particles of the PSO algorithm will oscillate between the individual optimal and the global optimal. HPSO can effectively alleviate this phenomenon by increasing the local optimum. Finally, combined with the simulation results in [1] , it can be seen that the HPSO algorithm has obvious advantages over other improved PSO algorithms.
HPSO Algorithm Architecture and Process.
e algorithm architecture and main flow of HPSO in [1] can be simplified as shown in Figure 3 . e above process can be summarized as follows:
Step 1: initialize the PSO algorithm, the population number n, the number of iterations N, and the regrouping period T r .
Step 2: build the original holonic structure. Set the number of layers in the structure and the number of groups per layer and randomly group the particles.
Step 3: the first 0.8N iterations are mainly to achieve large-scale search, in order to prevent particles from falling into local optimum. Each time a regrouping period T r is entered, the particles are regrouped. e principle of grouping is to take two particles in the group after grouping. ese two particles can come from different groups; otherwise, they are regrouped. In the first 0.8N iterations, the particle parameters are adjusted using equation (1) to obtain the optimal fitness function.
(1)
where Vel is particle's velocity, t is the iteration number, c i is acceleration coefficient in level i, and r i is random vector in level i that is uniformly distributed in the range [0, 1]. levelNumber shows number of levels in holarchy. In level number one, pBest i is the personal best position of particle i. In other levels, pBest i is the best position of each group of holarchy. particlePosition shows position of each particle. w is called inertia weight. Position t+1 denotes the position of t + 1th generation's particle.
Step 4: after the first 0.8N searches, it is basically possible to determine the range in which the optimal solution may appear. erefore, the latter 0.2N searches are mainly for searching for the optimal solution in a small range. erefore, it is not necessary to regroup, and the fine search is performed using the following formula:
e meaning of the parameters is the same as in Step 3.
Step 5: get the optimization results of the HPSO algorithm. e above process is the HPSO optimization process. Since the literature [1] is the first to use the holonic structure to improve the PSO algorithm, there is still room for further improvement in some aspects. erefore, this paper carries out subsequent research.
Improvement of Studies
Literature [1] combined the idea of an agent with PSO and considered PSO not only as a single point but also as an intelligent particle interacting between levels, thus improving the efficiency of the algorithm.
Grouping Strategy of Particles.
In literature [1] , the author constructed the particle groups by approximate bisection, which may be the most convenient but not necessarily the best. Also, in the conclusion of [1] , the authors also discussed that "It is also possible to create groups by special rules to achieve specified purposes." In this regard, this study proposes two completely opposite grouping strategies based on system clustering and information entropy and discusses and compares these two strategies.
e system clustering method calibrates the similarity degree of particles according to the distance between particles. Also, the effect is intuitive and obvious. By means of system clustering, particles with close distance or high similarity can be divided into groups. is grouping method can obtain local regions constructed by similar particles, and it is easy to find the local optimization of a certain region. In this way, the optimization problem is transformed into dynamically adjusting the grouping method and searching for local region optimization, and the entire optimization can then be conducted.
Entropy is a measure of microstate diversity or uniformity in thermodynamics. Information entropy is a concept in information theory, used to describe the probability of different states appearing in a system. is suggests that the greater the entropy is, the greater the disorder will be, and the more possible states will occur. As a result, the probability of the particles falling into global optimization is smaller.
is way of grouping is to make the maximum entropy and maximum information in each group after determining the number of groups, i.e., dividing the most distant particles into a group. In such a way, the total entropy of the system will become the maximum, which significantly reduce the possibility of the system falling into local optimum.
As no free lunch suggests, the improved intelligent algorithm is to balance the exploration of the search space (diversification) and the exploitation of prominent regions (intensification). From the above discussion, it can be seen that the grouping method based on system clustering is to improve the local retrieval ability, i.e., the intensification. e method based on information entropy is to make the system more detectable space, i.e., to improve the diversification. us, both approaches are strategies for improving grouping, but the goals are completely opposite. eoretical analysis and experimental verification of the optimized performance of the two methods will be provided later. Because of this contradiction, this study applies the two methods to different stages of search strategy to improve the efficiency of the algorithm.
Setting of Number of Iterations.
In literature [1] , the authors set two search strategies for alternation and confirmed that in the iteration process, the first 80% iterations adopt a particle motion state update method through a lot of experimental simulation and analysis. is suggests that the influences of group leaders in lower levels are more than those that are in higher levels, and the ability of detection is improved partially. During the last 20% of iterations, the impact of high-level particles becomes increasingly big, turning into another method to update the motion state of particles. 
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As literature [1] states, "We have divided number of iterations to 60%-40%, 70%-30%, 80%-20%, and 90%-10%. ese divisions were tested on some randomly selected functions. e best results were obtained when iterations were divided to 80% and 20%." e authors have done a lot of work and given the experimental parameters which can get better results.
From the above discussion, it can be seen that there are two limitations in the scheme. e first one is that the algorithm in this paper has a proportion of 80%-20%, which directly leads to the number of iterations set directly related to the algorithm performance. e other is the 80%-20% is only the optimal solution of the 4 groups of experimental parameters in [1] . at is, the ratio of the two search methods, or the switching time of the two search strategies, is highly correlated with the performance of the algorithm after the number of iterations is determined. However, whether the proportion of 80%-20% can make the algorithm to be optimal and whether the proportion is applicable to all methods remains to be further studied.
If a problem is solved by cluster intelligence algorithm, it must be a NP-Hard problem. It is almost unlikely to acquire the number of iterations by empirical equations or rough estimates. e accuracy of the calculations will vary slightly with one more dimension or one less, and the number of iterations us likely to vary completely, let alone solve different problems. For different problems and functions, the parameters of the algorithm itself are likely to be significantly different. erefore, whether the proportion of 80%-20% obtained by simulation in literature [1] is suitable needs further investigation.
To decide whether to follow the concept of literature [1] , the number of iterations should be first determined, and then the ratio of two algorithms should be confirmed. e ultimate goal of this approach is to determine the switching time between the two search strategies. If better results can be obtained, it is not necessary to proceed according to literature [1] . More importantly, the two methods in literature [1] only switched once, whereas this study combines the fitness function value, builds the adaptive adjustment mode of search strategy, and breaks the mode in literature [1] . According to the fitness value of particle swarm in the search process, the switching between the two search strategies can be realized by self-adjusting the search strategy, and the optimization of the problem can be achieved.
Switch and Termination of Self-Adaption.
e above discussion suggests that the algorithm efficiency of reference [1] is associated with the number of iterations. If the number of iterations is set excessively high, the computation of the algorithm will be inevitably more complex. However, if the number of iterations is set too low, the algorithm will end prematurely and probably not converge to the optimal solution. In the meantime, the number of iterations of the algorithm may vary significantly with problems and fitness functions, computational accuracy, and requirements. It is difficult to estimate the number of iterations of the algorithm for a specific problem without any prior knowledge or experimental basis, which severely limits the applicable scope of the algorithm. ere are two reasons to determine the number of iterations of the algorithm. e one is to determine the number of operations of the two search strategies, and the other is to determine the termination conditions of the algorithm. For the first reason, the above discussion has provided a feasible solution. e termination condition of the algorithm seeks to meet the requirements for the results in addition to reaching the number of iterations, i.e., the fitness function no longer decreases or reaches the predetermined calculation accuracy.
Due to different problems, it is hard to determine the decline process and trend of fitness function. To this end, this study builds an adaptive threshold and combines previous grouping strategies. Based on the comparison of different grouping results, the algorithm's termination conditions are constructed to determine the conversion time and termination conditions.
Grouping Strategy

Grouping Mode Based on Hierarchical Clustering Method.
When the clustering begins, take n elements (particles) with m dimensions as one class and specify the distance between objects and the distance between classes. e two classes closest to each other are then merged into a new class (the union class), and the distance between the new class and the other classes is calculated. Repeat the merging of the nearest class, each time reducing one class until all the elements are merged into one. Finally, a relation map (cluster tree diagram or pedigree diagram) is formed. It can be clearly seen from the diagram that there should be several categories and the elements contained in each category.
In the analysis of clustering, the class is usually represented by G. Assume that there are m elements in G, denoted as the column vector of x i (i � 1, 2, . . . , m). d ij denotes the distance between x i and x j . D KL is the distance between G K and G L . Using different methods to define distance, different system clustering methods are generated. Here, the most mature and easy way to implement the short-distance method is introduced (Single Linkage Method).
Define the distance between classes as the distance between the two closest elements; it is expressed as
If G K and G L are clustered as a new group in a certain step, this group is marked as G M . Hence, the distance of G M and any existing group G J is expressed as
e procedures of hierarchical clustering method based on the Single Linkage Method is as follows:
Step 1: each of the initial elements is recognized as a class, and the distance between the elements is 6 Mathematical Problems in Engineering specified.
e Euclidean distance is usually used to calculate the distance matrix D (0) of n element(s).
Step 2: find the minimum element of D (0) and set it as D KL . Cluster G K and G L as a new group and mark this group as G M , i.e., G M � {G K , G L }.
Step 3: calculate the distance between new group G M and any group G J using recursion formula, which is expressed as
Modify the distance matrix D (0) and combine the row and column of G K and G L as a new row and column corresponding to G M . e distance between the new row and column is calculated by equation (5), and the rest values of the row and column remain unchanged, thereby obtaining the new matrix D (1) .
Step 4: D (1) is processed in the same way to get D (2) , which is performed successively until all elements are merged into a preset number of groups.
e initial clustering of particles can be realized through the above process.
Grouping Mode Based on Information Entropy.
Entropy is a measure of the diversity or uniformity of microscopic states in thermodynamics, representing the degree of disorder of a system. Information entropy was first proposed by Shannon in 1948 to describe the degree of disorder of information.
e disordered degree of information is negatively correlated with the information's utility, and the information entropy can be used to measure the extent to which the evaluation object contains effective information.
e classical description of information entropy is assume there exist n elements, m dimensions, and the matrix of original data is X � [x ij ] n * m , x ij ≥ 0 (i � 1, 2, . . . , n; j � 1, 2, . . . , m). e original data are unitized; it yields
e unitized matrix is P � [p ij ] n * m . Calculate the information entropy of each research object E j :
where k � 1/ln n, if p ij � 0, p ij ln p ij � 0. In this paper, the original formula of information entropy is not used, whereas the concept of information entropy is borrowed and simplified.
On the premise of setting the number of groups, the greater the entropy within a group is, the higher the possibility of the entropy it will have, and therefore the lower the probability that the group of particles will fall into local optimum. Assume that n elements are divided into Q groups and that there are P grouping methods in total, and the information entropy within each group of each grouping method is E z1 , E z2 , . . . , E zQ . If the sum of information entropy reaches the maximum, it yields
en, the space explored by this grouping method is the largest, and the probability of falling into local optimum is significantly reduced.
Obviously, equation (8) also pertains to an optimization. If all possibilities are traversed and the amount of calculation is increased, an approximate method is adopted in this paper. e greater the entropy of a group, the weaker the relationship between the particles and the greater the distance between them. In contrast to the system clustering method in the previous section, the system clustering method is to cluster particles with close distance into a class, while the information entropy is to cluster particles with multiple distances into a class.
In this regard, when all the elements in the distance matrix D (0) in the system clustering method are inversely taken and other operations are identical, the particles farthest from each other can be clustered into one class. Also, the calculation is significantly simplified.
Combination of the Grouping Method and the Search Strategy.
rough the above discussion, the grouping criteria of the two methods are totally different. Since there are exactly two search strategies in literature [1] , two types of search in literature [1] are called extensive search and accurate search for clear expression.
Extensive search is equation (5) in literature [1] , namely, equation (1) in this study. e exact search is equation (8) in literature [1] , namely, equation (2) in this study.
Since both search methods involve grouping particles, four results are yielded by combining the two methods proposed in this paper with the two search strategies, as shown in Table 1 .
ough new grouping methods are established, if the grouping method is mismatched with the search strategy, it will not only lead to a surge of computation, but to a converge on local optimum, or even make the efficiency of the improved algorithm may not be as effective as that of the original algorithm. erefore, this paper discusses and analyses the above algorithm.
ere is a problem in both plan 1 and plan 3. Extensive search suggests that the larger the search space is, the better it will be; however, the systematic clustering method is on the contrary. e particles are locked into several small local areas, as shown in Figure 4 .
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For the minimum of Figure 4 , if the initial particles are randomly distributed on both sides of the minimum value, it takes a lot of time to search for multiple local optimal values, and the minimum value may be passed in the subsequent migration process. In such a way, the algorithm may get the nonglobally optimal solution. Combined with the system clustering method and extensive search, the algorithm efciency will decline. erefore, plan 1 and plan 3 are not ideal.
For plan 2, in the later accurate search, the search strategy of information entropy may make it di cult for particles to aggregate, and the search e ciency of the precise search area is not high, which decreases the algorithm e ciency.
For plan 4, the information entropy method is combined with the extensive search to make the search more extensive and more possible, and the repeated search for the region is almost impossible. While in the later stage, the system clustering method is combined with accurate search to make the search more accurate. Qualitative analysis suggests that both search strategies are strengthened in plan 4, and the overall e ciency of the algorithm is improved. erefore, in the rst part of the simulation, the algorithm e ciency of the four combinations and the original method (totally ve methods) is compared, which corroborates the discussion in this paper.
Condition Switching Criteria
e improved particle swarm algorithm in reference [1] involves two switching moments of state. e rst is the switching time from extensive search to precise search, and the second is the end of the algorithm. In the original paper, the rst switching point is studied, and through a lot of simulation experiments and parameter comparison, the most ideal results in the experiment are given, i.e., extensive search is used in the rst 80% iterations, and precision is used in the last 20%, leading to three problems:
(1) Whether the ratio of 80%-20% is the optimal? (2) By considering only switching from extensive search to precise search once rather than from precise search to extensive search, the likelihood of jumping into local optimization will be reduced. (3) e number of iterations of the iteration is associated with the performance of the algorithm. How to determine the total number of iterations?
In view of the above problems, two adaptive switching criteria are designed in this section. e rst criterion is to switch from extensive search to accurate search according to the absolute slope of tness function in the context of extensive search. e second criterion is to realize the algorithm's termination or switch to extensive search according to the distance relation of grouping under the precise search condition.
e adaptive strategy allows you to do without presetting the number of iterations. e corresponding ratios and search strategies can be switched. At the same time, the algorithm can be adaptive to terminate, and the termination conditions are strict. us, the algorithm is further less likely to fall into local optimum. 5.1. reshold of Self-Adaption. Based on the above discussion, the particle swarm initially adopts an extensive search strategy based on information entropy method, during which the grouping of particles will not be changed. After a certain number of iterations, the particles gradually aggregate to the region or neighborhood where the global optimal solution is located. In the following process, the search strategy needs to be changed to improve the search accuracy and speed of the algorithm for local areas. At this point, the system clustering-based precision search strategy should be replaced.
In the search process, the value of tness function decreases as the number of iterations increases. When the local or global optimization is found, the size may be unchanged. e tness function is not an analytical expression but calculated during the iteration. At the same time, it is impossible to estimate the value of tness function when the algorithm converges, and for different optimization problems, the order of magnitude of fitness value is different when the algorithm stops.
Based on the change trend from the absolute value of slope of fitness function, it yields
where I denotes the number of iterations, F fit (i) is the fitness function value of the ith iteration, and k i is the absolute value of the change rate of fitness function. k i can reflect the searching state of particle. At the initial stage, the fitness function value drops rapidly, and there is no need to switch. When the particle is searched and the local or global optimal is gradually found, the fitness function decreases slowly. Besides, the rate of change overall presents a gradually decreasing trend, which can be switched to accurate search. For this reason, the conditions for judging the switch from extensive search to precise search are constructed, namely,
where (k i− j − k i )/k i− j denotes the ratio of change of fitness function (k i− j − k i ) to original change of k i− j after jth iterations. As the particle gets increasingly closer to the optimal solution, the ratio increases, meaning that the falling of particle becomes increasingly slow. Ω is the weight coefficient, normally valued as [0.8, 0.9]. j can be the smaller positive integer. e value of ω and j can be arbitrary since the discriminant condition of reverse switching will be discussed later, even if the initial value is not well taken. It is also possible to switch back through the reverse switching strategy, which is complementary to each other to improve the optimization efficiency, which is also a major advantage of this method. Given that the case may be trapped in local optimum during the search, i.e., the fitness function may be 0 and the denominator of equation (10) fails. us, in the actual optimization process, equation (11) is employed for discrimination:
namely, the multiplication. It can be switched if it meets equation (11) . However, the theoretical analysis and experimental results suggest that equation (11) is also met when i − 2j subiteration approaches the local optimal, the i − j subiteration is the local optimal or approximate local optimal, and the ith subiteration gets rid of the local optimal. Yet, this is obviously not the time for switching. us, a criterion is added before formula (11) to determine whether the local optimal is jumped out, which is expressed as
where α can be valued as the positive integer between 2 and 10. If the algorithm gets rid of local optimization, the rate of change of fitness function will increase sharply, which is obviously greater than the last slope. Equation (12) is taken as the first criterion. en, equation (11) is used for discrimination. When both are satisfied, the system switches to an accurate search mode based on system clustering; otherwise, the extensive search will continue.
Algorithm Termination and Reverse Switching
Conditions. e condition of moving from extensive search to precise search is discussed above. When the particle switches to precise search, local or global optimization is searched. e algorithm is expected to jump out of the local optimum or converge to the global optimum. When the particle searches for the local optimum and finds the optimal value, the fitness function no longer reduces but is not the global optimum. At this point, the fitness function is just an auxiliary discrimination condition, and a new discrimination condition is required.
In addition to the fitness function, the state of all the particles is changing, i.e., the location information. e conventional approach is to end the algorithm when all the particles converge to a point, i.e., the coordinates of all the particles are almost identical. Whether it converges to global optimum is hard to ensure. erefore, this paper constructs the discriminant condition according to the dynamic position information of the particle and realizes the switching of system state. e discrimination is still constructed with double discriminant condition, and the fitness function of the particle is no longer decreasing no matter whether the particle converges to global or local optimal. e corresponding slope is 0, suggesting that the first discrimination condition is
If the condition of equation (13) is not satisfied, the system will continue to perform the exact search. Otherwise, the next step will be determined.
When the condition of equation (13) is satisfied, the particles are classified again based on information entropy according to the previous grouping method of system clustering and information entropy, and they are classified but not searched. e sum of distance of each group is defined as SD p , which is expressed as
Set the minimum sum of distance as SD pe min based on the grouping of SD pe1 , SD pe2 , . . . , SD pez } using the information entropy method. Set the maximum sum of distance as SD pe max based on the groups of SD ps1 , SD ps2 , . . . , SD psz } following the hierarchical clustering method.
ese are written as follows:
SD pe min � min SD pe1 , SD pe2 , . . . , SD pez , SD ps max � max SD ps1 , SD ps2 , . . . , SD psz .
e second discrimination condition is Mathematical Problems in Engineering 9 SD pe min ≤ SD ps max .
(16)
When the distance and the closest grouping based on the information entropy method is not greater than the broadest grouping based on the system clustering method, it can be judged that the particle has converged to the global optimal value and the algorithm ends. e criterion of equation (13) is to show that all particles have been clustered in a certain region. At this point, search again only seeks the optimum in this region, and the search strategy no longer changes. A precise search strategy is used until all particles are clustered at a point, which is then convergent.
is method can achieve autonomous convergence and improve the adaptability of the method.
Flow of Adaptive Holonic Particle Swarm Optimization
To sum up, the algorithm flow of Adaptive Holonic Particle Swarm Optimization (AHPSO) designed and optimized in this section is illustrated in Figure 5 . e above algorithm flow can be summarized as the following steps:
Step 1: initialize system parameters and set the number of population, inertial coefficient, weight coefficient, group number, system layer number, and other parameters.
Step 2: use the information entropy method to group the particles, implement a comprehensive search strategy, and calculate the fitness function and slope.
Step 3: discriminate using equations (11) and (12). Step 2 is performed when one or all of the two conditions are not met.
Step 4 is performed when both conditions are met.
Step 4: group the particles by system clustering.
Step 5: perform the exact search strategy and calculate the fitness function and slope.
Step 6: determine whether the slope of the fitness function is 0. If it is not 0, go back to Step 5. Otherwise, perform Step 7.
Step 7: keep the particles still, group the particles by two methods, calculate SD pe min and SD ps max , and determine the relative size of the two. When SD pemin is larger than SD ps max , go back to Step 2. When SD pemin is smaller than SD ps max , the search strategy does not switch but searches precisely until all particles converge to a point.
Step 8: obtain the optimal value coordinate, i.e., the optimal solution, and the algorithm ends.
Step 3 and Step 7 in the above process switch the system state and change the system search strategy adaptively according to the actual state of particles. More importantly, the algorithm can self-converge without presetting the number of iterations, thereby improving its applicability.
Verification of Simulation
To verify the effectiveness of the proposed algorithm and guarantee the objectivity of algorithm comparison, 22 standard test functions in the appendix of literature [1] are adopted. In addition, the subsequent simulation parameters in this study are consistent with those in [1] . In other words, each algorithm runs 30 times, the population size is 100, the particles are divided into 5 groups, holonic has 3 layers, r is randomly evaluated in [0,1], the value of w is about one and gradually decreases with the rise of the number of iterations, c � 1.3667, the algorithm is iterated 10 6 times, and dimension of the test function is D � 30. In the optimized grouping strategy, j � 1, ω � 0.8, and α � 3. Also, the mean, standard deviation (Std), and median are selected for comparison. Since this study is based on literature [1] , it directly refers to the simulation results in literature [1] , namely, the optimization results of HPSO on 22 groups of standard test functions, and the optimal value of the algorithm corresponding to each group of test functions. e simulations were employed in a Lenovo personal computer with Core ™ i7-4960 CPU operating under a clock frequency of 2.60 GHz and 16 GB of memory. In this study, two groups of simulation experiments are conducted. e first group is a comparison of the four new search mode improved PSOs formed by the combination of the two grouping methods discussed above and the search strategy arrangement and various improved PSO algorithms. e second group is a comparison between the AHPSO algorithm and the HPSO algorithm.
Comparison between the Combinations of Grouping Method and Searching Strategy.
is paper proposes the grouping method based on information entropy and system clustering. At the same time, there are two strategies in the HPSO algorithm: extensive search and accurate search. By permutation and combination, four combination schemes can be formed. Although the performance of the four schemes is analyzed qualitatively, the performance of the four algorithms needs to be verified quantitatively.
For the clear expression, the four search strategies are briefly described. If the first layer is expressed as the information entropy method + extensive search, the second layer is expressed as the system clustering method + precise search mode, briefly expressed as E-S-HPSO. Likewise, the other three are E-E-HPSO, S-E-HPSO, and S-S-HPSO. ese four algorithms are optimized with the HPSO on the test function of D � 30, since only the improvement effect of the grouping strategy is explained. erefore, the number of iterations is 10 6 , and the proportion of search strategy is 80-20%.
At the same time, referring to the parameters of the literature [1] , compared with the existing methods, respectively, Local PSO (LPSO) [35] , Hierarchical PSO (PS2O) [36] , Multi-Population Cooperative PSO (MCPSO) [37] , Competitive and Cooperative PSO with Information Sharing Mechanism (CCPSO-ISM) [38] , and Human-Brain Simulated PSO (HSPSO) [39] , Fully Informed PSO (FIPSO) [40] , and Fitness-Distance-Ratio Based PSO (FDRPSO) [41] . e mean, Std, and median after 30 Monte Carlo simulations were obtained. e results are listed in Tables 2 and 3 .
Comparing the results of Tables 2 and 3 , it can be seen that the results of E-S-HPSO are slightly stronger than those of HPSO.
is is because only the grouping strategy of particles is changed and the search method of particles is not changed. e performance of F5 and F7 did not surpass that of HPSO. erefore, only from the results, the E-S-HPSO algorithm did not significantly improve the accuracy of the algorithm.
Overall, the E-S-HPSO algorithm performs better and is significantly better than other improved algorithms.
e results of comparison of functions from F9 to F16 are listed in Tables 4 and 5. e comparison results in Tables 4 and 5 suggest that the performance of E-S-HPSO algorithm is stronger than that of HPSO except for F10 and F15, whereas there is no change in magnitude.
is is because the search strategies for both have not changed, and the results have not established a magnitude advantage.
It can be seen from the comparison that the H-S-HPSO algorithm is superior to other improved algorithms.
Finally, F17 to F22 are compared, and the results are shown in Tables 6 and 7 .
Compared with the results in Tables 6 and 7 , the performance of the E-S-HPSO is also slightly stronger than that of HPSO, except for F21. e test results of the remaining three grouping methods were not as good as E-S-HPSO and HPSO, and the overall performance of E-E-HPSO is stronger than S-E-HPSO. is is because the initial stage of system E-E-HPSO search range is wider, and the possibility of local optimization is lower. S-S-HPSO is stronger than S-E-HPSO, and the performance of S-E-HPSO is one order of magnitude lower than that of E-S-HPSO.
Comparing Table 6 and Table 7 , it can be seen that the H-S-HPSO algorithm is superior to other improved algorithms.
It can be seen that the effects of different grouping methods and search strategy combination on algorithm performance are relatively different.
From the test results of 22 standard functions in the above two groups, it can be quantitatively explained that the performance of E-S-HPSO algorithm is better than that of HPSO. Furthermore, by comparing the results parameters of E-S-HPSO with those of S-S-HPSO and E-E-HPSO, respectively, it can be seen that the effect of the information entropy method in the extensive search phase is better than that of the system clustering method. Likewise, the system clustering method is more suitable for the exact search stage. e advantage of E-S-HPSO improvement is not the optimization result but the optimization rate. is study uses Figure 6 convergence characteristics and performance for different algorithms on different functions; the horizontal axis represents number of function evaluations and vertical axis represents logarithm of F(x) − F(x * ) of [1] . x * denotes the theoretically optimal solution. Comparing the performance of E-S-HPSO and other algorithms, the simulation results are shown in Figure 6 . Figure 6 suggests that E-S-HPSO has a faster convergence speed. In the initial stage, E-S-HPSO enables extensive search to have a larger range, while in the accurate search stage, the search is more accurate, and the algorithm is more efficient, thus improving the performance of the algorithm.
To further compare the improved performance of the algorithm, this paper uses nonparametric statistical comparison algorithm performance. Considering that the optimization results do not necessarily obey the normal distribution, the variance is not the same. erefore, the results of the 30 optimization results of the E-S-HPSO algorithm in the above six groups of functions and the results of eight algorithms such as HPSO are sequentially performed by the Wilcoxon test. e significance level detection α � 0.05 was set, and the results of obtaining the significance value p are shown in Table 8 .
rough the above comparison, it can be observed that F1, F6, F13, and F16 can be obtained. For a more basic or simple function, the improved algorithm has no obvious improvement in effect. But for complex, difficult to find functions, such as F18 and F19, the effect of this method is significantly improved. e values of p are all less than 0.05, and it is considered that there is a significant improvement. Comparing Tables 2 to 7 , it can be seen that E-S-HPSO has improved the precision optimization effect compared with HPSO, while there is no obvious improvement. Because the algorithm in this paper is mainly to improve the speed of the algorithm, the next section focuses on the speed of the E-S-HPSO. 
Comparison of Performance between AHPSO and HPSO.
rough theoretical analysis and simulation verification above, it can be seen that E-S-HPSO has better performance than other four algorithms such as HPSO, which verifies the correctness and advantage of AHPSO's new grouping strategy. To compare the performance of the algorithm, 22 standard test functions of D � 30 are optimized. First, AHPSO algorithm is used to optimize each test function 30 times, and the optimization result and iteration number of algorithm termination are recorded. Also, the ON parameters of 30 times of the algorithm termination are calculated. e HPSO algorithm is tested in two groups. In the first group, the number of iterations of HPSO algorithm is set to be 10 6 , and the iteration ends when it is carried out ON times.
Besides, the optimization result is recorded as Result 1. In the second group, the average number of iterations of HPSO algorithm is set to be ON, and the optimization result is recorded as Result 2. e results of algorithm are shown in Tables 9-11. It is suggested by comparing the above 8 functions that this method can find the optimal value faster than the setting of 10 6 search times. Under the same number of times, the efficiency of HPSO algorithm is not as good as that of AHPSO algorithm. e test results of most of the functions in the above experiments are stronger than HPSO, and the performance improvement is related to the improvement of grouping strategy. Although the test results of F12 and F15 are slightly worse than those of HPSO, they are still at the same level. e results of the algorithm are also acceptable. From the results, the performance of most functions is still better than that of HPSO. Although the performance of F18 and F19 is a little worse, the difference is not large. However, the average number of iterations of AHPSO is 7.8 * 10 5 , saving more than 20% calculation compared with HPSO. is is because the grouping strategy changed by the algorithm in this study can improve the algorithm speed, and in the meantime, the adaptive state switching can make it easier to get rid of local optimization and decline faster. e adaptive termination can make the algorithm in this study no longer set the number of iterations and expand the applicable scope of the algorithm. Compared with Result 1 and Result 2, the result of the algorithm here is about two orders of magnitude higher than AHPSO. It can be seen that the descent speed of this algorithm improves the applicability of this algorithm.
To clearly compare the performance of algorithms, convergence characteristics and performance for AHPSO and HPSO on different functions are made, as shown in Figure 7 . Figure 7 directly suggests that under the same number of iterations, AHPSO algorithm decreases faster, achieves convergence earlier, and improves the applicable scope of the algorithm. To clearly show the performance of AHPSO and compare with Figure 8 in [1] , population distribution at various stages for AHPSO of testing function F7 is made (Figure 8 ).
Compared with HPSO algorithm requiring 10000 iterations, AHPSO algorithm only needs 73,576 iterations to achieve optimization. is is because the adaptive strategy of AHPSO algorithm is not only a condition to recognize state switching but also can make the particle get rid of local maximum quickly. e faster the algorithm's fitness function decreases, the faster the optimization efficiency will be. e complexity of the two algorithms is analyzed and compared. For the complex optimization function, the number of grouping and regrouping of the two algorithms is far less than the number of optimization iteration, and the calculation quantity is negligible. e particle of both algorithms is updated based on equations (1) and (2) , that is, the search strategy is the same, and the algorithm complexity of particle state update is the same. In the HPSO algorithm, the number of iterations should be set. After each iteration, the maximum number of iterations should be determined, that is, one addition and one judgment should be made. In AHPSO algorithm, although it is a double judgment condition, if the first judgment condition is not reached, it will return the search. Besides, the calculation is primarily for the first judgment. In the switching from extensive search to precise search, the first criterion is equation (12), i.e., two subtractions, one multiplication, and one judgment are needed. From accurate search to extensive search or algorithm termination, the first discriminant formula is equation (13) , which needs a subtraction and a judgment. e 
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Mathematical Problems in Engineering (1) and (2) is much higher than that of AHPSO and HPSO. Although the amount of AHPSO's discriminant part is slightly higher than that of HPSO, the magnitude of the amount of extra computation has little impact on single iteration, i.e., the amount of calculation of two algorithms is similar in single iteration. e above figure suggests that AHPSO has a faster convergence speed than HPSO, nearly 78% of the number of HPSO iterations, saving 20% or more of the calculation time, which is of great significance to the optimization of multiple complex functions.
As AHPSO adopts a new and different grouping strategy, the algorithm rate is improved, and the switching state can be adaptive, making it easier to jump out of the local optimum. erefore, the convergence speed of the algorithm is further improved. From the algorithm complexity analysis and simulation verification, it can be seen that the algorithm efficiency is significantly improved.
Conclusions
In this study, the HPSO algorithm is briefly reviewed, and the grouping strategy of HPSO algorithm itself is sorted out. e three points of setting the number of iterations and switching time of search strategy can be further studied, so an improved AHPSO algorithm is proposed. e main work is as follows:
(1) e average grouping strategy is adopted in the HPSO algorithm, which is fast and easy to implement but has little effect on the performance improvement of the algorithm. erefore, this study employs the grouping strategy of information entropy method and system clustering method for reference to improve the grouping mode of particles and arrange and combine the grouping mode and search strategy. e advantages of grouping strategy are verified through theoretical analysis and simulation.
(2) In the HPSO algorithm, the first 80% of iterations adopt the extensive search strategy, and the last 20% adopt the precise search strategy. is ratio has a larger relationship to the algorithm, and this determined ratio is bound to be impossible to apply to all problems. Accordingly, this study combines the absolute value of slope of particle fitness function to construct the state switching criterion and realize the transition from extensive search to precise search. (3) HPSO searching strategy can switch only once. If the particle is trapped in the local optimal solution before switching or is not close to the optimal solution, the efficiency of the algorithm after switching must be affected. In this study, by combining the absolute value of the slope of the fitness function and the state information after the regrouping of particles, double discriminant conditions are constructed to realize reverse switching or adaptive termination of the search strategy and form closed loop feedback.
As a result, the performance of the algorithm is improved. (4) e concept of AHPSO almost differs from that of HPSO. HPSO algorithm should set the number of iterations and set the ratio of different search modes according to the number of iterations, while AHPSO constructs the condition of switching between different states. After the AHPSO starts, the algorithm can be switched to the exact search, and then the reverse switch of the search strategy can be realized, or the algorithm adaptively terminates. e efficiency of the algorithm is improved by closed loop, and the ratio between the number of iterations and the search mode is not required to be preset. us, the applicability and efficiency of the algorithm are improved.
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