Abstract--In this paper, we investigate the following discrete periodic Lotka-Volterra system with delays:
INTRODUCTION
In this paper, we shall investigate the following periodic:
i=1 j=l y(n+l)=y(n)exp ,(n)-Edi(n)x(n-ki)-Eej(n)y(n-sj)
where b(n), r(n), a{(n), cj(n), di(n), and ej(n) are all positive T-periodic sequences•
We shall consider the solutions of (1.1) with initial condition The purpose of this paper is to investigate the existence of positive periodic solutions and the permanence of the discrete system (I.I).
We say that system (i.I) is permanent if there exists a compact set D E 0R~_ such that any solution of (I.i) with (1.2) will ultimately stay in D.
In the literature, there is much research about the periodic differential systems, see, for example, [1] [2] [3] [4] . But there is very little about the discrete Lotka-Volterra systems, see [5] .
In Section 2 of this paper, we shall give a sufficient condition for the existence of positive periodic solutions of (I.I). In Section 3, we shall prove that equation (I.I) is permanent.
EXISTENCE OF A POSITIVE PERIODIC SOLUTION
In this section, we shall use Mawhin's continuation theorem of coincidence degree theory to investigate the existence of at least one positive periodic solution of (1.1).
Let X and Z be real Banach spaces. Let L : Z D dora L --* Z be a Fredholm map of index zero and P : X --+ X, Q : Z -~ Z continuous projectors such that ImP =kerL, kerQ = ImL, and X =kerL ® kerP, Z = ImL O ImQ. Denote by ]K~, : ImL ~ kerP N domL the generalized inverse (to L) and by J : Im Q ~ ker L an isomorphism of Im Q on to ker L.
For the sake of convenience, we introduce Mawhin's continuation theorem as follows. Before we prove our main result, we need the following notations. a= max{_ai}, d= min {di} , c= rain {_cj}, e= min {e~},
, and r= min r(n). Next, we need to make the following preparations.
fori=l,...,q and j=l,...,rn, 
Iv (~)I}.
Lz = ANz.
Define P and Q as follows:
Now, we give the main result of this section. PROOF. It is easy to see that the solutions of (1.1) and (1.2) are positive for n > O. introduce a change of variables by the following formulas:
x (n) : e u(n) and y (n) : e ~(n), and derive that u(n) and v(n) satisfy the following equations: 
Nu(n) ----b(n) -Ea{ (n)e ~(n-~O -e i (n)e v(n-g¢)

Nv (n) = r (n) -E di (n) e u(n-kd -E ej (n) e v(n-sj).
i=1 j=l Then L is a Fredholm mapping of index 0, N is L-compact on ~ with every ft open and bounded in Z.
we have
Similarly, we have Similarly, we have
Again, from (2.8), we have and are both constants}. For any z E ker L, QHz = 0 is equivalent to the following equations:
By (2.4), (2.18) has the unique solution (hi, h2). 
PERMANENCE
We first establish a lemma which will be used for proving the main result of this section. PROOF. Clearly, x(n) > 0 and y(n) > 0 for n _> 0. We first show that x(n) < B1. 
E a, i=l
If it is not the case, we have
(1 + $), for all large n.
Hence, from (1.1), we obtain, for all large n,
This implies x(n) --* 0 as n --+ c~ which is a contradiction to x(n) > 1 + 5 for all large n. Thus,
Now, we shall prove that, for all n > No + r + 1,
Otherwise, there exists an N1 _> No + r + 1 such that -5
for Nl > n > No,
By (3.1) and (3.2), we have
Then, from (1.1) and (3.3), we have
which is a contradiction to (3.2). Therefore, it follows from the arbitrariness of 5 that
(ii) THE CASE rl > 1/e. By (1.1), we have x (n -~-i) _> z (n) exp {-Tib} > z (n) exp {-r-5}, for i = 1,..., q, (3.4) when n is large enough. Then, from (1.1) and (3.4), we have
exp {--7-5} z (n)] }, for large n. It is easy to see that
Then it follows from (3.5) that, for all large n,
Obviously, lim~-,oo x(n) < B1. By arguments similar to those above, we can also show that lim~__,~ y(n) <_ B2. The proof of Lemma 3.1 is complete. II Now, we give the main result of this section. 
PROOF. Let z(n) = (x(n), y(n))
be any solution of (1.1) and (1.2). Construct two sequen_ces Vl(n) and V2(n) as follows:
where A1 = _r~/_b e and A2 = b-dr a.
For the sake of convenience, we shall use the convention Y'~m=n * = 0. For any sufficiently small e > 0, let
M1 =exp rcB2 sj , and j=l m2 = exp
whereBi ~ BI+e,B = 2 = B2 + e, B1 and B2 are both defined as those in Lemma 3.1. Then it follows from (3.7), (3.8), and Lemma 3.1 there exists a large N > 0 such that, for n > N, 0 < x(n) < BI' and 0 < y(n) < B ' 2, In what follows, we shall prove that z(n) eventually enters and remains in D. First, we show that z(n) eventually lies above the curve L2. Let N' > N + 1. The proof will be divided into two steps. STEP 1. We claim that there exists an nl :> N' such that y(nl) >_ h2. Otherwise, from (3.13), we have V2(n) -+ cv as n --~ ~. On the other hand, from (3.9) and (1.1), we have x (n) --* 0, as n --~ c~. (3.14)
Then, by (3.12), we have Vl(n) -~ ec as n --* cx~. By (3.9) and (3.10), we have y(n) -~ 0 as n --* ce. Then, by (1.1), we have x(n + 1) > x(n)exp{b/2} when n is large enough. Thus, x(n) -~ cc as n -* c~. This contradicts (3.14). Then, from (3.9), we know that (3.15) holds, which shows that z(p + 1) lies above the curve L2.
From
Step 1, there exists an nl >_ N' such that y(nl) > h2. We shall show that z(n) lies above the curve L2 for all n _> nl. Otherwise, from Step 2, there exists an na _> nl + 1 such that z(n) lies above the curve L2 for na _> n _> nl and z(n3 + 1) lies below the curve L2, i.e., which is a contradiction to (3.16). Therefore, z(n) lies above the curve L2 for all n _> nl. Similarly, we can prove that there exists an na _> N t such that z(n) lies in the right side of the curve L1 for all n > n4. Consequently, z(n) eventually enters and remains in the region D. The proof is complete. |
