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ANALYSIS OF THE BFGS METHOD WITH ERRORS
YUCHEN XIE∗, RICHARD BYRD † , AND JORGE NOCEDAL ‡
Abstract. The classical convergence analysis of quasi-Newton methods assumes that the func-
tion and gradients employed at each iteration are exact. In this paper, we consider the case when
there are (bounded) errors in both computations and establish conditions under which a slight mod-
ification of the BFGS algorithm with an Armijo-Wolfe line search converges to a neighborhood of
the solution that is determined by the size of the errors. One of our results is an extension of the
analysis presented in [4], which establishes that, for strongly convex functions, a fraction of the BFGS
iterates are good iterates. We present numerical results illustrating the performance of the new BFGS
method in the presence of noise.
1. Introduction. The behavior of the BFGS method in the presence of errors
has received little attention in the literature. There is, however, an increasing interest
in understanding its theoretical properties and practical performance when functions
and gradients are inaccurate. This interest is driven by applications where the objec-
tive function contains noise, as is the case in machine learning, and in applications
where the function evaluation is a simulation subject to computational errors. The
goal of this paper is to extend the theory of quasi-Newton methods to the case when
there are errors in the function and gradient evaluations. We analyze the classical
BFGS method with a slight modification consisting of lengthening the differencing
interval as needed; all other aspects of the algorithm, including the line search, are
unchanged. We establish global convergence properties on strongly convex functions.
Specifically, we show that if the errors in the function and gradient are bounded, the
iterates converge to a neighborhood of the solution whose size depends on the level of
noise (or error).
Our analysis builds upon the results in [4], which identify some fundamental
properties of BFGS updating. The extension to the case of inaccurate gradients is
not simple due to the complex nature of the quasi-Newton iteration, where the step
affects the Hessian update, and vice versa, and where the line search plays an essential
role. The existing analysis relies on the observation that changes in gradients provide
reliable curvature estimates, and on the fact that the line search makes decisions based
on the true objective function. In the presence of errors, gradient differences can
give misleading information and result in poor quasi-Newton updates. Performance
can further be impaired by the confusing effects of a line search based on inaccurate
function information. We show that these difficulties can be overcome by our modified
BFGS algorithm, which performs efficiently until it reaches a neighborhood of the
solution where progress is no longer possible due to errors.
The proposed algorithm aims to be a natural adaptation of the BFGS method
that is capable of dealing with noise. Other ways of achieving robustness might include
update skipping and modifications of the curvature vectors, such as Powell damping
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[16]. We view these as less desirable alternatives for reasons discussed in the next
section. The line search strategy could also be performed in other ways. For example,
in their analysis of a gradient method, Berahas et al. [2], relax the Armijo conditions
to take noise into account. We prefer to retain the standard Armijo-Wolfe line search
without any modification, as this has practical advantages.
The literature of the BFGS method with inaccurate gradients includes the implicit
filtering method of Kelley et al. [5, 10], which assumes that noise can be diminished
at will at any iteration. Deterministic convergence guarantees have been established
for that method by ensuring that noise decays as the iterates approach the solution.
Dennis and Walker [7] and Ypma [18] study bounded deterioration properties, and
local convergence, of quasi-Newton methods with errors, when started near the so-
lution with a Hessian approximation that is close to the exact Hessian. Barton [1]
proposes an implementation of the BFGS method in which gradients are computed
by an appropriate finite differencing technique, assuming that the noise level in the
function evaluation is known. Berahas et al. [2] estimate the noise in the function
using Hamming’s finite difference technique [9], as extended by More´ and Wild [11],
and employ this estimate to compute a finite difference gradient in the BFGS method.
They analyze a gradient method with a relaxation of the Armijo condition, and do
not study the effects of noise in BFGS updating.
There has recently been some interest in designing quasi-Newton methods for
machine learning applications using stochastic approximations to the gradient [3, 8,
12, 17]. These papers avoid potential difficulties with BFGS or L-BFGS updating by
assuming that the quality of gradient differences is always controlled, and as a result,
the analysis follows similar lines as for classical BFGS and L-BFGS.
This paper is organized in 5 sections. The proposed algorithm is described in
Section 2. Section 3, the bulk of the paper, presents a sequence of lemmas related to
the existence of stepsizes that satisfy the Armijo-Wolfe conditions, the beneficial effect
of lengthening the differencing interval, the properties of “good iterates”, culminating
in a global convergence result. Some numerical tests that illustrate the performance of
the method with errors in the objective function and gradient are given in Section 4.
The paper concludes in Section 5 with some final remarks.
2. The Algorithm. We are interested in solving the problem
min
x∈Rd
φ(x),
where the function φ ∈ C1 and its gradient ∇φ are not directly accessible. Instead,
we have access to inaccurate (or noisy) versions, which we denote as f(x) and g(x),
respectively. Thus, we write
(2.1)
f(x) = φ(x) + (x)
g(x) = ∇φ(x) + e(x),
where (x) and e(x) define the error in function and gradient values. To apply the
BFGS method, or a modification of it, to minimize the true function φ, while observing
only noisy function and gradient estimates, we must give careful consideration to the
two main building blocks of the BFGS method: the line search and Hessian updating
procedures.
As was shown by Powell [15], an Armijo-Wolfe line search guarantees the stability
of the BFGS updating procedure, and ultimately the global convergence of the itera-
tion (for convex objectives). In the deterministic case, when the smooth function φ(x)
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and its gradient are available, this line search computes a stepsize α that satisfies:
(2.2)
φ(x+ αp) ≤ φ(x) + c1αpT∇φ(x) (Armijo condition)
pT∇φ(x+ αp) ≥ c2pT∇φ(x), (Wolfe condition)
where x is the current iterate, p is a descent direction for φ at x, (i.e., pT∇φ(x) < 0),
and 0 < c1 < c2 < 1 are user-specified parameters. The first condition imposes
sufficient decrease in the objective function, and the second requires an increase in
the directional derivative (and is sometimes referred to as the curvature condition).
It is well known [14] that if φ ∈ C1 is bounded below and has Lipschitz continuous
gradients, there exists an interval of steplengths α that satisfy (2.2).
When φ(x) and ∇φ(x) are not accessible, it is natural to attempt to satisfy the
Armijo-Wolfe conditions for the noisy function and gradient, i.e., to find α > 0 such
that
(2.3)
f(x+ αp) ≤ f(x) + c1αpT g(x)
pT g(x+ αp) ≥ c2pT g(x),
where p is the BFGS search direction. It is, however, not immediately clear whether
such a stepsize exists, and if it does, whether it satisfies the Armijo-Wolfe conditions
(2.2) for true function φ.
One possible approach to address these two challenges is to relax the Armijo-Wolfe
conditions (2.3), as is done e.g. by Berahas et al. [2] in their analysis of a gradient
method with errors. An alternative, which we adopt in this paper, is to keep the
Armijo-Wolfe conditions unchanged, and show that under suitable conditions there
is a stepsize that satisfies the Armijo-Wolfe conditions for both the noisy and true
objective functions. Our main assumption is that the errors (x), e(x) in (2.1) are
bounded for all x.
Let us now consider the BFGS updating procedure. The key in the convergence
analysis of quasi-Newton methods is to show that the search direction is not orthogonal
to the gradient. In the literature on Newton-type methods, this is usually done by
bounding the condition number of the Hessian approximation Bk. Whereas this is
possible for limited memory quasi-Newton methods, such as L-BFGS, in which Bk is
obtained by performing a limited number of updates, one cannot bound the condition
number of Bk for the standard BFGS method without first proving that the iterates
converge to the solution. Nevertheless, there is a result about BFGS updating [4], for
strongly convex objective functions, whose generality will be crucial in our analysis. It
states for a fixed fraction of the BFGS iterates, the angle between the search direction
and the gradient is bounded away from 90◦.
To apply the results in [4], we need to ensure that the update of Bk is performed
using the correction pairs
[sk, yk] = [(xk+1 − xk), (∇f(xk+1)−∇f(xk))]
that satisfy, for all k,
(2.4)
yTk sk
sTk sk
≥ m̂, y
T
k yk
yTk sk
≤ M̂,
for some constants 0 < m̂ ≤ M̂ . The Armijo-Wolfe line search does not, however,
guarantee that these conditions are satisfied in our setting, even under the assumption
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that φ is strongly convex. To see this, note that when ‖sk‖ is small compared to the
gradient error g, the vector yk can be contaminated by errors, and (2.4) may not
hold. In other words, difficulties arise when the differencing interval is too short, and
to overcome this problem, we modify the ordinary BFGS method by lengthening the
differencing interval, as needed. How to do this will be discussed in the next section.
With these ingredients in place, we provide in Algorithm 2.1 a description of the
method. In what follows, we let Hk denote the inverse Hessian approximation; i.e,
Hk = B
−1
k .
Algorithm 2.1 Outline of the BFGS Method with Errors
Input: functions f(·) and g(·); constants 0 < c1 < c2 < 1; lengthening parameter
l > 0; starting point x0; initial Hessian inverse approximation H0  0.
1: for k = 0, 1, 2, ..., do
2: pk ← −Hkg(xk)
3: Attempt to find a stepsize α∗ such that
f(xk + α
∗pk) ≤ f(xk) + c1α∗pTk g(xk)
pTk g(xk + α
∗pk) ≥ c2pTk g(xk)
4: if Succeeded then
5: αk ← α∗
6: else
7: αk ← 0
8: end if
9: if ‖αkpk‖ ≥ l then
10: Compute the curvature pair as usual:
sk ← αkpk, yk ← g (xk + sk)− g(xk)
11: else
12: Compute the curvature pair by lengthening the search direction:
sk ← l pk‖pk‖ , yk ← g (xk + sk)− g(xk)
13: end if
14: Update inverse Hessian approximation using the curvature pairs (sk, yk):
(2.5) Hk+1 =
(
I − ρkskyTk
)
Hk
(
I − ρkyksTk
)
+ ρksks
T
k , where ρk =
1
sTk yk
15: xk+1 ← xk + αkpk
16: end for
The only unspecified parameter in this algorithm is the lengthening parameter l,
whose choice will be studied in the next section. We note for now that l needs only
be large enough to compensate for the error in the gradient, and should be at least of
order O(g). Even though step 12 is executed when the line search fails, we will show
below that the lengthening operation guarantees that sTk yk > 0 so that the BFGS
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update is well defined. We also note that step 12 requires an additional gradient
evaluation.
As mentioned in Section 1, lengthening the step is not the only way to stabilize the
BFGS update in the presence of errors. One alternative is to skip the update, but this
can prevent the algorithm from building a useful Hessian approximation. One can also
modify the curvature vector yk when the stability of the BFGS updating cannot be
guaranteed, but it is difficult to know how to design this modification in the presence
of noise in the function and gradient. We choose the lengthening approach because
we view it as well suited in the presence of noise.
3. Convergence Analysis. In this section, we give conditions under which the
BFGS method outlined above is guaranteed to yield an acceptable solution by which
we mean a function value that is within the level of noise of the problem. Throughout
the paper, ‖·‖ denotes the `2 norm.
Our analysis relies on the following assumptions regarding the true objective
function φ and the errors in function and gradients.
Assumptions 3.1. The function φ(x) is bounded below and is twice continuously
differentiable with an M -Lipschitz continuous (M > 0) gradient, i.e.,
‖∇φ(x)−∇φ(y)‖ ≤M ‖x− y‖ , ∀x, y ∈ Rd.
This assumption could be relaxed to require only that the gradients be Lipschitz
continuous; we make the stronger assumption that φ ∈ C2 only to simplify the proof
of one of the lemmas below.
Assumptions 3.2. The errors in function and gradients values are uniformly
bounded, i.e., ∀x ∈ Rd, there exist non-negative constants f , g such that
|f(x)− φ(x)| = |(x)| ≤ f
‖g(x)−∇φ(x)‖ = ‖e(x)‖ ≤ g.
There are many applications where this assumption holds; one of the most promi-
nent is the case of computational noise that arises when the evaluation of the objective
function involves an adaptive numerical computation [11]. On the other hand, there
are other applications where Assumption 3.2 is not satisfied, as is the case when er-
rors are due to Gaussian noise. Nevertheless, since the analysis for unbounded errors
appears to be complex [6], we will not consider it here, as our main goal is to advance
our understanding of the BFGS method in the presence of errors, and this is best
done, at first, in a benign setting.
3.1. Existence of Armijo-Wolfe Stepsizes. We begin our analysis by pre-
senting a result that will help us establish the existence of stepsizes satisfying the
Armijo-Wolfe conditions. Since we will impose these conditions on the noisy func-
tions (i.e. (2.3)) and want to show that they also apply to the true function, the
following lemma considers two sets of functions and gradients: FA and GA can be
viewed as proxies for the true function and gradient φ and∇φ, while FB and GB stand
for the approximate function f and its gradient approximation g. (In a later lemma
these roles are reversed.) It is intuitively clear, that the Armijo-Wolfe conditions can
only be meaningful when the gradients are not dominated by errors. Therefore, our
first lemma shows that when the gradients GA, GB are sufficiently large compared to
f , g, the Armijo-Wolfe conditions can be satisfied.
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Below, we let ϕ denote the angle between a vector p ∈ Rd and a vector −G ∈ Rd,
i.e.,
(3.1) ϕ = ∠(p,−G) or cosϕ = −p
TG
‖p‖‖G‖ .
In the sequel, ϕA, ϕB denote the angles obtained by substituting GA, GB in this
definition.
Lemma 3.3. Suppose that a scalar function FA : Rd → R is continuous and
bounded below, and that a vector function GA : Rd → Rd satisfies
(3.2) ‖GA(y)−GA(z)‖ ≤ L ‖y − z‖ + Λ, ∀y, z ∈ Rd,
for some constants L > 0,Λ ≥ 0. Suppose x ∈ Rd is such that GA(x) 6= 0, that
p ∈ Rd satisfies pTGA(x) < 0, and that the stepsize α > 0 satisfies the Armijo-Wolfe
conditions
(3.3)
FA(x+ αp) ≤ FA(x) + cA1αpTGA(x)
pTGA(x+ αp) ≥ cA2pTGA(x),
for 0 < cA1 < cA2 < 1. Furthermore, suppose another scalar function FB : Rd → R
and vector function GB : Rd → Rd satisfy
(3.4)
|FA(y)− FB(y)| ≤f , ∀y ∈ Rd
‖GA(y)−GB(y)‖ ≤g, ∀y ∈ Rd,
for some non-negative constants f , g. Assume that GB(x) 6= 0 and that p satisfies
pTGB(x) < 0. Let γ1, γ2 be two constants such that
(3.5) 0 < γ1 < cA1 and 0 < γ2 < 1− cA2.
If the following conditions hold:
(3.6)
‖GA(x)‖ ≥ 2Λ
(1− cA2) cosϕA
‖GB(x)‖ ≥ max
{
2cA1g
γ1 cosϕB
,
(1 + cA2)g
γ2 cosϕB
}
‖GA(x)‖ ‖GB(x)‖ ≥ 8Lf
γ1(1− cA2) cosϕA cosϕB ,
then the stepsize α satisfies the Armijo-Wolfe conditions with respect to FB and GB:
FB(x+ αp) ≤ FB(x) + (cA1 − γ1)αpTGB(x)(3.7)
pTGB(x+ αp) ≥ (cA2 + γ2)pTGB(x).(3.8)
Proof. By the second equation in (3.3), i.e.,
pTGA(x+ αp) ≥ cA2pTGA(x),
we have
−(1− cA2)pTGA(x) ≤ pT
(
GA(x+ αp
)−GA(x)).
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Using (3.2) we have
−(1− cA2)pTGA(x) ≤ ‖p‖ (αL ‖p‖ + Λ) .
Recalling the definition (3.1), we obtain the lower bound
α ≥ (1− cA2) cosϕA ‖GA(x)‖ − Λ
L ‖p‖ .
From (3.6) we have
‖GA(x)‖ ≥ 2Λ
(1− cA2) cosϕA ,
i.e.,
(1− cA2) cosϕA ‖GA(x)‖ ≥ 2Λ,
from which it follows that
α ≥ α def= (1− cA2) cosϕA ‖GA(x)‖
2L ‖p‖ .
Now, by (3.6) we also have
‖GA(x)‖ ‖GB(x)‖ ≥ 8Lf
γ1(1− cA2) cosϕA cosϕB ,
and thus
−γ1αpTGB(x) ≥ −γ1αpTGB(x)
= γ1
(1− cA2) cosϕA ‖GA(x)‖
2L ‖p‖ ‖p‖ ‖GB(x)‖ cosϕB
=
γ1(1− cA2) cosϕA cosϕB
2L
‖GA(x)‖ ‖GB(x)‖ ≥ 4f .(3.9)
From (3.6)
‖GB(x)‖ ≥ 2cA1g
γ1 cosϕB
,
or
(3.10) −γ1αpTGB(x) ≥ 2cA1α ‖p‖ g.
Adding (3.9) and (3.10) yields
(3.11) −γ1αpTGB(x) ≥ 2f + cA1α ‖p‖ g.
The first inequality in (3.3) and Assumptions (3.4) give
FB(x+ αp) ≤ FB(x) + cA1αpTGB(x) + 2f + cA1α ‖p‖ g,
which combined with (3.11) yields
(3.12) FB(x+ αp) ≤ FB(x) + (cA1 − γ1)αpTGB(x).
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This proves (3.7).
Next, by (3.6)
‖GB(x)‖ ≥ (1 + cA2)g
γ2 cosϕB
,
or
(3.13) −(1 + cA2)g ‖p‖ ≥ γ2pTGB(x).
By the second equation in (3.3) and assumption (3.4) we immediately have
pTGB(x+ αp) ≥ cA2pTGB(x)− (1 + cA2)g ‖p‖ .
Then by (3.13) we have
pTGB(x+ αp) ≥ (cA2 + γ2)pTGB(x),
which proves (3.8).
Note that there is some flexibility in the choice of γ1, γ2 in (3.5), which influences
the constants in (3.6). This lemma gives conditions under which the Armijo-Wolfe
conditions hold, but the bounds (3.6), involve the angles ϕA, ϕB , which have not been
shown to be bounded away from 90◦ (so that the cosine terms are not bounded away
from zero). Hence, this result is preliminary. We continue the analysis leaving the
angles ϕA, ϕB as parameters to be bounded later.
In the sequel, we let gk = g(xk), define θk to be the angle between pk and −gk,
and θ˜k the angle between pk and −∇φ(xk), i.e.,
θk = ∠(−pk, gk) or cos(θk) =− pTk gk/‖pk‖‖gk‖(3.14)
θ˜k = ∠(−pk, φ(xk)) or cos(θ˜k) =− pTk∇φ(xk)/‖pk‖‖∇φ(xk)‖.(3.15)
We now use Lemma 3.3 to establish the existence of Armijo-Wolfe stepsizes for the
noisy function and gradient, f and g, under the assumption that the true gradient
∇φ is not too small.
Theorem 3.4. Suppose that Assumptions 3.1 and 3.2 hold, and that at iteration
k the search direction pk satisfies p
T
k gk < 0. Let 0 < c1 < c2 < 1 and 0 < δ1 < 1,
0 < δ2 < 1 be constants such that δ1 + δ2 < c2 − c1. If
(3.16)
‖∇φ(xk)‖ ≥ max
{
4(c1 + δ1)g
δ1 cos θk
,
2(1 + c2 − δ2)g
δ2 cos θk
,√
16Mf
(1− c2 + δ2)δ1 cos θk cos θ˜k
}
,
there exists a stepsize αk such that
(3.17)
f(xk + αkpk) ≤ f(xk) + c1αkpTk g(xk)
pTk g(xk + αkpk) ≥ c2pTk g(xk).
Proof. We invoke Lemma 3.3 with x ← xk, FA(·) ← φ(·), GA(·) ← ∇φ(·),
FB(·) ← f(·), GB(·) ← g(·), and p ← pk. Then, from (3.14)-(3.15) we have that
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ϕA = θ˜k and ϕB = θk. Let γ1 = δ1, γ2 = δ2; cA1 = c1 + δ1 and cA2 = c2 − δ2. Our
assumptions on δ1, δ2, c1, c2 imply that 0 < cA1 < cA2 < 1, and that conditions (3.5)
hold.
We must verify that the assumptions of Lemma 3.3 are satisfied. By Assump-
tion 3.1, FA is bounded below and
‖GA(y)−GA(z)‖ ≤M ‖y − z‖ ,
so that (3.2) holds with L = M and Λ = 0. We assume that pTGB(x) = p
T
k gk < 0.
To show that pTGA(x) < 0, note that by (3.16)
‖∇φ(xk)‖ ≥ 4(c1 + δ1)
δ1
g
cos θk
> 2g.
By Assumption 3.2, we have that ‖∇φ(xk)− gk‖ ≤ g. Therefore,
(3.18) ‖g(xk)‖ ≥ ‖∇φ(xk)‖ − g ≥ 1
2
‖∇φ(xk)‖ .
We also have that
‖g(xk)‖ ≥ 1
2
‖∇φ(xk)‖ ≥ 2(c1 + δ1)g
δ1 cos θk
>
g
cos θk
,
or
‖g(xk)‖ cos θk > g.
Recalling again Assumption 3.2, this bound yields
pTGA(x) ≤ pTGB(x) + ‖p‖ g
= −‖p‖ (‖GB(x)‖ cosϕB − g)
= −‖pk‖ (‖gk‖ cos θk − g)
< 0.
Knowing that pk is a descent direction for the true function φ, and since φ is con-
tinuously differentiable and bounded from below, we can guarantee [14] the existence
of a stepsize α = αk such that
FA(x+ αp) ≤ FA(x) + cA1αpTGA(x)
pTGA(x+ αp) ≥ cA2pTGA(x),
showing that (3.3) is satisfied.
To prove that (3.17) holds, all that is necessary is to show that (3.16) implies
conditions (3.6). The first condition is immediately satisfied, since we have shown
that we can choose Λ = 0. By the definitions given in the first paragraph of this
proof, the other two conditions in (3.6) can be written as
(3.19)
‖g(xk)‖ ≥ max
{
2(c1 + δ1)
δ1
,
(1 + c2−δ2)
δ2
}
g
cos θk
‖∇φ(xk)‖ ‖g(xk)‖ ≥ 8Mf
(1− c2 + δ2)δ1 cos θk cos θ˜k
.
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To see that these two conditions hold, we first note that by (3.18),
‖g(xk)‖ ≥ 1
2
‖∇φ(xk)‖ ≥ max
{
2(c1 + δ1)
δ1
g
cos θk
,
(1 + c2 − δ2)
δ2
g
cos θk
}
.
Also, from (3.16)
‖∇φ(xk)‖ ‖g(xk)‖ ≥ 1
2
‖∇φ(xk)‖2 ≥ 8Mf
(1− c2 + δ2)δ1 cos θk cos θ˜k
.
Hence, all the conditions of Lemma 3.3 are satisfied, and we conclude that there exists
a stepsize α that satisfies (3.17).
In the previous theorem we gave conditions under which the Armijo-Wolfe con-
ditions are satisfied with respect to f and g. We now use Lemma 3.3 to show that
satisfaction of the Armijo-Wolfe conditions for the approximate function f implies
satisfaction for the true objective φ, under certain conditions.
Theorem 3.5. Suppose Assumptions 3.1 and 3.2 are satisfied, and that at it-
eration k the search direction pk satisfies p
T
k gk < 0. Let θk and θ˜k be defined by
(3.14), (3.15). Let 0 < c1 < c2 < 1, and δ̂1, δ̂2 be constants such that 0 < δ̂1 < c1,
0 < δ̂2 < 1− c2. Suppose there exists a stepsize αk such that
f(xk + αkpk) ≤ f(xk) + c1αkpTk g(xk)
pTk g(xk + αkpk) ≥ c2pTk g(xk).
If
(3.20)
‖∇φ(xk)‖ ≥ max
{
8g
(1− c2) cos θk ,
√
16Mf
δ̂1(1− c2) cos θk cos θ˜k
,
2c1g
δ̂1 cos θ˜k
,
(1 + c2)g
δ̂2 cos θ˜k
}
,
then αk satisfies
(3.21)
φ(xk + αkpk) ≤ φ(xk) + (c1 − δ̂1)αkpTk∇φ(xk)
pTk∇φ(xk + αkpk) ≥ (c2 + δ̂2)pTk∇φ(xk).
Proof. We prove this by applying Lemma 3.3, reversing the roles of FA, FB , com-
pared to Lemma 3.4. Specifically, we now let x ← xk, FA(·) ← f(·), GA(·) ← g(·),
FB(·) ← φ(·), GB(·) ← ∇φ(·), and p ← pk. We define ϕA = θk and ϕB = θ˜k as in
(3.14), (3.15). Let cA1 = c1, cA2 = c2; γ1 = δ̂1, γ2 = δ̂2. Clearly we have 0 < cA1 <
cA2 < 1.
We need to verify that the assumptions of Lemma 3.3 are satisfied. By Assump-
tions 3.1 and 3.2 we have
‖GA(y)−GA(z)‖ = ‖g(y)− g(z)‖ ≤ ‖∇φ(y)−∇φ(z)‖ + 2g ≤M ‖y − z‖ + 2g,
and hence Assumption (3.2) is satisfied with L = M and Λ = 2g.
We assume that pTGA(x) = p
T gk < 0. To show that p
TGB(x) < 0, we note from
(3.20) that
‖∇φ(xk)‖ ≥ 8g
(1− c2) cos θk > 2g,
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and as in (3.18)
‖g(xk)‖ ≥ ‖∇φ(xk)‖ − g ≥ 1
2
‖∇φ(xk)‖ .
Therefore,
(3.22) ‖g(xk)‖ ≥ 1
2
‖∇φ(xk)‖ ≥ 4g
(1− c2) cos θk >
g
cos θk
,
i.e,
‖gk‖ cos θk > g.
Now,
pTGB(x) ≤ pTGA(x) + ‖p‖ g
= −‖p‖ (‖GA(x)‖ cosϕA − g)
= −‖pk‖ (‖gk‖ cos θk − g)
< 0.
It remains to show that conditions (3.6) are satisfied, from which it would follow that
αk satisfies (3.21), proving the theorem. Since Λ = 2g, conditions (3.6) read, in the
notation of this lemma,
(3.23)
‖g(xk)‖ ≥ 4g
(1− c2) cos θk
‖∇φ(xk)‖ ≥ max
{
2c1
δ̂1
,
(1 + c2)
δ̂2
}
g
cos θ˜k
‖∇φ(xk)‖ ‖g(xk)‖ ≥ 8Mf
δ̂1(1− c2) cos θk cos θ˜k
.
We have already shown, in (3.22), the first condition, and the second condition follows
from Assumption(3.20). Finally, from (3.22) and (3.20),
‖∇φ(xk)‖ ‖g(xk)‖ ≥ 1
2
‖∇φ(xk)‖2 ≥ 8Mf
δ̂1(1− c2) cos θk cos θ˜k
.
Theorems 3.4 and 3.5 establish the existence of a neighborhood of the solution,
defined in terms of ‖∇φ(x)‖, outside of which the Armijo-Wolfe line search strategy
is well defined. This neighborhood depends on f and g, as well as cos θk and cos θ˜k
— and the latter two quantities have not yet been bounded away from zero. Thus,
similar to the central role that cos θ˜k plays in the classic convergence analysis of
gradient methods, cos θk and cos θ˜k play a key role in the convergence analysis of our
algorithm presented below.
3.2. Lengthening the Differencing Interval. The BFGS method is complex
in that Hessian updates affect the search direction and vice versa. As a result, it is
not possible to show that the condition number of the Hessian approximations Bk
is bounded, without first showing convergence of the iterates. Nevertheless, it is has
been shown [4] that under mild assumptions, the angle between the search direction
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and the negative gradient can be bounded away from zero for a fraction of the iterates,
which is sufficient to establish R-linear convergence.
To apply the results in [4], the curvature pairs (sk, yk) used to update Hk must
satisfy
(3.24)
yTk sk
sTk sk
≥ m̂, y
T
k yk
yTk sk
≤ M̂, ∀k,
for some constants 0 < m̂ ≤ M̂ . These conditions will not generally hold unless we
make the following additional assumption.
Assumptions 3.6. The function φ is m-strongly convex, with 0 < m ≤M . (Re-
call that M is defined in Assumptions 3.1.)
Assumptions 3.1, 3.2 and 3.6 are still not sufficient to establish (3.24) because, if ‖sk‖
is small compared to the error in the gradient, g, then the vector yk can be highly
unreliable. To overcome this, we increase the differencing interval and recompute the
gradient before performing the BFGS update, as stipulated in Algorithm 2.1, i.e., we
set
sk ← l pk‖pk‖ , yk ← g (xk + sk)− g(xk), l > 0.
We show below that if l is sufficiently large, these conditions ensure that (3.24) holds.
Lemma 3.8 identifies the minimum value of l. Before presenting that result, we need
the following technical lemma, whose proof is given in the Appendix. In what follows,
λ(H) denotes the set of eigenvalues of a matrix H.
Lemma 3.7. Let s, y ∈ Rd be two non-zero vectors, and let 0 < µ ≤ L. There
exists a positive definite matrix H ∈ Sd×d with eigenvalues λ(H) ⊆ [µ,L] such that
y = Hs
if and only if
(3.25)
∥∥∥∥y − L+ µ2 s
∥∥∥∥ ≤ L− µ2 ‖s‖ .
With this result in hand, it is easy to establish the following bounds.
Lemma 3.8. (Choice of the Lengthening Parameter) Suppose Assumptions 3.1,
3.2 and 3.6 hold. Let s ∈ Rd be a vector such that ‖s‖ ≥ l, and define y = g(x+ s)−
g(x). If
l > 2g/m,
then
(3.26)
yT s
sT s
≥
(
m− 2g
l
)
def
== m̂ > 0
yT y
yT s
≤
(
M +
2g
l
)
def
== M̂ > 0.
Proof. Let y˜ = ∇φ(x + s) − ∇φ(x). Since φ ∈ C2, we have that ∇φ(x + s) −
∇φ(x) = As, where A is the average Hessian
A =
∫ 1
0
∇2φ(x+ t · s) dt.
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Since φ is m-strongly convex with M -Lipschitz continuous gradients, we know that
λ(A) ⊆ [m,M ], and by Lemma 3.7 we have
(3.27)
∥∥∥∥y˜ − M +m2 s
∥∥∥∥ ≤ M −m2 ‖s‖ .
By (2.1) and Assumption 3.2, we have
‖y − y˜‖ ≤ 2g,
and hence ∥∥∥∥y − M +m2 s
∥∥∥∥ ≤ M −m2 ‖s‖ + 2g.
If ‖s‖ ≥ l, we have
M −m
2
‖s‖ + 2g ≤ M −m
2
‖s‖ + 2g
l
‖s‖ ,
and thus ∥∥∥∥y − M +m2 s
∥∥∥∥ ≤ (M −m2 + 2gl
)
‖s‖ .
By defining
(3.28) m̂ = m− 2g
l
, M̂ = M +
2g
l
,
we have ∥∥∥∥∥y − M̂ + m̂2 s
∥∥∥∥∥ ≤ M̂ − m̂2 ‖s‖ .
Note that since l > 2g/m, we have 0 < m̂ ≤ M̂ . By Lemma 3.7, we know that there
exists a positive definite matrix H with λ(H) ⊆ [m̂, M̂ ] such that
y = Hs.
Then it immediately follows that
yT s
sT s
≥ m̂, y
T y
yT s
≤ M̂,
which proves the result due to (3.28).
We thus see from this lemma that if the lengthening parameter l satisfies l >
2g/m, the right hand sides in (3.26) are strictly positive, as needed for the analysis
that follows.
3.3. Properties of the “Good Iterates”. We now show that the angle be-
tween the search direction of Algorithm 2.1 and the true gradient is bounded away
from 90◦, for a fraction of all iterates. We begin by stating a result from [4, Theorem
2.1], which describes a fundamental property of the standard BFGS method (without
errors).
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Lemma 3.9. (Existence of good iterates for classical BFGS) Let H0  0, and
let {Hk = B−1k } be generated by the BFGS update (2.5) using any correction pairs
{(sk, yk)} satisfying (3.24) for all k. Define Θk to be the angle between sk and Bksk,
i.e.,
(3.29) cos Θk =
sTkBksk
‖sk‖ ‖Bksk‖ .
For a fixed scalar q ∈ (0, 1), let
(3.30)
β0(q) =
1
1− q
[
tr(B0)− log det(B0) + M̂ − 1− log m̂
]
> 0
β1(q) = e
−β0(q)/2 ∈ (0, 1).
Then we have, for all k,
(3.31)
∣∣∣{j ∈ {0, 1, · · · , k − 1} ∣∣ cos Θj ≥ β1(q)}∣∣∣ ≥ qk.
We now establish a lower bound for the cosine of the angle between the quasi-
Newton direction of Algorithm 2.1 and −gk, i.e., a bound on cos θk defined by setting
pk ← −Hkg(xk) in (3.14).
Corollary 3.10. Consider Algorithm 2.1 with lengthening parameter l > 2g/m
and suppose that Assumptions 3.1, 3.2 and 3.6 hold. Let θk be the angle between
pk = −Hkg(xk) and −g(xk). For a given q ∈ (0, 1), set β1 as in Lemma 3.9, and
define the index J of “good iterates” generated by Algorithm 2.1 as
(3.32) J = {j ∈ N| cos θj ≥ β1} ,
as well as the set Jk = J ∩ {0, 1, 2, ..., k − 1}. Then,
(3.33) |Jk| ≥ qk.
Proof. Since l > 2g/m, we know by (3.26) in Lemma 3.8 that conditions (3.24)
are satisfied for all k. Since
Θk = ∠ (sk, Bksk) = ∠ (pk, Bkpk) = ∠ (pk,−gk) = θk,
(3.33) follows from Lemma 3.9.
Having established a lower bound on cos θk (for the good iterates), the next step
is to establish a similar lower bound for cos θ˜k. To do so, we first prove the following
result, which we state in some generality.
Lemma 3.11. Let p, g1, g2 ∈ Rd be non-zero vectors. Let ϑ1 be the angle between
p and g1, and ϑ2 the angle between p and g2. Assume
(3.34) cosϑ1 ≥ β > 0,
and that g1 and g2 satisfy
(3.35) ‖g1 − g2‖ ≤ .
If in addition
(3.36)

‖g2‖ ≤
β
4
,
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then
cosϑ2 ≥ β
2
.
Proof. From (3.34) we have
pT g1 ≥ β ‖p‖ ‖g1‖ ,
and by (3.35)
pT g2 ≥ ‖p‖ (β ‖g1‖ − ) .
Hence, by (3.36)
cosϑ2 =
pT g2
‖p‖ ‖g2‖ ≥
β ‖g1‖ − 
‖g2‖
≥‖g2‖ − ‖g2‖ β −

‖g2‖
≥
(
1− ‖g2‖
)
β − β
4
.
The bound (3.34) implies that β ≤ 1, and hence

‖g2‖ ≤
β
4
≤ 1
4
.
Therefore,
cosϑ2 ≥
(
1− ‖g2‖
)
β − β
4
≥ β
2
.
We also need the following well known result [14] about the function decrease
provided by the Armijo-Wolfe line search.
Lemma 3.12. Suppose h : Rd → R is a continuous differentiable function with
an L-Lipschitz continuous gradient. Suppose x ∈ Rd, and that p ∈ Rd is a descent
direction for h at x. Let θ be the angle between −p and ∇h(x). Suppose α > 0 is a
step that satisfies the Armijo-Wolfe conditions with parameters 0 < c1 < c2 < 1:
(3.37)
h(x+ αp) ≤ h(x) + c1αpT∇h(x)
pT∇h(x+ αp) ≥ c2pT∇h(x).
Then
h(x+ αp)− h(x) ≤ −c1 1− c2
L
cos2 θ ‖∇h(x)‖2 .
Proof. From the second condition in (3.37) we have
pT [∇h(x+ αp)−∇h(x)] ≥ (c2 − 1)pT∇h(x).
By Lipschitz continuity,
pT [∇h(x+ αp)−∇h(x)] ≤ L‖p‖2α,
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and from this it follows that
α ≥ −1− c2
L
∇h(x)T p
‖p‖2 .
Substituting this into the first condition in (3.37) we obtain the desired result.
We can now show that a fraction of the iterates generated by Algorithm 2.1
produce a decrease in the true objective that is proportional to its gradient. We recall
that the constants in the Armijo-Wolfe conditions (2.2) satisfy 0 < c1 < c2 < 1.
Theorem 3.13. Suppose Assumptions 3.1, 3.2 and 3.6 are satisfied, and let {xk},
{pk} be generated by Algorithm 2.1. Define β1 and J as in Corollary 3.10. Choose
δ1, δ2, δ̂1, δ̂2 ∈ (0, 1) such that δ1 + δ2 < c2− c1 and δ̂1 < c1, δ̂2 < 1− c2. If k ∈ J and
(3.38) ‖∇φ(xk)‖ ≥ max
{
A
√
Mf
β1
, B
g
β1
}
,
where
A = max
{√
32
(1− c2 + δ2)δ1 ,
√
32
δ̂1(1− c2)
}
B = max
{
4(c1 + δ1)
δ1
,
2(1 + c2 − δ2)
δ2
,
8
(1− c2) ,
4c1
δ̂1
,
2(1 + c2)
δ̂2
}
,
then there exists a stepsize αk which satisfies the Armijo-Wolfe conditions for (f, g)
with parameters (c1, c2), i.e.,
f(xk + αkpk) ≤ f(xk) + c1αkpTk g(xk)
pTk g(xk + αkpk) ≥ c2pTk g(xk),
and any such stepsize also satisfies the Armijo-Wolfe conditions for (φ,∇φ) with
parameters (c1 − δ̂1, c2 + δ̂2):
φ(xk + αkpk) ≤ φ(xk) + (c1 − δ̂1)αkpTk∇φ(xk)
pTk∇φ(xk + αkpk) ≥ (c2 + δ̂2)pTk∇φ(xk)
and in addition,
(3.39)
φ(xk+1)− φ(xk) ≤ −
(c1 − δ̂1)
[
1− (c2 + δ̂2)
]
β21
4M
‖∇φ(xk)‖2 .
Proof. Take k ∈ J . By Corollary 3.10 we have that cos θk ≥ β1. Now, by (3.38)
‖∇φ(xk)‖ ≥ B g
β1
≥ 4(c1 + δ1)
δ1
g
β1
≥ 4 g
β1
,
which together with Lemma 3.11 and Assumption 3.6 implies that cos θ˜k ≥ β1/2.
Therefore, pk = −Hkg(xk) is a descent direction with respect to both g(xk) and
∇φ(xk), which will enable us to apply Theorems 3.4 and 3.5.
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Before doing so, we need to verify that the assumptions of those two theorems
are satisfied, namely (3.16) and (3.20). To see this, note that since we have shown
that
cos θk ≥ β1, cos θ˜k ≥ β1
2
then from (3.38) it follows that
‖∇φ(xk)‖
≥ max
{
A
√
Mf
β1
, B
g
β1
}
≥ max
{
4(c1 + δ1)g
δ1β1
,
2(1 + c2 − δ2)f
δ2β1
,
√
32Mf
(1− c2 + δ2)δ1β21
}
≥ max
{
4(c1 + δ1)g
δ1 cos θk
,
2(1 + c2 − δ2)f
δ2 cos θk
,
√
16Mf
(1− c2 + δ2)δ1 cos θk cos θ˜k
}
,
as well as
‖∇φ(xk)‖
≥ max
{
A
√
Mf
β1
, B
g
β1
}
≥ max
{
8g
(1− c2)β1 ,
4c1g
δ̂1β1
,
2(1 + c2)g
δ̂2β1
,
√
32Mf
δ̂1(1− c2)β21
}
≥ max
{
8g
(1− c2) cos θk ,
2c1g
δ̂1 cos θ˜k
,
(1 + c2)g
δ̂2 cos θ˜k
,
√
16Mf
δ̂1(1− c2) cos θk cos θ˜k
}
.
Therefore, by Theorems 3.4 and 3.5 there exists a stepsize αk which satisfies the
Armijo-Wolfe conditions for (f, g) with parameters (c1, c2), and such αk also satisfies
the Armijo-Wolfe conditions for (φ,∇φ) with parameters (c1 − δ̂1, c2 + δ̂2). We then
apply Lemma 3.12 with h(·) ← φ(·), θ ← θ˜k and L ← M , Armijo-Wolfe parameters
(c1 − δ̂1, c2 + δ̂2) to obtain
φ(xk+1)− φ(xk) ≤ −
(c1 − δ̂1)
[
1− (c2 + δ̂2)
]
M
cos2 θ˜k ‖∇φ(xk)‖2
≤ −
(c1 − δ̂1)
[
1− (c2 + δ̂2)
]
β21
4M
‖∇φ(xk)‖2 .
The constants A,B, as well as the rate constant in (3.39), do not depend on
the objective function or the noise level, but only on the parameters c1, c2. There
is, nevertheless, some freedom in the specification of A,B and the constant in (3.39)
through the choices of δ1, δ2, δ̂1, δ̂2. From now on, we make a specific choice for the
latter four constants, which simplifies Theorem 3.13, as shown next.
Corollary 3.14. Suppose Assumptions 3.1, 3.2 and 3.6 are satisfied, and let
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{xk} be generated by Algorithm 2.1. Choose δ1, δ2, δ̂1, δ̂2 as
(3.40) δ1 =
c2 − c1
4
, δ2 =
c2 − c1
4
, δ̂1 =
c1
2
, δ̂2 =
1− c2
2
.
If k ∈ J and
‖∇φ(xk)‖ ≥ max
{
A
√
Mf
β1
, B
g
β1
}
,
where
(3.41)
A = max
{
16
√
2√
(c2 − c1)(4− c1 − 3c2)
,
8√
c1(1− c2)
}
B = max
{
8
1− c2 ,
8(1 + c1)
c2 − c1 + 6
}
,
then there exists a stepsize αk which satisfies the Armijo-Wolfe conditions on (f, g)
with parameters (c1, c2), i.e.,
f(xk + αkpk) ≤ f(xk) + c1αkpTk g(xk)
pTk g(xk + αkpk) ≥ c2pTk g(xk),
and any such stepsize also satisfies the Armijo-Wolfe conditions on (φ,∇φ) with
parameters (c1/2, c2/2 + 1):
φ(xk + αkpk) ≤ φ(xk) + c1
2
αkp
T
k∇φ(xk)
pTk∇φ(xk + αkpk) ≥
1 + c2
2
pTk∇φ(xk),
and in addition,
φ(xk+1)− φ(xk) ≤ −c1(1− c2)β
2
1
16M
‖∇φ(xk)‖2 .
Proof. We begin by verifying that the choices (3.40) of δ1, δ2, δ̂1, δ̂2 satisfy the
requirements in Theorem 3.13. It is clear that δ1, δ2, δ̂1, δ̂2 ∈ (0, 1) since 0 < c1 <
c2 < 1. We also have
δ1 + δ2 =
c2 − c1
2
< c2 − c1, δ̂1 = c1
2
< c1, δ̂2 =
1− c2
2
< 1− c2.
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Applying Theorem 3.13 with the choices (3.40), we have
A = max
{√
32
(1− c2 + δ2)δ1 ,
√
32
δ̂1(1− c2)
}
= max
{
16
√
2√
(c2 − c1)(4− c1 − 3c2)
,
8√
c1(1− c2)
}
B = max
{
4(c1 + δ1)
δ1
,
2(1 + c2 − δ2)
δ2
,
8
(1− c2) ,
4c1
δ̂1
,
2(1 + c2)
δ̂2
}
= max
{
8
1− c2 ,
8(1 + c1)
c2 − c1 + 6
}
.
Therefore, by Theorem 3.13 we know that there exists a stepsize αk which satisfies the
Armijo-Wolfe conditions for (f, g) with parameters (c1, c2), and any such stepsize also
satisfies the Armijo-Wolfe conditions for (φ,∇φ) with parameters (c1 − δ̂1, c2 + δ̂2) =
(c1/2, c2/2 + 1). In addition, we also have
φ(xk+1)− φ(xk) ≤ −
(c1 − δ̂1)
[
1− (c2 + δ̂2)
]
β21
4M
‖∇φ(xk)‖2
= −c1(1− c2)β
2
1
16M
‖∇φ(xk)‖2 .
3.4. Convergence Results. We are ready to state the main convergence results
for our algorithm, which is simply Algorithm 2.1 using a lengthening parameter l such
that
(3.42) l > 2g/m,
where g is the maximum error in the gradient and m is the strong convexity pa-
rameter. Although knowledge of these two constants may not always be available in
practice, there are various procedures for estimating them, as discussed in Section 4.
We begin by establishing some monotonicity results for the true objective function
φ. Note that since Algorithm 2.1 either computes a zero step (when α∗ = 0) or
generates a new iterate that satisfies the Armijo decrease (2.3), the sequence {f(xk)}
is non-increasing.
Theorem 3.15. Suppose Assumption 3.2 is satisfied, and let {xk} be generated
by Algorithm 2.1 with l satisfying (3.42). Define
(3.43) ξk = min
i∈[k]
φ(xi), where [k]
def
== {i ∈ N|0 ≤ i ≤ k} .
Then {ξk} is non-increasing and
ξk ≤ φ(xk) ≤ ξk + 2f , ∀k ∈ N.
Proof. By definition, {ξj} forms a non-increasing sequence, and we noted above
that {f(xk)} is also non-increasing and therefore
f(xj) = min
i∈[j]
f(xi).
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By Assumption 3.2 we have
f(xi) ≤ φ(xi) + f .
Hence
f(xj) = min
i∈[j]
f(xi) ≤ min
i∈[j]
(φ(xi) + f ) = min
i∈[j]
φ(xi) + f ,
and recalling again Assumption 3.2, we have
φ(xj) ≤ f(xj) + f ≤ min
i∈[j]
φ(xi) + 2f .
Since
ξj = min
i∈[j]
φ(xi) ≤ φ(xj),
we conclude that
ξj ≤ φ(xj) ≤ ξj + 2f .
The next result shows that, before the iterates {xk} reach a neighborhood of the
solution where the error dominates, the sequence {φ(xk)− φ∗} converges to the value
2f at an R-linear rate. Here φ
∗ denotes the optimal value of φ.
Theorem 3.16. [Linear Convergence to N1] Suppose Assumptions 3.1, 3.2 and
3.6 are satisfied, and let {xk} be generated by Algorithm 2.1 with the choice (3.42).
Let
N1 =
{
x
∣∣∣∣∣ ‖∇φ(x)‖ ≤ max
{
A
√
Mf
β1
, B
g
β1
}}
,
where A,B are given in (3.41). Let
K = min
k
{k ∈ N|xk ∈ N1}
be the index of the first iterate that enters N1 (we define K = +∞ if no such iterate
exists). Then there exists ρ ∈ (0, 1) such that
φ(xk)− φ∗ ≤ ρk (φ(x0)− φ∗) + 2f , ∀k ≤ K − 1.
Proof. By definition, we have that ∀k ≤ K − 1
(3.44) ‖∇φ(xk)‖ > max
{
A
√
Mf
β1
, B
g
β1
}
.
Choose 0 ≤ j ≤ k ≤ K − 1, and let J be as defined in Corollary 3.10. If j ∈ J , then
by Corollary 3.14 we have
φ(xj+1)− φ(xj) ≤ −ζ ‖∇φ(xj)‖2
where
ζ =
c1(1− c2)β21
16M
.
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By Theorem 3.15, we have that φ(xj) ≤ ξj + 2f , and hence
φ(xj+1) ≤ ξj + 2f − ζ ‖∇φ(xj)‖2 .
Recalling that
A = max
{
16
√
2√
(c2 − c1)(4− c1 − 3c2)
,
8√
c1(1− c2)
}
,
and by (3.44) we have
ζ ‖∇φ(xj)‖2 ≥ c1(1− c2)
16
A2f
≥ c1(1− c2)
16
[
8√
c1(1− c2)
]2
f
= 4f ,
and thus
φ(xj+1) ≤ ξj − ζ
2
‖∇φ(xj)‖2 .
Since φ is strongly convex by Assumption 3.6, we have
‖∇φ(xj)‖2 ≥ 2m(φ(xj)− φ∗) ≥ 2m(ξj − φ∗),
thus we have
ξj+1 ≤ φ(xj+1) ≤ ξj − ζ
2
‖∇φ(xj)‖2 ≤ ξj −mζ(ξj − φ∗)
i.e.,
ξj+1 − φ∗ ≤ (1−mζ)(ξj − φ∗).
The relation above holds if j ∈ J . If j /∈ J , all we can ascertain is that
ξj+1 ≤ ξj .
By Corollary 3.10, we have |[k − 1] ∩ J | ≥ qk, hence
ξk − φ∗ ≤ (1−mζ)qk (ξ0 − φ∗) = ρk(φ(x0)− φ∗)
where ρ = (1−mζ)q. Since φ(xk) ≤ ξk + 2f , we have
φ(xk)− φ∗ ≤ ρk(φ(x0)− φ∗) + 2f .
The next result shows that the iterates generated by the algorithm enter the
neighborhood N1 in a finite number of iterations.
Theorem 3.17. Suppose Assumptions 3.1, 3.2 and 3.6 are satisfied. Let {xk} be
generated by Algorithm 2.1 using (3.42). Let N1 and K be defined as in Theorem 3.16.
If in addition we assume that max {f , g} > 0, then we have
K < +∞
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Proof. Suppose, by the way of contradiction, that K = +∞, i.e., that xk /∈ N1,
for all k. Pick arbitrary δ > 0, then by Theorem 3.16 we have
φ(xk)− φ∗ ≤ δ + 2f ,
for sufficiently large k. On the other hand, by Assumption 3.1,
‖∇φ(x)‖2 ≤ 2M(φ(x)− φ∗), ∀x ∈ Rd.
Hence,
‖∇φ(xk)‖2 ≤ 4Mf + 2Mδ.
Choose δ sufficiently small such that
‖∇φ(xk)‖2 ≤ 4Mf + 2Mδ ≤
[
max
{
A
√
Mf
β1
, B
g
β1
}]2
,
which is always possible since A > 2 and β1 ∈ (0, 1). Therefore, xk ∈ N1 yielding a
contradiction.
The next result shows that after an iterate has entered the neighborhood N1,
all subsequent iterates cannot stray too far away from the solution in the sense that
their function values remain within a band of width 2f of the largest function value
obtained inside N1.
Theorem 3.18. Suppose Assumptions 3.1, 3.2 and 3.6 are satisfied. Let {xk} be
generated by Algorithm 2.1 with the choice (3.42). Let N1 and K be defined as in
Theorem 3.16, and let
φ̂ = max
x∈N1
φ(x),
and
N2 =
{
x|φ(x) ≤ φ̂+ 2f
}
.
Then,
xk ∈ N2, ∀k ≥ K.
Proof. Since φ is twice continuously differentiable and strongly convex, N1 defined
in Theorem 3.16 is a compact set, so φ̂ is well-defined. By Theorem 3.17, K < ∞.
Choose any k ≥ K. Since xK ∈ N1 and k ≥ K, we have
ξk ≤ ξK ≤ φ(xK) ≤ φ̂.
Recalling Theorem 3.15,
φ(xk) ≤ ξk + 2f ≤ φ̂+ 2f
which shows that xk ∈ N2.
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Finally, we have the following result regarding the lengthening operation. It
shows that for all “good iterates” that are sufficiently away from N1 lengthening is
not necessary.
Theorem 3.19. Suppose Assumptions 3.1, 3.2 and 3.6 are satisfied. Let {xk} be
generated by Algorithm 2.1 with lengthening parameter l satisfying (3.42). Let J be
defined as in Corollary 3.10, and A,B be defined as (3.41). If k ∈ J and
‖∇φ(xk)‖ ≥ max
{
A
√
Mf
β1
, B
g
β1
,
4lM
(1− c2)β1
}
,
then ‖αkpk‖ ≥ l, meaning that step 12 of Algorithm 2.1 is not executed.
Proof. Since k ∈ J and
‖∇φ(xk)‖ ≥ max
{
A
√
Mf
β1
, B
g
β1
}
,
by Theorem 3.13 and Corollary 3.14 we know that the stepsize αk satisfies
φ(xk + αkpk) ≤ φ(xk) + c1
2
αkp
T
k∇φ(xk)
pTk∇φ(xk + αkpk) ≥
1 + c2
2
pTk∇φ(xk).
Thus we have a lower bound on αk:
αk ≥ −1− c2
2M
∇φ(xk)T pk
‖pk‖2
.
Then we have
‖αkpk‖ ≥ 1− c2
2M
‖∇φ(xk)‖ cos θ˜k
≥ (1− c2)β1
4M
‖∇φ(xk)‖.
Since
‖∇φ(xk)‖ ≥ 4lM
(1− c2)β1 ,
we have
‖sk‖ ≥ (1− c2)β1
4M
‖∇φ(xk)‖ ≥ l.
4. Numerical Experiments. We implemented Algorithm 2.1 and tested it on
a 4-dimensional quadratic function of the form
φ(x) =
1
2
xTTx,
where the eigenvalues of T are λ(T ) =
{
10−2, 1, 102, 104
}
. Thus, the strong convexity
parameter is m = 10−2 and the Lipschitz constant M = 104.
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The noise in the function (x) was computed by uniformly sampling from the
interval [−f , f ], and the noise in the gradient e(x) by uniformly sampling from the
closed ball ‖x‖2 ≤ g. The maximum noise (or error) level was chosen as g = f = 1.
We computed the lengthening parameter l in Algorithm 2.1 as l = 4g/m, which is
twice as large as the lower bound stipulated in Lemma 3.8.
The line search implements the standard bisection Armijo-Wolfe search with pa-
rameters c1 = 0.01, c2 = 0.5. If the line search is unable to find an acceptable stepsize
within 64 iterations, its is considered to have failed, and we set αk = 0. Algo-
rithm 2.1 terminates if: i) ‖g(xk)‖ ≤ 10−5; or b) 30 consecutive line search failures
occur; c) or if Algorithm 2.1 reaches the limit of 60 iterations. The initial iterate is
x0 = 10
5 · (1, 1, 1, 1)T for which ‖∇φ(x0)‖ ≈ 109.
Figures 4.1 and 4.2 plot the results of 20 runs of Algorithm 2.1, all initialized
at the vector x0 given above. In both figures, we indicate the first iteration (in all
runs) when the differencing interval was lengthened, i.e., when step 12 of Algorithm
2.1 was executed. We observe from Figure 4.1 that Algorithm 2.1 quickly drives the
optimality gap φ(xk)− φ∗ to the noise level. Figure 4.3 plots the log of the condition
number of the matrix H
1/2
k ∇2φ(xk)H1/2k against the iteration number k. For this
small dimensional quadratic, the BFGS approximation converges to the true Hessian
when errors are not present. Figure 4.3 shows that the Hessian approximation does
not deteriorate after the iterates enter the region where noise dominates, illustrating
the benefits of the lengthening strategy.
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Fig. 4.1. Results of 20 runs of Algorithm 2.1. The graph plots the log of the optimality gap
for the true function, log10 (φ(xk)− φ∗), against the iteration number k. The horizontal red dashed
line corresponds to the noise level log10 max
{
g , f
}
= 0. The vertical purple dashed line marks
the first iteration at which lengthening is performed (k = 8).
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Fig. 4.2. Log of the norm of true gradient log10 ‖∇φ(xk)‖ against iteration k for 20 runs of
Algorithm 2.1. The horizontal red dashed line corresponds to the noise level, and the vertical purple
dashed line corresponds to the first iteration at which lengthening is performed.
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Fig. 4.3. Log of the condition number of H
1/2
k ∇2φ(xk)H
1/2
k against iteration k. Note that
after the iteration reaches the noise level, the Hessian approximation remains accurate.
5. Final Remarks. In this paper, we analyzed the BFGS method when the
function and gradient evaluations contain errors. We do not assume that errors di-
minish as the iterates converge to the solution, or that the user is able to control the
magnitude of the errors at will; instead we consider the case when errors are always
present. Because of this, our analysis focuses on global linear convergence to a neigh-
borhood of the solution, and not on conditions that ensure superlinear convergence
— something that would require errors to diminish very rapidly.
In the regime where the gradient ‖∇φ(x)‖ of the objective function is sufficiently
larger than the errors, we would hope for the BFGS method to perform well. However,
even in that setting, errors can contaminate the Hessian update, and the line search
can give conflicting information. Nevertheless, we show that a simple modification
of the BFGS method inherits the good performance of the classical method (with-
out errors). In particular, we extend one of the hallmark results of BFGS, namely
Theorem 2.1 in [4], which shows that under mild conditions a large fraction of the
BFGS iterates are good iterates, meaning that they do not tend to be orthogonal to
the gradient. We also establish conditions under which an Armijo-Wolfe line search
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on the noisy function yields sufficient decrease in the true objective function. These
two results are then combined to establish global convergence.
The modification of the BFGS method proposed here consists of ensuring that
the length of the interval used to compute gradient differences is large enough so
that differencing is stable. Specifically, if the line search indicates that the size of the
latest step is not large enough compared to the size the error, then the corrections
pairs (sk, yk) used to update the BFGS matrix are modified. Instead of using sk as
the differencing interval, we lengthen it and compute gradient differences based on the
end points of the elongated interval. This allows us to establish convergence results to
a neighborhood of the solution where progress is not possible, along the lines of Nedic
and Bertsekas [13]. An additional feature of our modified BFGS method is that, when
the iterates enter the region where errors dominate, the Hessian approximation does
not get corrupted.
The numerical results presented here are designed to verify only the behavior
predicted by the theory. In our implementation of Algorithm 2.1, we assume that
the size of the errors and the strong convexity parameter are known, as this helps
us determine the size of the lengthening parameter l. In a separate paper, we will
consider a practical implementation of our algorithm that estimates l adaptively, that
is able to deal with nonconvexity, and that provides a limited memory version of the
algorithm. We believe that the theory presented in this paper will be useful in the
design of such a practical algorithm.
6. Appendix A.
Proof of Lemma 3.7.
Part I. We first show that if that y = Hs with λ(H) ⊆ [µ,L] then (3.25) holds.
Clearly,
λ
(
H − L+ µ
2
I
)
⊆
[
−L− µ
2
,
L− µ
2
]
.
Since H − (L+ µ)I/2 is symmetric, we have∥∥∥∥H − L+ µ2 I
∥∥∥∥ ≤ L− µ2 .
Since
y − L+ µ
2
s =
(
H − L+ µ
2
I
)
s,
we conclude that∥∥∥∥y − L+ µ2 s
∥∥∥∥ = ∥∥∥∥(H − L+ µ2 I
)
s
∥∥∥∥ ≤ L− µ2 ‖s‖ .
Part II. We prove the converse by construction. To this end, we make the following
claim. If u, v ∈ Rd, are such that ‖u‖ = ‖v‖ = 1, then there exists a symmetric real
matrix Q such that Qu = v and λ(Q) ⊆ {−1, 1}. To prove this, we first note that if
u = −v then we can choose Q = −I. Otherwise, let
e =
u+ v
‖u+ v‖ .
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Then, a simple calculation shows that
(6.1) Q = 2eeT − I
satisfies Qu = v and QT = Q. Since λ(2eeT ) = {0, 2}, we have λ(Q) = {−1, 1},
showing that our claim is true.
Now, to prove Part II, we assume that (3.25) holds. If
y − L+ µ
2
s = 0,
then it follows immediately that y = Hs with λ(H) ⊆ [µ,L]. Otherwise, define
v =
y − L+µ2 s∥∥∥y − L+µ2 s∥∥∥ and u =
s
‖s‖ .
We have shown above that since v, u are unit vectors, there exists a symmetric real
matrix Q ∈ Sd×d such that v = Qu and λ(Q) ⊆ {−1, 1}, i.e.,
Q
s
‖s‖ =
y − L+µ2 s∥∥∥y − L+µ2 s∥∥∥ .
Hence, we have
y = Hs,
where
H =
L+ µ
2
I +
∥∥∥y − L+µ2 s∥∥∥
‖s‖ Q.
Since we assume that ∥∥∥y − L+µ2 s∥∥∥
‖s‖ ≤
L− µ
2
,
and λ(Q) ⊆ {−1, 1}, we conclude that
λ(H) ⊆ [µ,L].
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