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In this work we consider a problem related to the equilibrium
statistical mechanics of spin glasses, namely the study of the Gibbs
measure of the random energy model. For solving this problem, new
results of independent interest on sums of spacings for i.i.d. Gaussian
random variables are presented. Then we give a precise description
of the support of the Gibbs measure below the critical temperature.
1. Introduction. The problem of spin glasses is considered a challenge
for the 21st century from both the theoretical physics point of view [47]
and the mathematical point of view [46]. Spin glasses are alloys like Au–Fe
that have a very small density of Fe. At very low temperature they present
remarkable magnetic properties. On the experimental level, measurements
of the magnetic susceptibility of such alloys at very low temperature were
done by Cannela and Mydosh [8].
As mentioned in [8], the first model used to describe such an alloy was the
Rudderman, Kittel, Kasuya and Yosida (RKKY) model, a long-range model
with alternating sign in the interaction between the Fe atoms. Keeping just
the alternating sign of the interaction, Edwards and Anderson introduced
a model with short-range random coupling [21]. Despite a lack of rigor-
ous results for the Edwards–Anderson model, a lot of theoretical progress
has been made (see [36, 37, 48] and references therein). As a caricature
of models with a spatial structure like the Ising model, mean field mod-
els such as the Curie–Weiss model have been introduced to give a simple
partial description of physical phenomena, namely the existence of sponta-
neous magnetization at low temperature. The mean field model associated to
the Edwards–Anderson model is called the Sherrington–Kirkpatrick (S–K)
model [45]. From the theoretical physics point of view, much work had been
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completed on the S–K model before Parisi [39, 40] introduced his famous
replica symmetry breaking argument. A very important work by Mezard,
Parisi and Virasoro [34] followed (see also [35]). Rigorous results on the S–K
model can be found in [[1, 2, 10]–[12, 25, 28, 31, 46]]; however, we are still
far from having complete results and this subject remains a very active field
of research.
Due to the difficulty of studying the S–K model, even from a nonrigorous
point of view, various mean field models have been introduced. Among them
is the random energy model (REM) [16, 17], which is considered to be the
simplest model of spin glasses (see [27]), and a whole class of models called
generalized random energy models (GREM) that present a tree structure
[[18]–[20]]. Basic rigorous results on the existence of the free energy for the
REM and its fluctuations are given in [7, 22, 26, 38], whereas for the GREM,
see [[9], [26]] and, more recently, [[5, 6]]. A very important fact is that the
free energy of the GREM can also be found by using the replica symmetry
breaking argument of Parisi (see [20]), since we know rigorously the explicit
expression of the free energy (see [9]); this is an important test for the
validity of the Parisi theory. Various pedagogical expositions on the REM
and the GREM are available (e.g., [3, 4, 42, 44]).
The Hamiltonian or energy function of the REM can be written as
HREM(σ) =−N
1/2
2N/2
∑
α⊂{1,...,N}
Jασα,(1.1)
where the sum is over all the 2N subsets α of {1, . . . ,N}, (Jα, α⊂ {1, . . . ,N})
is a family of i.i.d. standard Gaussians defined on a common probability
space (Ω,Σ,P) and σα =
∏
i∈α σi with σ∅ = 1. The above way of writing the
Hamiltonian of the REM emphasizes the mean field aspect of the model,
since all spins interact with a strength that does not depend on their dis-
tances.
It is easy to see that the Hamiltonians (HREM(σ), σ ∈ {−1,+1}N ) of the
REM form a family of 2N i.i.d. Gaussian random variables with mean 0 and
variance N , defined on (Ω,Σ,P); see [24]. In particular, we can also write
(HREM(σ), σ ∈ {−1,+1}N ) = (−
√
NXσ , σ ∈ {−1,+1}N ), where (Xσ, σ ∈ {−1,+1}N )
is a family of i.i.d. Gaussian random variables with mean 0 and variance 1,
or even (−√NXi,1≤ i≤ 2N ) when the relationship with the spins σ is ir-
relevant. Here
√
N ensures that the energy in a volume N is P-almost surely
of order N , as required by statistical mechanics theory.
Given β ≥ 0, the inverse temperature, let us denote by
ZN ≡ZN (β) =
∑
σ∈{−1,+1}N
e−βHREM(σ)(1.2)
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the finite volume partition function and by
FN (β) =− 1
βN
logZN (β)(1.3)
the finite volume free energy.
It was proved in [38] that for all β ≥ 0, limN→∞FN (β) = F (β) exists P-
almost surely and in Lp(Ω,P) for 1≤ p <∞ (note that what is called free
energy in [38] we denote −βFN (β)). The nonrandom function F (β) is twice
differentiable in β, whose second derivative has a jump at βc :=
√
2 log 2. In
fact, F (β) is equal to −β/2 − β2c /(2β) for β < βc and −βc for β ≥ βc, as
expected from the results of [16]. In the physics literature this is called a
third order phase transition, as mentioned explicitly in the title of the first
rigorous paper on the REM (see [22]). More results on the asymptotics of
FN (β) can be found in [7, 26, 38].
What is important to note is that when β > βc, the main contribution
to FN (β) comes from the terms in ZN (β) that have the lowest possible en-
ergies, which are the σ that have HREM(σ) of order −N
√
2 log 2 ≡ −Nβc,
that is, the (P-almost sure) asymptotic value of the minimum of 2N Gaus-
sian random variables with mean 0 and variance N ; this fact is explicitly
mentioned in all pedagogical expositions (e.g., [3, 4, 42]). In the physics lit-
erature, such a system is said to be frozen in the sense that, in the whole
range of β ≥ βc, the lowest possible energies give the main contribution to
the free energy, while in a “nonfrozen” system, this contribution occurs only
at zero temperature. This can be seen on F (β) since when β > βc, the free
energy does not depend on β.
To study the fluctuations of the free energy FN (β), we consider the num-
ber of random variables of the sample that are below some well chosen
nonrandom energy, and then use classical convergence to a Poisson point
process [30] to describe some fluctuations of the model. This was done in
[26] for the Boltzmann factor exp(−βHREM(σ)) (see also [3]) and in [7] for
the partition function.
The aim of this article is to study the finite volume Gibbs measure µN,β
of the REM when β > βc and N is large enough. Here µN,β is defined for
each N as the random probability measure on {−1,+1}N which gives the
configuration σ the weight
µN,β(σ)≡ e
−βHREM(σ)
ZN
,(1.4)
where ZN is defined as in (1.2).
For a given sample (HREM(σ), σ ∈ {−1,+1}N ), when β > βc, the main
question is: What are the sample: dependent configurations σ, where the
Gibbs measure is concentrated, when N is very large?
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Note first that the sample-dependent configuration σ(1) which corresponds
to the minimal value of the sample HREM(σ) is clearly among these configu-
rations. So instead of considering the variables that are below a nonrandom
energy as was done to get the Poisson point process mentioned above, it is
better to consider the variables that are above the minimal one that is a
sample-dependent energy. It is clear that the order statistics of the random
variables HREM(σ), namely
HREM(σ
(2N ))≥HREM(σ(2N−1))≥ · · · ≥HREM(σ(2))≥HREM(σ(1)),(1.5)
come into play. To obtain information on the support of the Gibbs mea-
sure, we can subtract the minimal energy from all the Hamiltonians; there-
fore, the spacings HREM(σ
(k+1)) − HREM(σ(k)) and the sums of spacings
HREM(σ
(k))−HREM(σ(1)) are the basic objects we need to study.
Since our main objective is more the study of the Gibbs measure of the
REM than the sum of spacings per se, we first present a list of questions
that we asked ourselves when we started this work. Then the strategy we
used and the results stated in the next section about the sums of spacings
will be clearer.
First, how many successive terms k = kN in the sum of spacings do we
need to take to have a “good” approximation of the Gibbs measure when
considering the probability measure on {−1,+1}N that havs only these k
terms?
There are two points to be answered precisely: What does “good ap-
proximation” mean and in what P-probability sense can we expect that
such approximation holds? For the first point we choose the total varia-
tion distance for probability measures on {−1,+1}N . Concerning the P-
probabilistic sense, some care is needed. We first note that there is a scaling
factor
√
N in the definition of the Hamiltonian, as mentioned previously.
Recalling that we have a sample of 2N Gaussian random variables, this
factor can be written, up to a constant, as
√
2 log 2N . So the first ques-
tion is related to the behavior of
√
2 log 2N [HREM(σ
(k))−HREM(σ(1))] as a
function of k for k ≡ kN that diverges with N . Since we have chosen the
total variation distance, it will be sufficient to neglect all the terms in the
Gibbs measures that are larger than kN . An easy way to do this is to re-
quire that
∑2N
k=kN
exp−{(β/βc)(
√
2 log 2N [HREM(σ
(k))−HREM(σ(1))])} goes
to zero. The strongest P-probability sense we can expect to get is P-almost
surely. At this point, it is important to note that we do not expect that
the Gibbs measure itself, or its approximation converges almost surely since
they merely converge in law. However, their total variation distance, being
a difference, could perfectly converge almost surely to 0. A similar fact was
proved not for the Gibbs measure as a measure on {−1,+1}N , but for an
induced measure in the random field Curie–Weiss model [? ]. The worst that
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could happen by taking such a strong convergence would be that we get a
kN that is rather large.
The main result we need for the sum of spacings is given in Proposition
2.2. It is stated for a sample of n Gaussian random variables, instead of 2N ,
since these results have independent interest.
The second question is: Is the approximated Gibbs measure, that is, the
one with only kN terms obtained previously, the uniform measure on kN
points chosen without replacement within 2N points, a point mass at the
minimum or some other value? To be able to answer such questions, the
relative weights of the approximated Gibbs measure and, therefore, the first
kN sum of spacings come into play. We use a classical representation of
the Gaussian random variables in term of uniform random variables, mainly
because a lot of explicit distributions for the spacings of uniform random
variables are available. The results needed for the sum of spacings are stated
in Proposition 2.3, where the first kN sums of spacings can be represented
as successive partial weighted sums of exponential random variables.
Note also that since the kN was found to be able to neglect some tails of
the Gibbs measure, P-almost surely, it could be that the Gibbs measure has
most of its mass concentrated on the k0 spin configuration with k0 that does
not depend on N . We will show that this is not the case in general. Results
for the approximated Gibbs measure and the Gibbs measure are given in
Section 3.
Another question is related to the β-dependence of the Gibbs measure.
As mentioned above, the system is frozen at the level of the free energy.
Does a similar fact hold for the Gibbs measure? When the limit β ↑ ∞ is
taken after the limit N ↑ ∞, the Gibbs measure converges to a point mass
at the spin configuration that realizes the absolute minimum as is proved in
Section 3. So to exclude the possibility that the system is frozen at the level
of the Gibbs measure, we estimate from below the total variation distance
between the Gibbs measure at finite β > βc and its limit when β ↑∞.
Assuming that some or all of the foregoing questions have been resolved—
in particular, that the number k(N) has been determined to obtain, P-almost
surely a good approximation of the Gibbs measure—then is there an “easy”
way to construct this approximated Gibbs measure? This is the subject of
the last section.
2. Some results involving order statistics and sums of spacings.
2.1. Notation and recollections. In this section, (Xi, i ∈ {1, . . . , n}) are
i.i.d. standard Gaussian random variables with distribution function Φ,
(Ui, i ∈ {1, . . . , n}) are i.i.d. U(0,1), random variables and (Wi, i ∈ {1, . . . , n})
are i.i.d. exponentially distributed r.v. E(1). We define S0 := 0 and Sm :=∑m
k=1Wk,
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m ∈ N∗. In general we denote by Y1,n ≤ · · · ≤ Yn,n the order statistics as-
sociated to some random variables (Yi, i ∈ {1, . . . , n}). We set U0,n := 0 and
Un+1,n := 1.
Let G be defined by 1 − Φ(G(u)) = u, 0 < u < 1. Then G satisfies (see
[14], page 818), as u ↓ 0,
G(u) =
√
2 log
(
1
u
)
− log log(1/u) + log(4π)
2
√
2 log(1/u)
+O
(
(log log(1/u))2
(log(1/u))3/2
)
.(2.1)
As it is standard, we can construct the Gaussian random variables by using
Xi =G(Ui), and since G is decreasing, we have Xi,n =G(Un−i+1,n). Then,
by symmetry, we have the identity in distribution (denoted
d
=)
Xi,n −X1,n d=G(U1,n)−G(Ui,n).(2.2)
Recall the results
{Ui,n,0≤ i≤ n+ 1} d= {Si/Sn+1,0≤ i≤ n+1}(2.3)
and {
ξ
(n)
i :=
(
Ui,n
Ui+1,n
)i
; 1≤ i≤ n
}
are i.i.d. U(0,1) random variables,(2.4)
which can be found in [15], Lemmas 1 and 2, or in [43] and [32], respectively.
2.2. New results. Before stating and proving the main result of this sec-
tion, Proposition 2.2, we present some preliminary results:
Lemma 2.1. For all δ > 0, there exists n0 = n0(δ) such that for all n>
n0, we have
P
[∣∣∣∣ log( 1U1,n
)
− logn
∣∣∣∣≤ 2 log(logn)1+δ]≥ 1− 4(logn)1+δ .(2.5)
Proof. Equation (2.3) implies that
P
[∣∣∣∣ log( 1U1,n
)
− logn
∣∣∣∣≤ 2 log(logn)1+δ]
≥ P[|logS1| ≤ log(logn)1+δ](2.6)
− P
[∣∣∣∣log( Sn+1n+1
)
+ log
(
1 +
1
n
)∣∣∣∣≥ log(logn)1+δ].
Since S1 is exponentially distributed, we obtain
P[|logS1| ≤ log(logn)1+δ]≥ 1− exp{−(logn)1+δ} − 1
(logn)1+δ
.(2.7)
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By using the exponential Markov inequality and the fact that (1− x)−1 ≤
ex+x
2
for |x| ≤ 1/2, we get that ∀0< ε< 1, ∀n≥ 1,
P
[∣∣∣∣Snn − 1
∣∣∣∣≥ ε]≤ 2e−nε2/4,(2.8)
which implies after a short computation that, ∀0< ε < 1, ∀ δ > 0, ∃nε,δ =
exp(2/(1− ε))1/(1+δ) such that ∀n> nε,δ,
P
[∣∣∣∣log( Sn+1n+ 1
)
+ log
(
1 +
1
n
)∣∣∣∣≥ log(logn)1+δ]≤ 2e−nε2/4.(2.9)
Then combining (2.6), (2.7) and (2.9) and taking ε = 1/2 entails the exis-
tence of n0 ≡ n0(δ) such that (2.5) holds. 
Proposition 2.1. We have
log
(
U1,n
Uj,n
)
d
=−
j−1∑
i=1
Wi
i
(2.10)
d
=−Z +
∞∑
i=j
(
Wi
i
− E[Wi]
i
)
−
j−1∑
i=1
E[Wi]
i
,
where Z is a random variable such that ∀x> 0,
P [Z ≥ x]≤ e−(x
√
3/2)+15/4 and P [Z ≤−x]≤ e−(x
√
3/2)+15/4.(2.11)
Moreover, for all j > e, we have
P
[
log
(
U1,n
Uj,n
)
≤−Z +
√
3 log j
j
− log j
]
≥ 1− exp(3((log j)
2/j))
j3/4
.(2.12)
More generally, ∀ c > 0, ∀0< ε < 1, ∃ j0 = j0(c, ε) and ∀ j ≥ j0,
P
[
log
(
U1,n
Uj,n
)
≤−Z +
√
c log j
j
− log j
]
≥ 1− 1
j(1−ε)c/4
.(2.13)
The proof of this proposition necessitates the following result:
Lemma 2.2. For all positive x, for all positive integers j0, j1 (with j1 ≥
j0) and for all positive t such that t
2/j20 ≤ 3/4, we have
P
[ j1∑
l=j0
Wl −E[Wl]
l
≥ x
]
(2.14)
≤ exp
{
−tx+ t
2
j0
(
1 + 2
t2
j20
)(
1 +
1
j0
)}
.
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In particular, for t2 ≤ 3/4,
P
[ j∑
l=1
Wl −E[Wl]
l
≥ x
]
≤ e−tx+2t2(1+2t2).(2.15)
Proof. The proof is a consequence of exponential Markov inequality
and Jensen inequality. Indeed, we can write
P
[ j1∑
l=j0
Wl −E[Wl]
l
≥ x
]
≤ e−tx
j1∏
l=j0
E
(
exp
{
t
Wl −E[W ′l ]
l
})
≤ e−tx
j1∏
l=j0
E
(
exp
{
t
Wl −W ′l
l
})
= e−tx
j1∏
l=j0
1
1− t2/l2
≤ exp
{
−tx+
(
1 +
2t2
j20
)
t2
j1∑
l=j0
1
l2
}
,
with (W ′l ) i.i.d. standard exponentials, that are independent of (Wl) and by
using the inequality (1−x)−1 ≤ ex+2x2 for 0≤ x≤ 3/4 at the last step. Now
(2.14) follows since
j1∑
l=j0
1
l2
≤ 1
j20
+
∫ j1
j0
dx
x2
≤ 1
j0
(
1 +
1
j0
)
.

Proof of Proposition 2.1. We have, by using (2.4),
log
(
U1,n
Uj,n
)
= log
(
U1,n
U2,n
· · · Uj−1,n
Uj,n
)
(2.16)
=
j−1∑
i=1
1
i
log
(
Ui,n
Ui+1,n
)i
=
j−1∑
i=1
1
i
log ξ
(n)
i ,
from which we deduce the first equality of (2.10). Now we can write
j−1∑
i=1
Wi
i
=
∞∑
i=1
Wi −E[Wi]
i
−
∞∑
i=j
Wi −E[Wi]
i
+
j−1∑
i=1
E[Wi]
i
,
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where the two series converge not only in quadratic mean, but also almost
surely by the Le´vy theorem.
Calling Z =
∑∞
i=1(Wi − E[Wi])/i, the tail of the distribution of Z de-
creases exponentially, as mentioned in (2.11). Indeed, it suffices, on one
hand, to apply (2.15) for t=
√
3/2 to get the first property on Z and, on
the other hand, to note that since
P
[ ∞∑
l=1
Wl −E[Wl]
l
≤−x
]
= P
[ ∞∑
l=1
−Wl +E[Wl]
l
≥ x
]
,
by making exactly the same computation as in Lemma 2.2, we get the same
estimate and therefore the second property on Z.
By applying (2.14) with x=
√
(c log j)/j and t=
√
cj log j/2, we can say
that, for all c > 0, for all j > 1 such that 3j/ log j ≥ c,
P
[ ∞∑
l=j
Wl −E[Wl]
l
≥
√
c log j
j
]
≤ exp
{
− c
4
log j
(
1− 1 + c log j
j
)}
.
Therefore, for all c > 0, for all 0< ε < 1 and ∃ j0 = j0(c, ε) such that j ≥ j0,
we have (1 + c log j)/j ≤ ε, which entails (2.13), whereas for j > e, taking
c= 3 gives (2.12). 
Now we can state the main result of this section.
Proposition 2.2. For all 0< δ, for all 0< ε < 1 and for all kn satis-
fying
kn ↑∞, kn
logn
↑∞ and log kn
logn
↓ 0 as n→∞,(2.17)
by defining, for 0< λ< 1 and 0<α< 1,
λn := λ
logn
nα
(2.18)
and
λ˜n := λn
(
1 + 2
√
2
λ
(1− λn)
n(1−α)/2
)
,(2.19)
there exists n0 = n0(ε, δ, λ,α) such that ∀n≥ n0, there exists Ωn ⊂Ω, with
P[Ωn]≥ 1− 4
(
1
(logn)1+δ
+
e−kn/16
1− e−1/16
)
,(2.20)
such that on Ωn, for all j such that kn ≤ j ≤ nλ˜n, we have
√
2 logn(Xj,n −X1,n)≥ 2 logn
(
1−
√
1− log j
logn
)
(1− ε),(2.21)
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while for all j such that nλ˜n ≤ j ≤ n,
√
2 logn(Xj,n −X1,n)> 2 logn
√
1− ε−G(λn)
√
2 logn.(2.22)
In particular, on Ωn, for log j/ logn ↑ 1,
√
2 logn(Xj,n −X1,n)> 2 logn
√
1− ε−G(λn)
√
2 logn.(2.23)
Remarks.
1. If λn is chosen as a constant λ independent of n, 0< λ< 1, (2.22) gives
that ∀ j > nλ, √2 logn(Xj,n −X1,n) ≥ 2 logn
√
1− ε−G(λ)(√2 logn ) >
2 logn(1 − ε) if n > n0(λ, ε) for some n0(λ, ε). When entering various
regimes as nλ˜
(1)
n < j < nλ˜
(2)
n with λ
(i)
n ↓ 0 for i= 1,2, a cancellation could
occur between the two terms in the right-hand side of (2.22). The choice
of λn in (2.18) then allows us to see such cancellation, since for α < 1/4
it provides that, ∀ j ≥ nλ˜n, on Ωn,
√
2 logn(Xj,n −X1,n)≥ 2(1−
√
α )(1− ε) logn≥ (1− ε) logn.(2.24)
2. Note that the lower bounds in (2.21) and (2.22), even when obtained by
two completely different methods, are of the same order 2(1−√α ) logn
when j = nλ˜n.
3. Note that for n = 2N , under (2.17), we have
∑∞
N=1 P[Ω
c
2N ] <∞. In the
next section, this allows us to get some results that are true P-almost
surely for all but a finite number of indices N by the first Borel–Cantelli
lemma.
4. For completeness, even though it will not be used in the next section, we
show that for 0< η < 1, there exists Ω∗kn with P(Ω
∗
kn
)≥ 1−2exp{−√3/2(log kn)η},
such that on Ω∗kn , for all j such that kn ≤ j ≤ nλ˜n and log j/ logn ↓ 0,
(2.21) can be refined as
√
2 logn(Xj,n −X1,n)≥ log j
(
1− 1
(log j)1−η
)
.(2.25)
Proof of Proposition 2.2. Let us separately consider the two cases
as in (2.21) and (2.22).
Case (i). j is such that nλ˜n ≤ j ≤ n. Let us denote by
L= L(n, λ˜n, ε) :=
n⋃
j=nλ˜n
{
√
2 logn(Xn,n −Xn−j+1,n)< f(n,λ)}(2.26)
with f(n,λ) := 2 logn
√
1− ε−√2 lognG(λn).
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Note that in this case we are working where j is large with (Xn,n −
Xn−j+1,n) instead of (Xj,n −X1,n) since these spacings are equal in distri-
bution. We claim that
P[L]≤ 2e−4(1−λn) logn + P[Xn,n <
√
2(1− ε) logn ],(2.27)
which entails that ∀0<λ< 1, ∃n0 and ∀n≥ n0,
P[L]≤ 2
n2
+ P[Xn,n <
√
2(1− ε) logn ],(2.28)
after having noticed that ∀λ, 0< λ< 1, ∀α, 0< α< 1, ∃n0 = n0(λ,α), s.t.
∀n≥ n0, 4(1− λn)≥ 2.
Now, (2.27) is an immediate consequence of
P[L∩ {Xn,n ≥
√
2(1− ε) logn}]≤ 2e−4(1−λn) logn.(2.29)
To prove (2.29), note that, on one hand,
L∩ {Xn,n ≥
√
2(1− ε) logn}
(2.30)
⊂ L˜ :=
n⋃
j=nλ˜n
{
√
2 logn(
√
(1− ε)2 logn−Xn−j+1,n)< f(n,λ)}
and, on the other hand,
P[L∩ (Xn,n ≥
√
2(1− ε) logn )]≤ P[A] + P[L˜ ∩Ac](2.31)
with
A :=
{∣∣∣∣∣
n∑
i=1
(1{Xi≤G(λn)} − E[1{Xi≤G(λn)}])
∣∣∣∣∣
≥ λn(1− λn)n(1+α)/22
√
2/λ
}
,
(2.32)
where E[1{Xi≤G(λn)}] = 1− λn by definition of G.
To estimate P[A], we use Bernstein’s inequality [41], namely:
Lemma 2.3. Let (Yi)i be independent random variables, mean 0, s.t.
E[Y 2i ]<∞ and |Yi| ≤ 1,∀ i. If
Dn :=
n∑
i=1
E[Y 2i ]
and if 0< t <
√
Dn, then
P
[∣∣∣∣∣
n∑
i=1
Yi
∣∣∣∣∣≥ t√Dn
]
≤ 2e−t2/2.
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By using this inequality for Yi := 1{Xi≤G(λn)} − E[1{Xi≤G(λn)}] with
t = 2nα/2
√
λn(1− λn)2/λ, since Dn = nλn(1 − λn), ∃n0(λ,α), ∀n ≥ n0,
t <
√
Dn, therefore we get that ∀n≥ n0,
P [A]≤ 2e−4(1−λn) logn.(2.33)
On the other hand,
Ac ⊂
{
n(1− λn)− λn(1− λn)n(1+α)/22
√
2/λ <
n∑
i=1
1{Xi≤G(λn)}
}
,(2.34)
which implies that on Ac the number of random variables Xi less than G(λn)
is greater than 1+ n(1− λ˜n); hence, Ac ⊂ {X1+n(1−λ˜n),n ≤G(λn)} and so
P
[(
n−nλ˜n+1⋃
k=1
Xk,n >G(λn)
)
∩ (X1+n−nλ˜n,n ≤G(λn))
]
= 0.(2.35)
Combining (2.31), (2.33) and (2.35) entails (2.27).
Now (2.28) and the fact that for all 0< ε< 1,
P[Xn,n <
√
2(1− ε) logn ] = Φn(
√
2(1− ε) logn )< e−nε/
√
2(1−ε) logn(2.36)
give
P[L]≤ 2
n2
+ e−n
ε/
√
2(1−ε) logn,(2.37)
which leads to (2.22), since, for all 0< ε< 1, for all δ > 0, for all 0< λ< 1,
for all 0 < α < 1, for all kn satisfying (2.17), ∃n0 = n0(ε, δ, λ,α) such that
∀n≥ n0,
2
n2
+ e−n
ε/
√
2(1−ε) logn≪ 2
(
1
(logn)1+δ
+
e−kn/16
1− e−1/16
)
.(2.38)
Case (ii). kn ≤ j ≤ nλ˜n. Note that, because of (2.1), we have, for u ↓ 0,
v ↓ 0,
G(u)−G(v) =
√
2
(√
log
(
1
u
)
−
√
log
(
1
v
))
+O
(
log log(1/u)√
log(1/u)
)
+O
(
log log(1/v)√
log(1/v)
)
.
For γ > 0, let
Ωλ˜n :=
{
sup
1≤j≤nλ˜n
Uj,n = Unλ˜n,n ≤ (1 + γ)λ˜n
}
.
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Since
P[Ωc
λ˜n
]≤ P
[
Ωc
λ˜n
∩
(∣∣∣∣ Sn+1n+ 1 − 1
∣∣∣∣< ε)]+ P[∣∣∣∣ Sn+1n+ 1 − 1
∣∣∣∣≥ ε]
≤ P
[
Snλ˜n
Sn+1
≥ (1 + γ)λ˜n, Sn+1 ≥ (n+ 1)(1− ε)
]
+ P
[∣∣∣∣ Sn+1n+ 1 − 1
∣∣∣∣≥ ε]
≤ P
[
Snλ˜n
nλ˜n
≥ (1 + γ)(1− ε)n+1
n
]
+ P
[∣∣∣∣Sn+1n+1 − 1
∣∣∣∣≥ ε],
by using (2.3) in the second inequality, it follows from (2.8) with ε= γ/(2+
γ), that P[Ωc
λ˜n
]≤ 4exp(−nλ˜n(γ2)/(4(2 + γ)2)).
On Ωλ˜n , we have
G(U1,n)−G(Uj,n)
=
√
2 log
(
1
U1,n
)(
1−
√
1 +
log(U1,n/Uj,n)
log(1/U1,n)
)
+O
(
log log(1/λ˜n)√
log(1/λ˜n)
)
.
(2.39)
Let Ωn,δ ⊂Ω be defined by
Ωn,δ :=
{∣∣∣∣ log(1/U1,n)logn − 1
∣∣∣∣≤ 2log(logn)1+δlogn
}
.
Then Lemma 2.1 gives
P [Ωn,δ]≥ 1− 4
(logn)1+δ
.(2.40)
Let Ω˜n,δ := Ωn,δ ∩Ωλ˜n . Then by combining (2.2), (2.5) and (2.39), on Ω˜n,δ
we obtain that√
2 logn(Xj,n −X1,n)
= 2 logn
(
1−
√
1 +
log(U1,n/Uj,n)
logn
)(
1 +O
(
log logn√
logn
))
.
(2.41)
Again using (2.3), we can write
log(U1,n/Uj,n)
logn
=
log(S1)
logn
− log(Sj/j)
logn
− log j
logn
.(2.42)
Let
Ω˜j :=
{∣∣∣∣Sjj − 1
∣∣∣∣< 12
}
and Ωkn :=
(
nλ˜n⋂
j=kn
Ω˜j
)
∩Ωn,δ.(2.43)
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Then by using (2.40) and (2.8) with ε= 1/2, we get
P[Ωckn ]≤ 4
(
1
(logn)1+δ
+
e−kn/16
1− e−1/16
)
.(2.44)
On Ωkn , we have
log(U1,n/Uj,n)
logn
=− log j
logn
+O
(
log(logn)1+δ
logn
)
,(2.45)
which combined with (2.41) gives√
2 logn(Xj,n −X1,n)
= 2 logn
(
1−
√
1− log j
logn
+O
(
log(logn)1+δ
logn
))
×
(
1 +O
(
log logn√
logn
))
.
(2.46)
Note that by Taylor’s expansion, the right-hand side of (2.46) is of the form
log j
(
1 +O
(
log logn
log kn
))(
1 +O
(
log logn√
logn
))
.
Hence, if we define αn,j by
αn,j log j := (1− εn)2 logn
(
1−
√
1− log j
logn
)
,
with εn well chosen, then we get
P
[( ⋃
kn≤j≤nλ˜n
√
2 logn(Xj,n −X1,n)≤ αn,j log j
)
∩Ωkn
]
= P(∅) = 0
and
P
[( ⋃
kn≤j≤nλ˜n
√
2 logn(Xj,n −X1,n)≤ αn,j log j
)
∩Ωckn
]
≤ P[Ωckn ]≤ 4
(
1
(logn)1+δ
+
e−kn/16
1− e−1/16
)
,
(2.47)
and therefore (2.21).
To prove (2.25), that is, when j ∈ Jkn := {j ∈ [kn, nλ˜n], such that
log j/ logn ↓ 0}, by Taylor’s expansion in (2.41), we have on Ωn,δ,√
2 logn(Xj,n −X1,n)
=
(
− log
(
U1,n
Uj,n
)
+ o
(
log
(
U1,n
Uj,n
)))(
1 +O
(
log logn√
logn
))
.
(2.48)
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Therefore, to evaluate
P
[( ⋃
j∈Jkn
√
2 logn(Xj,n −X1,n)≤ α∗j,η log j
)
∩Ωn,δ
]
,
where α∗j,η := 1− 1/(log j)1−η , it is enough to estimate
Pkn := P
[( ⋃
j∈Jkn
− log
(
U1,n
Uj,n
)
≤ α∗j,η log j
)
∩Ωn,δ
]
.
By using (2.13) with c such that (1− ε)c/4 > 1 and j0 = kn, and by defining
Ω∗kn :=
⋂
j≥kn
{
log
(
U1,n
Uj,n
)
≤−Z +
√
c log j
j
− log j
}
,
we get that P[Ω∗kn ]≥ 1− 1/(k
(1−ε)c/4−1
n ). Now it is easy to check that
Pkn ≤ P
[ ⋃
j∈Jkn
{
Z ≤
(√
c
j log j
+ (α∗j,η − 1)
)
log j
}]
+ P[(Ω∗kn)
c]
≤ P[Z ≤−|xkn | log kn] + P[(Ω∗kn)c]
with |xj | := 1/(log j)1−η −
√
c/j log j, where we have used at the last step
that (|xj | log j)j≥kn is an increasing function of j. Hence via (2.11), we get
Pkn ≤ exp
{
−
√
3
2
(log kn)
η +
√
3
2
√
c log kn
kn
+
15
4
}
+
1
k
(1−ε)c/4−1
n
,(2.49)
which implies (2.25). 
Proposition 2.3. For all δ > 0, for all kn satisfying (2.17) and for
Ω∗n ⊂ Ω given by Ω∗n := Ωn,k ∩ Ωn,δ ∩ Ω˜kn defined, respectively, in (2.52),
(2.40) and (2.43), we have
P[Ω∗n]≥ 1−
6
(logn)1+δ
,(2.50)
and on Ω∗n, we have, ∀ j, 1≤ j ≤ kn,
√
2 logn(Xj,n −X1,n) =
j∑
i=1
Wi
i
+O
(
log(kn) log logn
logn
)
.(2.51)
Proof. For γ > 0 let us define
Ωn,k :=
{
sup
1≤j≤kn
Uj,n =Ukn,n ≤ (1 + γ)
kn
n
}
.(2.52)
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It follows from (2.3) and (2.9) that P[Ωcn,k]≤ 4exp(−kn(γ2/(4(2 + γ)2))).
From now on, our work space will be Ωn,k. By using (2.1), we can write
√
2 logn(Xj,n −X1,n)
=
√
2 logn
√
2 log
(
1
U1,n
)
×
{
1−
√
1 +
log(U1,n/Uj,n)
log(1/U1,n)
− log log(1/U1,n)
4 log(1/U1,n)
+
log log(1/Uj,n)
4
√
log(1/Uj,n)
√
log(1/U1,n)
− log(4π)
4
(
1
log(1/U1,n)
− 1√
log(1/Uj,n)
√
log(1/U1,n)
)
+O
((
log log(1/U1,n)
log(1/U1,n)
)2
+
(log log(1/Uj,n))
2
log1/2(1/U1,n) log
3/2(1/Uj,n)
)}
,
but by using the same type of arguments as in the proof of Proposition 2.2,
Case (ii), we have, on Ωn,δ ∩ Ω˜kn [defined in (2.40) and (2.43), resp.],
sup
1≤j≤kn
(
1
log(1/U1,n)
− 1√
log(1/Uj,n)
√
log(1/U1,n)
)
=
1
log(1/U1,n)
(
1− 1√
(log(1/Ukn,n))/(log(1/U1,n))
)
=O
(
log kn
log2 n
)
,
sup
1≤j≤kn
(
log log(1/U1,n)
log(1/U1,n)
− log log(1/U1,n)√
log(1/Uj,n)
√
log(1/U1,n)
)
=
log log(1/U1,n)
log(1/U1,n)
(
1− 1√
(log(1/Ukn,n))/(log(1/U1,n))
)
=O
(
log(kn) log logn
log2 n
)
and also
sup
1≤j≤kn
((
log log(1/U1,n)
log(1/U1,n)
)2
+
(log log(1/Uj,n))
2
log1/2(1/U1,n) log
3/2(1/Uj,n)
)
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= o
(
log(kn) log logn
log2 n
)
.
Therefore, we obtain that, on Ωn,δ ∩ Ω˜kn , ∀ j,1≤ j ≤ kn,√
2 logn(Xj,n −X1,n)
= 2
√
logn log
1
U1,n
{
1−
√
1 +
log(U1,n/Uj,n)
log(1/U1,n)
+O
(
log(kn) log logn
log2 n
)}
=
√
logn log
1
U1,n
(
− log(U1,n/Uj,n)
log(1/U1,n)
+O
(
log(kn) log logn
log2 n
))
=
j∑
i=1
Wi
i
+O
(
log(kn) log logn
logn
)
by using Taylor’s expansion in the second equality, and (2.10) and (2.40) in
the last equality. 
3. Applications to REM. We are now able to answer the questions raised
in the Introduction by using the tools developed in the previous section. We
choose n := 2N and use N instead of n(N), since N is related to the volume
of our system. Otherwise, we keep the same notation used up to now, in
particular βc =
√
2 log 2, with β/βc > 1.
The Gibbs measure, defined in (1.4), can also be expressed as
µN,β(Ψ) =
2N∑
i=1
Ψ((σ)i)µN,β((σ)i) =
∑2N
i=1Ψ((σ)i)e
−β√NXi∑2N
i=1 e
−β√NXi
,(3.1)
where (Xi, i ∈ {1, . . . ,2N}) are i.i.d. standard Gaussian random variables [as-
sociated to σ = {(σ)i, i ∈ {1, . . . ,2N}}, an enumeration of {−1,+1}N ] and Ψ
is a real function defined on {−1,+1}N , such that ‖Ψ‖∞ := supσ∈{−1,+1}N |Ψ(σ)|<
∞.
We denote by (σ˜)j the (σ)i to which Xi =Xj,2N is associated, so we can
write
µN,β(Ψ) =
∑2N
i=1Ψ((σ˜)i) exp(−(β/βc)
√
2 log 2NXi,2N )∑2N
i=1 exp(−(β/βc)
√
2 log 2NXi,2N )
.(3.2)
3.1. Approximation of the Gibbs measure. The first result of this section
is related to how many terms of the order statistics we need to ensure a
good approximation of the Gibbs measure.
18 M. F. KRATZ AND P. PICCO
Theorem 3.1. Let kN satisfy
kN ↑∞, kN
N
↑∞ and log kN
N
↓ 0 as N →∞.(3.3)
There exist ΩN ⊂Ω and N0 such that for all N >N0,
P[ΩN ]≥ 1− 4
(N log 2)1+δ
(3.4)
and on ΩN we have
µN,β(Ψ)
(3.5)
=
∑kN
i=1Ψ((σ˜)i) exp(−(β/βc)
√
2 log 2N (Xi,2N −X1,2N )) +BN (Ψ)∑kN
i=1 exp(−(β/βc)
√
2 log 2N (Xi,2N −X1,2N )) +BN (1)
with
|BN (Ψ)| ≤ 2‖Ψ‖∞
β/βc − 1
1
(kN − 1)(β/βc−1)/2
.(3.6)
Proof. From (3.2), we deduce (3.5) with BN (Ψ) :=
∑2N
i=kN+1Ψ((σ˜)i)×
exp(−(β/βc)
√
2 log 2N (Xi,2N −X1,2N )). We have to prove only that BN sat-
isfies (3.6), which is a consequence of Proposition 2.2.
Let ϕN (i) := exp(−(β/βc)
√
2 log 2N (Xi,2N − X1,2N )) and let λ˜N := λ˜2N
satisfy (2.19). Then
BN (Ψ)≤ ‖Ψ‖∞
(
2N λ˜N∑
i=kN
ϕN (i) +
2N∑
i=2N λ˜N+1
ϕN (i)
)
.
On one hand, by using (2.24), we have on ΩN ,
2N∑
i=2N λ˜N+1
ϕN (i)≤ exp
{
−
(
β
βc
(1− ε)− 1
)
log 2N
}
= 2−Nτ
(3.7)
with τ :=
β
βc
(1− ε)− 1> 0.
On the other hand, by using (2.21) with ε= (1− βc/β)/2, we have, on Ωn,
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∑
kN≤i≤2N λ˜N
ϕN (i)
≤
∑
kN≤i≤2N λ˜N
exp
{
− β
βc
(1− ε) 2 log i
1 +
√
1− log i/ log 2N
}
≤
∑
kN≤i≤2N λ˜N
1
i(1+τ)(1−ε)
≤ 2
β/βc − 1
1
(kN − 1)(β/βc−1)/2
.
(3.8)
Hence (3.7) and (3.8) imply (3.6). 
Remark. An example of kN that satisfies (3.3) is kN = N logp(N),
where logp = log logp−1.
Now we can define the random probability measure on {−1,+1}N by
µ
(1)
kN ,β
(Ψ) :=
∑kN
k=1Ψ((σ˜)k) exp(−(β/βc)
√
2 log 2N (Xi,2N −X1,2N ))∑kN
k=1 exp(−(β/βc)
√
2 log 2N (Xi,2N −X1,2N ))
,(3.9)
and thus show that this measure is a good approximation of the Gibbs
measure. Indeed, by using the total variation distance between two measures
given by
dTV(µ, ν) = sup
{Ψ: ‖Ψ‖∞=1}
|µ(Ψ)− ν(Ψ)|,(3.10)
the first Borel–Cantelli lemma and the fact that the denominator in (3.5)
can be bounded from below by 1, it is immediate to check the following
corollary:
Corollary 3.1. For all β such that β/βc > 1, for all kN that satisfy
(3.3), we have with probability 1, for all but a finite number of indices N ,
dTV(µN,β, µ
(1)
kN ,β
)≤ 4
β/βc − 1
1
(kN − 1)(β/βc−1)/2
.(3.11)
With this last result and Proposition 2.3 in hand, we can define a second
approximation of the Gibbs measure by the random measure on {−1,+1}N ,
µ
(2)
kN ,β
(Ψ) :=
∑kN
k=1Ψ((σ˜)k) exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)∑kN
k=1 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
,(3.12)
where (Wℓ,1 < ℓ < kN ) is a family of i.i.d. exponential random variables
with mean 1.
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Proposition 3.1. There exists an absolute constant C such that, for
all β satisfying β/βc > 1, for all kN satisfying
kN ↑∞, kN
N
↑∞ and (log kN )(logN)
N
↓ 0 as N →∞,(3.13)
we have with probability 1, for all but a finite number of indices N :
dTV(µkN ,β, µ
(2)
kN ,β
)
≤C β
βc
(
(log kN )(logN)
N
)
exp
{
C
β
βc
(log kN )(logN)
N
}
(3.14)
+
4
β/βc − 1
1
(kN − 1)(β/βc−1)/2
.
Proof. We have
dTV(µ
(1)
kN ,β
, µ
(2)
kN ,β
)
(3.15)
≤C β
βc
(
(log kN )(logN)
N
)
exp
{
C
β
βc
(log kN )(logN)
N
}
as a consequence of Proposition 2.3, the fact that ∀x, |ex − 1| ≤ |x|e|x| and
the first Borel–Cantelli lemma. Applying the triangle inequality, (3.11) and
(3.15) gives (3.14). 
Remark. Note that (3.13) is satisfied if we choose kN = N logp(N),
where logp(x) = log logp−1(x) and log1(x) = logx.
3.2. Some properties of the Gibbs measure. The previous results help us
to get more information on the support of the Gibbs measure. Indeed:
Property 1. As an immediate consequence of Corollary 3.1 and Propo-
sition 3.1, we have: for kN satisfying (3.13),
lim sup
N↑∞
µN,β({(σ)1, . . . , (σ)kN }c) = 0 a.s.(3.16)
Property 2. When βc < β <∞, the Gibbs measure cannot be concen-
trated on the minimum, that is, µkN ,β 6= δ(σ˜)1 .
Proof. Considering (3.12) with the trial function Ψ((σ˜)i) = 1{i=1} ∀ i≥
1, we can write
dTV(µ
(2)
kN ,β
, δ(σ˜)1)
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≥
∑kN
k=2 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
1 +
∑kN
k=2 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
≥ exp(−β/βc(W1 +W2/2))
1 + exp(−β/βc(W1 +W2/2)) ,
which in combination with Proposition 3.1, provides that
lim inf
N↑∞
dTV(µN,β, δ(σ˜)1)≥
exp(−β/βc(W1 +W2/2))
1 + exp(−β/βc(W1 +W2/2)) > 0. 
To go on with the properties, we need the following lemma.
Lemma 3.1. For all β > 0,
lim
k→∞
k∑
j=2
exp
(
−β/βc
j∑
ℓ=1
Wℓ/ℓ
)
= ζ(β) a.s.(3.17)
If β > βc, then E[ζ(β)]<∞. In particular, P[0< ζ(β)<∞] = 1. Moreover,
for any given sequence βp such that limp↑∞ βp =∞, there exists a subset
Ω˜⊂Ω such that P[Ω˜] = 1 and, on Ω˜,
lim
p↑∞
ζ(βp) = 0.(3.18)
Proof. Let Σk be the σ-algebra generated by (W1, . . . ,Wk) and let
ζk(β) =
k∑
j=2
exp
(
− β
βc
j∑
ℓ=1
Wℓ
ℓ
)
.
The positive random variable ζk(β) is a supermartingale, since we have
E[ζk+1(β)|Σk] = 1
1 + β/(βc(k +1))
ζk(β)≤ ζk(β).(3.19)
Therefore, the increasing sequence ζk(β) converges almost surely to some
random variable ζ(β). On the other hand, using that ∀x≥ 0, log(1 + x)≥
x− (x2)/2, ∑jℓ=1(ℓ)−1 ≥ log j and ∑jℓ=1(ℓ)−2 ≤ 2− 1/j ≤ 2 provides
E[ζk(β)] =
k∑
j=2
j∏
ℓ=1
1
1 + β/(βck)
≤ eβ2/β2c
k∑
j=2
1
jβ/βc
(3.20)
≤ eβ2/β2c
∞∑
j=2
1
jβ/βc
<∞,
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where at the last step we have used β/βc > 1. Hence, by the Fatou–Lebesgue
lemma, we get E[ζ(β)]<∞ and so P[0< ζ(β)<∞] = 1.
Proving (3.18) requires a little more care, since the probability subset
where ζk(β) converges, denoted by Ω(β), depends a priori on β.
We can write ζk(β) = exp(−(β/βc)W1)ζ˜k(β) with
ζ˜k(β) =
k∑
j=2
exp
(
− β
βc
j∑
ℓ=2
Wℓ
ℓ
)
.
By the same kind of computations we did previously, we can show that,
for any sequence βc < βp ↑ ∞, there exist some positive integrable random
variables ζ˜(βp) such that on the subspace Ω˜ :=
⋂
βp Ω(βp) of P probability 1,
we have limk↑∞ ζ˜k(βp) = ζ˜(βp).
Since for all k, ζ˜k(βq)≤ ζ˜k(βp) when βp ≤ βq, we have, also on Ω˜, ζ˜(βq)≤
ζ˜(βp). Therefore, denoting β
∗ = inf{βp > 1+βc}, since P[ζ˜(β∗)<∞] = 1 and
P[limβp↑∞ exp(−(β/βc)W1) = 0] = 1, with probability 1 we get that
0≤ lim sup
βp↑∞
ζ(βp)≤ lim sup
βp↑∞
e(−β/βc)W1 ζ˜(β∗) = 0.

Property 3. At zero temperature, the Gibbs measure is a.s. the point
mass at the minimum.
Proof. We have
dTV(µ
(2)
kN ,β
, δ(σ˜)1)≤ 2
∑kN
k=2 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
1 +
∑kN
k=2 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
,
which gives with probability 1, via Lemma 3.1,
lim sup
N↑∞
dTV(µ
(2)
kN ,β
, δ(σ˜)1)≤
2ζ(β)
1 + ζ(β)
.
Then Proposition 3.1 provides with probability 1 that
lim sup
N↑∞
dTV(µN,β, δ(σ˜)1)≤
2ζ(β)
1 + ζ(β)
.
Now by using (3.18), we get with probability 1,
lim sup
βp↑∞
lim sup
N↑∞
dTV(µN,β, δ(σ˜)1) = 0.

Remark. Note that there is a result in [29], in the case of “REM for size
dependence,” that deals with the quality of the concentration of the Gibbs
measure on the minimizer of the energy when the temperature goes to zero
with the system size.
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Property 4. With probability 1, the Gibbs measure is not the uniform
measure on the kN first minima {(σ˜)1, . . . , (σ˜)kN }.
Proof. Let νkN be the uniform measure on kN points. Considering
(3.12) with Ψ((σ˜)i) = 1(i=1) ∀ i≥ 1, we can write
dTV(µ
(2)
kN ,β
, νkN )≥
1
1 +
∑kN
k=2 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
− 1
kN
,
which, combined with Lemma 3.1 and Proposition 3.1, gives that with prob-
ability 1,
lim inf
N↑∞
dTV(µN,β, νkN )≥
1
1 + ζ(β)
> 0.

Property 5. With probability 1, the Gibbs measure is not the measure
µk0,β for a finite k0.
Proof. Because of Proposition 3.1, it is enough to prove that for a
finite k0, lim infN↑∞ dTV(µ
(2)
k0,β
, µ
(2)
kN ,β
) is bounded from below by a quan-
tity that does not go to zero. Considering (3.12) with Ψ defined by Ψ(σ ∈
{(σ˜)1, . . . , (σ˜)k0}) = 0 and Ψ(σ = (σ˜)i) = 1 for all k0 ≤ i≤ kN , we get
dTV(µ
(2)
k0,β
, µ
(2)
kN ,β
)≥ µ(2)kN ,β({(σ˜)1, . . . , (σ˜)k0}
c)
(3.21)
≥ exp(−β/βc
∑k0+1
ℓ=1 Wℓ/ℓ)
1 +
∑kN
k=2 exp(−β/βc
∑k
ℓ=1Wℓ/ℓ)
,
and so, via Lemma 3.1, with probability 1,
lim inf
N↑∞
dTV(µ
(2)
k0,β
, µ
(2)
kN ,β
)≥ exp(−β/βc
∑k0
ℓ=1Wℓ/ℓ)
1 + ζ(β)
> 0.

Property 6. With probability 1, for βc < β <∞, the Gibbs measure
does not have all its mass concentrated on {(σ˜)1, . . . , (σ˜)k0} for a finite k0.
Proof. This result comes from µk0,β[{(σ˜)1, . . . , (σ˜)k0}] = 1 and
µN,β[{(σ˜)1, . . . , (σ˜)k0}]
= µN,β[{(σ˜)1, . . . , (σ˜)k0}]− µkN ,β[{(σ˜)1, . . . , (σ˜)k0}]
+ µkN ,β[{(σ˜)1, . . . , (σ˜)k0}]− µk0,β[{(σ˜)1, . . . , (σ˜)k0}] + 1
if one notes that
µkN ,β[{(σ˜)1, . . . , (σ˜)k0}]− µk0,β[{(σ˜)1, . . . , (σ˜)k0}]
= µk0,β[{(σ˜)1, . . . , (σ˜)k0}c]− µkN ,β[{(σ˜)1, . . . , (σ˜)k0}c]
=−µkN ,β[{(σ˜)1, . . . , (σ˜)k0}c].
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By using (3.21) and Proposition 3.1, we get
lim sup
N↑∞
µN,β[{(σ˜)1, . . . , (σ˜)k0}]
≤ 1− exp(−β/βc
∑k0+1
ℓ=1 Wℓ/ℓ)
1 + ζ(β)
< 1.

3.3. Representation of the Gibbs measure. Thanks to the two approxi-
mations of the Gibbs measure given in (3.9) and (3.12), we are now able
to propose a representation of the Gibbs measure and a way to simulate it.
First we consider the measure µ
(1)
kN ,β
defined in (3.9), that we can simulate
in the following way. [Note that we have to pay attention to the relation-
ship between the (σ˜i) and the (σi), since the (σ˜i) are needed for the simula-
tion.] Let (U1, . . . ,U2N ) denote a 2
N sample of uniformly distributed random
variables of order statitistics (U1,2N ≤ · · · ≤ U2N ,2N ). We want to construct
exp{−(β/βc)
√
2 log 2N (Xk,2N −X1,2N )}, because of (2.2). We consider and
simulate only the kN last terms U2N ,2N , . . . ,U2N−kN+1,2N , with kN satisfy-
ing (3.3). (Note that this can be done without having first to order uniform
variates by using some faster algorithm (cf., e.g., [23], Section 3.26).) Then
independently, we choose, one after the other, kN spin configurations in
{−1,+1}N without replacement. This defines an ordered sequence of con-
figurations that we call ((σ)1, . . . , (σ)kN ). We make the following claim.
Claim 1. The random measure defined by
µ˜
(1)
kN ,β
(Ψ)
:=
{
Ψ((σ)1)
+
kN∑
k=2
Ψ((σ)k) exp
(
−(β/βc)
√
2 log 2N (G(U1,2N )−G(Uk,2N ))
)}
×
{
1 +
kN∑
k=2
exp
(
−(β/βc)
√
2 log 2N (G(U1,2N )−G(Uk,2N ))
)}−1
(3.22)
has the same distribution as µ
(1)
kN ,β
.
Indeed, the claim is an immediate consequence of the following technical
lemma on spacings of n-independent uniform random variables. For 1≤ j ≤
n, let ℓj be the index of the (almost surely unique) Ui such that Uℓj = Uj,n.
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Lemma 3.2. For all (xi)1≤i≤k and for all integer k, we have
P[Ui,n ≤ xi,Ui,n =Uli ,1≤ i≤ k]
= P[Ui,n ≤ xi,1≤ i≤ k]× P[Ui,n = Uli ,1≤ i≤ k].
Moreover,
P[Ui,n = Uli ,1≤ i≤ k] =
(n− k)!
n!
.
Proof. We have (cf., e.g., [13])
P[Ui,n ≤ xi,1≤ i≤ k]
=
n!
(n− k)!
∫ x1
0
· · ·
∫ xk
0
(1− yk)n−k1(0≤y1<y2<···<yk≤1)
k∏
i=1
dyi.
Moreover, we can show by induction that
P[Ui,n ≤ xi,Ui,n =Uli ,1≤ i≤ k]
=
∫ x1
0
· · ·
∫ xk
0
(1− yk)n−k1(0≤y1<y2<···<yk≤1)
k∏
i=1
dyi,
which completes the proof. 
Thus we have the first representation of the Gibbs measure that can
be simulated. An alternative and easy way to proceed is to consider µ
(2)
kN ,β
defined in (3.12) instead of µ
(1)
kN ,β
. To simulate µ
(2)
kN ,β
, we just have to con-
sider a kN sample of independent uniformly distributed random variables
U1, . . . ,UkN , with kn satisfying (3.13), then choose as before the kN spin
configurations, (σ)1, . . . , (σ)kN to construct the resulting measure
µ˜
(2)
kN ,β
(Ψ) :=
Ψ((σ)1) +
∑kN
k=2Ψ((σ)k) exp(+β/βc
∑k
l=1(logUℓ)/ℓ)
1 +
∑kN
k=2 exp(+β/βc
∑k
l=1(logUℓ)/ℓ)
.(3.23)
Then we have, in the same way as for the above claim, that µ˜
(2)
kN ,β
=d µ
(2)
kN ,β
.
Thus this second procedure needs only two independent samples: one of
kN spin configurations chosen without replacement within 2
N and one of kN
independent uniform random variables on (0,1), so we do not have to work
with the kn largest order statistics.
Note that, as mentioned previously, kN must satisfy (3.13) and so could
be chosen as N log log logN , for instance.
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