We consider limit distributions of extremes of a process {Y,,} satisfying the stochastic difference equation
, would satisfy the higher order version of (l.l).)
ARCH processes were introduced in econometric modelling because the usual linear time series models, with constant conditional variance and Gaussian tails, are inadequate for many types of financial data. Typically such data exhibit clusters of high and low volatility. The ARCH processes have been successfully applied in modelling exchange rate yields (Domowitz and Hakkio, 1985, and Hsieh, 1988) , and stock returns (Engle et al., 1987, and Bollerslev, 1987) . Bollerslev and Engle (1986) provide a good review; Bollerslev (1986) and Weiss (1986) give some extensions. Extreme behaviour is of obvious interest in economics.
For example, extreme yields may characterize the occurrence of bankruptcy (McCulloch, 1981) or foreign exchange rate realignments (Flood and Garber, 1984) . Because of the importance of extremes, it is natural to inquire into the statistical properties of extremes of the ARCH process (and more generally of solutions of (1.1)). In particular we want to find limiting distributions and to resolve whether or not there is clustering associated with such extremes. These issues are taken up in Section 2. Section 3 is concerned with the numerical computation of some constants appearing in the limiting distributions. It is rather striking that the building blocks of the ARCH process in (1.2) are normal variates but yet & has Pareto-like tails. The reason for this is the following result of Kesten (1973) given as (iv) of the next theorem which collects some needed information as given in Vervaat (1979) . Remark. Unfortunately it is difficult to get hold of the constant c in (1.4) explicitly, but as we shall argue later, this is of small practical consequence.
In the case of the ARCH process {tz}, where A, = AX:, B, = @Xf, the conditions (1.3) are readily seen to hold and K is the solution of
where X1 -N(0, 1). For a specific value of A (O< A < l), the value K is readily found by solving for K in the equation
For instance, when A = 4, the nonzero root of ( 1.6) 
Extremal behaviour
Assume the conditions (1.3) of Theorem 1.1 hold. We show below that M,, = V:=, Y, has a type II extreme value limit law. This is the same type of limit as would occur if the Y's were i.i.d. with marginal distribution satisfying (1.4). However, the norming constants are different in the present dependent case. We will express this by means of the extremal index 0 of the Y-process. Loosely speaking, large values of the Y-process have a tendency to come in small clusters, which makes M,, have the same limit distribution as the maximum of n0, rather than of n, i.i.d. variables with the same marginal distribution (cf. Leadbetter et al., 1983, Section 3.7, and Rootzen, 1988) . To describe the clustering of extremes in more detail, we also show that the and the multiplicities of the events are independent and with compounding probabilities {rk} given in the theorem below, ~~ being the probability that an event has multiplicity k. Further, convergence in distribution of point processes (denoted G) is as defined e.g. in the appendix of Leadbetter et al. (1983) .
Without loss of generality, we suppose throughout this section that Y0 z Y, so that {Y,,, n 3 l} is stationary.
If Y,,( YO) is the solution of (1.1) initialized by some Y, other than Y,, we have as in Vervaat (1979) that
Since n,?= I A, + 0 a.s., we have for any a, + 0 that =a, il y,(yoz)+o(l) j=l with a similar inequality in the reverse direction, showing that a, Vy=, Yj ( Yo) and a, V,"_, Yj ( Y,) have identical limit laws if one of them has a limit law. The same comment applies to the point process convergence. For the first part, concerning the extremal index 8, we are required to show that D(u,) holds for u, =x/a, =xn"", x>O, (cf. Leadbetter et al., 1983, p. 53, and Rootzen, 1988) For an inequality in the reverse direction, write k; = Y," + Aj so that (2.8) as S + 0. We now get (2.4) by combining (2.8) and (2.9).
The second part of the theorem is obtained similarly, with only straightforward changes of the arguments, now using (ii) of Theorem 4.1 of Rootzen (1988) instead of(i). 0
Computing the extremal index
The extremal index 8 given by will in general be difficult to compute analytically in closed form. However, it is easy to simulate this quantity. Let
and suppose E, is a random variable with exponential density and parameter EA: . A convenient choice of t is the value to which minimizes cp( t). Since q'(O) = E log A, < 0, this exists in (0, K) and can be found by solving cp'( t) = 0. Using the value of t, and summing (3.2) yields 
(t,)).
Finally we return to the ARCH process (1.2). Clearly {[z, n 2 1) satisfies (1.1) and the conditions (1.3). Hence the extremal index and compounding probabilities for 6; are given by Theorem 2.1 and can be computed from (3.4) and (3.5). Since an exceedance of u* by E: is the same as an exceedance of u by )&/, the process {I&,\} has the same extremal index and compounding probabilities. Table 3 .1 gives values of the extremal index 0 and the compounding probabilities %-k = (ok -ok+,)/ 8 for these processes, based on the described simulation.
The length m of the random walk and the number N of replications are m = 1000, N = 1000. The table describes the occurrence of large, positive or negative values of the ARCH process. However, the behaviour of large (positive) values, i.e. the extremal index and compounding probabilities for the ARCH process {&} itself, can also be deduced from the same simulations.
Clearly {&} 2 { C,,J[i}, where the {C,,} are i.i.d., independent of {&} and P( C, = 1) = P( C, = -1) = 4. Hence the point process of exceedances by & is obtained from the corresponding process for ) &) by independent thinning, and this easily gives the extremal index and compound Poisson limit of the &process itself. For x > 0, let u,, = xr~"('~). Then
where c and K are the constants appearing in (1.4) for the t'n -process. Hence the probability that the maximum of n independent variables with this distribution is less than u, is given by P(t, S u,)" + exp{-$5'"} as n + co. where N is the limiting compound Poisson process for {e:} given in Theorem 2.1. Let N'be the Poisson process with intensity n = cOxpZK which governs the occurrence of points in N, let {mk} be the compounding probabilities and introduce their probability generating function II(u) = I:= 1 nku k. Further, let {r*'(j)};=, be the I-fold convolution of { rk}, i.e. n*'(j) is the probability that the sum of I independent variables with point probabilities %-k assumes the value j. It then follows that Inserting n = cOx P2K it follows that P(maxG, . . . , &}G u,)+exp{-cBxP2"(1 -n(i))} and comparing with (3.6) it is seen that the extremal index O', say, for the ARCH process {&} itself is 0'=20(1 -n(i)), (3.8) where 0 is the extremal index for (8:). Since n(:) < 4 we have 0 < O'< 1. It is now readily seen that also the compounding probabilities r; for the ARCH process can be obtained from the %-k's for {S:} as / (3.9) Table 3 .2 contains the extremal index and compounding probabilities for the ARCH process, computed from the simulations in Table 3 .1 by means of (3.8), (3.9) (in this we of course have used %-k's also for larger values of k than those listed in Table 3 .1). 
