Let b, n ∈ Z, n ≥ 1, and D1, . . . , D τ (n) be all positive divisors of n. For 1 ≤ l ≤ τ (n), define C l := {1 x n : (x, n) = D l }. In this paper, by combining ideas from the finite Fourier transform of arithmetic functions and Ramanujan sums, we give a short proof for the following result: the number of solutions of the linear congruence x1 
Introduction
Recently, Bibak et al. [1] gave an explicit formula for the number of solutions of the linear congruence a 1 x 1 + · · · + a k x k ≡ b (mod n), with (x i , n) = t i (1 ≤ i ≤ k), where a 1 , t 1 , . . . , a k , t k , b, n (n ≥ 1) are arbitrary integers. They called these kinds of congruences restricted linear congruences. Some special cases and other forms of this problem have been already studied by several authors. The problem has recently found very interesting applications in number theory, combinatorics, computer science, and cryptography. For example, the special case of b = 0,
is related to the orbicyclic (multivariate arithmetic) function [5] , which has very interesting combinatorial and topological applications, in particular, in counting non-isomorphic maps on orientable surfaces [5] . Also, the problem has been applied in studying universal hashing [2] which has many applications in computer science. Specifically, using the explicit formula for the number of solutions of the above restricted linear congruence, we designed an almost-universal hash function family and gave some applications to authentication and secrecy codes [2] .
Let e(x) = exp(2πix) be the complex exponential with period 1. For integers m and n (n ≥ 1) the quantity is called a Ramanujan sum, which is also denoted by c(m, n) in the literature. From (1.1), it is clear that c n (−m) = c n (m). Also, it is easy to see that c n (m) = c n ((m, n)), for every m, n.
In this paper, we prove the following theorem:
The number of solutions of the linear congruence
(1.2)
The above theorem generalizes the main results of [3, 4, 7, 9] , one of the main results of [8] , and also gives an equivalent formula for the main result of [10] . Note that, recently, Bibak et al. [1] gave a different proof for an 'equivalent' form of Theorem 1.1. But here we combine ideas from the finite Fourier transform of arithmetic functions and Ramanujan sums to present a new and short proof for the above theorem with the hope that its idea might be applicable to other relevant problems. In fact, as problems of this kind have many applications, especially in computer science and cryptography, having generalizations and/or new proofs and/or equivalent formulas for this problem may lead to further work. We also remark that, recently, Yang and Tang [11] considered the quadratic version of this problem in the special case of k = 2, a 1 = a 2 = 1, t 1 = t 2 = 1, and posed some problems for more general cases.
Proof of the theorem
Before we proceed, we need some preliminaries. Let r be a positive integer. An arithmetic function f is called periodic with period r (or periodic modulo r) if f (m + r) = f (m), for every m ∈ N. From (1.1), it is clear that c n (m) is a periodic function of m with period n.
Let f (m) be an arithmetic function with period n. The finite Fourier transform of f is defined to be the function
Then a Fourier representation of f is obtained as (see, e.g., [6, p. 109 
Now we are ready to give a short proof for Theorem 1.1.
Proof of Theorem 1.1. Suppose that f n (k, b) denotes the number of solutions of the linear congruence
. One can observe that, for every m ∈ N, we have
First, we give a short combinatorial argument to justify (2.3). Here the key idea is that f n (k, b) can be interpreted as the number of possible ways of writing b as a sum modulo n of κ 1 elements of C 1 , κ 2 elements of C 2 , . . . , κ τ (n) elements of C τ (n) . Now, expand the right-hand side of (2.3). Note that each term of this expansion has e( m n ) as a factor (compare this to the left-hand side of (2.3)). Also note that the exponent of each term of this expansion (ignoring m) is just a sum of some elements of C 1 , . . . , C τ (n) , which equals b
(1 ≤ b ≤ n). In fact, recalling the above interpretation of f n (k, b), we can see that in this expansion there are exactly f n (k, 1) terms of the form e( m n ), f n (k, 2) terms of the form e( 2m n ), . . . , f n (k, n) terms of the form e(m); that is, there are exactly f n (k, b) terms of the form e( bm n ), for 1 ≤ b ≤ n. Therefore, we get the left-hand side of (2.3).
Now, by (2.1) and (2.2), and since c n
