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Abstract
We study a class of reflected McKean-Vlasov diffusions over a convex domain with self-stabilizing coef-
ficients. This includes coefficients that do not satisfy the classical Wasserstein Lipschitz condition. Further,
the process is constrained to a (not necessarily bounded) convex domain by a local time on the boundary.
These equations include the subclass of reflected self-stabilizing diffusions that drift towards their mean via
a convolution of the solution law with a stabilizing potential.
Firstly, we establish existence and uniqueness results for this class and address the propagation of chaos.
We work with a broad class of coefficients, including drift terms that are locally Lipschitz in spatial and
measure variables. However, we do not rely on the boundedness of the domain or the coefficients to
account for these non-linearities and instead use the self-stabilizing properties.
We prove a Freidlin-Wentzell type Large Deviations Principle and an Eyring-Kramer’s law for the exit-
time from subdomains contained in the interior of the reflecting domain.
Keywords: reflected McKean-Vlasov equations, Self-stabilizing diffusions, Super-linear growth, Freidlin-
Wentzell Large Deviations Principle, Eyring-Kramer Law
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1 Introduction
A natural extension of Stochastic Differential Equations (SDE) in Rd is to study their dynamics when restricted
to some subset D ⊂ Rd. The idea is to confine some Rd-valued process Xt to a domain D without altering
its dynamics whilst inside D by introducing an additive reflection component. This enables one to model
an impenetrable frontier at which the process is "constrained". These equations, are so-called reflected SDEs
and have advanced as a rich field within the applied probability theory. They are used to model physical
transport processes [11], molecular dynamics [37], biological systems [12,31] and appear in mathematical
finance [23] and stochastic control [28, 34]. Lastly, it is worth mentioning that this reflection problem, so-
called Skorokhod problem [39,40], has also proven particularly useful in analysing a variety of queuing and
communication networks. The literature on the latter is vast, see [33,48] or [9].
In this work, we study the general class of reflected McKean-Vlasov equations
X it =X0 +
∫ t
0
b(s,X is, µs)ds+
∫ t
0
f ∗ µs(X is)ds+
∫ t
0
σ(s,X is, µs)dW
i
t − kit, (1.1)
|ki|t =
∫ t
0
1∂D(X is)d|ki|s, kit =
∫ t
0
1∂D(X is)n(X
i
s)d|ki|s, µt(dx) = P
[
X it ∈ dx
]
where n is a vector field on the boundary of the domain D in an outward normal direction,W is a Brownian
motion and k is a bounded variation process with variation |k| acting as a local time that constrains the
process to the domain D. Thus, the instant the path attains the boundary ∂D of the domain, k increases
creating a contribution that ensures the path remains inside the domain. µ is the law of the solution process
X and the coefficients b and f are locally Lipschitz over the domain D. We denote by f ∗µ(·) the convolution
of a function f with the measure µ.
The law of the above diffusion solves the nonlinear Fokker-Planck equation with a Neumann boundary
condition, formally
∂tµt(x) = ∇ ·
(
1
2∇T · σ · σT (t, x, µt)µt(x)− b(s, x, µt)µt(x) − f ∗ µt(x)µt(x)
)
(1.2)〈
n(x), 12∇T · σ · σT (t, x, µt)µt(x)− b(t, x, µt)µt(x)− f ∗ µt(x)µt(x)
〉
= 0 ∀x ∈ ∂D. (1.3)
It is widely known that McKean-Vlasov equations arise as the mean field limit of a system of interacting
particles. For N ∈ N and i ∈ {1, ..., N}, the system of equations
X i,Nt =X0 +
∫ t
0
b(s,X i,Ns , µ
N
s )ds+
∫ t
0
f ∗ µNs (X i,Ns )ds+
∫ t
0
σ(s,X i,Ns , µ
N
s )dW
i,N
t − ki,Nt , (1.4)
|ki,N |t =
∫ t
0
1∂D(X i,Ns )d|ki,N |s, ki,Nt =
∫ t
0
1∂D(X i,Ns )n(X
i,N
s )d|ki,N |s, µNt = 1N
N∑
j=1
δXj,Nt
.
has dynamics that converge as N →∞ to that of Equation (1.1), the so-called Propagation of Chaos (PoC).
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The problem of confining a stochastic process to a domain was first posed by Skorokhod in [39]. The
seminal works [44], [30] and [36] prove that such solutions exist and are unique in the multi-dimensional
case for different classes of domain. [44] works with processes on a convex domain while [36] studies
domains that satisfy a “Uniform Exterior Sphere” and “Uniform Interior Cone” condition but imposes more
restrictive assumptions on the equation’s coefficients. [43] was the first to prove wellposedness of reflected
McKean-Vlasov equations in smooth bounded domains. The above works impose strong restrictions on the
coefficients, usually requiring that they are Lipschitz and bounded. We prove the existence and uniqueness
for a broader class of McKean-Vlasov reflected SDE in general convex domains, crucially not requiring global
Lipschitz continuity, nor bounded coefficients, nor a bounded domain. We allow for superlinear growth
components in both space and in the convolution component (the measure component).
In this work we focus on reflections according to an outward normal of the solution’s path as Xt ∈ ∂D,
but other types of reflections exist. Oblique reflected SDEs are reflected SDEs where the vector field n is not
normal to the boundary. Their wellposedness is studied in [1, 30] and oblique reflections for non-smooth
domains is addressed in [10,22]. Elastic reflection appears in [42].
A recently introduced form of reflection motivated by financial applications, see [6], is the reflection in
mean where the reflection happens at the level of the distribution and is generally weaker than the classical
pathwise constraint. A typical mean reflection constraint asks for the expected value (of a given function of
the solution) to be non-negative, e.g. E[h(Xt)] ≥ 0. See [5] for a particle system approximation of mean
reflected SDE and its numerics. The particle system approximations are similar to the classical McKean-
Vlasov setting. Lastly, a Large Deviation Principle for mean reflected SDE is achieved in [29] while the
exit-time problem, in the likes of our study in Section 5 below, is open.
Large Deviations and Exit-times
The second part of this work focuses in obtaining a Large Deviations Principle and the characterisation of the
exit-time from a subdomain D ( D for the small noise limit for the reflected McKean-Vlasov equation
Xεt = X0 +
∫ t
0
b(s,Xεs , µ
ε
s)ds+
∫ t
0
f ∗ µεs(Xεs )ds+
√
ε
∫ t
0
σ(s,Xεs , µ
ε
s)dWs − kεt , (1.5)
|kε|t =
∫ t
0
1∂D(Xεs )d|kε|s, kεt =
∫ t
0
1∂D(Xεs )n(X
ε
s )d|kε|s, µεt (dx) = P
[
Xεt ∈ dx
]
.
Large Deviations Principles (LDP), [14], is an asymptotic theory quantifying the rate of convergence for
the probability of rare events. Consider a drift term b that has some basin of attraction and that the noise in
our system is small. Under such conditions, it is common for the system to exhibit a meta-stable behaviour.
Loosely speaking, this terminology refers to when a particle is forced towards a basin of attraction and
spends long periods of time there before moving to the next basin of attraction. The particle only leaves
after receiving a large "kick" from its noise which in the small noise limit, as the noise vanishes, is an
increasingly rare event. This property of the dynamics poses a difficulty for numerical simulations since the
numerical scheme takes an impractical amount of time to observe any deviations from the basin. LDPs help
by quantifying the probability of this rare event.
Freidlin-Wentzell LDPs for reflected SDEs have been explored in a number of works. For bounded and
Lipschitz coefficients, [20] provides the LDP in general convex domains. In [35], the authors obtain an
LDP for multivalued SDE. Their proof is based on the weak convergence approach developed by Dupuis and
Ellis in [21]. For smooth domains, [1] obtains the LDP under the assumption of bounded and Lipschitz
coefficients. Additional references on LDPs for reflected processes can be found in [32].
As explained in [13], LDPs are a suitable language for studying the rare event of exiting from a basin
of attraction. Two points are worth mentioning here: when the noise is non-vanishing this problem usually
reduces to solving a PDE which cannot be done explicitly and is computationally costly; the other is that
for classical reflected SDEs the exit-time from a subdomain D ( D is a trivial problem as one exits the
subdomain D before hitting the boundary of D, and hence, the exit-time result for D is recovered from
standard SDE counterpart. This is a priori not the case for our reflected McKean-Vlasov equations where the
reflection term affects the law to ensure it remains on the domain and is thus different from the law of the
non-reflected McKean-Vlasov.
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In the small noise limit the exit-problem is well documented. A great introduction to the subject can be
found in [14, Section 5.7]; for an in-depth study with slowly-varying time-dependent coefficients see [24,
Section 4]; the excellent work [25] characterises the exit-time of a McKean-Vlasov equation after obtaining
a large deviation principle; see [47] for a simpler proof relying only on classical Freidlin-Wentzell estimates;
and [46], where the same results are obtained by transference from the particle system to the McKean-Vlasov
system via propagation of chaos and Freidlin-Wentzell estimates.
Our motivation and contributions
Motivated by non-linear Fokker-Planck equation with a Neumann boundary condition, the first paper to
study reflected McKean-Vlasov SDEs was [43], proving existence, uniqueness, and propagation of chaos.
Sznitman does this in the general settings of a smooth bounded domain and bounded Lipschitz coefficients.
Our contributions are threefold: (i) existence and uniqueness results for McKean-Vlasov SDEs constrained
to a convex domain D ⊆ Rd with coefficients that have superlinear growth in space and are non-Lipschitz in
measure; (ii) a large deviations principle for this class of processes; and, (iii) the characterisation of the first
exit-time of the solution process from a subdomain D ( D.
Unlike previous works on reflected SDEs, we do not rely on the domain as a way of ensuring the coeffi-
cients are bounded or Lipschitz. We work with drift terms that satisfy a one-sided Lipschitz condition over
the (possibly unbounded) domain and are locally Lipschitz. Further, we do not restrict ourselves to measure
dependencies that are Lipschitz on the domain, but additionally work with a drift term that satisfies a self-
stabilizing assumption that ensures any particle is attracted towards the mean of the distribution/particle
system. Critically, in a convex domain this will always be away from the boundary.
The Fokker-Planck equation (1.2) of our framework can be particularised to study Granular media equa-
tions of the form
∂tµt(x) =
1
2∇2µt(x) +∇ ·
(
∇B(x)µt(x) +∇F ∗ µt(x)µt(x)
)
where B is the constraining potential and F is the interactive potential. This models the velocity distribution
in the hydrodynamic limit of a collection of inelastic particles. In the case where the potentials B and F
are convex, it is well known that this equation rapidly converges to its invariant distribution [3]. Indeed,
the steeper the potential B, the faster the system stabilises. Our motivation stems from the situation of the
potential B becoming singular, so that the velocity distribution is practically constrained to some subdomain.
However, in order to give meaning to McKean-Vlasov equations with such distributions, it was necessary to
introduce the constraining local time.
Our study of LDPs is based on techniques which directly address the presence of the law in the coefficients
and we do not make use the associated particle system. The LDP results are a good starting point for studying
the exit-time of Xε from an open subdomain D ( D under several additional assumptions motivated by
numerical applications (as in [17, 18]). We study the exit-time problem in a setting where the exit cost of
the diffusion can be computed explicitly (the exit-cost ∆ in Theorem 5.11 is explicit).
Since the solution to (1.5) depends on its own law, one expects its exit-time from a subdomain to differ
from the exit-time of its non-reflected analogue. Similarly, the exit-time of one of the particles in the system
(1.4) will be altered by the presence of reflection since this particle will interact with other particles which
have already been reflected. However, we will show that, surprisingly, in small noise limit the exit-time of
our McKean-Vlasov reflected SDE is unaltered and we are able to establish a familiar Eyring-Kramer’s type
law.
Lastly, and left open through this work, are other questions of general interest. Long-time behaviour
of the solutions (existence and uniqueness of stationary distributions and uniform Propagation of Chaos)
motivated in part by the recent connections of mean field Langevin Dynamics and Deep Neural Networks
[26]. Effective numerical methods for this class, possibly drawing on [41], where the reflection on the
bounded domain enforces boundedness of the solution process and the compact support of its law (a trick
exploited in [4]).
This work is organised as follows. Section 2 introduces notation, setting and objects of interest. In Section
3 we address the wellposedness of the reflected McKean-Vlasov equations, of the associated reflected inter-
acting particle system and present a Propagation of Chaos result. Sections 4 and 5 cover the Freidlin-Wentzell
Large deviations and exit-time results respectively.
4
2 Preliminaries
We denote by N = {1, 2, · · · } the set of natural numbers; Z and R denote the set of integers and real numbers
respectively with the real positive half-line set as R+ = [0,∞). By ⌊x⌋ we denote the largest integer less than
or equal to x. For any x, y ∈ Rd, 〈x, y〉 stands for the usual Euclidean inner product and ‖x‖ = 〈x, x〉1/2 the
usual Euclidean distance. Let A be a d × d′ matrix, we denote the Transpose of A by A′ and let ‖A‖ be the
Hilbert-Schmidt norm. Define the derivative of a function f : R→ Rd as f˙ .
For sequences (fn)n∈N and (gn)n∈N, we denote, where C is a positive constant,
fn . gn ⇐⇒ lim sup
n→∞
fn
gn
≤ C, and fn & gn ⇐⇒ lim inf
n→∞
fn
gn
≥ C.
For a set D ⊂ Rd, we denote its interior (largest open subset) by D◦, its closure (smallest closed cover) by D
and the boundary by ∂D = D\D◦. For x ∈ Rd,r ≥ 0, denote Br(x) ⊂ Rd the open ball of radius r centred at
x, and by Br(x) its closure.
Let f : Rd → R be a differentiable function. Then we denote ∇f to be the gradient operator and ∇2f to
be the Hessian operator. Let C([0, T ];Rd) be the space of continuous function f : [0, T ]→ Rd endowed with
the supremum norm ‖ · ‖∞,[0,T ]. For x ∈ Rd let Cx([0, T ];Rd) be the subspace of C([0, T ];Rd) of functions
f : [0, T ]→ Rd with f(0) = x.
Let Ω˜ = C0([0, T ];Rd
′
) be the canonical d′-dimensional Wiener space and let W be the Wiener process
with law P˜. Let (F˜t)t∈[0,T ] be the standard augmentation of the filtration generated by the Brownian motion.
Then we have the probability space (Ω˜, F˜ , (F˜t)t∈[0,T ], P˜). Additionally, let ([0, 1],B([0, 1]),P) be a probability
space with the Lebesgue measure P. Our probability space is structured as follows:
1. The sample space will be Ω = [0, 1]× Ω˜,
2. The σ-algebra over this space will be F = σ(B([0, 1])× F˜) with filtration Ft = σ(B([0, 1])× F˜t),
3. The probability measure will be the product measure P = P× P˜.
For p ≥ 1, let Lp(Ω,F ,P;D) be the space of random variables over the probability space (Ω,F ,P) with
state space D and finite p moments. For p ≥ 1, let Sp([0, T ];Rd) be the space of (F˜t)t∈[0,T ]-adapted processes
X : Ω× [0, T ]→ D satisfying E[‖X‖p∞,[0,T ]]1/p <∞ where ‖X‖∞,[0,T ] := sups∈[0,T ] ‖Xs‖.
Let H01 be the Cameron Martin Hilbert space for Brownian motion: the space of all absolutely continuous
paths on the interval [0, T ] which start at 0 and have a derivative almost everywhere which is L2([0, T ];Rd
′
)
integrable
H01 :=
{
h : [0, T ]→ Rd′ , h(0) = 0, h(·) =
∫ ·
0
h˙(s)ds, h˙ ∈ L2([0, T ];Rd′)}.
Domain, outward normal vectors and properties
The processes that we consider in this paper are confined to a domain D. We briefly explain some of the
domain’s properties.
Definition 2.1. Let D be a subset of Rd that has non-zero Lebesgue measure interior. For x ∈ ∂D, define
Nx,r :={n ∈ Rd : ‖n‖ = 1, Br(x+ rn) ∩ D◦ = ∅} and Nx := ∪r>0Nx,r.
We call the set Nx the outward normal vectors.
For general domains, the set Nx can be empty, for example if the boundary contains a concave corner.
Furthermore if the boundary is not smooth at x then it may be the case that |Nx| =∞.
Definition 2.2. Let D ⊂ Rd with non-zero Lebesgue measure interior. We say that D has a Uniform Exterior
Sphere if ∃r0 > 0 such that ∀x ∈ ∂D, Nx,r0 6= ∅.
The existence of a uniform exterior sphere ensures there is at least one outward normal vector at every
point on the boundary. When this is not the case, there is no canonical choice for the reflective vector field.
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Lemma 2.3. Let D ⊂ Rd have non-zero Lebesgue measure interior. Then if D is convex, D has a Uniform
Exterior Sphere.
Proof. Let r > 0 be fixed. Let x ∈ ∂D. If D is a convex subspace of Rd, then there exists a semi-plane (S)
which contain D, see [38]. Thus we have a hyperplane Hx that contains x and D◦ ∩ Hx = ∅. Then, there
necessarily exist an n such that ∀y ∈ Hx we have 〈y, n〉 = 0. Without loss of generality, n can be chosen
to be an exiting vector from D. Consider the open ball Br(x + rn). This is an open set contained in the
complement of the closed semi-plane (Sc). Thus Br(x+ rn) ∩ D◦ = ∅. Hence Nx,r 6= ∅.
The following property of convex domains will be used extensively throughout this paper.
Lemma 2.4. Let D ⊂ Rd be a non-zero Lebesgue measure interior, convex set. Suppose that for x ∈ ∂D,
n(x) ∈ Nx. Then ∀y ∈ D
〈n(x), y − x) ≤ 0.
Proof. For x ∈ ∂D, we know by Lemma 2.3 that a vector n(x) ∈ Nx exists. Further, ∃r > 0 such that n ∈ Nx,r
and denote z = x+ rn(x). Then
inf
y∈D
‖z − y‖ = ‖z − x‖.
If this is not the case the ball of radius r centred at y would intersect with the D◦ and hence
‖(x− z) + (y − x)‖ ≥‖z − x‖ ⇒ 〈x− z, y − x〉 ≥ 0.
Rearranging this yields that 〈n(x), z − x〉 ≤ 0.
Motivated by these Lemmas, we will make the following Assumption throughout this paper.
Assumption 2.5. Let D ⊂ Rd be a closed, convex set with non-zero Lebesgue measure interior.
For example, if d = 2 a possible choice is D = [0,∞)2 or D = [0, a]× (−∞,∞) for some a > 0, stressing
the fact that we allow for unbounded domains with non-smooth boundaries.
At this point it is worth mentioning that if the domain is non-convex, it may not satisfy such helpful
conditions. For example both [36] and [30] assume the uniform exterior sphere condition and cannot access
Lemma 2.4, whereas [44] relies on Lemma 2.4.
Reflective boundaries and the Skorokhod problem
We are now in the position to formulate the Skorokhod problem which was first stated and studied in
[39, 40]. Let D be a subset of Rd and BD be the Borel σ-algebra over D. Let Pr(D) be the set of all Borel
measures which have finite rth moment.
Definition 2.6. Let r ≥ 1. Let (D, d) be a metric space with Borel σ-algebra BD. Let µ, ν ∈ Pr(D). We define
the Wasserstein r-distanceW(r)D : Pr(D)× Pr(D)→ R+ to be
W
(r)
D (µ, ν) =
(
inf
π∈Πr(µ,ν)
∫
D×D
d(x, y)rπ(dx, dy)
) 1
r
,
where Πr(µ, ν) ⊂ Pr(D ×D) is the space of joint distributions over D ×D with marginals µ and ν.
A path γ : [0, T ]→ Rd is said to be càdlàg if it is right continuous and has left limits.
Definition 2.7. Let γ : [0, T ]→ Rd be a càdlàg path and let D be a subset of Rd. Suppose additionally that
γ0 = γ(0) ∈ D. For each x ∈ ∂D, suppose that Nx 6= ∅. Let n : ∂D → Rd such that n(x) ∈ Nx. The triple
(γ,D,n) denotes the Skorokhod problem.
We say that the pair (η, k) is a solution to the Skorokhod problem (γ,D,n) if η : [0, T ] → D is a càdlàg
path, k : [0, T ]→ Rd is a bounded variation path and
ηt = γt − kt, kt =
∫ t
0
n(ηs)1∂D(ηs)d|k|s, |k|t =
∫ t
0
1∂D(ηs)d|k|s, (2.1)
where n(x) ∈ Nx when x ∈ ∂D and n(x) = 0 otherwise.
6
This problem was first studied in the deterministic setting in [8] and in the stochastic setting in [44]. For
general domains, one may be unable to show uniqueness, or even existence of a solution to the Skorokhod
problem. However, we emphasise that this will not be an issue that we explore in this paper.
Theorem 2.8 (Theorem 3.1 in [44]). Let D satisfy Assumption 2.5. Let (Ω,F , (Ft)t∈[0,T ],P) be a filtered
probability space. Let γ = (γt)t∈[0,T ] be an Ft-adapted Rd-valued semimartingale with γ0 = γ(0) ∈ D.
Then there exists a unique solution to the Skorokhod problem (γ,D,n) P-a.s.
3 Existence, Uniqueness and Propagation of Chaos
In this section, we prove that under appropriate Assumptions there exists a unique solution to the Stochastic
Differential Equations (1.1) and (1.4). In the subsequent step, we address the Propagation of Chaos result
regarding convergence of the solution of the particle system (1.4) to the solution of the McKean-Vlasov (1.1).
In Section 3.1 we prove existence and uniqueness for a broad class of classical reflected SDEs where the
coefficients are assumed random, time-dependent and satisfying a superlinear growth condition. Crucially,
we do not restrict ourselves to a bounded domain. In Sections 3.2 and 3.3 we prove existence and uniqueness
for reflected McKean-Vlasov SDEs satisfying a W(2)-Lipschitz condition in the measure component. This is
generalised in Section 3.3 to coefficients that are locally Lipschitz in measure, although in this final step we
necessarily restrict to deterministic coefficients. Lastly, in Section 3.4, we prove that the limit of a single
equation within the system of interacting equations (1.4) converges to the dynamics of Equation (1.1),
i.e. Propagation of Chaos (PoC).
3.1 Existence and Uniqueness for reflected SDEs
We study classical reflected SDEs, i.e. stochastic processes of the form for t ≥ 0
Xt =θ +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs − kt, (3.1)
|k|t =
∫ t
0
1∂D(Xs)d|k|s, kt =
∫ t
0
1∂D(Xs)n(Xs)d|k|s.
This first result is a generalisation of Tanaka’s classical results in [44] extended to the case where the drift
and diffusion terms are random and time dependent.
Theorem 3.1. Let D satisfy Assumption 2.5. Let p ∈ N. Let W be a d′ dimensional Brownian motion. Let
θ : Ω → D, b : [0, T ] × Ω × D → Rd and σ : [0, T ] × Ω × D → Rd×d′ be progressively measurable maps.
Suppose that
• θ ∈ Lp(F0,P;D).
• ∃x0 ∈ D such that b and σ satisfy the integrability conditions
E
[( ∫ T
0
‖b(s, x0)‖ds
)p]
, E
[( ∫ T
0
‖σ(s, x0)‖2ds
)p/2]
<∞.
• b and σ satisfy a Lipschitz conditions over D, ∃L > 0 such that for almost all (s, ω) ∈ [0, T ] × Ω and
∀x, y ∈ D,
‖b(s, x)− b(s, y)‖ ∨ ‖σ(s, x)− σ(s, y)‖ ≤ L‖x− y‖.
Then there exists a unique solution to the reflected Stochastic Differential Equation (3.1) in Sp([0, T ]) and
E
[
‖X − x0‖p∞,[0,T ]
]
. E
[
‖θ − x0‖p
]
+ E
[( ∫ T
0
‖b(s, x0)‖ds
)p]
+ E
[(∫ T
0
‖σ(s, x0)‖2ds
)p/2]
.
Proof. We consider the following sequence of random processes defined recursively over the interval [0, T ]:
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• X(0) = θ,
• Y (n+1)t := θ +
∫ t
0 b(s,X
(n)
s )ds+
∫ t
0 σ(s,X
(n)
s )dWs,
• (X(n), kn) is the solution to the Skorokhod problem (Y (n),D,n).
The solution to the Skorokhod problem (X(n+1), kn) exists P-almost surely by Theorem 2.8 since the process
Y (n) is a semi-martingale. By taking an intersection of the sequence of P-measure-1 sets, we obtain a P-
measure-1 set on which all such Skorokhod problems are solvable.
Thus X(n+1) is the recursively defined Itô process
X
(n+1)
t =θ +
∫ t
0
b(s,X(n)s )ds+
∫ t
0
σ(s,X(n)s )dWs − knt ,
|kn|t =
∫ t
0
1∂D(X(n+1)s )d|kn|s knt =
∫ t
0
1∂D(X(n+1)s )n(X
(n+1))d|kn|s.
It is immediate that X(0) ∈ Sp([0, T ]). Now suppose that X(n) ∈ Sp([0, T ]).
Next, we show that this sequence of Picard iterations converges. Firstly,
X
(1)
t −X(0)t =
∫ t
0
b(s, θ)ds+
∫ t
0
σ(s, θ)dWs − k0t ,
and hence E
[
‖X(1)t − θ‖p∞,[0,T ]
]
≤ E
[( ∫ T
0
|b(s, θ)|ds
)p]
+ E
[( ∫ T
0
|σ(s, θ)|2ds
)p/2]
.
Next consider
‖X(n+1)t −X(n)t ‖p
=p
∫ t
0
‖X(n+1)s −X(n)s ‖p−2
〈
X(n+1)s −X(n)s , b(s,X(n)s )− b(s,X(n−1)s )
〉
ds
+ p
∫ t
0
‖X(n+1)s −X(n)s ‖p−2
〈
X(n+1)s −X(n)s ,
(
σ(s,X(n)s )− σ(s,X(n−1)s )
)
dWs
〉
+ p2
∫ t
0
‖X(n+1)s −X(n)s ‖p−2
∥∥∥σ(s,X(n)s )− σ(s,X(n−1)s )∥∥∥2ds
+ p(p−2)2
∫ t
0
‖X(n+1)s −X(n)s ‖p−4
∥∥∥(X(n+1)s −X(n)s )′(σ(s,X(n)s )− σ(s,X(n−1)s ))∥∥∥2ds
− p
∫ t
0
〈
X(n+1)s −X(n)s ,n(X(n)S )d|kn|s − n(X(n−1)s )d|kn−1|sds
〉
Taking a supremum over the time interval [0, T ] and taking expectations yields
E
[
‖X(n+1) −X(n)‖p∞,[0,T ]
]
≤pLE
[
‖X(n+1) −X(n)‖p−1∞,[0,T ]
∫ T
0
‖X(n) −X(n−1)‖∞,[0,s]ds
]
+ pC1LE
[
‖X(n+1) −X(n)‖p−1∞,[0,T ]
( ∫ T
0
‖X(n) −X(n−1)‖2∞,[0,s]ds
)1/2]
+ p(p−1)L
2
2 E
[
‖X(n+1) −X(n)‖p−2∞,[0,T ]
∫ T
0
‖X(n) −X(n−1)‖2∞,[0,s]ds
]
,
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where the final term was dominated by 0 using Lemma 2.4. An application of Young’s Inequality yields
E
[
‖X(n+1) −X(n)‖p∞,[0,T ]
]
≤(p− 1)p−1(4L)pT p−1 ∫ T
0
E
[
‖X(n) −X(n−1)‖p∞,[0,s]
]
ds
+ (p− 1)p−1(4LC1)pT (p−2)/2
∫ T
0
E
[
‖X(n) −X(n−1)‖p∞,[0,s]
]
ds
+ 2(p− 1)p/2(p− 2)(p−2)/24p/2T (p−2)/2
∫ T
0
E
[
‖X(n) −X(n−1)‖p∞,[0,s]
]
ds
≤K
∫ T
0
E
[
‖X(n) −X(n−1)‖p∞,[0,s]
]
ds. (3.2)
Therefore, by inductively substituting in for preceding terms of the sequence and integrating, we get
E
[
‖X(n+1) −X(n)‖p∞,[0,T ]
]
≤ K
n
n!
T nE
[
‖X(1) − θ‖p∞,[0,T ]
]
.
Thus
E
[
‖X(n) − θ‖p∞,[0,T ]
]
≤ E
[
‖θ‖p
]
+
n∑
i=1
E
[
‖X(i) −X(i−1)‖p∞,[0,T ]
]
< E
[
‖θ‖p
]
+ E
[
‖X(1) − θ‖p∞,[0,T ]
]
eKT .
Therefore, there exists a limit of the sequence of random variables X(n) in the Banach space Sp([0, T ]).
Further, by Chebyshev’s inequality we have
P
[{
‖X(n+1) −X(n)‖∞,[0,T ] > 2−n
}]
≤ (2K)
n
n!
,
so that by the Borel-Cantelli Lemma
P
[
lim sup
n→∞
{
‖X(n+1) −X(n)‖∞,[0,T ] > 2−n
}]
= 0,
so that the limit of the X(n) exists P-almost surely. Denote this limit by the stochastic process X .
Finally, let
Yt = θ +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs,
and let (Z, k) be the solution to the Skorokhod problem (Y,D,n). Thus Z satisfies the SDE
Zt =θ +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs − kt, (3.3)
|k|t =
∫ t
0
1∂D(Zs)d|k|s, kt =
∫ t
0
1∂D(Zs)n(Zs)d|k|s.
By similar estimates and Lemma 2.4 we show, as n→∞, that E[ ‖X(n) − Z‖p∞]→ 0. We know that X is the
unique limit of the random processes X(n), so X must satisfy the stochastic differential equation (3.3).
In light of the estimates above, uniqueness follows trivially and we sketch only the core argument. As-
sume X,Y are two solution to (3.1), then estimating E[ ‖X − Y ‖p∞,[0,T ]] as in (3.2) leads to an inequality
where Grönwal’s Inequality can be directly applied to yield E[ ‖X − Y ‖p∞,[0,T ]] = 0 and hence delivering
uniqueness.
We are interested in a more general class of reflected stochastic processes.
Theorem 3.2. Let D satisfy Assumption 2.5. Let p ≥ 2. Let W be a d′ dimensional Brownian motion. Let
θ : Ω → D, b : [0, T ] × Ω × D → Rd and σ : [0, T ] × Ω × D → Rd×d′ be progressively measurable maps.
Suppose that
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• θ ∈ Lp(F0,P;D).
• ∃x0 ∈ D such that b and σ satisfy the integrability conditions
E
[( ∫ T
0
‖b(s, x0)‖ds
)p]
, E
[( ∫ T
0
‖σ(s, x0)‖2ds
)p/2]
<∞.
• ∃L > 0 such that for almost all (s, ω) ∈ [0, T ]× Ω and ∀x, y ∈ D,〈
b(s, x)− b(s, y), x− y〉 ≤ L‖x− y‖2 and ‖σ(s, x)− σ(s, y)‖ ≤ L‖x− y‖.
• ∀n ∈ N, ∃Ln > such that ∀x, y ∈ Dn = D ∩Bn(x0),
‖b(s, x)− b(s, y)‖ ≤ Ln‖x− y‖ for almost all (s, ω) ∈ [0, T ]× Ω.
Then there exists a unique solution to the reflected Stochastic Differential Equation (3.1) in Sp([0, T ]) and
E
[
‖X − x0‖p∞,[0,T ]
]
. E
[
‖θ − x0‖p
]
+ E
[( ∫ T
0
‖b(s, x0)‖ds
)p]
+ E
[(∫ T
0
‖σ(s, x0)‖2ds
)p/2]
.
Proof. Let n ∈ N. Define the drift term
bn(s, x) :=
{
b(s, x), if x ∈ Dn,
b
(
s, arg miny∈Dn‖x− y‖
)
, if x /∈ Dn.
By the local Lipschitz condition of b, we have that bn is a uniformly Lipschitz function. By Theorem 3.1, we
know that for each n ∈ N, there exists a unique solution to the SDE
Xnt =θ +
∫ t
0
bn(s,X
n
s )ds+
∫ t
0
σ(s,Xns )dWs − knt ,
with |kn|t =
∫ t
0
1∂D(Xns )ds and k
n
t =
∫ t
0
1∂D(Xns )n(X
n
s )d|kn|s over the interval [0, T ]. Next, define the
sequence of stopping times τn := inf{t ∈ [0, T ] : Xt /∈ Dn}, and τ∞ := limn→∞ τn. Observe that on the
interval [0, τn], we have bn(s,Xns ) = b(s,X
n
s ). Thus we can equivalently write that on the interval [0, τn] that
Xnt = θ +
∫ t
0
b(s,Xns )ds+
∫ t
0
σ(s,Xns )dWs − knt ,
and so Xt = Xnt . Applying the one-sided Lipschitz condition, we have
E
[
‖Xt − x0‖p∞,[0,T∧τn]
]
.E
[
‖θ − x0‖p
]
+ E
[( ∫ T∧τn
0
‖b(s, x0)‖ds
)p]
+ E
[(∫ T∧τn
0
‖σ(s, x0)‖2ds
)p/2]
.E
[
‖θ − x0‖p
]
+ E
[( ∫ T
0
‖b(s, x0)‖ds
)p]
+ E
[(∫ T
0
‖σ(s, x0)‖2ds
)p/2]
.
As each τn < τn+1, we have that the sequence of random variables ‖X−x0‖∞,[0,T∧τn] ≤ ‖X−x0‖∞,[0,T∧τn+1]
so we apply Beppo Levi to conclude that
E
[
‖Xt − x0‖p∞,[0,T∧τ∞]
]
. E
[
‖θ − x0‖p
]
+ E
[(∫ T
0
‖b(s, x0)‖ds
)p]
+ E
[(∫ T
0
‖σ(s, x0)‖2ds
)p/2]
.
The probability
P
[
τn < T
]
= P
[
‖Xn − x0‖∞,[0,T ] ≥ n
]
≤ P
[
‖X − x0‖∞,[0,T∧τ∞] ≥ n
]
≤ 1
np
E
[ ‖X − x0‖p∞,[0,T∧τ∞]].
Thus by the Borel Cantelli Lemma,
P
[
lim sup
n→∞
{
τn < T
}]
= 0.
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3.2 Existence and Uniqueness for McKean-Vlasov equations
Next, we study reflected McKean-Vlasov equations, i.e. stochastic processes of the form for t ≥ 0
Xt =θ +
∫ t
0
b(s,Xs, µs)ds+
∫ t
0
σ(s,Xs, µs)dWs − kt, P
[
Xt ∈ dx
]
= µt(dx), (3.4)
|k|t =
∫ t
0
1∂D(Xs)d|k|s, kt =
∫ t
0
1∂D(Xs)n(Xs)d|k|s.
Theorem 3.3. Let D satisfy Assumption 2.5. Let p ≥ 2. Let W be a d′ dimensional Brownian motion. Let
θ : Ω → D, b : [0, T ] × Ω × D × P2(D) → Rd and σ : [0, T ] × Ω × D × P2(D) → Rd×d′ be progressively
measurable maps. Assume that
• θ ∈ Lp(F0,P;D) and θ ∼ µθ.
• ∃x0 ∈ D such that b and σ satisfy the integrability conditions
E
[( ∫ T
0
‖b(s, x0, δx0)‖ds
)p]
, E
[( ∫ T
0
‖σ(s, x0, δx0)‖2ds
)p/2]
<∞.
• ∃L > 0 such that for almost all (s, ω) ∈ [0, T ]× Ω, ∀µ, ν ∈ P2(D) and ∀x, y ∈ Rd,〈
b(s, x, µ)− b(s, y, µ), x− y
〉
≤ L‖x− y‖2, ‖σ(s, x, µ)− σ(s, y, µ)‖ ≤ L‖x− y‖,
‖b(s, x, µ)− b(s, x, ν)‖ ≤ LW(2)D (µ, ν), ‖σ(s, x, µ)− σ(s, x, ν)‖ ≤ LW(2)D (µ, ν).
• ∀n ∈ N, ∃Ln > such that ∀x, y ∈ D ∩Bn(x0),
‖b(s, x, µ)− b(s, y, µ)‖ ≤ Ln‖x− y‖ for almost all (s, ω) ∈ [0, T ]× Ω.
Then there exists a unique solution to the reflected McKean-Vlasov equation (3.4) in Sp([0, T ]) and
E
[
‖X − x0‖p∞,[0,T ]
]
. E
[
‖θ − x0‖p
]
+ E
[( ∫ T
0
‖b(s, x0, δx0)‖ds
)p]
+ E
[(∫ T
0
‖σ(s, x0, δx0)‖2ds
)p/2]
.
Proof. Throughout this proof, we distinguish between measures ν ∈ P2(C([0, T ];D) and their pushforward
measure with respect to path evaluation νt ∈ P2(D).
Then for ν1, ν2 ∈ P2
(
C([0, T ];D)), we have
sup
t∈[0,T ]
W
(2)
D
(
ν1t , ν
2
t
)
≤W(2)C([0,T ];D)
(
ν1, ν2
)
. (3.5)
For ν ∈ P2(C([0, T ];D)), we define the reflected Stochastic Differential Equation
X
(ν)
t =θ +
∫ t
0
b(s,X(ν)s , νs)ds+
∫ t
0
σ(s,X(ν)s , νs)dWs − k(ν)t , (3.6)
|k(ν)|t =
∫ t
0
1∂D(X
(ν)
s )d|k(ν)|s, k(ν)t =
∫ t
0
1∂D(X(ν)s )n(X
(ν)
s )d|k(ν)|s.
Let x0 ∈ D. For µ0 ∈ P2(D), let µ′0 ∈ P2
(
C([0, T ];D)) be the law of the constant path with initial
distribution µ0. Using the Lipschitz condition for the measure dependency of b and σ, we have
E
[( ∫ T
0
‖b(s, x0, νs)‖ds
)p]
≤E
[( ∫ T
0
‖b(s, x0, µ0)‖ds+ L
∫ T
0
W
(2)
D (νs, µ0)ds
)p]
≤2p−1E
[( ∫ T
0
‖b(s, x0, µ0)‖ds
)p]
+ 2p−1LpT pW(2)C([0,T ];D)(ν, µ
′
0)
p,
E
[( ∫ T
0
‖σ(s, x0, νs)‖2ds
)p/2]
≤E
[(
2
∫ T
0
‖σ(s, x0, µ0)‖2ds+ 2L2
∫ T
0
W
(2)
D (νs, µ0)ds
)p/2]
≤2p−1E
[( ∫ T
0
‖σ(s, x0, µ0)‖2ds
)p/2]
+ 2p−1LpT p/2W(2)C([0,T ];D)(ν, µ
′
0)
p.
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Therefore, by Theorem 3.2, we have existence and uniqueness of Equation (3.6). Consider the operator
Ξ : P2
(
C([0, T ];Rd)
)→ P2(C([0, T ];Rd)) defined by
Ξ[ν] := µ(ν),
where µ(ν) is the law of the solution to Equation (3.6). Now, for any two measures ν1, ν2 ∈ P2
(
C([0, T ];D)),
∥∥∥X(ν1)t −X(ν2)t ∥∥∥2 ≤2
∫ t
0
〈
X(ν
1)
s −X(ν
2), b(s,X(ν
1)
s , ν
1
s )− b(s,X(ν
2)
s , ν
2
s )
〉
ds
+ 2
∫ t
0
〈
X(ν
1)
s −X(ν
1)
s ,
(
σ(s,X(ν
1)
s , ν
1
s )− σ(s,X(ν
2)
s , ν
2
s )
)
dWs
〉
+
∫ t
0
∥∥∥σ(s,X(ν1)s , ν1s )− σ(s,X(ν2)s , ν2s )∥∥∥2ds− 2
∫ t
0
〈
X(ν
1)
s −X(ν
2)
s , dk
(ν1)
s − dk(ν
2)
s
〉
.
Taking a supremum over time, expectations and using Burkholder-Davis-Gundy inequality, we get
E
[
‖X(ν1) −X(ν2)‖2∞,[0,T ]
]
≤2L
∫ T
0
E
[
‖X(ν1) −X(ν2)‖2∞,[0,t]
]
dt+ 2LE
[
‖X(ν1) −X(ν2)‖∞,[0,T ] ·
∫ T
0
sup
s∈[0,t]
W
(2)
D (ν
1
s , ν
2
s )dt
]
+ 4C1LE
[
‖X(ν1) −X(ν2)‖∞,[0,T ]
(∫ T
0
sup
s∈[0,t]
W
(2)
D (ν
1
s , ν
2
s )
2dt
)1/2]
+ 4C1LE
[
‖X(ν1) −X(ν2)‖∞,[0,T ]
(∫ T
0
‖X(ν1) −X(ν2)‖2∞,[0,t]dt
)1/2]
+ 2L2
∫ T
0
E
[
‖X(ν1) −X(ν2)‖2∞,[0,t]dt+ 2L2
∫ T
0
sup
s∈[0,t]
W
(2)
D (ν
1
s , ν
2
s )
2dt.
Careful application of Young’s Inequality, Grönwall’s inequality and Equation (3.5) yields that there exists
a constant K > 0 such that
W
(2)
C([0,T ];D)
(
Ξ[ν1],Ξ[ν2]
)2
≤ E
[
‖X(ν1) −X(ν1)‖2∞,[0,T ]
]
≤ K
∫ T
0
W
(2)
C([0,t];D)
(
ν1, ν2
)2
dt.
Iteratively applying the operator Ξ n times gives
W
(2)
C([0,T ];D)
(
Ξn[ν1],Ξn[ν2]
)2
≤Kn
∫ T
0
∫ t1
0
...
∫ tn−1
0
W
(2)
C([0,tn];D)
(
ν1, ν2
)2
dtn...dt2dt1
≤K
n
n!
W
(2)
C([0,T ];D)
(
ν1, ν2
)2
.
Choosing n ∈ N such that Knn! < 1, we obtain that the operator Ξn is a contraction operator, so a unique
fixed point on the metric space P2
(
C([0, T ];D)) paired with the Wasserstein metric must exist.
This unique fixed point is the law of the McKean-Vlasov equation (3.4).
Remark 3.4. It is worth remarking that the framework of coefficients that satisfy a Lipschitz condition in
their measure dependency with respect to the Wasserstein distance is broad, but in this manuscript we are
predominantly interested in coefficients where the measure dependency is not Lipschitz.
We next study McKean-Vlasov equations with the addition of a self-stabilizing drift term that does not
satisfy a Lipschitz condition with respect to the Wasserstein distance. For example, in Equation (1.1), we
have f ∗ µt(x) :=
∫
D f(x− y)µt(dy), the convolution of the vector field f with the measure µt. Consider
Xt =θ +
∫ t
0
b(s,Xs, µs)ds+
∫ t
0
σ(s,Xs, µs)dWs +
∫ t
0
f ∗ µs(Xs)ds− kt, (3.7)
|k|t =
∫ t
0
1∂D(Xs)d|k|s, kt =
∫ t
0
1∂D(Xs)n(Xs)d|k|s, P
[
Xt ∈ dx
]
= µt(dx).
12
We show existence of a solution to the above reflected McKean-Vlasov equation under the following assump-
tion.
Assumption 3.5. Let r > 1 and p > 2r. Let θ : Ω → D, b : [0, T ] × D × P2(D) → Rd, f : Rd → Rd and
σ : [0, T ]×D × P2(D)→ Rd×d′. Assume that
• θ ∈ Lp(F0,P;D) and θ ∼ µθ.
• ∃x0 ∈ D such that b and σ satisfy the integrability conditions∫ T
0
‖b(s, x0, δx0)‖ds,
∫ T
0
‖σ(s, x0, δx0)‖2ds <∞.
• ∃L > 0 such that for almost all s ∈ [0, T ], ∀µ, ν ∈ P2(D) and ∀x, y ∈ D,〈
b(s, x, µ)− b(s, y, µ), x− y
〉
≤ L‖x− y‖2, ‖σ(s, x, µ)− σ(s, y, µ)‖ ≤ L‖x− y‖,
‖b(s, x, µ)− b(s, x, ν)‖ ≤ LW(2)D (µ, ν), ‖σ(s, x, µ)− σ(s, x, ν)‖ ≤ LW(2)D (µ, ν).
• f(0) = 0, f(x) = −f(−x) and ∃L > 0 such that ∀x, y ∈ Rd, 〈f(x)− f(y), x− y〉 ≤ L‖x− y‖2.
• ∀n ∈ N, ∃Ln > such that ∀x, y ∈ D ∩Bn(x0),
‖b(s, x, µ)− b(s, y, µ)‖ ≤ Ln‖x− y‖ for almost all (s, ω) ∈ [0, T ]× Ω.
• ∃L > 0 such that ∀x, y ∈ Rd
‖f(x)− f(y)‖ ≤ C‖x− y‖(1 + ‖x‖r−1 + ‖y‖r−1), ‖f(x)‖ ≤ C(1 + ‖x‖r).
Theorem 3.6. Let D satisfy Assumption 2.5. Let r > 1 and p > 2r. Let W be a d′ dimensional Brownian
motion. Let θ, b, σ and f satisfy Assumption 3.5.
Then there exists a unique solution to the reflected McKean-Vlasov equation (3.7) in Sp([0, T ]).
The proof of this theorem is the content of the next section.
Remark 3.7. A nuanced detail of the following proof is the calculation of moments and potentially singular
and non-integrable drifts. In [27], the authors studied processes where the drift term could have polynomial
growth that was greater than the moments of the final solution. The conclusion was that time integrals of
these drift terms “smooth out” the non-integrability.
In this paper, we only require a one-sided Lipschitz condition for the spatial variable. However, we were
unable to remove the polynomial growth condition for the self-stabilizing term f . This is because one needs
integrability of the convolution of the law of the solution with the vector field f before the self-stabilisation
acts to push deviating paths back towards the mean of the distribution.
3.3 Proof of Theorem 3.6
This proof is inspired by [2]. Unlike the proof of Theorem 3.3 which constructs a contraction operator on
the space of measures, we construct a fixed point on a space of functions. Each function will give rise to a
McKean-Vlasov process by substituting it into the equation as a drift term. Then, the law of this McKean-
Vlasov equation is convolved with the vector field f to obtain a new function. This trick allows us to bypass
the non-Lipschitz property of the functional g(x, µ) := f ∗ µ(x) and while still exploiting the one-sided
Lipschitz condition in the spatial variable.
Our contributions in this section include developing this method to allow for diffusion terms that are
not constant. This is novel, even before the addition of a domain of constraint. The non-constant diffusion
complicates the computation of moment estimates which are key to this method. Of particular interest is
Proposition 3.14, which diverges from previous literature.
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Definition 3.8. Let r > 1. Let x0 ∈ D and L > 0 be as in Assumption 3.5. For g : [0, T ]×D → Rd, let
‖g‖[0,T ],r := sup
t∈[0,T ]
(
sup
x∈D
‖g(t, x)‖
1 + ‖x− x0‖r
)
.
Denote Λ[0,T ],r to be the space of all functions g : [0, T ]×D → Rd such that ‖g‖[0,T ],r <∞ and
〈g(t, x)− g(t, y), x− y〉 ≤ L‖x− y‖2 ∀t ∈ [0, T ].
The space Λ[0,T ],r is a Banach space. For g ∈ Λ[0,T ],r, consider the reflected McKean-Vlasov equation
X
(g)
t =θ +
∫ t
0
b(s,X(g)s , µ
(g)
s )ds+
∫ t
0
σ(s,X(g)s , µ
(g)
s )dWs +
∫ t
0
g(s,X(g)s )ds− k(g)t , (3.8)
|k(g)|t =
∫ t
0
1∂D(X
(g)
s )d|k(g)|s, k(g)t =
∫ t
0
1∂D(X(g)s )n(X
(g)
s )d|k(g)|s, P
[
X
(g)
t ∈ dx
]
= µ
(g)
t (dx).
By Theorem 3.3, we know that there exists a unique solution to this McKean-Vlasov equation for every
choice of g ∈ Λ[0,T ],r and every r ≥ 1. Further, we have the moment estimate that for ε > 0 and T0 ∈ [0, T−ε],
sup
t∈[T0,T0+ε]
E
[
‖X(g)t − x0‖p
]
≤
(
4E
[
‖X(g)T0 − x0‖p
]
+
(
4(p− 1))p−1((∫ T0+ε
T0
‖b(r, x0, δx0)‖dr
)p
+
(∫ T0+ε
T0
‖g(r, x0)‖dr
)p)
+ 2(p− 1)p/2 · (p− 2)(p−2)/2 · 4p/2
( ∫ T0+ε
T0
‖σ(r, x0, δx0)‖2dr
) p
2
)
· exp
((
4pL+ 2p(p− 1)L2)ε). (3.9)
Our challenge will be to find a g such that g(t, x) = f ∗ µ(g)t (x).
Definition 3.9. Let b, σ and f satisfy Assumption 3.5. Let g ∈ Λ[0,T ],r. Let X(g) be the unique solution to
the McKean-Vlasov equation (3.8) with law µ(g). Let Γ : Λ[0,T ],r → C([0, T ]×D;Rd) be defined by
Γ[g](t, x) := f ∗ µ(g)t (x) = E
[
f(x−X(g)t )
]
.
Our goal is to demonstrate that the operator Γ has a fixed point g′. Then the McKean-Vlasov equation
X(g
′) that solves (3.8) will be the solution to the McKean-Vlasov equation (3.7).
Lemma 3.10. Let Γ be the operator defined in Definition 3.9. Then ∀T0 ∈ [0, T ] and ∀ε > 0 such that
T0 + ε < T , Γ maps Λ[T0,T0+ε],r to Λ[T0,T0+ε],r.
Proof. Fix T0 ∈ [0, T ] and ε > 0 appropriately. Let g ∈ Λ[T0,T0+ε],r. Then ∀x, y ∈ Rd and ∀t ∈ [T0, T0 + ε],〈
x− y,Γ[g](t, x)− Γ[g](t, y)
〉
=
∫
D
〈
x− y, f(x− u)− f(y − u)
〉
dµ
(g)
t (u) ≤ L‖x− y‖2.
Secondly,
E
[
f(X
(g)
t − x)
]
≤2C + (C + 2r)(‖x− x0‖r + E[‖X(g)t ‖r])
≤
(
2C + 2r+1
)(
1 + ‖x− x0‖r
)(
1 + E
[
‖X(g)t − x0‖r
])
.
By Assumption 3.5, we know the process X(g) has finite moments of order p > 2r. Thus∥∥∥Γ[g]∥∥∥
[T0,T0+ε],r
≤
(
2C + 2r+1
)
·
(
1 + sup
t∈[T0,T0+ε]
E
[
‖X(g)t − x0‖r
])
. (3.10)
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Combining these with Equation (3.9) and using that
(∫ T0+ε
T0
‖g(s, x0)‖ds
)p
≤ εp‖g‖p[T0,T0+ε],r,
we obtain that∥∥∥Γ[g]∥∥∥
[T0,T0+ε],r
≤
(
2C + 2r+1
)(
1 + sup
t∈[0,T0]
E
[
‖X(g)t − x0‖r
])
+
((
4(p− 1))p−1((∫ T0+ε
T0
‖b(s, x0, δx0)‖ds
)p
+
(∫ T0+ε
T0
‖g(s, x0)‖ds
)p)
+ 2(p− 1)p/2 · (p− 2)(p−2)/2 · 4p/2
(∫ T0+ε
T0
‖σ(s, x0, δx0)‖2ds
) p
2
)
· exp
((
4pL+ 2p(p− 1)L2)ε). (3.11)
Taking T0 = 0 and ε = T , we get
∥∥∥Γ[g]∥∥∥
[0,T ],r
<∞ for any g ∈ Λ[0,T ],r.
Lemma 3.11. Let T0 ∈ [0, T ] and let ε > 0 such that T0 + ε < T . Let Γ be the operator given in Definition
3.9. Then there exists a constant K such that ∀g1, g2 ∈ Λ[T0,T0+ε],r with g1(t) = g2(t) ∀t ∈ [0, T0] we have∥∥∥Γ[g1]− Γ[g2]∥∥∥
[T0,T0+ε],r
≤ ‖g1 − g2‖[T0,T0+ε],rK
√
εeKε.
Proof. Let g1, g2 : [0, T ]× D → Rd such that g1(t) = g2(t) for t ∈ [0, T0]. Let X(g1) and X(g2) be solutions to
Equation (3.8). Firstly, for t ∈ [T0, T0 + ε] we have, applying Itô’s formula,
‖X(g1)t −X(g2)t ‖2
=2
∫ t
T0
〈
X(g1)s −X(g2)s , b(s,X(g1)s , µ(g1)s )− b(s,X(g2)s , µ(g2)s )
〉
ds
+ 2
∫ t
T0
〈
X(g1)s −X(g2)s , g1(X(g1)s )− g1(X(g2)s )
〉
ds+ 2
∫ t
T0
〈
X(g1)s −X(g2)s , g1(X(g2)s )− g2(X(g2)s )
〉
ds
+ 2
∫ t
T0
〈
X(g1)s −X(g2)s ,
(
σ(s,X(g1)s , µ
(g1)
s )− σ(s,X(g2)s , µ(g2)s )
)
dWs
〉
+
∫ t
T0
∥∥∥σ(s,X(g1)s , µ(g1)s )− σ(s,X(g2)s , µ(g2)s )∥∥∥2ds− 2
∫ t
T0
〈
X(g1)s −X(g2)s , dk(g1)s − dk(g2)s
〉
.
Taking expectations, a supremum over time and applying Lemma 2.4, we get
sup
t∈[T0,T0+ε]
E
[
‖X(g1)t −X(g2)t ‖2
]
≤(6L+ 4L2)
∫ T0+ε
T0
sup
s∈[T0,T0+t]
E
[
‖X(g1)s −X(g2)s ‖2
]
dt
+ 2
∫ T0+ε
T0
E
[
‖X(g1)t −X(g2)t ‖ · ‖g1 − g2‖[T0,T0+t],r
(
1 + ‖X(g2)t − x0‖r
)]
dt.
An application of Grönwall’s Inequality yields
sup
t∈[T0,T0+ε]
E
[
‖X(g1)t −X(g2)t ‖2
]
.
≤ 8‖g1 − g2‖2[T0,T0+ε],r · ε · e(8L
2+12L)ε ·
(
1 + sup
t∈[T0,T0+ε]
E
[
‖X(g2)t − x0‖2r
])
. (3.12)
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Let x ∈ D. Using the polynomial growth assumption of f , we have that
E
[
f(x−X(g1)t )− f(x−X(g2)t )
]
≤(C + 2r)E
[
‖X(g1)t −X(g2)t ‖ ·
(
1 + ‖x− x0‖r
) · (1 + ‖X(g1)t − x0‖r + ‖X(g2)t − x0‖r)]
≤(C + 2r) ·
(
1 + ‖x− x0‖r
)
E
[
‖X(g1)t −X(g2)t ‖2
]1/2
· E
[(
1 + ‖X(g1)t − x0‖r + ‖X(g2)t − x0‖r
)2]1/2
.
(3.13)
By Assumption 3.5 and (3.9) we have that
sup
t∈[0,T ]
E
[
‖X(g1)t − x0‖2r
]
, sup
t∈[0,T ]
E
[
‖X(g2)t − x0‖2r
]
<∞.
Further, these bounds are uniform and depend only on b and σ.
Substituting Equation (3.12) into Equation (3.13), we get
∥∥∥Γ[g1]− Γ[g2]∥∥∥
[T0,T0+ε],r
= sup
t∈[T0,T0+ε]
sup
x∈D
E
[
f(x−X(g1)t )− f(x−X(g2)t )
]
1 + |x− x0|r
≤ (C + 2r)3
√
8‖g1 − g2‖[T0,T0+ε],r
√
εe(4L
2+6L)ε
(
1 + sup
t∈[T0,T0+ε]
E
[
‖X(g1)t ‖2r + ‖X(g2)t ‖2r
])
. (3.14)
Next, our goal is to establish a subset on which this operator is a contraction operator.
Definition 3.12. Let K > 0. For T > 0 and r > 1, we define
Λ[0,T ],r,K :=
{
g ∈ Λ[0,T ],r : ‖g‖[0,T ],r ≤ K
}
.
Our goal is to choose T and K so that Γ is a contraction operator when restricted to Λ[0,T ],r,K.
Proposition 3.13. Let Γ : Λ[0,T ],r → Λ[0,T ],r be as defined in Definition 3.9. Then ∃K1, ε > 0 such that,
Γ
[
Λ[0,ε],r,K1
]
⊂ Λ[0,ε],r,K1, and ∀g1, g2 ∈ Λ[0,ε],r,K
∥∥∥Γ[g1]− Γ[g2]∥∥∥
[0,ε],r
≤ 1
2
∥∥∥g1 − g2∥∥∥
[0,ε],r
.
As such, there exists a unique solution to Equation (3.7) on the interval [0, ε].
Proof. Let ε > 0. Let g ∈ Λ[0,ε],r,K1 . Taking Equation (3.11) with T0 = 0 provides
∥∥∥Γ[g]∥∥∥
[0,ε],r
≤
(
2C + 2r+1
)(
1 + E
[
|θ − x0|r
])
+
((
4(p− 1))p−1((∫ ε
0
|b(s, x0, δx0)|ds
)p
+
(
εK1
)p)
+ 2(p− 1)p/2 · (p− 2)(p−2)/2 · 4p/2
(∫ ε
0
|σ(s, x0, δx0)|2ds
)p
2
)
· exp
((
4pL+ 2p(p− 1)L2)ε).
Choose K1 = 2(2C + 2r+1)
(
1 + E
[
‖θ − x0‖p
])
. We have the limit
lim
ε→0
( ∫ ε
0
‖b(s, x0, δx0)‖ds
)p
+
( ∫ ε
0
‖σ(s, x0, δx0)‖2ds
) p
2
= 0.
Then we can choose ε′ > 0 such that
∥∥Γ[g]∥∥
[0,ε′],r
< K1.
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Secondly, using Equation (3.14) we choose ε′′ > 0 such that
∥∥∥Γ[g1]− Γ[g2]∥∥∥
[0,ε′′],r
<
‖g1 − g2‖[0,ε′′],r
2
.
We emphasise that the choice of ε = min{ε′, ε′′} is dependent on the choice of K1.
Define d : Λ[0,ε],r × Λ[0,ε],r → R+ to be the metric d(g1, g2) = ‖g1 − g2‖[0,ε],r. The metric space
(Λ[0,ε],r,K1 , d) is non-empty, complete and Γ : Λ[0,ε],r,K1 → Λ[0,ε],r,K1 is a contraction operator. Therefore,
∃g′ ∈ Λ[0,ε],r,K1 such that Γ[g′] = g′. Thus ∀t ∈ [0, ε],
g′
(
t,X
(g′)
t
)
= f ∗ µ(g′)t (X(g
′)
t ).
Substituting this into (3.8), we obtain (3.7). Thus a solution to (3.7) exists in Sp([0, ε]).
Our challenge now is to find a solution over the whole interval [0, T ].
Proposition 3.14. Let D satisfy Assumption 2.5. Let r > 1 and p > 2r. LetW be a d′ dimensional Brownian
motion. Let b, σ and f satisfy Assumption 3.5. Suppose that a solution X to the McKean-Vlasov equation
(3.7) exists in Sp([0, T0]) for some 0 < T0 < T . Then there exists a constant K2 = K2(p, T ) such that
sup
t∈[0,T0]
E
[
‖Xt − x0‖p
]
, E
[
‖X − x0‖p∞,[0,T0]
]
< K2.
The challenge of this proof is that the symmetry trick for establishing second moments (see Equation
(3.15)) does not hold for higher moments. However, if we try to bypass this using the methods of [25],
the non-constant diffusion terms yields integrals that blow up. Arguing by induction on m, we fix this by
considering
sup
t∈[0,T ]
E
[
‖Xt − x0‖2m
]
+ E
[
‖Xt − X˜t‖2m
]
and demonstrating via a Grönwall argument that this is finite, even though a similar argument would not
work for either of these terms on their own.
Proof. Suppose that t ∈ [0, T0]. Let (Xt, kt), (X˜t, k˜t) and (Xt, kt) be independent, identically distributed
solutions of Equation (3.7).
Consider the two processes
‖Xt − x0‖2 = ‖θ − x0‖2 + 2
∫ t
0
〈
Xs − x0, b(s,Xs, µs)
〉
ds+ 2
∫ t
0
〈
Xs − x0, σ(s,Xs, µs)dWs
〉
+
∫ t
0
∥∥∥σ(s,Xs, µs)∥∥∥2ds+ 2
∫ t
0
〈
Xs − x0,E
[
f(Xs −Xs)
]〉
ds− 2
∫ t
0
〈
Xs − x0, dks
〉
,
‖Xt − X˜t‖2 = ‖θ − θ˜‖2 + 2
∫ t
0
〈
Xs − X˜s, b(s,Xs, µs)− b(s, X˜s, µs)
〉
ds
+ 2
∫ t
0
〈
Xs − X˜s, σ(s,Xs, µs)dWs − σ(s, X˜s, µs)dW˜s
〉
+
∫ t
0
∥∥∥σ(s,Xs, µs)∥∥∥2 + ∥∥∥σ(s, X˜s, µs)∥∥∥2ds
+ 2
∫ t
0
〈
Xs − X˜s,E
[
f(Xs −Xs)− f(X˜s −Xs)
]〉
ds− 2
∫ t
0
〈
Xs − X˜s, dks − dk˜s
〉
.
We remark that since f is symmetric we have the identity
E
[〈
Xs − x0,E
[
f(Xs −Xs)
]〉]
≤ L · E
[
E
[
‖Xs −Xs‖2
]]
. (3.15)
17
Taking expectations of both processes (and no longer distinguishing between the integral operators E
and E˜) and adding them together, we get
E
[
‖Xt − x0‖2 + ‖Xt − X˜t‖2
]
≤E
[
‖θ − x0‖2
]
+ E
[
‖θ − θ˜‖2
]
+ (4L+ 12L2)
∫ t
0
E
[
‖Xs − x0‖2
]
ds+ 2
∫ t
0
E
[
‖Xs − x0‖
]
· ‖b(s, x0, δx0)‖ds
+ 6
∫ t
0
‖σ(s, x0, δx0)‖2ds+ 6L
∫ t
0
E
[
‖Xs − X˜s‖2
]
ds.
Taking a supremum over t ∈ [0, T0], then applying Young’s inequality followed by Grönwall’s inequality, we
obtain
sup
t∈[0,T0]
E
[
‖Xt − x0‖2 + ‖Xt − X˜t‖2
]
≤2
(
E
[
‖θ − x0‖2
]
+ E
[
‖θ − θ˜‖2
]
+
( ∫ T
0
∥∥∥b(s, x0, δx0)∥∥∥ds)2 +
∫ T
0
∥∥∥σ(s, x0, δx0)∥∥∥2ds
)
e(4L+12L
2)T .
We proceed via induction. Denote the centred process
Yt = Xt − E[Xt],
Then
E
[
‖Xt − x0‖2m
]
≤ 22m−1
(
E
[
‖Xt − x0‖2
]m
+ E
[
‖Yt‖2m
])
. (3.16)
Let ξ and ξ˜ be independent copies of a scalar random variable with mean 0. Then by the Binomial Theorem,
we have that for m ∈ N,
E
[
(ξ − ξ˜)2m
]
=
2m∑
k=0
(−1)k
(
2m
k
)
E
[
ξk
]
E
[
ξ2m−k
]
,
and therefore from [25, Proposition 2.12]
2E
[
‖Yt‖2m
]
≤ c(m, d)
(
E
[
‖Xt − X˜t‖2m
]
+
(
1 + E
[
‖Yt‖2m−2
])2)
, (3.17)
for a constant c(m, d) depending only on m and d. In what follows we denote c(m, d, L) to be a constant
possibly changing on each line, but dependent only on m, d and Lipshitz constant L. We combine Equations
(3.16) and Equation (3.17) to get
E
[
‖Xt − x0‖2m
]
+ E
[
‖Xt − X˜t‖2m
]
≤ c(m, d, L)
(
E
[
‖Xt − x0‖2
]m
+
(
1 + E
[
‖Yt‖2m−2
])2)
+ c(m, d, L)E
[
‖Xt − X˜t‖2m
]
. (3.18)
We use Itô’s formula to get that
‖Xt − X˜t‖2m =‖θ − θ˜‖2m + 2m
∫ t
0
‖Xs − X˜s‖2m−2
〈
b(s,Xs, µs)− b(s, X˜s, µs)
〉
ds
+ 2m
∫ t
0
‖Xs − X˜s‖2m−2
〈
Xs − X˜s,E
[
f(Xs −Xs)− f(X˜s −Xs)
]〉
ds
+ 2m
∫ t
0
‖Xs − X˜s‖2m−2
〈
Xs − X˜s, σ(s,Xs, µs)dWs − σ(s, X˜s, µs)dW˜s
〉
+m(2m− 1)
∫ t
0
‖Xs − X˜s‖2m−2
(
‖σ(s,Xs, µs)‖2 + ‖σ(s, X˜s, µs)‖2
)
ds− 2m
∫ t
0
〈
Xs − X˜s, dks − dk˜s
〉
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Now for any K > 0,
K sup
t∈[0,T ]
E
[ ∫ t
0
‖Xs − X˜s‖2m−2
(
‖σ(s,Xs, µs)‖2 + ‖σ(s, X˜s, µs)‖2
)
ds
]
≤12L2K
∫ T
0
E
[
‖Xs − X˜s‖2m
]
ds+ 12L
2K
m
∫ T
0
E
[
‖Xs − x0‖2m
]
ds
+ sup
t∈[0,T ]
E
[
‖Xt − X˜t‖2m
]
2
+
[
2(m− 1)]m−1 · [6Km ]m · (
∫ T
0
∣∣∣σ(s, x0, δx0)∣∣∣2ds)m
Applying this with Equation (3.18) yields
sup
t∈[0,T ]
E
[
‖Xt − x0‖2m
]
+ E
[
‖Xt − X˜t‖2m
]
≤ c(m, d, L)
(
E
[
‖Xt − x0‖2
]m
+
(
1 + E
[
‖Yt‖2m−2
])2
+ E
[
‖θ − θ˜‖2m
]
+
(∫ T
0
‖σ(s, x0, δx0)‖2ds
)m
+
∫ T
0
sup
s∈[0,t]
E
[
‖Xs − X˜s‖2m
]
+ E
[
‖Xs − x0‖2m
]
dt
)
+
supt∈[0,T ] E
[
‖Xt − X˜t‖2m
]
2
.
Combining all terms together, we get that there exist a constant c = c(m, d, L, T ), dependent only on
m, d, L, T and not T0 such that
sup
t∈[0,T0]
E
[
‖Xt − x0‖2m + ‖Xt − X˜t‖2m
]
≤c
(
1 +
∫ T0
0
sup
s∈[0,t]
E
[
‖Xs − x0‖2m + ‖Xs − X˜s‖2m
]
dt
)
.
Thus via Grönwall
sup
t∈[0,T0]
E
[
‖Xt − x0‖2m + ‖Xt − X˜t‖2m
]
≤ cecT0 < cecT .
Hence, by induction we have finite moment estimates for all m ∈ N such that 2m ≤ p. In particular, this is
true for 2m ≥ 2r. For sharp moment estimates, we use the methods from the proof of Theorem 3.2 to get
E
[
‖X − x0‖p∞,[0,T0]
]
.E
[
‖θ − x0‖p
]
+
(∫ T0
0
‖b(s, x0, δx0)‖ds
)p
+
( ∫ T0
0
‖σ(s, x0, δx0)‖2ds
)p/2
+
(∫ T0
0
∥∥∥E˜[f(X˜s − x0)]∥∥∥ds)p
.E
[
‖θ − x0‖p
]
+
(∫ T
0
‖b(s, x0, δx0)‖ds
)p
+
( ∫ T
0
‖σ(s, x0, δx0)‖2ds
)p/2
+
(
TC sup
t∈[0,T0]
E
[
‖Xt − x0‖r + 1
])p
.
Finally, we are in position to prove Theorem 3.6.
Proof of Theorem 3.6. By Proposition 3.13, we have that a unique solution to Equation (3.7) exists on the
interval [0, ε]. Let δ > 0 and g ∈ Λ[ε,ε+δ],r. Then again by (3.11)
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∥∥∥Γ[g]∥∥∥
[ε,ε+δ],r
≤
(
2C + 2r+1
)(
1 + sup
t∈[0,ε]
E
[
‖Xt − x0‖r
])
+
((
4(p− 1))p−1((∫ ε+δ
ε
‖b(s, x0, δx0)‖ds
)p
+
(
δ‖g‖[ε,ε+δ],r
)p)
+ 2(p− 1)p/2 · (p− 2)(p−2)/2 · 4p/2
(∫ ε+δ
ε
‖σ(s, x0, δx0)‖2ds
) p
2
)
· exp
((
4pL+ 2p(p− 1)L2)δ).
By Proposition 3.14, we know that
2
(
2C + 2r+1
)(
1 + sup
t∈[0,ε]
E
[
‖Xt − x0‖r
])
< K5,
for some K5 independent of ε. Then for ‖g‖[ε,ε+δ],r < K5, we get
∥∥∥Γ[g]∥∥∥
[ε,ε+δ],r
≤K52 +
((
4(p− 1))p−1((∫ ε+δ
ε
‖b(s, x0, δx0)‖ds
)p
+
(
δK5
)p)
+ 2(p− 1)p/2 · (p− 2)(p−2)/2 · 4p/2
(∫ ε+δ
ε
‖σ(s, x0, δx0)‖2ds
) p
2
)
· exp
((
4pL+ 2p(p− 1)L2)δ).
By the uniform continuity of the mappings
δ 7→
∫ ε+δ
ε
‖b(s, x0, δx0)‖ds and δ 7→
∫ ε+δ
ε
‖σ(s, x0, δx0)‖2ds,
we choose δ′ > 0 (independently of ε) so that
∥∥Γ[g] ∥∥
[ε,ε+δ′],r
< K5. Next, we use Equation (3.14) to get
∥∥∥Γ[g1]− Γ[g2]∥∥∥
[ε,ε+δ],r
≤ (C + 2r)3
√
8‖g1 − g2‖[ε,ε+δ],r
√
δe(4L
2+6L)δ
(
1 + sup
t∈[ε,ε+δ]
E
[
‖X(g1)t − x0‖2r + ‖X(g2)t − x0‖2r
])
.
Next, using Equation (3.9), we get
∥∥∥Γ[g1]− Γ[g2]∥∥∥
[ε,ε+δ],r
≤ (C + 2r)3
√
8‖g1 − g2‖[ε,ε+δ],r
√
δe(4L
2+6L)δ
(
1 + 8 sup
t∈[0,ε]
E
[
|Xt − x0|2r
]
+ 2
(
4(2r − 1))2r−1((∫ ε+δ
ε
|b(s, x0, δx0)|ds
)2r
+
(
δK5
)2r)
+ 4(2r − 1)r · (2r − 2)r−1 · 4r
( ∫ ε+δ
ε
|σ(s, x0, δx0)|2ds
)r)
e
(
8rL+4r(2r−1)L2
)
δ.
Finally, by Proposition 3.14, we choose δ′′ > 0 (independently of ε) such that∥∥∥Γ[g1]− Γ[g2]∥∥∥
[ε,ε+δ′′ ],r
≤ 1
2
‖g1 − g2‖[ε,ε+δ′′],r.
Let δ = min{δ′, δ′′}.
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Define d : Λ[ε,ε+δ],r × Λ[ε,ε+δ],r → R+ be the metric d(g1, g2) = ‖g1 − g2‖[ε,ε+δ],r. The metric space
(Λ[ε,ε+δ],r,K3 , d) is non-empty, complete and Γ : Λ[ε,ε+δ],r,K3 → Λ[ε,ε+δ],r,K3 is a contraction operator. There-
fore, ∃g′ ∈ Λ[ε,ε+δ],r,K3 such that Γ[g′] = g′.
Thus ∀t ∈ [ε, ε+ δ],
g′
(
t,X
(g′)
t
)
= f ∗ µ(g′)t
(
X
(g′)
t
)
.
Repeating this argument and concatenating, we obtain a function g ∈ Λ[0,T ],r such that ∀t ∈ [0, T ]
g
(
t,X
(g)
t
)
= f ∗ µ(g)t
(
X
(g)
t
)
.
Substituting this into Equation (3.8), we obtain Equation (3.7) over the interval [0, T ].
3.4 Propagation of Chaos
We are interested in the ways in which the dynamics of a single equation within a system of reflected
interacting equations of the form (1.4) converges to the dynamics of the reflected McKean-Vlasov equation.
Let N ∈ N and let i ∈ {1, ..., N}. We now study the law of a solution to the interacting particle system
X i,Nt =θ
i +
∫ t
0
b(s,X i,Ns , µ
N
s )ds+
∫ t
0
σ(s,X i,Ns , µ
N
s )dW
i,N
s +
∫ t
0
f ∗ µNs (X i,Ns )ds− ki,Nt , (3.19)
|ki,N |t =
∫ t
0
1∂D(X
i,N
s )d|ki,N |s, ki,Nt =
∫ t
0
1∂D(X i,Ns )n(X
i,N
s )d|ki,N |s, µNt = 1N
N∑
j=1
δXj,Nt
.
We demonstrate Propagation of Chaos (PoC), that is for a finite time interval [0, T ] the trajectories of the
particle system on average converge to that of the McKean-Vlasov equation.
Theorem 3.15 (Propagation of Chaos (PoC)). Let D ⊂ Rd satisfy Assumption 2.5. Let θ, b, σ and f satisfy
Assumption 3.5. Let W i,N be a sequence of independent Brownian motions taking values on Rd
′
. Addi-
tionally, suppose that p > d + 5. Let X it be a sequence of strong solutions to Equation (3.7) driven by the
Brownian motionW i,N . Let X i,Nt be the solution to particle system (3.19).
Then there exists a constant c = c(T ) > 0, depending only on T , such that
sup
t∈[0,T ]
E
[
‖X i,Nt −X it‖2
]
≤ c(T )max
{ 1√
N
,
1
N
2
d+4
}
. (3.20)
Proof. Firstly, we assume that the noise driving the McKean-Vlasov equation (3.7) and the noise driving the
particle system (3.19) have correlation 1. Using Itô’s formula, summing over i and taking expectations,
N∑
i=1
E
[
‖X i,Nt −X it‖2
]
≤2L
∫ t
0
N∑
i=1
E
[
‖X i,Ns −X is‖2
]
ds+ 2L
∫ t
0
N∑
i=1
E
[
‖X i,Ns −X is‖ ·W(2)D (µNs , µs)
]
ds
+ 2L2
∫ t
0
N∑
i=1
E
[
‖X i,Ns −X is‖2 +W(2)D
(
µNs , µs
)2]
ds
+ 2
∫ t
0
N∑
i=1
E
[〈
X i,Ns −X is, 1N
N∑
j=1
f(X i,Ns −Xj,Ns )− f(X is −Xjs )
〉]
ds (3.21)
+ 2
∫ t
0
N∑
i=1
E
[〈
X i,Ns −X is, 1N
N∑
j=1
f(X is −Xjs )− f ∗ µs(X is)
〉]
ds. (3.22)
By a change in the order of summation, the terms in Equation (3.21) becomes
1
N
N∑
i,j=1
E
[〈
X i,Ns −X is, f(X i,Ns −Xj,Ns )− f(X is −Xjs )
〉]
≤ 2L
N∑
i=1
E
[
‖X i,Ns −X is‖2
]
.
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By Cauchy-Schwarz and the polynomial growth of f , we obtain
E
[〈
X i,Ns −X is, 1N
N∑
j=1
f(X is −Xjs )− f ∗ µs(X is)
〉]
≤ 2C
√
NE
[
‖X i,Ns −X is‖2
]1/2(
1 + 2E
[
‖X it − x0‖2r
])1/2
.
Next, denote by νNs =
1
N
∑N
j=1 δXjs . By the triangle inequality, we get
E
[
W
(2)
D (µ
N
s , µs)
]
≤E
[
W
(2)
D (µ
N
s , ν
N
s ) +W
(2)
D (ν
N
s , µs)
]
≤ E
[(
1
N
N∑
j=1
‖Xj,Ns −Xjs‖2
)1/2
+W
(2)
D (ν
N
s , µs)
]
Assembling all these together, we get
sup
t∈[0,T ]
E
[
‖X i,Nt −X it‖2
]
≤(6L+ 6L2)
∫ T
0
sup
s∈[0,t]
E
[
‖X i,Ns −X is‖2
]
dt+ sup
t∈[0,T ]
E
[
W
(2)
D
(
νNt , µt
)2]
· T
+
2C√
N
(
1 + 2 sup
t∈[0,T ]
E
[
‖X it − x0‖2r
])1/2 ∫ T
0
sup
s∈[0,t]
E
[
‖X i,Ns −X is‖2
]1/2
dt.
Applying the Grönwall inequality provides
sup
t∈[0,T ]
E
[
‖X i,Nt −X it‖2
]
.
(
sup
t∈[0,T ]
E
[
W
(2)
D
(
νNt , µt
)2]
+ 1√
N
)
· T.
Finally, using the well known rate of convergence for an empirical distribution to the true law, see [7], we
use
E
[
W
(2)
D
(
νNt , µt
)2]
≤ N −2d+4 ,
to conclude.
3.5 An example
A key advantage of the framework that we consider for Theorem 3.3 and Theorem 3.6 is that the drift
term b is locally Lipschitz over D. We demonstrate that the measure dependencies allowed for with the
self-stabilizing term f ∗ µ do not satisfy a Lipschitz condition with respect to the Wasserstein distance.
Example 3.16. Let D = R+. Let F (x) = −x4/4 and let f(x) = ∇F (x) = −x3. Consider the dynamics
Xt = Wt −
∫ t
0
∫
D
(Xs − y)3µt(dy)ds− kt, µt(dx) = P
[
Xt ∈ dx
]
, X0 = 1.
Without entering details and assuming µ, ν ∈ P4(D), the Lions derivative of µ 7→ Ψx(µ) := −
∫
D(x −
y)3µ(dy) is unbounded, meaning that the "Lipschitz" constant of µ 7→ Ψx(µ) depends on x in an unbounded
way since D is unbounded.
For the reader familiarised with the theory, see [7, Section 5], the Lions derivative of the functional Ψx(·)
follows from Example 1 in Section 5.2.2 (p385) and is given by ∂µψx(µ)(Z) = f ′(x − Z) for Z ∼ µ. Their
Remark 5.27 (p384) and Remark 5.28 (p390) connect to the Lipschitz constant.
4 Large Deviation Principles
Let ε > 0 be a limiting variable. Throughout this section, all results hold under the following Assumptions:
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Assumption 4.1. Suppose thatD ⊂ Rd satisfies Assumption 2.5. Suppose that b, σ, and f satisfy Assumptions
3.5. Additionally, suppose that ∃L > 0, ∃β ∈ (0, 1] such that ∀s, t ∈ [0, T ], ∀µ ∈ P2(D) and ∀x ∈ D,
‖σ(t, x, µ)− σ(s, x, µ)‖ ≤ L‖t− s‖β.
We begin by reminding the reader of the definition of a Freidlin-Wentzell Large Deviation Principle.
Definition 4.2. Let E be a metric space. A function I : E → [0,∞] is said to be a rate function if it is lower
semi-continuous and the level sets of I are closed. A good rate function is a rate function whose level sets are
compact.
The rate function is used to encode the asymptotic rate for a convergence in probability statement that is
called a Large Deviations Principle.
Definition 4.3. Let x ∈ D. Let G be a Borel subset of the space Cx([0, T ];D). A family of probability
measures µε on Cx([0, T ];D) is said to satisfy a Large Deviations Principle with rate function I if
− inf
h∈G◦
I(h) ≤ lim inf
ε→0
ε logµε[G◦] ≤ lim sup
ε→0
ε logµε[G] ≤ − inf
h∈G
I(h). (4.1)
We prove a Freidlin-Wentzell Large Deviation Principles for the class of reflected McKean-Vlasov equations
studied in Section 3. The inclusion of non-Lipschitz measure dependence and reflections is in contrast to the
classical Freidlin-Wentzell results for SDEs found in [14–16].
Our approach uses sequences of exponentially good approximations, inspired by the methods of [25]
and [19]. As with previous works proving Freidlin-Wentzell LDP results for McKean-Vlasov SDEs, the non-
Lipschitz measure dependency is accounted for by establishing an LDP for a diffusion that is an exponentially
tight approximation.
The section is structured as follows, first a deterministic path is identified of which the solution to (4.2)
follows with high probability. Definition (4.5) then introduces an approximation of (4.2) where the law is
replaced by this deterministic path. An LDP is established for this approximation by first obtaining an LDP for
its Euler scheme in Lemma 4.11, and then transferring it via the method of exponential approximations in
Lemmas 4.12 and 4.13. Finally the LDP for the object of interest (4.2) is acquired by establishing exponential
equivalence between it and the approximation of Definition 4.7.
4.1 Convergence of the law
Recall that the key point of an LDP is to characterise the rate at which the probability of rare events decreases
as we change a parameter in our experiment. In the case of path space LDP for a stochastic processes this
relies on identifying a path which the diffusion increasingly concentrates around as the noise decays. The
dynamics of the process can then be seen as small perturbations from this fixed path, often referred to as the
skeleton path. Consider the reflected McKean-Vlasov SDE
Xεt =x0 +
∫ t
0
b(s,Xεs , µ
ε
s)ds+
∫ t
0
f ∗ µεs(Xεs )dt+
√
ε
∫ t
0
σ(s,Xεs , µ
ε
s)dWs − kεt , (4.2)
|kε|t =
∫ t
0
1∂D(Xεs )d|kε|s, kεt =
∫ t
0
1∂D(Xεs )n(X
ε
s )d|kε|s.
Heuristically, as ε → 0 the noise term in (4.2) vanishes, the law of Xε tends to a Dirac measure of its
own deterministic trajectory and hence the interaction term vanishes. Therefore in the small noise limit
the dynamics is governed by b and the diffusion behaves like the solution to the following deterministic
Skorokhod problem.
Definition 4.4. Define ψx0 to be the solution to the reflected ODE
ψx0(t) =x0 +
∫ t
0
b(s, ψx0(s), δψx0 (s))ds− kψt , (4.3)
|kψ|t =
∫ t
0
1∂D(ψ(s))d|kψ |s, kψt =
∫ t
0
1∂D(ψ(s))n(ψ(s))d|kψ |s.
23
on the interval [0, T ]. We define the Skeleton operator H : H01 → Cx0([0, T ];D) by h 7→ H [h] where
H [h]t =x0 +
∫ t
0
b(s,H [h]s, δψx0 (s))ds+
∫ t
0
f(H [h]s − ψx0(s))ds+
∫ t
0
σ(s,H [h]s, δψx0(s))dhs − kht , (4.4)
|kh|t =
∫ t
0
1∂D(H [h]s)d|kh|s, kht =
∫ t
0
1∂D(H [h]s)n(H [h]s)d|kh|s.
The existence of a unique solution to the Skorokhod problem for a continuous path into a convex domain
[44, Theorem 2.1] ensures the existence and uniqueness of a solution to Equation (4.4), this can we proved
in a similar and fashion to [44, Theorem 4.1]. Hence the operator H [h] is well defined.
Lemma 4.5. Let Xε be the solution to (4.2) and ψx0 the solution of (4.3). Then we have for any T > 0,
sup
t∈[0,T ]
E
[
‖Xεt − ψx0(t)‖2
]
≤ εT ecT ,
for a constant c independent of ε and x0.
Proof. Let t ∈ [0, T ]. We have
‖Xεt − ψx0(t)‖2 =2
∫ t
0
〈
Xεs − ψx0(s), b(s,Xεs , µεs)− b(s, ψx0(s), δψx0 (s))
〉
ds
+
√
ε
∫ t
0
〈
Xεs − ψx0(s), σ(s,Xεs , µs)dWs
〉
+ ε
∫ t
0
‖σ(s,Xεs , µεs)‖2ds
+
∫ t
0
〈
Xεs − ψx0(s), f(Xεs ) ∗ µεs
〉
ds−
∫ t
0
〈
Xεs − ψx0(s), dkεs − dkψs
〉
.
Thus
sup
t∈[0,T ]
E
[
‖Xεt − ψx0(t)‖2
]
≤6L
∫ T
0
sup
s∈[0,t]
E
[
‖Xεs − ψx0(s)‖2
]
ds
+ C · sup
t∈[0,T ]
E
[(
1 + ‖Xεt − ψ(t)‖r
)2]1/2
·
∫ T
0
sup
s∈[0,t]
E
[
‖Xεs − ψx0(s)‖2
]
dt
+ ε
(
6TL2 sup
t∈[0,T ]
E
[
‖Xεt − x0‖2
]
+ 3
∫ T
0
‖σ(t, x0, δx0)‖2dt
)
.
The conclusion follows from finite moment estimates proved in Proposition 3.14 and Grönwall’s inequality.
With the previous bound at hand, the law µε can be shown to tend to the Dirac measure of the skeleton
path ψx0 in the sense of the following Lemma:
Lemma 4.6. Let µε be the law of the solution to (4.2) and ψx0 the solution of (4.3). Then, for any x ∈ Rd
we have that
lim
ε→0
‖f ∗ µεs(x)− f(x− ψx0(t))‖∞,[0,T ] = 0.
Proof. Using Lemma 4.5
sup
t∈[0,T ]
‖f ∗ µεt (x) − f(x− ψx0(t)‖
≤ C sup
t∈[0,T ]
E
[
‖Xεt − ψx0(t)‖2
]1/2
· E
[(
1 + ‖Xεt ‖r−1 + ‖ψx0(t)‖r−1
)2]1/2
−→
ε→0
0.
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4.2 A classical Freidlin-Wentzell result
Since the law µε tends to the Dirac mass of the path ψx0 , we will first study SDEs where the law in the
coefficients of the McKean-Vlasov equation has been replaced by δψx0 .
Definition 4.7. Let Y ε be the solution of
Y εt =x0 +
∫ t
0
b(s, Y εs , δψx0(s))ds+
∫ t
0
f
(
Y εs − ψx0(s)
)
ds+
√
ε
∫ t
0
σ(s, Y εs , δψx0(s))dWt − kYt , (4.5)
|kY |t =
∫ t
0
1∂D(Y εs )d|kY |s, kYt =
∫ t
0
1∂D(Y εs )n(Y
ε
s )d|kY |s.
The dynamics of (4.5) satisfy those of Theorem 3.2, so the existence and uniqueness of a solution is
established. Further, we introduce the follow approximation of (4.5).
Definition 4.8. Let n ∈ N. Let Y n,ε be the solution of
Y n,εt =x0 +
∫ t
0
b(s, Y n,εs , δψx0(s)) + f
(
Y n,εs − ψx0(s)
)
ds
√
ε
⌊ tn
T
⌋−1∑
i=0
σ
(
iT
n , Y
n,ε
iT
n
, δ
ψx0
(
iT
n
)) · (W (i+1)T
n
−W iT
n
)
+
√
εσ
(
T⌊ tn
T
⌋
n , Y
n,ε
T⌊ tn
T
⌋
n
, δ
ψx0
(T⌊ tn
T
⌋
n
))(WT⌈ tn
T
⌉
n
−WT⌊ tn
T
⌋
n
)
n
(
t− T⌊ tnT ⌋n
)
− kY n,εt (4.6)
|kY n,ε |t =
∫ t
0
1∂D(Y n,εs )d|kY
n,ε |s, kY n,εt =
∫ t
0
1∂D(Y n,εs )n(Y
n,ε
s )d|kY
n,ε |s.
On a subset of measure 1, Equation (4.6) determines the dynamics of a random ODE for which the
Skorokhod problem has already been solved, so existence and uniqueness are already assured.
Definition 4.9. Let I ′ : C0([0, T ];Rd)→ R be the rate function of Schilder’s theorem.,
I ′(g) =
{
1
2
∫ T
0
‖g˙(t)‖2dt if g ∈ H01,
∞ otherwise,
where H01 is the Cameron Martin space for Brownian motion defined in Section 2.
Define the functional Hn : C0([0, T ];Rd) → Cx0([0, T ];Rd), which maps the Brownian path to the re-
flected path of (4.6), that is
Hn[h](t) =x0 +
∫ t
0
b
(
s,Hn[h](s), δψx0 (s)
)
+ f
(
Hn[h](s)− ψx0(s)
)
ds− kh,nt
+
⌊ tn
T
⌋−1∑
i=0
σ
( iT
n
,Hn[h]
( iT
n
)
, δψx0( iT
n
)
)(
h
((i + 1)T
n
)
− h
( iT
n
))
+ σ
(T ⌊ tnT ⌋
n
,Hn[h]
(T ⌊ tnT ⌋
n
)
, δ
ψx0 (
T⌊ tn
T
⌋
n
)
)(
h
(
T⌈ tn
T
⌉
n
)
− h
(
T⌊ tn
T
⌋
n
)) n
T
(
t− T ⌊
tn
T ⌋
n
)
, (4.7)
|kh,n|t =
∫ t
0
1∂D(Hn[h](s))d|kh,n|s, kh,nt =
∫ t
0
1∂D(Hn[h](s))n(Hn[h](s))d|kh,n|s.
When restricted to H01, the operatorHn represents a Skeleton operator for the random ODE (4.6). Equa-
tion (4.5) is a classical reflected SDE and [20, Theorem 3.1] proves a Freidlin-Wentzell type LDP for such
reflected SDEs when the coefficients are bounded and Lipschitz. The following Lemma extends this result to
unbounded domains and allows for unbounded locally Lipschitz coefficients. This is done via the contraction
principle [14, Theorem 4.2.1] In what follows we need Schilder’s Theorem [14, Theorem 5.2.3] and will
denote I ′ as the related rate function.
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Lemma 4.10. For each n ∈ N, the mapping Hn : C0([0, T ];Rd) → Cx0([0, T ];Rd) defined by (4.7) is
continuous.
Proof. Let {hm : m ∈ N} ⊂ C0([0, T ];Rd) and suppose limm→∞ ‖hm − h‖∞,[0,T ] = 0. We denote φ = Hn[h]
and φm = Hn[hm]. Then
‖φ(t)− φm(t)‖2 =2
∫ t
0
〈
φ(s)− φm(s), b(s, φ(s), δψ(s))− b(s, φm(s), δψ(s))
〉
ds
+ 2
∫ t
0
〈
φ(s) − φk(s), f(φ(s) − ψ(s))− f(φm(s)− ψ(s))
〉
ds
− 2
∫ t
0
〈
φ(s) − φm(s), dkh,ns − dkhm,ns
〉
+ 2n
∫ t
0
〈
φ(s)− φm(s), σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ
(
T⌊
sn
T ⌋
n
))[h(T ⌈ snT ⌉
n
)
− h
(T ⌊ snT ⌋
n
)]
− σ
(T ⌊ snT ⌋
n
, φm
(T ⌊ snT ⌋
n
)
, δ
ψ
(T⌊ snT ⌋
n
))[hm(T ⌈ snT ⌉
n
)
− hm
(T ⌊ snT ⌋
n
)]〉
ds.
Hence∥∥∥φ(t) − φm(t)∥∥∥2 ≤4L
∫ t
0
∥∥∥φ(s)− φm(s)∥∥∥2ds
+2n
∫ t
0
〈
φ(s)− φm(s),
(
σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ
(
T⌊
sn
T ⌋
n
))
− σ
(T ⌊ snT ⌋
n
, φm
(T ⌊ snT ⌋
n
)
, δ
ψ
(
T⌊
sn
T ⌋
n
))
)
·
[
hm
(T ⌈ snT ⌉
n
)
− hm
(T ⌊ snT ⌋
n
)]
ds
+2n
∫ t
0
〈
φ(s)− φm(s), σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ
(
T⌊
sn
T ⌋
n
)) · ((h− hm)(T⌈ snT ⌉n )− (h− hm)(T ⌊ snT ⌋n
))〉
ds.
Using the Lipschitz properties of σ combined with n being fixed, we get
‖φ− φm‖2∞,[0,T ] ≤
(
8L+ 8n‖h‖∞,[0,T ]
) ∫ t
0
∥∥∥φ(s)− φm(s)∥∥∥2ds
+ 16n2‖h− hm‖2∞,[0,T ]
(∫ T
0
σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ
(
T⌊
sn
T ⌋
n
))ds)2
As the integral
∫ T
0 σ
(
T⌊ snT ⌋
n , φ
(
T⌊ snT ⌋
n
)
, δ
ψ
(
T⌊
sn
T ⌋
n
))ds will be finite for any choice of n and h, we apply
Grönwall inequality to conclude
‖φ− φm‖2∞,[0,T ] . ‖h− hm‖2∞,[0,T ].
Lemma 4.11. Let Y n,ε be the solution to (4.6). Then Y n,ε satisfies an LDP on the space Cx0([0, T ];R
d), with
a good rate function given by
In,Tx0 (φ) := inf{h∈H01 : Hn(h)=φ}
I ′(h). (4.8)
Proof. The result is a straight forward application of the contraction principle [14, Theorem 4.2.1] using the
continuous map Hn.
Next we use that Y n,ε is an approximation of Y ε in the appropriate sense to obtain an LDP for Y ε via
[14, Theorem 4.2.23].
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Lemma 4.12. Let Y ε be the solution to (4.5), and Y n,ε be the solution to (4.6). Then for every δ > 0
lim sup
n→∞
lim sup
ǫ→0
ǫ logP
[
sup
t∈[0,T ]
‖Y n,εt − Y εt ‖ > δ
]
= −∞. (4.9)
That is Y n,ε is an exponentially good approximation of Y ε, in the sense of [14, Definition 4.2.14].
Proof. The proof makes use of the LDP for Y n,ε established in Lemma 4.11. We follow a similar strategy as
[19, Lemma 4.6], requiring a slightly adapted version of [14, Lemma 5.6.18] stated here in Lemma A.1.
Define the process Zε := Y ε − Y n,ε, so that
Zεt =
∫ t
0
bsds+
∫ t
0
σsds+ k
Y n
t − kYt ,
where
bt :=b
(
t, Y εt , δψ(t)
)
− b
(
t, Y n,εt , δψ(t)
)
+ f
(
Y εt − ψ(t)
)
− f
(
Y n,εt − ψ(t)
)
,
σt :=σ
(
t, Y εt , δψ(t)
)
− σ
(T ⌊ tnT ⌋
n
, Y n,ε
T⌊ tn
T
⌋
n
, δ
ψ(
T⌊ tn
T
⌋
n
)
)
.
Next we define the stopping time
τR+1 := min
{
T, inf{t ≥ 0 : ‖Y εt ‖ ≥ R+ 1}, inf{t ≥ 0 : ‖Y n,εt ‖ ≥ R+ 1}
}
.
Note that for t ∈ [0, τR+1] by the local Lipschitz property of b and f , we have
‖bt‖ ≤LR‖Zεt ‖,
for a constant LR only depending on R. Also note that
‖σt‖ ≤
∥∥∥σ(t, Y εt , ψ(t))− σ(T ⌊ tnT ⌋n , Y εt , ψ(t)
)∥∥∥+ ∥∥∥σ(T ⌊ tnT ⌋
n
, Y n,ε
T⌊ tn
T
⌋
n
, ψ(t)
)
− σ
(T ⌊ tnT ⌋
n
, Y εt , ψ(t)
)∥∥∥
+
∥∥∥σ(T ⌊ tnT ⌋
n
, Y n,ε
T⌊ tn
T
⌋
n
, ψ
(T ⌊ tnT ⌋
n
))
− σ
(T ⌊ tnT ⌋
n
, Y n,ε
T⌊ tn
T
⌋
n
, ψ(t)
)∥∥∥
≤L
(
‖t− T ⌊
tn
T ⌋
n
‖β + ‖Zεt ‖+ ‖ψ(t)− ψ(
T ⌊ tnT ⌋
n
)‖
)
≤M(ρ(n) + ‖Zt‖),
for some M large enough, and ρ(n) →
n→∞
0. Thus the conditions of Lemma A.1 are satisfied. Now fix any
δ > 0 and notice that{
sup
t∈[0,T ]
‖Y εt − Y n,εt ‖ ≥ δ
}
⊆
{
sup
t∈[0,τR+1]
‖Y εt − Y n,εt ‖ ≥ δ, τR+1 = T
}
∪
{
sup
t∈[0,T ]
‖Y εt − Y n,εt ‖ ≥ δ, τR+1 < T
}
⊆
{
sup
t∈[0,τR+1]
‖Y εt − Y n,εt ‖ ≥ δ
}
∪
{
τR+1 < T
}
.
By Lemma A.1 we know that
lim
n→∞
lim sup
ε→0
ε log
(
P
[
sup
t∈[0,τR+1]
‖Y εt − Y n,εt ‖ ≥ δ
])
= −∞.
Furthermore define τYnR = inf{t ≥ 0 : ‖Y n,εt ‖ ≥ R}, and notice{
τR+1 < T
}
⊆
{
τR+1 < T, τ
Y n
R ≤ T
}
∪
{
τR+1 < T, τ
Y n
R > T
}
⊆
{
τY
n
R ≤ T
}
∪
{
‖Y ετR+1 − Y n,ετR+1‖ ≥ 1
}
.
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Again, by Lemma A.1 and setting δ = 1 we have that
lim
n→∞
lim sup
ε→0
ε log
(
P
[
sup
t∈[0,τR+1]
‖Y εt − Y n,εt ‖ ≥ 1
])
= −∞.
Recalling the identity, for positive αε, βε
lim sup
ε→0
ε log
(
αε + βε
)
= lim sup
ε→0
ε log
(
max
{
αε, βε
})
,
and appealing to the LDP satisfied by Y n,ε, we are left with
lim
n→∞ lim supε→0
ε log
(
P
[
sup
t∈[0,T ]
‖Y εt − Y n,εt ‖ ≥ δ
])
≤ lim
n→∞ lim supε→0
ε log
(
P
[
sup
t∈[0,T ]
‖Y n,εt ‖ ≥ R
])
≤ lim
n→∞
− inf
{φ∈Cx0([0,T ];Rd):supt∈[0,T ] ‖φ(t)‖≥R}
In,Tx0 (φ).
Hence to conclude (4.9) we show that
lim
R→∞
lim
n→∞
inf
{φ∈Cx0([0,T ];Rd):supt∈[0,T ] ‖φ(t)‖≥R}
In,Tx0 (φ) =∞. (4.10)
Indeed, let φ ∈ Cx0([0, T ];Rd) such that sups∈[0,T ] ‖φ(s)‖ ≥ R. Let h ∈ H01 be a function such that
Hn[h] = φ, recall that if h /∈ H01 we immediately have that I ′(h) = ∞. Via a concatenation argument it
is simple to show that we can assume the path φ is increasing on [0, T ]. Assuming φ is increasing we have
∀s1 ≤ s2 the bound
‖φ(s1)− x0‖ ≤3‖φ(s2)− x0‖+ 2‖x0‖. (4.11)
Next, note that
‖φ(t)− x0‖2 =2
∫ t
0
〈
φ(s) − x0, b(s, φ(s), δψ(s)) + f(φ(s)− δψ(s))
〉
ds
+
∫ t
0
〈
φ(s)− x0, σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊s n
T
⌋
n
)
)n
T
(
h
(T ⌈ snT ⌉
n
)
− h
(T ⌊ snT ⌋
n
))〉
ds
− 2
∫ t
0
〈
φ(s)− x0,n(φ(s))
〉
|kh,n|s.
By Cauchy Schwarz and the one-sided Lipschitz properties of b and f we can bound the drift term by〈
φ(s)− x0, b(s, φ(s), δψ(s)) + f(h(s)− δψ(s))
〉
≤ 2(L+ 2)‖φ(s)− x0‖2 + 2‖f(x0 − δψ(s))‖2 + 2‖b(s, x0, δψ(s))‖2.
Using this bound, the integrability conditions of f and b, and Lemma 2.4 we have for a constant c1 = c1(L, x0)
independent of t
‖φ(t)− x0‖2 = c1
(
1 +
∫ t
0
‖φ(s)− x0‖2ds
)
+
∫ t
0
〈
φ(s)− x0, σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)n
T
(
h
(T ⌈ snT ⌉
n
)
− h
(T ⌊ snT ⌋
n
))〉
ds. (4.12)
We can further bound the above term by noting that for any vector a ∈ Rd,
〈
φ(s) − x0, σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)
a
〉
≤L‖φ(s)− x0‖‖φ
(T ⌊ snT ⌋
n
)
− x0‖‖a‖
+ ‖φ(s)− x0‖‖σ
(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)
‖‖a‖.
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Since T⌊
sn
T
⌋
n ≤ s employing (4.11) and x < x2 + 1 we have for a constant c2 = c2(L, x0) independent of t, n
〈
φ(s)− x0, σ
(T ⌊ snT ⌋
n
, φ
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)
a
〉
≤c2
(
‖φ(s)− x0‖2
(
‖a‖+ ‖σ
(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)
‖‖a‖
)
+ ‖a‖+ ‖σ
(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)
‖‖a‖
)
.
Setting
a =
n
T
(
h
(T ⌈ snT ⌉
n
)
− h
(T ⌊ snT ⌋
n
))
=
n
T
∫ T⌈ snT ⌉
n
T⌊ sn
T
⌋
n
h˙(u)du,
and substituting this bound into (4.12), we get that for a constant c = c(L, x0) independent of t or n
‖φ(t)− x0‖2 ≤ c
(∫ t
0
∥∥∥n
T
∫ T⌈ snT ⌉
n
T⌊ sn
T
⌋
n
h˙(u)du
∥∥∥+ ∥∥∥σ(T ⌊ snT ⌋
n
, x0, δ
ψ(
⌊ sn
T
⌋
n
)
)∥∥∥ · ∥∥∥n
T
∫ T⌈ snT ⌉
n
T⌊ sn
T
⌋
n
h˙(u)du
∥∥∥ds (4.13)
+
∫ t
0
‖φ(s)− x0‖2
(
1 +
∥∥∥n
T
∫ T⌈s nT ⌉
n
T⌊ sn
T
⌋
n
h˙(u)du
∥∥∥+ ∥∥∥σ(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)∥∥∥ · ∥∥∥ n
T
∫ T⌈ snT ⌉
n
T⌊ sn
T
⌋
n
h˙(u)du
∥∥∥)ds
)
.
Also note that we have
n
T
∫ t
0
∫ T⌈ snT ⌉
n
T⌊ sn
T
⌋
n
‖h˙(u)‖duds ≤
∫ T
0
‖h˙(s)‖ds,
and similarly
n
T
∫ t
0
∥∥∥σ(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)∥∥∥ ∫
T⌈ sn
T
⌉
n
T⌊ sn
T
⌋
n
‖h˙(u)‖duds =n
T
∫ t
0
∫ T⌈ snT ⌉
n
T⌊ sn
T
⌋
n
∥∥∥σ(T ⌊unT ⌋
n
, x0, δ
ψ(
T⌊un
T
⌋
n
)
)∥∥∥‖h˙(u)‖duds
≤
∫ T
0
∥∥∥σ(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)∥∥∥‖h˙(s)‖ds.
By applying to Gronwall’s Inequality in (4.13), and using the previous two observations, we have
‖φ(t)− x0‖2 ≤ c
(∫ T
0
‖h˙(s)‖+
∥∥∥σ(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)∥∥∥‖h˙(s)‖ds
· exp
(
c
∫ T
0
1 + ‖h˙(s)‖ +
∥∥∥σ(T ⌊ snT ⌋
n
, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)∥∥∥‖h˙(s)‖ds)
)
.
Now adding and subtracting the terms ‖σ
(
s, x0, δ
ψ(
T⌊ sn
T
⌋
n
)
)
‖, ‖σ
(
T⌊ sn
T
⌋
n , x0, δψ(s)
)
‖, using the Triangle In-
equality, Cauchy-Schwarz, the continuity of ψ, and recalling the Assumption 4.1 we obtain (4.10).
Lemma 4.13. Let Y ε be the solution to (4.5). Then Y ε satisfies an LDP on the space Cx0([0, T ];R
d) with the
good rate function
ITx0(φ) = inf{h∈H01 : H[h]=φ)}
I ′(h), (4.14)
where the skeleton operator H was defined in (4.4).
Proof. The proof will follow by appealing to [14, Theorem 4.2.23]. That is we need to show that for every
α > 0
lim
n→∞
sup
{h∈H01 : ‖h‖H01<α}
‖Hn[h]−H [h]‖ = 0. (4.15)
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Fix α < ∞, h ∈ H01 with ‖h‖H01 < α. Denote φn = Hn(h), φ = H(h). Now by the one-sided Lipschitz
property of the drift and Lemma 2.4,
‖φn(t)− φ(t)‖2 ≤2
∫ t
0
〈
φn(s)− φ(s), σ
(T ⌊ snT ⌋
n
, φn(
T ⌊ snT ⌋
n
), δ
ψ(
T⌊ sn
T
⌋
n
)
)
hn(s)
− σ
(
s, φ(s), δψ(s)
)
h˙(s)
〉
ds+
∫ t
0
4L‖φn(s)− φ(s)‖2ds, (4.16)
where we have denoted hn(s) := nT
(
h
(
T⌈ sn
T
⌉
n
)
− h
(
T⌊ sn
T
⌋
n
))
. Next notice that
∥∥∥σ(T ⌊ snT ⌋
n
, φn
(⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)
− σ
(
s, φ(s), δψ(s)
)∥∥∥
≤
∥∥∥σ(T ⌊ snT ⌋
n
, φn
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)
− σ
(
s, φn
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)∥∥∥
+
∥∥∥σ(s, φn(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)
− σ
(
s, φn
(T ⌊ snT ⌋
n
)
, δψ(s)
)∥∥∥
+
∥∥∥σ(s, φn(T ⌊ snT ⌋
n
)
, δψ(s)
)
− σ
(
s, φ(s), δψ(s)
)∥∥∥
≤ρn(s) + L‖φn(s)− φ(s)‖,
where sups∈[0,T ] ρ
n(s) →
n→∞
0, by continuity of ψ and the Assumption 4.1. Hence
∥∥∥σ(T ⌊ snT ⌋
n
, φn
(T ⌊ snT ⌋
n
)
, δ
ψ(
T⌊ sn
T
⌋
n
)
)
hn(s)− σ
(
s, φ(s), δψ(s)
)
h˙(s)
∥∥∥
≤(ρn(s) + L‖φn(s)− φ(s)‖)‖hn(s)‖ + ‖σ
(
s, φ(s), δψ(s)
)
‖‖h˙(s)− hn(s)‖.
Substituting this bound into (4.16) and applying Gronwall and that x < x2 + 1, we get that for a constant c
independent of n or t,
‖φn(t)− φ(t)‖2 ≤c exp
(
c
∫ t
0
1 + (ρn(s) + 1)‖hn(s)‖ + ‖σ(s, φ(s), δψ(s))‖ · ‖h˙(s)− hn(s)‖ds
)
·
∫ t
0
(ρn(s) + 1)‖hn(s)‖+ ‖σ(s, φ(s), δψ(s))‖ · ‖h˙(s)− hn(s)‖ds
≤c exp
(
c
∫ t
0
1 + (ρn(s) + 1) · (‖h˙(s)‖ + ‖hn(s)− h˙(s)‖) + ‖σ(s, φ(s), δψ(s))‖ · ‖h˙(s)− hn(s)‖ds
)
·
∫ t
0
(ρn(s) + 1)‖h˙(s)‖ + (ρn(s) + 1)‖hn(s)− h˙(s)‖ + ‖σ(s, φ(s), δψ(s))‖ · ‖h˙(s)− hn(s)‖ds.
Applying Cauchy Schwartz on the ‖σ(s, φ(s), δψ(s))‖ · ‖h˙(s)− hn(s)‖ terms and sending n→∞ gives (4.15).
The LDP for Y ǫ with rate function (4.14) now follows by appealing to [14, Theorem 4.2.23] and the fact
that Y n,ε are exponentially good approximations of Y ε Lemma 4.12.
4.3 Freidlin-Wentzell result for reflected McKean-Vlasov equations
Next we pass the LDP from the process Y ε to Xε using exponential equivalence.
Theorem 4.14. Let xε0 ∈ Rd, converge to x0 ∈ Rd as ε→ 0. Let Y ε be the solution to (4.5), ψx0 the solution
of (4.3), and Xε be the solution to Equation (4.2) started at Xε0 = x
ε
0. Then the reflected McKean-Vlasov
equation Xε satisfies an LDP on Cx0([0, T ];R
d) with rate function (4.14).
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Proof. Firstly, one can quickly verify that ‖ψxε0(t)− ψx0(t)‖ →
ε→0
0. Denote Zεt := X
ε
t − Y εt . Then Zε satisfies
Zεt = z0 +
∫ t
0
bsds+
∫ t
0
σsds+ k
Y,ε
t − kεt ,
where z0 := xǫ0 − x0, σt := σ
(
t,Xεt , µ
ε
t
)− σ(t, Y εt , δψx0(t)) and
bt :=b
(
t,Xεt , µ
ε
t
)
− b
(
t, Y εt , δψx0(t)
)
+
∫
Rd
f(Xεt − x)dµεt − f(Y εt − ψx0(t)).
Let R > 0 be large enough so that xε0, y ∈ BR+1(0), and ψx0(t) does not leave BR+1(0) up to time T . We
are able to do since ψ is non-explosive. Let τR+1 := min
{
T, inf{t ≥ 0 : ‖Xεt ‖ ≥ R + 1}, inf{t ≥ 0 : ‖Y εt ‖ ≥
R+ 1}
}
. Notice that for all t ∈ [0, τR+1] we have
∥∥∥b(t,Xεt , µεt)− b(t, Y εt , δψx0(t))∥∥∥
≤
∥∥∥b(t,Xεt , µεt)− b(t,Xεt , δψxε0(t))
∥∥∥+ ∥∥∥b(t,Xεt , δψxε0(t))− b(t,Xεt , δψx0(t))
∥∥∥
+
∥∥∥b(t,Xεt , δψx0(t))− b(t, Y εt , δψx0(t))∥∥∥
≤ LE
[
‖Xεt − ψx
ε
0(t)‖2
] 1
2
+ L‖ψxε0(t)− ψx0(t)‖+ LR‖Xεt − Y εt ‖.
Hence ∥∥∥b(t,Xεt , µεt)− b(t, Y εt , δψx0(t))∥∥∥ ≤ B1R(ρ1(ε) + ‖Zεt ‖2) 12 ,
for a constant B1R large enough, and ρ
1(ε) := E‖Xεt − ψx
ε
0(t)‖2 + ‖ψxε0(t) − ψx0(t)‖ →
ε→0
0 by Lemma 4.5.
Furthermore for t ∈ [0, τR+1] we also have∥∥∥ ∫
Rd
f(Xεt − x)dµεt − f(Y εt − ψx0(t))
∥∥∥
≤
∥∥∥ ∫
Rd
f(Xεt − x) − f(Xεt − ψx
ε
0(t))
∥∥∥+ ∥∥∥f(Xεt − ψxε0(t))− f(Xεt − ψx0(t))∥∥∥
+
∥∥∥f(Xεt − ψx0(t)) − f(Y εt − ψx0(t))∥∥∥
≤
∥∥∥ ∫
Rd
f(Xεt − x)dµεt − f(X − ψx
ε
0(t))
∥∥∥ + LR∥∥∥ψxε0(t)− ψx0(t)∥∥∥+ LR‖Zt‖.
Hence
‖bt‖ ≤ BR
(
ρ(ε) + ‖Zt‖2
) 1
2
,
for a constant BR and ρ2(ε) := ‖
∫
Rd
f(Xεt − x)dµεt − f(X − ψx
ε
0(t))‖+ ‖ψxε0(t)− ψx0(t)‖ →
ε→0
0. Now for the
diffusion term,
‖σt‖ ≤
∥∥∥σ(t,Xεt , µεt)− σ(t,Xεt , δψxε0(t))
∥∥∥+ ∥∥∥σ(t,Xεt , δψxε0(t))− σ(t,Xεt , δψx0 (t))
∥∥∥
+
∥∥∥σ(t,Xεt , δψx0(t))− σ(t, Y εt , δψx0(t))∥∥∥
≤L
(
E
[
‖Xεt − ψx
ε
0(t)‖2
] 1
2
+ ‖ψxε0(t)− ψx0(t)‖+ ‖Xεt − Y εt ‖
)
.
Hence
‖σt‖ ≤M
(
ρ(ε) + ‖Zεt ‖2
) 1
2 (4.17)
for a constant M and ρ(ε) →
ε→0
0.
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Now fix δ > 0 and notice that{
sup
t∈[0,T ]
‖Xεt − Y εt ‖ ≥ δ
}
⊆
{
sup
t∈[0,τR+1]
‖Xεt − Y εt ‖ ≥ δ, τR+1 = T
}
∪
{
sup
t∈[0,T ]
‖Xεt − Y εt ‖ ≥ δ, τR+1 < T
}
⊆
{
sup
t∈[0,τR+1]
‖Xεt − Y εt ‖ ≥ δ
}
∪
{
τR+1 < T
}
.
By Lemma A.1 we know that
lim sup
ε→0
ε log
(
P
[
sup
t∈[0,τR+1]
‖Xεt − Y εt ‖ ≥ δ
])
= −∞.
Furthermore, define τYR := inf{t ≥ 0 : ‖Y εt ‖ ≥ R}, and notice that{
τR+1 < T
}
⊆
{
τR+1 < T, τ
Y
R ≤ T
}
∪
{
τR+1 < T, τ
Y
R > T
}
⊆
{
τR+1 < T
}
∪
{
‖XετY
R
− Y ετR+1‖ ≥ 1
}
.
Again, setting δ = 1 and using Lemma A.1, we have that
lim sup
ε→0
ε log
(
P
[
sup
t∈[0,τR+1]
‖Xεt − Y εt ‖ ≥ 1
])
= −∞,
hence are left with
lim sup
ε→0
ε log
(
P
[
sup
t∈[0,T ]
‖Xεt − Y εt ‖ ≥ δ
])
≤ lim sup
ε→0
ε log
(
P
[
sup
t∈[0,T ]
‖Y εt ‖ ≥ R
])
.
Applying the LDP proved for Y ε in Lemma 4.13 we conclude,
lim sup
ε→0
ε log
(
P
[
sup
t∈[0,T ]
‖Xεt − Y εt ‖ ≥ δ
])
≤ − inf
{φ∈Cx0([0,T ];Rd, : supt∈[0,T ] ‖φ(t)‖≥R),}
ITx0(φ) −→R→∞ −∞,
by the same arguments as the end of the proof of Lemma 4.12.
An immediate consequence (choosing xε0 = x0) we have an LDP for our reflected McKean-Vlasov equa-
tion’s solutionXε of (4.2) withXε0 = x0. The point of allowing ε-dependent initial conditions forX
ε enables
us to claim the LDP uniformly on compacts, similarly to [25, Corollary 3.5], or [24, Propositions 4.6 and
4.8]. We provide a statement and a brief proof, the full justification is identical to those used in the just
mentioned results.
Corollary 4.15. Let Px0 [X
ε ∈ ·] be the law on Cx0([0, T ];Rd) of the solution Xε to (4.2) with Xε0 = x0. Let
M ⊂ Rd be a compact subset. Then, for any Borel set A ⊂ C([0, T ];Rd), we have
lim inf
ε→0
ε log inf
x0∈M
Px0 [X
ε ∈ A] ≤− inf
x0∈M
inf
φ∈A
ITx0(φ). (4.18)
and
lim inf
ε→0
ε log inf
x0∈M
Px0 [X
ε ∈ A] ≥− sup
x0∈M
inf
φ∈A◦
ITx0(φ). (4.19)
Proof. Allowing ε-dependent initial conditions, implies that (otherwise we would contradict the LDP)
lim sup
ε→0
xε→x0
ε logPxε [X
ε ∈ A] ≤− inf
φ∈A
ITx0(φ),
then arguing as in [14, Corollary 5.6.15] yields (4.18). The lower bound (4.19) is done similarly.
Furthermore, proceeding like in [25] we could obtain uniform on compacts LDP for the process Xε
started at some later time s > 0, and initial condition xεs. Such uniform LDP can be useful when obtaining
exit-time results in the manner of [25]. However we will not need them, and instead obtain exit-time results
by the method of [47].
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5 Exit-time
In this section we obtain a characterisation of the exit-time of Xε from an open subdomain D ⊂ D under
several additional assumptions: strict convexity of potentials, the diffusion matrix is the identity matrix and
time-homogeneity of the coefficients. These are motivated by applications (like [17,18]) where the exit-cost
of the diffusion from a domain needs to be computed explicitly, here we refer to ∆ in Theorem 5.11. The
results obtained in this section are, from a methodological point of view, inspired by [47].
Let us start by introducing the process of interest (Xεt )t≥0 over R
d with dynamics
Xεt =x0 +
∫ t
0
b(Xεs )ds+
∫ t
0
f ∗ µεs(Xεs )ds+
√
εWt − kεt , P
[
Xεt ∈ dx
]
= µεt (dx), (5.1)
|kε|t =
∫ t
0
1∂D(Xεs )d|kε|s, kεt =
∫ t
0
1∂D(Xεs )n(X
ε
s )d|kε|s.
Assumption 5.1. Let D satisfy Assumption 2.5. Let r > 1 and let b : D → Rd, f : Rd → Rd satisfy
• There exist functions B : D → R and F : Rd → R such that
b(x) = ∇B(x), f(x) = ∇F (x).
• B is uniformly strictly concave, ∃L > 0 such that ∀x, y ∈ D,〈
x− y, b(x)− b(y)〉 ≤ −L‖x− y‖2.
• ∃G : R→ R a convex even polynomial such that F (x) = G(‖x‖) of order r where
G(‖x‖) < C(1 + ‖x‖r)
and ∀x, y ∈ Rd we have 〈x− y, f(x)− f(y)〉 ≤ 0.
• ∃x˜ ∈ D◦ such that infx∈D ‖b(x)‖ = ‖b(x˜)‖ = 0.
We study the metastability of the system around x˜ within the domain D. Intuitively, the dynamics of the
process are similar to those of the non-reflected case, so that in the small noise limit the process spends most
of its time around the stable point x˜ and with a high probability excursions from the stable point promptly
return to it. Therefore, the only way to leave the domain D is to receive a large shock from the driving noise,
which is expected to take a long time to happen.
Definition 5.2. Let G be a subset of D and let U : D → Rd. For all x ∈ D, denote the dynamical system
R+ ∋ t 7→ ϕt(x) = x+
∫ t
0 U(ϕs(x))ds.
We say that the domain G is stable by U if ∀x ∈ G,{
ϕt(x) : t ∈ R+
}
⊂ G.
This is also referred to as “positively invariant” in other works. We now introduce supplementary as-
sumptions on the domain D in order to obtain the exit-time. The first one is slightly different from the one
in [25] as we do not assume that D is stable by b but instead we work with the following.
Assumption 5.3. Let D ⊂ D be an open, connected set containing x˜ such that D ⊂ D and ∂D ∩D = ∅.
Let x0 ∈ D. Let ψt = x0 +
∫ t
0
b(ψs)ds. The orbit{
ψt : t ∈ R+
}
⊂ D.
Further domain D is stable by b(·) + f(· − x˜).
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Roughly speaking, when the time is small, the reflected self-stabilizing diffusion behaves like the dynam-
ical system {ψt}t∈[0,T ]. As a consequence, and in order to have a non-trivial exit-time, we assume that the
orbit of the dynamical system without noise stays in the domain D.
After a long time, the reflected self-stabilizing diffusion stays close to a linear reflected diffusion with
potential B(·) + F ∗ δx˜. It is then natural to assume that the domain is stable by b(·) + f(· − x˜).
Definition 5.4. Let x ∈ D. Let r > 1 and let κ > 0. Let Bκ,rx ⊂ Pr(D) denote the set of all the probability
measures such that ∫
D
‖y − x‖rµ(dy) ≤ κr.
We study the distribution of the following stopping time.
Definition 5.5. Let D ⊂ Rd, x0, x˜ ∈ Rd satisfy Assumption 5.3. Let ε > 0 and let Xε be the solution to (5.1).
Define the exit-time τD(ε) of Xε from the domain D as
τD(ε) := inf
{
t ≥ 0 : Xεt /∈ D
}
.
Within classical SDE theory, there is no difference between the reflected and the non-reflected process
since the exit domain D is necessarily contained in the domain of constraint D. This is not the case for
McKean-Vlasov equations where the reflective term acts on the law to ensure it remains on the domain D
and is thus different from the law of the non-reflected McKean-Vlasov. In the language of particle systems,
see (1.4), each particle i is additionally affected by the reflections of all other particles j 6= i.
One of our contributions here is to rigorously argue that although the law of the reflected process and the
law of the non-reflected process are different, the difference does not affect the distribution of the exit-time
τD(ε). Further, we remark that the results of Sections 5.1, 5.2 and 5.3 typically hold under much broader
conditions than those of Assumption 5.1. This not the case for the proof of Theorem 5.11 which relies on
classical methods and so determines the scope of our results.
5.1 Control of the moments
In this section, we study the distance between the law of the process at time t and the Dirac measure at x˜.
Definition 5.6. Let D satisfy Assumption 2.5. Let W be a d-dimensional Brownian motion and let r > 1, b,
f , x0 and x˜ satisfy Assumption 5.1. Let Xε be the solution to Equation (5.1). Define ξrε : R
+ → R+ to be
ξrε (t) := E
[
‖Xεt − x˜‖r
]
.
For κ > 0, define
T κ,r(ε) := min
{
t ≥ 0 : ξrε (t) ≤ κr
}
.
Proposition 5.7. We have
sup
t∈R+
ξrε (t) ≤ max
{
‖x0 − x˜‖r,
(
dε(r−1)
2L
)r/2}
.
For ε < κ
2L
d(r−1) , we have
T κ,r(ε) ≤ 1rL log
(
2‖x0−x˜‖
κ2 − 1
)
.
Finally, for all t ≥ T κ,r(ε) with ε < κ2L2r−1 we have ξε(t) ≤ κ2r.
Proof. Let t ∈ R+. We apply the Itô formula, integrate, take expectations and then the derivative in time.
We obtain
ξrε (t) =E
[
‖x0 − x˜‖r
]
+
∫ t
0
rE
[
‖Xεs − x˜‖r−2
〈
Xεs − x˜, b(Xεs )
〉]
+ rE
[
‖Xεs − x˜‖r−2
〈
Xεs − x˜, f ∗ µεs(Xεs )
〉]
ds
+
dr(r − 1)
2
ε
∫ t
0
E
[
‖Xεs − x˜‖r−2
]
ds− rE
[ ∫ t
0
‖Xεs − x˜‖r−1
〈
Xεs − x˜, dkεs
〉]
.
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Using the uniform strict concavity of B, we get
r
∫ t
0
E
[
‖Xεs − x˜‖r−2
〈
Xεs − x˜, b(Xεs )
〉]
ds ≤ −rL
∫ t
0
ξrε(s)ds.
Next, denoting by Xεt an independent version of X
ε
t and G the concave even polynomial such that F (x) =
G(‖x‖), we get
r
∫ t
0
E
[
‖Xεs − x˜‖r−2
G′
(‖Xεs −Xεs‖)
‖Xεs −Xεs‖
〈
Xεs −Xεs , Xεs − x˜
〉]
= r
∫ t
0
E
[
G′
(‖Xεs −Xεs‖)
‖Xεs −Xεs‖
〈(
Xεs − x˜
)− (Xεs − x˜), (Xεs − x˜)‖Xεs − x˜‖r−2〉
]
ds
=
r
2
∫ t
0
E
[
G′
(‖Xεs −Xεs‖)
‖Xεs −Xεs‖
〈(
Xεs − x˜
)− (Xεs − x˜), (Xεs − x˜)‖Xεs − x˜‖r−2 − (Xεs − x˜)‖Xεs − x˜‖r−2〉
]
ds
≤ 0,
since by Cauchy–Schwarz inequality, ∀x, y ∈ Rd (see alternatively [25, Lemma 2.3 (d)])〈
x‖x‖r−2 − y‖y‖r−2, x− y〉 ≥ (‖x‖r−1 − ‖y‖r−1)(‖x‖ − ‖y‖) ≥ 0.
We obtain
d
dt
ξrε (t) ≤ −rL · ξrε (t)1−
2
r
(
ξrε (t)
2
r − d(r − 1)ε
2L
)
.
Thus we get the bound
|ξrε (t)|
2
r ≤ max
{
d(r−1)ε
2L , ‖x0 − x˜‖2
}
.
Choosing ε < κ
2L
d(r−1) , we see supt∈R+ |ξrε (t)|
2
r ≤ max
{
κ2
2 , ‖x0 − x˜‖2
}
.
Now additionally suppose that ‖x0 − x˜‖2 > κ22 then we get the upper bound
|ξrε (t)|
2
r ≤ κ22 +
(
‖x0 − x˜‖2 − κ22
)
exp
(
− rLt
)
.
In this case
T κ,r(ε) ≤ 1rL log
(
2‖x0−x˜‖
κ2 − 1
)
.
Conversely, if ‖x0 − x˜‖2 ≤ κ22 then T κ,r(ε) = 0.
5.2 Probability of exiting before converging
Recall that after time T κ,r(ε), the process Xεt is expected to remain close to x˜. Additionally, it also happens
that before time T κ,r(ε) and in the small noise limit the process Xεt does not leave D. This can be argued
from the fact that the dynamical system ψt introduced in Assumption 5.3 stays in the domain D.
Proposition 5.8. Let τD(ε) be the stopping time as defined in Definition 5.5. Let ξrε and T
κ,r(ε) be as defined
in Definition 5.6. Then for any κ > 0 we have that
lim
ε→0
P
[
τD(ε) < T
κ,r(ε)
]
= 0.
Proof. Let t ∈ R+. Then,
E
[
‖Xεt − ψt‖2
]
=εdt+ 2
∫ t
0
E
[〈
Xεs − ψs, b(Xεs )− b(ψs)
〉]
ds
+ 2
∫ t
0
E
[〈
Xεs − ψs, f ∗ µεs(Xεs )
〉]
ds− 2
∫ t
0
E
[〈
Xεs − ψs, dkεs
〉]
.
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Using standard methods, we get
E
[
‖Xεt − ψt‖2
]
≤ εd2L
(
1− exp
(
− 2Lt
))
.
Then, for any δ > 0 define
τδ(ε) := inf
{
t > 0 : ‖Xεt − ψt‖ > δ
}
.
Thus for any T > 0,
lim
ε→0
P
[
τδ(ε) < T
]
= 0.
We are interested in the interval [0, T κ,r(ε)], which depends on ε but has a uniform bound. Thus by Proposi-
tion 5.7,
P
[
τδ(ε) < T
κ,r(ε)
]
≤ P
[
τδ(ε) <
1
rL log
(
2‖x0−x˜‖
κ2 − 1
)]
,
which we just argued, goes to 0 as ε→ 0.
Finally, from Assumption 5.3, we have
{
ψt : t > 0
} ⊂ D and consequently for any κ > 0 we obtain the
limit
lim
ε→0
P
[
τD(ε) < T
κ,r(ε)
]
= 0.
5.3 The coupling result
Now, we study the exit of the diffusion from the domain after the time T κ,r(ε). To do so, we use the inequality
sup
t≥Tκ,r(ε)
ξε(t) ≤ κr,
which holds for any κ > 0 provided ε < κ
2L
d(r−1) .
From this we deduce that the drift b(·)+f ∗µεt (·) is close to the vector field b(·)+f(·− x˜). Let K ⊂ D be a
compact set with non-zero Lebesgue measure interior such that x˜ ∈ D. We consider the following diffusion
defined for t ≥ T κ,r(ε) as
Zεt =XTκ,r(ε) +
√
ε
(
Wt −WTκ,r(ε)
)
+
∫ t
Tκ,r(ε)
b(Zεs )ds+
∫ t
Tκ,r(ε)
f
(
Zεs − x˜
)
ds− kZ,εt , (5.2)
|kZ,ε|t =
∫ t
Tκ,r(ε)
1∂D(Zεs )d|kZ,ε|s, kZ,εt =
∫ t
Tκ,r(ε)
1∂D(Zεs )n(Z
ε
s )d|kZ,ε|s when XεTκ,r(ε) ∈ K
Zεt =X
ε
t if X
ε
Tκ,r(ε) /∈ K.
Definition 5.9. Let D satisfy Assumption 2.5. Let W be a d-dimensional Brownian motion and let r > 1,
b, f x0 and x˜ satisfy Assumption 5.1. Let K be a compact set with non-zero Lebesgue measure interior that
x˜ ∈ K and K ⊂ D. Let Xε be the solution to Equation (5.1) and let Zε be the solution to (5.2).
Define the stopping times
τK,κ(ε) := inf
{
t > T κ,r(ε) : Xεt /∈ K
}
, τ ′K,κ(ε) := inf
{
t > T κ,r(ε) : Zεt /∈ K
}
and TK,κ(ε) := min
{
τK,κ(ε), τ ′K,κ(ε)
}
.
The following result tells us that the diffusions Zε and Xε are close on
[
T r,κ(ε), TK,κ(ε)
]
.
Proposition 5.10. Let TK,κ be as in Definition 5.9. Then ∃κ0 > 0 such that ∀κ < κ0 ∃ε0 > 0 such that
∀ε < ε0 we have
P
[
sup
Tκ,r(ε)≤t≤TK,κ(ε)
‖Zεt −Xεt ‖ ≥ η(κ)
]
≤ η(κ),
where η is some positive, continuous and increasing function such that η(0) = 0.
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Proof. Let t ∈ R+. If XTκ,r(ε) ∈ K then, for all T κ,r(ε) ≤ t ≤ Tκ(ε), we have
‖Zεt −Xεt ‖2 =+ 2
∫ t
Tκ,r(ε)
〈
Zεs −Xεs , b(Zεs )− b(Xεs )
〉
ds
+ 2
∫ t
Tκ,r(ε)
〈
Zεs −Xεs , f(Zεs − x˜)− f ∗ µεs(Xεs )
〉
ds− 2
∫ t
Tκ,r(ε)
〈
Zεs −Xεs , dkZ,εs − dkεs
〉
.
Set
η(κ) := sup
ν∈Bκ,rx˜
sup
x∈K
(‖f ∗ ν(x) − f(x− x˜)‖
L
) 2
3
,
where Bκ,rx˜ was introduced in Definition 5.4. Applying Lemma 2.5 and Grönwall Inequality, we get
sup
Tκ,r(ε)≤t≤TK,κ(ε)
‖Zεt −Xεt ‖2 ≤ η(κ)3 ⇒ E
[
sup
Tκ,r(ε)≤t≤TK,κ(ε)
‖Zεt −Xεt ‖2
]
≤ η(κ)3.
Appealing to Markov’s inequality yields the claim.
Proposition 5.10 established a coupling between Xε a reflected McKean-Vlasov SDE and Zε a reflected
SDE. That is, in the time interval [T κ,r(ε), TK,κ(ε)] the processes remain close to each other with high prob-
ability when the noise is small enough.
5.4 The Exit-time Result
Let Z˜ε evolve as Zε without reflection, that is for t ∈ [T κ,r(ε),∞),
Z˜εt = XTκ,r(ε) +
√
ε
(
Wt −WTκ,r(ε)
)
+
∫ t
Tκ,r(ε)
b(Z˜εs )ds+
∫ t
Tκ,r(ε)
f(Z˜εs − x˜)ds.
As the closure of the domain D from which the process exits is included into the domain D where there is
reflection, we remark that Zεt = Z˜
ε
t whilst t ≤ τ ′D(ε), where
τ ′
D
(ε) := inf
{
t ≥ T κ,r(ε) : Z˜εt /∈ D
}
.
As a consequence, the first exit-time from D of the diffusion Z˜ε is the same as the first exit-time from D of
the diffusion Zε. However, the latter exit-time is well understood thanks to the classical Freidlin-Wentzell
theory.
The familiar reader will recognise ∆ given as
∆ := inf
z∈∂D
{
B(z) + F (z − x˜)−B(x˜)
}
to be the exit cost from the domain D, see [45, Proposition B.4, Item 3].
Theorem 5.11. Let D satisfy Assumption 2.5. Let W be a d-dimensional Brownian motion and let r > 1, b,
f , x0 and x˜ satisfy Assumption 5.1. LetXε be the solution to Equation (5.1). Then for all δ > 0 the following
limit holds
lim
ε→0
P
[
2
ε (∆− δ) < log
(
τD(ε)
)
< 2ε (∆ + δ)
]
= 1.
Proof. Inspired by [46] we proceed in a stepwise fashion.
Step 1. Let κ > 0 and we introduce the usual least distance of x ∈ Rd to a (non-empty) set A ⊂ Rd as
d(x;A) := inf{‖x− a‖ : a ∈ A}. We can prove (by proceeding like in [46, Proposition 2.2]) that there exist
two families of domains (Di,κ)κ>0 and (De,κ)κ>0 such that
• Di,κ ⊂ D ⊂ De,κ.
• Di,κ and De,κ are stable by b(s, ·) + f(· − x˜).
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• supz∈∂Di,κ d (z;Dc) + supz∈∂De,κ d (z;D) tends to 0 when κ goes to 0.
• infz∈∂Di,κ d (z ; Dc) = infz∈∂De,κ d (z;D) = r(κ).
Step 2. By τ ′i,κ(ε) (resp. τ
′
e,κ(ε)), we denote the first exit-time of Z
ε from Di,κ (resp. De,κ).
Step 3. We prove here the upper bound:
P
[
τD(ε) ≥ e
2(∆+δ)
ε
]
= P
[
τD(ε) ≥ e
2(∆+δ)
ε , τ ′e,κ(ε) ≥ e
2(∆+δ)
ε
]
+ P
[
τD(ε) ≥ e
2(∆+δ)
ε , τ ′e,κ(ε) < e
2(∆+δ)
ε
]
≤ P
[
τ ′e,κ(ε) ≥ e
2(∆+δ)
ε
]
+ P
[
τD(ε) ≥ e
2(∆+δ)
ε , τ ′e,κ(ε) < e
2(∆+δ)
ε
]
=: aκ(ε) + bκ(ε).
Step 3.1. By classical results in Freidlin-Wentzell theory, [24, Theorem 2.42 ], there exists κ1 > 0 such that
for all 0 < κ < κ1, we have
lim
ε→0
P
[
τ ′e,κ(ε) < exp
(
2
ε
(∆ + δ)
)]
= 1.
Therefore, the first term aκ(ε) tends to 0 as ε goes to 0.
Step 3.2. For κ sufficiently small, we have De,κ ⊂ K and consequently we have
P
[
τD(ε) ≥ e
2(∆+δ)
ε , τ ′e,κ(ε) ≤ e
2(∆+δ)
ε
]
≤ P
[
‖Xτ ′e,κ(ε) − Zτ ′e,κ(ε)‖ ≥ η(κ)
]
≤ P
[
sup
Tκ,r(ε)≤t≤TK,κ(ε)
‖Xεt − Zεt ‖ ≥ η(κ)
]
.
According to Proposition 5.10, there exists ε0 > 0 such that the previous term is less than η(κ) for all
ε < ε0.
Step 3.3. Let δ > 0. By taking κ arbitrarily small, we obtain the upper bound
lim
ε→0
P
[
τD(ε) ≥ exp
(
2(∆ + δ)
ε
)]
= 0.
Step 4. Analogous arguments show that limε→0 P
[
T κ,r(ε) ≤ τD(ε) ≤ e 2(∆−δ)ε
]
= 0. However, by Proposition
5.2 we have limε→0 P [τD(ε) ≤ T κ,r(ε)] = 0.
This concludes the proof.
A Appendix
Lemma A.1. Let z0 ∈ Rd be deterministic. For t ≥ 0, let bt ∈ Rd, σt ∈ Rd×d′ ,kt ∈ Rd be progressively
measurable processes, with k having bounded variation. Let Zt be the solution of
Zt = z0 +
∫ t
0
bsds+
√
ε
∫ t
0
σsdWs + kt
where k is such that ∫ t
0
〈Zs, dks〉 ≤ 0 (A.1)
a.s ∀t ≥ 0. Further assume that τ1 ∈ [0, T ] is a stopping time with respect the filtration generated by
{Wt : t ∈ [0, T ] }, and that
‖bt‖ ≤B(ρ2 + ‖Zt‖2) 12 and ‖σt‖ ≤M(ρ2 + ‖Zt‖2) 12 , (A.2)
for some constantsM,B, ρ. Then for any δ > 0, ε < 1
ε log
(
P( sup
t∈[0,τ1]
‖Zt‖) ≥ δ)
)
≤ 2B +M2
(
2 + d
)
+ log
(ρ2 + ‖z0‖2
ρ2 + δ2
)
. (A.3)
38
Proof. The proof is a slight adaptation of [14, Lemma 5.6.18]. Let ε < 1. Define Ut = φ(Zt) = (ρ2+‖Zt‖2) 1ε ,
and note ∇φ(Zt) = 2φ(Zt)ε(ρ2+‖Zt‖2)Zt. By Itô we have
Ut = φ(z0) +
∫ t
0
b˜sds+
∫ t
0
σ˜sdWs +
∫ t
0
〈∇φ(Zs), αs〉d|k|s (A.4)
where
σ˜t :=
√
ε∇φ(Zt)′σt and b˜t :=
√
ε∇φ(Zt)′bt + ε
2
Trace
[
σt∇2φ(Zt)σ′t
]
.
Note that for t ∈ [0, τ1] we have,
‖∇φ(Zt)′bt‖ ≤ 2Bφ(Zt)
ε(‖Zt‖2) 12
‖Zt‖ = 2BUt
ε
,
and
ε
2
Trace
[
σt∇2φ(Zt)σ′t
] ≤ ε
2
‖σ‖2‖∇2φ(Zt)‖
≤ ε
2
M2(ρ2 + ‖Zt‖2)‖∇2φ(Zt)‖ ≤ M
2(d+ 2)Ut
ε
, (A.5)
indeed we can directly compute and decompose
∇2φ(Zt) = 2
ε
φ(Zt)
(ρ2 + ‖Zt‖2)Id + 2
(1
ε
− 1
)2
ε
φ(Zt)
(ρ2 + ‖Zt‖2)2ZtZ
′
t = AId +B(IdZt)(IdZt)
′,
with A and B two auxiliary variables representing the coefficients of Id and (IdZt)(IdZt)′, for Zt ∈ Rd,
ZtZ
′
t ∈ Rd×d and Id the d-dimensional identity matrix. Hence
‖∇2φ(Zt)‖ ≤ A · d+B‖Zt‖2 = 2
ε
φ(Zt)
ρ2 + ‖Zt‖2
(
d
φ(Zt)
ρ2 + ‖Zt‖2
)
+
4
ε
(1
ε
− 1
) φ(Zt)
ρ2 + ‖Zt‖2
‖Zt‖2
ρ2 + ‖Zt‖2
≤
[ 2d
ε
+
4
ε2
] Ut
ρ2 + ‖Zt‖2 ,
using this result on the 1st term in (A.5), yields the result.
Hence for any t ∈ [0, τ1] we have
b˜t ≤ KUt
ε
with K = 2B +M2(d+ 2) <∞. (A.6)
Fix δ > 0, define the stopping time τ2 = inf{t ≥ 0 : ‖Zt‖ ≥ δ} ∧ τ1. Let t ∈ [0, τ2], note that
‖σ˜t‖ ≤ ‖∇φ(Zt)‖‖σ‖ ≤ 2M
ε
(ρ2 + ‖Zt‖2) 1ε
(ρ2 + ‖Zt‖2) 12
‖Zt‖ ≤
√
2M√
ρε
(ρ2 + ‖Zt‖2) 1ε
‖Zt‖ 12
‖Zt‖ ≤
√
2M√
ρε
(ρ2 + δ2)
1
ε δ
1
2 ,
in other words ‖σ˜‖ is uniformly bounded on [0, τ2]. Hence for t ∈ [0, τ2]∫ t
0
σ˜sdWs = Ut −
∫ t
0
b˜sds−
∫ t
0
〈∇φ(Zs), dks〉
is a Martingale. Therefore Doob’s theorem implies
E[Ut∧τ2 ] =φ(z0) + E
[ ∫ t∧τ2
0
b˜sds
]
+ E
[ ∫ t∧τ2
0
〈∇φ(Zs), dks〉
]
.
Non-negativity of U and (A.2), and (A.1) imply that
E[Ut∧τ2 ] ≤φ(z0) +
K
ε
E
[ ∫ t∧τ2
0
Usds
]
.
From here one can conclude by proceeding identically to [14, Lemma 5.6.18].
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