Many advancements in the area of Secure Multi-Party Computation (SMC) protocols use improvements in communication complexity as a justification. We conducted an experimental study of a specific protocol for a real-world sized problem under realistic conditions and it suggests that the practical performance of the protocol is almost independent of the network performance. We argue that our result can be generalized to a whole class of SMC protocols.
INTRODUCTION
Secure Multi-Party Computation (SMC) protocols offer a general solution for many problems in secure distributed computing, e.g. private auctions or joint database calculations. The practical realization of SMC protocols is currently emerging, as problems of practical size and interest * The work was performed while the author was at SAP Research.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. come into reach [5, 9, 17] . On the other hand the theoretical development and research is continuing. Many of the theoretical results use improvements in communication complexity as justification and a measure of success. This seems logical as the communication complexity is the lower bound of the computation complexity.
We have conducted an experimental study of a SMC protocol for privacy-preserving benchmarking [1, 15] . Privacypreserving benchmarking is an important collaborative business application and of great economic interest. The goal of the study was to evaluate the practical feasibility of realworld sized privacy-preserving benchmarking under realistic conditions. Its conclusion besides the practical feasibility is that the absolute performance is almost independent of the network performance, i.e. the protocol runs as fast if the participant are joint by a local area network (LAN) as if the participant are distributed over a wide area network (WAN).
Our privacy-preserving benchmarking protocol has special properties differentiating it from general purpose SMC protocols. Our protocol has a central communication pattern, i.e. all clients communicate only with a central server that performs most of the computation. Furthermore, our protocol is organized in rounds: Each participant must complete the steps within one round before any participant can begin the next round. This implies a certain distributed synchronization pattern of our protocol. We call this pattern "centrally coordinated", since a central server coordinates the protocol.
We show with the example of the landmark protocol by Ben-Or, Goldwasser and Wigderson [3] (BGW) that general SMC protocols can be implemented centrally coordinated. This is to stress that SMC protocol performance is computation bound and not network bound. We believe that this justifies a closer look at the performance characteristics of theoretic results.
The remainder of the paper is structured as follows: We review the privacy-preserving benchmarking protocol in the next Section. Then we present the implementation and results of the experimental study. The next Section analyses the distributed synchronization pattern and shows the modifications to the BGW protocol for central coordination. We review some related work before the last Section presents the conclusions of the paper.
PRIVACY-PRESERVING BENCHMARK-ING
Benchmarking is the comparison of one company's key performance indicators (KPI) to the statistics of the same KPIs of its peer group. A key performance indicator (KPI) is a statistical quantity measuring the performance of a business process. Examples from different company operations are make cycle time (manufacturing), cash flow (financial) and employee fluctuation rate (human resources). A peer group is a group of (usually competing) companies that are interested in comparing their KPIs based on some similarity of the companies. Examples formed along different characteristics include car manufacturers (industry sector), Fortune 500 companies in the United States (revenue and location), or airline vs. railway vs. haulage (sales market).
Privacy is of the utmost importance in benchmarking. Companies are reluctant to share their business performance data due to the risk of losing a competitive advantage or being embarrassed. Several privacy-preserving protocols that can be used for benchmarking that keep the KPIs confidential within one company have been proposed in the literature [1, 5, 9, 15] . None of those matches the requirements of a large service provider offering a benchmarking service entirely. Instead we designed a new privacy-preserving benchmarking protocol.
This protocol must fulfill the following requirements. Its clients must remain anonymous amongst each other. This can be achieved by central communication, i.e. all clients only communicate with one central server, and cCommunication must be free of identifiers of clients. This includes pseudonyms, such as static (public) keys. Furthermore it must compute these stochastic metrics: average, variance, maximum, median, best-in-class (average of top quarter). The protocol must also be private in the semi-honest setting [10] .
Preliminaries

Homomorphic Encryption
Our protocol is built using homomorphic encryption. In homomorphic encryption one operation on the ciphertexts produces an encryption of the result of a homomorphic operation on the plaintexts. In particular, we require the homomorphic operation to be addition (modulo a key-dependent constant). Several such encryption systems exist [2, 7, 18, 21, 22] . We used Paillier's encryption system [22] in the implementation. Let EX (x) denote the encryption of x with X's public key and DX () the corresponding decryption with X's private key, then Paillier's encryption system has the following property:
With simple arithmetic the following property can be derived
Key Distribution
Our implementation uses a simple protocol to perform the following key distribution: Each client Xi has access to a common private key in the homomorphic encryption scheme. The server does not have access to the private key; he can only access the public key. As a consequence, each client Xi can perform the operations Dcommon() (decryption) and Ecommon() (encryption), while the server can only perform the operation Ecommon(). Decryption is the (left-)inverse operation to encryption, i.e. Dcommon(Ecommon(x)) = x.
Each client Xi has access to a further secret key scommon. This is a key for a message authentication code and is also kept secret from the server.
The details of the key distribution protocol are omitted, but it is executed during the registration of clients. It is only run once for each client using a modified PKI certificate authority and does not influence the performance of the main statistics computation protocol.
Oblivious Transfer
As another building block our protocol uses Oblivious Transfer (OT). OT was introduced in [23] and generalized to 1-out-of-2 OT in [8] . In 1-out-of-2 OT the sender has two secrets x0 and x1 and the receiver has one bit b. After the execution of the OT protocol, the receiver has obtained x b , but has learnt nothing about x ¬b , and the sender has not learnt b. The fastest known implementation of OT which is also used in our implementation is described in [19] . The efficient version of the protocol was proven secure under the (computational and decisional) Diffie-Hellman and the random oracle model assumptions. The authors also give a less efficient construction secure under the decisional DiffieHellman assumption alone which we did not implement. An OT protocol between a sender S and a receiver R (where the parameters are clear from the context) is denoted by
Protocol
The protocol is a composition of several techniques. Let xi be the KPI, i.e. the input, of participant Xi. In the first round each participant Xi submits his input xi encrypted under the common homomorphic key. The server then chooses two random numbers r and r ′ for each pair xi, xj of inputs, such that r > 0 and r > r ′ ≥ 0 and computes a value ci j as
As long as wrap-around is prevented, it holds that
The value ci j does not reveal the hidden values xi, xj or their difference. It is hidden by the multiplicative factor r and in order to prevent factoring r ′ has been added. In the proof of security we assume that ci j completely hides xi − xj. We chose to accept this assumption, because this method of comparison is particularly efficient. Since this only affects the computational efficiency and not the communication complexity, it does not affect the main thesis of this paper.
In the second round, each participant Xi is given a random chosen vector c Φ(i) = (c Φ(i) 1 , . . . , c Φ(i)n ) according to permutation Φ(i) chosen by the server. Actually the server sends the encryption of the elements of vector c Φ(i) , but Xi can decrypt them to obtain c Φ(i) . The number of nonnegative elements in c Φ(i) indicates the rank of element x Φ(i) .
Round 1:
otherwise
Figure 1: Benchmarking protocol
Several of the sought-after quantities can be defined via the rank: The maximum has rank n, the median has rank ⌈ n 2 ⌉, and the least element still included in the best-in-class computation has rank ⌈ 3n+3 4
⌉. The server and the participants must now compute the value of these elements. Participant Xi has the rank of KPI x Φ(i) , but does not know the value x Φ(i) . The server has Ecommon(x Φ(i) ), chooses a random number r and prepares two values for Oblivious Transfer: Ecommon(x Φ(i) + r) and Ecommon(r). In the OT the receiver Xi chooses Ecommon(x Φ(i) + r) if x Φ(i) has the selected rank, otherwise he chooses Ecommon(r). Note that due to the secret sharing using the random number r, Xi has learnt nothing about x Φ(i) and he can return the chosen value immediately to the server. The server adds r using the homomorphic operation and after the round sums up all received values also using the homomorphic operation. He ends up with a ciphertext of the element with a specific rank. This is done for all three quantities: maximum, median and the least best-in-class element.
In the third round, the server repeats the comparison operation, but only against the least best-in-class element. In the same procedure using OT all elements equal or larger to this element are chosen and summed up.
The server ends up with ciphertext of the results for each quantity, but he does not have the decryption key. If he submits, the ciphertext to only one participant, this participant can prevent all other participants from obtaining the correct result while still obtaining it himself by returning an incorrect value. A Zero-Knowledge-Proof of correct decryption would not prevent the server from submitting to all clients.
If he submits the result to all clients, the server can cheat and submit the original input to each client and compute the result from the plaintext. He would then have broken the security of the protocol without modifying the result of the computation. The server therefore sends a proof to all clients that he submitted the same value for decryption to all clients. The clients Xi sign the value with a (personalized) message authentication code and the server computes an aggregate signature that all clients can verify. This prevents the server from deviating from the protocol without modifying the result. A complete proof of this security property can be found in [14] . The result is hidden before decryption using secret sharing, such that the server can round the result to an appropriate level for disclosure. Figure 1 gives a formal description of the entire protocol. It describes the two-party interaction between a client Xi and the server SP subdivided into rounds. Each round needs to be completed by each client Xi (i = 1, . . . , n) before any client can engage in the next round. The order of the clients is not important.
Analysis
The protocol has communication complexity O(n 2 ): Each of the n clients communicates O(n) data items. This happens in round 2 when client Xi receives the vector c Φ(i) , as all other communication is constant (O(1)). Computation complexity is O(n 2 ) for the server and O(n) for the clients. The server has to prepare all n vectors c Φ(i) of size n for round 2 doing a constant number of modular exponentiations for each, while all other preparation steps are linear. The client has to decrypt all n entries in his vector c Φ(i) doing a constant number of modular exponentiations for each. Let k be a security parameter, then the computation complexity is O(n 2 k 3 ) for the server and O(nk 3 ) for the clients. This is due to modular exponentiation for homomorphic encryption and decryption.
The protocol is secure in the semi-honest setting following the definitions of [10] , i.e. loosely speaking the participants follow the protocol, but keep a record in order to compute additional information. The proof is standard by giving a simulator of the message received by either client or server. It is important to note that the server is treated just as another party, i.e. the proof is for an n + 1 party protocol. One assumption is that a number hidden by multiplying and adding a random number is effectively hidden. This manifests itself in the assumption that this number can be simulated using a random number chosen from a distribution independent of the number hidden.
IMPLEMENTATION
We implemented the protocol based on web services as a communication mechanism. Each client and server runs its own web application server with a web application for the protocol implementation. The implementation is entirely in Java with the crypto modules taking advantage of the BigInteger arithmetic of Java's standard library.
The communication between clients Xi and server SP follows a client-server model with each client Xi in the protocol being a client at the communication level and the server SP being the server. Each communication is sent via HTTP as the binding protocol for SOAP (and web services) over a TCP connection, i.e. the client Xi is the requestor in HTTP and the client in TCP and the server SP is server in HTTP and TCP. The client then makes several invocations of web services at the server's side which transport as parameters and response types the data items described in Figure 1 .
Each round of the protocol is implemented as its own class later representing a web service client and web service (application). The server hosts the web service for each of the rounds.
The server orchestrates the protocol, i.e. it signals each client Xi when he has to start a round of the protocol. The server first creates a web service session with its web service application. This server session is given access to a special server object that hosts the specific instance variables for this client. An example of such instance variables are the permuted vectors c Φ(i) at the beginning of round 2. Each round 2 server object is given one such vector c Φ(i) and associated with a specific session. The server then calls a web service at a client Xi that triggers the client's execution of the web service client, i.e. the server acts as a client on HTTP and TCP level here calling a single-instance, stateless web service at the client Xi (which acts as a server on HTTP and TCP level). As a parameter in this call the server passes the session id to the client. The client then creates a web service stub for precisely this session and thereby addresses the corresponding instance of server object on the server's side. All communication is encrypted and authenticated using WS-Security such that sensitive information such as session ids is not being leaked, i.e. there are secure and authenticated channels between the server and clients.
The overall communication looks as in Figure 3 where an example of the communication for round 2 is given without the OT which are implemented as sub-protocols similar to rounds. Requests are drawn as full lines and responses as dotted lines. Each thread is given its own box and swim lanes are reserved for parties in the distributed protocol.
The server orchestrates the entire benchmarking protocol by executing one round with each client in turn. The server has a loop in which he creates the server session, calls the client and destroys the server session, for each client and each round. If the client loop is the inner loop (and the round loop the outer loop) the coordination requirement that each client must complete round j before round j + 1 can be started is ensured. Between two rounds the server prepares the input for the next round. E.g. he computes the vectors c Φ(i) between round 1 and 2. The communication for two rounds and three clients looks as in Figure 2 . The client and server execute a communication pattern as in Figure 3 for each of the clients' boxes.
Figure 2: Example communication of three clients with the server in two rounds
We evaluated this implementation in an experimental study. The server was deployed on a Pentium 4 3.2 GHz machine with 1.5 GB of memory. All clients were deployed on a Xeon Dual 3.6 GHz machine with 8 GB of memory. Between the client and server machine we deployed a WAN emulator as an IP router. The WAN emulation software was the dummynet package for FreeBSD [24] . All machines are physically connected via a non-dedicated Gigabit Ethernet switch. The results are depicted in Figure 4 . It is apparent from this picture that in this implementation the network performance plays a significant role. For 45 clients and a delay of 100 ms the time spent for communication is almost half (precisely 45%) of the overall running time. The average for clients from 5 to 45 is 54% and constantly decreasing. This can be expected, since the computational complexity is O(n 2 ) while the number of connections to clients (incurring the delay) is O(n). Therefore in the limit the computational performance will be dominating. Nevertheless for these realworld number of clients the time spent on the network is significant.
For the next experiment we modified the server implementation. Instead of sequentially calling each client Xi in a loop, we create a thread for each client that asynchronously handles the communication. This is possible in this version of the benchmarking protocol, since each round for each client only requires input of the previous round. i.e. all clients can run concurrently. As we pointed out before the order of the clients does not matter for the protocol's semantics. The necessary synchronization can be achieved using a barrier. The barrier synchronizes n + 1 threads: each thread communicating with a client and the main thread. A thread calls the barrier object method and waits in sleeping mode until it is tripped. The last thread reaching the barrier, trips it and all threads continue. The main thread continues to the next round after waiting for the barrier while the other threads exit. The client threads have finished communication before they reach the barrier. We used the barrier implementation from Java's standard library module for concurrent utilities. The resulting communication is shown in Figure 5 . Each client and client thread at the server's side execute a communication pattern as in Figure 3 again.
Figure 5: Example concurrent communication of three clients with the server in two rounds
We conducted the same series of experiments for the concurrent implementation. We increased the number of clients and independently increased the network delay. The results are depicted in Figure 6 . The impact of the network performance has significantly decreased and is almost negligible compared to the impact of the computational effort. For 45 clients a delay of 100 ms the time spent for communication is only 6% of the overall running time. The average for clients from 5 to 45 is 14%. We therefore conclude that the benchmarking protocol can be implemented, such that its performance is almost independent of the network performance, i.e. for the overall performance it nearly does not matter whether the clients are located on the same LAN or half-way around the world over the Internet.
The difference of the running time spent on communication can be explained with the different synchronization patterns of the sequential and concurrent implementation. In the sequential implementation for each client a time period tc is being spent for communicating the request from the server to the client and the response from the client to the server. This time tc is dominated by the latency of the network connection. During this time neither client nor server can perform other computations or communications and a client has to wait until all its predecessor have finished. The running time spent on the network is therefore dominated by a linear number of delays due to the latency of the network. In the experiment using the sequential implementation the time spent on communication increased linearly with the number of clients supporting this hypothesis.
In the concurrent implementation the time spent on one round is dominated by the slowest client. Since, in our implementation all clients are identical (with identical network characteristics) the time is dominated by one client. If the server is not able to schedule clients sufficiently fast, communications overlap only partially, but the communication with one client may happen while another client is computing. Therefore the communication time is dominated by the delay as incurred in every round of the protocol.
A limitation of our study is that computation time far exceeds the delay on the network. In our benchmarking protocol each client and the server computes on the order of minutes while the delay of the network is on the order of tens of milliseconds. This may shadow the impact of network performance compared to protocols where less computation is performed.
We also compared the secure distributed computation to a local computation of the same functionality. For 45 clients the benchmarking functionality can locally be implemented in Java in 15 ms as opposed to 15 minutes for the secure distributed computation. This corresponds to a slow-down of roughly 60.000 for the secure distributed computation. Obviously a trusted third party would incur a penalty for secure data transportation, storage and retrieval, but we believe this factor is still the best indicator for a practical secure SMC protocol.
GENERALIZATION
So far, we have shown that the benchmarking protocol's performance is almost independent of the network performance, but does this apply to other SMC protocols as well? The claim is that if they follow the same communication and synchronization pattern, they exhibit similar performance characteristics.
Central coordination
The benchmarking protocol follows a communication and synchronization pattern we call "centrally coordinated". All communication is between a client Xi and the server SP . The server triggers all computation and communication on the clients, i.e. the clients can be implemented single threaded. There is a requirement by the semantics of the protocol that a particular computation step needs to be completed by all clients and the results communicated before any client can begin the next computation step. Such a computation step is called a round, since similar to the synchronous network model of distributed systems [16] these steps are performed in lock-step by the clients and the server. Within each round a client may communicate multiple times with the server. The server must synchronize all clients, i.e. wait for their completion, before he can initiate the next round. This is the only synchronization requirement. We formally define: Definition 1. Let Π be a n-party protocol with clients Xi (i = 1, . . . , n). Π is centrally coordinated if there is a n + 1-th party SP called server, such that
• each client Xi only communicates with the server SP
• the server SP triggers all computation and communication of all clients Xi
• the server SP solely synchronizes the communication with the clients Xi
• there is no dependency among clients between two synchronization steps.
Other SMC Protocols
We describe how to implement the BGW protocol [3] using a central coordinator. The BGW was the first SMC protocol secure in the information-theoretic setting, i.e. it does not use encryption. Instead it used secret sharing, e.g. using Shamir's secret sharing scheme [25] . In this secret sharing scheme a secret s is distributed among n parties using a polynomial of degree t − 1:
Each party Xi is assigned an identifying index αi and given a share f (αi). Then t parties can reconstruct the secret s by LaGrange interpolation. We call such a secret sharing scheme a (t, n) threshold secret sharing scheme.
In the BGW protocol each (input, output or intermediate) value is shared using a (t, n) Shamir's secret sharing scheme (t < n 3
). Let x = (x1, . . . , xn) and y = (y1, . . . , yn) be the shares for value a and b distributed over the n parties Xi, i.e. Xi has xi and yi. The parties can compute the sum of a and b as
No communication is necessary between the parties. They can also compute the product of a with a constant c without communication:
Computing the product of a and b is more complicated. First, each party Xi computes gi = xiyi, which are shares of a 2t − 2 degree polynomial g(x).
ab : g = (x1y1, . . . , xnyn) Second, each party Xi chooses a random 2t − 2 degree polynomial hi(x) with constant term 0 and sends hi,j = hi(αj ) to party Xj . The parties compute the sum of the random polynomials and g(x).
The main theorem of [3] shows that the shares h of a random 2t − 2 degree polynomial can be reduced to shares k of a random t − 1 degree polynomial by multiplication with a constant n × n matrix M known to all parties.
Each participant Xi computes locally ki = (ki,1, . . . , ki,n) = hi(mi,1, . . . , mi,n) Participant Xi sends ki,j to participant Xj and they jointly compute
The participants continue computation using the shared value ab with shares k on a random t − 1 degree polynomial.
The BGW protocol requires secure channels between all parties, i.e. if we simulate these channels using encryption, security is reduced to the computational setting. In the centrally coordinated model all communication between Xi and Xj (i = j) is channeled through the server, i.e. the server has total control of the network. In order to keep the server from learning the inputs in the semi-honest setting, we can use encryption to establish secure channels between Xi and Xj . For security against malicious servers, we need to also add message authentication, round numbering and a secure session id.
Let Ei() denote the encryption with Xi's public key. The public key of each client Xi has been securely distributed to all other clients, e.g. using a public-key infrastructure. Figure 7 shows the BGW protocol step for multiplication with central coordination.
Since addition does not require communication the parties can optimize the overall protocol in several ways. First they combine round 3 and round 1 of two consecutive multiplication protocols. Second they run several multiplication protocols in parallel for gates that do not depend on each other, i.e. whose input and output are not connected by (directed) wires. This reduces the round complexity to 2d + 3 where d is the multiplicative depth of the circuit to be computed. Recall that each function can be implemented by a circuit of logical and gates (multiplication) and exclusiveor gates (addition). There are also an additional round for distributing the input shares and a round for combining the output shares.
The synchronization requirements are also met, i.e. the server only needs to wait for all clients to complete the previous. We can see that between round 1 and 2 and round 2 and 3 the messages sent are only dispatched to different recipients. Note that, even without the central coordinator no participant could begin a round before the previous has finished, since he requires the inputs of all other parties to proceed.
The BGW protocol is general, i.e. it can be used to implement any polynomial-time functionality, but even the centrally coordinated version cannot be used to substitute for our benchmarking protocol, since the clients are not anonymous amongst each other, but are addressed by their public keys.
A similar limitation as to the study applies to the generalization. It is unclear whether the computation performed outweighs the network delay. The clients have to perform a LaGrange interpolation during the combined round 1 and 3 and n modular multiplications during round 2 per multiplication gate. Several gates can be performed in parallel. In the benchmarking protocol the computational load is unbalanced between rounds. It ranges from n decryption operations and 3 OTs in round 2 to a computation of n + 1 cryptographic hash functions in round 5.
The benchmarking protocol can be completed in 5 rounds while the BGW protocol's number of rounds depends on the circuit. A simplified benchmarking circuit could be implemented using a circuit with depth log 2 n for a sorting network to compute the ranks of the input values plus some addition gates. Addition gates can be implemented with depth log xi, such that the number of rounds in the BGW protocol is larger, but by a low factor for real-world problem sizes.
RELATED WORK
We are aware of four scientific reports on practical implementations of SMC protocols [4, 5, 9, 17] . In [5] a multicommodity auction protocol is implemented whose experiences from practical execution are reported in [4] . No evaluation of the performance characteristics is done except a general feasibility of the protocol given the performance for particular operations. In [9] a survey system is implemented resembling our benchmarking system. They implement a set of very similar statistics based on the implementation of [17] , although they use a model with two servers similar to [20] . They also do not report detailed performance figures except general feasibility, but report that memory consumption for the garbled circuit was the bottleneck.
The FairPlay paper [17] presents the most general solution implementing the two-party protocol of [27] . The system contains a compiler translating a programming language into an executable circuit which can be run by the protocol. They ran their examples over a LAN and a real WAN connection and report that 57% to 86% of the overall time was spent due to network conditions. No attempts to optimize this figure are reported, since they focused on optimizing the OT performance which accounted for up to 91% of the overall performance. They also ran very small examples which ran on the order of seconds and not real-world problem sizes as ours which require minutes to complete.
Further practically implemented two-party protocols mostly based on Yao's garbled circuit protocol are presented in [6, 13] . In [6] a remote diagnostic system is implemented which runs on the order of a very few minutes (without network considerations) is described. In [13] the implementation for gene sequence alignment using edit distance or similar algorithms is described. The running time is on the order of minutes for already practical, albeit very small problems.
A similar study to ours considering the problem of private information retrieval (PIR), a two-party problem, has been done in [26] . Although only for a two-party problem, the authors reach a similar conclusion that given high computational cost network performance is negligible. We extend their work by adding a possible synchronization pattern for SMC. (h i,1 ) , . . . , E i−1 (h i,i−1 ), E i+1 (h i,i+1 ), . . . , En(h i,n ) Round 2: SP −→ X i E i (h 1,i ), . . . , E i (h i−1,i ), E i (h i+1,i ), . . . , E i (h n,i ) X i −→ SP E 1 (k i,1 ), . . . , E i−1 (k i,i−1 ), E i+1 (k i,i+1 ), . . . , En(k i,n )
CONCLUSIONS AND FUTURE WORK
Round 3: SP −→ X i E i (k 1,i ), . . . , E i (k i−1,i ), E i (k i+1,i ), . . . , E i (k n,i )
Figure 7: BGW protocol with central coordination
We argue that more attention should be paid to improvements in computational complexity than improvements in communication complexity.
