Since 2000, the UK government has funded surveys aimed at understanding the UK public's attitudes toward science, scientists, and science policy. Known as the Public Attitudes to Science series, these surveys and their predecessors have long been used in UK science communication policy, practice, and scholarship as a source of authoritative knowledge about science-related attitudes and behaviors. Given their importance and the significant public funding investment they represent, detailed academic scrutiny of the studies is needed. In this essay, we critically review the most recently published Public Attitudes to Science survey (2014), assessing the robustness of its methods and claims. The review casts doubt on the quality of key elements of the Public Attitudes to Science 2014 survey data and analysis while highlighting the importance of robust quantitative social research methodology. Our analysis comparing the main sample and booster sample for young people demonstrates that quota sampling cannot be assumed equivalent to probabilitybased sampling techniques.
Studying public attitudes toward science
While the PAS surveys only began in 2000, the guiding influences underpinning their objectives and methods date back much further. According to Lewenstein (1992) , the public's understanding of science became a focus of the scientific community around the start of the 19th century when scientific institutions began constructing a public "vision of a rational world ruled by science" (p. 46). These efforts developed further in the early 20th century, notably with the formation of the Science Service in 1920 and the National Association of Science Writers (NASW) in 1934. These organizations operated under the assumption that the public had a deficit of science knowledge: They aimed to foster appreciation for science and "rejection of superstitious beliefs" (Bauer, 2009: 223) . In 1957, the NASW sponsored the first major national study of the public's understanding of science.
The National Science Foundation began to publish the biennial Science Indicators studies in 1972, based largely on the 1957 NASW survey. In 1979, "the Science Indicators studies significantly expanded the scope of the surveys and began to focus more attention on attitudes, knowledge measures, and expected participation measures for specific issues and controversies" (Miller, 1992: 24) . These US-based surveys, along with the aims of their sponsoring organizations, greatly informed creation of the first UK-centered survey of the public's attitudes to science: Public Understanding of Science, 1988 . This study of a random sample of 2009 UK adults was heavily influenced by the 1957 NASW survey and the Science Indicators surveys, as well as the biases and assumptions that go with them (Stocklmayer a Bryant, 2012) .
The public understanding of science paradigm and the attitudes deficit model
A 1985 Royal Society report entitled The Public Understanding of Science symbolizes a paradigmatic reorientation in the United Kingdom toward a public understanding (or attitudes) perspective (Bauer, 2009) . Miller (2001) describes the shifting view of science in the UK media during the lead up to the 1985 report as a series of "mood swings" which caused "a tendency for scientists to retreat into their shells." In this context, the report "reflected a concern amongst the scientific establishment that the retreat had reached such proportions that it made funding for scientific research politically vulnerable" (Miller, 2001: 115) . If the scientific community was to maintain its social status (and funding), it needed to convince the public of its value. That is, they needed to erase the public attitudes deficit (cf. Jensen and Holliman, 2015; Jensen and Wagoner, 2009) . The "public understanding of science" model's "recurrent elements" included "a concern at the 'scientific ignorance' of the populace, a consequent desire to create a 'better informed' citizenry and an enthusiasm for making science 'more accessible'" (Irwin, 1995: 10) .
Linked to these historical developments, the PAS survey was designed explicitly to enable tracking of UK science policy's effectiveness. The PAS 2000 report states, "This research was designed to inform science communication policy and practice in Britain and to provide a rigorous baseline of public attitudes to science. Future changes in attitude can be tracked by repeating the study at regular intervals" (Office of Science and Technology and Wellcome Trust, 2000: 18) . The research has now been repeated four times (in 2000, 2008, 2011, and 2014) .
Many questions and methods in the PAS surveys can be traced back to the earlier US surveys. However, the PAS surveys did introduce a number of new measures aimed at evaluating trust in science and attitudes relating to science policy. These new dimensions are particularly evident in the last two iterations of the survey (2011 and 2014).
The PAS 2014 survey
The report for 2014's iteration of the PAS survey details almost a dozen objectives, with results split into 13 chapters. These objectives link back to the historical roots of the 2014 survey (as outlined above) and heavily influence many of the research decisions at the heart of our critique. In order to simplify our discussion, we have identified four meta-objectives:
1. Detail the "state of public attitudes" toward science, including the current state of scientific literacy and public attitudes toward science, engineering, and current scientific "issues"; 2. Determine whether and how attitudes toward science have evolved over time by comparing the 2014 survey results to the other PAS surveys and the 1988 and 1996 Public Understanding of Science surveys; 3. Describe the common interactions between the public and science and how these interactions influence science attitudes and science literacy; 4. Analyze demographic differences in science attitudes, literacy, and engagement and reexamine the attitudinal segmentations from prior PAS surveys.
In order to address these main objectives, the report details the results of "a representative survey of 1,749 UK adults aged 16+ and a booster survey of 315 16-24 year-olds" (Ipsos MORI, 2014a: 1) , along with four qualitative research strands "intended to provide further context for the survey findings" (p. 20). The two surveys are the focus of this critique.
All PAS 2014 research was conducted by Ipsos MORI, a leading UK market research and public opinion polling company. Ipsos MORI (2014a) used "random probability sampling methodology" (p. 2) to draw the main sample for the 2014 survey, in contrast to prior PAS studies that have historically used non-probability quota samples. Probability sampling is a technical term in statistics, which refers to drawing a subset of the population for your study in which each member of the overall population (in this case, UK adults) has a known, non-zero probability of inclusion. However, Ipsos MORI used a booster survey of 16-to 24-year-olds for the 2014 study, which retained the non-probability quota sampling method from prior PAS surveys. At any point where young adults are discussed within the PAS 2014 report, the results are based on combining the 315 16-to 24-year-old participants in the booster survey with the 195 in the main survey (Ipsos MORI, 2014a: 15) .
The PAS 2014 report finds that the UK public is "overwhelmingly positive about the contribution science makes to the UK economy" and "to their own lives" (Ipsos MORI, 2014a: 1) . For example, 81% agreed that "science will make people's lives easier" (p. 1). The report indicates that the UK public is both interested in understanding science better and in being better understood by scientists: 55% indicated feeling uninformed about science, and 69% agreed that scientists "should listen more to what ordinary people think" (p. 3).
It is claimed that "generic" public trust in scientists and engineers has increased significantly since the PAS 2011 survey, but:
the proportion who feel they have no option but to trust those governing science has also increased from 60% to 67%, which suggests this increasing trust may also be an increasingly resigned trust, presenting a challenge for those looking to engage the public in decision-making. (Ipsos MORI, 2014a: 4) Social class is also reported to be a significant factor: the less affluent "tend to feel less well informed about science and are less likely to feel they know what scientists do" (Ipsos MORI, 2014a: 6) .
It is reported that the UK public's attitude toward science has shifted in a positive direction over the long-term, with a 10% increase in agreement with the idea that the benefits of science outweigh the harmful effects (from 45% in 1988 to 55% agreement in 2014). The report also finds greater agreement with the positive view that it is important to know about science in people's daily lives (from 57% in 1988 to 72% agreement in 2014) . The report also identifies much lower levels of agreement with the negative attitude that science makes people's lives change too fast (from 49% in 1988 to 34% agreement in 2014) . Having summarized some of PAS 2014's major reported findings, we now critically evaluate whether these findings should be considered robust in light of the survey's sampling and data analysis methods.
Macro-level critical review of the PAS 2014 survey and report
The PAS surveys have been highly influential in the UK policy context despite their history of employing low-quality sampling methods. The use of non-probability quota sampling in past PAS studies means that they do not have a theoretical basis for making population-level claims about UK public attitudes (Baker et al., 2013) . Prior to 2014, the high risk of sampling bias inherent in the quota sampling method (Guignard et al., 2013) was the most obvious limitation casting doubt on the validity of PAS-based statistics. It was then welcome news when it was announced that PAS 2014 would be "moving to a random sampling approach" (Silman, 2013) .
In a blog post for the British Science Association, "PAS 2014: Main Report" co-author Silman (2013) wrote that the decision to move away from quota sampling was intended "to bring the PAS in line with other respected public opinion surveys on science" (para 4). In fact, the report claims that the move to random sampling makes PAS 2014 "one of the most robust studies of UK attitudes to science ever conducted" (Ipsos MORI, 2014a: 182) . While the move toward probability sampling did greatly increase the external validity and robustness of the research, this was undermined by a lingering reliance on quota sampling to reach youth populations and to make temporal claims. In addition, the study suffers from a number of unacknowledged methodological and conceptual limitations. We present a critical review of PAS 2014 with a focus on the survey portions of the study. The critique is split into three portions: (a) reporting standards, (b) sampling and temporal claims, and (c) data handling/collection. While hardly exhaustive, our aim is to shed light on a number of the unstated/ understated limitations of the survey and its reported findings.
Limitations in reporting standards
Ipsos MORI reports that the 2014 PAS surveys were conducted in accordance with the international quality standard for Market Research, ISO 20252:2012 . In addition, reporting for these surveys appears to meet the highest standards for disclosure set by the National Council on Public Polls. However, both of these standards are designed for market research and fall well short of what we, and a number of professional academic associations, consider the minimum standards for social scientific research.
As documented in our brief history of PAS studies, the main driving force for studies like PAS 2014 is to empirically assess whether science engagement interventions funded by the UK government and others are having a demonstrable effect on the general public. According to the UK government's website, the results of the PAS surveys "are used to measure the success of government's science and society work and to identify areas that we should work on in future" (Clark, 2014b: para 6) . The results are used to make "evidence-based" decisions on best practices for science interventions and to determine funding. This trend toward evidence-based policy and practice is not unique to the study of science attitudes, with similar trends in medical research, education, psychology, and so on.
Evidence-based practices require that decision makers understand in full "the strengths and limitations of evidence obtained from different types of research" (APA Presidential Task Force on Evidence-Based Practice, 2006: 275) . This requires a higher standard of reporting than was provided in the present case. Reports like PAS 2014 must walk a fine line between being accessible to a lay audience while also providing adequate detail to the reader in order for them to judge the quality of the data upon which the report is based. However, we contend that the PAS 2014 report (and many reports like it) errs too far on the side of accessibility, failing to provide critical information-even in the Technical Report and Appendices-needed to judge the robustness of the findings. To facilitate our critique, we compare the way results are reported for the 2014 survey against the standards set by the American Psychological Association (APA, 2009) as documented in the APA's most recent publication manual. It is not our contention that the report produced by Ipsos MORI should have fully adhered to the APA standards (or any other academic standard for that matter). Rather, the APA's publication manual offers useful and familiar guidelines for identifying possible areas for improvement.
On a number of marks, PAS 2014 meets or exceeds the guidelines proposed by the APA concerning reporting of methods and results. For example, the APA manual's suggestion of making raw data available on supplemental online archives has been amply addressed. In other instances, the PAS 2014 report does not meet APA standards, but for easily justifiable reasons. For instance, the APA (2009) manual emphasizes that information "… such as effect sizes, confidence intervals, and extensive description are needed to convey the most complete meaning of the results" (p. 33).
Ipsos MORI comes as close to meeting this requirement as can be reasonably expected-by providing an appendix to the main report on statistical reliability that included example confidence intervals (CIs) and by providing rich explanations for most results. Had the report's authors provided APA style CIs and traditional effect size measures for every result mentioned in the Main Report, the product would have been significantly longer and significantly less intelligible for a lay reader.
While there are many ways in which the standards used in reporting PAS 2014 survey results are satisfactory, in other areas meeting an academic standard would have provided additional clarity, helping to avoid leading readers toward specious conclusions. As it concerns the reporting of statistical and data analysis, the APA (2009) summarizes the guiding principles underlying all academic research, stating that "accurate, unbiased, complete, and insightful reporting of the analytic treatment of data (be it quantitative or qualitative) must be a component of all research reports" (p. 33). In failing to fully uphold this standard, the overall quality of the PAS 2014 reports has been undermined, as we show.
One of the 2014 survey's major objectives, as described earlier, was to analyze differences in science attitudes, literacy, and engagement. To determine which differences to discuss in the PAS 2014 Main Report, the report's authors used inferential statistical tests, stating that: "Throughout this report, only differences that are statistically significant at the 95% level of confidence are commented on" (Ipsos MORI, 2014a: 16) . They expanded on this in the Technical Report, describing how they determined whether something was statistically significant as follows: "The statistical test used for this is a two-tailed t-test" (Ipsos MORI, 2014b: 16) . This thin level of detail may meet the market research industry standard, but it is inherently problematic from the perspective of social research methodology, as exemplified by the APA (2009) publication manual.
At a "minimum," the APA expects researchers to completely report the results of all "tested hypotheses" (p. 33), both those that are "significant" and those that are not. In reference to inferential statistical tests (e.g. t, F, and χ 2 tests), the APA also emphasizes the importance of including: the obtained magnitude or value of the test statistic, the degrees of freedom, the probability of obtaining a value as extreme as or more extreme than the one obtained (the exact p value), 2 and the size and direction of the effect. (p. 34) In addition, the APA argues it is "critical" to report the "frequency or percentages of missing data," provide "empirical evidence and/or theoretical arguments" for why data are missing, and "describe the methods for addressing missing data" (p. 33). Nowhere are these types of information, nor comparable information, provided. This information is not only missing from the PAS 2014 Main Report but is also missing from the Technical Report; it is neither provided in any appendix, nor is it provided separately on their website. Instead, the authors make a blanket statement that all their statistical findings should be trusted, without providing any supporting methodological evidence, and while stating that they used a single (and in many instances inappropriate) method for conducting all null hypothesis statistical testing.
We are especially concerned with two implications stemming from the statement that "only differences that are statistically significant at the 95% level of confidence are commented on" (Ipsos MORI, 2014a: 16) . First, where no other information is provided in the Main Report on statistical inference, and with little additional detail provided in the Technical Report, the reader is left to assume that the authors of the report relied upon appropriate statistical methods for determining what was and was not "significant" and that the results are accurate. Here, we provide an example to show that this assumption of good statistical practice is inaccurate. When discussing perceived risks and benefits of genetically modified (GM) crops, the Main Report states, Those who feel well informed about GM crops are more likely to mention each of the perceived benefits in Figure 12 .5 3 than those who do not feel informed about the technology. (Ipsos MORI, 2014a: 156) There are at least three issues with just this one example statement presenting PAS findings. First, if the authors used t-tests to analyze these differences, as the Technical Report indicates, then they were in error. The nature of the data meant that the dependent variables could not have been normally distributed (as they are not continuous variables), and as such, the assumptions of the independent samples t-test would have been invalidated, leading to an increased risk of both Type I and Type II errors. Second, it is empirically incorrect to say that those who felt well informed were "more likely to mention each of the perceived benefits." As shown in Table 1 , only one of the seven reported benefits was statistically more likely to be mentioned by those who felt well informed. 4 Finally, this statement shows that the Main Report's blanket assertion that only statistically significant differences are commented on is not accurate: The reported difference in the likelihood of mentioning "destruction of natural crop species (18% versus 12%)" is not significant at the 95% level of confidence, χ 2 (1, n = 432) = 2.91, exact p = .108, odds ratio = 1.58, 95% CI = 0.93-2.69.
Our other major concern is that where no other information is provided either in the Main Report or elsewhere on how Ipsos MORI determined which "differences" to comment on in their report, readers are left to assume that any unreported differences are not statistically significant because of the Report's blanket statement that only significant differences are included. Again, this does not seem to be the case. For example, despite an entire chapter of the Main Report being dedicated to differences in public perceptions of engineering and science and despite the numerous comparisons between men and women throughout the report, nowhere is it mentioned that women were significantly less likely to spontaneously mention "Engineering" when asked "when I talk about 'science', what comes to mind?" than were men, χ 2 (1, n = 1749) = 15.91, p < .001, OR = 0.36, 95% CI = 0.21-0.61.
Both of the examples provided above highlight the risk of underreporting or misreporting of results, which is exacerbated by reliance on thin market research industry standards for statistical reporting. We are highlighting these examples because the misapplication and underreporting of statistics could have resulted in both false positives and false negatives and because the failure to employ a more robust reporting procedure leaves readers without any straightforward way of determining whether the reported results are accurate, unbiased, and complete. If a more rigorous reporting standard was required for the PAS survey research, these methodological issues could be clarified much more straightforwardly, without requiring the kind of fresh data analysis we have presented above. Ultimately, we have shown here that there is a real risk that readers are being presented with inaccurate or incomplete conclusions.
Sampling and temporal claims
In this section, we take issue with the common market research industry claim that quota-based sampling methodology is just as good at accurately assessing public attitudes as probability sampling (e.g. Smith, 2008) . By implication, we are raising questions about the claims of PAS-style surveys that used quota sampling and comparisons to those surveys in the PAS 2014 results. While the PAS 2014 survey moved away from the prior surveys' use of problematic quota-based sampling methods, its goal of comparing current science attitudes to past attitudes necessitated comparisons between 2014 results and previous PAS surveys. This means the PAS 2014 study's claims about change over time in science attitudes were based on data obtained using two different techniques. This should raise concern in light of the limitations of non-probability sampling methods. For example, in summarizing their latest report on non-probability sampling, the American Association for Public Opinion Research (AAPOR) states, AAPOR cautions that collecting data and producing estimates in the absence of a sound theoretical basis is inappropriate for making statistical inferences. Probability samples enjoy an underlying theory and set of assumptions that are widely known and accepted. This is generally not the case with non-probability methods. (Task Force on Non-Probability Sampling, 2013: para 5) As it is impossible to know the extent to which prior quota-based surveys accurately reflect the population's characteristics, 5 we contend that temporal claims about change over time in population attitudes based on these surveys are inherently problematic.
In addressing concerns about quota sampling, the PAS 2014 Main Report directs readers to a blog post by a report author, Tim Silman. Here, Silman (2013) not only explains the choice to move to the self-described "gold standard" of sampling but also defends quota sampling: "Studies have [shown] that good quota samples can be comparable to random samples, so we can still make meaningful comparisons with previous waves done on quota" (para 5). This statement in turn links Smith's (2008) argument in defense of quota sampling is that "data from quota and random probability samples are, in the main, comparable" (p. 4). More precisely, Smith avers that there is empirical evidence based on years of successful research showing that quota samples are "reasonably accurate." To support this claim, he cites two studies, "suggesting that the numbers of significant differences between probability sample results are in-line with chance expectation" (Smith, 2008: 5) . However, our search of the academic methodological literature revealed findings that emphatically conflict with Smith's claims (e.g. Guignard et al., 2013) , including one of the two articles cited by Smith, which says that quota samples carry "a greater risk of bias from the exclusion of people who are hard to find or interview" (Stephenson, 1979: 494-495) .
A key concern within social science methodology about using quota sampling is that the risk of error is entirely unknown. Thus, in any one study, a quota sample may resemble a probability sample, but it is impossible to know whether this is the case a priori. The question of whether a UK population survey using probability sampling is substantively equivalent to one using quota sampling is in itself an empirical question, which has been addressed by previous research (e.g. Guignard et al., 2013; Stephenson, 1979) . This question can be answered here by conducting secondary analysis of the raw PAS 2014 data provided by Ipsos MORI. As mentioned earlier, the 2014 survey includes two parts: the main survey (which used probability sampling) and a booster survey of 16-to 24-year-olds (which used quota sampling). This provides a perfect opportunity to test the assumptions put forth by Smith, Silman, and the PAS 2014 report.
Quota versus probability sampling: methodology
Our secondary analysis aims to determine whether the main sample and the booster sample were statistically equivalent and, therefore, whether combining the two samples (as Ipsos MORI did) was appropriate. To test this, we used the Hou (2005) method for combining weighted p-values. A "p-value is the probability of obtaining a value of the test statistic at least as extreme as the one that was actually observed, given that the null hypothesis is true" (Fang and Wit, 2008: 435) . For every variable collected in the PAS 2014 survey, we tested the null hypothesis that the distribution of responses between the probability sampling-based main survey and the quota sampling-based booster survey was the same. 6 Doing this created a vector of p-values that all shared an underlying null hypothesis. When a set of statistical tests share a similar null hypothesis, it is possible to combine those p-values into a single test statistic, which can then be used to determine the probability of the underlying null hypothesis being true (Dai et al., 2014) .
To determine the probability that the p-values were uniformly distributed and, thus, that the two samples were equivalent, we used a simplified version of Good's (1955) method, as proposed by Hou (2005) . This procedure involves creating a weighted Fisher's statistic, which is then evaluated using a scaled chi-squared distribution. The probability result derived from this method can then be used to determine whether the following null hypothesis should be rejected:
H 0 . People sampled using the quota method have the same distribution of responses to the questions in the PAS 2014 survey as people sampled by the probability method.
Under this null, the alternative hypothesis is as follows:
The null hypothesis is false in the case of at least one variable, that is, people sampled using the quota method do not have the same distribution of responses to the questions in the PAS 2014 survey as people sampled by the probability method.
To keep the size of this section from being excessively large, we have moved the rest of the methodological details for this analysis into an Appendix (available at: http://pus.sagepub.com/ content/by/supplemental-data), placed online as supplementary material. There, you will find a description of our data selection and preparation procedures, along with a detailed description of how we analyzed the data set and arrived at the final test results.
Results
We compared 16-to 24 year-olds in the main sample with those in the booster sample across 488 different variables. We performed our initial comparisons twice, first without applying the sampling weights provided by Ipsos MORI and then with those weights applied. Figure 1 shows the distribution of p-values for the first set of tests (i.e. without sampling weights); Figure 2 shows the same for the second set of test (i.e. applying sampling weights). In both cases, there appears to be a significant break from the expected uniform distribution, with the variation especially pronounced in Figure 2 .
We then conducted a set of four combined probability tests. The differences in these four tests were defined by the use of weights, first whether the sampling weights provided by Ipsos MORI were applied when conducting the original analysis and then whether the test weights 7 were applied. The results of these four tests are found in Table 2 . : Fisher, 1932; Stephenson, 1979) . For this plot, the survey data were not weighted prior to running the appropriate statistics. The p-values for interval/ordinal level data were obtained using Mann-Whitney U-tests; p-values for categorical/nominal data were obtained using exact probability χ 2 tests, with cell counts rounded to the nearest integer.
In all four instances, the combined p-value is less than .01. As such, the null hypothesis is rejected, and we can infer that there is a significant difference between the booster sample (which used a quota-based sampling methodology) and the equivalent part of the main sample (which used a probability-based sampling methodology).
Post hoc analysis. Following the steps of Stephenson (1979) , we also explored the "substantive" demographic differences between the booster sample and the main sample. In line with his analysis, these comparisons were conducted using the sampling weights provided by Ipsos MORI. As shown in Table 3 , we found many of the same things as Stephenson, including substantive differences (i.e. ϕ c > .1)-albeit not always "significant" differences-in household composition, working status (especially among males), and geographic location. In addition, we found a substantive difference in social grade, the probability that the respondent had "scientists/engineers among relatives/friends" and the probability that the respondent "works with scientists/engineers."
Implications and limitation
Before discussing the implications of this finding, a limitation must be addressed. This analysis does not account for dependence between the tests. A number of steps were taken to mitigate this : Fisher, 1932; Stephenson, 1979) . For this plot, the survey data were weighted (using the sampling weights provided by Ipsos MORI) prior to running the appropriate statistics. The pvalues for interval/ordinal level data were obtained using Mann-Whitney U-tests; p-values for categorical/ nominal data were obtained using exact probability χ 2 tests, with cell counts rounded to the nearest integer.
problem, namely, the use of a scaled χ 2 distribution, test weights, and conservative hypothesis tests, all of which have been shown to reduce error caused by dependency (e.g. Alves and Yu, 2014) . Additionally, our method is comparable to other studies analyzing the differences between quota and probability samples (i.e. Stephenson, 1979) , lending credibility to our results.
An additional limitation of this analysis is the inability to derive a meaningful effect size estimate across all variables. The goal of this analysis was simply to determine the probability that the distribution of the results obtained from the two sampling methods was different. While the method we used did allow us to answer the question at hand, it did not answer the much larger and more detailed questions of why, how, and to what extent. We strongly encourage future researchers to do just that.
Despite the possible limitations in our analysis, the results clearly indicate that the quota-based sampling methods and the probability-based sampling methods used by Ipsos MORI did not provide equivalent results. Not only does this potentially undermine the reported results involving the 2014 booster survey of 16-to 24-year-olds, but it also calls into question the numerous comparisons to non-probability-based PAS surveys conducted in previous years. Given that the quota sampling-based results reported in previous years may be inaccurate to an extent that is impossible to determine (because no probability-based sampling was employed), there is no reason to believe that comparisons to the results of past quota-based sampling results are valid.
Limitations on data handling and data collection
We now shift the focus of our critique from the PAS 2014 results to its methodology. In general, we are impressed with the detailed reporting of methodology found in the Technical Report. We especially appreciated the detailed description of weighting, pretesting, and sampling. However, in a number of instances, there are serious questions regarding how data were collected and processed, which cast doubt on the quality of the PAS 2014 survey data. We will not document here all the potential issues with the data handling and data collection, as most of these issues are clearly stated in the technical report. We are far more concerned about the information that is not reported. For example, the lack of procedural transparency about data processing for the large number of open-ended questions is a concern because it could have directly affected the PAS 2014 results. Consider question 43, which asks, "And what would you say are the main risks, if any, of genetically modified crops" (Ipsos MORI, 2014b: 52) . For this question, field workers were instructed: "Do not prompt. Probe fully" (Ipsos MORI, 2014b: 52) . This and a number of similar questions are clearly "open-ended questions," yet the technical report unequivocally states, "There were no open-ended questions in the survey" (Ipsos MORI, 2014b: 17) .
While this may seem like an inherent contradiction and simply a mistake, it is not. Instead, field workers were provided with a set of prespecified possible responses "based on what respondents gave as answers at the cognitive testing and pilot survey stages" (J. N. Shah, personal communication, 30 June 2014) . If the field worker could find a way to place a response into one of the preidentified categories, they were instructed to do so. The actual response was only recorded if there was no way to make the response fit. These responses were then coded by "members of Ipsos MORI's coding department" (Ipsos MORI, 2014b: 17) using an unspecified methodology.
This procedure is in many ways methodologically questionable and makes it hard for an independent researcher to tell whether the results accurately represent what respondents said. The failure to check for inter-coder reliability among field workers, not recording most openended responses, and failing to specify the coding decision rules that were used are all issues we see with this procedure for dealing with open-ended survey data. Most problematically, there is no way to verify the validity of the data presented by Ipsos MORI from any of these open-ended questions: Decision-making may have been completely idiosyncratic depending on subjective assessments by data collectors while administering surveys. In sum, the methodological procedure for processing qualitative survey data from all of the open-ended items in PAS 2014 makes it hard, if not impossible, to verify their reliability. We feel that this methodology falls far short of well-established minimum standards in social scientific research for quantifying such data (e.g. Krippendorf, 2013; Neuendorf, 2002) . Because key information was either underreported or left unreported and because of issues with how open-ended data were handled and processed, it is hard to trust the results, making them potentially unsuitable for secondary analysis by social scientists that might wish to conduct a more sophisticated analysis of the PAS 2014 data.
Discussion
This essay has summarized and critically evaluated the 2014 PAS survey. Clearly, changing sampling techniques to approximate a probability-based approach was a good decision by the PAS 2014 steering group. However, the importance of the PAS survey within UK science policy means that the results must hold up under a high level of scrutiny. Our review has revealed a number of methodological limitations that potentially undermine some of the headline claims about public attitudes toward science and scientists made in the PAS 2014 report. Specifically, we highlight that improvements are required in reporting practices to reduce the possibility of leading readers to infer false or overstated conclusions. We also demonstrate the limitations in the survey's continued reliance on quota sampling. We would recommend that the government focus its resource investment on ensuring systematic methods are used to reach young people, for example, oversampling using the same technique as the main survey. As long as the quantitative findings are important, it would be better to ask fewer questions to save cost, rather than sacrificing the quality of the sampling methods. Finally, we discuss limitations in the methods used by Ipsos MORI to conduct the 2014 survey data collection and analysis.
We believe there is a broader value in highlighting such technical issues because the methodological limitations we have found in this study appear to be commonplace in UK governmentfunded public attitudes research, such as the Department for Climate Change's "Public attitudes tracking survey" (https://www.gov.uk/government/collections/public-attitudes-tracking-survey). Thus, we would urge social scientists to check carefully (at least) the technical details flagged up in this essay prior to relying upon these and similar survey results in their own academic research.
Ultimately, some (if not most) of the PAS 2014 results emerge from our critique largely unscathed. The reported percentages of the UK population holding particular attitudes in 2013 (based on the closed-ended survey items) are among the findings most likely to be accurate. Likewise, comparisons between the closed-ended items in the PAS 2014 survey and the 1988 and 1996 Public Understanding of Science surveys (conducted with probability samples) are also likely to be valid. Therefore, we would encourage researchers considering using PAS data for secondary analysis to concentrate their efforts on these elements while paying attention to the quality of survey question design when choosing which items to analyze.
At the same time, this review has shown that a number of key claims made based on PAS 2014 data are not adequately evidenced due to potential methodological flaws or chronic underreporting of essential details. For example, the failure to report p-values, test statistics, and so on in either the main report or the technical report forces the reader to simply trust that Ipsos MORI did everything right in their statistical analysis. However, this review suggests such blind trust is not fully warranted. Moreover, we argue that any temporal claims about changes in the prevalence of particular attitudes over time between PAS surveys cannot be considered robust given the failure to use probability sampling in prior iterations of the PAS survey. Likewise, we have demonstrated that PAS 2014-based claims about the prevalence of different attitudes among young people are not robust given the mixture of probability and non-probability sampling used to derive these figures. Our analysis comparing the main sample and booster sample for young people reinforces the wellestablished social research principle that quota sampling cannot be assumed to be equivalent to probability-based sampling techniques. This also reinforces concern that the previous quota sampling-based PAS surveys in 2000, 2008, and 2011 may not provide accurate accounts of the prevalence of different science attitudes in the UK population.
While we have addressed a number of key issues in this review, there are further statistical tests and methodological reviews that would be beneficial for understanding the nature and extent of potential limitations in the PAS 2014 and previous PAS studies. It would be useful to conduct a thorough analysis to determine the extent to which the PAS 2014 survey results are suffering from false-positive and false-negative findings. We would also recommend that researchers considering using PAS 2014 data generated through the open-ended survey items undertake a more detailed assessment of the open-ended response options than we have been able to do here. Finally, a sensitivity analysis could be conducted to evaluate the degree to which the quota sampling used in previous iterations of the PAS studies may have affected the accuracy of their results.
In sum, higher quality research is still needed to fully address the worthwhile objectives of the PAS survey. It is particularly concerning that this flagship government-commissioned survey by a leading market research and public opinion polling company with ample funding to use (what they describe as) "gold standard" methods contains potentially problematic research practices. Policy, practice, and academic communities should take account of the limitations we have identified when using results from this important survey. Finally, given the quality issues we highlight, government stakeholders should evaluate whether their tendering and procurement procedures are leading to the best use of government resources.
