Abstract. This paper investigates Bennett's notions of strong and weak computational depth (also called logical depth) for infinite binary sequences. Roughly, an infinite binary sequence x is defined to be weakly useful if every element of a non-negligible set of decidable sequences is reducible to x in recursively bounded time. It is shown that every weakly useful sequence is strongly deep. This result (which generalizes Bennett's observation that the halting problem is strongly deep) implies that every high Turing degree contains strongly deep sequences, it is also shown that, in the sense of Baire category, almost every infinite binary sequence is weakly deep, but not strongly deep.
Introduction
Algorithmic information theory, as developed by Solomonoff [35] , Kolmogorov [13, 14, 15] , Chaitin [7, 8, 9, 10] , 28] , Levin [39, 17, 18, 20, 21, 19, 22] , Schnorr [31] , Gs [11] , Shen' [32, 33] , and others, gives a satisfactory, quantitative account of the information content of individual binary strings (finite) and binary sequences (infinite). However, a given quantity of information may be organized in various ways, rendering it more or less useful for various computational purposes. In order to quantify the degree to which the information in a computational, physical, or biological object has been organized, Bennett [3, 4] has extended algorithmic information theory by defining and investigating the computational depth of binary strings and binary sequences.
Roughly speaking, the computational depth (called "logical depth" by Bennett [3, 4] ) of an object is the amount of time required for an algorithm to derive the object from its shortest description. Since this shortest description contains M1 the information in the object, the depth thus represents the amount of "computational work" that has been "added" to this information and "stored in the organization" of the object. (Depth is closely related to Adleman's notion of "potential" [1] and Koppel's notion of "sophistication" [16] .)
One way to investigate the computational usefulness of an object is to investigate the class of computational problems that can be solved efficiently, given access to the object. When the object is an infinite binary sequence, i.e., a sequence x E {0, 1}% this typically amounts to investigating the class of binary * This research was supported in part by National Science Foundation Grant CCR-9157382, with matching funds from Rockwell International.
strings y E {0, l} ~176 that are Turing reducible to x in some recursive time bound s : N ~ N. For example, consider the diagonal halting problem XK E {0, l} ~ whose n th bit xK[n] is 1 if and only if M,, the n th Turing machine, halts on input n. It is well-known that X~ is useful, in the sense that every recursive sequence (in fact, every recursively enumerable sequence) y E {0, 1 }oo is Turing reducible to XK in polynomial time.
An interesting feature of this example is that X~ has relatively low information content. In fact, an n-bit prefix of XK, denoted XK[0..n -1], contains only O(log n) bits of algorithmic information [2] . This is because XK [0..n-l] is completely specified by the number of indices i E {0,..., n-1 } such that the/th Turing machine Mi halts on input i. Once this O(log n)-bit number is known, direct simulation of Mo, M1,..., M,,-I on inputs 0, 1,..., n -1, respectively, will eventually determine all n bits of XK[0..n -1].
In contrast, consider a sequence z E {0, 1} ~176 that is algorithm. [27] , so the information content of z is exponentially greater than that of XKOn the other hand, z is much less useful than XK, in the following sense. While every recursive sequence is Turing reducible to XK in polynomial time, a recttrsive sequence y E {0, 1} ~176 is Turing reducible to z in polynomial time if and only if y is in the complexity class BPP [4, 6] . Since BPP contains only the simplest recursive.sequences, this means that, for the purpose of efficiently deciding recursive sequences, XK is much more useful than an algorithmically random sequence z.
Bennett has argued that the computational usefulness of XK derives not from its algorithmic information content (which is relatively low), but rather from its computational depth. In support of this thesis, Bennett [4] has proven that XK is strongly deep, while no algorithmically random sequence can even be weakly deep.
This paper furthers Bennett's investigation of the computational depth of infinite binary sequences. We pay particular, quantitative attention to interactions between computational depth and time-bounded Turing reductions.
In order to further investigate the above-discussed notion of the computational usefulness of a sequence z E {0, l} ~176 we quantify the size of the set of recursive sequences that are Turing reducible to x within some recursive time bound. For this purpose, let REC be the set of all recnrsive (i.e., decidable) sequences, and, for a recursive time bound s : N ---* N, let DTIMEa(s) be the ./DTIME(s) set of all sequences y E {0, 1) ~ such that y --~T x. We are interested in the size of DTIME*(s) M REC as a subset of REC. To quantify this, we use a special case of the resource-bounded measure theory of Lutz [24, 25] . Intuitively, this theory, a generalization of classical Lebesgue measure theory, defines a set X of infinite binary sequences to have measure 0 in REC if X M REC is a negligibly small subset of REC.
In this paper, we define a sequence z E {0, l} ~~ to be weakly useful if there
