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Research hypothesis in non-existential formThis paper demonstrates that there is currently a widespread misuse of two-tailed testing for directional re-
search hypotheses tests. One probable reason for this overuse of two-tailed testing is the seemingly valid be-
liefs that two-tailed testing is more conservative and safer than one-tailed testing. However, the authors
examine the legitimacy of this notion and ﬁnd it to be ﬂawed. A second and more fundamental cause of
the current problem is the pervasive oversight in making a clear distinction between the research hypothesis
and the statistical hypothesis. Based upon the explicated, sound relationship between the research and sta-
tistical hypotheses, the authors propose a new scheme of hypothesis classiﬁcation to facilitate and clarify
the proper use of statistical hypothesis testing in empirical research.
© 2012 Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction
Standard textbooks on statistics clearly state that non-directional
research hypotheses should be tested using two-tailed testing while
one-tailed testing is appropriate for testing directional research hy-
potheses (e.g., Churchill & Iacobucci, 2002, p. 660; Pfaffenberger &
Patterson, 1987, pp. 403–569). However, during the actual conduct
of statistical testing, this advice is not often heeded. According to
our observation of 492 recent empirical articles that have used struc-
tural equation modeling (SEM), regression analysis, and analysis of
variance (ANOVA) in ﬁve selected marketing research-related jour-
nals, the Journal of Marketing, Journal of Marketing Research,Marketing
Science, Journal of Consumer Research, and Advances in Consumer Re-
search (2001–2005), there were 2703 (N=2703) research hypothe-
ses in total. Overall, 90.9% (n=2458) of them are expressed in
directional form, but only 9.1% (n=245) of them are described in
non-directional form.
However, to test directional research hypotheses, 74.8% (n=368) of
the articles used two-tailed testing while only 10.6% (n=52) of the ar-
ticles used one-tailed testing, and 14.6% (n=72) of them were non-
classiﬁable. The purposes of this article are (1) to investigate why this
practice, which runs counter to standard textbook advice, is happening,rsity and Richard P. Bagozzi at
aUniversity, 1-6-1 Nishiwaseda,
o), shuzo@waseda.jp (S. Abe).
University (ERICA Campus),
5-791, Republic of Korea.
-NC-ND license.(2) to explicate why it slows down the process of rigorous knowledge
building in the ﬁelds of marketing and business, and (3) to propose a
new scheme of hypothesis classiﬁcation to eliminate such unnoticed
confusion.
There are three probable reasons for this widespread overuse of
two-tailed testing for directional research hypotheses tests. One rea-
son is technical in nature; quite often, the currently available software
programs of standard statistical tools, such as EQS and AMOS in SEM
and regression analysis in SPSS, only provide two-tailed p values with
regard to the t tests on the free parameters to be tested. When ANOVA
is used in experimental research, the signiﬁcance level on the upper
tail in the F-table looks like one-tailed testing, but what it actually
provides is “right-sided” two-tailed testing (Kaiser, 1960). It is then
understandable that busy researchers who may be unaware of these
facts only report the p values provided by their statistical software
without considering the difference of p values between one-tailed
and two-tailed testing.
The second reason is that some marketing researchers may think
that when using two-tailed testing, they can be more rigorous or con-
servative in their empirical research. This conception is thought to be
inﬂuenced by arguments for substituting two-tailed testing for one-
tailed testing in other ﬁelds of social sciences, mainly in psychology
(e.g., Braver, 1975; Howell, 2007, pp. 98–100; Kimmel, 1957).
The third reason is that a number of researchers have not paid
enough attention to making a clear distinction and a logical linkage be-
tween the research hypothesis (RH) (i.e., RH expressed by a verbal
statement about some testable relationship between concepts) and its
statistical hypothesis (i.e., H0 and H1 expressed by a pair of complemen-
tary parameters). They may not be aware of the difference between the
two expressivemodes or aware of the logical ﬂow inwhich the research
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convenience-orientedmixing of the research and statistical hypotheses
may be a cause of the overuse of two-tailed testing even in situations
where the use of two-tailed testing is inappropriate.
The ﬁrst reason described above is directly accountable for the
current overuse of two-tailed testing. However, it rests on assumptions
that favor two-tailed testing, whichwe ﬁnd problematic. Therefore, it is
necessary to examine if the arguments in support of two-tailed testing
are valid. The authors believe, however, that the fundamental cause of
the current problems lies in the third category: oversight of the proper
sequence of hypothesis formation. As long as researchers lack clarity
and rigor in deﬁning the logical relationships between the research hy-
pothesis and the statistical hypothesis, the current practice will prevail.
Based upon careful examination of these points, this paper proposes
new deﬁnitions of hypothesis to prevent these misconceptions that
weaken and mislead scientiﬁc methods in empirical research.
2. Examinations of reasons in favor of two-tailed testing
According to the proponents of two-tailed testing, two major
reasons support the preference for two-tailed to one-tailed testing
(for a more detailed discussion, see Braver, 1975; Harris, 1995,
pp. 248–251; Howell, 2007, pp. 98–100; Kimmel, 1957; Pillemer,
1991). First, by substituting two-tailed testing for one-tailed testing
at a given level of signiﬁcance α, researchers subsequently come to use
a larger magnitude of the critical value and can conduct a more conser-
vative, rigorous test. Second, researchers occasionally ﬁnd cases where
the sign of the parameter to be tested turn out to be signiﬁcant in the
opposite direction from the one anticipated. Using two-tailed testing
provides researchers with a “safeguard” against this unexpected result.
2.1. Is two-tailed testing a more rigorous test?
With regard to the ﬁrst cause mentioned above, two-tailed testing
does provide amore conservative, rigid test at a givenα level. However,
researchers need to recognize that substituting two-tailed testing for
one-tailed testing leads to a lack of logical consistency and an inaccurate
or mistaken empirical conclusion at a given level of signiﬁcance α. It is
worth noting that statistical testing is just one part of empirical testing
for acquiring scientiﬁc knowledge. Research hypotheses are usually
derived from a “theoretical framework or model” (e.g., Chandran &
Morwitz, 2005; Selnes & Sallis, 2003) or from a “conceptual background
or model” (e.g., Slotegraaf & Inman, 2004; Smeesters & Mandel,
2006). The directionality or non-directionality of the research hy-
pothesis is usually determined by such theoretical grounds. In turn,
the directionality/non-directionality of each research hypothesis
determines the directionality/non-directionality of its alternative
hypothesis.
For example, if a research hypothesis presumes a positive relation-
ship between two constructs, then right-tailed testing is appropriate;
however, if the relationship is a negative one, then left-tailed testing
is undertaken. Because two-tailed testing, by its very nature, does
not reﬂect the directionality of the research hypothesis, it is apparent
that it loses the exact logical connection between the directional re-
search hypothesis and its statistical hypothesis. Here, it must be em-
phasized that the whole process of empirical theory testing must be
done logically and consistently as follows: (1) the deduction of the re-
search hypothesis from the theory, (2) the exact translation of the re-
search hypothesis into its statistical hypothesis, (3) conducting the
test of the statistical hypothesis by sample data, (4) supporting (or
not supporting) the research hypothesis, and (5) ﬁnally, supporting
(or not supporting) the theory. Thus, preserving statistical conserva-
tiveness at the expense of logical exactness is not a well-conceived
approach. In other words, researchers need to use an approach that
is both rigorous and logically consistent. If one wants to achieve a
more rigorous test result when testing a directional hypothesis,then it is sufﬁcient to use a more rigid level of signiﬁcance within
one-tailed testing rather than resorting to inaccurate two-tailed test-
ing. In this case, one can achieve both objectives simultaneously. In
this sense, because one-tailed testing is more liberal than two-tailed
testing at a given level of signiﬁcance, if one wants to maintain the
same rigorousness between them in t- or F-testing, then it is enough
to halve both the two-tailed p value and the relevant two-tailed α in
the “pbα criterion” (e.g., “p=0.09: pb0.10” for inexact two-tailed
testing, however, “p=0.045: pb0.05” for exact one-tailed testing).
In particular, we need to recall the technical factor that all the calcu-
lated p values in F tests are always two-tailed p values (Kaiser, 1960)
even though they are located on the upper tales in the F distributions.
Therefore, for directional decisions in F tests using planned contrasts,
the two-tailed p values should be halved. This technical factor may
appear to be a trivial matter; however, when one scrutinizes the
true impact it may bring about in the current and future research in
marketing and business, its meaning is more than signiﬁcant. If re-
searchers do not pay enough attention to the exactness in making
their judgments with regard to their empirical testing results, it
would lead to inaccurate or mistaken empirical conclusions in each
individual study, and in the long run, it would have cumulative, im-
measurable, negative effects on knowledge building.
Here, it is important to note that the authors of the present study
are not advocating looser criteria with one-tailed testing; what is
needed is to grasp the exact statistics in interpreting statistical testing
results. Being inexact under the name of being conservative is not rec-
ommendable. In that sense, the authors think that merely reporting
testing results such as “It was found to be statistically signiﬁcant at
the 0.05 level of signiﬁcance (i.e., pb0.05).” is not good enough. Re-
searchers need to report the exact p values, conﬁdence intervals (if
necessary), and effect sizes, such as correlation coefﬁcients and the
mean differences to facilitate knowledge accumulation in their ﬁeld
(Board of Scientiﬁc Affairs, 1996). In the ﬁeld of psychology, a con-
tinuing controversy (Harlow, Mulaik, & Steiger, 1997; Nickerson,
2000) has been revolving around the limitations of null hypothesis
signiﬁcance testing.
2.2. Can two-tailed testing be a safeguard against an unexpected result?
Pertaining to the second concern, at ﬁrst glance there appears to
be some value in ﬁnding out the signiﬁcance in the opposite direction
with two-tailed testing. For some proponents of two-tailed testing
(e.g., Burke, 1953), this seems to be the single most important reason
to support two-tailed testing, even if it creates a logically decoupled
state between the directional research hypothesis and its statistical
hypothesis. In this case, however, the role of statistical testing is sim-
ple and clear: it is to provide supportive or non-supportive evidence
to the directional research hypothesis (e.g., RH1: … has a positive in-
ﬂuence on…) and its underlying theory. The research hypothesis
RH1 is supported when the calculated value of the parameter is posi-
tive and statistically signiﬁcant by right-tailed testing. Otherwise,
even in the case where the test result is signiﬁcant in the opposite di-
rection, RH1 is not supported (e.g., Piamphongsant & Mandhachitara,
2008; Shukla, 2011; Srite, Galvin, Ahuja, & Karahanna, 2007). This re-
sult is because the researchers failed to acquire supporting evidence
for the RH1 and its underlying theory. The latter corresponds to
cases where the calculated value of the parameter is positive but
not signiﬁcant, or the calculated value is negative regardless of its sig-
niﬁcance. Therefore, to empirically negate the directional research
hypothesis RH1, it is sufﬁcient to ﬁnd out whether the calculated
value is insigniﬁcant in the hypothesized direction. This process can
be exempliﬁed in the following action-related example. A ﬁrm is con-
templating the test of a new product X, which is expected to outsell
the existing product Y. If the market test data indicate that the perfor-
mance of X is not signiﬁcantly better than that of Y, then the new
product X should not be introduced. Checking if the performance of
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bring about any subsequent change in the course of action (Kimmel,
1957, criterion 2).
Two other reasons presented by the proponents of two-tailed
testing are that ﬁnding such unexpected results may beneﬁt the
development of theories in the ﬁeld (Burke, 1953) and that in social
sciences, it is rare to ﬁnd a well-formulated theory to deduce research
hypotheses that accompany stable predictions (Burke, 1953; Pillemer,
1991). The authors cannot completely deny the points in this line
of argument, but it also contains weaknesses. Although it is very
important to thoroughly investigate the true cause of an unanticipated
opposite result, such as possible research-design or theory deﬁciency,
it isworth noting that it should be regarded as amatter to be considered
within the discussion section of an empirical research paper. Finding an
unexpected result and using it for the development of a newly revised
theory belongs to the context of discovery. It should be handled
separately from the context of justiﬁcation, which is theory testing. As
far as the statistical test of the directional research hypothesis is con-
cerned, it should be conducted in the most logical and systematic way
possible. Bringing the exploratory research purpose into the hypothesis
testing process and making it a necessary routine procedure should be
avoided. In this case, researchers should apply a fundamental principle
of contemporary scientiﬁc philosophy; that is, researchers should not
mix up the context of justiﬁcation with the context of discovery
(Hunt, 1991, pp. 22–26).
For the present stage of theory development in the ﬁelds of market-
ing and business, it is necessary to admit that we have not yet reached
the stage of having a core of well-established theories. However, this
awareness does not mean that marketing and business researchers
should become less theory-oriented. Although the theories we are
testing may not be well-established ones, we should deduce research
hypotheses as rigidly as possible and follow the most logical steps in
testing them. Empirical tests conducted under the light of “theory”
(e.g., Anderson, 1983; Hunt, 1991, p. 168), rather than through reasons
of convenience, will contribute better to the sound development of
scientiﬁc knowledge. One cannot overemphasize the vital role of
the research hypothesis as well as its underlying theory, however
naïve the stage of the theory may be, in conducting statistical testing.
It is the underlying “naïve” theory of the research hypothesis that
provides the logical reason why construct A positively or negatively
inﬂuences construct B. The “naïve” theory provides us with the starting
point for the future development of better theories. At this point, some
researchers (e.g., Burke, 1953)may argue that one-tailed testing should
be applied only when the situation accompanies absolute reasons to
believe a particular result. However, this notion is also untenable
because a research hypothesis is inferential in its very nature. The true
purpose of statistical testing is to test the statistical validity of that
inference.
The impact of properly using one-tailed testing would be tremen-
dous. Researchers could avoidmaking inaccurate ormistaken empirical
conclusions at a given level of signiﬁcance α (e.g., “p=0.08: p>0.05”
for inexact two-tailed testing, however, “p=0.04: pb0.05” for exact
one-tailed testing). With a given sample size, the result of one-tailed
testing would providemore accurate informationwhether a directional
research hypothesis is supported or not.
3. The confusion between the research and statistical hypotheses
3.1. Prevailing confusion
The previous section has shown that the reasons for supporting
two-tailed testing for directional research hypotheses tests are not
as legitimate as they ﬁrst appeared. Additionally, the previous argu-
ments have made it clear that, because the directional statistical hy-
pothesis should be derived from the directional research hypothesis,
using two-tailed testing to test this directional research hypothesisis not in accord with this basic rule. The authors believe that the cur-
rent overuse of two-tailed testing stems from the favorable views on
two-tailed testing and from researchers’ blindness because they are
unaware that they are breaking this basic rule. Let us now see how
this rule, which dictates the ﬂow from the research hypothesis to
the statistical hypothesis, is often violated in the ﬁelds of marketing,
business, and other social sciences.
The following type of hypothesis expression appears frequently in
a large amount of the methodology literature.
H1. Males self-disclose more than females.
H0. There is no difference between males and females with respect to
self-disclosure (italics added) (Frey, Botan, & Kreps, 2000, p. 326).
It is clear that this example contains deﬁnitional confusion be-
tween the expressive mode of the research hypothesis (RH expressed
by a verbal statement about some testable relationship between con-
cepts) and that of the statistical hypothesis (H0 and H1 expressed by a
pair of complementary parameters). There is neither a clear distinc-
tion nor an exact linkage between the research hypothesis, RH, and
its statistical hypothesis, H0 and H1. “RH per se” is identiﬁed with
the alternative hypothesis H1, and the “opposite of RH” is identiﬁed
with the null hypothesis H0. In addition, the verbally expressed “H0:
…no difference…” and the verbally expressed “H1: …more than…”
are not complementary to each other. Under such confusion, (1) sta-
tistical testing would be misunderstood as a direct test between “H0:
the opposite of RH” and “H1: RH per se,” (2) because the verbally
expressed H0 involves only a “no difference (i.e., =) sign,” it is likely
to mislead us into believing that two-tailed testing is applicable, and
(3) the verbally expressed null hypothesis has been frequently mis-
understood as the “object of falsiﬁcation” (e.g., Ledford, 2001; Miller
& Fox, 2001) or as the “object of strong inference” (e.g., Brinberg,
Lynch, & Sawyer, 1992; Ruscio, 1999), although the “straw-person”
null hypothesis has no basis in theory. One should remember that
“falsiﬁcation (Popper, 1959)” is Popper's alleged basic nature of scien-
tiﬁc knowledge and that “strong inference (Platt, 1964)” is a process
of pitting competing research hypotheses against each other where
each is based on a different theory.
However, if one clearly distinguishes the expressive mode of the
research hypothesis from that of the statistical hypothesis, then the
exact logical linkage between the research hypothesis (i.e., RH) and
its statistical hypothesis (i.e., H0 and H1) can be made as follows:
RH. “Males self-disclose more than females.”
H0. μMale≤μFemale [the negation of the assertion]
H1. μMale>μFemale [the assertion]
Evidently, because the null hypothesis, “H0: μMale≤μFemale,”
includes the “≤” sign, there is no way to apply two-tailed testing
to it. It is worth noting that statistical testing is the test between
“H0: μMale≤μFemale” and “H1: μMale>μFemale”, and this test result
should be used as indirect evidence for supporting or not-supporting
RH; that is, “rejecting/not-rejecting the ‘straw-person’ H0” leads to
“accepting/not-accepting the ‘substantive’ H1” and this result, in turn,
leads to “supporting/not-supporting RH,” respectively (e.g., Kerlinger
& Lee, 2000, p. 279).
Clarifying the difference between the research and statistical hy-
potheses is important; it prevents us from classiﬁcatory confusion
caused by the oversight of the coexistence of two different types of
research hypotheses. Almost all the research hypotheses derived
from theories can be classiﬁed into two types: the research hypothe-
sis in existential form (RHEF) and the research hypothesis in non-
existential form (RHNF). The former RHEF, which is most common,
involves verbal assertions about the existence of some testable
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(e.g., Bagozzi, 1980), “is positively related to” (e.g., Loken & Ward,
1990), or “is greater than” (e.g., Biehal & Sheinin, 2007). However,
the latter RHNF is occasionally set up as a research hypothesis. It usu-
ally includes verbal assertions about the nonexistence of some testable
relationship between concepts, such as “has no inﬂuence on” (e.g.,
Bagozzi, 1980), “is unrelated to” (e.g., Loken & Ward, 1990), or
“there is no difference” (e.g., Biehal & Sheinin, 2007). Unfortunately,
RHEF has been frequently misunderstood as the alternative hypothe-
sis and RHNF as the null hypothesis (e.g., Balachander & Ghose, 2003).
In translating RHEF or RHNF into its own statistical hypothesis, it is
important to note the fundamental difference, as in the following
example:
RH1. “Regret has no inﬂuence on complaint intentions, whereas
satisfaction has a negative inﬂuence on complaint intentions” (Tsiros
& Mittal, 2000, H6; this is a good example involving both RHEF and
RHNF).
RH1a. “Regret has no inﬂuence on complaint intentions” (italics added).
[RHNF]
H0. γ11=0 (the assertion)
H1. γ11≠0 (the negation of the assertion)
RH1b. “Satisfaction has a negative inﬂuence on complaint intentions”
(italics added). [RHEF]
H0. γ21≥0 (the negation of the assertion)
H1. γ21b0 (the assertion)
When translating each of the two types of the research hypothesis
into its statistical hypothesis, as statisticians commonly note, the null
hypothesis H0 and the alternative hypothesis H1 should be mutually
exclusive and collectively exhaustive (e.g., Casella & Berger, 1990, p.
345); an equality sign (i.e., =, ≤, or ≥) should always appear in the
null hypothesis, H0 (e.g., Harnett & Soni, 1991, p. 331). The above ex-
ample clearly shows a distinction and a logical linkage between the
expressive mode of the research hypothesis (i.e., RHEF and RHNF)
and that of the statistical hypothesis (i.e., each pair of H0 and H1).
Note that in the case of translating RHEF, such as RH1b, into its statis-
tical hypothesis, researchers should place the assertion in the alterna-
tive hypothesis H1; however, when translating RHNF, such as RH1a,
into its statistical hypothesis, the assertion should be put in the null
hypothesis H0, rather than in the alternative hypothesis H1. Note
that this logic of proof to accept H0 in RHNF is weak. As Wonnacott
and Wonnacott (1984, p. 277) note, “Statistical testing does not pro-
vide a formal criterion to accept the null hypothesis.” If the test result
that the null hypothesis H0 of RHNF is accepted, it does not guarantee
that H0 is true. All one can do is adopt a smaller conﬁdence interval so
that it includes the value assumed by H0 (frequently 0, but not always
0), then one can have stronger evidence for the null hypothesis (Frick,
1995; Nickerson, 2000). Researchers need to prepare a larger sample
size to achieve a small conﬁdence interval.
The above examinations of the current deﬁnitional and classiﬁcatory
confusion with regard to the research and statistical hypotheses have
shown thatwithout a clear distinction between the research hypothesis
and the statistical hypothesis, the basic rule of empirical testing where
the two expressive modes of the research hypothesis (i.e., RHEF and
RHNF) determine the formof the statistical hypothesis is easily violated.
As a result, a less rigorous form of statistical testing, such as adopting
two-tailed testing for a directional research hypothesis test, has become
a common practice. The current confusion involves other forms of mis-
understanding as well, such as starting from the use of logic of disproof
(i.e., proof by contradiction) as the basis for settingup the null and alter-
native hypotheses (e.g., Anderson, Sweeney, & Williams, 1999, p. 330)and then moving back to specifying the research hypothesis and, as a
consequence, overlooking a certain category of the research hypothesis
(i.e., RHNF), which should be handled with additional carefulness. Un-
less researchers make a clear distinction between the research and sta-
tistical hypotheses and observe the correct relationships between them,
less rigorous use of statistical testing is hard to eliminate. Thus, while it
is less convenient and looks somewhat redundant, it is important to fol-
low the orderly sequence of the empirical testing procedure even when
researchers use statistical null hypothesis testing methods.
It may be thought that making a clear distinction between the re-
search hypothesis and the statistical hypothesis is simple enough. Al-
though it may look simple at a glance, it is not that easy, because the
problem lies between two different levels of methodology. Generally
speaking, there are three levels of methodology. The uppermost level
is that of scientiﬁc philosophy, in which the basic questions addressed
are “How can we draw a demarcation line between scientiﬁc knowl-
edge and all the other types of knowledge?” or “How can we assure
that scientiﬁc knowledge is making an advance?” The second level
of methodology is concerned with the development and test of a spe-
ciﬁc theory. It is related to logical and empirical validity of a theory.
Finally, the third level of methodology is more technical in nature.
Generally, it is related to how to conduct statistical testing. All three
levels are important, but no less important are the interrelationships
between and among the three levels. This article mainly discusses the
relationships between the second and third levels of methodology
and asserts that the second level of methodological decision dictates
the lower level consideration. Some researchers who pay attention
to the third level may miss the hierarchical relationships between
and among the three levels of the methodology.
3.2. Two legitimate situations for two-tailed testing
This paper does not propose the elimination of two-tailed testing
in the context of theory testing because there are two different
types of situations where two-tailed testing is appropriate. First,
when researchers do not have sufﬁcient level of knowledge that pro-
vides for the directionality of the research hypotheses, the research
hypotheses may take the form of non-directional ones and the subse-
quent use of two-tailed testing is appropriate (e.g., Gravetter &
Wallnau, 2007, p. 253). Second, two-tailed testing should be used
when researchers set up non-directional research hypotheses (i.e.,
RHNF) pertaining to the nonexistence of some testable relationship
between concepts, such as “has no inﬂuence on” (e.g., Bagozzi,
1980), “has no relation to” (e.g., Loken &Ward, 1990), or “is no differ-
ence” (e.g., Biehal & Sheinin, 2007).
3.3. Four new deﬁnitions regarding research and statistical hypotheses
Now, based upon a clear distinction and upon an exact connection
between the expressive mode of the research hypothesis (i.e., RHEF
and RHNF) and that of the statistical hypothesis (i.e., H0 and H1),
the authors propose the following four new deﬁnitions with regard
to the research hypothesis and the statistical hypothesis. These four
deﬁnitions are meant to remove the prevailing confusion in deﬁni-
tional and classiﬁcatory hypothesis use associated with the process
of empirical hypothesis testing in marketing and business research.
They provide marketing and business researchers not only with a
new scheme of hypothesis classiﬁcation but also with clear guidelines
for the orderly setting up of the statistical hypothesis, H0 and H1.
Deﬁnition 1. The research hypothesis derived from theory and/or
extended observation is a verbal statement about the assertion of
some testable relationship between two or more concepts.
Deﬁnition 2. The statistical hypothesis is the assertion and its negation
that are expressed by a pair of mutually exclusive and collectively
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of a population distribution. Between the assertion and its negation
described by a pair of complementary parameters or statistical
terms, the part involving an equality sign (i.e., =, ≤, or ≥) always
appears in the null hypothesis H0, and the other part not involving
an equality sign always appears in the alternative hypothesis H1.
Deﬁnition 3. The expressive mode of the research hypothesis con-
sists of the research hypothesis in existential form (i.e., RHEF) and
the research hypothesis in non-existential form (i.e., RHNF). RHEF is
a research hypothesis that involves the assertion about the existence
of some testable relationship between concepts, such as “has a posi-
tive effect on,” “has a negative relation to,” or “there is a difference.”
On the other hand, RHNF is a research hypothesis that includes the
assertion about the nonexistence of some testable relationship be-
tween concepts, such as “has no effect on,” “has no relation to,” or
“there is no difference.” In rare cases, if the assertion has two forms
together, such as “has no inﬂuence or negative inﬂuence on,” then it
is classiﬁed as RHNF.
Deﬁnition 4. The research hypothesis should be translated into the
statistical hypothesis. In the case of translating RHEF into its statistical
hypothesis H0 and H1, researchers should put the negation of the as-
sertion expressed by the parameter(s) or statistical terms in the null
hypothesis H0, and the assertion described by the parameter(s) or
statistical terms in the alternative hypothesis H1. However, when
translating RHNF into its statistical hypothesis H0 and H1, researchers
should put the assertion expressed by the parameter(s) or statistical
terms in the null hypothesis H0 and the negation of the assertion de-
scribed by the parameter(s) or statistical terms in the alternative hy-
pothesis H1.4. Conclusions
According to the authors’ observation of 2703 research hypotheses
in JM, JMR,MS, JCR, and ACR (2001–2005), 90.9% (n=2458) are judged
to be directional research hypotheses. Of the 492 articles that contain
the directional research hypotheses, 368 articles (74.8%) use two-
tailed testing, 52 articles (10.6%) use one-tailed testing, and the
remaining 72 articles (14.6%) were non-classiﬁable. The authors
have identiﬁed three categories of reasons that caused this over-
whelming use of two-tailed testing for directional research hypothe-
ses. One category of reasons is researchers’ oversight of the currently
available p values in t- or F tests usually being those for two-tailed
testing. For correct directional decisions, we have noted that the
two-tailed p values should be halved. Otherwise, researchers are likely
to draw inaccurate or mistaken empirical conclusions at a given level
of signiﬁcance α (e.g., “p=0.08: p>0.05” for inexact two-tailed test-
ing, however, “p=0.04: pb0.05” for exact one-tailed testing).
The second category of reasons is the notion that two-tailed test-
ing is scientiﬁcally more conservative and safer. This paper's conclu-
sion is that the arguments made by the proponents for two-tailed
testing are not legitimate. Although two-tailed testing is more conser-
vative in theory, it decouples the link between the directional re-
search hypothesis and its statistical hypothesis, possibly leading to
doubly inﬂated p values. The authors have also shown that the argu-
ment for ﬁnding the signiﬁcant result in the opposite direction has
meaning only in the context of discovery rather than in the context
of justiﬁcation. In the case of testing the research hypothesis and its
underlying theory, researchers should not simultaneously address
the context of discovery and that of justiﬁcation. The authors have
also shown that no matter how naïve the present stage theories
might be, theory-oriented appraisal of the collected data remains
important.
The third and most fundamental category of reasons is that there
is frequently no clear distinction and no exact linkage between theresearch hypothesis and the statistical hypothesis. To prevent such
confusion, the authors have proposed to make a clearer distinction
and an exact connection between the expressive mode of the re-
search hypothesis (i.e., RHEF or RHNF expressed by a verbal state-
ment about some testable relationship between concepts) and that
of the statistical hypothesis (i.e., H0 and H1 expressed by a pair of
complementary parameters). Additionally, this article has shown
the two legitimate situations where two-tailed testing is to be used:
for every non-directional RHEF, such as “RH2: …has an effect on…”,
and for all non-directional RHNF, such as “RH3: … has no relation
to….”
Finally, based upon the foregoing arguments, the authors have
proposed a new scheme of hypothesis classiﬁcation called “four
new deﬁnitions of the research and statistical hypotheses” to more ef-
fectively contribute to scientiﬁc knowledge development in the ﬁelds
of marketing and business.
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