In the article authors start from investigating the inflation process in Poland during the transition period. Afterwards the potential application of Markov Switching Models to explain the inflation generating process in Poland is examined. The interval of analysis was limited to the period between March 1992 and October 2005. The application of non-linear models is a consequence of the transition period connected with high level of inflation. According to the BallFriedman hypothesis variation of inflation during such periods can be highly unstable. The results show that non-linear models significantly improve the description of inflation generating process in Poland. In the analysis were included not only univariate Markov Models, but also such a model that incorporates leading information included in Future Inflation Indicator (FII). The most significant result of the research is that the model, where lagged values of FII are included as exogenous variables is significantly better in modeling inflation than univariate Markov Model.
Introduction
At the beginning of the transition in Poland inflation reached 50% m/m. Although the conventional threshold of hyperinflation has been exceeded only for one month, Polish economy was on the edge of hyperinflation for several months. High inflation (above 10% yearly) has hampered Polish economy for next ten years.
Friedman [11] suggested in 1977 that higher average inflation should result in more inflation uncertainty because it distorts relative prices and introduce additional risk to nominal contracts. On the basis of Barro-Gordon framework Cukierman and Meltzer [8] showed in a formal way that higher inflation should be accompanied by higher inflation uncertainty. However in their model the causality runs in the opposite direction than Friedman pointed -from uncertainty to inflation. Discretion and asymmetric information force in the model monetary authorities to increase inflation unexpectable in order to increase product. Friedman's idea was formally proven by Ball [1] in 1992.
In his model two types of policymakers with different preferences randomly alternate the power. Higher inflation uncertainty results from higher inflation because economic agents do not know when two types of policymakers swap themselves at the power.
Irrespective of which hypothesis is true -Ball-Friedman or Cukierman-Meltzer one -modelling inflation in Poland during the transformation period could be a tough task.
In a simple regression residuals should be homoscedastic, and higher inflation in the beginning of nineties last century was indeed connected with higher inflation volatility (see graph 2).
GARCH type models could be used both to include higher variance of higher inflation and to test one of these hypotheses. Using data from G7 countries Grier and Perry [13] showed that higher inflation uncertainty increases inflation. The same conclusion comes from Baillie et al. [27] . On the other hand Brunner and Hess [4] and Grier and Perry [14] provide also evidence for opposite causal link. Recently other than classical GARCH approach has been also used recently to analyze the problem. Chin-Chuan Yeh [31] used for instance quantile regression. Capole and Kontonikas [5] showed that GARCH models with conditional mean and conditional variance could be adapted to distinguish between short-and long-term inflation uncertainty. On the other hand in Markov-type models regimes were associated with different dynamics of the process that generates inflation.
In our approach we use Markov switching models to describe the inflation process in Poland during transition period and the process that generates Future Inflation Indicator (FII). In this way we expect to find the period for which relation between two variables was stable and for which a simple regression could be used to estimate inflation. We proceed in this way because higher variance of inflation in the beginning of 1990tees is not associated with higher variance of FII. In the period however FII is on its highest levels which suggests that FII could be used to model variance of inflation and, on the basis of Ball-Friedmann hypothesis, indirectly model the level of inflation.
The model proposed by Ball [1] inspired us to give a new interpretation of two regimes arising in the analysis of inflation process using Markov switching models (MS). The regimes could be associated with two types of policymakers or two types of their preferences from the Ball model. MS are a good type of models to find the two hidden states as economic agents do not know who alternate the power at the time. We think it is additional theoretical argument in favor for using MS in modelling inflation.
Structural Models of Inflation usually consist of a system of equations that depends on macroeconomic policy and expectations of economic agents. A good example are the models used in the National Bank of Poland to cerate inflation forecasts [24] . The most significant difference between structural and Markov Switching Models might be observed in impulse propagation mechanism. Structural models allow only for transmission of impulses but do not allow for any changes in the functioning of the economy. These changes might shift inflation expectations but also MS gives a chance to model an economy operating in different regimes. According to Ricketts and Rose [28] , and Simons [29] a good solution to this situation are Markov Switching Models (see e.g. Hamilton [15] [16] ), which enable intuitive and elastic modeling of structural changes. Authors will try to show that Markov Switching Models might be applicable to time series where there was a long period of transition. The models enable to cut the time series into relatively uniform pieces. The procedure is used to evaluate each sub process separately. In addition, if data generating process undergoes structural changes then the procedure might significantly improve forecasting characteristic of the model.
Properties of the Future Inflation Indicator
In the article authors suggest that application of leading indicators in modeling the inflation process improves the quality of models. Prices can be forecasted by other variables that are leading with respect to their level or dynamics. The lag of inflation with respect to business cycle dynamics observed in the USA usually amounts to 7 months (Niemira and Klein [26] ). The variables included in the construction of FII have significant theoretical backgrounds. There can be found various examples that inflation is strongly influenced by debt of the government or households, exchange rates, labor costs, inflation expectations and capacity utilization (see Drozdowicz-Bieć [10] ). The construction of FII was also verified by studies conducted by the authors in their earlier works (see Bia lowolski andŻochowski [2] ). The studies have shown that in Polish economy the inclusion of all enumerated components is not justified.
Especially the nature of unit labor cost and the exchange rate between Polish Zloty and US Dollar have not indicated the prognostic features of the time series. Our studies also have shown that a potential indicator forecasting inflation are the prices of crude oil, sentiments on the stock exchange and the expectations of the households.
Nevertheless, we observed that most of the components are leading with respect to the reference series and that the Future Inflation Indicator has leading features. To verify this authors used Bry-Boschan procedure, cumulative approach and Markov Switching.
The behavior of FII might also be influenced by the nature of economic processes in the Polish economy under transition where the normal distinction between short, medium and long run (see Blanchard [3] ) impact of FII components might have been distorted.
Markov Switching Models

Model formula, modeling elasticity.
The main idea behind Markov switching modeling is that observed system switches between some discrete states according to some unobserved process. For example we can consider a non-linear model which generates partially linear series such that the hidden process governs switching in linear regression parameters.
This has a good interpretation in the context of econometric modeling. We can think of discrete hidden states as different fiscal policy regimes or different levels of economic activity. Indeed as econometric studies shows, a lot of economic and financial time series undergo episodes in which the behavior of the series seems to change dramatically (see Hamilton [16] ). Over two decades of extensive analysis, number of studies showed that Markov switching models in general provide a better understanding of data generating processes for most macroeconomic and financial series (see e.g.
Hamilton [15] , Krolzig [22] ).
There are also purely statistical questions which lead to Markov switching modeling and generally to nonlinear models. These are for example structural breaks in data generating process and nonzero skewness of a distribution of residuals. Markov switching techniques give a simple and mathematically strict method for modeling structural breaks and skewness. In order to do this we extend the data generating process by an unobserved component (s t ) ∞ t=0 being an irreducible and ergodic Markov chain. Consider the following model: Before the further specification, the model described by the equation 3.1 is very general. First, there is a possibility that only some of the parameters switch. Second, the variance of the residual can vary between states. In fact, the is also great flexibility in specifying a distribution of a residual (see e.g. Hamilton [17] ).
For a full definition of a Markov switching model we need only the specification of the hidden process. As it was mentioned earlier, we assume it to be an ergodic, irreducible, homogeneous Markov chain with N states. In that case, the process is completely described by its initial distribution N ×1 vector and transition probabilities contained in the N ×N transition matrix P = [p ij ], where p ij is a probability of changing a state from i to j.
It is convenient to differentiate the models which involve switching in the mean of the process (Markov Switching in Mean, MSM) and those with switching in intercept (Markov Switching in Intercept, MSI). In this notation we follow Krolzig [20] . In the case of a binary Markov chain we can for example formulate the following MSM model:
Here we assume that the process is piecewise linear autoregressive of order two.
The MSI case formulates as follows:
While considering linear models (i.e. N = 1) MSM and MSI formulations are equivalent but they are not if N > 1. Krolzig [20] ran in-depth analysis of dynamical features of these two processes. He shows that the main difference between MSM and MSI models is that after a shift in regime, the transition to the new mean (conditional expected value) is smooth in an MSI case and it realizes in more dramatic way when considering an MSM model.
Specification and inference.
Often the procedure of building a Markov switching model is simplified and in practice we will assume that number of hidden states is known and a set of explanatory variables of the model is given. We will not perform any strict test for number of states.
Testing in Markov switching models is hard. But we consider only N = 2 and N = 3 cases, so the most interesting question for us is if we can claim that N > 1. There are many procedures for verifying whether model is linear against the hypothesis of Markov switching (see e.g. Hansen [18] ). The most recent optimal test was presented by Carrasco, Hu and Ploberg [6] . We will restrict ourselves however to the classical asymptotic likelihood ratio tests.
Markov switching model has much more parameters than its linear counterpart. want p ii to be larger than (let us say) 0.75, which assures that τ i > 4 months. In our applications we don't make such a restriction in case of three state models because it often happens that one state corresponds to the regime of high growth (or decline) of the process, which is essentially short-lasting in our time series.
The roots of characteristic polynomial for any of N regressions in the model give us further information about the dynamics of the process under regimes (see e.g.
Teräsvirta [30] ). We compute the roots for an MS-AR(p) model evaluating:
for every s t = 1, . . . , N, whereφ j,st is an estimated value of the corresponding parame-
ter. This has a kind interpretation when p = 2. We assume both roots to be in the unit ball i.e. |z 0 | ≤ 1, which assures the process to be stationary. We have two possibilities: both roots are real numbers or the roots are two conjugate complex numbers. In the latter case the process undergo periodic fluctuations, which has immediate implication for example in the business cycles modeling. In general when p > 2, we turn our attention to the root with the biggest absolute value. Once again we have two possibilities:
we have one such a root (modulo multiplicity) or thee are two conjugate complex roots with the biggest absolute value. In the latter case we can write our roots as a ± bi. We have meaningful periodic fluctuations whose length l we compute with the equation:
where arctg(·) is an arcus tangens function. [7] ). The process is integrated of degree 1, if its changes are stationary. In general, we say that process is integrated of degree d = 2, 3, . . . if its changes are integrated of degree d−1. The conceptions of stationarity and integration of degree d are crucial in the theory of time series analysis and econometric modelling. Potential threats resulting from modelling of nonstationary processes were described by Charemza and Deadman [7] .
(Non)stationarity of inflation
It is commonly accepted that most of economic variables are either stationary or integrated of degree one. The price level is usually quoted as one of the exceptions.
Its changes (inflation) is usually not stationary and the problem was presented by various authors (see e.g. Culver, Papell [9] ; Henry and Shields [19] ). In many cases the hypothesis that price level is integrated of degree 2 can be replaced by a hypothesis that real generating process of inflation is such a Markov Switching Process that is stationary in each of the two regimes. There is a problem of identification of such a process while in many cases distinction between notstationary process and partially stationary process might be difficult. The problem of testing for a unit root in Markov Switching Models is described by Nelson et al. [25] .
The problem of unit root in inflation generating process is not only technical but also helps to investigate whether the shocks affecting price level are persistent or do they only influence inflation path temporarily. Such a distinction might be crucial for creating proper monetary policy.
Markov Switching Models for inflation
Primarily Markov Switching Models were mainly used in econometric analysis of busi- A starting model will be linear AR(1):
where π t stands for inflation at time t and t ∼ N (0, σ 2 ) are iid error terms.
The characteristic feature of the model 5.1 is that a change in inflation expectations might be grasped (see Simon [29] ). Longterm average for this process can be written
and might be perceived as certain general expectations of the inflation level. Labeling γ = 1 − φ after simple transformation we obtain:
If agents expect that inflation will return fast to its stationary level π e , then γ will be quite high. In extreme case, where there are no long-term expectations considering inflation, then γ = 0 and inflation is a white noise.
Due to the advantages of this simple model it might be considered as a good predecessor for a model extended in Markov Switching. In fact Ricketts and Rose [28] in their analysis of inflation process for G-7 countries suggest Markov Switching Model of the following type: The graph 1 presents base inflation in Poland on year to year basis. From graphical analysis it can be noticed that neither mean value of inflation nor its variance can be constant. After 1989 in Poland has been observed a process of constant disinflation.
However disinflation is quite common in developed economies the transition process makes it unique and difficult to analyze. Henry and Shields [19] conducted detailed research for G-7 countries and noticed that average inflation in these countries decreased from 10% in 1974-1983 to the level of 4% after 1996. Polish economy however was characterized in that period by scale of this phenomenon, its absolute uniqueness and relatively short period in which it took place.
As Golinelli and Orsi [12] observed the modelling of economies in transition is even more complicated by:
i Too short period when prices were determined by the market.
ii Structural changes that were observed during last couple of years that significantly distorted relations between inflation, money supply, wages and exchange rates.
It is a common practice that transition period and the period after transition are modelled separately. That's why a starting point for models concerning Polish economy is usually in the beginning of 1996. A conclusion from (ii) can be drawn that it is pointless to look for relation between FII and inflation as relations in Polish economy were probably significantly distorted. In the following chapters it will be shown that FII has not been a statistically significant explanatory variable for inflation in Poland.
The inflation process during transition period has interesting dynamics. However, there was a constant disinflation, the variance was fluctuating during that period. In the first stage a three state model MSI(3)-AR(2) with varying variation and autoregressive parameters was estimated. All computations were performed using MSVAR package for Ox [23] . From the analysis of the graph and tables an important conclusion can be drawn.
The model as the first state indicated a persistent state, i.e. such a state where there is no come back. The process entered the first state in August 1999 and never left it.
Thus authors managed to obtain good description of the process dynamics between
May 1992 and July 1999. The period after July 1999 was subject to separate analysis.
Chronology of the states 2 and 3 is presented in the following December 1994 -January 1996 February 1996 -June 1996
July 1996 -July 1999
The long-term average was calculated for each state according to a formulaν This is quite in line with the observation that transition period is connected with the disinflation, so a kind of negative trend is observed.
It also should be noticed that variances between the states are not significantly different. It does not confirm Ball-Friedman hypothesis that higher inflation is connected with higher variance of inflation. It might also suggest that not Ball-Friedman hypothesis is contradicted but simply that the variance of the Future Inflation Indicator does not correspond with the variance of inflation itself.
Model of inflation in Poland
The whole sample analysis appeared to be highly non conclusive. The time series of inflation was much less predictable than the Future Inflation Indicator. It might have been the result of the transition period, the disinflation process and that the market was not able to create expectations properly.
In the first stage of analysis two models have been estimated. Numerical problems encouraged authors to use two state Markov Switching Models. In this stage of analysis the models were treated very technically and allowed to extract the period when inflation had very high variance and behaved almost like a random walk.
The first model that was used is MSI(2)-AR(2) for the inflation between May 1992
and October 2005. The following equation can describe it: As can be observed in the table 4 the hypothesis of linearity of inflation was rejected.
The statistic of log-likelihood LR at the level of 190 is a very strong argument to support the hypothesis of non-linearity of inflation in the analyzed period. In addition the sample was divided into two subsamples -stage two to January 1995 and stage one from February 1995.
State two is connected with significantly higher variance and the standard error is equal to 2.5. That means that it is five times higher than in the stage one. The interdependence is visible at the graph 1, where the time series before 1995 is much less stable.
Another important feature of stage two is that it behaves almost as a white noise and due to this the shocks have a permanent effect. It is a confirmation of the hypothesis that before 1995 the inflation was not stationary and imposes to treat the period separately. Similar results were observed in the model for FII.
Our final objective is the application of Future Inflation Indicator to the forecasts of inflation and due to this we extended the first stage of our analysis with an estimation of model of inflation where FII is an additional explanatory variable. .
However the results have shown that the lead time of FII with respect to inflation is between three and six months, the statistical treatment shows that only FII lagged fii t−1 is significant. It might be interpreted that a part of information about inflation in current month is included in the data from previous months and the only significant new information is included in FII from the previous month.
The conclusions concerning Hidden Markov Chain are similar to the ones presented in the previous model 5. 3 The interesting conclusions can be drawn from the estimation of the model (see table 7 ). As can be observed FII is a significant explanatory variable in case of the stage two (t-Student statistics is equal to 4.25), and in the regression of the stage one it appears to be insignificant. It confirms two earlier remarks -the transition period distorted relation between variables and biased inflation expectations. resulted 
Inflation Poland since February 1995.
In order to examine inflation in Poland authors suggest similar model to the one presented by Ricketts and Rose [28] . The value of first long-term average might be zero. It is confirmed by the value of tStudent statistic for parameter ν 1 , which shows that the estimated value of the intercept in the first regression is not significant. Furthermore:
The values are very low and it might indicate that Polish market has no long-term inflation expectations. It might be expected that in the future the value of γ will increase (at least for one of the states). i It is assumed that in period t there was stage
ii We assume that the change of phase occurred if the change in state lasted more than one month (to exclude one-period cases).
The first assumption was implicitly made in previous sections, when the chronology of phases for models was established. Second assumption is arbitrary, but it helps to avoid a situation where very short shocks affect qualitative conclusions from the hidden process dynamics. The chronology of phases is in the table 11. 
Model of FII for inflation after 1999
In this subsection authors take into consideration the period when (according to the results from previous chapters) inflation and FII are relatively stable. Not satisfactory results for the whole period might indicate that relations between main macroeconomic variables (that are included in FII) and inflation were distorted. On the graph 6 the time series of FII and inflation are presented simultaneously. From the graph 6 it might be observed that in both cases of inflation increase, the turning points were led by the upswings of the FII.
The argument standing behind the construction of another model is better understanding and forecasting of inflation. Authors expect that FII possesses a synthetic information (variables), that is leading with respect to the process of inflation. The estimated model is as follows: shows that FII is better in predicting incoming trough than peak of the inflation. It is confirmed by the estimation of the model (see table 14 ). In the state one, which corresponds with lower inflation, the value of t-Student statistics is the highest for fii t−6 . In case of state two the best regressor appears to be fii t−3 .
An interesting conclusion can be drawn from the analysis of one period "forecast errors" 4 . In the graph 7 it is visible that the model enhanced with the information from FII improves forecasting features of the model in terms of predicting the future hidden 4 We can use a word 'forecast' because in the computations we take into account the predicted probabilities for future states of the chain given the present. However the parameters of the regressions were estimated on full sample, so it is not a real forecast and in the linear case it would be simply a difference between the actual and fitted value. 
Forecasting
In this section we will try to formulate (some real) forecasts of inflation. The computations from the above sections give us a strong evidence against the nonlinearity of the process generating inflation. If the nonlinearity is really MS-style, the prediction abil-ity of our model should be higher than for linear models. It should appear especially in those time intervals, when the turning point occurs.
We will consider two cases. First, we will investigate the 3-step ahead prediction 5 procedure, which should anyway give better results than the linear forecast. Second, we consider real-time prediction procedure, where the model parameters will be updated every month. This should be robust for regime changes, which is our main goal.
3-step ahead prediction
Let T be the last observation of the sample, then given all information about the visible process up to period T we can write the prediction density as follows:
For normal error terms, the prediction density is a mixture of two normals and hence in general it is non-symmetric. For this reason the point prediction is not enough. However the construction of interval forecasts is generally rather complicated analytically.
For this reason, there was put some effort in order to construct the optimal point forecast. For the more systematic and very detailed discussion of that problem we refer to Krolzig [21] .
For a given value of a hidden state in time T + 1, we can write 1-step prediction as:
where a hat over parameters is a standard notation for value of estimators. If s T +1
is unknown, our optimal prediction will be a convex combination of both predictions (for s T +1 = 1, 2) with the weights given by P (s T +1 = i|s T ). The last value is optimally predicted by ξ T |T · P (see e.g. Hamilton [16] 
Real-time prediction
The more interesting case concerns the real-time prediction procedure. We will check the performance of this procedure fo the period from November 2005 to March 2006.
For each period it requires separate estimation. We will assume the fixed sample length T = 75. Then every time we compute 1-step ahead forecast using the procedure presented in the previous subsection.
We estimate the model for five different sample windows of length 75. In order to make a comparison, we make the same for the linear AR (2) It is also worth noticing that our computations showed also that the model estimation changes quite dramatically while moving the sample window. This can be another strong argument for further model improvement.
Investigation of the data reveals that there was actually a quite sharp fall in inflation in the period between November 2005 and March 2006. But the model doesn't catch the switch in the hidden process. We conclude that we should possibly consider the third state in the analysis. However at the moment it is not possible for computational reasons (we would have to add to the sample the periods before 1999). Authors believe that Markov switching models provide a suitable framework for modelling the inflation in Poland. The results of prediction are slightly better than in the case of linear AR models. Nevertheless, the future work must focus on further enhancing the model for prediction purposes. It involves searching for a suitable dynamics of the process along every regime or checking the 3-state case, which in this paper was omitted for computational reasons.
