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We examine a quantum heat engine with an interacting many-body working medium consisting
of the long-range Kitaev chain to explore the role of long-range interactions in the performance
of the quantum engine. By analytically studying two types of thermodynamic cycles, namely, the
Otto cycle and Stirling cycle, we demonstrate that the work output and efficiency of a long-range
interacting heat engine can be boosted by the long-range interactions, in comparison to the short-
range counterpart. We further show that in the Otto cycle there exists an optimal condition for
which the maximum enhancement in work output and efficiency can be achieved simultaneously by
the long-range interactions. But, for the Stirling cycle, the condition which can give the maximum
enhancement in work output does not lead to the maximum enhancement in efficiency. We also
investigate how the parameter regimes under which the engine performance is enhanced by the
long-range interactions evolve with a decrease in the range of interactions.
I. INTRODUCTION
Since the seminal work of Scovil and Schulz-DuBois [1],
the concept of quantum heat engines has attracted lots
of attention [2–11]. In particular, in the last few decades,
spurred by experimental and theoretical progress in the
field of quantum thermodynamics (see, e. g., Refs. [12–
14] and references therein), a tremendous amount of ef-
fort has been devoted to studies of quantum heat engines,
both experimentally [15–22] and theoretically [14, 23–27].
As the quantum versions of classical engines, quantum
heat engines exploit quantum systems as their working
medium to extract work in quantum thermodynamic cy-
cles [5, 9]. A wide range of quantum systems have been
used to devise quantum heat engines, including harmonic
oscillators [27–29], spin systems [30–35], photons [4, 36],
optomechanical systems [37], Dirac particles [38, 39], and
quantum dots [40–42]. A few works have also consid-
ered quantum engines with the heat reservoirs replaced
by quantum systems [23, 43, 44].
Numerous studies in quantum heat engines are focused
on possible enhancement in work output and efficiency
via the utilization of quantum properties in various work-
ing mediums [35, 45–47] or heat reservoirs [4, 17, 23, 44].
Other efforts are towards understanding the fundamental
differences between classical and quantum heat engines
[9, 48, 49], finite time cycles [50–55], and the applica-
tions of shortcuts to adiabaticity [56–63]. The effects of
quantum statistics on the performance of quantum heat
engines have also been investigated [64, 65]. Very re-
cently, the results in Ref. [66] further demonstrated that
wave-function symmetry has nontrivial impacts on the
performance of quantum heat engines.
Most of the aforementioned works are limited to the
single or few-particle working mediums. However, with
the aim to scale up quantum heat engines and related
thermodynamic devices, it is necessary for us to consider
many-body quantum heat engines. Several recent stud-
ies have reported that engine performance can be en-
hanced by various quantum many-body effects, such as
quantum phase transitions [67–71] and many-body local-
ization [72]. Importantly, the significant role played by
interparticle interactions in quantummany-body heat en-
gines has been revealed in Refs. [73–75].
On the other hand, the recent experimental realization
of quantum many-body systems with tunable long-range
interactions [76, 77] has triggered a surge of interest in the
properties of quantum systems with long-range interac-
tions [78–87]. In these systems, the interaction strength
between two particles with distance r usually decays as
1/rα with α ≥ 0. Due to the long-range interactions,
long-range interacting systems can host novel features
that are not observed in their short-range counterparts,
such as the anomalous dynamical phase [88], the quan-
tum time crystal without an external driver [89], and the
breakdown of locality (see Refs. [83, 90, 91] and references
therein). Given the fact that the long-range interactions
are very relevant in experimental platforms that include
Rydberg atoms [92], trapped ions [76, 77, 93, 94], polar
molecules [95], and magnetic atoms [96], it is thus inter-
esting to see whether the long-range interactions can be
used to enhance engine performance.
In this work we explore the enhancement effect of long-
range interactions on the performance of a quantum heat
engine which employs the long-range Kitaev chain as its
working medium. The long-range Kitaev chain can be
considered an extension of the well-known Kitaev chain
[97] with a long-range superconducting pairing term and
has been used as a prototypical model in the studies of
long-range interacting systems [98–100]. By exploiting
the integrability of the long-range Kitaev chain, we are
able to obtain the explicit expressions for the work output
and efficiency of the quantum engine. We will consider
two types of thermodynamic cycles, namely, the Otto cy-
cle and Stirling cycle, respectively. For both types of cy-
cles, we find that the long-range interactions can display
a notable improvement in engine performance in compar-
ison to the case of short-range interactions. We further
2demonstrate how the enhancement regions in the cycle
parameter space evolve with the range of interactions.
Here we stress that we consider only the quasistatic cy-
cles, leaving the cycles that operate in finite time as an
interesting topic of future study. Moreover, we focus on
the engine performance in terms of work output and ef-
ficiency.
The remainder of this article is organized as follows.
In Sec. II we introduce the long-range interacting Kitaev
chain and review briefly some of its basic features; we
also specify the exact expressions for the thermodynamic
quantities of the long-range Kitaev chain in this section.
In Sec. III we describe two types of thermodynamic cy-
cles (i. e., the Otto cycle and the Stirling cycle) in which
our quantum heat engine operates and we extract the an-
alytical expressions for work output and the efficiency of
these cycles, respectively. Then we present our numerical
results and a discussion in Sec. IV. We finally conclude
our study in Sec. V.
II. THE LONG-RANGE KITAEV CHAIN
We consider the one-dimensional Kitaev model with
long-range pairing interactions. Its Hamiltonian reads
[98–102]
H =− J
L∑
j=1
(c†jcj+1 + c
†
j+1cj)− µ
L∑
j=1
(
c†jcj −
1
2
)
+
∆
2
L∑
j=1
L−1∑
ℓ=1
1
dαℓ
(
cjcj+ℓ + c
†
j+ℓc
†
j
)
. (1)
Here, c†j(cj) are the fermionic creation (annihilation) op-
erators on the jth site, L denotes the size of the model,
and µ is the on-site chemical potential. J represents the
hopping strength of the fermion between nearest neigh-
bor sites, while ∆ is the strength of the fermion pair-
ing interactions. The power-law decaying pairing term is
characterized by the exponent α. dℓ = min(ℓ, L−ℓ) is the
effective distance between the ith and (i+ ℓ)th sites. In
our study, we consider a close chain with an antiperiodic
boundary condition cj = −cj+L and assume the total
number of sites L is even. Throughout this work, we set
~ = 1.
In the short-range limit α → ∞, the Hamiltonian in
Eq. (1) reduces to the well-known short-range Kitaev
chain [97], which can be mapped to the quantum trans-
verse field Ising model via the Jordan-Wigner transfor-
mation [103]. In this case, by analytically diagonalizing
the Hamiltonian, one can find that the model undergoes
the topological phase transitions at the critical points
µ/J = ±1. For finite α, the above-mentioned mapping
does not exist anymore. However, the quadratic form of
the Hamiltonian (1) implies that it can still be exactly
diagonalized for any finite α.
To this end, we first recast the Hamiltonian (1) in
the momentum space via the Fourier transform cj =
FIG. 1. Energy spectrum as a function of µ of the long-
range Kitaev chain (1) with antiperiodic boundary condition
for (a) α = 0.4, (b) α = 1.7, and (c) α = 4. The system
size is L = 200, J = ∆ = 1, and ~ = 1. (d) Schematic
phase diagram of the long-range Kitaev chain in the µ − α
plan. Different phases are indicated by different colors with
corresponding winding number w. All quantities are unitless.
L−1/2
∑
k cke
−ikj , where due to an antiperiodic bound-
ary condition, the lattice momentum k = ±π(2n− 1)/L
with n = 1, 2, . . . , L/2. Then the Hamiltonian takes the
following block diagonal form [100–102]
H =
∑
k
C†kHkCk, (2)
where C†k = (c
†
k, c−k) and
Hk =
[
−(J cos k + µ) i∆fα(k)/2
−i∆fα(k)/2 J cos k + µ
]
, (3)
with the function fα(k) =
∑L−1
ℓ=1 sin(kℓ)/d
α
ℓ .
The Hamiltonian (2) can be diagonalized through the
Bogoliubov transformation(
ck
c†−k
)
=
(
cos θk i sin θk
i sin θk cos θk
)(
dk
d†−k
)
. (4)
Here, the Bogoliubov angle θk is defined as
tan(2θk) = −
∆fα(k)/2
J cos k + µ
. (5)
The Hamiltonian (1) is finally diagonalized as
H =
∑
k
εk
(
d†kdk −
1
2
)
, (6)
where εk is the quasiparticle energy and is given by
εk =
√
(J cos k + µ)2 + [∆fα(k)/2]2. (7)
For the short-range limit α → ∞, we have f∞(k) =
2 sink [100, 101]. Then the quasiparticle energy εk takes
3FIG. 2. Schematic diagram of the quantum Otto cycle studied
in this work. The thermodynamic cycle operats between a
hot bath at temperature β−1h and a cold bath at temperature
β−1c . It consists of two adiabatic (A → B and C → D)
and two isochoric (B → C and D → A) strokes. µi and µf
are the chemical potential in the two isochoric strokes. ργ
(γ = A,B,C,D) denotes the state of the working medium
at each stage of the cycle. At stages A and C the working
medium is in thermal equilibrium with the hot and cold baths,
respectively.
the usual short-range form [97]. However, in the ther-
modynamic limit L → ∞, the function fα(k) becomes
f∞α (k) = (−i/2)
[
Liα(e
ik)− Liα(e
−ik)
]
, with Liα(x) =∑∞
ℓ=1(x
ℓ/ℓα) being the αth-order polylogarithm function
of x [99–102]. It is known that for α > 1, f∞α (k) vanishes
at k = 0 and k = π, while when α < 1, f∞α (k) = 0 occurs
only at k = π [100–102]. Thus for finite α, the spectrum
is gapless at µ/J = ±1 when α > 1, whereas once α < 1,
we have εk = 0 only at µ/J = 1. For brevity but without
loss of generality, we set J = ∆ = 1 in the following part
of our study.
For the long-range Kitaev chain with antiperiodic
boundary conditions, the energy spectrum with respect
to the different chemical potential µ for several values of
α is plotted in panels (a)–(c) of Fig. 1. Clearly, regard-
less of α, the energy gap is always close to zero at µ = 1.
In contrast, the gap at µ = −1 is increased with decreas-
ing α. In the thermodynamic limit L → ∞, one can
expect that the energy gap closes at µ = ±1 for α > 1,
while it closes only at µ = 1 when α < 1. The close of
the energy gap in the spectrum corresponds to the tran-
sitions between different topological phases, which are
characterized by different winding numbers. The wind-
ing number is defined as w = (1/2π)
∫ π
−π(∂kθk)dk, with
θk the Bogoliubov angle given by Eq. (5). Figure 1(d)
shows the schematic phase diagram of the long-range Ki-
taev chain in the µ−α plan. The topological phases with
different winding numbers are discriminated by different
color regions. Depending upon the values of µ and α,
distinct topological phases with w = ±1/2, 0, 1 are dis-
played in the model. It is worth mentioning that the
effects of the topological phase transition on the work
and efficiency of the quantum heat engine have been ex-
plored in Refs. [69, 104]. In our study we mainly focus
FIG. 3. Graphic sketch of the quantum Stirling cycle oper-
ating between two thermal baths (hot and cold) at tempera-
tures β−1h and β
−1
c , respectively. The cycle has two isother-
mal (A → B and C → D) and two isochemical (B → C and
D → A) potential processes. µi and µf are the values of the
chemical potential in the two isochemical potential processes.
on the influences of the long-range interactions on the
performance of quantum heat engines. Moreover, in or-
der to avoid the divergence in thermodynamic limit for
0 ≤ α ≤ 1, we restrict our study to α > 1, as is done in
other studies of long-range interacting systems [83, 102].
Expressions of the thermodynamic quantities
Considering the model is in an equilibrium state at
temperature β−1, here and henceforth we set kB = 1.
The state of the model is, therefore, the Gibbs state ρ =
e−βH/Z, where Z = tr(e−βH) is the partition function.
This, of course, assumes that the energy of the system is
the only conserved quantity and the thermodynamics of
the system is calculated by the standard Gibbs measure.
From the diagonal form of the Hamiltonian in Eq. (6),
the partition function can be written as
Z = 2L
∏
k>0
cosh2
(
βεk
2
)
. (8)
Then the internal energy U and the free energy F for the
long-range Kitaev chain are respectively given by
U = tr(ρH) = −
∂ lnZ
∂β
= −
∑
k>0
εk tanh
(
βεk
2
)
, (9)
F = −
lnZ
β
= −
1
β
[
L ln 2 +
∑
k>0
2 ln cosh
(
βεk
2
)]
.
(10)
With the density of state ρ, one can find the entropy
S = −Tr[ρ ln ρ] has the from
S = L ln 2 +
∑
k>0
[
2 ln cosh
(
βεk
2
)
− βεk tanh
(
βεk
2
)]
.
(11)
4FIG. 4. Quasiparticle energy εk (7) as a function of k (rescaled
by pi) and µf (rescaled by µi) for different ranges of interac-
tions: (a) α = 1.05, (b) α = 2, (c) α = 10, and (d) α = ∞.
Parameters are: ~ = kB = 1, J = ∆ = 1, L = 2000, and
µi = 2.
Armed with these results, we turn to investigating the
effects of the interacting range on the performance of the
quantum heat engine.
III. THERMODYNAMIC CYCLES
In our study, we analyze the performance of a quantum
heat engine with the long-range Kitaev chain in Eq. (1)
as its working medium. We focus on two types of ther-
modynamic cycles, namely, the Otto cycle and Stirling
cycle.
A. Quantum Otto cycle
As a widely used cycle in both theoretical and exper-
imental studies of quantum heat engines, the quantum
Otto cycle consists of two isochoric and two adiabatic
strokes [8, 9], see Fig. 2. In the isochoric branches, the
working medium with fixed Hamiltonian is coupled to the
hot and cold baths and thermalized with the baths. For
the adiabatic strokes of the cycle, the working medium
is detached from the hot and cold baths, and undergoes
a unitary evolution by changing the control parameter
in the Hamiltonian in an infinitely slow way so that the
quantum adiabatic theorem holds. The details of the four
strokes are described as follows.
(a) Adiabatic stroke A → B (expansion process). The
working medium is initially in the thermal state ρA =∑
n Pn(βh)|E
i
n〉〈E
i
n| at temperature β
−1
h and Hamilto-
nian Hi, which gives by Eq. (1) with µ = µi. Here,
|Ein〉 is the nth eigenstate of the Hamiltonian Hi with
corresponding eigenvalue Ein, and Pn(βh) = e
−βhE
i
n/Zh
with Zh =
∑
n e
−βhE
i
n . Then we decouple the working
medium from the thermal bath and slowly vary the chem-
ical potential from µi to µf (µf ≤ µi) such that the quan-
tum adiabatic theorem holds in this process. Hence, dur-
ing the process the occupation probability of each eigen-
state of the working medium remains the same; no heat
is transferred. However, the change in the chemical po-
tential µ results in the work being done in this process.
At the end of the stroke, the working medium reaches
the state ρB =
∑
n Pn(βh)|E
f
n〉〈E
f
n |, where {|E
f
n〉} are
the eigenstates of Hf , which is the Hamiltonian (1) with
µ = µf .
(b) Isochoric stroke B → C (cooling process). In this
stroke, the chemical potential is fixed at µ = µf and the
working medium is brought in contact with the cold bath
at temperature β−1c until it attains the thermal equi-
librium with the cold bath. The state of the working
medium at the end of this process is, therefore, given
by ρC =
∑
n Pn(βc)|E
f
n〉〈E
f
n |, with Pn(βc) = e
−βcE
f
n/Zc
and Zc =
∑
n e
−βcE
f
n . Because the chemical potential
is fixed, no work has been done in this process, and the
heat QcO is ejected from the working medium to the cold
bath.
(c) Adiabatic stroke C → D (compression process).
The working medium is detached from the cold bath
and the chemical potential is adiabatically driven back
from µf to µi. The occupation probability of each en-
ergy levels stays at the values Pn(βc). The work is
done in this process but no heat transfer. At the end
of this stroke, the state of the working medium reads
ρD =
∑
n Pn(βc)|E
i
n〉〈E
i
n|.
(d) Isochoric stroke D → A (heating process). This
is an isochoric heating process in which the working
medium, with chemical potential µ = µi and Hamilto-
nian H = Hi, is attached with the hot bath at tempera-
ture β−1h , relaxing to the thermal state ρA. In this pro-
cess, the fixed chemical potential means that the energy
levels are unchanged, no work is done. But the change in
the occupation probability of each eigenstate causes the
working medium to absorb heat QhO from the hot bath.
As no work is done in the two isochoric strokes of the
cycle, the heat transfer between the working medium
and the heat bath in the isochoric heating and cool-
ing strokes is equal to the variation of internal energy
during the processes. Therefore the heat QhO injected
into the working medium in the heating stroke and
heat QcO ejected in the cooling stroke are calculated as
QhO = Tr[Hi(ρA− ρD)], Q
c
O = Tr[Hf (ρC − ρB)] [8, 9, 30].
By using Eq. (9), one can explicitly write QhO and Q
c
O as
follows:
QhO =
∑
k>0
εik
[
tanh
(
βcε
f
k
2
)
− tanh
(
βhε
i
k
2
)]
, (12)
QcO =
∑
k>0
εfk
[
tanh
(
βhε
i
k
2
)
− tanh
(
βcε
f
k
2
)]
, (13)
where εik and ε
f
k are given by Eq. (7), where µ is replaced
by µi and µf , respectively.
The work is done only in the quantum adiabatic strokes
of the cycle. From the first law of thermodynamics, the
amount of net work performed by the Otto cycle is given
5FIG. 5. Left column: Work output ratio ROW (a) and the
efficiency ratioROη (c) of Otto cycle, see Eq. (23), as a function
of µf/µi for α ∈ [1.05, 6] at βc = 5. Right column: ROW
(b) and ROη (d) as a function of µf/µi for α ∈ [1.05, 6] at
βc = 0.05. Other parameters are: ~ = kB = 1, βh/βc = 0.2,
µi = 2, J = ∆ = 1, and L = 2000.
by
WO = Q
h
O +Q
c
O
=
∑
k>0
(
εik − ε
f
k
)[
tanh
(
βcε
f
k
2
)
− tanh
(
βhε
i
k
2
)]
.
(14)
Note that in order to make sure the cycle works as an
engine, we must have WO > 0, Q
h
O > −Q
c
O > 0. Then
the efficiency of the engine is given by
ηO =
WO
QhO
. (15)
It is known that the efficiency of the quantum Otto cycle
is bounded by the Carnot efficiency ηc = 1− βh/βc [9].
B. Quantum Stirling cycle
In this section we consider the quantum Stirling cycle,
which has been used to explore the quantum criticality
impacts on the performance of quantum heat engines [68,
69]. The Stirling cycle is composed of two isothermal and
two isochemical potential (i.e., fixed value of chemical
potential) processes. As shown in Fig. 3, the details of
the cycle are given as follows.
(a) Isothermal process (A → B). In this process the
working medium is kept contact with the hot bath at
temperature β−1h . The chemical potential is changed
from µi to µf , and the amount of heat, denoted by QI,
absorbed by the working medium from the hot bath is
QI = (Sf − Si)/βh, where Si (Sf ) is the entropy of the
working medium with µ = µi (µ = µf ) at temperature
β−1h . From the expression of entropy in Eq. (11), QI can
be calculated as
QI =
∑
k>0
{
2
βh
[
ln cosh
(
βhε
f
k
2
)
− ln cosh
(
βhε
i
k
2
)]
−
[
εfk tanh
(
βhε
f
k
2
)
− εik tanh
(
βhε
i
k
2
)]}
. (16)
Here εik (ε
f
k) is defined by Eq. (7) with µ = µi (µ = µf ).
(b) Isochemical potential process (B → C): The chem-
ical potential is fixed at µ = µf . The temperature of
the working medium is decreased from β−1h to β
−1
c . Be-
cause the chemical potential is fixed, the energy lev-
els of the working medium remain invariant. Hence,
no work is done during this process, but heat QII =
Uf (βc) − Uf (βh) < 0 is released to the reservoir. Here,
Uf (βc) [Uf (βh)] is the internal energy of the working
medium at temperature β−1c (β
−1
h ) with µ = µf . By
employing Eq. (9), QII can be expressed as
QII =
∑
k>0
εfk
[
tanh
(
βhε
f
k
2
)
− tanh
(
βcε
f
k
2
)]
. (17)
(c) Isothermal process (C → D): The working medium
undergoes another isothermal process which restores the
chemical potential to the value µi from µf while keep-
ing the working medium in contact with the cold bath at
temperature β−1c . In this process, the working medium
ejects heat QIII = (Si−Sf)/βc < 0, which can be explic-
itly written as
QIII =
∑
k>0
{
2
βc
[
ln cosh
(
βcε
i
k
2
)
− ln cosh
(
βcε
f
k
2
)]
−
[
εik tanh
(
βcε
i
k
2
)
− εfk tanh
(
βcε
f
k
2
)]}
. (18)
(d) Isochemical potential process (D → A): As the
reverse of the process (II), the last process of the cy-
cle is operated at fixed chemical potential µi and the
temperature of the working medium is increased from
β−1c to β
−1
h . During this process, the heat absorbed by
the working medium is given by QIV = Ui(βh)− Ui(βc),
where Ui(βh) [Ui(βc)] denotes the internal energy of the
working medium at temperature β−1h (β
−1
c ) with µ = µi.
Using Eq. (9), QIV takes the form
QIV =
∑
k>0
εik
[
tanh
(
βcε
i
k
2
)
− tanh
(
βhε
i
k
2
)]
. (19)
According to the first law of thermodynamics, the net
work extracted by the quantum Stirling cycle is
WS = QI +QII +QIII +QIV
=
∑
k>0
{
2
βh
[
ln cosh
(
βhε
f
k
2
)
− ln cosh
(
βhε
i
k
2
)]
+
2
βc
[
ln cosh
(
βcε
i
k
2
)
− ln cosh
(
βcε
f
k
2
)]}
. (20)
6FIG. 6. Column (a): ∆QhO/Q
h,∞
O (upper panel) and ξO (bot-
tom panel and zoomed-in inset) as a function of α for different
values of µf/µi at βc = 5. Column (b): The same as in col-
umn (a) applied to the high-temperature case with βc = 0.05.
The solid horizontal lines in the upper panels and associated
inset indicate ∆QhO = 0. The horizontal lines in the bottom
panels and associated insets indicate ξO = 1 and ξO = 0. The
remaining parameters are: ~ = kB = 1, µi = 2, J = ∆ = 1,
βh/βc = 0.2, and L = 2000. All quantities are dimensionless.
For each cycle, the amount of heat QhS absorbed by the
working medium reads
QhS = QI +QIV
=
∑
k>0
{
2
βh
[
ln cosh
(
βhε
f
k
2
)
− ln cosh
(
βhε
i
k
2
)]
+
[
εik tanh
(
βcε
i
k
2
)
− εfk tanh
(
βhε
f
k
2
)]}
. (21)
Therefore the efficiency of the heat engine reads
ηS =
WS
QhS
. (22)
We stress that in order to extract work from the engine
we should have WS > 0, as in the Otto cycle, and the
efficiency ηS is also limited by the Carnot efficiency ηc
[68].
Based on the above results, in the next section we
investigate the effects of the long-range interactions on
the performance of a quantum heat engine which drives
through the quantum Otto and Stirling cycles, respec-
tively.
IV. RESULTS AND DISCUSSIONS
In our numerical calculation, the chemical potential
varies from the initial value µi = 2 to the final value µf
with 0 ≤ µf ≤ 2. To unveil the influences of the long-
range interactions on the performance of the quantum
engine, for both Otto and Stirling cycles we consider the
following ratios:
RκW =
Wκ
W∞κ
, Rκη =
ηκ
η∞κ
, (23)
FIG. 7. Left column: The maximum work output ratio ROW,m
(a) and the maximum efficiency ratio ROη,m (c) of Otto cycle
as a function of α, with different curves in each panel repre-
senting different ratios of bath temperatures. Right column:
R
O
W,m (b) and R
O
η,m (d) as a function of βh/βc for different
α (different colors). Parameters are ~ = kB = 1, βc = 5,
J = ∆ = 1, and L = 2000.
where κ = O (S) corresponds to the Otto (Stirling) cycle,
Wκ (ηκ) is the work output (efficiency) with finite α,
while W∞κ (η
∞
κ ) represents its short-range (with α =∞)
counterpart.
The ratios defined in Eq. (23) compare the net work
output and efficiency of a long-range interacting heat en-
gine with that of a short-range interacting heat engine. If
RκW = 1 and R
κ
η = 1, the long-range interacting heat en-
gine has the same performance as its short-range counter-
part. Conversely, having RκW > 1,R
κ
η > 1 indicates that
there is an enhancement in engine performance induced
by the long-range interactions. Finally, RκW < 1,R
κ
η < 1
mean that the quantum heat engine with short-range in-
teracting working medium is more beneficial. In our fol-
lowing study, we will investigate the dependence of these
ratios on the interacting range α for the Otto and Stirling
cycles, respectively.
We separately consider the cases in which the quantum
engine operating at low and high temperature with the
ratio of bath inverse temperature βh/βc is fixed. For the
low-temperature case, we take the inverse temperature of
the cold bath as βc = 5, while for the high-temperature
case we chose βc = 0.05. As we have pointed out in
Sec. II, we focus on the situation α > 1, where a transi-
tion between the long and short ranges occurs.
Before we present our results for a specific thermody-
namic cycle, we first illustrate the notable differences in
the behavior of quasiparticle energy εk [cf. Eq. (7)] aris-
ing from the long-range interactions. Figure 4 depicts
the quasiparticle energy as a function of momentum k
and µf for different α. By comparing with the short-
range interactions case [panel (d)], one can see that the
long-range interactions have strong impacts on the be-
havior of quasiparticle energy. As the work output and
efficiency of a heat engine involve the sum of quasipar-
ticle energy, the differences in the quasiparticle energy
from the interacting range allow us to expect that long-
range interactions should affect the performance of the
7FIG. 8. Same as Fig. 7 but for the high-temperature case
with βc = 0.05.
quantum engine.
A. Results for quantum Otto cycle
By using the results outlined in Sec. III A, we are able
to calculate the work output WO and efficiency ηO of the
Otto cycle for different interacting ranges and cycle pa-
rameters. We first focus on the behavior of work output
ratio ROW for several ranges of interactions.
In the first row of Fig. 5, we plot ROW as a function of
µf/µi for different values of α at βc = 5 [panel (a)] and
βc = 0.05 [panel (b)]. We first notice that for some chemi-
cal potential regimes the value ofROW can be greater than
1 and increases with decreasing α. This means that the
long-range interactions in the Kitaev chain can enhance
the performance of the Otto engine. Specifically, for the
engine operating at low temperature with βc = 5, the
work output will get a significant enhancement with in-
creasing (decreasing) the range of interactions (α) when
µf/µi > 0.5, as shown in Fig. 5(a). On the contrary, the
work output is enhanced by the long-range interactions
in the region µf/µi < 0.5 for the high temperature case
with βc = 0.05, as evidenced by Fig. 5(b).
We further see that ROW is minimized at around
µf/µi = 0.5, which corresponds to the critical point of
the system. In particular, for the case of low temper-
ature, ROW shows a remarkable decrease at long-range
interactions. It is known that the work output takes its
local minimal value at the critical point of the system
[69]. The dramatic drop in ROW near µf/µi = 0.5 implies
that the negative impact of the phase transition on the
extractable work can be enhanced by long-range interac-
tions.
The efficiency ratio ROη for different ranges of interac-
tions at low and high temperature cases are displayed in
the second row of Fig. 5. As shown in Fig. 5(c), at low
temperature with βc = 5, the efficiency for a long-range
interacting engine is always superior to its short-range
counterpart as long as µf/µi 6= 0.5. Around the critical
point µf/µi = 0.5, R
O
η also has a significant decrease for
long-range interactions, indicating the enhanced negative
impact on the efficiency at the critical point.
For the case of high temperature with βc = 0.05, as
can be seen from Fig. 5(d), the enhancement in effi-
ciency due to the long-range interactions occurs only for
smaller µf/µi when α ≥ 1.2. For 1 < α < 1.2, the long-
range interactions show a universal negative impact on
the efficiency of the engine. Moreover, we still see ROη is
minimized around the critical point in the case of high
temperature. We stress that the efficiency is always less
than Carnot efficiency, regardless of interacting ranges
and bath temperatures.
The features observed for ROW and R
O
η can be under-
stood as follows. We first rewrite ROW and R
O
η as
ROW = 1− ξO
∆QhO
Qh,∞O
,
ROη = 1−
∆QhO
Qh,∞O
ξO − 1
1−∆QhO/Q
h,∞
O
, (24)
where ∆QhO = Q
h,∞
O − Q
h
O is the absorbed heat differ-
ences between short- and long-range engines, and ξO =
∆WO/(η
∞
O ∆Q
h
O) with ∆WO = W
∞
O − WO. We thus
show that the ∆QhO/Q
h,∞
O and ξO act as the indicators
of enhancement in engine performance. Figure 6 displays
∆QhO/Q
h,∞
O and ξO versus α for several representative
values of µf/µi with βc = 5 [column (a)] and βc = 0.05
[column (b)].
At low temperature [column (a) in Fig. 6], as can be
seen from the upper panel, ∆QhO/Q
h,∞
O is always greater
than zero and decreases with increase in α, irrespective
of the value of µf/µi. On the other hand, for all ranges
of interactions studied, the values of ξO are less than zero
in the region µf/µi > 0.5. According to Eq. (24), this
makes both ROW and R
O
η greater than 1 for µf/µi > 0.5.
For the case of µf/µi < 0.5, we notice that 0 < ξO < 1
when α < 2, while as α > 2, the value of ξO becomes
less than zero (see the inset in the bottom panel). This
indicates that in the region µf/µi < 0.5, R
O
W < 1 for the
system with long-range interactions and increases with
decreasing the range of interactions. However, as ξO < 1
holds for any value of α, ROη will always be greater than 1
at µf/µi < 0.5. At the critical point µf/µi = 0.5, we find
that ∆QhO/Q
h,∞
O is maximized, regardless of the values
of α. Meanwhile, the behavior of ξO shows that ξO > 1
at smaller α and it approximately equal to 1 for α > 2.
These two factors give rise to the remarkable decrease in
ROW and R
O
η at µf/µi = 0.5.
In column (b) of Fig. 6 we demonstrate the same anal-
ysis for the case of high temperature. For all the ranges
of interactions studied, ∆QhO/Q
h,∞
O < 0 and ξO > 0 at
µf/µi < 0.5. This leads to R
O
W > 1 for small values of
the ratio µf/µi. In addition, as shown in the inset of
the bottom panel, for µf/µi < 0.5, at smaller α we have
ξO < 1, but for greater values of α, we have ξO > 1. This
means that the efficiency ratio changes from ROη < 1 for
long-range interactions to ROη > 1 as the range of inter-
actions decreases in the region µf/µi < 0.5. However,
8FIG. 9. Enhancement regions of the Otto cycle in parameter space for different values of α. Here the enhancement regions
are identified as the regions with ROW > 1 and R
O
η > 1. The yellow regions indicate the enhancement regions in parameter
space under which the performance of the heat engine is enhanced by long-range interactions. The upper panels are the results
for the low-temperature case with βc = 5, and the bottom panels represent the high-temperature case with βc = 0.05. The
remaining parameters are ~ = kB = 1, µi = 2, J = ∆ = 1, and L = 2000.
when µf/µi ≥ 0.5, we see that regardless of the range
of interactions, the second term ξO∆Q
h
O/Q
h,∞
O in R
O
W
[cf. Eq. (24)] is always greater than zero, despite that
∆QhO/Q
h,∞
O can vary from negative values to positive
values (see the inset in the upper panel). As a conse-
quence, the value of ROW is less than 1 for greater values
of µf/µi. Moreover, as ∆Q
h
O/Q
h,∞
O < 0(> 0) is associ-
ated with ξO < 0(> 1) at µf/µi ≥ 0.5, the value of R
O
η
is also less than 1. Finally, in the high-temperature case,
the maximal value of |∆QhO/Q
h,∞
O | is still reached at the
critical point, indicating ROW and R
O
η have a significant
decrease at µf/µi = 0.5.
To gain further insight into the details of the long-range
interaction impacts on the performance of the quantum
engine, we plotROW,m andR
O
η,m, defined as the maximum
inROW andR
O
η , versus α for different values of βh/βc with
βc = 5 in the left column of Fig. 7. On can immediately
see a striking similarity between ROW,m and R
O
η,m. Re-
gardless of the value of βh/βc, both of them converge to-
wards unity in the short-range limit α→∞, as expected.
However, at βh/βc = 0.4, we see that R
O
W,m and R
O
η,m
exhibit a remarkably different behavior as compared to
the results obtained for other values of βh/βc. Specifi-
cally, at βh/βc = 0.4, both R
O
W,m and R
O
η,m first experi-
ence a growth and then decrease to unity as α increases,
FIG. 10. Work output ratio RSW of the Stirling cycle as a
function of µf/µi with βc = 5 (a) and βc = 0.05 (b) and the
efficiency ratio RSη as a function of µf/µi with βc = 5 (c) and
βc = 0.05 (d) for α ∈ [1.05, 6]. The remaining parameters are
~ = kB = 1, µi = 2, βh/βc = 0.2, J = ∆ = 1, and L = 2000.
whereas we observe a monotonous decrement in ROW,m
and ROη,m with increase in α for βh/βc 6= 0.4. More-
over, the observed βh/βc dependence in the behaviors of
ROW,m and R
O
η,m imply that the bath temperatures can
strongly influence the enhancing ability of long-range in-
teractions. In the right column of Fig. 7, we show βh/βc
dependence of ROW,m and R
O
η,m for several values of α.
9FIG. 11. Column (a): ∆QhS/Q
h,∞
S (upper panel) and ξS (bot-
tom panel and zoomed-in inset) as a function of α for different
values of µf/µi at βc = 5. The solid horizontal lines in the in-
set indicate ξS = 0 and ξS = 1, respectively. Column (b): The
same as in column (a) applied to the high-temperature case
with βc = 0.05. The remaining parameters are ~ = kB = 1,
µi = 2, βh/βc = 0.2, J = ∆ = 1, and L = 2000. All quantities
are unitless.
We see again the remarkable resemblance between ROW,m
and ROη,m when α > 1.025. At α = 1.025, we can see
that ROW,m increases monotonously as βh/βc increases,
while ROη,m shows a growth followed by a decrement with
increase in βh/βc. The features in Fig. 7 indicate that
for an Otto cycle operating at low temperature, there
exists an optimal condition for which the maximum en-
hancement in the work output and efficiency induced by
long-range interactions are reached at the same time. For
the case considered here, it is approximately given by
α ≈ 1.5, βh/βc ≈ 0.4.
For the high temperature case, the α and βh/βc depen-
dencies of ROW,m and R
O
η,m are shown in Fig. 8. As can
be seen from the left column of Fig. 8, the behavior of
ROW,m is qualitatively similar to R
O
η,m. Namely, both of
them are decreased with an increase in α and approach-
ing unity as α → ∞, irrespective of the value of βh/βc.
On the other hand, for different values of α, the observed
βh/βc dependence of R
O
W,m is also very similar to R
O
η,m,
as evidenced by the right column in Fig. 8. The results
in Fig. 8 further verify that the above-defined optimal
condition also existed in the case of high temperature.
The optimal condition for the case studied here is given
by α = 1.025, βh/βc = 0.4, different from the case of
low temperature. By comparing Figs. 7 and 8, we fur-
ther notice that there is a greater enhancement in engine
performance at the high temperature.
It is also of interest to study how the regions of en-
hancement in parameter space evolve as the range of in-
teractions is changed from the long-rang to short-range
limit. In Fig. 9 we plot the regions where the enhance-
ment is absent (dark green) or present (yellow) for sev-
eral values of α with βc = 5 (upper row) and βc = 0.05
(bottom row). Here, in our study, the enhancement re-
gions are the regions with ROW > 1 and R
O
η > 1. We
see that for both the low- and high-temperature cases,
FIG. 12. Left column: The maximum work output ratio
R
S
W,m (a) and the maximum efficiency ratio R
S
η,m (c) of the
Stirling cycle as a function of α for different values of βh/βc.
Right column: RSW,m (b) and R
S
η,m (d) as a function of βh/βc
for several α. The remaining parameters are ~ = kB = 1,
βc = 5, J = ∆ = 1, and L = 2000.
the enhancement regions first undergo an expansion in
parameter space and then shrink with increasing α. One
can expect that such regions will vanish as α→∞. Here,
it is worth mentioning that ROW and R
O
η decrease with
increasing α and approach 1 as α → ∞. The expansion
of the enhancement regions is, therefore, associated with
the reduction in the enhancing ability of the long-range
interactions. We finally note that the size of the enhance-
ment regions in the case of low temperature is always
lager than the corresponding high-temperature case.
B. Results for quantum Stirling cycle
We continue our study by exploring the long-range in-
teraction effects on the performance of the quantum Stir-
ling cycle. According to the results in Sec. III B, we have
calculated the work output ratio RSW and efficiency ratio
RSη defined in Eq. (23) for a Stirling cycle with different
ranges of interactions and cycle parameters; the results
are shown in Fig. 10.
First, for the case of low temperature with βc = 5, both
the work output and efficiency of the Stirling cycle are
enhanced by the long-range interactions at greater µf/µi;
see panels (a) and (c) in Fig. 10. Moreover, different from
the results in the Otto cycle, we see that the maximal
values of RSW and R
S
η are obtained near the critical point
µf/µi = 0.5, and increase with decreasing α. Hence,
for the Stirling cycle, the enhancement effect of long-
range interactions can be boosted by the critical point.
On the contrary, at high temperature with βc = 0.05,
as can be seen from panels (b) and (d) in Fig. 10, we
have RSW < 1 and R
S
η < 1 over the whole parameter
region. Therefore, the long-range interactions are useless
to improve the performance of the Stirling cycle if it is
operating at high temperature.
To understand the features observed in Fig. 10, as we
have done for the case of the Otto cycle, we recast RSW
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FIG. 13. Regions of enhancement in the parameter space of
a Stirling cycle for different values of α. The enhancement
regions are defined as the regions with RSW > 1 and R
S
η > 1.
Yellow and dark green shaded domains indicate the regions
with enhancement and no enhancement. The parameters are:
~ = kB = 1, µi = 2, βc = 5, βh/βc = 0.2, J = ∆ = 1, and
L = 2000.
and RSη as follows:
RSW = 1− ξS
∆QhS
Qh,∞S
,
RSη = 1−
∆QhS
Qh,∞S
ξS − 1
1−∆QhS/Q
h,∞
S
, (25)
where ∆QhS = Q
h,∞
S − Q
h
S is the absorbed heat differ-
ence of the Stirling cycle, and ξS = ∆WS/(η
∞
S ∆Q
h
S) with
∆WS = W
∞
S −WS . Then, we consider the dependences
of ∆QhS/Q
h,∞
S and ξS on the range of interactions for
different values of µf/µi. Column (a) of Fig. 11 shows
∆QhS/Q
h,∞
S (upper panel) and ξS (bottom panel) versus
α for a few representative values of µf/µi at low tem-
perature. Clearly, we always have ∆QhS/Q
h,∞
S > 0 for
all ranges of interactions and values of µf/µi. Therefore
there are negative values of ξS at µf/µi ≥ 0.2 (see the
bottom panel), indicating RWS > 1 and R
S
η > 1. For
the case of µf/µi = 0, as can be seen from the inset in
the bottom panel, we always have ξS > 1, resulting in
RSW < 1 and R
S
η < 1. In marked contrast to the low-
temperature case, at high temperature with βc = 0.05 we
find that ∆QhS/Q
h,∞
S < 0 and ξS < 0, regardless of the
values of α and µf/µi, as shown in column (b) of Fig. 11.
We thus have RSW < 1 and R
S
η < 1, independent of α
and µf/µi.
As we focus on the enhancement effect of the long-
range interactions, we only consider the low-temperature
case in the following studies of the Stirling cycle. Fig-
ure 12 depicts the maximum work output ratio RSW,m
and the maximum efficiency ratio RSη,m in the Stirling
cycle. We see that as α increases, RSW,m and R
S
η,m con-
verge towards 1 in a similar way; see panels (a) and (c) in
Fig. 12. However, the dependence of RSW,m on βh/βc is
prominent, different from the case of maximum efficiency
ratio, as visible in panels (b) and (d) of Fig. 12. Specif-
ically, RSW,m increases monotonously with an increase in
βh/βc, while the increment in R
S
η,m at smaller βh/βc is
followed by a decrement at greater βh/βc. As a conse-
quence, the optimal condition extracted from RSW,m in
Figs. 12(a) and 12(b) is inconsistent with that obtained
from the results of RSη,m [see Figs. 12(c) and 12(b)]. This
disagreement means that the maximum enhancement in
work output and efficiency cannot be achieved simultane-
ously by the long-range interactions in the Stirling cycle.
This is in sharp contrast to the Otto cycle, where the
work output ratio and efficiency ratio can be maximized
under the same condition.
We finally investigate the evolution of enhancement
regions in the parameter space of the Stirling cycle with
decreasing the range of interactions. As in the Otto cy-
cle, the enhancement regions in the Stirling cycle are still
identified as the regions with RSW > 1 and R
S
η > 1. Fig-
ure 13 shows the enhancement regions of the Stirling cy-
cle for several values of α. We see that as α increases,
the enhancement regions first experience an expansion
and then shrink in the parameter space, similar to the
case of the Otto cycle. As expected, the enhancement
regions will disappear in the short-range limit α → ∞.
Moreover, such as in the Otto cycle, due to the values of
RSW and R
S
η decreasing with increasing α, the expansion
of the enhancement regions will associate with a larger
reduction in the enhancing ability of the long-range in-
teractions.
V. CONCLUSIONS
In conclusion, we have examined how the long-range
interactions in quantum many-body systems affect the
performance of quantum heat engines. To this end, we
have introduced a many-body quantum heat engine with
a long-range Kitaev chain as its working medium. The
integrability nature of the long-range interacting Kitaev
chain allows us to study the performance of the heat en-
gine through fully analytical results. We have demon-
strated that the long-range interactions exhibit remark-
able and nontrivial impacts on the performance of the
quantum heat engine. We have considered quantum heat
engine operators with different thermodynamic cycles–
the Otto cycle and the Stirling cycle.
For the Otto cycle operating at low temperature, we
found that in all studied figures of merit of engine per-
formance, including net work output and efficiency, the
long-range interactions enhance the engine performance
for certain cycle parameter regimes. This enhancement
effect still persists when the engine is working at high
temperature. However, near the critical point of the sys-
tem, the work output and efficiency decrease dramati-
cally with increasing the range of interactions, irrespec-
tive of the bath temperatures. In the case of a Stirling
cycle at low temperature, the long-range interactions ex-
hibit a similar enhancement effect on the performance
of the engine. However, different from the Otto cycle,
in this case the long-range interactions lead to a maxi-
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mum enhancement of the performance of the Stirling cy-
cle around the critical point of the system. We found the
universal negative impact of the long-range interactions
when the Stirling cycle operated at high temperature.
For both cycles we investigated the possibility of long-
range interactions leading to a maximum enhancement in
work output and efficiency of the quantum heat engine
at the same time. We found that in the Otto cycle the
maximum enhancement in the performance of the engine
can be achieved simultaneously by the long-range inter-
actions, while this is not true in the case of the Stirling
cycle. In addition, we also explored the dependencies of
the enhancement regions in the cycle parameter space on
the range of interactions and showed that with a decrease
in range of interactions the enhancement regions first ex-
pand and then quickly shrink. Such regions finally vanish
as α→∞.
Our results evidence that the long-range interactions
in many-body systems have strong effects on the perfor-
mance of quantum heat engines. Therefore, our work
provides an additional insight into how to improve en-
gine performance in quantum many-body heat engines
[58, 63, 70–75]. Moreover, the experimental realization
of one-dimensional long-range Kitaev chains in physical
systems has been proposed in many studies [105–109].
In particular, by using an experimental platform based
on a superconductor in proximity to a two-dimensional
electron gas with strong spin-orbit coupling [110, 111], a
very recent work has been demonstrated that long-range
Kitaev chains can be obtained via planar Josephson junc-
tions [112]. In this scheme, tuning of the range of inter-
actions can be achieved by controlling the strength of the
Zeeman field, whereas the tunable chemical potential is
accomplished through the phase difference between two
s-wave superconductors. On the other hand, several pro-
posals for realizing quantum heat engines in supercon-
ducting devices have been discussed in a variety of works
[32, 33]. These facts lead us to believe that our results
could be experimentally verified.
We expect the performance enhancement of quantum
engines by long-range interactions still holds in other
long-range interacting systems, such as long-range inter-
acting spin systems. It will be interesting to systemati-
cally study how the range of interactions affect the engine
performance in different long-range interacting systems.
Another interesting extension of the present work is to
analyze the role of the range of interactions in finite time
cycles. By considering that long-range interacting spin
systems have been realized in recent experiments [76, 77],
we hope that our present results would be able to trig-
ger more experimental efforts to investigate the effects of
long-range interactions on the performance of quantum
heat engines.
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