Networks of phase oscillators are studied in various contexts, in particular in the modeling of the electric power grid. A functional grid corresponds to a stable steady state, such that any bifurcation can have catastrophic consequences up to a blackout. But also the existence of multiple steady states is undesirable, as it can lead to sudden transitions or circulatory flows. Despite the enormous practical importance there is still no general theory of the existence and uniqueness of steady states in such systems. Analytic results are mostly limited to grids without Ohmic losses. In this article, we introduce a method to systematically construct the solutions of the real power load-flow equations in the presence of Ohmic losses and explicitly compute them for tree and ring networks. We investigate different mechanisms leading to multistability and discuss the impact of Ohmic losses on the existence of solutions.
Networks of phase oscillators are studied in various contexts, in particular in the modeling of the electric power grid. A functional grid corresponds to a stable steady state, such that any bifurcation can have catastrophic consequences up to a blackout. But also the existence of multiple steady states is undesirable, as it can lead to sudden transitions or circulatory flows. Despite the enormous practical importance there is still no general theory of the existence and uniqueness of steady states in such systems. Analytic results are mostly limited to grids without Ohmic losses. In this article, we introduce a method to systematically construct the solutions of the real power load-flow equations in the presence of Ohmic losses and explicitly compute them for tree and ring networks. We investigate different mechanisms leading to multistability and discuss the impact of Ohmic losses on the existence of solutions.
The stable operation of the electric power grid relies on a precisely synchronized state of all generators and machines. All machines rotate at exactly the same frequency with fixed phase differences, leading to steady power flows throughout the grid. Whether such a steady state exists for a given network is of eminent practical importance. The loss of a steady state typically leads to power outages up to a complete blackout. But also the existence of multiple steady states is undesirable, as it can lead to sudden transitions, circulating flows and eventually also to power outages. Steady states are typically calculated numerically, but this approach gives only limited insight into the existence and (non-)uniqueness of steady states. Analytic results are available only for special network configuration, in particular for grids with negligible Ohmic losses or radial networks without any loops. In this article, we introduce a method to systematically construct the solutions of the real power loadflow equations in the presence of Ohmic losses. We calculate the steady states explicitly for elementary networks demonstrating different mechanisms leading to multistability. Our results also apply to models of coupled oscillators which are widely used in theoretical physics and mathematical biology.
I. INTRODUCTION
The electric power grid is one of the largest man-made systems, and a stably operating grid is integral for the entire economy, industry and almost all other technical infrastructures. The complexity of the power grid with thousands of generators, substations and transmission elements calls for an interdisciplinary approach to ensure stability in a transforming energy systems 1, 2 . In particular, the interrelation of structure and stability of complex grids has received widespread attention in recent years, see e.g. [3] [4] [5] [6] [7] [8] [9] [10] [11] . These endeavours have been aided by the similarity of mathematical models across scientific disciplines. The fundamental models for power grid dynamics such as the classical model or the structurepreserving model 12, 13 are mathematically equivalent to the celebrated Kuramoto model with inertia [14] [15] [16] [17] . Therefore, results obtained on networks of Kuramoto oscillators can be easily translated to power grids and vice versa.
A central question across disciplines is whether a stable steady state exists and whether it is unique given a certain network structure. In the context of power grids, it is desirable to have a unique steady state. Grid operators strive to maintain the flows across each line below a certain limit to avoid disruptions. Ensuring this is much more difficult if one has to take into account multiple steady states, and hence multiple flow patterns across the lines. Analytic results have been obtained for various special cases. In particular, multistability has been ruled out for lossless grids in the two limiting cases of very densely connected networks 14, 18 as well as tree-like networks (very sparse) 19 . The existence of a steady state is determined by two factors: the distribution of the real power injections (natural frequencies for Kuramoto oscillators) and the strength of connecting lines. A variety of related results have also been obtained for tree-like distribution grids in power engineering, see e.g. 20 . The situation is more involved for networks of intermediate sparsity such as power transmission grids, which can give rise to multistability 11, 19, [21] [22] [23] [24] [25] . The existence of multiple steady states in meshed networks can be traced back to the existence of cycle flows, which do not affect the power balance at any node in the grid. The number of and size of the cycles in the grid is thus an essential factor that determines the number of steady states 19 . Exploring the quantitative relationship between these topological factors and multistability, rigorous bounds on the number of steady states and mechanisms for a grid to switch from one steady state to another have been found 11, 19, [23] [24] [25] [26] [27] . Despite the great theoretical progress a general theory of the solvability of the power flow equations is still lacking. Most analytic studies focus on lossless grids 7, 9, 11, 19, [21] [22] [23] [24] [25] [26] 28, 29 or tree-like grids 10, 20, [30] [31] [32] . Analytic results are extremely rare for the full power flow equations with ohmic losses in meshed networks 21, 33, 34 . In this article, we present a new approach to compute the steady states of the real power flow equations in general networks in the presence of ohmic losses, extending a prior study of lossless grids 19 . Our main contribution is a stepwise procedure to construct solutions. In a first step, flows and losses are treated as independent variables, turning the load flow equations into a linear set of equations. The inherent relations of flows and losses are reintroduced in a second step. Choosing an appropriate basis for the solution space of the linear set of equations, we can explicitly compute the coefficients leading to a consistent solution. Using this approach, we demonstrate that ohmic losses in general have two contrary effects on the solvability of the real power flow equations: On the one hand, increasing losses requires higher line capacities to be able to transport the same amount of power thereby potentially destabilizing the grid and thus losing stable fixed points. On the other hand, we show that high line losses may also cause multistability leading to additional stable fixed points through a mechanism non-existent for the lossless case.
The article is organized as follows. We first specify the mathematical structure of the problem and fix the notation in section II. We then briefly review the lossless case in section III to illustrate the fundamental importance of cycles and cycle flows. Section IV then constitutes the main part of the paper, introducing the stepwise approch. We then investigate two topologies in detail: a tree and a ring network, for which we lay down the procedures for computing all the steady states, in sections V and VI, respectively.
II. STEADY STATES IN POWER GRIDS AND OSCILLATOR NETWORKS
The load-flow equations constitute the fundamental model to describe the steady state of an AC power grid. The system state is defined in terms of the magnitude and phase of the nodal voltages V j e iθj , j ∈ {1, . . . , N }, which have to satisfy the energy conservation law. The nodes provide or consume a certain amount of real power P in j such that the real power balance reads
The variation of the voltage magnitudes V j is intimately related with the provision and demand for reactive power. In general, generator nodes adapt the reactive power to fix the voltage to the reference level V j = V ref , while load nodes consume a fixed value of reactive power. The voltage magnitude V j can depart from the reference level 35 , but strict security rules are imposed to limit this voltage variation. In the present article we will focus on the real power balance equation (1) to explore the existence of solutions and possible routes to multistability. We neglect voltage variability to reduce the complexity of the problem and refer to 9,10 for a detailed discussion of these issues. Technically, this corresponds to the assumption that the reactive power can be balanced at all nodes. Using appropriate units, referred to as the pu system in power engineering 36 we can thus set
for all nodes.
The network structure plays a decisive role for the existence and stability of steady states. This structure is encoded in the coupling coefficients b and g. For a given transmission line (j, k) with resistance r jk and admittance x jk we have
where g jk is the conductance of the line (j, k), while the susceptance is given by −b jk (not +b jk !). By this definition both g jk and b jk are generally positive for all transmission elements, with g jk = b jk = 0 if the two nodes j and k are not connected. In high voltage transmission grids, Ohmic losses are typically small such that g is small compared to b. In the limit of a lossless line, we obtain g jk = 0 and b jk = 1/x jk > 0. In contrast, b and g are of similar magnitude in distribution grids. A mathematically equivalent problem arises in the analysis of steady states of dynamical power system models. In particular, the dynamics of coupled synchronous machines is determined by the swing equation
whose steady states are again determined by Eq. (1). Furthermore, coupled oscillator models are used to describe the collective motion of various systems across scientific disciplines. For instance, the celebrated Kuramoto model considers a set of N limit cycle oscillators whose state is described by their phases θ j along the cycle. In many important applications 38, 39 , the equations of motions of the coupled system are given by
where ω j is the intrinsic frequency of the j-th oscillator, K jk = K kj is the coupling strength of oscillator j and k and γ jk = γ kj is a phase shift. The fixed points of this model are determined by the algebraic equations dθ j /dt = 0, which, using basic trigonometric identities, are cast into the form
where
is a fixed point. This equation is identical to the real power balance (1) if we identify
. We note that in the limit of a lossless line, γ jk = 0 for all edges. In the following, we will fix a slack node s that can provide an infinite amount of power P s which translates as an additional free parameter to the Kuramoto model given by the frequency at the node corresponding to the slack node ω s . Therefore, different fixed points, i.e. solutions to Eq. 5, can have a different frequency at the slack node ω s in this setup which differs from the way fixed points are typically considered in the Kuramoto model.
The stability of a given fixed point θ * is assessed using linear stability analysis by adding a small perturbation 40 ,
For the first order model, the dynamics of the perturbations is to linear order given by
with the weights
This relation is expressed in vectorial form as
with the Laplacian-type matrix Λ ∈ R N ×N with elements
Before we proceed we note that Λ always has a zero eigenvalue corresponding to a global shift of all phases θ j → θ j + c, which does not affect the synchronization of the system. We thus discard this mode and limit the stability analysis to the subspace perpendicular to it
A steady state is linearly stable if all perturbations in D ⊥ are damped exponentially, which is the case if the real part of all eigenvalues of Λ are strictly positive, i.e. if Λ is positive definite on D ⊥ . We stress that this result also applies to the second order equation (3), cf. 8 . Stability analysis becomes rather simple in the lossless case. Assuming that the network is connected and that the phase differences along any line are limited as
the matrix Λ is a proper graph Laplacian which is always positive definite on D ⊥ . Stable steady states that violate condition (10) do exist at the boundary of the stability region, but in most cases states with such large phase differences are unstable 8, 25, 41 . Hence, we typically focus on states that do satisfy (10) and refer to this as the normal operation of the grid 19 . The stability analysis is more involved in the presence of Ohmic losses, as Λ is no longer symmetric. Hence, it rather corresponds to the Laplacian of a directed network, whose definiteness is harder to grasp analytically. In this case we will evaluate the linear stability of different steady states by direct numerical computations.
However, in the case where all off-diagonal elements of this matrix are strictly negative, we are able to gain limited analytical insight by the following Lemma: Lemma 1. Let θ * ∈ R N be an equilibrium of the Kuramoto model with phase lags as defined in Eq. 4. The equilibrium is linearly stable if all edges (j, k) have positive weights
Proof. The result can be proven by making use of Gershgorin's circle theorem 42 . Recall that the equilibrium is linearly stable if the Laplacian-type matrix Λ is positive definite on D ⊥ , i.e. if all its eigenvalues have positive real part Re(µ j ) > 0, ∀j ∈ {1, ..., N − 1}. According to Gershgorin's theorem, each eigenvalue µ j is located in a disk in the complex plane with radius R j = =j |Λ j, | centred at Λ j,j . If the condition ω jk > 0 is satisfied, we have that |Λ j, | = −Λ j, . Therefore, applying Gershgorin's theorem results in the following inequality
This inequality thus predicts that all eigenvalues µ j have real part greater than or equal to zero Re(µ j ) ≥ 0.
Now it remains to show that the eigenvalue to the eigenvector (1, 1..., 1) is the only zero eigenvalue. Assume that v ∈ R N is an eigenvector with eigenvalue µ = 0. Assume that this vector has its minimum entry at position i, such that v i = min(v j ), j ∈ {1, ...N } and hence v i − v j ≤ 0, ∀j. Then we arrive at
Since the off-diagonal elements Λ ij are all negative by the assumption of the lemma, it follows that the entries of the vector at neighbouring nodes equal its minimum value v i = v j . We can now apply the same reasoning for next-nearest neighbours and proceed in the same way through the whole network to show that
which proofs that v = (1, ..., 1) is the only eigenvector with vanishing eigenvalue µ = 0.
III. THE LOSSLESS CASE
We briefly review the analysis of the lossless case to introduce the fundamentals of our approach as well as some notation and methodology. This review mostly follows 19 , but provides some additional examples and results.
A. Constructing solutions
In the lossless case, steady states are determined by
which has to be satisfied for every node j ∈ {1, . . . , N }. We obtain this by putting g jk = 0 in (1), as well as assuming V j = V ref = 1. This is possible only if the power injections of the entire grid are balanced, i.e. j P j = 0, which we assume henceforth. The main idea to construct all solutions of Eq. (11) is to shift the focus from nodal quantities to edges and cycles of the network.
To begin with, we introduce some notation. We label each edge in the network by a number e = 1, . . . , M and summarize the line parameters in the diagonal matrix
We then fix an orientation 43 : for each edge e connecting nodes j and k, we arbitrarily choose k to be the "head" of the edge and j to be the "tail", and refer to the edge as e=(j, k). Then we define the flow F e on an edge e=(j, k) to be
If F e > 0, the flow is directed from j to k and if F e < 0 from k to j. Therefore F e physically denotes the flow from the tail of the edge e to the head of e. We then summarize all quantities in a vectorial form
The topology of the network is encoded in the node-edge incidence matrix I ∈ R N ×M with elements
if node j is the tail of edge e= (j, ), −1 if node j is the head of edge e= (j, ), 0 otherwise. (15) The relation between flows and phases (13) now becomes
where the sine function is taken element-wise, and Eq. (11) reads
Now we can split the solution of (11) into two parts.
1. Construct all solutions of the linear set of equations (17) that respect the line limits |F e | ≤ b e . As the matrix I has the rank N − 1 19 , the solutions span a M − N + 1 dimensional subspace. Together with the line limits we typically have an (M − N + 1)-dimensional polytope, or an empty set.
2. Out of all solution candidates F in the polytope, find all vectors that can be expressed by phases θ as in Eq. (16).
Fortunately, both steps can be operationalized in terms of the cycles of the network 19 . Let start constructing the solution space of Eq. (17) . The kernel of the matrix I corresponds exactly to cycle flows: A cycle flow being a constant flow along a cycle; with no in-or out-flow [45] [46] [47] . The kernel has dimension M − N + 1, which reflects the fact that the cycles in a graph forms a vector space of dimension M − N + 1 48 , a basis set of this space is called a fundamental cycle basis. This may be most easily interpreted for plane graphs (i.e. graphs drawn in a plane without any edge crossing), where we can simply choose the facets of the graph as fundamental cycles. A set of fundamental cycles B is encoded in the corresponding cycle-edge incidence matrix C B ∈ R M ×(M −N +1) with elements 
Then all solutions of equation (17) can be written as
gives the strength of the cycle flows along each cycle in the chosen cycle basis.
Having obtained a flow vector F , we can simply construct the associated phases as follows. Start at one particular node k (referred to as the slack node) and set θ k = 0. Then proceed to a neighbouring node j. Assuming that the connecting edge e=(j, k) is oriented from node k to node j, the phase value reads
where the phase difference ∆ e is reconstructed from the flow F e by inverting Eq. (13),
We can then proceed through the entire network to obtain all phases θ j . For each edge e we have to decide whether we take the +-solution or the −-solution in Eq. (21) . To keep track of this choice, we decompose the edge set of the network E into two parts,
such that E = E + ∪ E − . For arbitrary flows F however, this procedure will generally lead to inconsistencies, as most nodes can be reached from the slack via several different paths leading to different phases. The physically correct solutions are just the ones for which no inconsistencies occur. This is exactly the case if the sum of phase differences around an arbitrary cycle yields zero or an integer multiple of 2π. Fortunately, we have to check this condition only for the fundamental cycles as these provide a basis for the cycle space. For each of the fundamental cycles we define the winding number
and we define the vector of winding numbers
For a physical solution all these winding must be integer:
for some decomposition E = E + ∪ E − . It should be noted that the choice ∆ + e corresponds to the state of normal operation discussed in section II. Hence, states with E − = ∅ are guarateed to be stable, while states with E − = ∅ are typically (but not always) unstable 8, 19, 25 . We have thus reformulated the problem of solving the nonlinear equation (11) to a two-stage procedure. This allows to systematically search for steady states and to quantify the number of steady states for a given network. In particular for plane networks the winding vector is unique, i.e. two steady states with same winding vector are identical 19 . We summarize these results in the following theorem. Proposition 1. Consider a connected lossless network with power injections P ∈ R N . Then the following two statements are equivalent:
1. θ is a steady state, i.e., a real solution of equation (11) .
2. The flows F ∈ R M satisfies the 'dynamic' conditions (17) with |F e | ≤ b e such that
and the geometric condition (22)
for some decomposition E = E + ∪ E − .
B. Application: Braess' paradox
We demonstrate the applicability of the described approach for the elementary network depicted in Fig. 1 . Two generators and two consumers are arranged on a cycle. All lines have the same strength b except for one with strengthb. The general solution of the dynamic conditions (17) are given by
and include one free parameter, the cycle flow strength f . Evaluating the line limits |F e | ≤ b e for all edges e = 1, . . . , 4 yields that f is restricted to the interval f ∈ [f min , f max ] with
To determine the physical value of the cycle flow strength f we then have to evaluate the geometric condition. We focus on the normal operation of the grid (i.e. E − = ∅) such that the winding number reads
For a small network with N ≤ 4, a stable steady state can be found only for (f ) = 0 19 . As (f ) is a monotonously increasing function of f , the condition for the existence of a stable steady state thus reads according to Bolzano's theorem
which is readily evaluated in terms of the system parameters. Fig, 2 shows a stability map in terms of the line strength b andb. Obviously, a minimum connectivity is needed to transmit the the real power from the generators to the consumers, which is formalized by the dynamic conditions. A solution of these conditions respecting the line limits can be found if 2b ≥ P and b +b ≥ P, (27) which is indicated by the yellow regions in the figure.
In the light yellow areas, however, the solution of the dynamic condition lead to
Hence, the geometric condition (26) cannot be satisfied and no normal steady state exists. A remarkable effect is found for small values of b. An increase of the parameterb can take the system from the dark yellow to the light yellow parameter region such that the stable steady state is lost. Hence we find the surprising result that an increase of connectivity can impair the operation of a network up to a complete breakdown! This phenomenon can be seen as a manifestation of Braess' paradox first discussed in the context of traffic networks 6, [49] [50] [51] . To obtain a deeper insight into this phenomenon, we can evaluate the geometric condition explicitly. Forb ≥ b we find f min = −b and the condition (f min ) ≤ 0 reads Using several trigonometric identities, this condition is cast into the form
That is, if b is not too large, we find an upper limit for the connectivityb above which the steady state vanishes. However, for this limit tends to infinity as b ≥ 2P 2+ √ 2 and Braess' paradox is no longer present.
IV. POWER GRIDS WITH OHMIC LOSSES
We now extend the approach introduced above to power grids with ohmic losses or oscillator networks with a general trigonometric coupling. The steady states are determined by the real power balance equation (cf. Eq. (1))
Before we proceed to construct the solution to these equations we note an important difference to the lossless case.
The Ohmic losses occurring on the lines are not a priori known as they depend on the phases θ 1 , . . . , θ N . Hence the real power balance for the entire grid now reads
Hence, for arbitrary P 1 , . . . , P N there will be typically no solution. This issue is solved by assuming that one of the nodes, referred to as the slack node, can provide an arbitrary amount of power to balance the losses. For the sake of consistency, we label the slack as j = 1 throughout this article and set θ 1 = 0.
To solve the set of equations (31) for the remaining nodes j ∈ {2, . . . , N } we decompose it into different parts as before and first formulate a linear system of equations. Before we start, we fix some notation and define the unsigned incidence matrix E ∈ R N ×M with elements E je = |I je |. For each edge e=(j, k) we again define the flows by
and the losses by
Using this notation, the power balance equations can be decomposed into three parts. First we have the dynamic condition, which now reads
Flows and losses are limited by the line parameters such that we obtain the further conditions
(34) In addition to that, flows and losses are not independent, but are both functions of the phase difference θ j −θ k . Using the trigonometric identity sin 2 + cos 2 = 1 we obtain the flow-loss condition
Finally, we have a geometric condition as in the lossless case
In comparison to the lossless case we have M additional degrees of freedom L 1 , . . . , L M and M additional nonlinear conditions (35) to fix them. Furthermore, the knowledge of both F e and L e are necessary to fix the phases completely. Equation (21) is replaced by
FIG. 3. Labeling of nodes (dark blue circles) and edges (black arrows) in a tree network used in Sec. V A. The slack node is taken as the root of the tree and labeled as j = 1 as indicated by the letter S and the darker blue colouring.
Still, there are two solution branches ± per edge as in the lossless case, because the quadratic equation (35) has two solutions in general.
In conclusion, the general strategy to construct solutions consists of the following steps:
1. Find the solution space of the linear set of equations (33) . We note that the addition of a cycle flows still does not affect the power balance, so the cycle flows remain basic degrees of freedom.
2. Use the flow-loss condition (35) to reduce the degrees of freedom of the system. In particular we will express all other degrees of freedom in terms of the cycle flow strength.
3. Finally, the cycle flows are fixed by the geometric conditions (36) .
We now prove this approach by explicitly constructing the solutions for a tree network and a single cycle. We will show that including losses gives rise to additional mechanism of multistability.
V. TREE NETWORKS
We will first consider tree networks, i.e. networks without any closed cycles. Hence, we do not have to take into account the geometric condition (36) and concentrate on the solution of the flow-loss condition (35) .
A. Fundamentals
We first introduce the basic notation, see Fig, 3 . The slack node is taken as the root of the tree and labeled as j = 1. The remaining nodes are labeled according to the distance to the root: first nearest neighbors, then next-to-nearest neighbors, and so on. Every edge e = 1, . . . , M = N − 1 points to the node e + 1. For each node and edge, we must keep track of how it is connected to the root of the tree. We thus introduce the matrix
if edge e is on the path from node j + 1 to the root 0 otherwise.
Note that the labeling of the edges is chosen such that T e,k also indicates whether edge e is on the path from edge k to the root. Furthermore, we introduce the vectorial notation
The dynamic condition (33) then reads
where the matrix I ∈ R (N −1)×2M is obtained by concatenating the signed and unsigned incidence matrix (I | E) and removing the first line corresponding to the slack node. In particular, the matrix elements are given by
+1 if e ≤ M and j is the tail of edge e or if e > M and j is the tail or head of edge e − M −1 if e ≤ M and j is the head of edge e 0 otherwise . (39) First, we need a specific solution x (s) of the dynamic condition (38) . For the sake of simplicity, we choose a solution with no losses, that is
Then we have to construct the general solution to the dynamic conditions, i.e. we need a basis for the Ndimensional kernel of the matrix I. The basis vectors are constructed such that they have losses only at one particular line, which yields with the Kronecker symbol δ e,k . This set of basis vectors is illustrated in Fig. 4 for an elementary example. We note that these basis vectors are linearly independent as required, but not orthogonal. All solution candidates of the dynamic and the flow-loss conditions can be written as
In terms of the flows and losses this yields
To simplify the notation, we introduce the abbreviation
which is the flow on the line e minus the losses,
Now the we can calculate the parameters α e by substituting ansatz (43) into the flow-loss condition (35) : To solve these quadratic equations we now have to proceed iteratively from e = N − 1 to e = 1 as the quantity F e depends on the solutions α n of the lines k = e + 1, . . . , N − 1. We summarize our findings in the following lemma. Lemma 2. All potential solutions of the dynamic conditions and the load-flow condition for a tree network can be written as
where the parameters α e , e ∈ {M, M − 1, . . . , 1} are determined iteratively as
where the sign σ e ∈ {−1, +1} indicates the solution branch. Hence, each potential solutions is uniquely characterized by the sign vector σ = (σ 1 , . . . , σ M ) ∈ {−1, +1} M .
We note that this lemma does not yet tell us that a solution with parameters σ e actually exists and is physically feasible. This is the case if and only if the resulting values for α ± e are all real and positive and the line limits (34) are respected. Whether this is the case can be determined using the following lemma. The two solutions coalesce in the case of equality.
Proof. We first note that if condition (47) is satisfied, the discriminant in Eq. (46) .
The two parabola l(α e ) and r(α e ) are illustrated in Fig. 5 . The left-hand side l(α e ) is non-negative everywhere with
The right-hand side smaller or equal to one with
Hence, we find the necessary condition for the crossing of the two parabola as
That is, if a solution α e exists, it is guaranteed to be positive and satisfy the line limits.
We emphasize that condition (47) has to be satisfied for all edges e ∈ {1, . . . , M }, which again has to be verified iteratively.
B. Example
As an example we consider a grid with N = 4 nodes and M = 3 edges as depicted in Fig. 4 (a) . The node-edge incidence matrix I and its modulus E will then be
and the tree matrix is given by (49). (c) The solutions found for α2 and α3 can be used to subsequently calculate the solutions for α1. The solutions depend on the signs σe for all lines e = 1, 2, 3 such that we find 2 3 solution branches in total. The signs indicated in the legend are ordered as (σ3, σ2, σ1). In the region shaded in grey, there are two coexisting stable solutions.
The dynamic condition (33) thus reads
A particular solution of these equations is given by
and the kernel is spanned by the basis vectors
which are illustrated in Fig. 4 (b-d) . Hence, the general solution can be written as
The coefficients α i , i ∈ {1, 2, 3}, are directly calculated in the order e = 3, 2, 1 via the formula
with
and
. We recall that in contrast to the cyclic case we do not have to consider the geometric condition. The values of α ± e and hence also the flows and losses depend only on the signs (σ 1 , σ 2 , σ 3 ) -and of course on the system parameters.
To explore the emergence of multistability in networks with Ohmic losses, we study the different solution branches as a function of the conductances g (6) . For the sake of simplicity we assume that all lines have the same parameters, and keep both b and the power injections fixed.
In the lossless case g = 0, we trivially have α e = 0 for all edges and all solutions coalesce. For small values of g, the line losses α e then increase approximately linearly and we find 2 3 different solutions in total, corresponding to the different choices of the signs (σ 1 , σ 2 , σ 3 ). For each edge, the + branch corresponds to a solution with low losses L e < g e and the − branch to a solution with high losses L e > g e . Nonlinear effects become important for higher values of g: The losses of the + branches increase super-linearly, while the − branches show a non-monotonic behaviour. For even higher values of g solutions vanish pairwise. The solution branches σ = (+, +, +) with the lowest overall losses and the branch σ = (+, +, −) vanishes last.
We further evaluate the dynamical stability for each solution branch by testing the definiteness of the matrix Λ defined in (8) . The weights used in this Laplaciantype matrix can be rewritten directly in terms of the flows and losses. If nodes j and k are connected via edge . Whereas a minimum line capacity is required to result in any stable fixed points in the same way as for the lossless power flow, two effects that do not exist in the lossless case may be observed: Increasing conductances g and thus losses requires for higher line capacities b as expected. In addition to that, an additional stable fixed point arises for higher losses thus presenting a different mechanism for multistability.
e, we obtain
where the minus sign is chosen if j is the tail and k the head of edge e and the plus sign is chosen if k is the tail and j the head of edge e.
The results for the stability of the different solution branches are indicated by the dashing of the lines in figure 6 for the given network. We find that only the (+ + +)-branch is stable for low losses. This is expected since in the lossless case there can be at most one stable solution 19 . The (+ + +)-branch continuously merges into this stable solution in the limit g → 0. More interestingly, also the (++−)-branch becomes stable for large values of g. Hence, losses can stabilize fixed points.
A comprehensive analysis of the existence of solutions for the given sample network in terms of the grid parameters b and g is given in figure 7 . Remarkably, the presence of Ohmic losses has two antithetic effects on the solvability of the real power load-flow equations. On the one hand, losses can prohibit the existence of solutions. Real power flows are generally higher in lossy networks as losses have to be balanced by additional flows. Hence, the minimum line strength b required for the existence of a solution increases with g. On the other hand, losses facilitate multistability. While the lossless equation can have at most one stable fixed point for tree networks, two stable fixed points can exist if losses are added.
For example, for three consumer nodes with power injections P 2 = −1, P 3 = −1 and P 3 = −2, uniform line susceptances of b = 10 and g = 8, we find a dynamically stable solution branch with σ = (+, +, −) with flows F ≈ (9.01, 1.04, 2.2) and losses L ≈ (4.54, 0.04, 0.2) and another one with σ = (+, +, +) with flows F ≈ (6.2, 1.04, 2.2) and losses L ≈ (1.73, 0.04, 0.2) . We recall that node 1 serves as a slack node. Hence, the power injection P 1 (or the natural frequency ω 1 in the oscillator context) is different for the two stable steady states.
VI. CYCLIC NETWORK A. Fundamentals
We now consider a single closed cycle as depicted in figure 8 . We label all nodes by j ∈ {1, . . . , N } around the cycle in the mathematically positive direction starting at the slack node j = 1. Similarly, we label all lines e ∈ {1, . . . , N } where line e corresponds to (e, e + 1) and line e = N corresponds to (N, 1).
We now construct the solutions of the dynamic condition (38) . As before, we choose a specific solution with no losses (cf. Eq. 40), where the flows satisfy
e , ∀j ∈ {2, . . . , N }. To construct the general solution, we further need a basis for the (N + 1)-dimensional kernel of the matrix I. As before we use a set of basis vectors that have losses only at one particular line, (50) In contrast to the tree network we need an additional basis vector describing a cycle flow
This set of basis vectors is illustrated in Fig. 9 . All solution candidates of the dynamic and the flow-loss conditions can thus be written as
where f ∈ R is a parameter giving the cycle flow strength. In terms of the flows and losses this yields As before, we can now calculate the parameters α e iteratively from e = N to e = 1 using the formula (cf. Eq. (46))
However, we now have to take into account that the quantities F e also depend on the parameter f -the cycle flow strength. Hence, each potential solutions is now characterized by the continuous parameter f in addition to the signs σ 1 , . . . , σ N ∈ {−1, +1}. Whether a solution exists and respects the line limits can be determined from lemma 3, in particular from condition (47) which must be satisfied for all edges e ∈ {1, . . . , N }. In a cyclic network we further have to satisfy the geometric condition (36) , which fixes the remaining continuous degree of freedom f . For a single cycle, the winding number is given by
The phase differences ∆ σe e and hence the winding number are determined by the line flows and losses via equation (37) and depend on the respective solution branch indicated by the signs σ. Recall that the geometric condition states that the winding number can be an arbitrary integer. Hence there can be multiple solutions for f for a given set of signs σ 1 , . . . , σ N if the cycle is large enough. This route to multistability was analyzed in detail for lossless networks in 19 . 
B. Example
We analyze here a three-node cycle where node 1 is the slack node. The node-edge incidence matrix I and its modulus E will then be
The dynamic condition (33) thus reads
A particular solution of these equations is given by Fig. 9 . Hence, the general solution can be written as
1 + f + 2α 3 + 2α 2 + α 1 F
2 + f + 2α 3 + α 2 F (s)
The coefficients α 1,2,3 are calculated as a function of f iteratively starting from N = 3 via the formula Fig. 11(a-c) for all different possibilities of the sign vector (σ 1 , σ 2 , σ 3 ): for α 3 we have 2 choices, then for α 2 we have 2 2 = 4 choices (two choices for each of α 2 and α 3 ) and finally we have 2 3 = 8 choices for α 1 . For the sake of simplicity, we have chosen P 2 = P 3 = 1 in this example. Notably, all branches of the solutions must form closed curves when plotted via the parameter f . This is due to the fact that a real solution of the equation (49) can only vanish when the discriminant goes to zero, i.e. when it collides with another branch of the solution.
The remaining parameter f is determined by the geometric condition (36) . To evaluate this condition and to finally determine all steady states we plot the winding number
as a function of f in Fig. 12 . The phase differences are given by (cf. Eq. (37) . cyclic network we find 2 3 solution branches, which have to be considered when evaluating the geometric condition, see Fig. 12 . Inspecting the winding number σ (f ) for each branch, we find 2 steady states, of which one is stable and one is unstable. Again, the stable fixed point is given by the (+ + +)-branch which has the lowest Ohmic losses.
However, we can find two dynamically stable branches for higher losses as in the case for the tree network. For example, fixing line susceptances and conductances b = g = 3 and power injections P 2 = P 3 = −1, we find again two dynamically stable branches corresponding to low losses σ = (+, +, +) and high losses σ = (+, +, −).
VII. SUMMARY AND DISCUSSION
In this article, we studied solutions to the real power load-flow equations in AC transmission grids of general topology with a special focus on the impact of Ohmic losses. Extending our previous work 19 , we constructed an analytical method for computing all load flow solutions, both stable and unstable ones. We demonstrated how to explicitly compute all steady states in two elementary test topologies: a 4-node tree and a 3-node ring.
We find that analogous to the lossless case, different solutions exist corresponding to different winding numbers (22) along each basis cycle, as well as a choice between two solution branches in each edge. The two branches correspond to a state with low losses and phase differences on the respective edge (+ branch) and high losses and phase difference (− branch).
We show that ohmic losses have two conflicting effects on the existence and number of steady states. On the one hand, high losses must be compensated by higher flows.
Hence, solutions may vanish due to ohmic losses unless the line capacities are also increased. On the other hand, ohmic losses can stabilize certain solution branches and thus foster multistability. In particular, we demonstrate that two grid topologies that have been proven to exhibit no multistability in the lossless case -trees and 3-node rings -are multistable in the lossy case for certain parameter values.
