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Sommaire
Dans un premier chapitre, nous décrivons un modèle de formation d’image affichée
sur un écran en revenant sur les concepts que sont la lumière, la géométrie et l’optique.
Nous détaillons ensuite les différentes techniques d’affichage stéréoscopique utilisées
à l’heure actuelle, en parcourant la stéréoscopie, l’autostéréoscopie et plus particuliè-
rement le principe d’imagerie intégrale. Le deuxième chapitre introduit un nouveau
modèle de formation d’image stéréoscopique. Ce dernier nous permet d’observer deux
images d’une paire stéréoscopique soumises à des éventuelles transformations et à
l’effet d’une ou de plusieurs optiques particulières, pour reproduire la perception de
trois dimensions. Nous abordons l’aspect unificateur de ce modèle. En effet il permet
de décrire et d’expliquer de nombreuses techniques d’affichage stéréoscopique exis-
tantes. Enfin, dans un troisième chapitre nous discutons d’une méthode particulière
de création de paires d’images stéréoscopiques à l’aide d’un champ lumineux.
Mots-clés: formation d’image ; caméra ; affichage stéréoscopique ; autostéréoscopie ;
imagerie intégrale ; rayons lumineux ; champ lumineux ;
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Introduction
Les dispositifs d’affichages 3D sont de plus en plus présents dans la vie de tous les
jours. Ce sont des dispositifs qui permettent à un ou plusieurs observateurs d’avoir une
impression de profondeur, d’immersion, devant une image ou un film, le plus souvent
en deux dimensions. Ils ont pour but de recréer une sensation de 3D la plus proche
possible de celle ressentie lors de l’observation d’une vraie scène en trois dimensions.
En effet, nous les retrouvons maintenant sur certains appareils mobiles, dans les salles
de cinéma et même sur certains écrans pour usages domestiques. Ces dispositifs d’af-
fichages nécessitent le plus souvent le port de lunettes et fonctionnent de manière
passive ou active [52]. Ces dispositifs sont encore jeunes, et présentent des problèmes
qui leur sont propres [16]. Ainsi, certaines technologies souffrent de l’impossibilité
d’observer la scène par plusieurs utilisateurs de manière simultanée, d’un angle de
vue limité, ou d’un inconfort ou de fatigue de l’utilisateur pendant l’utilisation [64].
Il existe désormais quelques dispositifs d’affichage autostéréoscopiques, c’est-à-dire
des dispositifs ne nécessitant pas le port de lunettes ou d’appareils particuliers pour
visualiser une scène en trois dimensions. Ces dispositifs sont basés sur l’holographie
[25], sur des réseaux lenticulaires [51], des barrières de parallaxes [68] ou encore sur
l’imagerie intégrale [56]. Cette dernière technologie ouvre des nouvelles perspectives,
et permet d’obtenir différents points de vue de la scène : informations contenues
dans le champ lumineux. Le champ lumineux est un concept de plus en plus utilisé
dans la vision par ordinateur et plus particulièrement dans la stéréovision, offrant des
possibilités nouvelles [27]. Les systèmes d’affichage présentés sont peu répandus, car
souvent encombrants, peu développés pour le grand public et très onéreux. Dû aux
problèmes liés à ces diverses techniques, le développement d’un système d’affichage
3D simple, ne nécessitant pas le port d’appareil particulier est nécessaire. Nous pro-
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posons une méthode permettant de spécifier un tel dispositif en étudiant un système
pouvant créer une sensation de 3D uniquement en affichant deux images sur deux
écrans juxtaposés. Pour réaliser cet objectif nous devons tout d’abord revenir sur le
processus de formation d’une image affichée sur un écran, et plus particulièrement sur
les différents concepts utilisés par la suite. Nous revenons également dans ce chapitre
sur le principe de stéréoscopie et sur plusieurs exemples de systèmes d’affichage 3D.
Le second chapitre introduit notre principale contribution, il présente ensuite le nou-
veau modèle introduit, avec les différentes optiques utilisées : le sténopé et la lentille
mince. Ce modèle se base sur l’observation, à travers des optiques, simulées ou non,
de deux images d’une paire stéréoscopique. Nous montrons par la suite que ce modèle
est fonctionnel, et qu’il peut être qualifié d’unificateur. Il permet en effet de décrire et
d’expliquer différentes technologies d’affichage stéréoscopique, aussi bien actives que
passives. Cette partie est rédigée en anglais dans l’optique de faire de ce travail un
rapport de recherche. Le troisième chapitre présente une méthode pour l’obtention de
paires stéréoscopiques à partir d’un champ lumineux.
2
Chapitre 1
Modèle de l’image affichée et
techniques d’affichage 3D
1.1 Introduction
Le modèle proposé reproduit l’observation de deux images d’une paire stéréosco-
pique à travers un ou plusieurs dispositifs optiques. Ces derniers ont des caractéris-
tiques particulières et interagissent de manières différentes avec la formation d’image.
Nous nous intéressons particulièrement au modèle de formation d’une image affichée
sur un écran. L’importance de ce modèle est due au fait que chaque dispositif d’af-
fichage stéréoscopique a des caractéristiques et des paramètres qui lui sont propres
[26, 71]. Nous verrons que ces affichages se classent en deux grandes catégories : les
affichages stéréoscopiques et autostéréoscopiques [52, 16, 62]. Décrire un modèle gé-
nérique d’une image affichée nous permet alors de l’adapter pour chaque technologie
étudiée, pour ensuite présenter un nouveau modèle unificateur d’affichage stéréosco-
pique. Le modèle de l’image affichée explique comment un utilisateur ou une machine
peut acquérir un affichage sur un écran donné en terme de lumière provenant d’un
écran, des caractéristiques optiques de l’œil ou de la caméra, ou de la géométrie
d’acquisition. Les différentes interactions entre la lumière et les objets d’une scène
susceptibles de modifier les caractéristiques radiométriques d’un rayon lumineux, ne
seront pas détaillées dans ce mémoire (le lecteur intéressé peut consulter le mémoire
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[10] ). Ce chapitre présente tout d’abord un système d’affichage sur écran et les bases
de la formation d’images pertinentes à l’affichage dont nous avons besoin pour dé-
tailler notre modèle : la lumière, la géométrie et l’optique. Nous présentons ensuite le
principe de stéréovision et des exemples d’affichages 3D.
1.2 Système d’affichage sur écran
Pour pouvoir décrire et modéliser différents types d’affichages stéréoscopiques et
autostéréoscopiques, il nous faut tout d’abord revenir sur le modèle de formation
d’une image affichée. L’acquisition de l’image par une caméra avant l’affichage [10, 45]
n’est pas détaillée dans ce mémoire. L’affichage d’une image sur un écran dépend de
nombreux facteurs. L’image 2D, est tout d’abord transformée en énergie électrique
[57], notée D. Cette énergie est convertie en lumière grâce à des dispositifs à base de
phosphore ou de matériaux organiques [55]. Cette conversion est notée P . Si on affiche
une ou plusieurs images et si des optiques spécialisées sont utilisées, on peut avoir
la perception 3D de la scène représentée par les images [11, 77]. C’est, par exemple,
le cas de l’imagerie intégrale. L’effet de l’optique est notée O. L’affichage d’images
élémentaires, formant une collection de points de vue d’une scène, sur un écran accolé
à une matrice de microlentilles permet à l’utilisateur d’avoir la perception 3D d’une
scène. La lumière ambiante peut, elle aussi, influencer l’affichage d’une image sur un
écran [14], notée L. L’image est finalement observée par un humain ou une caméra,
ayant sa propre réponse spectrale, notée S, pouvant affecter l’image perçue [17]. La
compensation de ces différents facteurs sur l’image affichée, ou visualisée à l’aide
d’une projecteur, est traitée dans plusieurs travaux [37, 38]. L’image perçue I0, suite
à l’affichage de l’image I sur un écran, peut se résumer comme suit :
I0 = S(L(O(P (D(I))))) (1.1)
Nous ne détaillons dans ce chapitre que les concepts de formation d’image utilisés
dans la suite de ce mémoire : la lumière, la géométrie et l’optique. Étudions tout
d’abord la lumière dans le cadre de la formation d’image.
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1.3 La lumière
La lumière peut être vue comme la combinaison de plusieurs rayons lumineux
[70]. Une source lumineuse de la scène émet des rayons en ligne droite dans toutes les
directions. Chaque rayon est caractérisé par la position de sa source, sa direction et
sa radiance. La radiance, ou luminance est la quantité de radiation passant dans un
certain angle solide. Les rayons sont des ondes électromagnétiques qui se caractérisent
par leur longueur d’onde. En faisant passer une lumière blanche dans un prisme, la
lumière est décomposée en ce que l’on peut appeler le spectre visible.
Figure 1.1 – Spectre de la lumière blanche
Ce spectre comprend les rayons de longueurs d’onde entre 380 nm et 720 nm (figure
1.1). Le spectre capté par les caméras est plus large, mais nous nous intéressons ici
davantage aux radiances ayant des longueurs d’onde comprises dans le spectre du
visible pour l’œil humain car l’objectif de ce mémoire est la vision 3D par un humain.
Nous nous intéressons plus particulièrement, par la suite, à l’affichage d’images sur
un ou plusieurs écrans. Or, un écran peut être vu comme une source lumineuse en
deux dimensions, projetant des rayons lumineux dans une scène en trois dimensions.
Pour modéliser l’affichage de ces images, il nous faut donc être capable de mesurer
l’énergie lumineuse des rayons projetés, entrant dans l’œil ou la caméra. Nous allons
tout d’abord étudier l’aspect géométrique de cette projection.
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1.4 La géométrie de la formation d’image
Figure 1.2 – La géométrie de la formation d’image
Nous étudions ici l’aspect géométrique de la formation d’image, la scène observée dans
notre travail comprend l’écran sur laquelle une ou plusieurs images sont affichées et le
reste de la scène (bureau, mur, i.e toutes les zones entourant l’écran). La caméra ob-
servant la scène est le dispositif visuel humain, mais pourra être remplacé par d’autres
optiques comme une caméra à lentille mince pour le besoin de nos démonstrations.
La position des différents points d’une scène est définie par leurs coordonnées car-
tésiennes. Pour cela deux repères orthonormés sont définis, le repère du monde et
celui de la caméra. Le repère de la caméra est placé sur le centre de l’optique qui
est lui-même positionné sur le centre de l’ouverture de la caméra. Le dernier repère
6
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utilisé, celui du plan image, est un repère 2D choisi comme étant orthogonal à l’axe
optique de la caméra. Ces repères sont illustrés par la figure 1.2. Les coordonnées d’un
point de la scène dans le repère monde sont Pm = (xm, ym, zm, 1) et ses coordonnées
dans le repère caméra sont Pc = (xc, yc, zc, 1). L’ajout d’une quatrième coordonnée
égale à 1, nommée coordonnée homogène permet d’écrire sous forme matricielle la
transformation permettant de passer du repère monde au repère caméra. Cette der-
nière est effectuée grâce à une translation et une rotation [70], cela permet d’exprimer
les coordonnées d’un point de la scène dans le repère 3D de la caméra pour pouvoir
ensuite trouver les coordonnées de projection d’un point sur l’image finale. La matrice
M1, appelée matrice des paramètres extrinsèques permet d’effectuer la translation et
la rotation :
M1 =

R T
0 1

 (1.2)
avec T un vecteur de translation et R une matrice de rotation. Le vecteur de T
correspond simplement à la position du centre de la caméra. La matrice R peut être
décomposée en trois matrices de rotation, une pour chaque axe utilisé : Xθ, Yγ et Zφ,
avec θ, γ, φ les angles de rotation autour de chaque axe. La matrice R est donnée par
le produit R = XθYγZφ, détaillé comme suit :
R =


1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)




cos(γ) 0 sin(γ)
0 1 0
− sin(γ) 0 cos(γ)




cos(φ) − sin(φ) 0
sin(φ) cos(φ) 0
0 0 1

 . (1.3)
Le passage vers le repère caméra est résumé par l’équation Pc = M1Pm. Une fois dans
le repère caméra, il faut ensuite décrire les différentes projections d’un point de la
scène sur le repère image en fonction de l’optique utilisée.
1.5 L’optique
Dans cette partie, nous allons décrire comment un point d’une scène (l’écran et les
zones qui l’entourent) à trois dimensions est projeté sur un capteur (dans notre cas
l’œil humain ou une autre caméra), en tenant compte du comportement géométrique
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particulier de deux optiques. Nous traitons le cas de la caméra à sténopé (absence de
lentille) et celui de la caméra à lentille mince. Le comportement des optiques étudiées
est également utilisé lorsque ces dernières sont positionnées devant l’écran observé (le
cas par exemple de l’imagerie intégrale).
1.5.1 Modèle optique à sténopé
Une caméra à sténopé est constituée d’une face opaque parallèle à un capteur, dans
laquelle est située une petite ouverture. Cette ouverture fait, théoriquement, le dia-
mètre d’un point, ne laissant passer qu’un seul rayon provenant de chaque point de
la scène. Les autres rayons sont arrêtés par la barrière opaque de la caméra. Il n’y
a donc qu’un seul rayon qui touche chaque point de l’image. L’image de la scène est
inversée sur le capteur.
Figure 1.3 – Caméra sténopé
La figure 1.3 montre le fonctionnement de cette caméra. La projection perspective est
la projection d’un point de la scène en trois dimensions vers le plan image en deux
dimensions. La figure 1.4 décrit cette projection, c’est une simplification 2D vers 1D
pour faciliter la compréhension. Ce repère 2D illustre la projection d’un point de la
scène Pc dont les coordonnées homogènes, relatives au repère caméra, sont (Xc, Yc, Zc),
vers un point du plan image p de coordonnées (x, y, z, 1). Le plan image est un plan
2D situé derrière l’ouverture de la caméra à une distance d0.
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Figure 1.4 – Projection perspective
On déduit facilement, à l’aide des relations en triangles semblables, les relations entre
les coordonnées de Pc et p : 

x =
−d0
Zc
Xc
y =
−d0
Zc
Yc
z = −d0
. (1.4)
Cette équation correspond à la projection perspective d’un point d’une scène sur le
plan image, le facteur
d0
Zc
est nommé m, facteur d’agrandissement. L’inversion de
l’image peut être supprimée en plaçant un plan imaginaire situé devant l’ouverture,
à une distance d0. Se faisant, la projection devient :


x =
d0
Zc
Xc
y =
d0
Zc
Yc
z = d0
. (1.5)
Sous forme matricielle, la projection perspective M2 s’écrit sous la forme suivante :
M2 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0
1
d0
0


(1.6)
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Pour calculer les coordonnées d’un point p du plan image il nous suffit d’appliquer la
projection perspective M2 aux coordonnées homogènes du point Pc :
p = M2Pc.
La projection perspective étudiée ici est utilisée dans le cas idéal de la caméra à
sténopé. Il est maintenant possible de déterminer les coordonnées d’un point sur le
plan image à partir des coordonnées du point dans la scène grâce à la matrice des
paramètres extrinsèques M1 et grâce à la projection perspective M2 :
p = M2M1Pm.
Il s’agit ici d’un cas idéal, utilisé principalement pour la calibration des caméras. Ce
modèle [70] est principalement théorique et peu utilisé en pratique car la quantité
de lumière traversant l’ouverture est généralement trop faible pour créer des images
de bonne qualité. En réalité les caméras comportent généralement des lentilles, dont
l’ouverture est plus grande qu’un sténopé.
1.5.2 Modèle à lentille mince
L’augmentation de l’ouverture d’une caméra réduit sa profondeur de champ. La pro-
fondeur de champ est la zone d’une scène pour laquelle l’image capturée est considérée
par l’œil, ou un dispositif optique, comme nette. Cette zone de netteté dépend de plu-
sieurs paramètres comme la distance de mise au point, la distance à laquelle se trouve
l’objet observé et la taille de l’ouverture de la caméra [7]. Une manière de contrer
cette diminution est l’utilisation d’une lentille. Ce dernière permet en théorie de foca-
liser tous les rayons d’un point de la scène en un seul point sur le plan image et ainsi
d’assurer la projection perspective pour tous les points de l’image. Le modèle le plus
simple de lentille est celui de la lentille mince [10], car l’épaisseur de cette dernière est
négligée. Quelques propriétés de la lentille mince sont notables. Les rayons passant
par le centre de la lentille ne sont pas déviés par cette dernière. Tous les rayons pa-
rallèles à l’axe optique de la lentille sont déviés par réfraction, et traversent un point
particulier de l’axe optique de la lentille : le foyer. Ce point est situé à une distance
10
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Figure 1.5 – Propriétés d’une lentille mince
f du centre optique de la lentille nommée distance focale. Seuls les points situés sur
le plan focal respectent la projection perspective : ils sont projetés en un seul point
du plan image. Le plan focal est le plan perpendiculaire à l’axe optique, sur lequel se
forme une image nette. Les autres points sont projetés de façon nette avant ou après
le plan image, créant ainsi une surface sur celui-ci, et sont responsables du flou généré
dans l’image capturée à travers une lentille mince. On appelle cette surface le cercle
de confusion. La figure 1.5 illustre les effets de la lentille mince. Ici, seul le point P1
respecte la projection perspective car il est situé sur le plan focal. Une relation simple
permet de trouver la distance à laquelle un point de la scène doit être situé pour être
projeté en un seul point. La relation est la suivante :
1
f
=
1
d0
+
1
Zc
, (1.7)
avec f, la distance focale de la lentille, d0, la distance entre la lentille et le plan image,
et Zc, la profondeur du point. La matrice de projection M2 dans le cas des lentilles
minces est alors égale à :
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M2 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0
1
f
−1


. (1.8)
Ce modèle géométrique est une simplification de ce qui se passe en réalité car l’épais-
seur de la lentille n’est pas prise en compte, mais il est tout de même utilisé dans de
nombreux travaux [3, 36], et nous l’utiliserons par la suite.
1.6 Techniques d’affichage 3D
Le terme vision 3D représente ici la capacité de percevoir en relief. De nombreuses
recherches sont effectuées aujourd’hui pour recréer la sensation de 3D devant des dis-
positifs d’affichage 2D dans la vie de tous les jours, aussi bien pour le cinéma [44],
la maison ou pour des objectifs bien particuliers comme la chirurgie ou l’ingénierie.
La vision stéréoscopique est un moyen de voir en trois dimensions et consiste donc à
recréer une impression de profondeur. Il existe de nombreuses techniques répondant à
ce but. Elles ont leur propre fonctionnement et sont classées selon plusieurs catégories
[52] : les affichages stéréoscopiques actifs, passifs et l’autostéréoscopie. La sous-section
suivante présente une approche géométrique simple pour décrire la stéréovison. Sont
ensuite présentées différentes techniques pour afficher des paires stéréoscopiques et re-
créer une impression de 3D. Nous discutons également des avantages et inconvénients
de telles techniques.
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1.6.1 Stéréovision
La vision en relief est due au décalage entre nos deux yeux, de 65 mm environ,
ce décalage permet l’acquisition de deux points de vue de la scène, un différent pour
chaque œil. Le cerveau interprète ces deux images 2D en une seule image, comprenant
des informations de relief, et permet la vision 3D. Pour recréer ce processus, il s’agit
donc tout d’abord de capturer une scène selon deux points de vue, pour créer une
paire d’images stéréoscopiques, nécessaire à la vision 3D. Par soucis de simplicité, les
deux yeux sont remplacés par deux caméras à sténopé dans un premier temps.
Figure 1.6 – Un système simple de stéréovision. La profondeur est estimée grâce à la
disparité - Tiré de [70]
Le schéma 1.6 montre une vue de dessus d’un système de stéréovision composé de
deux caméras à sténopé. Les images gauches et droites, capturées par ces deux ca-
méras, dont les plans images sont coplanaires pour des fins de simplification, sont
représentées respectivement par Ir et Il, et ont pour centre de projections Or et Ol.
Les axes optiques sont parallèles, par conséquent le point de fuite, défini par l’in-
tersection des axes optiques, est situé à l’infini. Seul le problème de reconstruction
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d’une paire stéréoscopique est traité ici. Nous n’abordons pas le problème de mise en
correspondance [26, 44]. Il est intéressant de se pencher sur l’équation découlant du
théorème des triangles semblables appliqué aux triangles P, Ol, Or et P, xl, xr. L’ob-
jectif est de retrouver la position initiale du point P grâce à ses projections pr et pl.
La distance T , entre les deux centres de projections Or et Ol est nommée baseline ou
ligne de base de stéréovision. Soit xr et xl les coordonnées de pr et pl sur Ir et Il, f
la distance focale des caméras, et Z la distance entre P et la baseline. Il en découle
la relation suivante :
T + xl − xr
Z − f =
T
Z
(1.9)
et la résolvant nous obtenons :
Z = f
T
d
(1.10)
où d = xr −xl, est la disparité. Cette valeur mesure le décalage entre deux projections
d’un même point d’une scène dans les deux images. De l’équation 1.10 découle cette
simple conclusion : la profondeur est inversement proportionnelle à la disparité. En
effet lorsqu’un observateur observe une scène éloignée, un paysage par exemple, il ne
va percevoir que très légèrement les différences de relief au loin, contrairement à l’ob-
servation d’une scène proche. Ayant présenté la contrainte de disparité et le concept
basique de la stéréovision, intéressons nous aux différentes techniques d’affichages 3D
existantes.
1.6.2 Technologies d’affichages 3D
Cette section décrit plusieurs moyens technologiques pouvant réaliser un affichage 3D
utilisant le principe de stéréovision présenté dans la partie précédente. Après avoir
généré (un exemple de génération de paire stéréoscopique sera présenté plus tard
dans la section 2.3) ou capturé une paire stéréoscopique, c’est-à-dire deux images
de la même scène décalées d’une distance égale à celle entre les deux yeux, le but
est de faire percevoir à l’utilisateur seulement l’image gauche pour l’œil gauche et
seulement l’image droite pour l’œil droit. Les techniques d’affichage 3D traditionnelles
peuvent être séparées en deux parties : les techniques d’affichage avec dispositifs
particuliers, tels des lunettes ou casques, et les techniques sans dispositifs qualifiées
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Figure 1.7 – Stéréoscopie par anaglyphes
d’autostéréoscopiques. Les techniques d’affichage avec dispositifs sont dites passives
ou actives. Ces différentes techniques sont présentées par S.Pastoor et M.Wopking
[52].
Technologies passives
Les techniques passives sont celles dont les lunettes ne nécessitent pas de source
d’énergie et fonctionnent de manière autonome. Il existe deux procédés majeurs dans
ce système : les anaglyphes et la polarisation. Les deux procédés fonctionnent globa-
lement de la même manière : des filtres différents pour l’œil droit et l’œil gauche sont
appliqués aux lunettes et aux images observées. La méthode utilisant des anaglyphes
[18] est la plus simple et la moins coûteuse des techniques ici présentées. Il s’agit
simplement d’appliquer un filtre cyan sur la partie droite des lunettes, et d’appliquer
en même temps un filtre de même couleur pour l’image droite affichée. Le verre droit
ne va donc laisser passer que l’image cyan, donc l’image droite. L’œil droit ne voit
que l’image qui lui est destinée. Il en va de même avec l’œil gauche et l’image gauche,
avec un filtre de couleur rouge. Appliquer un filtre fg revient à fabriquer l’image ob-
servée Ig par une convolution avec l’image d’origine I : Ig = I ∗ fg. Cette méthode
est illustrée par la figure 1.7. Cette technique entraine une perte de résolution et de
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couleurs des images car une partie de l’information lumineuse est filtrée. L’utilisation
prolongée de cette technologie provoque généralement des maux de têtes [16] et de
l’inconfort. La technique de polarisation [26] est basée sur la polarisation de la lu-
Figure 1.8 – Stéréoscopie par polarisation
mière. La figure 1.8 montre que deux projecteurs émettent les deux images en même
temps, avec des filtres de polarisation différents pour les deux images. La polarisation
peut être linéaire ou circulaire, mais dans tous les cas demeure 90 degrés de décalage
entre les projecteurs de gauche et droite. L’utilisateur regarde l’écran au travers de
lunettes portant les mêmes filtres de polarisation. Ainsi chaque œil voit l’image qui
lui est destinée. Cette technique nécessite l’utilisation d’écrans particuliers lors de la
projection, coûteux, qui conservent l’état de polarisation de la lumière [71].
Technologies actives
Le principe de la 3D active [66] consiste à projeter les images par alternance avec
des courts laps de temps (120 Hz pour les écrans commercialisés actuellement, c’est
à dire une image toutes les 8.3 ms) sur un écran, voir figure 1.9. La séparation des
informations pour l’œil droit et l’œil gauche est ensuite entièrement réalisée par les
lunettes. En effet, les verres des lunettes sont constitués de cristaux liquides qui vont
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Figure 1.9 – 3D active
se polariser en même temps que l’écran. Ces derniers laissent passer l’image droite
pendant 8.3 ms puis l’image gauche pendant la même durée. Les yeux, ne pouvant
distinguer l’alternance des images à une telle fréquence, vont percevoir chacun leur
image correspondante en continu. La perception de la 3D est donc assurée. La pro-
jection séquentielle existe aussi avec des lunettes polarisées. Cette technique permet
d’afficher la totalité des deux images pour chaque œil et garantit une meilleure résolu-
tion que les autres techniques, la contrepartie est une légère atténuation des couleurs
due à l’alternance d’une image noire avec les images affichées. D’autres technologies
références sont parfois qualifiées d’actives, comme le HMD ou Head-Mounted Display,
et nécessitent le port d’un casque ou de lunettes particulières affichant directement
deux images sur deux écrans placés à une très proche distance de chaque œil. Ces
visiocasques, soumis aux contraintes de l’écartement des yeux, ne permettent pas de
faire percevoir en 3D des objets situés à plus de 15 m et ont un angle de vue limité
(malgré les récents progrès dans le domaine, comme le précise l’article [29]).
Autostéréoscopie
Il existe à l’heure actuelle plusieurs techniques d’affichages autostéréoscopiques [62],
c’est à dire des techniques ne nécessitant pas l’utilisation de lunettes. La technique de
barrière parallaxe consiste à découper les deux images en bandes verticales et à créer
une nouvelle image en alternant les bandes de l’image gauche et de l’image droite. Pour
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Figure 1.10 – Autostéréoscopie avec barrière parallaxe - [16]
que les yeux ne voient que l’image qui leur est destinée, une barrière de traits parallèles
est disposée devant l’écran et cache l’image non destinée à chaque œil. Cette barrière
est nommée barrière parallaxe. Cette technique oblige l’utilisateur à être exactement
en face de l’écran et dispose d’un faible angle de vue, elle est illustrée à la figure 1.10.
Les paramètres qui doivent être optimisés pour l’utilisation de cette technique, pour
une distance standard de l’observateur, sont la séparation entre l’écran et la barrière,
la taille d’un pixel et les ouvertures de la barrière. Une technique similaire consiste
à remplacer la barrière parallaxe par un réseau lenticulaire (voir [16]). Les lentilles
redirigent les différentes images vers l’œil gauche ou droit. Cela améliore la luminosité
et l’angle de vue en comparaison à la technique précédente.
Imagerie intégrale
En 1908, Gabriel Lippman présenta le principe de la photographie intégrale [35]. Ce
principe consiste à capturer une scène par une matrice de caméras à sténopé espacées,
la scène est donc enregistrée dans plusieurs images élémentaires. Les rayons capturés
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par ces caméras ont des directions et valeurs différentes et forment plusieurs perspec-
tives d’une même scène. Ces images de la scène sont des points de vue légèrement
décalés horizontalement et verticalement et ont un angle de vue limité. Après rectifi-
cations, lorsque les images sont projetées à travers une matrice de sténopés (similaire
à celle de l’étape d’acquisition), une seule perspective de la scène 3D, créée par la
combinaison des rayons provenant de chaque image élémentaire est vue par chaque
œil. La géométrie de la scène est conservée et il y a une parallaxe horizontale et
verticale. L’observateur peut se déplacer, horizontalement et verticalement, devant
la matrice de lentilles. Ainsi, il pourra observer différents points de vue de la scène.
Les limitations de ce système sont celles du modèle de la caméra à sténopé, l’angle
de vue est réduit, les bords de l’image ne sont donc généralement pas nets, et la
quantité de lumière capturée et transmise reste faible. Pour régler les problèmes de ce
système, il est possible d’augmenter la taille des ouvertures pour ainsi augmenter la
quantité de lumière transmise, mais au lieu d’avoir un seul rayon passant par chaque
sténopé le résultat serait un ensemble de rayons formant un cône. Cela amènerait
d’autres problèmes comme l’apparition de flou, de discontinuités et une diminution
de la résolution de l’image résultante. L’imagerie intégrale propose une solution à ces
problèmes. Le principe est de remplacer les caméras à sténopé par des microlentilles,
et le film photographique par des capteurs CCD ou CMOS [42]. Les microlentilles
permettent l’acquisition d’images plus lumineuses. La figure 1.11 illustre le principe
de l’imagerie intégrale avec microlentilles. Deux nouveaux problèmes apparaissent
avec l’utilisation de l’imagerie intégrale. La résolution des capteurs étant limitée, la
résolution totale de l’image est plus faible qu’avec un film photographique. Néan-
moins, cette résolution augmente de jour en jour avec les avancées technologiques et
elle atteindra sans doute celle du film [9]. L’autre problème est dû à la nature phy-
sique des lentilles. Il est présenté en section 1.5.2 que seuls les points au foyer sont
nets, le reste de l’image contiendra du flou. C’est le cas pour l’imagerie intégrale, les
microlentilles [77] disposent d’une distance à la focale particulière et seule la zone de
l’image à cette distance sera nette. Le flou généré par la lentille peut être exprimé
grâce à sa fonction d’étalement du point (PSF) [42], elle est généralement simplifiée
à une fonction gaussienne (voir section 2.4.4).
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Figure 1.11 – Imagerie intégrale avec microlentilles, étape de capture et étape d’affi-
chage
1.7 Conclusion
Dans ce chapitre, nous avons détaillé les concepts de base de formation d’image affi-
chée : la lumière, la géométrie et l’optique. Ceci nous permettra d’intégrer ces diffé-
rentes optiques et la projection géométrique dans le modèle présenté dans la section
suivante. Nous sommes donc revenus sur différentes techniques d’affichage stéréosco-
pique, en mettant en avant leurs avantages et inconvénients. Ces modèles ont chacun
leurs particularités et le modèle de formation d’image affichée diffère pour chaque
technologie. Il serait intéressant de pouvoir disposer d’un modèle unique, pouvant
caractériser et expliquer chaque technologie en jouant sur la variation des optiques
utilisées et sur des transformations des images à afficher qui simulent des opérations
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optiques. Un tel modèle ne semble pas exister. Il permet non seulement de mieux
comprendre l’affichage 3D, mais aussi de simuler ces affichages sur des écrans 2D
d’ordinateurs.
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Chapitre 2
Modèle unifié d’affichage
stéréoscopique
Résumé
Dans ce chapitre, nous nous intéressons à un modèle d’affichage
stéréoscopique. Nous introduisons un modèle simple de formation
d’image décrivant l’observation d’une paire stéréoscopique à l’aide
de nos deux yeux. L’idée générale est d’observer les deux images
d’une paire stéréoscopique et d’y appliquer diverses transforma-
tions ou de simuler l’effet de différentes optiques, afin de créer la
perception d’une scène en trois dimensions. Pour la validation de
ce modèle de formation d’image, nous nous intéressons d’abord au
cas de l’observation de deux images, en remplaçant les deux yeux
par différents modèles d’optiques : l’optique à sténopé et les len-
tilles minces. Nous présentons ensuite un modèle unifié, permettant
de décrire plusieurs technologies d’affichages stéréoscopiques exis-
tantes. À notre connaissance, l’utilisation d’un seul modèle unifié
pour décrire plusieurs sortes d’affichages stéréoscopiques n’a jamais
été effectuée auparavant. La variation des paramètres et optiques
du modèle nous permet d’obtenir différentes technologies d’affi-
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chage 3D. Nous présentons l’adaptation du modèle présenté pour
des systèmes d’affichage 3D passifs, actifs et pour un système autos-
téréoscopique. Des simulations et expériences sont présentées pour
valider ce modèle. La création d’un tel modèle unifié, et son adap-
tation pour différentes technologies d’affichage stéréoscopique, sont
les principales contributions de cette maitrise. Ce travail a été réa-
lisé avec la collaboration de Julien Couillaud, étudiant en doctorat
à l’université de Sherbrooke, et sous la supervision du Professeur
Djemel Ziou. Les détails de l’approche réalisée pour ce travail sont
présentés sous la forme d’un futur rapport de recherche intitulé
Unifying model for stereoscopic display.
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Abstract
In this paper, we present a new unifying model for stereoscopic displays. It
allows to mathematically describe many stereoscopic and autostereoscopic
displays. It is based on a simple system consisting in capturing a stereoscopic
pair of images with our two eyes. The goal is to capture each original image
of the stereoscopic pair with each eye. In order to achieve this goal we de-
scribe and validate this model with two optical models which are the pinhole
and the thin lens optics. We detail different approaches for this problem,
with variations of the optics used and transformations applied to the dis-
played images. The variation of the model parameters allows us to describe
several stereoscopic technologies, both active, passive, or autostereoscopic.
We present the adaptation of the model for each stereo technology studied,
as well as experiments when it is possible.
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2.1 Introduction
A stereoscopic display system is a system that allows the human to see a scene in
three dimensions. The perception of depth and the sense of a 3D scene is created
by the space between our two eyes, one of the stereo cues with triangulation. This
space allows the capture of the scene from two distinct points of view. The human
brain renders those two points of view in one unique scene and recreates the sense
in three dimensions. Beyond stereo cues, there are several monocular cues, such
as defocus, shading, texture variations, that contains important depth information,
and the human brain is able to perceive depth more precisely by combining several
stereo and monocular cues. Stereoscopic displays are those that allow each eye to see
only one point of view of the scene and thus, to perceive it in 3D. There are many
technologies known as stereoscopic displays and there is still no unifying model to
characterize those kinds of system. There are two distinct categories of stereoscopic
display, active and passive [25]. Passive stereoscopic display is a system using an
autonomous device which does not need any power source. Main technologies in
this category [52, 62] are color anaglyph system and polarization systems. In those
technologies, filters are applied on both images and the two images are displayed
at the same position. The displayed images are two different points of views of the
same scene. The separation of the two points of view is made by specific filters
or polarization on the observer’s glasses. The color anaglyph method [18] consists in
applying a cyan filter on the right image and a red filter on the left one, and to observe
the scene through glasses with the corresponding filters, a blue one for the right eye
and a red one for the left one. Other colors can be used, mainly complementary
colors or main-complementary colors, red and green for example. That way only
the right image is seen by the right eye and similarly for the left eye. The main
active stereoscopic system is also called active shutter 3D system [66]. It consists on
displaying the right image while blocking the left eye’s view and presenting the left
image when blocking the right eye’s view. This alternation is repeated so quickly
that the interruptions do not interfere with the perception of a 3D image, created
by the fusion of the two points of view. The Head Mounted Display [58] is another
active display and has two little displays embedded in a helmet or in eyeglasses,
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allowing the separation of the right and left projections. Integral imaging [56] is also
used for stereoscopic display, that doesn’t require any glasses or additional device
and therefore, is called an autostereoscopic passive display [16]. The 3D vision is
created by placing an array of microlenses in front of an array of elementary images,
each one being a unique point of view of the scene. Each lens projects a cone of
light coming from a different point of view of the scene, and the fusion of each ray
of light of the matrix creates several distinct points of view of the scene. There is
no model able to unify all the known stereoscopic displays, to simplify the transition
from one technology to another, to explain one stereoscopic display in a general
model. One unifying model could allow the creation of new displays with particular
characteristics. This paper presents a new unifying model for stereoscopic displays.
This model comes from the description of the observation of two projections of the
same point of a scene. The goal is to allow the displayed and sensed image constancy
for the observer, and thus to permit each eye to capture one point of view of the
scene and to achieve 3D sensing. We want to find the right combination of optics
and transformations applied to the original pair to allow this image constancy. The
proposed model allows to explain many stereoscopic display systems, passive as well
as active technology, with the variation of parameters, transformations and optics
used. This paper is organized as follows. In section 2.2, we present the problem
statement and the proposed model. Then, section 2.3 present the model adaptation
with two examples of optic: the pinhole and the thin lens. In section 2.4 we show
that this unifying model can explain many stereoscopic display technologies. Finally,
we conclude this paper with a summary of the work.
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2.2 Formation model of displayed images
Let us recall that we want to make the unification of existing stereoscopic displays
into a single image formation model. A unification model allows us to better locate
one model among the others, to better compare existing models and to understand
how those models of stereoscopic display are related. It allows the description of
specific models and could lead to the creation of new stereoscopic displays. We give
examples in section 2.4 for the cases of five distinct stereoscopic display models in
the three categories mentioned : passive, active as well as autostereoscopic displays.
In this work, images are displayed on standard planar active screens, like 2D LCD
screen, or an active shutter 3D screen. In both cases, the whole image is displayed at
the same distance to the observer. Different technologies use two or more images for
the creation of 3D display. For now we limit our model to two still images. Further,
we explain how it generalizes to more than two images.
Figure 2.1 – Model of stereoscopic display
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The observation of a scene point P by the two eyes of an observer gives two points of
view, which allows the perception of 3D due to stereoscopic and movement parallax
[26]. As shown in figure 2.1, the projections Og and Od of P on the plane S are
respectively the images Eg and Ed. Note that, the displayed images are placed on the
plane S. The drawn object and the point P are a virtual scene during the display.
Each of displayed image is a perspective projection combined to the radiometric
transfer of the scene. However, the observation of those two juxtaposed images with
our bare eyes cannot give directly the 3D perception of the objects present in the
scene. Indeed, one flat image is made of two dimensions x and y and the third
dimension, the depth, is difficult to perceive in a single flat surface. Normally, the
two eyes see the world from two different perspectives and the brain computes this
data to create the impression of depth [24]. In our case, the two displayed images are
both seen by the two eyes of the observer and the left-right parallax is absent in this
configuration. The observer needs a complementary device to isolate the two images,
like the head mounted displays, and therefore achieve a correct depth perception.
Now, we consider the observed scene formed by the two images Eg and Ed displayed
on a screen plus its background r(s) such as the wall, the scenery and the desk. Note
that, for an observer, the images Eg and Ed become scenes. The projections Qg and
Qd of each point of the left scene Eg on the plan X are noted Rg and Rd. The same
projections of each point of the right scene are also noted Rg and Rd. It means that
each of the two images Rg and Rd is a mixture of the two plane scenes Eg and Ed.
The left and the right mixtures are different because the scene is captured from two
different points of view, therefore the light rays coming to each image Rg and Rd have
a different orientation and content. The projections Qg and Qd are combined with
others transformations caused by the optics placed on the U plane. For example,
the linear optics of eyes and cameras cause a weighting on the lights rays by those
particular optics coefficients [30, 46]. For example an image captured by a thin lens
is blurred due to its optics aberrations. Thanks to symmetry of this display system
we focus only on the left image Rg. All the deductions about Rg are valid for Rd.
More formally, the projection pipeline of a scene point P on Rg can be summed up
as follows :
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Rg(P ) = Qg(Og(P ), Od(P )). (2.1)
Ideally, we want to find the point P given by Rg and Rd. Unfortunately, in a general
case the inverse of transformation Qg does not exist. The projection Qg transforms
the two projections Og(P ) and Od(P ) into one single image Rg and so that it has no
possible inverse. Therefore, we propose to formulate the problem in terms of implicit
function. We argue that, if the image Eg is transported without alteration to form
the image Rg, then the relief of the point P can be perceived, which means the user
placed on X perceives the 3D structure of the whole scene. However, as explained
before, Qg is a mixture of both Eg and Ed and the background. To overcome this
problem, let us assume that we are able to place devices on U in order to carry out the
isolation of Eg and Ed. Among the known devices, there are shutter glasses, passive
color filters, and passive polarization filters. In addition to these physically realizable
devices, one can think about the synthesis of an optic device which, even if it is not
necessarily physically realizable, allows the separation of the two images. The idea
is to apply two transformations Tg and Td on the displayed images, and to observe
this pair through one or several optic devices. The idea of synthesizing the optic is
not common, but can be used to extend the possibilities of real optics or to create
new optics in order to achieve specific goals such as astronomy [60] or visual science
[53]. This process is rarely used in imaging, nevertheless it has been used to simulate
digital cameras [20, 21, 39], or for the synthesis and analysis of light fields [28]. We
assume that the required optic is linear, this simplification is often adopted [61, 75]
in optical system and studies, because it allows the optics to be described as simple
matrices. Under this linearity assumption of the required optic, the equation 2.1 is
rewritten as:
Eg(Og(P )) = Qg(Tg(Eg(Og(P )), Ed(Od(P )))). (2.2)
A point P is projected on a point s of the plan S, E(Og(P )) = Eg(s), and as we
mentioned it before, we focus on finding the relief of the scene in the two images Eg
and Ed. Therefore, we describe here the image formation model of any point s of the
image plane S, without taking care of the original projection of the scene. The same
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pipeline can be applied for any point s:
Eg(s) = Qg(Tg(Eg(s), Ed(s))). (2.3)
The goal is to find the two constancy transformations Tg and Td. Before focusing on
the transformations, let us derive the model of the image formation on the plan X.
Note that the image has three-color channels R, G, and B. The human eye receives
a mixture of light rays coming from the images and therefore this light is submitted
to the spectral perceptual sensitivity of the observer, noted sk(λ) for the kth band of
the image plane, where λ represents the wavelength of the visible spectrum. We have
to integrate this notion into the proposed model to take into account the spectral
response and possible radiometric filter, therefore the images are noted Eg(s, λ), and
Ed(s, λ). The observer watches the scene through a solid angle limited by the aperture
of the optic used, the optics coefficients are null for light rays outside the aperture.
A point of the image plane X is formed by the sum of all light rays coming from all
different directions, i.e both displayed images and light coming from the background
of the scene r(s). Let us assume that the optics placed on U is linear and therefore it
can be represented by the coefficients as,u,x,λ, bs,u,x,λ, cs,u,x,λ, ds,u,x,λ, is,u,x,λ and js,u,x,λ,
which are dependent on the wavelength λ. For example, the effect of thin lens is often
modeled as the convolution with a Gaussian function [80]. It is pointed out in [54]
that even in the case of thin lens the defocus is dependent on the wavelength. One
coefficient, for example as,u,x,λ, is a weight associated with the light ray originating
from the point s and ending at u with a wavelength λ. In our framework, the optics
can be either physically realizable or not. Note that other optics (simulated or not)
can be placed between the axis U and S in order to produce specific effects. For
example, placing different polarizing optics in front of each image (Eg and Ed) allows
the 3D vision for an observer wearing glasses with same polarizing filters. The inte-
gration of specific notions for polarizing filters into the proposed model, like time or
phase shift, is presented later in this chapter. The formation model of the kth band
of one image of a stereoscopic pair of displayed images is given by the equation :
Rg,k(x) =
∫
λ
∫
s
(as,x,λEg,k(s, λ) + bs,x,λEd,k(s, λ) + is,x,λrk(s, λ)) sk(λ)dλds (2.4)
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where as,x,λ =
∫
u as,u,x,λdu, bs,x,λ =
∫
u bs,u,x,λdu and is,x,λ =
∫
u is,u,x,λdu.
Let us recall that we would like that only the right image Ed be incident on the right
eye retina and Eg on the left retina Rg. Note that to allow the 3D vision of the
observer, the two displayed images has to be a pair of stereoscopic images respect-
ing the constraints of stereovision. The implementation of this rule requires adding
new optics. However, the equality between the displayed images and the sensed im-
ages could be done by simulating the effect of one or several optics on the displayed
images. Simulation of optics camera sensors [20, 21] is not a common process, es-
pecially when used for stereoscopic display modeling. Under linearity assumption,
it is represented by the coefficients introduced in equation 2.4. Let us go through
equation 2.2 by specifying the transformations Tg and Td. Those transformations are
preprocessing modifications applied to the original images before the display, we note
Tg(Eg,k(s, λ), Ed,k(s, λ)) = eg,k(s, λ) and Td(Eg,k(s, λ), Ed,k(s, λ)) = ed,k(s, λ). We do
not apply any transformation on the remaining r as it is made of the background
of the scene, we can acquire it by calibration before the application of our display
algorithm. The condition in equation 2.2 is then written as:
Eg,k(x) =
∫
λ
∫
s
(as,x,λeg,k(s, λ) + bs,x,λed,k(s, λ) + is,x,λrk(s, λ)) sk(λ)dλds. (2.5)
Similarly, the right captured image can be written as:
Ed,k(x) =
∫
λ
∫
s
(cs,x,λeg,k(s, λ) + ds,x,λed,k(s, λ) + js,x,λrk(s, λ)) sk(λ)dλds (2.6)
We have a system of equations which can be built from equations 2.5 and 2.6. Let us
explain three possible scenarios to deal with the unknowns. First, the optics and the
transformations are all unknown. The second scenario is the case where optics used
are known and transformations applied to the images are unknown, and the third one
is the case where optics are unknown and transformations are known. For the first
case, the optics and the transformations are unknown. As the number of unknowns
is high, additional constraints are required. For example, variational methods can be
used [79]. Examples of resolution are not given for this scenario in this work, we only
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focus on the second and third cases, where either the optics or the transformation are
known. By the second scenario, we choose the optics coefficients used in a particular
configuration and we find the transformations of the original images resolving equa-
tions 2.5 and 2.6. For example, in the case of integral imaging [43], the coefficients,
described later in section 2.4.4, describe the point spread functions of the microlenses
which we assumed to be known. Having the coefficients, the target transformations,
if they exist, can be estimated. By the third scenario, we are interested in finding
optics which can validate this model, knowing the initial transformations applied to
the displayed images. For example, in the case of color anaglyph 3D display, the
images Eg and Ed are obtained by using two color filters. As long as the filters can be
simulated, the estimation of the optical coefficients is straightforward. An example
of resolution for this case is presented later in section 2.4.2.
As an illustration, we provide here an example of resolution for the second scenario,
allowing to find the constancy transformations. Let us consider a discrete case in
which the plan S (respectively X) is sampled to N with a step ∆s (respectively ∆x).
Therefore, the equation 2.6 can be written in the discrete spatial space as follows:
Eg,k(xj) =
∫
λ
∑
i
(
asi,xj ,λeg,k(si, λ) + bsi,xj ,λed,k(si, λ) + isi,xj ,λrk(si, λ)
)
sk(λ)∆sdλ
(2.7)
where si = Qg(xj) and i ∈ [1, N ] and j = N − i + 1. Let us also introduce the mean
theorem value. Let two functions f(x) and g(x) be continuous on [a, b], with the
assumption that g(x) is positive, i.e. g(x) ≥ 0 for any x ∈ [a, b]. Then there exists
c ∈ (a, b) such that :
∫ b
a
f(t)g(t)dt = f(c)
∫ b
a
g(t)dt. (2.8)
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To get rid of the integral over λ in the equation 2.7, we propose the use of mean value
theorem presented in equation 2.8, for sk(λ) continuous for λ ∈ [390, 780]nm, there
exists a value λ0 between (390, 780) nm such that:
Eg,k(xj)
∆s
=
∑
i
(asi,xj ,λ0sk(λ0)
∫
λ
eg,k(si, λ)dλ + bsi,xj ,λ0sk(λ0)
∫
λ
ed,k(si, λ)dλ
+ isi,xj ,λ0sk(λ0)
∫
λ
rk(si, λ)dλ).
(2.9)
This is a linear system of 2N equations. Indeed for each point, there are two un-
knowns: the left and right transformed images, for N points. It can be written in
matrix form as follows:
−→
Eg = A
−→eg + B−→ed + I−→r . (2.10)
Similarly for the right image:
−→
Ed = C
−→eg + D−→ed + J−→r . (2.11)
where
−→
Eg =


Eg(x1)
∆s
...
Eg(xN )
∆s


,
−→
Ed has a similar form.
The matrix A is equal to


as1,x1,λ0sk(λ0)
...
asN ,xN ,λ0sk(λ0)


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and B,C,D,I,J have a similar form. Finally the vector −→eg is written as


∫
λ eg(s1, λ)dλ
...∫
λ eg(sN , λ)dλ


and −→ed has a similar form.
A solution is given if the inverses of the matrix of parameters B and D exist, and it
is given by :
B−1
−→
Eg = B
−1A−→eg + −→ed + B−1I−→r . (2.12)
D−1
−→
Ed = D
−1C−→eg + −→ed + D−1J−→r (2.13)
Therefore, if (B−1A − D−1C)−1 exists, and it is given by :
−→eg = (B−1A − D−1C)−1(B−1
−→
Eg − D−1
−→
Ed − B−1I−→r + D−1J−→r ). (2.14)
Similarly for the right image, if the inverses of the matrix of parameters A and C
exist and (A−1B − C−1D)−1 exists:
−→ed = (A−1B − C−1D)−1(A−1
−→
Eg − C−1
−→
Ed − A−1I−→r + C−1J−→r ). (2.15)
In section 2.3.2 we will prove that this solution is effective because the matrices
defined below are invertible in this particular configuration. The matrices have to be
triangular, and this point is studied in the next section with two choices of optics.
Here, we provide an example of resolution for the case where the transformations
are known but the optics. From equations 2.10 and 2.11, we found that the system
has 6N unknowns. If we assume that the observed images are juxtaposed, that the
remaining of the scene is not considered and that the model is symmetric, the system
is reduced to 2N unknowns. This assumption is realistic because most of the time
the stereoscopic display is made with the same camera settings for both images. We
keep this assumption in order to find the optics coefficients. We also assume for this
example that this model of image formation is symmetric, indeed the observation is
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made with the same optic with each eye and we consider that A = D and B = C.
Equations 2.10 and 2.11 can be simplified that way:
−→
Eg = A
−→eg + B−→ed (2.16)
and similarly for the right image:
−→
Ed = B
−→eg + A−→ed . (2.17)
Knowing the original images Eg and Ed and the transformed images eg and ed, we
have now a system of 2N equations for 2N unknowns. With −→eg⊤ the transpose of −→eg ,
we can write the following system:
−→
Eg
−→eg⊤ = A−→eg −→eg⊤ + B−→ed−→eg⊤ (2.18)
and similarly for the right image:
−→
Ed
−→eg⊤ = B−→eg −→eg⊤ + A−→ed−→eg⊤. (2.19)
Given that the matrices (−→eg −→eg⊤ + −→ed−→eg⊤) and (−→eg −→eg⊤ − −→ed−→eg⊤) are invertible, the
coefficient matrices are given by the following equations:
A = D =
(
−→
Eg
−→eg⊤ +
−→
Ed
−→eg⊤)(−→eg −→eg⊤ + −→ed−→eg⊤)−1 + (
−→
Eg
−→eg⊤ −
−→
Ed
−→eg⊤)(−→eg −→eg⊤ − −→ed−→eg⊤)−1
2
(2.20)
B = C =
(
−→
Eg
−→eg⊤ +
−→
Ed
−→eg⊤)(−→eg −→eg⊤ + −→ed−→eg⊤)−1 − (
−→
Eg
−→eg⊤ −
−→
Ed
−→eg⊤)(−→eg −→eg⊤ − −→ed−→eg⊤)−1
2
.
(2.21)
2.3 Example of optics
This section is focused on the validation of the image formation model and the display
algorithm we implemented for the case where optics are known and transformations
35
2.3. Example of optics
are unknown. To this end, we need to specify the optics, illustrated by the plane U
in figure 2.1.
2.3.1 Validation and experiments
Let us recall that the goal of this model is to allow the 3D vision of a scene with
particular optical devices and transformations. As mentioned in equation 2.3, the 3D
display is assured when the captured pair of images is identical to the displayed pair
of images, and when the displayed pair of images is a stereoscopic pair of images. All
presented experiments have been performed on MATLAB on a desktop computer with
an Intel core i7 processor with 3,60 gigahertz and 8 gigabytes of RAM on Windows
Seven. Stereoscopic images studied in this work were created with a specific method
based on lightfield cuts but any stereoscopic pair of images can be used. 4D lightfields
are the combination of all light rays coming from all directions in a scene, two images
made by two horizontal cuts in the lightfield creates a stereoscopic pair of images
[27]. The validation protocol we used is the following : for each optical device one
can adapt the general model presented in equations 2.10 and 2.11 with the optics
coefficient matrices, to find the correct transformations of the pair of images to be
displayed, allowing the 3D vision. Transformations can be obtained in equations 2.14
and 2.15. Then, the resulting transformed pair of images is compared to the original
stereoscopic pair of images. We estimate the performances of our algorithm by using
root mean square error (RMSE) error. The error measure between the original images
imOr and imOl, and the resulting images imRr and imRl, each of size M × N can be
written
RMSE =
1
2
√√√√ 1
M × N
∑
m
∑
N
(imOrn,m − imRrn,m)2 + (imOln,m − imRln,m)2. (2.22)
The closer this value is to zero, the closer the compared images are. A value of RMSE
of zero shows that the images are identical under this criteria.
The stereo pair is showed by 2.2 . The scene is composed of three distinct zones
located at three different depths. The farthest zone is the blue one and the closest
the red one. Our goal is to apply our unified model on this pair of images and estimate
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Figure 2.2 – Original stereoscopic pair of images
the RMSE. The next subsections present the adaptation of the general model with
several optical devices, the reconstruction of the displayed pair of images with each
optical device and the error measure for each case. In this section the chosen optics
observe the two displayed images and we will show how the optics coefficient and the
configuration used allow each optic to capture only one image. We start by the case
where the pinhole configuration is used, then we focus on the thin lens and on the
human vision.
2.3.2 Pinhole camera
In this section we suppose that the optical devices placed in front of the displayed
images are pinhole cameras. This model of optical device is used here because it
is a simple theoretical model used to understand the geometry of image formation.
The model of pinhole optic is a simple one, previously described in the section 1.5.1.
The transformation that we have to apply on the original pair of images are given
by equations 2.14 and 2.15. The goal is first to adapt the general model presented
by the equations 2.10 and 2.11, using the pinhole, to show that this optic is able to
isolate the view of each image. The first step is to find the correct optics coefficients
describing the pinhole camera. It will allow us to find the transformations to apply
to the original images in order to reconstruct the original stereoscopic pair of images
after the projection pipeline, responsible for the 3D vision.
Let us consider the acquisition conditions depicted in figure 2.3. We want to develop
the image formation model described with equations 2.5 and 2.6 to show that the
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Figure 2.3 – Model of stereoscopic display with pinholes
pinhole is able to separate the vision of each image. Let us now describe the pinhole
optical device. We notice that it is possible to establish a relation between the index
x, s and u. The apertures are located on the axis U , at positions µ1 and µ2. The width
of the image plane m equals to the size of the image n for our simulations. Only one
light ray for each point of the scene can go through the aperture.The distance between
the image plane X and the optic plane U is called d0 and the distance between U
and the plane S is called Zc. To find the relation between x, s, u, d0 and Zc, one can
apply the Thales theorem on the triangles created by the screens, the image planes,
each optical axes, s1µ1A and s2µ2B. For the left pinhole we can write this relation:
x1(s) =
Zc + d0
Zc
µ1 − d0
Zc
s. (2.23)
Similarly, we can obtain the following relation for the right camera, centered on µ2:
x2(s) =
Zc + d0
Zc
µ2 − d0
Zc
s. (2.24)
Let us recall that the coefficients presented in equations 2.5 and 2.6 are as,x,λ, bs,x,λ, cs,x,λ
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ds,x,λ, is,x,λ and js,x,λ. As only one light ray hits the plan X in the point x (resp.
x + m + e), we can consider the optics coefficients as being a Dirac distribution.
Therefore, one can write the coefficients as a Dirac distribution linking up the vari-
ables s and x, δ(x−x(s)). The distribution is infinity when x = x(s), with x(s) given
by equation 2.23 or 2.24 respectively for the left and right pinhole camera and, oth-
erwise, zero. We focus on the monochromatic case with a Dirac distribution as well
for the wavelength, δ(λ − λ0), with λ0 a chosen wavelength in the spectral response
of the pinhole camera. We suppose that the ray of light going through the aperture
conserves all its energy. At the end, we can write those optics coefficients as follows:
as,x,λ = bs,x,λ = is,x,λ = δ
(
x − (Zc + d0
Zc
µ1 − d0
Zc
s)
)
δ(λ − λ0) (2.25)
and
cs,x,λ = ds,x,λ = js,x,λ = δ
(
x − (Zc + d0
Zc
µ2 − d0
Zc
s)
)
δ(λ − λ0) (2.26)
For now on this paper, only the detail for the left image is presented. Only the final
equation is given for the right image as the mathematical reasoning is the same due
to the symmetry of the image formation model. The initial problem, presented by
equation 2.4, with the pinhole configuration, can be rewritten as :
Eg,k(x) =
∫
λ
∫
s
(
δ
(
x − (Zc + d0
Zc
µ1 − d0
Zc
s)
)
δ(λ − λ0)eg,k,λ(s, λ)
+ δ
(
x − (Zc + d0
Zc
µ1 − d0
Zc
s)
)
δ(λ − λ0)ed,k(s, λ)
+δ
(
x − (Zc + d0
Zc
µ1 − d0
Zc
s)
)
δ(λ − λ0)rk(s, λ)
)
sk(λ)dλds.
(2.27)
If the integrals exist, due to the impulse response of the Dirac distribution, the solution
of the equation 2.27 is the following:
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Eg,k(x) =
(
eg
(
Zc + d0
d0
µ1 − Zc
d0
x, λ0
)
+ ed
(
Zc + d0
d0
µ1 − Zc
d0
x, λ0
)
+r
(
Zc + d0
d0
µ1 − Zc
d0
x, λ0
))
sk(λ0).
(2.28)
As the points defined by Zc+d0
d0
µ1 − Zcd0 x are located on the left image display and
as the displayed images and the rest do not overlap, ed
(
Zc+d0
d0
µ1 − Zcd0 x, λ0
)
= 0
and r
(
Zc+d0
d0
µ1 − Zcd0 x, λ0
)
= 0 ∀x ∈ [0, n] with n the size of the displayed images.
Therefore, the solution 2.28 can be rewritten as:
Eg,k(x) =
(
eg
(
Zc + d0
d0
µ1 − Zc
d0
x, λ0
))
sk(λ0). (2.29)
This equation shows that one point on the left image plane is formed by a light
ray coming only from the left image. In order to estimate the transformations, we
consider the following display configuration. The parameters used in this case are
those allowing the perspective projection to capture only the observed image and
not the light coming from other parts of the scene. It consists on using d0 = Zc
and the configuration presented previously. As an additional assumption, the two
optical axes of both cameras are also aligned to the center of both images (µ1 = n2 ).
We show here that, using those parameters and knowing the projection equation
x1(s) and x2(s) (equations 2.23 and 2.24), one can estimate the transformations Tg
and Td that allow the 3D display. We can now solve equations 2.14 and 2.15 to
obtain the correct transformations allowing the 3D vision. In the matrices defined in
equations 2.10 and 2.11, one element (i, j) corresponds to the value of a ray arriving
in i in the resulting image and leaving the original image at j. For example, in this
configuration, for the first point of the left resulting image, the value of A is equal
to 1 when x − (Zc+d0
Zc
µ1 − d0Zc (1)), i.e when x = n − 1. Similarly for the second point:
x − (Zc+d0
Zc
µ1 − d0Zc (2)), then x = n − 2. The deduction of the full matrices A and B
is straightforward. In this particular configuration, the image ed and the remainder r
do not appear, so the matrices C, D, I and J are null. For this display configuration,
and for the left camera, the matrices A and B are the following:
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A = B =


0 0 ... 0 1
0 0 ... 1 0
...
0 1 ... 0 0
1 0 ... 0 0


(2.30)
Note that A−1 = B−1 = A = B, and that A2 = B2 = Id, where Id is the identity
matrix. Therefore a solution is given by solving the equation 2.14:
−→eg = (B−1A)−1(B−1
−→
Eg − B−1I−→r )
= B
−→
Eg − I−→r .
(2.31)
As we do not take into account the remaining of the scene r because it does not
overlap with the displayed images, r = 0. In this case, −→eg = B
−→
Eg. This result
shows that applying the transformation Tg = B cancels the image inversion due
to the pinhole optic and allows to properly capture the displayed image with no
modification. Straightforward manipulations allow to find Td = Tg. This conclusion is
realistic because in the case of a pinhole, only one light ray is transmitted from a point
of the scene to a point of the image plane 1.5.1. If the displayed image is captured
for one configuration, the only transformation needed is the inversion of the image.
Fgure 2.4 presents an example with two simulated images of a stereoscopic pair. The
implementation of equation 2.31 and the symmetric one for Ed is straightforward.
Figures (c) and (d) are the simulations of the pair of images (a) and (b) transformed
and captured by two pinholes. We observe that figures (a) and (b) are identical to
(c) and (d). The goal of this algorithm is therefore reached, the left image and the
right image are conserved and captured. This is due to a particular configuration
in which the perspective projection allows the entire image to be displayed, with no
light coming from outside the images, and due to the transformations Tg and Td which
cancel the inversion created by the pinhole 1.5.1. The RMSE measure between the
original pair and the created one is null. It means that under this criteria the two
pairs of images are identical, and therefore our goal is reached. To our knowledge, as
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Figure 2.4 – Example with the use of two pinhole cameras : (a) and (b) displayed
images and (c) and (d) captured images.
the pinhole camera is mainly a theoretical model, this model of optic had not been
used for the stereo pair simulation [83]. This display model has been validated for
the pinhole in configurations in which only the original image is captured. When it’s
not the case, there is no transformation allowing the correct observation of the stereo
pair of images. Let us now focus on the validation of this model with the use of thin
lens optics.
2.3.3 Thin lens optic
This model is studied here with the thin lens optic. As proposed in section 1.5.2, it
is a realistic model, often used for the modeling of specific goals, for example camera
modeling for depth estimation or human eye modeling [3, 65]. We suppose here that
the geometric deformation caused by the thin lens are negligible. This optic geometry
is specified by the relationship 1
f
= 1
d0
+ 1
Zc
, between the focal distance f , the distance
between the image plane and the lens d0 and Zc the distance between the scene point
and the lens.
Once again the goal is to develop the general model for the case of the thin lens.
Establishing a relationship between the points of the displayed images and the points
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Figure 2.5 – Model of stereoscopic display with thin lens cameras
of the sensed images and the weighting associated to each light rays allow us to find
the proper transformations to apply to the original pair of image to allow the displayed
image constancy. Let us now consider the display geometry depicted in figure 2.5. It
is possible to establish a relation between index u, s and x. The Thales theorem and
the thin lens formula (see appendix A), gives:
x(s) =
Zcf − Zcd0 + d0f
Zcf
u − d0
Zc
s. (2.32)
The weighting of rays going through the thin lens, or PSF of the lens, needed in the
general model 2.14 and 2.15, can be modeled as a Gaussian distribution [40], written
as follows :
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G(u) =
1
σ
√
2pi
exp
(µi−u)
2
2σ2 (2.33)
with i = [1, 2], and µi, the centers of the lens, respectively µ1 and µ2 for left and
right lens. The blur σ depends on the depth of the scene [10, 13, 67, 84] and can be
calculated as follows :
σ =
od0
k
(
1
f
− 1
d0
− 1
Zc
)
(2.34)
with k, a proportionality constant between the standard derivation of the Gaussian
distribution and the diameter of the circle of confusion created by one point of the
scene. k depends as well of the used lens and can be calibrated as f and d0.
For a better understanding, the model of image formation described by equation 2.4,
when substituting equations 2.32 and 2.33 in equations 2.5 and 2.6, can be written
as follows with the use of thin lens of aperture diameter o:
Eg(x) =
∫
λ
(∫
u∈[µ1−
o
2
,µ1+
o
2
]
G(µ1 − u)r
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du
+
∫
u∈[µ1−
o
2
,µ1+
o
2
]
G(µ1 − u)eg
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du
+
∫
u∈[µ1−
o
2
,µ1+
o
2
]
G(µ1 − u)ed
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du
)
sk(λ)dλ.
(2.35)
Similarly for the right image, with a translation of m + e:
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Table 2.1 – Parameters used for simulations and experiments
f d0 o k
parameter values 18 mm 36 mm 5.14 mm 3.28 x 10−5 m
Eg(x) =
∫
λ
(∫
u∈[µ1−
o
2
,µ1+
o
2
]
G(µ1 − u)r
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du
+
∫
u∈[µ1−
o
2
,µ1+
o
2
]
G(µ1 − u)eg
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du
+
∫
u∈[µ1−
o
2
,µ1+
o
2
]
G(µ1 − u)ed
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du
)
sk(λ)dλ.
(2.36)
In order to achieve a correct 3D display we have to find the transformations Tg and
Td to apply to the displayed images. It can be done by solving equations 2.14 and
2.15 for an optical device considered as a thin lens. The matrices A, B, C, D, I and J
are calculated with the equations 2.33 and 2.34. As the equations 2.14 and 2.15 can
not be simplified in this case, only results of the transformations Tg and Td on the
displayed images are shown here. One point of the final image is the combination of
several lights rays weighted by the Gaussian distribution G, with the highest weight
for the central light ray. The evaluation of this model is done using two images of a
stereo pair, and observing the two transformed images through the thin lens. Table
2.1 presents the parameters used for our experiments, they are the parameters of a real
camera, the leanXcam from the SCS-Vision company 1, used during our experiments.
All the parameters but k are given by the manufacturer of the camera, k can be
estimated by calibration [13].
Figure 2.6 presents an example with simulated images, with Zc = 10 cm. The images
(c) and (d) are the result of equations 2.35 and 2.36, with eg and ed the transformed
displayed images obtained by resolving equations 2.14 and 2.15. The image contains
1. https://github.com/scs/leanxcam/wiki
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Figure 2.6 – Example of real images captured with thin lens : (a) and (b) displayed
images and (c) and (d) captured images.
some blur, the radiance points are a mix between several rays of lights, weighted by
the thin lens PSF. Images (c) and (d) are similar to (a) and (b) respectively, the
stereoscopic pair is well captured by the thin lens, in this particular configuration.
The error measure between the original and resulting pair averages RMSE = 41, 65.
It means that the images are nearly identical. The highest differences between the two
pairs are reached on the border of the images, because the remaining of the scene is
black and that the lenses produce a mix of the displayed image and the black points in
the captured images. All the presented models so far are simple and approximate the
reality. The validation used is qualitative and therefore other measures and methods
of validation would be needed to build a statistical validation of the 3D perception.
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This model of optic has already been used for mutliperspective images generation,
and shows a good accuracy in this process [15, 83]. Let us now study the case of a
more realistic optic allowing the visualization of a pair of images: the human eye.
2.3.4 The case of the human eye
The case of the human eye can be simplified to a thin lens camera with particular
constraints and optic [36]. The main difference between the human eye and a camera
is the principle of accommodation. Indeed, whereas the camera has a precise focal
distance, the human eye can change its focal distance to adapt the focus to one or
another part of the scene. The goal of this section is to determine if a normal observer
is capable to achieve 3D vision only by watching the stereoscopic pair displayed on
two screens in front of him/her, with no complementary device. The human eye has
strict constraints that have to be taken into account. The focal distance can vary
from one individual to another but is an average of 17.1 mm. The minimum distance
for which the eye is capable to accommodate and see clearly a scene is 25 cm for an
normal human. The distance between our two eyes is about 65 mm. Given all those
parameters, we can study the possibility to assess the 3D perception of a scene, just
looking at two screens placed at a given distance from the observer. The human eye
has a average field of view of 140 deg [22].
Figure 2.7 illustrates the configuration in which images have to be so that each eye
sees only one image. Angles have been reduced on the figure for practical reasons
and for better understanding. We want to calculate the minimal distance from which
each eye will see the intended image. That is, we want to calculate the distance at
which the two fields of view are crossing. This is the trigonometry formula, found
with the two triangles created with each field of view and the line they are crossing,
given by following equation :
Zc =
65
2
tan(
140
2
)
= 11, 8mm. (2.37)
The resolution of this equation indicates that the screens must be placed at a dis-
tance of 11, 8 mm from the eyes for a human to perceive three dimensions in this
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Figure 2.7 – Principle of stereoscopic sight.
configuration. The adaptation of our model for the 3D vision for a human is not
realizable with two images without any complementary device (glasses for example).
The geometric limits of the human sight indicates that there is no transformation of
the original images that can allow the 3D vision. Nevertheless this is nearly the de-
scription of a stereoscopic technology called Head Mounted Device (HMD), in which
little images are directly projected on glasses placed at a small distance in front of
the human eyes. It means that the variation of any parameters of this model can lead
us to several other existent stereoscopic technologies. Let us now explain other 3D
display techniques with this model of displayed images.
2.4 Unifying model and applications
In this section, we show how the presented model allow to describe various stereoscopic
display technologies. We limit ourselves to some display technologies which are the
Head Mounted Display, the color analgyph 3D, the active 3D shutter and integral
imaging. Their choice is motivated by the intention to describe commonly used
passive, active as well as autostereoscopic technologies. The idea is to further develop
the model in equations [2.5 and 2.6] by the specification of the optics a, b, c and d.
In the precedent section we focused on the development of optics models, which are
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used for the adaptation of the presented model in this section. For the validation, we
focus on generating the images to be displayed, and we compare those images to the
ground truth, proper images used with each technologies, with the RMSE measure,
presented in section 2.3.1.
2.4.1 Head Mounted Display
Stereoscopic binocular HMD is a technology which displays two images of a stereo-
scopic pair in a helmet or in glasses worn by the observer. This technology is described
in section 1.6.2. In the HMD, thin lenses, described in the section 2.3.3, are used.
The HMD technology [62, 71] places the two images on small screens integrated on
an helmet or glasses. We have shown that we have to locate the two images at around
one cm from the eyes, to well separate the stereoscopic pair. This device allows 3D
perception because the right eye only sees the right image and the left eye only sees
the left one. This is exactly the model presented with thin lens in section 2.3.3, but
with Zc = 1 cm and the other parameters are imposed by the human vision as de-
scribed in section 2.3.4. Transformations used in this case are the transformations
deducted in section 2.3.3. For the thin lens to be compatible, we have to use the fol-
lowing parameter (due to the relation 1.7) d0 = 36 mm and f = 9 mm. Previously,
we recalled that the minimal distance from which the human eye can approximate the
image, is 25 cm. Nevertheless the image is located closer for this technology. Studies
[64] show that it generates eye fatigue and headaches in case of a prolonged use. As
a reminder, the model is given by equations 2.35 and 2.35.
The figure 2.6 shows an example of result for this configuration. The result is strictly
identical with the thin lens simulation with few particularities. The eye accommoda-
tion normally allow to focus on a precise part of the scene but with the HMD device,
the whole scene is projected at the same depth, therefore the eye is only able to see
the projected scene with its particular blurred areas. It also has been shown in studies
[62] that the sensation of depth for the observer is lost when the projected scene is
too far away (more than 15 m). The error measure between each real image of the
pair displayed in a HMD device, i.e the original stero pair, and the generated images
in this case is RMSE = 41, 65. It shows that our model, under this error measure, is
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able to recreate this technology with a small error. Similar results are presented by
Robinett et al. in [58], in which they focus on the creation of stereoscopic content for
Head mounted displays, and insist on several optics used for the simulation and on
the placement of the device compared to the eyes.
2.4.2 Color anaglyph 3D
This technology is one of the simplest 3D technology known. It consists in observing
the stereo pair through two filters of color [18, 52, 62], one filter for each image. Color
generally used are cyan and red but several other complementary colors can be used
[6]. Figure 2.8 shows the basic configuration of this system.
Figure 2.8 – Color anaglyph 3D system
This can easily be described by our model, by adding filter functions to the thin lens
model. Let SL(λ) and SR(λ), be respectively, spectral sensibility of the red and cyan
filters. As illustrated by figure 2.9, SL(λ) = 0 for λ ∈ [430, 530] nm and SR(λ) = 0
for λ ∈ [600, 650] nm [81]. The resulting image for the left eye is the sum of rays of
lights coming from both filtered images over λ in the red spectrum. The same process
is used for the right eye with λ in the cyan spectrum. Therefore equations 2.5 and
2.6 are rewritten as:
Rg,k(x) =
∫
(SL(λ)Eg,k(λ, s) + SL(λ)Ed,k(λ, s))dλ (2.38)
with k ∈ [R, G, B] and ∫ SL(λ)Ed,k(λ, s)dλ = 0.
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Figure 2.9 – Spectral sensibilities (a):SL(λ), (b):SR(λ)
Rd,k(x) =
∫
(SR(λ)Eg,k(λ, s) + SR(λ)Ed,k(λ, s))dλ (2.39)
with
∫
SR(λ)Eg,k(λ, s)dλ = 0.
The validation is made by generating perceived images Rg,k(x) and Rd,k(x), and
comparing each images with original filtered pair of stereoscopic image with RMSE
measure.
Figures 2.10 and 2.11 present a simulation of the display model. Images are super-
posed and are submitted respectively to a cyan and red filter. The discrete version
of equations 2.38 and 2.39 has been implemented, with a sampling step of ∆λ = 0.1
nm. The color component used for the right and left images can be manually adapted
to the glassed used. In this case, the spectral image of Eg,k is the R band of color of
this image while the spectral image of Ed,k is the G, B band of color [59, 76]. More
formally, the new band of color of the left image R, G, B are R′ = R, G′ = 0, B′ = 0.
The same operation preserving the green and blue bands of color is made for the
right image. Figure 2.10 is the superposition of images 2.11 (a) and (b), right and left
original images subject to color filters, and (c) and (d) are respectively the images
seen by the right and the left eye. The comparison with the ground truth gives a
RMSE equals to zero. We see that original images (a) and (b) are respectively identi-
cal to the final images (c) and (d), which means that the right eye only sees the right
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Figure 2.10 – Simulated anaglyph
Figure 2.11 – Respective pairs of im-
ages : (a) and (b) simulated images (c)
and (d) ground truth
image and similarly for the left eye. The brain interprets the two images perceived
by each eye and does the fusion of the two images (with its particular color filters)
and recreates the complete original scene. The major drawback of this technology is
the loss of color information of the original scene, due to the filtering of several bands
of color.
2.4.3 Active shutter 3D
Active shutter 3D consists in projecting one image on one side of the glasses while
hiding the second during the same short amount of time [66, 71]. The standard
frequency for an active 3D screen is f = 120 Hz. Therefore one image is displayed
every
1
120
= 8.33 ms, and as the human eye cannot perceive discontinuities under the
time of 40 ms, the brain does not perceive any interruption of data between the left
and right images. The main advantage to this technology is that the two images of
the stereoscopic pair are not filtered and conserves all its content, the active shutter
3D enables the 3D viewing in the full color spectrum, with full resolution.
While an image A is projected, in the figure 2.12a, the vision of the left eye is blocked
by the glasses, and the right eye vision is blocked when the second image, B, figure
2.12b, is projected. The proposed model, in equations 2.5 and 2.6, can explain this
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(a) image A (b) Image B
Figure 2.12 – Active Shutter 3D
technology with two activation functions α(t) and β(t), which are equals to 1 for
8.33 ms and null for the remaining time, they are periodic and when α(t) = 0 when
β(t) = 1 and vice versa. For the two first time steps, the model can be written as
follows :
Rg,k(x) =
∫
(α(t)Eg,k(s, t) + β(t)Ed,k(s, t))dt (2.40)
for t ∈ [0; 8, 33] + 2 × 8, 33k ms, with k ∈ Z , ∫ (β(t)Ed,k(s, t))dt = 0. And similarly
for the right image :
Rd,k(x) =
∫
(α(t)Eg,k(s, t) + β(t)Ed,k(s, t))dt (2.41)
for t ∈ [8, 33; 16, 66[+2 × 8, 33k ms, with k ∈ Z , ∫ (α(t)Eg,k(s, t))dt = 0.
For our experiments, we used a Samsung LED Monitor S27A950D 3D screen, with a
frame rate of 120 Hz, with the Samsung 3D active glasses. Also, we used two video
sequences for the activation function α(t) and β(t) with a frame rate of 120 Hz, in
which one frame is equal to 1 and the next frame is null. The first frame of α(t) is set
to 1 while the first frame of β(t) is null. The implementation of equations 2.40 and
2.41 is done with a sampling step of ∆t = 8, 33 ms. Finally, the two video sequences
are displayed in the same time. The display is made in real time, the video sequences
are displayed as they are generated, the only constraint is the synchronization of
the screen and glasses period. Figure 2.13 presents an example of simulation of the
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Figure 2.13 – Illustration of the simulation for the active shutter 3D: (a) and (b)
original and (c) and (d) observed frames for the first time step and (e) and (f) for the
second time step.
3D active shutter for the two first time periods, the same operation is repeated the
entire duration of the observation. The ground truth in this case is made by a 3D
active screen that only requires the stereoscopic pair. The displayed images have been
compared to the ground truth, the two images displayed for the 3D active stereoscopy
in a real case: the RMSE measure is null. One simple validation is to close one eye
during the display, the observer sees only one image with no interruption, it means
that he observer sees one image with each eye during each period of 8.33 ms, the
3D sensing is supposed to be reached. To our knowledge, the simulation of an active
shutter 3D display is not a common process, but have nevertheless been used for
specific goals, like surgery [50] or to study the crosstalk linked to a stereoscopic active
display [69].
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2.4.4 Integral imaging
Integral imaging is inspired by the principle of integral photography [35], introduced
by G. Lippmann in 1908, improved by the addition of a micro-lenses matrix in front
of the capture device [41, 56]. The stage of acquisition, in which the scene is captured
through a microlens matrix, can be replaced by different methods that create different
points of view of the scene in multiple elementary images. For example, this can be
done using a light-field. The adaptation of the proposed model into a model of integral
imaging can be done in replicating the thin lens model, with the particular PSF of
microlenses, in a microlenses matrix. The combination of rays coming from all those
lenses yields to two distinct points of view for the right and left eye. The visual result
for one point of view is the sum of rays coming from all the different elementary
images, the light field, weighted by the PSF F (µ, u) of each microlenses, which can
be found in [43]. Let us consider that F (µj,k, u) is the PSF of the j, kth microlens, j
is the index describing the row of the matrix and k is the index going through the
columns. The model ( equation 2.5) can be written as follows:
Rg(x) =
∑
j,k
∫
u∈[µj,k−
o
2
,µj,k+
o
2
]
F (µj,k, u)Ek
(
Zcf − Zcd0 + d0f
d0f
u − Zc
d0
x
)
du∆j∆k.
(2.42)
The equation for the right image is the same with a shift for the position x.
The implantation of equation 2.42 has been done with parameters presented in section
2.3.3, for j, k ∈ [1, 3] with ∆j = ∆k = 1. An example of simulation is presented, the
figures 2.14a to 2.14i are different reconstructions of points of view with the proposed
model. The difference between the points of view is mostly visible at the intersection
of the red and green area, located at different depth in the scene.
Figure 2.15 illustrates an example of microlenses array. In our experiments, we place
the microlenses close enough to the elementary images matrix to allow each microlens
to capture only one point of view of the scene, without create micro-images due to
the combination of several microlenses light beam. We can see that depending on the
position of the eyes of the observer, a different point of view of the scene is created.
As the two eyes are separated by a small distance, the observer will perceive two
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.14 – Example of simulation for integral imaging
different images and thus a 3D scene. A 4D lightfield is the combination of all light
rays of a scene for all directions, different cuts of this lightfield yields to 2D images
with different perspective and gives a ground truth for this technology. The original
matrix of images is strictly similar, simulated from a light field. Indeed, a comparison
with the ground truth has be proceeded with horizontal and vertical cutting of the
light field associated with the original stereo pair. The RMSE error for each image
averages RMSE = 50, 07, therefore, under this error measure, this model is able to
create a simulation integral imaging display, with a small error. There are numerous
existing techniques for the simulation of integral imaging, each of which designed
for specifics goals as animation [63], video sequences [49], or the extension of the
technology possibilities [42].
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Figure 2.15 – Example of microlenses array
2.5 Conclusion
In this paper, we have presented a simple model for describing a stereoscopic display.
This model is based on the observation of a transformed stereoscopic pair of im-
ages with a particular choice of optics. We can find configurations for one particular
choice of optics or transformations, to observe the original pair of images at the end,
and thus recreate a 3D perception of a scene for the observer. This model has been
mathematically tested, under few hypothesis, with two optical models, which are the
pinhole and the thin lens. We have seen that this model is limited by the perspec-
tive projection of the different optics used. Indeed there is no possible preprocessing
capable to negate the presence of light coming from other part of the scene due to
perspective projection in some configurations. The validation has been done with the
RMSE error measure between the ground truth and the simulated images obtained
using the proposed model. An assessment method of the 3D perception of simulated
images by a normal observer remains to develop. Thanks to the parameters modifi-
cation, we can explain different existing stereoscopic technologies. Such adaptations
of the proposed model shows that it is possible to unify the stereoscopic technologies.
The described stereoscopic display can be passive, active or autostereoscopic. It may
lead to other perspectives, as creating or simulating 3D displays with new technolo-
gies and systems. In a future work, we can test this model with particular optical
devices or configurations to lead to new stereoscopic displays. This work can also be
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implemented in a image processing platform to create 3D displays with one lightfield
or with a stereoscopic pair of images created in a required configuration.
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Chapitre 3
Champ lumineux et stéréoscopie
3.1 Introduction
Les chapitres précédents présentent différentes techniques d’affichage stéréoscopique
et un modèle unificateur pour ces dernières. Toutes ces techniques d’affichage ont
besoin au moins d’une paire d’images stéréoscopiques, i.e. deux images d’une même
scène décalées d’une distance liée à l’écartement de nos yeux. Cependant, les tâches
vouées à la création d’un contenu stéréoscopique agréable pour l’observateur restent
ardues. Cette difficulté est principalement due au manque de développement des sys-
tèmes de capture binoculaire, et la solution est traditionnellement l’utilisation d’outils
monoscopiques [44], qui sont mal adaptés aux problèmes spécifiques de l’imagerie sté-
réoscopique. Les outils monoscopiques sont les outils qui sont dédiés à l’acquisition
d’une seule image et d’un seul point de vue. Le principal phénomène pour la per-
ception stéréoscopique d’une scène est la disparité binoculaire, i.e. la distance entre
nos yeux lors de l’observation d’une scène, et sa prise en compte lors de la création
stéréoscopique, est donc très importante[31]. Une des techniques les plus répandues
pour la création de paires d’images stéréoscopiques est le contrôle de la disparité bino-
culaire en réglant la distance de base, (ou baseline en anglais), entre les deux caméras
capturant une scène [26]. L’autre approche est de créer une nouvelles image à partir
d’une seule image et de sa carte de profondeur associée [4]. Cette méthode nécessite
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la connaissance des profondeurs associées aux objets d’une scène et requiert générale-
ment des algorithmes de remplissage pour combler des zones vides dues à un manque
d’information dans l’image originale. Nous nous intéressons dans cette section à une
autre technique de création d’images stéréoscopiques, ayant pour avantage de ne pas
nécessiter l’utilisation de deux caméras, ni d’information de profondeur associée à une
image, ni même de traitements après création de contenu stéréoscopique. Il s’agit d’un
nouveau processus de création et de modification d’images stéréoscopiques à base d’un
champ lumineux 4D. Ce dernier est un assemblage d’images contenant plusieurs pers-
pectives d’une même scène. Chaque perspective correspond à une découpe planaire
dans la structure de données du champ lumineux. Il existe plusieurs techniques pour
la création et l’acquisition de champs lumineux [2, 74, 82] mais le post-traitement
de ce dernier et la création de contenu stéréoscopique restent encore peu explorés.
Des coupes de différentes perspectives sont employées pour créer les images stéréo-
scopiques. Ces coupes respectent la contrainte de disparité, pour obtenir des images
fiables et soumises aux bases de la stéréovision [47]. Ce chapitre présente tout d’abord
le concept général d’un champ lumineux, puis détaille le principe de création d’image
à partir de ce dernier, et la création de paires d’images stéréoscopiques. Finalement
ce chapitre présente des expériences et résultats, en détaillant les particularités de
l’implémentation de l’algorithme utilisé.
3.2 Champ lumineux
Le champ lumineux est un concept qui a été exprimé pour la première fois par Michael
Faraday en 1846. L’idée est de décrire la lumière provenant de toutes les directions
en un point d’une scène. Il est possible aujourd’hui d’enregistrer, de capturer et de
visualiser le champ lumineux par des moyens électroniques et informatiques. Ces tech-
nologies ont permis de nombreuses applications liées au champ lumineux comme la
refocalisation d’une scène [34, 48, 73], la possibilité de voir des informations cachées
dans une image [72, 73] et le changement de point de vue [19, 27, 73]. Des techniques
existent pour l’acquisition ou l’estimation d’un champ lumineux. Pour son acquisition,
il s’agit de capturer une scène selon différents points de vue [23, 33], d’utiliser des mi-
crolentilles lors de la capture d’une scène [41, 48], ou d’utiliser un collection d’images
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avec différentes perspectives et différents niveaux de focalisation d’une même scène
pour reconstruire le champ lumineux [32].
Un champ lumineux est un espace à sept dimensions décrivant tous les rayons lumi-
neux possibles dans une scène à trois dimensions à un instant précis avec un éclairage
spécifique. On peut décrire un rayon lumineux à l’aide d’une position (s, t, z) et de sa
provenance (u, v) pour un instant τ et une longueur d’onde λ. Chacun de ces rayons
transporte une information de radiance r, qui peut être définie grâce à la fonction
plénoptique [1]. Cette fonction L s’écrit de la manière suivante :
r = L(s, t, z, u, v, λ, τ). (3.1)
On peut réduire la complexité de cette définition en négligeant certains des para-
mètres. En considérant que la scène est statique et que la lumière est monochrome,
nous pouvons négliger la longueur d’onde λ et le temps τ . La relation 3.1 devient :
r = L(s, t, z, u, v) (3.2)
De plus, nous allons restreindre le champ lumineux capturé à une boite englobant la
scène, limitant ainsi la position des rayons. Si nous considérons que l’énergie radiante
reste constante le long d’un rayon, alors nous pouvons déterminer l’énergie du rayon
sur toute sa longueur en ne connaissant que le point d’origine du rayon et sa direction.
Il en découle que le relief n’est pas représenté par l’intensité de la lumière. Nous
arrivons à une nouvelle définition du champ lumineux [33] :
r = L(s, t, u, v) (3.3)
Pour trouver la position des rayons dans la scène, il nous faut étudier la géométrie
d’un champ lumineux. Il existe plusieurs représentations du système de coordonnées
de ce dernier [5, 48, 72]. Nous nous intéressons ici uniquement à la représentation
formée de deux plans : ST et UV .
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Figure 3.1 – Paramétrisation du champ lumineux - Tiré de [27]
La figure 3.1 illustre cette paramétrisation. L’illustration de l’espace de la scène est
ici une illustration simplifiée en 2D dans l’espace s, u d’une scène et la configuration
horizontale correspondante pour générer un champ lumineux. La même configuration
est utilisée verticalement avec les axes t et v. Le champ lumineux 2D est également
représenté dans l’espace des rayons. Dans ce cas, pour un point donné, les valeurs sur
l’axe s et sur chaque axe u forment des droites dans le repère s, u. On peut remarquer
que l’inclinaison de chaque droite est proportionnelle à la distance des points de la
scène correspondants [8]. Pour des points à l’infini (point noir dans la figure l’espace
de la scène sur la figure 3.1) la droite devient verticale. L’intersection des droites
verte, rose, bleu et noire, correspond à la prise de vue dans l’axe de la droite formée
par les quatre points verts , roses, bleus et noirs. Dans ce cas, ces points sont projetés
au même couple de coordonnées s, u En exploitant cette paramétrisation et cette
description du champ lumineux, il est possible de générer une image 2D ayant une
perspective et un point de vue donné.
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Figure 3.2 – Découpes planaires. (a) Champ 3D. (b) Découpes t associées - Images
tirées de [27]
3.3 Découpes stéréoscopiques d’un champ lumi-
neux
Nous avons vu précédemment qu’un champ lumineux définissait tous les rayons d’une
scène à l’aide d’une position (s, t) et d’une direction (u, v). Pour utiliser ce champ, ses
coordonnées sont généralement discrétisées. L’étape de capture d’un champ lumineux
produit donc un espace discret de rayons, les paramètres s, t, u, v seront donc traités
comme des entiers. Si on fixe deux des quatre paramètres du champ lumineux à
des valeurs arbitraires, par exemple u = u1 et v = v1, on obtient une image 2D,
ne dépendant plus que des paramètres s et t : I1(s, t) = L(s, t, u1, v1), s et t étant
maintenant les coordonnées de l’image I1. Cette image est une découpe planaire du
champ lumineux. Cela revient à prendre tous les rayons créant une image 2D pour
une direction u1, v1, pour toutes les positions s, t. La variation des paramètres (u, v)
change la direction des rayons incidents qui forment l’image 2D. Dans ce travail, nous
ne faisons varier que les coordonnées spatiales ou directionnelles, sans mélanger les
deux.
La figure 3.2 illustre le principe des découpes planaires. Pour faciliter la compré-
hension et la représentation graphique du champ, la figure (a) présente un champ
lumineux 3D, avec une composante v constante, c’est-à-dire v = v1. Ce dernier est
une représentation 3D des valeurs de radiances d’un champ L1 : r = L1(s, t, u, v1).
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On peut comprendre intuitivement que ce champ lumineux est une pile de toutes les
images 2D I1(s, t) construites à partir d’une même scène selon plusieurs perspectives
u, v1 avec v1 constant. La figure (b) présente différentes coupes planaires de ce champ
lumineux, pour plusieurs valeurs arbitraires de t. Fixer des valeurs pour t donne des
images 2D I(s, u). Les lignes rouges sur chacune des images correspondent aux coupes
à effectuer en ayant deux valeurs de u fixes, pour la création de contenu stéréoscopique.
Le même principe est utilisé dans notre travail, avec un champ à quatre dimensions
et des images résultantes I(s, t).
Figure 3.3 – Coupe planaire d’un champ et son image 2D résultante. (a) Représenta-
tion EPI (s,u) d’un champ lumineux. (b) Coupe planaire associée - Tirée de [27]
La figure 3.3 présente un exemple de coupe 2D dans un champ lumineux donné. La
figure 3.3 (a) est une représentation EPI du champ lumineux, ou Epipolar Image,
c’est une représentation couramment utilisée lors de l’utilisation de champs lumineux
[8, 33, 78] . Cette image Ir est constituée de la radiance des rayons lumineux de
coordonnées (sx, ty, ux, vy) dans le champ lumineux 4D : L(sx, ty, ux, vy), représentée
dans le repère S × U . La droite rouge indique la droite selon laquelle la coupe est
effectuée dans l’espace de rayons. L’image 3.3 (b) est la découpe planaire du champ
lumineux correspondant à un choix arbitraire de positions (ux, vy), représenté par les
droites noires et rouges. La droite rouge correspond aux points de l’image à prélever
dans le champ les coordonnées (ux, vy, tx) fixes. Le même processus est effectué avec
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Figure 3.4 – Disparité dans l’espace de rayons - Tirée de [27]
la droite noire, non représentée dans la figure (a), avec les coordonnées (ux, vy, sx)
fixes. Afin de créer un contenu stéréoscopique constitué de deux images décalées
horizontalement, il convient d’effectuer deux découpes parallèles dans l’espace du
rayon. Les images créées ont différentes perspectives et ainsi des paires d’images
stéréoscopiques. Il nécessite néanmoins l’application de la contrainte de disparité,
voir section 1.6.1, pour créer des images propres à la stéréoscopie, pouvant produire
un affichage 3D de bonne qualité pour l’être humain. Rappelons que les deux images
doivent avoir un décalage horizontal proportionnel à l’écart entre les deux yeux. En
effet, une paire d’images stéréoscopiques avec une disparité d, ici discrétisée dans
l’espace du champ, peut être créée en choisissant une vue de référence en (u1, v1) et
en sélectionnant la seconde vue en (u1 + d, v1). Pour résumer, les deux images gauche
Ig et droite Id issues d’un champ lumineux L peuvent être obtenues comme suit :
Ig(s, t) = L(s, t, u1, v1) (3.4)
et
Id(s, t) = L(s, t, u1 + d, v1). (3.5)
La figure 3.4 illustre la disparité d entre les deux coupes planaires dans l’espace de
rayons. Étant donné cette contrainte, nous pouvons maintenant générer des paires
d’images stéréoscopiques à partir d’un champ lumineux. Le but est donc de créer un
algorithme permettant de récupérer les données de la structure d’un champ lumineux
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afin de créer deux images correspondant aux deux coupes planaires (u1, v1) et (u1 +
d, v1) pour toutes les positions (s, t).
La création de paires stéréoscopiques est effectuée par l’algorithme 1, correspondant
à l’implémentation directe des équations 3.4 et 3.5. Dans cet algorithme, la fonction
initialise(S, T ) permet de créer deux images de dimensions S × T avec trois canaux
de couleurs R, G et B où chaque élément est arbitrairement mis égal à 1. Le champ
lumineux de dimension (S×T ×U×V ) est nommé L. La disparité voulue entre les deux
images de la paire stéréoscopique, dans l’espace discret du champ, est nommée d. Cet
algorithme sert simplement à affecter à l’image gauche et droite les bonnes valeurs
du champ lumineux, provenant des choix des indices u1 et v1. Le choix d’un couple
de coordonnées (u1, v1) est laissé à l’utilisateur, il revient à choisir une perspective
centrale dans la scène pour la base de la paire stéréoscopique. La première image de la
paire, l’image gauche sera la découpe planaire du champ, centrée en u1 et v1 et l’image
droite sera la découpe planaire du champ, avec un décalage horizontal de perspective
correspondant à la disparité , u1+d et v1. Pour paralléliser l’algorithme, les affectations
de chaque rayon dans les paires stéréoscopiques doivent se faire simultanément.
algorithme 1 gauche, droite ← stereo(L, S, T, u1, v1, d)
gauche ← initialise(S, T )
droite ← initialise(S, T )
pour s=1,...,S faire
pour t=1,...,T faire
gauche(s, t) ← L(s, t, u1, v1)
droite(s, t) ← L(s, t, u1 + d, v1)
fin pour
fin pour
3.4 Implémentation et résultats
Nous présentons tout d’abord dans cette partie les choix technologiques effectués
pour mener à bien nos expériences. L’algorithme a été implémenté sur MATLAB,
sur un ordinateur de bureau ayant un processeur Intel core i7 à 3,60 gigahertz et 8
gigaoctet de mémoire vive sous Windows Seven. Cette section présente des détails
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d’implémentation, notre méthode de validation et des résultats. Le champ lumineux,
étant de résolution S × T × U × V , est un ensemble de données complexe et volumi-
neux. La complexité algorithmique est O(S × T ), elle peut néanmoins être réduite à
O(1) en implémentant l’algorithme en parallèle. L’adaptation de cet algorithme sur
MATLAB est immédiate, les opérations de copies sont ici effectuées séquentiellement.
Une fois notre algorithme implémenté, nous avons réalisé une série d’expériences sur
plusieurs champs lumineux. La résolution du plan UV correspond à la résolution de
l’ouverture de la caméra utilisée pour la capture des champs utilisés, nous étudierons
des champs de résolutions 256 × 256 × 3 × 3, 256 × 256 × 5 × 5, 256 × 256 × 7 × 7
et 256 × 256 × 11 × 11. Tous les champs lumineux étudiés ont été générés à l’aide
de la méthode présentée dans [10], nous ne détaillerons pas cette méthode dans ce
mémoire. Les expériences consistent en la génération d’anaglyphes à partir de deux
images d’une paire stéréoscopique issues de deux découpes planaires des champs lu-
mineux testés. Afin d’évaluer les performances de cet algorithme, nous utiliserons une
mesure d’erreur de type RMSE (voir section 2.3.1) entre l’anaglyphe généré anag et
un anaglyphe témoin anat créé grâce à une paire d’images stéréoscopiques générée à
l’aide d’une image de la scène et sa carte de profondeur [4]. La mesure d’erreur entre
deux anaglyphes de taille N × M est donnée par :
RMSE =
√√√√ 1
M × N
M∑
m=1
N∑
n=1
(anatn,m − anagn,m)2 (3.6)
La figure 3.5 présente une image d’une des scènes étudiées et sa carte de profondeur
associée. La carte de profondeur 3.5(b) correspond aux valeurs de profondeurs, codées
en niveaux de gris, de chaque partie de la scène présente sur l’image (a). Plus la
valeur d’un point de profondeur est foncé, plus le point associé de l’image est proche.
La technique traditionnelle de création de paire stéréoscopique revient à créer une
nouvelle image, contenant tous les points de l’image originale décalés d’une distance
d, la disparité, calculée grâce à l’équation 1.10. Les anaglyphes créés grâce aux deux
images issues de cette technique vont permettre la comparaison avec la méthode
présentée. Un champ lumineux donné permet la création de plusieurs images, ayant
chacune une perspective différente de la scène, selon les valeurs de u, v choisies lors
des découpes planaires.
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Figure 3.5 – Autre méthode de création de paire stéréoscopique. (a) Image d’une scène
et (b) sa carte de profondeur associée.
La figure 3.6 présente plusieurs images issues d’un même champ lumineux. Ici la
différence de perspective entre chaque image est assez faible de par la résolution
adoptée, elle dépend de la direction des rayons (u, v). Il s’agit maintenant d’effectuer
seulement deux découpes ou de choisir uniquement les deux images qui vont répondre
à la contrainte de disparité de la stéréovision. L’équation 1.10 permet de calculer
l’écart en pixels nécessaire entre les deux centres de projection des découpes planaires.
Les paramètres de la caméra ayant servis pour faire l’acquisition de l’image sont : la
distance focale f = 18 mm, la distance entre l’écran et les centres de projections
Z = 300 mm, la distance entre les centres de projections T = 65 mm, et la disparité
d = 18
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= 3, 9 mm soit 15 pixels d’écarts (avec 1 mm = 3, 78 pixels). Si la position
centrale est choisie pour la première paire (u1, v1), la deuxième découpe doit être
effectuée pour (u1 + 15, v1).
La figure 3.7 présente un exemple de paire stéréoscopique générée par notre algorithme
et la figure 3.8 est l’anaglyphe créé à partir de ces deux images.
Nous avons comparé les anaglyphes obtenus grâce à des champs de différentes résolu-
tions avec les anaglyphes obtenus grâce à une image et une carte de profondeur, selon
le critère d’erreur RMSE présenté dans l’équation 3.6. Tous les champs sont de réso-
lution 128 × 128 pour le plan ST , seule la résolution UV varie dans nos expériences.
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Figure 3.6 – Différentes découpes planaires d’un champ lumineux de résolution 256 ×
256 × 3 × 3
Les résultats sont présentés dans le tableau 3.1. Notons que les anaglyphes comparés
n’ont subis aucun post-traitement, souvent nécessaires pour combler des éventuelles
zones vides de l’image dues à un manque d’information. Nous remarquons que l’erreur
a globalement tendance à augmenter avec la résolution UV . Une des raisons respon-
sables de cet écart entre les deux anaglyphes est l’absence d’algorithme de remplissage
pour l’anaglyphe généré à l’aide d’une carte de profondeur. En effet des zones de la
seconde image créée restent vides par manque d’information, alors que ce n’est pas
le cas pour les images générées à partir du champ. En plus de contenir l’information
de profondeur, le champ lumineux comprend également différentes perspectives d’une
même scène et de tels algorithmes de post-traitements ne sont donc pas nécessaires.
Deux autres exemples d’affichage 3D de type anaglyphe, générés à l’aide des paires
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Figure 3.7 – Paire d’images stéréoscopiques générée à partir d’un champ lumineux
d’images stéréoscopiques décrites précédemment, sont présentés dans la figure 3.9. La
création d’images de plus grandes dimensions est possible avec des champs lumineux
plus volumineux, de plus haute résolution, mais nous n’avons pas pu obtenir des
champs de ce type pendant cette maîtrise. Le procédé reste le même quelque soit
les dimensions utilisées. Il serait nécessaire, dans le futur, d’effectuer des mesures
complémentaires quant à la perception 3D d’une image. Ces mesures peuvent être
réalisées via des tests visuels répétés avec différentes technologies et différents sujets,
mais ce domaine reste peu étudié [12].
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Figure 3.8 – Anaglyphe
Tableau 3.1 – Valeurs d’erreurs RMSE pour différentes résolutions de champs lumi-
neux
Résolution UV 3 × 3 5 × 5 7 × 7 11 × 11
RMSE 45.15 20.02 32.30 66.12
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Figure 3.9 – Exemples d’anaglyphes
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3.5 Conclusion
Nous avons, dans ce chapitre, présenté le concept de base du champ lumineux, sa re-
présentation et sa paramétrisation. L’application de la contrainte de disparité et des
découpes planaires permet de générer, à l’aide d’un champ lumineux, deux images
d’une paire stéréoscopique, optimisées pour un affichage stéréoscopique. Cette tech-
nique permet de générer des paires d’images servant de base pour le modèle unifié
pour l’affichage stéréoscopique présenté dans le chapitre précédent. Cet algorithme
a été utilisé pour la génération de toutes les paires stéréoscopiques utilisées dans ce
mémoire, et a été implémenté dans une plateforme de traitement du champ lumi-
neux. Cette plateforme, développée au sein du laboratoire du MOIVRE à l’université
de Sherbrooke, permet d’effectuer divers traitements d’images à partir d’un champ
lumineux. Elle permet, grâce à notre contribution, d’ajouter la possibilité d’une vision
en trois dimensions d’une scène quelconque après estimation du champ lumineux. Les
techniques d’affichage stéréoscopique utilisées pour la validation de ce travail sont la
technique des anaglyphes et le shutter 3D.
L’utilisation de cette technique de génération de contenu pour la visualisation 3D avec
d’autres techniques d’affichage stéréoscopique en permettrait une validation plus ex-
haustive. Une perspective à ce travail consiste en la mise au point d’une procédure
d’évaluation physique de la perception 3D. Il s’agirait de faire évaluer la perception
3D d’un ensemble de sujets devant plusieurs techniques d’affichage 3D pour créer une
étude statistique, il existe très peu d’études sur ce sujet et cela formerait une bonne
technique pour valider des modèles pour l’affichage stéréoscopique.
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Au cours de cette maîtrise, nous avons travaillé sur la stéréovision, depuis la créa-
tion d’images stéréoscopiques jusqu’à leur affichage. Nous avons tout d’abord décrit
un modèle de formation d’image affichée sur un écran et les principales techniques
d’affichage 3D utilisées de nos jours. Nous avons détaillé ces différentes techniques
d’affichage stéréoscopique et autostéréoscopique en mettant en avant leurs avantages
et inconvénients. Cette critique nous a mené au constat de l’absence d’un modèle
unificateur pour ces différentes techniques d’affichages. Ce manque entraine l’utili-
sation de modèles spécifique à chaque technologies. Ces modèles sont restrictifs et
bornent les perspectives d’évolutions de ces technologies. Nous avons étudié le cas
simple de l’observation de deux images d’une paire stéréoscopique affichées sur deux
écrans et présenté un nouveau modèle d’affichage stéréoscopique prenant en compte
une optique et une configuration quelconque. La validation de ce modèle a été effec-
tuée grâce aux deux modèles simples de caméras que sont la caméra à sténopé et la
caméra à lentille mince. Nous avons également étudié les cas de l’œil humain et des
microlentilles. L’utilisation d’autre cas d’optique, aussi bien physiques que purement
simulées est envisageable et fait partie des perspectives à ce travail. L’application de
transformations sur la paire d’images initiales et leur observation au travers d’op-
tiques particulières permet de produire un affichage 3D cohérent et fonctionnel. La
validation de ce modèle a été effectuée selon une mesure d’erreur entre l’affichage
souhaité et les paires générées par notre algorithme. Cette mesure permet d’affirmer
une bonne perception 3D de la part d’un observateur, mais il nous faudrait néanmoins
effectuer des tests de perception avec des sujets variés pour aboutir à une étude sta-
tistique des performances du modèle. Suite à ce modèle général nous avons mis en
avant l’aspect unificateur de notre modèle. En effet sa modification soumise à des
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configurations d’affichages particulières permet d’expliquer différents systèmes d’affi-
chage 3D. Nous avons détaillé l’adaptation du modèle à cinq techniques d’affichage,
aussi bien stéréoscopiques qu’autostéréoscopiques. Finalement nous avons présenté
une technique particulière pour la création de paires d’images stéréoscopiques ba-
sée sur des découpages planaires de champs lumineux. Enfin nous pouvons imaginer
comme perspective future, l’exploration de nouvelles techniques d’affichage stéréo-
scopique construites grâce au modèle présenté. Le développement d’un protocole de
test est également nécessaire, pour valider le bon fonctionnement du modèle dans des
cas général. Nous pouvons aussi imaginer l’intégration de ce modèle dans une plate-
forme d’affichage 3D permettant de créer automatiquement les images stéréoscopiques
observées grâce à un champ lumineux et à une configuration particulière, pouvant ré-
pondre aux exigences d’une technique d’affichage et à des conditions d’observations
précises.
75
Annexe A
Thin lens projection demonstration
A thin lens has a property that it can project the rays of one point Pf at the depth Zf
in one point pf on the image plane X. This point respects the perspective projection.
All other rays from points of the scene at other depths are projected on an area of
X, called circle of confusion or PSF. The other points do not respect the perspective
projection. Each ray coming from other depth and passing through the point Pf is
also projected in the point p. Therefore, it generates a mixture of rays in pf , and it
creates some blur. The Fig. A.1 illustrates the thin lens projection.
For points located at the distance zf , the rays parallel to the optical axis pass through
the lens and cut the optical axis at the focal point F2, located at the focal length of
the thin lens f . The rays cutting the optical axis at the point F1 go out of the thin
lens parallel to the optical axis. And rays passing through the center of the thin lens
are not deflected. From those properties we can find the relation between one point
P and its projection on the axis X, p. We use the formula of the intercept theorem
for the triangles formed by P , Pf and the ray intersecting the thin lens, given by the
Eq.A.1. And similarly we use the formula of the intercept theorem for the triangles
formed by the point Pf , pf and the rays passing through F1 and F2, given by the Eq.
A.2. These triangles are represented in blue in Fig. A.1.
u − xf
xf − xs
=
zf
zs − zs
(A.1)
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Figure A.1 – Illustration of the projection of a light ray through a thin lens - From
[10]
− xf
xr
=
zf
d0
(A.2)
Combining these equations and the thin lens law given by the equation 1.7, we can
find the final projection equation A.3.
xs =
zsf − zsd0 + d0f
d0f
u − zs
d0
xr (A.3)
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