Various inequality and social welfare measures often depend heavily on the choice of a distribution of income. Picking a distribution that best fits the data in some sense involves throwing away information and does not allow for the fact that, by chance, a wrong choice can be made. It also does not allow for the statistical inference implications of making the wrong choice. Instead, Bayesian model averaging utilises a weighted average of the results from a number of income distributions, with each weight given by the probability that a distribution is 'correct'. In this study prior densities are placed on mean income, the mode of income and the Gini coefficient for Australian income units with one parent . Then, using grouped sample data on incomes, posterior densities for the mean and mode of income, and the Gini coefficient are derived for a variety of income distributions. The model-averaged results from these income distributions are obtained.
Introduction
Considerable research has been devoted to specifying and estimating alternative models for income distributions, and to making consequent inferences about the level of inequality in those distributions. See, for example, McDonald (1984) , Dagum (1996) , Bordley et al (1996) , Creedy et al (1997) , and references given in those papers. A typical approach for assessing inequality is to fit a number of alternative models for an income distribution, pick the best-fitting model, and, from that estimated model, compute values of inequality measures of interest, such as the Gini coefficient or one of Atkinson's inequality measures. The best-fitting model could be one that maximizes the likelihood function, or minimizes an information criterion, or, it could be chosen via a sequence of formal hypothesis tests. In any event, one problem with this practice is that, once a particular model has been chosen, the fact that a number of other models have been discarded is usually ignored. No allowance is made for the possibility of sample statistics yielding an incorrect choice. Assessment of the precision of estimation via standard errors makes no provision for the preliminary-test implications for inference. Although the preliminary-test problem has received considerable attention in the sampling-theory literature (see, for example, Judge and Bock 1978, and Danilov and Magnus 2001) , most of the solutions are for particular special cases and do not carry over to the model selection problem considered here.
An alternative way to proceed, and one that does yield results and measures of precision that reflect model uncertainty, is to adopt Bayesian model averaging along the lines described by Geweke (1999) . In this approach the results from each model are combined, as a weighted average, with the weight attached to each model being the posterior probability that that model is "correct". If one model is vastly superior to the others, then its posterior probability will be close to one, and the averaged results will not be distinguishable from those of the best-fitting superior model. On the other hand, if the choice between models is a less definite one, then each of the models will contribute information to the averaged-results, and measures of precision, such as posterior standard deviations, will reflect the model uncertainty. In this paper we illustrate how Bayesian model averaging can be applied to alternative income distribution models. In Section 2 an overview of the methodology is given; some aspects of the methodology are spelt out in more detail in subsequent sections. Specification of the prior probability density functions (pdf's) is described in Section 3. Derivation of the posterior pdf's and estimation of quantities from them is considered in Section 4. The technique for computing posterior model probabilities appears in Section 5. The results are presented and discussed in Section 6 and concluding remarks are made in Section 7.
Overview of Methodology
Characteristics of the seven distributions that were considered are given in an Appendix.
There are four 2-parameter distributions (lognormal, gamma, Weibull and Fisk) and three 3-parameter distributions (Singh-Maddala, beta2 and Burr3). Of course, many other distributions could be added to this list. These seven were chosen as being reasonably representative of popular choices, and sufficient to illustrate the procedure without becoming excessively complex. In what follows they are denoted by , 1, 2,..., 7.
Let i θ be a 2 or 3-dimensional vector containing the unknown parameters of the i-th
and δ δ be 2 and 3-dimensional vectors,
respectively, containing what we term "economic quantities of interest". The vector (2) δ contains mean income and the Gini coefficient; (3) δ contains mean income, modal income and the Gini coefficient. The first step is to assign prior pdf's to (2)
and δ δ .
Details of the specification that we employ are given in Section 3. The prior pdf for (2) δ is the same for all 2-parameter distributions and the prior pdf for (3) δ is the same for all 3-parameter distributions. Specifying priors in this way means that the same prior information is used for all distributions that have the same number of parameters. The mean, mode and Gini coefficient were chosen as quantities of interest for which some prior information is likely to be available. One of these quantities becomes redundant (we chose the mode) when 2-parameter distributions are considered. That is, knowledge of mean income and the Gini coefficient implies knowledge of the 2 distributional parameters which in turn implies knowledge of the mode.
Derivatives useful for computing the Jacobian term
∂δ ∂θ appear in the Appendix.
Sometimes it was more convenient to use the derivative of the log of an element of ( ) k δ (or the log of a function of an element) and then adjust it appropriately to get the correct Jacobian.
The posterior pdf's of the parameters for each of the income distribution models are obtained by combining the prior pdf in (1) 
where (.) i F is the cumulative distribution function (cdf) for the i-th income distribution.
Expressions for the cdf's for each of the income distributions are given in the Appendix.
The proportionality constant that is omitted from equation (2) is the same for all models.
The posterior pdf's for the parameters of each income distribution are given by 
. From these draws we can compute observations on mean income, modal income and the Gini coefficient. These observations can then be used to estimate marginal posterior pdfs and moments for δ . Expressions for the quantities of interest δ , in terms of the i θ , are given in the Appendix. At this point it is convenient to drop the subscript (k) from δ and to assume that δ is a 3-dimensional vector containing the mean, mode and Gini coefficient. Even although one of these quantities can always be found from the other two in the case of 2-parameter distributions, we can generate observations on all three quantities, and all three are of interest for all models.
To draw observations from the posterior pdf's, a random-walk Metropolis-Hastings algorithm, similar to that employed by Griffiths and Chotikapanich (1997) 
where g(.) is a function of interest. Several things in equation (4) 
the Metropolis-Hastings generated observations. Thus, equation (4) is applied to these estimated quantities.
3.
The posterior probabilities attached to each model, ( )
where the ( ) j P M are prior probabilities assigned to each of the models, and the ( )
The marginal likelihoods are also estimated from the posterior draws, as described in Section 4.
The Prior Specification
The prior specification has two components. Prior pdf's are required for (2) (3) and δ δ and prior probabilities ( ) i P M need to be assigned to each of the seven models. We first
, ′ δ = µ γ where µ denotes mean income and γ denotes the Gini coefficient.
Independent gamma and beta distributions were chosen for and µ γ, respectively. The parameters of these distributions were chosen so that the priors were consistent with the views of applied researchers in the income distribution area, as well as relatively noninformative, so they would not conflict with a wide range of prior opinions.
Specifically,
,
where ( )
and ( ) ( ) ( )
Some characteristics of these distributions are summarised in Table 2 , along with characteristics of the prior pdf for the mode to which we now turn.
For 3-parameter distributions we specified the prior pdf
, , 1.4979
where o m denotes modal income, ( ) ( ) and f f µ γ are given in equations (8) and (9), respectively, and
Characteristics of the pdf in equation (11) appear in Table 2 . Note that these and the other characteristics in Table 2 do not hold for the joint prior pdf in equation (10). Imposing the a priori restriction that the mode is less than the mean restricts the parameter supports and changes at least the means and the probability intervals. Also, the value 1.4979 that appears in equation (10) is the additional constant necessary to make the joint prior pdf integrate to unity, after imposing the truncation o m < µ . For prior probabilities for each of the models, we took all 2-parameter distributions as equally likely, and all 3-parameter distributions as equally likely. To penalize the additional complexity of 3-parameter distributions, the prior probabilities for the 2-parameter distributions were set equal to 1.5 times the prior probabilities for the 3-parameter distributions. We therefore have ( ) 0.16667 for 1, 2,3, 4 0.11111 for 5, 6, 7
Posterior Model Probabilities
Estimation of the marginal likelihood for each model (defined in equation (6)) is the major task to be completed before posterior model probabilities can be calculated. Once the marginal likelihood values have been found, it is straightforward to apply equation (5) for computation of the ( )
The modified harmonic mean approach suggested by Gelfand and Dey (1994) , and described in Geweke (1999) was used. Specifically, an estimate of the inverse of the marginal likelihood is given by 
is a value from a chi-square distribution for cdf probability P and k degrees of freedom.
ˆ and
i i θ Σ are the sample mean and covariance matrix from the retained N = 40,000 draws ( ) , 1,2, ,
For each model (13) was evaluated for 0.1, 0.2, , 0.9 P = … . Similar values were obtained for all P.
The Application
The techniques described in the preceding sections were applied to the data in Table 1 .
Maximum likelihood estimates and standard errors and posterior means and standard deviations of the parameters for each of the seven income distributions appear in Table 3 .
This table also contains the maximum log-likelihood function value for each of the models along with the log of the marginal likelihood, estimated using equation (13).
From Table 3 we observe that:
1. There is little difference between the maximum likelihood estimates and the posterior means. This outcome suggests that the posterior pdf has been dominated by the sample data, as was our original intention.
2.
The standard errors from maximum likelihood estimation and the posterior standard deviations are sufficiently small to suggest relatively precise estimation.
A possible exception is the results for the parameters b and p for the beta2 distribution; in this case the posterior standard deviations are larger relative to the posterior means.
3.
Based on the log-likelihood value the best fitting distributions are Burr3, beta2, Singh-Maddala and lognormal. After penalizing the 3-parameter distributions for their additional parameter (through the assignment of prior model probabilities), the Singh-Maddala distribution turns out to be favoured less.
In Table 4 we present the posterior means and standard deviations for mean income, modal income and the Gini coefficient, conditional on each of the income distribution models. The unconditional posterior means and standard deviations, obtained via model averaging all the income distributions, are also reported in this Table, along 
Concluding Remarks
When a particular income distribution model is chosen to make inferences about quantities such as mean income or the level of inequality; as measured by the Gini coefficient, the inferences drawn are conditional on the model that is selected. Different models can lean to quite different conclusions. Choosing the best-fitting model from a number of alternative models helps reduce the chance of making mistaken inferences, but, because this strategy typically ignores discarded models, it overstates the precision with which economic quantities of interest are estimated. In this paper we have described and illustrated a Bayesian model averaging procedure that solves these problems. The mean:
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