Meditation is used to improve psychological well-being, but there is no scientific quantitative evidence to prove the relation between them. Therefore, in this study, an effective classifier, namely a support vector machine (SVM), is applied to classify meditation experiences and help validate the interaction between emotional stability and a meditation experience. Three groups (10 subjects in each), created based on practice experience in meditation (S group with 10-30 years, J group with 1-7 years, and N group with 0 years of experience in Tibetan Nyingmapa meditation), were recruited to receive visual stimuli in the form of affective pictures. The images shown were selected from the International Affective Pictures System (IAPS), a confidential database. The response signals were acquired through physiological examination via electroencephalography (EEG). The subjects' data were entered into two classification systems, namely those based on the classification and regression tree (CART) method and the SVM method, respectively, and the outcomes were compared. From the classification results, SVM had a higher accuracy rate (98%) than that of CART (79%). The stability and robustness of SVM are higher than those of CART, as determined by performing over 100 repetitions and using various variable numbers. An evaluator based on SVM can thus assess a meditation experience through visual emotional stimulation. The results can help explain emotional stability during meditation.
Introduction
Emotional stability is an important index of psychological well-being and a necessary part of health management [1] [2] [3] . Generally, emotional stability means that a person is able to remain stable and balanced even under stressful circumstances. Emotional stability has been shown to improve the quality of life [4] . In addition, it has an indirect but significant effect on job performance [5] [6] [7] [8] . In contrast, neuroticism, characterized by anxiety, depression, and schizophrenia, damages personal health [9] , and leads to disrupted immune function [10] and abnormal cardiac function [11] . Hence, in order to prevent neuroticism, promoting emotional stability can be used to strengthen psychological health.
Emotional stability is an abstract condition which can be observed as calmness of mind and low emotional fluctuation in daily life. To efficiently detect the state of calmness of mind, Archa and Craske [12] investigated the influence of visual stimulation on arousal degree through a focused breathing method (an introduction to meditation). They found that focused breathing successfully induces positive effects on emotional stability. Another study found that consistently performing mediation reduces emotional variation of negative mood [13] . However, these studies used subjective and qualitative analyses (questionnaires and interviews). Although qualitative analysis can be used to observe the positive effect of meditation on emotion management, it cannot provide the exact degree of influence on psychological health. Therefore, in order to further understand the variation of physical responses caused by meditation, adopting quantitative analysis is necessary. Some studies that have conducted a quantitative analysis on emotional stability have found that low affective reactivities can be measured through physiological measurements [14] [15] [16] [17] [18] . For example, Schmidtke and Heller [14] assessed the relation between brain activities and emotional stability with a series of questionnaires and electroencephalography (EEG) physical examinations. They found that the degree of emotional stability observed in EEG is proportional to the increase in alpha power in the left frontal lobe. Aftanas and Golosheykin [15] detected a reduced signal of arousal visual stimuli through an EEG spectrum and inferred that mediation improves emotional stability. The extra benefits for long-term meditation users include lower sensitivity to EEG event-related potentials (ERPs) under adverse emotional load caused by visual manipulation. Similar findings have been reported by fMRI studies with visual [17] and auditory [18] stimuli. They found that long-term meditation leads to emotional stability. Furthermore, long-term meditators show less affective reactivity to emotional arousal events physiologically. These studies revealed that emotional stability helps one to adapt to changing situations. Therefore, meditation practice is regarded as an effective approach for achieving calmness of mind. Evaluating the experience of meditation is thus an important issue for predicting emotional stability.
Several algorithms can classify emotional reactivity into various categories according to the physiological response. They have been used to estimate the meditation experience of participants. Classification has been conducted using Bayes' rule [19] , the k-nearest neighbor (kNN) method [20] , artificial neural networks (ANNs) [21] , classification and regression tree (CART) [22] [23] [24] [25] [26] [27] , and support vector machine (SVM) [28] [29] [30] [31] [32] [33] [34] . Among these methods, CART and SVM are used most frequently. CART, which can rapidly differentiate between groups, has been extensively used in numerous applications, including public health [22] , violence risk assessment [23] , chronic heart failure [24] [25] [26] [27] , and detection of epilepsy [27] . The advantage of CART is that the analysis process can be understood without complex mathematical calculation and its outcomes can be easily interpreted. This research adopts SVM and CART and compares their operation. SVM is a supervised machine learning algorithm that is effective in either linear or nonlinear discrimination between groups. In addition, SVM is suitable for some complicated problems that involve many confounding factors such as brain-computer interfaces [28, 29] , detection of epilepsy [30] , bioinformation [31] , and emotion assessment [32] [33] [34] . SVM and CART are used to determine the affective reactivity of various meditation experiences.
The present study evaluates the experience of meditation via the response to emotional arousal stimuli analyzed using SVM and CART. The emotional arousal stimuli were obtained from the International Affective Picture System (IAPS), which provides normative visual stimuli and has been widely used in studies of emotion [35] . Moreover, CART and SVM are used as classifiers to categorize the experience of meditation according to the physical response of the participants. This study hypothesizes that the experience of meditation can be identified using CART and SVM.
Methods

Participant preparation
Thirty participants were recruited for this experiment. They were divided into the following 3 groups: the senior experience group (S) included ten participants (7 males and 3 females; mean age = 52 years and standard deviation (SD) = 12 years) with 10-30 years of experience (mean = 17, SD = 8) of Tibetan Nyingmapa meditation. The junior experience group (J) included ten participants (5 males and 5 females; mean age = 55 years and SD = 12) with 1-7 years of experience (mean = 5, SD = 2 years) of Tibetan Nyingmapa meditation. The inexperienced group (N) included ten participants (3 males and 7 females; mean age = 52 years and SD = 10) with no experience in any meditation. To ensure uniformity of mediation practice, all participants were asked to use the focused breathing method, which is the most common and basic form of concentrative meditation [36, 37] . The inexperienced participants were trained to perform focused breathing and were asked to practice the skill for 2 hours before the day of the experiment. All participants were free from cardiac, pulmonary, metabolic, and any other disease that could cause autonomic nerves system (ANS) dysfunction. Furthermore, all participants were medication-free and none were habitual drinkers or smokers. They were asked not to consume caffeine or alcoholic beverages for 12 hours and not to exercise 24 hours prior to the experiment, and they are also asked to refrain from eating and drinking anything for at least 3 hours prior to the experiment. This study was approved by Institutional Review Board-I of Kaohsiung Medical University Chung-Ho Memorial Hospital (Protocol Number: KMUH-IRB-980185).
Experiment design
Sixty color pictures selected from IAPS [35] , Center for the Study of Emotion & Attention, University of Florida, were divided into 6 categories, namely snakes, non-threatening animals, neutral people, mutilations, erotica, and neutral scenes, with 10 pictures in each category. The 10 pictures in each category were divided into 2 sets, each with 5 pictures. Snakes, mutilations, and erotica were grouped as arousal stimuli, with IAPS normative bipolar arousal ratings (1-9 scale: 1 = low arousal, 9 = high arousal) averaging 6.70 (SD = 0.38); non-threatening animals, neutral people, and neutral scenes were grouped as neutral stimuli, with IAPS normative bipolar arousal ratings averaging 3.55 (SD = 0.89). A t-test revealed a significant difference between the 2 groups of stimuli under a threshold for significance set at p < 0.001.
The experimental procedure is illustrated in Fig. 1 . For each participant, three-stage sessions comprised initial baseline, meditation, and visual stimulation. An initial physiological baseline measurement period consisted of 4 60-s blocks of ongoing activity with a counterbalanced random order of openeyed and closed-eyed conditions within each block, with EEG recorded simultaneously. Afterwards, to ensure that the meditators maintained emotional stable before the task, they were asked to practice meditation for 5 min 3 times with a 2-min interval between meditations after the baseline period. After meditation, the participants were subjected to the visual stimuli. The procedure of presenting visual stimuli was similar to that used by Sabatinelli et al. [38] . The stimulation period was divided into 2 9-min blocks separated by approximately 1 min of rest. Thirty pictures were presented in each block, 5 from each of the 6 categories (3 arousal and 3 neutral). For each trial, the picture was presented for 6 s, and then a black screen with a white cross in the center was shown for 12 s. The picture categories were presented in counterbalanced order, so the frequencies of each category were almost the same in the first and second runs.
EEG signal acquisition
EEG signals were acquired from 16 electrodes placed according to the standard 10-20 system, i.e., Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, and T6, with 2 reference electrodes attached to the earlobes. These physical signals were recorded using the Nicolet Clinical EEG acquisition system with a sampling rate of 250 Hz. The impedance of each electrode was less than 10 kΩ. Before the EEG signals were analyzed, artifacts from various sources, namely eye and body movement and power line interference, were removed. Artifacts caused by body and eye movement are very-low-frequency noise ( < 4 Hz), and can be filtered by a high-pass filter with a cut-off frequency at 4 Hz [39, 40] . Signals between 4 and 70 Hz were filtered by a digital bandpass filter. A digital notch filter was applied at 60 Hz to remove external noise caused by the power line output.
Feature extraction
For each EEG channel, a power spectrum was computed using the fast Fourier transform (FFT) every 4 s with a 2-s overlap. The EEG frequency spectrum was divided into 4 frequency bands: theta (θ, 4.25-8 Hz), alpha (α, 8.25-12 Hz), beta (β, 12.25-30 Hz), and gamma (γ, 30.25-50 Hz). The average power of the four frequency bands in natural logarithm format was calculated for the baseline and aroused periods for each channel. The difference in power between the arousal stimulation and the baseline for a certain band in a certain channel was regarded as a feature. 64 features (4 frequency bands × 16 EEG channels) were obtained in total.
Statistical analysis
The difference in the EEG spectrum power between the arousal stimulation and the baseline periods was compared among the three levels of meditation experience for each frequency band across all channels. To determine the differences among the three groups, one-way analysis of variance (ANOVA) was used to check if the distributions of the three groups varied before and after systematic classification. When significant effects were observed, post-hoc analysis implemented using a paired t-test was used to evaluate between-group variation from the three groups with multiple-comparison correction. Data are presented as means ± SD. The threshold for significance was set at p < 0.001.
Classifier
This work examines the influence of meditation experience on the response to arousal visual stimuli in EEG signals. In order to distinguish the levels of emotional stability, two classifiers were used to evaluate the effect on arousal visual stimulation. All subjects' data (16 EEG channels × 4 frequency bands × 3 groups) were input into CART and SVM classifiers.
In addition, in order to examine the predictive accuracy rate, this study employed k-fold cross validation. In k-fold cross validation, all data sets are randomly divided into k subsets with the counterbalanced conditions. In this study, each subset comprised three data points from each group under different arousal categories, and each data point was selected for testing once. One subset was regarded as the test set and the remaining sets were used for training. The CART and SVM classifiers were applied to determine the experience of meditation according to the physiological response to visual stimulation.
Classification and regression tree
The CART algorithm creates a decision tree that partitions the data into categories (c) based on the data's categorical characteristics. Then the algorithm decides a proper splitting point to divide the data into two groups with the minimum impurity. This procedure is applied recursively to each sub-group until CART detects that no further gain of the impurity measurement can be made. In the CART algorithm, Gini impurity (I G ) is used to check how often an item (P) in the input data set (D) is misclassified into a sub-category (j):
The Gini impurity reaches its minimum (zero) when all cases fall into a single category. Therefore, when dataset D is split up into two sub-sets D 1 and D 2 , the cost of Gini impurity, I G_split , can be expressed as:
where K is the number of data in set D, and K 1 and K 2 are the numbers of data in sets D 1 and D 2 , respectively. The smallest I G_split across all the possible splitting points is chosen to split the dataset. The cost of Gini impurity is computed with all possible splitting nodes across all extracted data sets (4 frequency bands × 16 EEG channels). The whole tree expansion process stops when the impurity measures cannot be improved by the splitting point. When the tree expansion process completed, all data are assigned to a labeled category (with "^" on the top of group mark).
Support vector machine
SVM is a kernel-based supervised machine learning classifier that attempts to decide a functional margin to group data by transforming the input data to higher-dimensional space where the separation of two class sets can be achieved by a linear separation with hyperplane [41] . The SVM algorithm finds the largest distance between the decided hyperplane and the nearest training points of any data class because if the margin is larger the generalization error of the classifier will be lower. Thus, the training dataset is first used to set the classifying parameters. The hyperplane decided by the largest margin is applied to examine the test dataset. Under this arrangement, given a training set of instance-label pairs ( 
where w is a vector orthogonal to the hyperplane <w,b>, C > 0 is a penalty factor of the error term, ξ i , and b is the bias term.
Here, x i is mapped into a higher-dimensional space by the function when it is not possible to determine which group a participant belongs to by using linear separation. The kernel function,
, used in this study is the radial
obtains the highest classification accuracy for our case. With a given penalty factor C and kernel parameter γ, the trade-off between errors of the SVM from data and the boundary margin is determined. For a multiclass classification problem, the one-againstone method gives good results [42] . This method is used to train k(k-1)/2 classifiers. Each of the classifiers is trained to determine two different classes of a total k classes. Testing data are determined to be in a specific class from voting by the training classifiers.
The penalty factor C and kernel parameter γ were set using grid search with cross validation. Various pairs of (C,γ) values were tested, in which C was searched from 0.5 to 8 and γ was searched from 0.0625 to 2. The one with the best validation accuracy rate was picked, namely (C,γ) = (1,0.0625).
Because SVM is suitable for confounder-mixing problems, the authors are convinced that this method can deal with the subtle difference of meditation experience between senior and junior meditators. In this study, the algorithm adapted from the LIBSVM library [43] implements the "one-against-one" strategy to classify the three types of meditator.
Results
To evaluate the reproducibility of classifiers, the estimated accuracy rate was computed by averaging the classification rates of 10-fold cross validation. Then, the system robustness between two classifiers was tested by evaluating the characteristic curves according to the number of features.
Data distribution
One-way ANOVA was used to test the feature differences of frequency bands among the three groups. Significant group differences were found for all EEG frequency bands (theta In Fig. 2 , the histogram of the three groups shows significant group differences between any two groups obtained with the post-hoc t-test (p < 0.001). In Figs. 2(a) and 2(b), in low-frequency bands, theta and alpha, the distribution can be distinguished between any two groups (p < 0.001). However, for the high-frequency bands, beta and gamma, there is no significant difference between S and J groups (see Figs. 2(c) and 2(d) ). The details of frequency bands for each group are presented in Table 1 . 
CART classification
Regarding CART results, the decision tree of a certain round in 10-fold cross validation is shown according to the value of the Gini index in Fig. 3 . The feature T5_alpha represents the minimum Gini index (Eq. (2)), as shown in the first node of the tree. At the first step, all data of the three groups were split by the first node. The results reveal that 85% (23/27) of senior meditators are assigned to the same category ( S ). Then, the next decision criterion, C3_alpha, indicates that the second minimum Gini index successfully divided 74% (20/27) of junior meditators ( J ) and 78% (21/27) of inexperienced meditators ( N ). The whole tree expansion process continues until the Gini error rate is lower than the tolerance level. The final misclassification rate of the training data is 4.9% (4/81, 2 N group members were misassigned to after the P4_theta split, and 2 N group members were misassigned to S and J , respectively, after the P3_alpha split, where the mark "^" means the label of the new assigned group). The testing data (with "plus" sign at the upper-right side of the label) were then input into the built tree to estimate the accuracy rate of the tree system. The testing data indicate a 66% (2/3) accuracy rate for the S group, as shown in Fig. 3 . One member of the testing S' group was misassigned to the J group after P3_alpha, and 2 members of S' were correctly assigned to S after F8_theta. For the other two testing groups (J' and N'), all J' members were correctly assigned to J after the P3_alpha and Fp1_beta splitting nodes, and all N' members were correctly assigned to N after the Fp1_theta splitting node. In order to get more details of the clustering information, Fig. 4 shows the map of the decision boundary for this trial on the illustrated plane according to the first two splitting nodes (T5_alpha and C3_alpha). In Fig. 4 , the misclassified data are indicated in black. Several subjects seem to be misclassified, but they are actually assigned to the right group if viewed in high dimension space. Fig. 3 .
S, J, and N denote whole data sets for senior, junior, and inexperienced meditators. The filled markers denote misclassified data of training set.
After 10-fold cross validation, the average accuracy rate of the three groups was 79% (24+22+25/90). The associated confusion matrix is given in Table 2 . Subsequently, the distribution of the reorganized groups was evaluated by ANOVA. The ANOVA results reveal significant group differences in all EEG frequency bands (theta [F(2,1437) = 187.9, p < 0.001], alpha [F(2,1437) = 148.2, p < 0.001], beta [F(2,1437) = 10.7, p < 0.001], gamma [F(2,1437) = 16.7, p < 0.001]). Figure 5 shows the reorganized group variants in the high-frequency bands and it indicates impaired expression in beta band between S and J groups, and also in gamma band between J and N groups. The details of each reorganized group from CART for each frequency band are presented in Table 3 .
SVM classification
In the SVM system, a one-against-one strategy was implemented to classify the three groups. The classification procedure from one trial of 10-fold cross validation produced several curvy boundaries from three groups on the hyperplane domain. Next, the reorganized groups were identified by conjoining these boundaries. After the group boundary environment was set up via a series of training data, a set of testing data was used to test the accuracy rate. In this trial, the training and testing accuracy rate were 100%. In Fig. 6 , a grouping map is projected on the T5_alpha and C3_alpha domains. Several subjects seem to be misassigned to a wrong category in Fig. 6 , but they are actually assigned to the right group if viewed in high dimension space. Table 2 . Confusion matrices of CART and SVM from 10-fold cross validation. S, J, and N denote the original group labels and S , J , and N denote the reorganized group labels. Figure 6 . Decision regions of SVM classification with training data used for Fig. 4 . S, J, and N denote whole data sets for senior, junior, and inexperienced meditators.
Over all, the estimated accuracy rate of the classifiers for 10-fold cross validation was 98%. The associated confusion matrix indicates that the misclassification rate is 3% in the J and N groups, as shown in Table 1 . The signal distribution of the reorganized groups was evaluated by ANOVA. The histograms of signal distribution of the three groups are shown in Fig. 7 The reorganized data reveal that the group differences between S and J are enhanced in high-frequency bands and the data also report statistical significance in the gamma band (p < 0.001) in the post-hoc test. Even though the post-hoc test reports that the statistical significance is not obvious, the lower p value indicates that the differentiation between S and J in the beta band is improved (from p = 0.12 to p = 0.07). Compared with CART's results in Fig. 5 , the distribution arranged by SVM is similar to the unclassified but in statistical analyses the group difference is obvious between S and J in the beta and gamma bands. The details of each reorganized group from SVM for each frequency band are presented in Table 4 .
Evaluation of algorithm robustness
To evaluate the reproducibility of the system, the confusion matrices of the classifiers in 100 trials are summarized (100 times 10-fold cross validation). The results indicate that CART misclassifies some participants, i.e., 15% and 7% of the S group members are assigned to J and N , respectively; 8% and 9% of the J group members are assigned to S and N , respectively; 14% and 14% of the N group members are assigned to S and J , respectively. SVM performs much better, with 2% of S assigned to J , 4% of J assigned to N , and 4% of N assigned to J . To sum up, in the classification of the three groups, the average classification rate of SVM is over 95%, which is 20% higher than that of CART.
The performance of the system was also evaluated using characteristic curves under gradual increased number of features. The used features (16 EEG channels × 4 frequency bands in total) were increased according to the Gini index from small to large Gini values. The accuracy rate with number of features is shown in Fig. 8 . As the number of feature increases, the average accuracy rate (100 times 10-fold cross validation) is enhanced and the SD decreases for all classifiers. When the number of features is from 10 to 64, the overall accuracy rate improves from 89 ± 2.3% to 96 ± 2.0% for SVM and from 79 ± 3.3% to 79 ± 3.0% for CART.
Discussion
In this study, the EEG responses triggered by affective visual stimuli were used to recognize the calmness of mind of participants with various levels of meditation experience. The results show that the meditation experience can be categorized according to its effect on emotional stability. SVM was found to be more effective in classifying the three groups than CART analysis. SVM had the highest accuracy rate (98% versus 79% for CART) after 10-fold cross validation. Moreover, SVM presents higher stability and robustness even with changing amount features, so SVM is a reliable tool for classifying meditation experience. Decision accuracy was highly correlated to the rule of classification at each classifying step. In decision making process, CART provides specific value to identify groups, but it does not always assign the participant to the right group. As shown in Fig. 3 , the first two splitting nodes can mostly classify the meditation experience. However, CART has flaw. Once a participant has been assigned to the wrong group at a certain node, there is no chance to change the pathway, and then the outcome will ruin the reliability of system. Therefore, the influence on group distribution of CART is less significant in high frequency performance (as shown in Fig. 5 ) and lower accuracy rate of classification in grouping (as shown in Table 2 ). Of course, this unstable phenomenon also creates higher fluctuation among test-retest process (as shown in Fig. 8 ). Unlike CART, SVM determines the categories based on signal characteristics. As a result, the boundaries decided by the signals are curvy on the edge of decision area of groups. SVM can reliably classify data for differentiating meditation experiences.
Generally speaking, it is easy to tell the difference in emotional stability between experienced meditators and inexperienced meditators. Distinguishing the levels of meditation experience is more difficult. As mentioned in Frantzidis's study [29, 30] , SVM is a methodology to infer emotional states of participants through neurophysiological signals. Furthermore, SVM could carry out its outstanding ability in solving this difficulty in identifying the experience of meditation. As expected, SVM had a higher accuracy rate than CART and SVM is more stable under various numbers of features, as shown in Fig. 8 . SVM is a more efficient classifier compared to CART in classifying meditation experience. The lower variation of the SVM accuracy rate demonstrates that SVM is a more assertive classifier in grouping data than is CART. Moreover, the responding curves show that CART accuracy rate is around 79% with the number of features above 10, but SVM accuracy rate is up to 96%. A possible reason for these differences is that CART separates the groups based on Gini impurity (Eq. (2)), which is highly sensitive to the performance of each feature, whereas SVM determines the groups based on the most prominent features among the members of the group (Eq. (3) ).
SVM provides a perception-sensitive technique to identify which category the data belong to in this study. However, there still exist other types of meditation practices (compassion meditation for example [44] [45] [46] [47] ). The different physiological responses induced by different meditation practice types, so we are not sure whether SVM can also work on other meditation practice types or not. Different meditation practice might induce different responses even though the subject is subjected to the same emotional stimuli. For example, several studies have investigated focused-attention tasks that elicit EEG activity in the theta and alpha frequency ranges [36, 37, 47] , so it can be assumed that SVM can classify categories according to the frequency variation. However, compared with concentrative meditation, different physiological responses to compassion meditators induce much higher response in gamma frequency [45, 46] . Therefore, a well-trained SVM system for a certain type of meditation practice might not be applicable to other meditation practices.
Neuroimaging studies have been conducted on the effect of meditation on emotional management [17, 18] . Several brain areas, including the amygdala and medial prefrontal and posterior cingulate cortices, indicate that the emotional managements of experienced meditators have improved [17] . Applying SVM to more than one-dimensional data (threedimensional + time functional MRI data for example) would be another challenge. Under such circumstances, a great motivation of understanding the networking of emotional management is aroused to further study on whether SVM can also undertake classification on image data. Authors are convinced that this significant breakthrough will lead us even deeper into the understanding of the brain function and possibly extend this field of research to becoming an alternative therapy in the future.
This study adopted CART and SVM for classification of meditation experience through the responses to emotional stimuli. It provides comparable evidence that experienced meditators maintain the state of calmness of mind in data mining approach. The results of this study directly indicate that meditation can improve psychological well-being, as calmness of mind is a representation of emotional stability. Moreover, SVM also shows stable accuracy rate and robustness. SVM helps to classify meditation experience according to responses of participant to visual stimuli.
Conclusion
This study compared CART and SVM classifiers in term of classifying meditation experience by physiological response to emotional visual stimuli. The results show that meditation improves emotional stability. Moreover, SVM greatly and precisely identifies the experience of meditation in terms of psychological responses.
