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We obtain new stability results for those properties of C0-semigroups which admit
characterisation in terms of decay of resolvents of inﬁnitesimal generators on vertical
lines, e.g. analyticity, Crandall–Pazy differentiability or immediate norm continuity in the
case of Hilbert spaces. As a consequence we get a generalisation of the Kato–Neuberger
theorem on approximation of the identity. Finally, we present examples shedding a new
light on resolvent characterisation of eventually differentiable C0-semigroups for which
differentiability is stable under bounded perturbations.
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1. Introduction
In [20] R. Phillips initiated the study of permanence properties of C0-semigroups under bounded perturbations. He
proved, in particular, that properties like immediate norm continuity or immediate compactness persist under bounded
perturbations. However, he also showed that this is not the case for eventual norm continuity or eventual differentiability
of C0-semigroups, see [20, Theorem 5.2].
Subsequently, many results were obtained showing that certain regularity properties of C0-semigroups are preserved
under natural classes of unbounded perturbations, see e.g. [5,6,22,2], [11, Sect. 13], [9, Sect. 3]. Recently, the permanence of
immediate norm continuity under the Miyadera–Voigt, Desch–Schappacher and Batty–Kaiser–Weis classes of perturbations
was treated by T. Mátrai in [16].
Note, however, that most of the results on permanence of semigroup properties obtained so far depend on some form of
relative boundedness of perturbations with respect to semigroup generators and, in particular, impose domain restrictions.
In this paper we propose a new approach to the study of permanence of properties of C0-semigroups which can be
characterised by decay of resolvents of generators on vertical lines. The approach does not require any relative boundedness
(domain) assumptions which are often too restrictive in applications.
Our stability conditions are formulated in terms of asymptotic behaviour of the difference of resolvents of two generators
in the right half-plane or on the asymptotic behaviour of the difference of C0-semigroups as t → 0+ . More precisely, let
ϕ : (0,∞) → (0,∞) be such that ϕ(s) → ∞ as s → ∞ and let A be the generator of a C0-semigroup on a Banach space X
such that {yi: |y| > y0} ⊂ ρ(A) for some y0 > 0 and
MA,ϕ := limsup
|y|→∞
∥∥ϕ(|y|)R(yi, A)∥∥< ∞.
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the generator of a C0-semigroup S such that the difference of resolvents of A and C satisﬁes
limsup
|y|→∞
∥∥ϕ(|y|)[R(ϕ(|y|)+ yi, A)− R(ϕ(|y|)+ yi,C)]∥∥< 1
1+ MA,ϕ ,
then
limsup
|y|→∞
∥∥ϕ(|y|)R(yi,C)∥∥< ∞.
In particular, for ϕ(s) = s or ϕ(s) = sβ , 0 < β < 1, we obtain stability results for analytic C0-semigroup or the Crandall–
Pazy class of differentiable C0-semigroups [4], respectively.
As a consequence of our approach we obtain an analogue of the well-known Kato–Neuberger theorem on approximation
of the identity operator. Namely, if C0-semigroups T and S are close enough to each other so that limsupt→0 ‖T (t) −
S(t)‖ < 1, then T and S share the same properties which allow description in terms of asymptotics of resolvents of their
generators on vertical lines, see Corollary 2.5. For instance, T is analytic if and only if S is analytic, and, by a result of P. You
[23] (see also [8]), if X is a Hilbert space, then T is immediately norm continuous if and only if S is immediately norm
continuous.
In Section 3 we study the class IP(X) of generators of eventually differentiable C0-semigroups on a Banach space X
for which differentiability of the semigroup is stable under bounded perturbations. This class was characterised by P. Iley
in [12]. It was also shown in [12] that the resolvent of A ∈ IP(X) satisﬁes
limsup
|y|→∞
∥∥(log |y|)δR(yi, A)∥∥< ∞ for every δ ∈ (0,1),
see [12, Sect. 5]. Recasting the result by R. Chill and Y. Tomilov [3, Lemma 4.13] in the present setting one can infer that for
A ∈ IP(X) even stronger decay of resolvents holds, namely
limsup
|y|→∞
∥∥∥∥ log |y|log log |y| R(yi, A)
∥∥∥∥< ∞. (1.1)
Using techniques due to M. Renardy [21] and B. Doytchinov, W. Hrusa and S. Watson [7], we show that the rate of decay
of resolvents in (1.1) cannot be improved in general if A ∈ IP(X). Thus for A ∈ IP(X) the estimate (1.1) is optimal, see
Section 3 for more details.
2. Main results
In this section we extend the results from [15] on the stability of asymptotic behaviour of resolvents on vertical lines.
We start by introducing some notation and terminology which will be useful for the sequel. Throughout the paper let X
be a complex Banach space and let L(X) (resp. C(X)) be the set of all bounded (resp. closed) linear operators on X . Denote
by G(X) the set of generators of C0-semigroups on X .
Deﬁnition 2.1. For a function ϕ : (a,∞) → (0,∞), a > 0, and an operator A ∈ C(X) we shall write A ∼ ϕ if {yi: |y| > y0} ⊂
ρ(A) for some y0 > 0 and
MA,ϕ := limsup
|y|→∞
∥∥ϕ(|y|)R(yi, A)∥∥< ∞.
Furthermore, let Gϕ(X) := {A ∈ G(X): A ∼ ϕ} and denote by G0(X) the set of generators of C0-semigroups whose resol-
vents go to zero along the imaginary axis, i.e.,
G0(X) :=
{
A ∈ G(X): A ∼ ϕ for some ϕ : (0,∞) → (0,∞) with lim
s→∞ϕ(s) = ∞
}
.
Note that if ϕ is given by ϕ(s) = sβ , s > 0, then for 0 < β < 1 the set Gϕ(X) is contained in the Crandall–Pazy class of
generators of differentiable C0-semigroups and for β = 1 Gϕ(X) is the class of generators of holomorphic C0-semigroups
(see e.g. [1, Corollary 3.7.18]). Recall also that if ϕ(s) = log s, s > 1, and if A ∼ ϕ , then a C0-semigroup T generated by A is
differentiable on (2MA,ϕ,∞) (see e.g. [18] and [13, Theorem 3.1.7]). Furthermore, if X is a Hilbert space then G0(X) is, in
fact, the class of generators of immediately norm continuous C0-semigroups (see [23] or [8]). We refer e.g. to [9,1,19,4,13]
for more information concerning these classes and their role in the theory of evolution equations.
Moreover, set
MA,C,ϕ := limsup
|y|→∞, y∈R
∥∥ϕ(|y|)[R(ϕ(|y|)+ yi, A)− R(ϕ(|y|)+ yi,C)]∥∥
for A,C ∈ C(X) with {λ ∈ C: Reλ > ω} ⊂ ρ(A) ∩ ρ(C) for some ω ∈ R and ϕ : (0,∞) → (0,∞) such that ϕ(s) → ∞ as
s → ∞. Now we state our main perturbation result.
436 C.J.K. Batty, S. Król / J. Math. Anal. Appl. 367 (2010) 434–443Theorem 2.2. Let A and C be closed linear operators on a Banach space X such that {λ ∈ C: Reλ > ω} ⊂ ρ(A) ∩ ρ(C) for some
ω ∈ R. Let ϕ : (0,∞) → (0,∞) be an arbitrary function such that ϕ(s) → ∞ as s → ∞. If A ∼ ϕ and
MA,C,ϕ <
1
1+ MA,ϕ , (2.1)
then C ∼ ϕ and, moreover, if MA,C,ϕ = 0, then MA,ϕ = MC,ϕ .
The proof of Theorem 2.2 is an immediate consequence of the following elementary lemma.
Lemma 2.3. Let X be a Banach space and let B ∈ L(X) and D ∈ C(X). Then if 0 ∈ ρ(I + B) ∩ ρ(I + D) and δ := ‖(I + B)−1 − (I +
D)−1‖ < ‖I + B‖−1 , then D is bounded and
‖Dx‖ ‖B‖ + δ‖I + B‖
1− δ‖I + B‖ ‖x‖ for all x ∈ D(D).
The proof of Lemma 2.3 follows immediately from the following equality:
Dx = Bx− (I + B)((I + D)−1 − (I + B)−1)(I + D)x, x ∈ D(D).
Proof of Theorem 2.2. Without loss of generality we can assume that ω < 0. Indeed, the properties that A ∼ ϕ and C ∼ ϕ
and the values of MA,ϕ , MA,C,ϕ are unchanged when A, C and ϕ are replaced by A − ω′ , C − ω′ and ϕ − ω′ , respectively,
for ω′ > ω.
By our assumptions there exists y0 > 0 such that
sup
|y|>y0
∥∥ϕ(|y|)[R(ϕ(|y|)+ yi, A)− R(ϕ(|y|)+ yi,C)]∥∥< 1
1+ sup|y|>y0 ‖ϕ(|y|)R(yi, A)‖
. (2.2)
Note that for |y| > 0∥∥ϕ(|y|)[R(ϕ(|y|)+ yi, A)− R(ϕ(|y|)+ yi,C)]∥∥
= ∥∥I − (yi − A)R(ϕ(|y|)+ yi, A)− I + (yi − C)R(ϕ(|y|)+ iy,C)∥∥
= ∥∥((ϕ(|y|)+ yi − A)R(yi, A))−1 − ((ϕ(|y|)+ yi − C)R(iy,C))−1∥∥
= ∥∥(ϕ(|y|)R(yi, A) + I)−1 − (ϕ(|y|)R(yi,C) + I)−1∥∥=: δy .
Hence by (2.2) we have that
sup
|y|>y0
δy <
1
sup|y|>y0 ‖I + ϕ(|y|)R(yi, A)‖
.
Now by Lemma 2.3, applied to the operators B y := ϕ(|y|)R(yi, A) and Dy := ϕ(|y|)R(yi,C), |y| > y0, we get that
limsup
|y|→∞
∥∥ϕ(|y|)R(yi,C)∥∥ MA,ϕ + MA,C,ϕ(1+ MA,ϕ)
1− MA,C,ϕ(1+ MA,ϕ) .
Thus C ∼ ϕ . Moreover, MC,ϕ  MA,ϕ , if MA,C,ϕ = 0. Since MA,C,ϕ = MC,A,ϕ , it follows that MA,ϕ = MC,ϕ . 
The next corollary shows that Theorem 2.2 essentially characterises Gϕ(X).
Corollary 2.4. Let X be a Banach space and let ϕ : (0,∞) → (0,∞) be an arbitrary function such that ϕ(s) → ∞ as s → ∞. If
A ∈ Gϕ(X) and C ∈ G(X), then the following assertions are equivalent.
(i) C ∈ Gϕ(X).
(ii) There exists η > 0 such that MA,C,η·ϕ < 11+MA,η·ϕ .
(iii) There exists a function η : (0,∞) → (0,∞) such that η(ε) = O (ε) as ε → 0+ and MA,C,η(ε)·ϕ < ε for every ε > 0.
Proof. (i)⇒ (iii): Assume that A,C ∈ Gϕ(X). Then there exists y0 > 0 such that {yi: |y| > y0} ⊂ ρ(A) ∩ ρ(C) and
sup
∥∥ϕ(|y|)R(yi, A)∥∥< MA,ϕ + 1, sup ∥∥ϕ(|y|)R(yi,C)∥∥< MC,ϕ + 1.
|y|>y0 |y|>y0
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M2 := max
(
sup
Reλ>ω
∥∥ReλR(λ, A)∥∥, sup
Reλ>ω
∥∥ReλR(λ,C)∥∥),
where ω := max(ω(T ) + 1,ω(S) + 1) and ω(T ),ω(S) denote the growth bounds of C0-semigroups T , S generated by A
and C , respectively. Set
η(ε) := ε
2(M2 + 1)M1 , ε > 0.
By the resolvent equation we have that
R(λ, A) = R(Imλ i, A)(I − ReλR(λ, A)),
hence ∥∥R(λ, A)∥∥ ∥∥R(Imλ i, A)∥∥(1+ ∥∥ReλR(λ, A)∥∥), (2.3)
for every λ ∈ P := {z: Re z > ω, | Im z| > y0}. Moreover, for every ε > 0 there exists yε > y0 such that η(ε)ϕ(|y|) + yi ∈ P
for all |y| > yε . By (2.3) we obtain that∥∥η(ε)ϕ(|y|)R(η(ε)ϕ(|y|)+ yi, A)∥∥ ∥∥η(ε)ϕ(|y|)R(yi, A)∥∥(M2 + 1) < ε
2
for every |y| > yε . The same considerations show that∥∥η(ε)ϕ(|y|)R(η(ε)ϕ(|y|)+ yi,C)∥∥< ε
2
for every |y| > yε.
Therefore the function η satisﬁes the required conditions.
(iii)⇒ (ii): Since η(ε)MA,ϕ = MA,η(ε)ϕ → 0 as ε → 0,
ε <
1
1+ MA,η(ε)ϕ
for small ε. The implication (ii)⇒ (i) is an immediate consequence of Theorem 2.2. 
Recall that, according to Kato–Neuberger’s theorem, if a C0-semigroup S satisﬁes the condition limsupt→0 ‖S(t)− I‖ < 2,
then S is holomorphic (see [14] or [19, Sect. 2, Corollary 5.7] for the proof). This result was extended in [15, Corollary 3.4]
to the following form. If A is the generator of a holomorphic C0-semigroup T (i.e. A ∼ ϕ with ϕ(s) := s, s > 0) and C is the
generator of a C0-semigroup S such that
limsup
t→0+
∥∥S(t) − T (t)∥∥< 1
limsupt→0+ ‖(I + T (t))−1‖
=: k(T ), (2.4)
then S is holomorphic (i.e. C ∼ ϕ for ϕ(s) := s, s > 0). As the next consequence of Theorem 2.2 we obtain an analogue of
the Kato–Neuberger result for the class of C0-semigroups generated by operators from Gϕ(X) with ϕ such that ϕ(s) → ∞
as s → ∞. In particular, we show that in (2.4) one can replace the constant k(T ) depending on T by the absolute constant 1.
Corollary 2.5. Let T and S be C0-semigroups on a Banach space X with generators A and C, respectively. Assume that
limsup
t→0+
∥∥T (t) − S(t)∥∥< 1. (2.5)
If A ∈ G0(X) or C ∈ G0(X), then there exist M > 0 and s0 > 0 such that
1
M
∥∥R(si, A)∥∥ ∥∥R(si,C)∥∥ M∥∥R(si, A)∥∥ (2.6)
for every |s| > s0 . In particular, for every function ϕ : (0,∞) → (0,∞), A ∈ Gϕ(X) if and only if C ∈ Gϕ(X).
Proof. We only present the proof of the existence of a constant M > 0 for which (2.6) holds for large positive values of s.
Arguing similarly one can easily complete the proof.
Assume that A ∈ G0(X). Let ε > 0 be such that
1
1+ ε > limsupt→0+
∥∥T (t) − S(t)∥∥. (2.7)
Let ϕA(s) := ε‖R(si,A)‖ , s > y0, for some y0 > 0. Using the reasoning from the proof of [1, Proposition 4.1.3] one can show
that
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Reλ→∞
∥∥Reλ[R(λ, A) − R(λ,C)]∥∥ limsup
t→0+
∥∥T (t) − S(t)∥∥. (2.8)
By our assumption ϕA(s) → ∞ as s → ∞, hence
M+A,C,ϕA  limsup
Reλ→∞
∥∥Reλ[R(λ, A) − R(λ,C)]∥∥ (2.9)
where M+A,C,ϕA := limsups→∞ ‖ϕA(s)[R(ϕA(s) + si, A) − R(ϕA(s) + si,C)]‖.
Combining (2.9), (2.8) and (2.7) we get that
M+A,C,ϕA <
1
1+ ε =
1
1+ M+A,ϕA
,
where M+A,ϕA := limsups→∞ ‖ϕA(s)R(si, A)‖ = ε. By the obvious modiﬁcation of the proof of Theorem 2.2 we obtain that
M+C,ϕA := limsups→∞ ‖ϕA(s)R(si,C)‖ < ∞. Therefore there exists y1 > 0 such that∥∥R(si,C)∥∥ (M+C,ϕA + 1)ε−1∥∥R(si, A)∥∥, s > y1. (2.10)
In particular, ‖R(si,C)‖ → 0 as s → ∞. Set ϕC (s) := ε‖R(si,C)‖ , s > y1. Arguing similarly as above one can show that∥∥R(si, A)∥∥ (M+A,ϕC + 1)ε−1∥∥R(si,C)∥∥, s > y2, (2.11)
for some y2 > 0. Combining (2.10) and (2.11) we see that there exists a constant M > 0 such that (2.6) holds for s >
max(y1, y2). 
Remark 2.6. Note that the constant 1 in (2.5) of Corollary 2.5 is optimal for every class Gϕ(X) with ϕ such that ϕ(s) → ∞
as s → ∞. For ϕ(s) := s, s > 0, this was mentioned in the remark before [15, Theorem 3.3]. However, the corresponding
example was not given there explicitly. In general, we can also simply illustrate this optimality by multiplication operators.
Indeed, let ψ : R+ → (0,∞) be an arbitrary continuous function such that ψ(s) → ∞ as s → ∞. Let A and C be the
multiplication operators on X := L2(R+) deﬁned by the functions q(s) := −ψ(s)+ si, s 0 and p(s) := si, s 0, respectively.
Since ‖R(yi, A)‖ = 1dist(yi,q(R+)) , y ∈ R, A ∈ G0(X) and moreover we can control the rate of decay of resolvent of A on
vertical lines by an appropriate choice of ψ . In other words, for a given function ϕ with ϕ(s) → ∞ as s → ∞, there exists
an appropriate function ψ such that A ∈ G0(X) \ Gϕ(X).
However, for the C0-semigroups T and S generated by A and C , respectively, we have that∥∥T (t) − S(t)∥∥= sup
s0
∣∣etp(s) − etq(s)∣∣= sup
s0
∣∣esti∣∣∣∣1− e−tψ(s)∣∣= 1,
for every t > 0.
Note also that for arbitrary generators A and C of holomorphic C0-semigroups (2.6) holds for some M > 0.
The next corollary is an immediate consequence of Corollaries 2.4 and 2.5 and corresponding results on regularity prop-
erties of C0-semigroups, see e.g. [1, Corollary 3.7.18], [19, Sect. 2, Theorem 4.9], [23,10].
Corollary 2.7. Let X be a Banach space and let ϕ : (0,∞) → (0,∞) be a function such that ϕ(s) → ∞ as s → ∞. Let T and S be
C0-semigroups on X with generators A and C, respectively. Assume that A ∼ ϕ and
MA,C,ϕ <
1
1+ MA,ϕ or limsupt→0+
∥∥T (t) − S(t)∥∥< 1.
Then the following assertions hold.
(i) If ϕ(s) = s, s > 0, then S is holomorphic.
(ii) If log s = o(ϕ(s)) as s → ∞, then S is immediately differentiable. In particular, if ϕ(s) = sβ , s > 0, for some β ∈ (0,1), then S
belongs to the Crandall–Pazy class of differentiable C0-semigroups.
(iii) If ϕ(s) = log s, s > 1, then S is eventually differentiable.
(iv) If X is a Hilbert space, then S is immediately norm continuous.
(v) If X = Lp(Ω,μ), where p ∈ (1,∞) and (Ω,μ) is a σ -ﬁnite measure space, and S is positive, then S is immediately norm
continuous.
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Let IP(X) be the class of generators of eventually differentiable C0-semigroups on a Banach space X for which differen-
tiability is stable under bounded perturbations, i.e., A ∈ IP(X) if A+ B generates an eventually differentiable C0-semigroup
for all B ∈ L(X).
Recently, P. Iley showed that A ∈ IP(X) if and only if the norm of the resolvent of A is bounded on a particular
exponential region, see [12, Theorem 4.1] for a precise formulation. In [12, Sect. 5.1] she also proved that if A ∈ IP(X) then
MA,(log)δ := limsup|y|→∞
∥∥(log |y|)δR(yi, A)∥∥< ∞ for every δ ∈ (0,1),
i.e., IP(X) ⊂⋂δ∈(0,1) Glogδ (X). Note that [3, Lemma 4.13] provides better information on the rate of decay of the resolvent
of A ∈ IP(X), namely
M
A, loglog log
:= limsup
|y|→∞
∥∥∥∥ log |y|log log |y| R(yi, A)
∥∥∥∥< ∞.
Therefore, for every Banach space X ,
Glog(X) ⊂ IP(X) ⊂ G log
log log
(X), (3.1)
where the left inclusion is given in [18, Corollary 4.1].
Observe also that Glog(X) ⊂ IP(X) is optimal in the following sense. For X := l2(N,C) and for an arbitrary function
ϕ : (0,∞) → (0,∞) such that ϕ(s) = o(log(s)) as s → ∞ we have that
Gϕ(X) \ IP(X) = ∅, (3.2)
see, e.g., [17, Sect. A-II, Example 1.28,b)]. Hence, a natural question arises. Is IP(X) equal to Glog(X)?
Remark that a positive answer would imply that all permanence results from the previous section are consequences of
permanence of eventual differentiability under bounded perturbations.
In this section we show that the right inclusion in (3.1) is also optimal. More precisely, we prove that for X := l2(N,C)
and arbitrary function ϕ : (0,∞) → (0,∞), such that log(s)log log(s) = o(ϕ(s)) as s → ∞,
IP(X) \ Gϕ(X) = ∅. (3.3)
Note that (3.3) shows that IP(X) = Glog(X), in general, and that [3, Lemma 4.13], which is stated for arbitrary vector-valued
holomorphic functions, cannot be improved. Moreover, combining (3.2) and (3.3) we see that, in general, IP(X) cannot be
characterised in terms of decay of resolvents on vertical lines, i.e., IP(X) = Gϕ for every function ϕ : (0,∞) → (0,∞) such
that ϕ(s) → ∞ as s → ∞.
Theorem 3.1. There exist a Hilbert space X and an operator A ∈ IP(X) such that
M
A, loglog log
> 0. (3.4)
In particular, A /∈ Gϕ(X) whenever log slog log s = o(ϕ(s)) as s → ∞.
In the proof we shall make use of Renardy’s construction from [21] and some results due to Doytchinov, Hrusa and
Watson from [7].
Proof. Let X := (⊕n∈N lm(n)2 )2 and A :=⊕n∈N An , where
An :=
⎛⎜⎜⎜⎜⎜⎜⎝
−n + ip(n) 0 · · · 0 0
n −n + ip(n) · · · 0 0
0 n · · · 0 0
...
...
. . .
...
...
0 0 · · · −n + ip(n) 0
0 0 · · · n −n + ip(n)
⎞⎟⎟⎟⎟⎟⎟⎠
m(n)×m(n)
and m : N → N, p : N → (0,∞).
First we shall formulate conditions on m and p implying that A ∈ IP(X).
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(1) lim
n→∞
n
log p(n)
= ∞, (2) lim
n→∞
2m(n)m(n)
3
2
np(n)
= 0, (3) lim
n→∞
p(n + 1) − p(n)
4n
> 1, (3.5)
then the operator A generates an immediately differentiable C0-semigroup on X (see the proof of [21, Theorem 1] for
details).
(ii) Assuming (3.5), if there exists N ∈ N such that
log
(
m(n)2m(n)
(
2n + p(n))) 2 log p(n) (3.6)
for all n ∈ N, n N , and δN > 0 such that
sup
n∈N
(
log
(
m(n)2m(n)
(
2n + p(n)))− nt
2
)
 sup
nN
(
log
(
m(n)2m(n)
(
2n + p(n)))− nt
2
)
(3.7)
for all t ∈ (0, δN ), then by [7, Lemma 1] one can show that
log
∥∥AT (t)∥∥ 1
2
sup
nN
(
4 log p(n) − nt) for all t ∈ (0, δN ), (3.8)
where T denotes a C0-semigroup generated by A (see also the proof of [7, Theorem 2, Claims 1 and 2]). Hence if, in addition,
limsup
t→0+
t supnN(4 log p(n) − nt)
log 1t
< ∞, (3.9)
then by [7, Theorem 1] we have A ∈ IP(X).
Now we shall show that if the functions m and p satisfy the condition
limsup
n→∞
m(n) log p(n)
n log log p(n)
> 0, (3.10)
then (3.4) holds for A.
Indeed, observe that
(
ip(n) − An
)−1 = 1
n
⎛⎜⎜⎜⎜⎜⎜⎝
1 0 · · · 0 0
1 1 · · · 0 0
1 1 · · · 0 0
...
...
. . .
...
...
1 1 · · · 1 0
1 1 · · · 1 1
⎞⎟⎟⎟⎟⎟⎟⎠ ,
so ∥∥(ip(n) − A)−1∥∥L(X) = sup
k∈N
∥∥(ip(n) − Ak)−1∥∥ ∥∥(ip(n) − An)−1∥∥
= sup
‖x‖
l
m(n)
2
=1, x∈lm(n)2
∥∥(ip(n) − An)−1x∥∥lm(n)2
m(n)− 12
∥∥(ip(n) − An)−1(1, . . . ,1)∥∥lm(n)2
= 1
n
√
m(n)
∥∥(1,2, . . . ,m(n))∥∥
lm(n)2
= 1
n
√
m(n)
(m(n)∑
k=1
k2
) 1
2
= 1
n
(
(m(n) + 1)(2m(n) + 1)
6
) 1
2
for all n ∈ N. Therefore
1
n
(
(m(n) + 1)(2m(n) + 1)
6
) 1
2 log p(n)
log log p(n)

∥∥∥∥ log p(n)log log p(n) (ip(n) − A)−1
∥∥∥∥
for large n ∈ N with p(n) > 1. Hence (3.10) implies (3.4).
By the above considerations it is suﬃcient to show that there exist functions m and p for which (3.5), (3.6), (3.7), (3.9)
and (3.10) hold.
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m(n) := [m˜(n + e2)], p(n) := p˜(n + e2), n ∈ N, (3.11)
where
m˜(x) := √x(log√x ) 12 , p˜(x) := em˜(x) = e
√
x(log
√
x )
1
2
, x > e2.
We can also consider the functions used in the proof of [7, Theorem 3], i.e., m¯(n) := [ 14nf −1(n)] and p¯(n) := e
1
4nf
−1(n) , n ∈ N,
where f (t) := 2 log 1t
t2
, t ∈ (0, 12 ].
The proof of (3.5)–(3.10) for functions m and p (or m¯ and p¯) is elementary, so for the convenience of the reader we
include only its more technical parts. First note that in order to show that m and p satisfy (3.5)–(3.10) it is suﬃcient to
prove that continuous versions of these conditions hold for m˜ and p˜. The conditions (3.5)(1) and (3.5)(2) are immediate
consequences of L’Hospital’s rule. For (3.5)(3) note that
p˜(x+ 1) − p˜(x)
x
= (e
m˜(x+1)−m˜(x) − 1)
m˜(x+ 1) − m˜(x)
em˜(x)(m˜(x+ 1) − m˜(x))
x
(3.12)
for x > e2, where
m˜(x+ 1) − m˜(x)
√
x log x+1x
(log
√
x )
1
2
+ (log
√
x+ 1 ) 12√
x+ 1 → 0 as x → ∞.
Hence
lim
x→∞
em˜(x+1)−m˜(x) − 1
m˜(x+ 1) − m˜(x) = 1.
For the second factor in (3.12) we have the following estimate:
em˜(x)(m˜(x+ 1) − m˜(x))
x
 e
√
x
x2
x
(
m˜(x+ 1) − m˜(x)),
where
x
(
m˜(x+ 1) − m˜(x)) x2(log√x+ 1− log√x )
2
√
x+ 1(log√x+ 1 ) 12
+ x log
√
x+ 1
2
√
x+ 1(log√x+ 1 ) 12
→ ∞
as x → ∞. Hence (3.5)(3) holds for m and p. Since
lim
x→∞
m˜(x)2m˜(x)(2x+ p˜(x))
p˜(x)2
= lim
x→∞
m˜(x)2m˜(x)(2x+ em˜(x))
e2m˜(x)
= 0,
so there exists N ∈ N such that (3.6) holds for all n N . Now the existence of δN > 0 such that (3.7) holds for all t ∈ (0, δN )
follows form the fact that the sequence (log(m(n)2m(n)(2n + p(n))))n∈N is strictly increasing. Hence (3.8) holds for some
N ∈ N and δN > 0.
Consider the function f : (e2,∞) → R given by
f (x) := 4m˜(x) − (x− e2)t,
where t ∈ (0, δN ). Then
f ′(x) = 2√
x
(
(log
√
x )
1
2 + 1
2(log
√
x )
1
2
)
− t
and the function
ϕ(x) := 2√
x
(
(log
√
x )
1
2 + 1
2(log
√
x )
1
2
)
, x > e2,
is positive, strictly decreasing and ϕ(x) → 0 as x → ∞. Let 0 < δ < min(δN ,ϕ(e2)), then for every t ∈ (0, δ) the point ϕ−1(t)
is the unique maximum point of the function f . Hence
1
2
sup
nN
(
4 log p(n) − nt) 1
2
sup
x>e2
f (x) = 1
2
f
(
ϕ−1(t)
)
. (3.13)
Let xt := ϕ−1(t) for t ∈ (0, δ), then
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log 1t
= ϕ(xt) f (xt)
log 1ϕ(xt )
= (4
√
xt(log
√
xt )
1
2 − (xt − e2)ϕ(xt))ϕ(xt)
log 1ϕ(xt )
=
4 log
√
xt + 4e
2 log
√
xt
xt
+ 4e2xt + e
2
xt log
√
xt
− 1log√xt
log
√
xt − log2− log
(
(log
√
xt )
1
2 + 1
2(log
√
xt )
1
2
) .
Since xt → ∞ as t → 0+ , one has
lim
t→0+
t f (xt)
log 1t
= 4.
By (3.13) we see that (3.9) holds, so A ∈ IP(X). It is straightforward to verify that (3.10) is true for the functions m
and p. 
Remark 3.2. Denote by I˜P(X) the subset of IP(X) containing generators of C0-semigroups for which immediate differ-
entiability is stable under bounded perturbations (see [12, Theorem 4.2] for a characterisation of this class). One can show
that for m and p given by (3.11),
lim
n→∞
n
log p(n)
(
1− n −1m(n) )= 2.
It follows that the operator A constructed in the proof of Theorem 3.1 does not belong to I˜P(X) (see [7, Theorem 4]). We do
not know whether there exists A ∈ I˜P(X) satisfying (3.4). However, by modiﬁcation of the proof of [7, Theorem 2] one can
show that for every function γ : (0,∞) → (0,∞) with γ (s) → ∞ as s → ∞ there exists Aγ ∈ I˜P(l2), deﬁned by Renardy’s
construction, such that Aγ /∈ G γ log
log log
(l2). We provide here only a sketch of the construction of appropriate functions mγ
and pγ . First note that without loss of generality we can additionally assume that γ is continuous, increasing and has the
following properties: γ (s) = 1 for all s ∈ (0,1], 1+logγ is increasing and lims→∞ log sγ (s) = ∞. Let f : (0,∞) → (0,∞) be given
by
f (t) := log
+( 1t ) + 1
t2(γ ( 1t ))
1
2
.
Then f is decreasing, continuous and onto (0,∞). Following [7] deﬁne functions mγ and pγ by mγ (n) := [ 14nf −1(n)] and
pγ (n) := e 14nf −1(n) for n 1. Elementary calculations show that these functions satisfy (3.5) and
lim
n→∞
mγ (n) log(pγ (n))γ (pγ (n))
n log log(pγ (n))
= ∞,
i.e., Aγ /∈ G γ log
log log
(l2). Moreover using arguments from the proof of [7, Theorem 2] one can show that
limsup
t→0+
t log‖Aγ Tγ (t)‖
log 1t
= 0,
where Tγ denotes a C0-semigroup generated by Aγ . Then [7, Theorem 1] implies that Aγ ∈ I˜P(l2).
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