Abstract. A thin Lie algebra is a Lie algebra graded over the positive integers satisfying a certain narrowness condition. We describe several cyclic grading of the modular Hamiltonian Lie algebras H(2 : n; ω 2 ) (of dimension one less than a power of p) from which we construct infinite-dimensional thin Lie algebras. In the process we provide an explicit identification of H(2 : n; ω 2 ) with a Block algebra. We also compute its second cohomology group and its derivation algebra (in arbitrary prime characteristic).
Introduction
In the last three decades the interest of researchers in finite p-groups has increasingly extended to pro-p groups. This trend was initiated by Leedham-Green and Newman in 1980, who proposed in [LGN80] one way of getting around the universally believed impossibility of a classification of p-groups up to isomorphism. One of their intuitions was that of using the coclass rather than the (nilpotency) class of p-group as a fundamental invariant. Since the coclass of a group of order p n is defined as the difference between n and the class of the group, this change has no real effect unless one focuses on families of p-groups rather than single p-groups. A special role is then played by pro-p groups, to which the definition of coclass extends naturally, and which represent entire families of finite p-groups as the sets of their finite quotients. In particular, having finite coclass for a pro-p group G means that all lower central quotients γ i (G)/γ i+1 (G) have order at most p from some point on. The five coclass conjectures advanced in [LGN80] are now theorems thanks to the efforts of several authors, culminating in [LG94] and [Sha94b] . They give information on pro-p groups of finite coclass (Conjecture C, the simplest to state, claiming that every pro-p group of finite coclass is soluble), but also asymptotic information on families of finite p-groups of fixed coclass.
Lie-theoretic methods occupy an important place in the theory of p-groups, and also in the proofs of the coclass conjectures. The oldest and simplest such method is associating the graded Lie ring (see [LGM84] and the references therein), which inspired the formulation of the coclass conjectures. Lie rings or algebras associated with pro-p groups in this way are graded over the positive integers, and are generated by their component of degree one. The coclass conjectures have natural analogues for graded Lie algebras over an arbitrary field defined by these properties, independently of the connection with pro-p groups, but in this new context all the conjectures turn out to be false. This already occurs in the simplest case of coclass one, as Shalev constructed in [Sha94a] the first examples of insoluble graded Lie algebras of maximal class. Here, by a graded Lie algebra of maximal class we mean a Lie algebra L which is graded over the positive integers,
where L 1 has dimension 2, L k has dimension 1 for k > 1, and
Shalev's construction starts from certain finite-dimensional simple modular Lie algebras, originally introduced by Albert and Frank [AF55] , and applies a loop algebra construction (strictly speaking, taking the positive part of a twisted loop algebra, see Subsection 5.1 for details). As a consequence, the resulting graded Lie algebras of maximal class, despite being insoluble, have a kind of periodic structure, in a precise sense. Therefore, one could still hope that each of them is uniquely determined by a suitable finite-dimensional quotient, as is the case with pro-p groups of finite coclass (because each p-group of finite coclass r and class large enough, depending on p and r, is a quotient of a unique infinite pro-p group of coclass r). The investigation carried out in [CMN97] showed that this is not the case. In fact, it turned out that most graded Lie algebras of maximal class are not periodic. Nevertheless, Shalev's algebras occupy a unique place in the description of the graded Lie algebras of maximal class over fields of odd characteristic, which have been completely classified in [CN00] . An analogous classification over fields of characteristic two will soon appear in [Jur05] .
After the coclass conjectures for pro-p groups were proved, other invariants have been suggested, which may possibly lead to a finer classification of p-groups than the rough one provided by the coclass theorems. We do not need the precise definitions of these invariants, which are called width, obliquity and rank, and we refer the interested reader to Chapter 12 of the book [LGM02] by Leedham-Green and McKay. The simplest nontrivial case in terms of these invariants consists of the pro-p groups of width two and obliquity zero. These groups, which do not have finite coclass in general, have also been given the name thin in [Bra88, BCS92] (originally in the finite case) because of a narrowness characterization in terms of their lattice of (closed) normal subgroups. Some of our terminology, like the diamonds introduced in the next paragraph, originates from that point of view.
An approach to thin groups via the associated graded Lie algebra was taken in [CMNS96] . The lower central factors in a thin group are elementary abelian of rank at most two. Those of rank two, in the group or in its associated graded Lie algebra, are called diamonds. There is of course a diamond G/γ 2 (G) on top of a thin group G, and if this is the only diamond then G has maximal class. Otherwise, it follows from the theory of p-groups of maximal class that in a thin group the second diamond occurs in class at most p. In [CMNS96] we proved that the associated Lie algebra has bounded dimension, except when the second diamond occurs in class (or degree) 3, 5 or p. Each of these cases occurs for certain infinite pro-p groups, both p-adic analytic and not. For example, Sylow pro-p subgroups of SL(2, Z p ) or SL(2, F p [[t]]), or certain 'nonsplit' versions of them, are thin pro-p groups with second diamond in class 3. A detailed description of these groups in the p-adic analytic cases is given in Section 12.2 of [LGM02] . Thin pro-p groups with second diamond in class 5 can be realized similarly starting with certain linear groups of type A 2 over local fields, see [KLGP97] or [Mat99] . Finally, the second diamond in class p occurs for one of the wildest known pro-p groups, the Nottingham group (which is thin for p > 2), described in Section 12.4 of [LGM02] , for example.
A crucial fact for the investigation carried out in [CMNS96] was that the condition of a pro-p group G having obliquity zero can be verified on the associated graded Lie ring, which in this case is a Lie algebra over F p . In this context a more convenient formulation of the condition is the covering property. A graded Lie algebra L as in (1.1), over an arbitrary field and thus not necessarily associated with a group, is called thin if L 1 has dimension 2 and the following covering property holds:
(1.2) for all k ≥ 1, and all u ∈ L k , with u = 0, we have
It follows that L is generated by L 1 as a Lie algebra and that all homogeneous components have dimension at most two. (See Definition 5.4 and the comments that follow for more details.) The arguments of [CMNS96] have been extended in [CM99, AJ01] to show that the second diamond in an infinite-dimensional thin Lie algebra (or one of finite dimension large enough) can only occur in degree 3, 5, q or 2q − 1, for some power q of the characteristic p of the underlying field. It follows from [CMNS96] that there are, up to isomorphism and with the possible exception of very small characteristics, one or two (depending on the ground field) infinitedimensional thin Lie algebras with second diamond in degree 3 and no diamond in degree 4, and one with second diamond in degree 5. Thus, they are the graded Lie algebras associated with some of the thin pro-p groups mentioned earlier. Machine computations have shown that each of the cases where the second diamond is in degree q or 2q − 1 splits into a number of subcases, depending on the location of the further diamonds and their types (see Subsection 5.2). Several of these subcases have been investigated in various papers, having in mind a classification of all infinitedimensional thin Lie algebras as a distant goal. We refer to the paper [CM04] , and to the references mentioned there, for a discussion of thin Lie algebras with second diamond in degree q, and to [CM99, AM05] for those with second diamond in degree 2q − 1. Here we restrict ourselves to some general and informal comments on the type of results which have been proved so far. The results in this subject typically come in pairs, of rather different flavour: namely, a uniqueness theorem and an existence theorem. The former states that a certain initial structure of an infinite-dimensional thin Lie algebra (formulated in terms of the location of the first few diamonds and their types), determines the algebra completely (within the class of thin Lie algebras). More precisely, a certain specified finite-dimensional thin Lie algebra is a quotient of a unique infinitedimensional thin Lie algebra L. This is proved by producing a finite presentation for a central extension M (broadly speaking, the universal central extension of L). Usually L itself is not finitely presented, see Remark 5.2 for a specific instance of this phenomenon. The existence result consists in the explicit construction of L, as a loop algebra of some finite-dimensional Lie algebra S, with respect to a suitable cyclic grading, and sometimes with the intervention of an outer derivation of S.
The latter type of result brings in an interesting connection with (usually simple) finite-dimensional modular Lie algebras, certain cyclic gradings of them, and their derivations. Their second cohomology group (with values in the trivial module) also plays a role, being closely related with the centre of M . Apart from the classical algebras of types A 1 and A 2 used in the construction of thin Lie algebras with second diamond in degree 3 and 5 (see [CMNS96, Car98] ), all the remaining cases involve (non-classical) simple modular Lie algebras of Cartan type, namely Zassenhaus algebras and Hamiltonian algebras of various types. We recall the definitions of these algebras in Sections 2 and 3, and point out in Remark 3.1 other notations in use for them. In particular, infinite-dimensional thin Lie algebras with second diamond in degree q have been constructed as loop algebras of Zassenhaus algebras (which have dimension a power of p, see [Car97, Car98, Car99] ), and Hamiltonian algebras of the types H(2 : n; ω 0 ) = H(2 : n) (the graded simple Hamiltonian algebras, of dimension two less than a power of p, see [Avi02] ) and H(2 : n; ω 1 ) (which are Albert-Zassenhaus algebras and have dimension a power of p, see [AM] ).
A preliminary version of the present paper, which predated and inspired some of the other papers cited here, had as its main goal the construction of some infinitedimensional thin Lie algebras with second diamond in degree 2q −1 as loop algebras of Hamiltonian algebras H(2 : n; ω 2 ), which have dimension one less than a power of p. (In fact, a construction for those thin Lie algebras had already been given in [CM99] , but as loop algebras of certain finite-dimensional Lie algebras defined 'ad hoc'.) The paper has somehow expanded after we have realised that some of our result may be of interest independently of their application to thin Lie algebras. Now we describe the contents of this paper in some detail. Our results are presented in Sections 4-8. Sections 2 and 3 are expository and include information on low characteristics which is not easily accessible in the literature. Since much motivation for studying Lie algebras of maximal class and related classes of 'narrow' Lie algebras like thin Lie algebras comes from analogous classes of (pro-)p-groups, we have written the expository sections with the aim of making the paper accessible to the group theorist with little knowledge of modular Lie algebras.
We have mentioned earlier the relevance of the second cohomology group (with values in the trivial module) of a finite-dimensional Lie algebra with presentations of the corresponding loop algebra. Therefore, we determine in Section 4 the second cohomology group of the algebras H(2 : n; ω 2 ). We do this according to the classical method used in Farnsteiner [Far86b] , which relates the group to the derivations of the algebra, exploiting the presence of a nonsingular associative form. The result is surely well known to experts, but we have been unable to find a suitable reference in the literature. We have also collected in Section 4 known information about derivations and the second cohomology group of H(2 : n; ω 0 ), in all positive characteristics.
In Section 5 we show how various cyclic gradings of H(2 : n; ω 2 ) can be constructed in a natural way, and how they relate to graded Lie algebras of maximal class and to certain thin algebras closely connected to them, which were also studied in [CM99] . Note that H(2 : n; ω 2 ) has a natural filtration, the standard filtration, inherited by the natural Z-grading of the divided power algebra on which it acts.
The filtration is not induced by a grading, however, in contrast to H(2 : n; ω 0 ), which is a graded Lie algebra of Cartan type. (Hence the cheap pun in the title.)
The first manifestation of a connection between 'narrow' infinite-dimensional graded Lie algebras and certain finite-dimensional simple Lie algebras was in Shalev's construction in [Sha94a] of insoluble graded Lie algebras of maximal class, which we have mentioned earlier. The finite-dimensional simple algebras of Albert and Frank used by Shalev belong to the larger class of Block algebras, introduced in [Blo58] . It is known that Block algebras are Lie algebras of Hamiltonian Cartan type and, in particular, that the algebras of Albert and Frank are Hamiltonian algebras H(2 : n; ω 2 ), at least for p > 3. (We discuss this further and provide appropriate references towards the end of Section 3.) In Theorem 6.1 we give an explicit isomorphism of the Hamiltonian algebras H(2 : n; ω 2 ) with the algebras of Albert and Frank which is valid in every positive characteristic.
The crucial property of the algebras of Albert and Frank exploited by Shalev in [Sha94a] is that they admit a cyclic grading with one-dimensional components, and a nonsingular derivation which permutes them transitively. Benkart, Kostrikin and Kuznetsov proved in [BKK95] and [KK96] that the only finite-dimensional simple Lie algebras with this property, over an algebraically closed field of characteristic p > 7, are the Hamiltonian algebras H(2 : n; ω 2 ). The proof rests on the classification of simple modular Lie algebras, which causes the restriction on p, but now a classification-free proof of this result for p > 2 is a consequence of [CN00] . A more thorough discussion, which includes the case of characteristic two, will be found in Section 6. The cyclic grading of H(2 : n; ω 2 ) and the nonsingular derivation are also the ingredients for discovering the isomorphism with a Block algebra exhibited in Theorem 6.1.
The determination of the second cohomology group of H(2 : n; ω 2 ) in Section 4 depends on a knowledge of its derivation algebra. Since this piece of information is not easily available in low characteristics, we fill this gap by exploiting the other incarnation of H(2 : n; ω 2 ), as originally defined by Albert and Frank. Thus, in Theorem 6.2 we compute the derivation algebra of the algebras of Albert and Frank in arbitrary positive characteristic, by suitably modifying Block's original proof [Blo58] , which was valid for p > 3 only (although for a larger class of algebras).
In [CM99] we constructed various thin Lie algebras with second diamond in degree 2q − 1. One can assign a type to each diamond of such algebras, taking values in the underlying field plus ∞, in such a way that the locations and types of the diamonds determine the isomorphism type of the algebra (see Subsection 5.2 for more details). The thin Lie algebras with all diamonds of type ∞ turn out to be closely connected with graded Lie algebras of maximal class. In particular, there is such a thin Lie algebra associated with each of the graded Lie algebras of maximal class constructed by Shalev in [Sha94a] . We describe that in Subsection 5.2 as a loop algebra of H(2 : n; ω 2 ) with respect to a suitable grading. In [CM99] we also constructed thin Lie algebras with second diamond in degree 2q−1 and all diamonds of finite types, as loop algebras of certain Block algebras. The Block algebras used in [CM99] are actually isomorphic with algebras of Albert and Frank (being simple Block algebras with G = G 0 , see Section 3, and according to known results, for example [BW82, Lemma 1.8.3]), but were presented there in a different basis. As we have mentioned earlier, the original motivation for the present paper was finding an explicit identification of those algebras with Hamiltonian algebras H(2 : n; ω 2 ) and describing a corresponding cyclic grading of the latter. We realize these two tasks in Sections 8 and 7, respectively. We should mention that coexistence of diamonds of both finite and infinite types is possible in the same thin Lie algebra. Such algebras are constructed in [AM05] , as loop algebras of Hamiltonian algebras H(2 : n; ω 2 ) with respect to yet another grading.
We are grateful to the referees for their comments.
Generalities about some Lie algebras of Cartan type
The Hamiltonian Lie algebras form one of the four families of Lie algebras of Cartan type W , S, H, K. Definitions of these families can be found in the recent book of Strade [Str04] . Here we will limit ourselves to a discussion of the general Lie algebra of Cartan type W (m : n), with a special attention for the Zassenhaus algebra W (1 : n), and of two types of Hamiltonian algebras in the next section.
Let F be a field of prime characteristic p, let n = (n 1 , . . . , n m ) be an m-tuple of positive integers, and put n = n 1 + · · · + n m . The algebra of m divided powers truncated at n, denoted by F[x 1 , . . . , x m ; n 1 , . . . , n m ] or F[m : n] for brevity, is the F-vector space of formal F-linear combinations of monomials x
, and extended by linearity and by postulating commutativity and associativity of the multiplication.
Note that, as an algebra, F[m : n] is determined up to isomorphism by its dimension p n , where n = n 1 + · · · + n m . In fact, it coincides (up to notation) with the free associative and commutative algebra on the generators
; this is easily seen by using Lucas' theorem [Luc78] to compute the binomial coefficient k+l k . In particular, a derivation of F[m : n] can be defined by sending the given free generators to arbitrarily chosen elements of F[m : n] and extending by the Leibniz rule; furthermore, every derivation is obtained in this way.
However, F[m : n] comes equipped with an additional structure, namely a set of divided power maps, which tie the various p-(divided) powers of the same variable together [Kac74] . We will not need to know any detail about the divided power maps, except that the definition of special derivations given in [Kac74] or [SF88] singles out exactly those derivations of F[m : n] which are compatible with the divided power maps in a natural sense. It turns out that the special derivations of Remark 2.1. What we have described is the unique generalized Jacobson-Witt algebra, for fixed m and n, provided the field F is algebraically closed; since we have taken F arbitrary of prime characteristic, W (m : n) is just one of possibly many F-forms of the generalized Jacobson-Witt algebra, see [Wat91] , for example. A similar proviso applies to the Hamiltonian algebras which we will describe in the next section, see [SW91] for a determination of the forms in the restricted case.
In this paper we will actually only need the Zassenhaus algebras W (1 : n), as they occur as distinguished subalgebras of the Hamiltonian algebras which we will consider. In this case the components of the standard grading are one-dimensional, L i being generated by
In particular, we have [
The Zassenhaus algebra has also a grading over (the additive group of) F p n , with graded basis consisting of the elements e α , for α ∈ F p n , which satisfy [e α , e β ] = (β − α)e α+β .
In particular, note that [e 0 , e α ] = αe α . The bases {E i } and {e α } of W (1; n) are sometimes referred to in the literature (at least when n = 1) as a proper basis and a group basis, respectively. One way to obtain the group basis from the proper basis is noting that E −1 + E r spans a Cartan subalgebra of W (1; n), and computing the corresponding Cartan decomposition. Since ad(E −1 + E r ) permutes E r−1 , E r−2 , . . . E 1 , E 0 , E −1 + 2E r cyclically, one quickly finds the formulas
p n , where r = p n − 2. Note that the first formula is a special case of the second formula if we stipulate that 0 0 = 1. The inverse formulas are
where the summations are for α ∈ F p n , and again for the case i = r we understand α 0 = 1 for any α ∈ F p n , whence E r = − α e α . We note in passing that the Zassenhaus algebra is not simple when p = 2, but has a unique non-trivial ideal, namely E i | i = r = e α | α = 0 , which we will refer to as the simple Zassenhaus algebra. The above transition formulas are clearly valid in this case, too. As we will point out in the next section, a simple Zassenhaus algebra in characteristic two can also be regarded as a Hamiltonian algebra (and, in turn, as a Block algebra).
Since the problem of inverting formulas similar to those which relate the bases {e α } and {E i } of the Zassenhaus algebra will occur repeatedly in this paper, we record the solution explicitly. To simplify notation and computations it will be useful to set 0 0 = 1 once and for all. The customary rules α i β i = (αβ) i and α i α j = α i+j now hold for α, β in a field and i, j non-negative integers. Note that with this convention the expression α∈Fq α j , where F q is the finite field of q elements, becomes meaningful for every non-negative integer j; its value is −1 if j is a positive multiple of q − 1, and 0 otherwise.
Lemma 2.2. The linear relations
between elements a α (α ∈ F q ) and b j (j = 0, . . . , q − 1) of any vector space over F q , are equivalent to the relations
Proof. If ω is a primitive n-th root of unity in any field, then the sets of formulas
relating subsets {a i | i = 1, . . . , n} and {b j | j = 1, . . . , n} of any vector space over that field, are inverse of each other. This is an instance of a Fourier transform and its inverse over a cyclic group of order n, and can be easily proved using the fact that n j=1 ω ij equals n if i is a multiple of n, and 0 otherwise. In particular, taking as ω a generator of F * q , we obtain that the sets of formulas
which relate elements a α (α ∈ F q ) and b j (j = 0, . . . , q − 1) of any vector space over F q , are inverse of each other. Now consider the formulas a α = q−1 j=0 α j b j for α ∈ F q , note that one of them is a 0 = b 0 , and write the remaining ones in the form a α − a 0 = q−1 j=1 α j b j . As we have seen above, these formulas can be inverted, and yield
for j = 1, . . . , q − 1.
Hamiltonian algebras and Block algebras
The Lie algebras of Cartan type S, H and K are defined as subalgebras of the generalized Jacobson-Witt algebra W (m : n), and depend on a choice of a certain differential form ω (or, equivalently, of a certain automorphism of W (m : n)). For this to make sense in general one must complete the algebra of divided powers F[m : n] to an algebra of divided power series. However, this will not be necessary to define the only Hamiltonian algebras which we will consider in this paper, namely H(2 : n; ω j ) for j = 0 or 2. Note that the Hamiltonian algebras in two variables can also be considered as belonging to the Cartan series of special algebras (and thus be denoted by S(2 : n; ω j )). A rather condensed description of all four classes of Lie algebras of Cartan type, but complete with all the relevant references, can be found in [BKK95] , to which we also conform our notation. (See Remark 3.1 concerning our notation.) For a more extensive discussion see [Str04] .
As in the previous section, we assume only that F is a field of prime characteristic p, and point out which statements need restrictions on F as we go along. Let F[2 : n] = F[x, y; n 1 , n 2 ] be the algebra of divided powers in two variables x, y of heights n = (n 1 , n 2 ). It will be convenient to putx = x (p n 1 −1) ,ȳ = y (p n 2 −1) , and e =xȳ. Then H(2 : n; ω j ) can be defined as the second derived algebra of H(2 : n; ω j ) = {D ∈ W (2 : n) | Dω j = 0}, where ω 0 = dx ∧ dy and ω 2 = (1 − e) dx ∧ dy. Note that the (formal) differential forms here are simply elements of the exterior algebra on the set {dx, dy} over F[2 : n]. In particular, the space of differential 2-forms is the free F[2 : n]-module on the basis {dx ∧ dy}, and is a W (2 : n)-module via
for D ∈ W (2 : n), where df = (∂f /∂x) dx + (∂f /∂y) dy. When dealing with derivations of H(2 : n; ω j ) it will be useful to consider the larger algebra
which containsH(2 : n; ω j ) as an ideal of codimension one and zero for j = 0, 2, respectively.
Remark 3.1. We should mention that the notation for the Lie algebras of Cartan type is not uniform in the literature. In particular, H(−) sometimes denotes what we have indicated withH(−) here, and so one has to take the (first or) second derived algebra H(−)
(2) to obtain the simple algebra. Furthermore, special, Hamiltonian and contact algebras can also be obtained as subalgebras of the generalized Jacobson-Witt algebra (on an algebra of divided power series, in general) by means of certain automorphisms Φ, instead of differential forms ω. For example, our H(2 : n; ω 0 ) and H(2 : n; ω 2 ) are denoted by H(2; n) (2) = H(2; n; id) (2) and H(2; n; Φ(τ ))
(1) in the book [Str04] , and similarly in many papers. We also note that, strictly speaking, the notation H(2 : n; ω i ) which we use here would be only justified when working over an algebraically closed field (and of characteristic large enough). This is because only in that case it can be shown that any form ω defining a Hamiltonian algebra can be assumed to have certain specific forms ω 0 , ω 1 , ω 2 (see [BKK95] and the reference therein for the most general results, but [Wil80, Corollary 2] suffices for the Hamiltonian algebras H(2 : n; ω i ) under consideration here). Whenever we consider H(2 : n; ω i ) over an arbitrary field in this paper, we refer to the specific form defined above.
Since the space of differential 2-forms on F[2 : n] has a natural structure of graded module for the Z 2 -graded Lie algebra W (2 : n), and ω 0 is a homogeneous element with respect to this grading,H(2 : n; ω 0 ) and CH(2 : n; ω 0 ) are graded subalgebras of W (2 : n) with respect to the Z 2 -grading. In particular, they are also graded subalgebras with respect to the standard grading of W (2 : n), and thus they acquire what is called their standard grading. They are usually referred to as the graded Lie algebras of Hamiltonian type, in contrast to their relatives with respect to forms of type ω 1 and ω 2 , which are only filtered.
Thus, in determining an explicit expression for the generic element D of these subalgebras one may assume that D is homogeneous with respect to the Z 2 -grading of W (2 : n). A simple computation as in [KŠ69, pp. 255-257], or [SF88, p. 162ff.] (where the assumption that p > 2 is not used before Theorem 4.5) shows thatH(2 :
where f x and f y stand for ∂f /∂x and ∂f /∂y, respectively), and that CH(2 : n; ω 0 ) =H(2 : n; ω 0 ) ⊕ x ∂/∂x . The latter can be written in the more symmetric formH(2 : n;
the map D H is a homomorphism from theH(2 : n; ω 0 )-moduleP (2 : n; ω 0 ) onto the adjoint module forH(2 : n; ω 0 ), with kernel 1 . The associative (and commutative) algebraP (2 : n; ω 0 ) can be endowed with an additional structure of Lie algebra with respect to the Poisson bracket {f, g} = D H (f )(g) = f y g x − f x g y , and the map D H yields a Lie algebra isomorphism fromP (2 : n; ω 0 )/ 1 ontoH(2 : n; ω 0 ). (Note that our notation for the map D H and, consequently, for the Poisson bracket, differs in sign from that of [SF88] , and agrees with [Kos96] or [BO88] instead.) Under this isomorphism, the second derived subalgebra H(2 : n; ω 0 ) ofH(2 : n; ω 0 ) corresponds to the subalgebra
of dimension p n − 2, where n = n 1 + n 2 . This is a simple Lie algebra if p > 2, see [KŠ69] or [SF88] . In characteristic two it is simple provided n 1 > 1 and n 2 > 1, as one can prove along the lines of Theorem 3.5 or Theorem 4.5 of [SF88, Chapter 4]. However, P (2 : (1, n 2 ); ω 0 )/ 1 has y (j) | 0 ≤ j < 2 n2 / 1 as an ideal. In fact, it is the split extension of a simple Zassenhaus algebra by its adjoint module. It can also be viewed as the tensor product of a simple Zassenhaus algebra with the algebra of divided powers F[z : 1].
Since the Lie algebra homomorphism D H is also a homomorphism ofH(2 : n; ω 0 )-modules, the action of ad D H (f ) as an inner derivation of the Lie algebra structure ofP (2 : n; ω 0 ) coincides with the action of D H (f ) as a derivation of the associative algebra structure ofP (2 : n; ω 0 ). This will be useful when computing with derivations of H(2 : n; ω 0 ) in Sections 4 and 5. For this reason we will simply regard D H (f ) as a derivation of the Lie algebraH(2 : n; ω 0 ) (rather than the more cumbersome notation ad D H (f )). A word of caution, however: this does not extend to derivations ofP (2 : n; ω 0 ) which are not inner. In fact, D H is not a homomorphism of CH(2 : n;
, for D = x ∂/∂x + y ∂/∂y. In this paper we will find convenient to always talk aboutH(2 : n; ω 0 ) while actually carrying out explicit computations insideP (2 : n; ω 0 )/ 1 with the Poisson bracket (and similarly forH(2 : n; ω 2 ), later). Writing
where
in the Poisson bracket notation, and the standard grading is L = k∈ZL k , whereL k = i+j=k L i,j consists of all homogeneous polynomials of degree k + 2. Note thatL k is trivial unless
, if we restrict our attention to H(2 : n; ω 0 )). We consider now CH(2 : n; ω 2 ). Although the form ω 2 is not homogeneous with respect to the Z 2 -grading, it becomes so with respect to the grading obtained by viewing it modulo (p n1 − 1, p n2 − 1). Thus, CH(2 : n; ω 2 ) is a graded subalgebra of W (2 : n) with respect to its A-grading, where A = Z 2 / (p n1 − 1, p n2 − 1) . We will examine some specializations of this grading in Section 5. Consideration of Ahomogeneous elements makes it straightforward to determine an explicit form for the elements of CH(2 : n; ω 2 ). One finds thatH(2 : n; ω 2 ) coincides with CH(2 : n; ω 2 ), and can be identified withP (2 : n;
The derived subalgebra H(2 : n; ω 2 ) ofH(2 : n; ω 2 ) has dimension p n − 1 and corresponds to F[2 : n]/ 1 with the Poisson bracket. It is simple (in every characteristic), as will follow from its identification, given in Section 6, with a certain Block algebra, whose simplicity was proved in [Blo58] . In characteristic two H(2 : (1, n); ω 2 ) is isomorphic with the simple Zassenhaus algebra of dimension 2 n+1 − 1, an isomorphism being obtained by mapping xy (j) → E j−1 and y (j) → E j+2 n −2 . A curious consequence of this isomorphism is that in characteristic two H(2 : (1, n); ω 2 ) can be embedded in H(2 : (1, n + 1); ω 2 ) as a subalgebra, namely as the simple Zassenhaus subalgebra
forH(2 : n; ω 2 ) coincides with that forH(2 : n; ω 0 ) except for the products {y, x} = −{x, y} = e. This shows that the A-grading ofH(2 : n; ω 2 ) cannot be lifted to a Z 2 -grading. For the same reason,H(2 : n; ω 2 ) is not Z-graded by the subspaces L k = i+j=k L i,j defined as before. However, it is filtered by the subspacesL
h+k . This is called the standard filtration ofH(2 : n; ω 2 ), and the graded Lie algebra associated with it isH(2 : n; ω 0 ).
We should point out here that both Hamiltonian algebras H(2 : n; ω 0 ) and H(2 : n; ω 2 ) were originally constructed in a different way. In fact, after being introduced first in [AF55] among other examples, they became special cases of a more general construction due to Block [Blo58] . We briefly recall only a special case of Block's construction which is relevant to the present paper, and we refer to [Blo58] or [Sel67, p. 110] for full generality.
Let G be an elementary abelian p-group of order p n , written additively, let δ ∈ G, and let f : G × G → G be a non-singular biadditive function of the form f (α, β) = g(α) h(β) − g(β) h(α) for some additive functions g, h : G → G. A vector space L over a field F of characteristic p, with basis {u α | α ∈ G} in bijective correspondence with the elements of G, becomes a Lie algebra by defining a multiplication on the basis elements via [u α , u β ] = f (α, β) u α+β−δ and extending linearly. The element u 0 is central in L, and the elements u α with α = δ span an ideal of L. If δ = 0 the ideal u α | α = 0 is a simple Lie algebra, and if δ = 0 the quotient u α | α = δ / u 0 is simple. In both cases the simple algebra is called a Block algebra. (These special cases of Block's construction had already been introduced by Albert and Frank in [AF55] , and denoted by L 0 and L δ there; in this paper we refer to the algebras L δ with δ = 0 as algebras of Albert and Frank, conforming to [Sha94a, CMN97, CN00] .)
It is known that if F is algebraically closed of characteristic p > 3 the above special cases of Block's construction yield exactly the Hamiltonian algebras H(2 : n; ω 2 ) if δ = 0, and the algebras H(2 : n; ω 0 ) if δ = 0. For example, this is stated in [BW82, Lemma 1.8.3] under the blanket assumption of that paper that p > 7, but the proof given there is seen to be valid for p > 3. (In particular, one ingredient of that proof, namely [Wil80, Corollary 2], was originally proved for p > 5; however, it is now a special case of more general results in [BGO + 89] or [Skr90] which assume only p > 3.)
Note that the method of proof of [BW82, Lemma 1.8.3] does not easily produce explicit realizations of H(2 : n; ω 0 ) and H(2 : n; ω 2 ) (with respect to the given forms) as Block algebras. In fact, in essence (using automorphisms Φ rather than forms ω), it shows that for appropriate choices of the form ω the Hamiltonian algebra H(2 : n; ω) is a Block algebra of dimension p n − 2 or p n − 1, and then appeals to [BW82, Theorem 1.8.1] (which quotes [Wil80, Corollary 2]) to conclude that H(2 : n; ω) ∼ = H(2 : n; ω i ) for i = 0 or 2, respectively. In Section 6 of the present paper we do give an explicit realization of H(2 : n; ω 2 ) as a Block algebra, and we do that for arbitrary prime characteristic p (thus including 2 and 3). We mention that, more generally, it was announced in [KK94] and proved in [KK96] that every algebra H(m : n; ω 2 ) is a Block algebra.
4. The second cohomology group of H(2 : n; ω 2 )
In this section we appeal to some results which were formulated under the assumption that the ground field is algebraically closed, or at least perfect; since derivations and cohomology are essentially independent of the ground field, these assumptions are immaterial here in view of Remark 3.1. We assume that the ground field has odd characteristic. At some stage in the discussion we also need to assume that the characteristic p is greater than three (see Remark 4.3 for the case p = 3), but our main result, Theorem 4.2, does not depend on this assumption. Finally, we deal with the case of characteristic two in Remarks 4.4 and 4.5.
The dimensions of the second cohomology groups H 2 (L, F) of some graded Lie algebras of Cartan type with values in the trivial module were computed in [Far86b] (but see also [Dzh84] ). In particular, according to [Far86b, Theorem 2.4], H 2 (L, F) has dimension n 1 + n 2 + 1 for the graded Hamiltonian algebra L = H(2 : n; ω 0 ). Here we compute H 2 (L, F) for L = H(2 : n; ω 2 ) and show that it has dimension n 1 + n 2 . (In the special case n = (1, 1) this can essentially be found in [Str91, Theorem 6.3].)
Following [Far86b] , we briefly recall the classical method (see [Sel67, p. 102]) employed there to compute H 2 (L, F) from the space of outer derivations of L, in presence of a nondegenerate associative form on L. In addition, we exhibit a basis of
, where L * denotes the dual of the adjoint module of L. This monomorphism is induced by the map ϕ → D ϕ which sends a 2-
Furthermore, the image of the monomorphism consists of the cohomology classes represented by skew derivations, that is to say,
(Note that the latter condition together with anticommutativity of the Lie bracket easily implies that λ([ξ, η], θ) = λ(θ, [ξ, η]), hence the symmetry of λ is automatic if L is perfect. In particular, in view of the interpretation of associativity which we are about to give, there are non nonzero L-module homomorphisms L ∧ L → F if L is perfect, in odd characteristic.) Since the associativity condition can be written in the equivalent form λ([η, ξ], θ) + λ(ξ, [η, θ]) = 0, it simply means that the corresponding linear map λ : L ⊗ L → F is a homomorphism of L-modules into the trivial module. Consequently, the adjoint module of L is self-dual; this condition is, in fact, equivalent with the existence of a nondegenerate bilinear form on L satisfying associativity but not necessarily symmetric.
By composition with the inverse of the
, where SkDer(L) denotes the space of all derivations D : L → L which are skew with respect to the associative form λ, that is, which satisfy λ(D(ξ), η) = −λ(D(η), ξ) for all ξ, η ∈ L (see the Remark after Proposition 1.3 of [Far86b] ). Writing this condition in the equivalent form
* , the dual of the tensor square of the adjoint module of L; it follows, in particular, that SkDer(L) is a p-subalgebra of Der(L) containing all inner derivations of L.
The isomorphism
, which we describe here for convenience. Because of the nondegeneracy of λ,
Conversely, the 2-cocycle associated with the skew derivation D : L → L is given by
Now we apply these well-known facts to the Hamiltonian algebras under consideration (the case of H(2 : n; ω 0 ) being already dealt with in [Far86b] ). It is known from [Far86a, Theorem 4.4] or [SF88, Chapter 4, Theorem 6.5] that the graded algebra H(2 : n; ω 0 ) has a non-degenerate associative form λ, which in our notation becomes
Thus, the dual basis of {x (i) y (j) } with respect to the nondegenerate form λ is given by (
. We assume now that p > 3. The derivation algebras of the simple Lie algebras of Cartan type are known and are summarized in [BKK95, . (Alternatively, the derivation algebras of Block algebras, which include the Hamiltonian algebras under consideration here, were already computed in [Blo58, Theorem 14], again for p > 3.) In particular, it is known that Der H(2 : n; ω i ) = CH(2 : n; ω i ), the p-closure of CH(2 : n; ω i ) in Der F[2 : n], for i = 0, 2. More explicitly, a basis for the space of outer derivations L = H(2 : n; ω 0 ) (or, more precisely, a set of representatives for a basis of H 1 (L, L) = Der(L)/ ad(L)) consisting of homogeneous derivations with respect to the Z 2 -grading is as follows.
(1) (ad x) p r , of degree (0, −p r ), for 0 < r < n 2 ; (2) (ad y)
Note that the derivations under (1) and (2) are powers of inner derivations of H(2 : n; ω 0 ); together with the inner derivations, they span its p-closure H(2 : n; ω 0 ). We have denoted the derivations under (3), (4) and (5) as restrictions of inner derivations ofH(2 : n; ω 0 ). Finally, the degree derivation is the restriction of the inner derivation ad h of W (2 : n), where the element h = x ∂/∂x + y ∂/∂y has no analogue in the Poisson bracket notation which we have adopted. All derivations listed above except the degree derivation (because p > 3, but see Remark 4.1. Strictly speaking, central elements of M correspond naturally to elements of the second homology group H 2 (L, F), and not of its dual H 2 (L, F). There is, however, a natural correspondence between the homogeneous components in the A-gradings of H 2 (L, F) and its dual H 2 (L, F), reversing the sign of the degrees. The fact that all these components are one-dimensional in the present case (and in the case of L = H(2 : n; ω 2 ) below) justifies our abuse of language. Now we turn our attention to the filtered algebra H(2 : n; ω 2 ). This algebra has a non-degenerate associative form λ (see [Blo58, Theorem 7] ), defined by the same formula given above for H(2 : n; ω 0 ) with, in addition, λ(xȳ,xȳ) = 1 and λ(·, ·) = 0 in all remaining cases. Again from [BKK95] (or the original source [Kuz89, Theorem 3.2]), all outer derivations of H(2 : n; ω 2 ) are lifted from part of those of its associated graded algebra, which is H(2 : n; ω 0 ) ⊕ xȳ . Specifically, a basis for the space of outer derivations of H(2 : n; ω 2 ) is given by (ad x) ) and ad(y (p n 2 ) ) on the associated graded algebra.) In particular, all derivations of L = H(2 : n; ω 2 ) belong to its p-closure in Der(L) and, consequently, they are all skew.
So far our assumption that p > 3 was in force. However, the n 1 + n 2 derivations of L = H(2 : n; ω 2 ) which we have described clearly remain linearly independent in Der(L)/ ad(L) also for smaller characteristics, provided in characteristic two we replace the degree derivation (which coincides with the inner derivation ad(x ∂/∂x − y ∂/∂y) = ad(D(xy)) in that case) with ad(x ∂/∂x). In Section 6 we will identify H(2 : n; ω 2 ) with an algebra of Albert and Frank (a special type of Block algebra, see Section 3), and we will prove (extending results obtained in [Blo58] for characteristic p > 3) that its space of outer derivations has dimension n 1 + n 2 , in every positive characteristic. Consequently, the derivations of H(2 : n; ω 2 ) described above, but with ad(x ∂/∂x) replacing the degree derivation (a change which is only relevant in characteristic two), form a basis for its space of outer derivations regardless of the characteristic.
Setting ϕ r = ϕ((ad x) p r ) and ψ s = ϕ((ad y) p s ), the following result follows by direct computation.
Theorem 4.2. A basis for the second cohomology group H
2 (L, F) of the Hamiltonian Lie algebra L = H(2 : n; ω 2 ) over a field F of odd characteristic is given by the classes of the cocycles ϕ r and ψ s , for 0 < r ≤ n 2 and 0 < s ≤ n 1 , as defined by the following formulas:
The A-degrees of the cocycles ϕ r and ψ s are (2, −p r + 2) and (−p s + 2, 2), respectively. The central elements of the universal central extension M of L = H(2 : n; ω 2 ) (see Remark 5.2) corresponding to them acquire A-degree (−2, p r − 2) and (p s − 2, −2), respectively.
Remark 4.3. It is easy to verify that the degree derivation of H(2 : n; ω 0 ) acts on λ, considered as an element of (L⊗L) * , as multiplication by 6. In particular, when the characteristic is three (or two, but see Remark 4.5 concerning this case) the degree derivation is skew (cf. [Far86b, Proposition 2.2]), and the second cohomology group of H(2 : n; ω 0 ) becomes larger. Also, the derivation algebra of L can be larger (see [SF88, p. 197] ). In particular, the graded Hamiltonian algebra L = H(2 : (1, 1) ; ω 0 ) in characteristic three is a classical Lie algebra of type A 2 , namely, L is isomorphic to the quotient of sl 3 modulo its one-dimensional center, see [Skr98, Lemma 6.4 ]. According to [Blo58, Corollary 3] and the identification of Hamiltonian algebras with Block algebras, this is the only instance for p > 2 where an algebra H(2 : n; ω 0 ) or H(2 : n; ω 2 ) is isomorphic with a classical algebra. It is well known that Der(L) is a fourteen-dimensional classical algebra of type G 2 (cf. [Skr98, p. 678]), hence dim(Der(L)/ ad(L)) = 7. The additional three derivations with respect to those described earlier can be obtained from ad x (3) , ad y (3) and adxȳ by conjugation under the automorphism
Since all derivations are skew in this case, we conclude that H 2 (L, F) has dimension 7 (but see [vdK73, p. 38] for another proof of this fact).
It is easily checked that exactly one of those three 'exceptional derivations' of H(2 : (1, 1) , the derivations of a simple algebra H(2 : n; ω 0 ) in characteristic two (hence with n 1 , n 2 > 1) allow the same description as in characteristic greater than three, by the list given earlier in this section, except that the degree derivation in item (6) (which is inner in characteristic two, as it coincides with ad xy) should be replaced with the derivation acting as D(
The algebra H(2 : (1, n 2 ); ω 0 ) in characteristic two has more derivations than usual. Since it is a semidirect product of a simple Zassenhaus algebra by its adjoint module, its derivations can be easily calculated from those of the Zassenhaus algebra (see Remark 4.6). In fact, if L is a semidirect product of a simple algebra S by its adjoint module, then dim(Der(L)) = 2 dim(Der(S)) + 2 in characteristic two, and dim(Der(L)) = 2 dim(Der(S)) + 1 otherwise. Consequently, Der(L)/ ad(L) has dimension 2 n 2 + 2 for L = H(2 : (1, n 2 ); ω 0 ). Alternatively, since H(2 : (1, n 2 ); ω 0 ) is the tensor product of a simple Zassenhaus algebra with a ring of divided powers F[z : 1], the conclusion follows from [Blo69, Theorem 7.1].
Remark 4.5. In characteristic two the argument which relates derivations of L into L * and the second cohomology group of L needs to be modified as follows.
consists of all derivations which are alternating, in the sense that D(ξ)(ξ) = 0 for all ξ ∈ L. This condition is equivalent to being skew in odd characteristic, but is stronger in characteristic two. (It is convenient to reserve the term skew for the weaker condition, as it applies in slightly greater generality; see [Far86b] , where Lemma 1.1 remains valid for skew derivations, but not for alternating derivations, in characteristic two.) In presence of a nondegenerate associative form λ, a derivation D of L will be called alternating with respect to λ if λ(D(ξ), ξ) = 0 for all ξ ∈ L. Since inner derivations of L are alternating, there is an isomorphism of H 2 (L, F) with the quotient of the space of alternating derivations by the space of inner derivations of L. Note that while the space of skew derivations is a p-subalgebra of Der(L) (in every characteristic), the space of alternating derivations is a Lie subalgebra but need not be a p-subalgebra in characteristic two (as shown by the examples below).
In order to verify that a skew derivation is alternating it suffices to check that D(ξ)(ξ) = 0 for all elements ξ of some basis of L. Also, if L is graded and its associative form is homogeneous with respect to the grading (as is the case for the Z 2 -grading of H(2 : n; ω 0 ) and the A-grading of H(2 : n; ω 2 )) it is enough to check derivations which are homogeneous with respect to the grading, because the alternating derivations form a graded subalgebra (as well as the skew derivations).
For L = H(2 : n; ω 0 ) with n 1 , n 2 > 1, all derivations described earlier in this section (taking Remark 4.4 into account) are alternating, except ad x (p n 1 ) and ad y (p n 2 ) , which are only skew. Therefore, H 2 (L, F) has dimension n 1 + n 2 . An examination of L = H(2 : (1, n 2 ); ω 0 ) shows that the alternating derivations are exactly those which normalize the Zassenhaus subalgebra xy (j) : j = 0, . . . , 2 n2 −2 (together with the inner derivations). These correspond to the derivations described under items (1), (5) and (6) in the list given earlier in this section, and we conclude that H 2 (L, F) has dimension n 1 + n 2 in this case, too. In the case of L = H(2 : n; ω 2 ) all alternating derivations are inner. As a consequence, in characteristic two we have H 2 (L, F) = 0.
Remark 4.6. Recalling from Section 3 that the simple Zassenhaus algebra L = W (1 : n) (1) in characteristic two is isomorphic with L = H(2 : (1, n − 1); ω 2 ), the previous remark shows that its second cohomology group H 2 (L, F) vanishes. By contrast, the second cohomology group of the Zassenhaus algebra W (1 : n) in odd characteristic has dimension one if p > 3, and dimension n − 1 if p = 3 (as a special case of [Far87, Theorem. 3.2] or [Dzh84] ). The second cohomology group of the simple Zassenhaus algebra was also computed in [Dzh85, Theorem 2]; however, note that the central extensions of W (1 : n)
(1) in characteristic two which are exhibited there are not Lie algebras in the common sense, because their multiplication is (skew-)symmetric but not alternating. For the sake of completeness we mention that the algebra of outer derivations of the simple Zassenhaus algebra W (1 : n)
(1) has dimension n − 1 if p is odd and n if p = 2. This is well known, but the case where p = 2 is also a consequence of Theorem 6.2.
Remark 4.7. The last sentence in [Blo58] claims that there is no isomorphism between a Block algebra and an exceptional (classical) simple algebra except when p = 2 and the algebra has dimension 14, since otherwise their dimensions are distinct. This may leave some doubt on whether in characteristic two H(2 : (2, 2); ω 0 ) might be isomorphic with a simple algebra of type G 2 (which, in turn, is isomorphic with the quotient of sl 4 by its one-dimensional center). However, according to [vdK73] the second cohomology group of the latter has dimension 7, and this fact together with Remark 4.5 excludes the possibility of an isomorphism.
5. Some cyclic gradings of H(2 : n; ω 2 ) The A-grading of H(2 : n; ω 2 ) defined in Section 3 leads in a natural way to several gradings (here called specializations) over cyclic quotientsĀ of A = Z 2 / (p n1 − 1, p n2 − 1) . More precisely, for any pair of integers (R, S) and any divisor N of R(p n1 − 1) + S(p n2 − 1) we have a group homomorphism µ : A →Ā = Z/N Z given by µ(i, j) = Ri + Sj + N Z. Correspondingly, we obtain anĀ grading
In what follows we set N = |R(p n1 −1)+S(p n2 −1)|, since the remaining cases can be obtained from these gradings through a further specialization. Also, it is no loss to assume that the homomorphism is surjective, which amounts to choosing R and S relatively prime (because of our choice of N ). To help visualizing the grading thus obtained, it may be convenient to arrange the monomials in H(2 : n; ω 2 ) in a (p n1 × p n2 )-array according to the degrees of x and y, and think of the specialization process as slicing the A-grading according to some specified direction. The simplest specialization where (R, S) = (0, −1) will be useful in Section 7. This is a Z/N Z-grading with N = p n2 − 1, every component has dimension p n1
and is spanned by all monomials where y has a given degree 1 ≤ j ≤ p n2 − 2, except the component of degree 1, which has dimension 2p n1 − 1 and is spanned by all monomials where y has degree 0 or p n2 − 1. The component of degree 0 is isomorphic with a Zassenhaus algebra W (1 : n 1 ).
The following two specializations of the A-grading of H(2 : n; ω 2 ) are more interesting.
A grading related to graded Lie algebras of maximal class. Let (R, S)
which is non-singular and homogeneous of degree one (with respect to the grading under consideration). Hence D permutes the components of the grading cyclically, namely DL k = L k+1 for all i. (Recall from Section 3 that we write D for ad D, since the latter acts the same way as a Lie algebra derivation of P (2 : n; ω 2 ) as D acts as a derivation of the associative structure.) In fact, we have
In particular, the derivation D is periodic of period p n − 1. Note that D is the derivation denoted by D 2 in [BKK95, p. 911], viewing the Hamiltonian algebra H(2 : n; ω 2 ) as the special algebra S(2 : n; ω 2 ).
We quote from [Kos96] the following definition.
Definition 5.1. We say that a finite-dimensional Lie algebra L admits a nonsingular derivation D agreeing with a Z/N Z-grading
It will be convenient to allow any finite cyclic group to replace Z/N Z in the definition, provided we specify a distinguished generator of it (to play the role of 1). The situation described in Definition 5.1 where all components L k have dimension one played a crucial role in [SZ92] and [Sha94b] .
Suppose L is a finite-dimensional Lie algebra possessing a nonsingular derivation which agrees with a Z/N Z-grading with one-dimensional components. We build the corresponding twisted loop algebra k∈Z Lk ⊗ t k inside L ⊗ F F[t, t −1 ], wherek denotes the residue class of k modulo N . The Lie algebra spanned by its positive part k>0 Lk ⊗ t k together with its derivation D ⊗ t is a graded Lie algebra of maximal class in the sense of [CMN97] . With a harmless abuse of language we will call the latter the loop algebra of L.
In particular, the loop algebra of H(2 : n; ω 2 ) with respect to the derivation D and the grading which we have just constructed is a graded Lie algebra of maximal class, and precisely one of those which we have named after Albert-Frank-Shalev in [CMN97] . We will come back to this grading in Section 6. Remark 5.2. We comment briefly on the relevance of the second cohomology group of H(2 : n; ω 2 ), which we have discussed in Section 4, to presentations of the algebras of Albert-Frank-Shalev AF S(a, b, n, p) (see Section 6 for their definition). Although these algebras are not finitely presented, it is proved in [Car01] that they are quotients of certain finitely presented Lie algebras modulo their second centers. Knowledge of the second cohomology group of H(2 : n; ω 2 ) sheds light on these particular extensions of the algebras of Albert-Frank-Shalev, as we illustrate below. The second cohomology group of H(2 : n; ω 0 ) plays a similar role in [Avi02] and [CM04, Section 4] .
Recall that every perfect Lie algebra L has a universal central extension 0
* as vector spaces. According to [BM86, Theorem 2.2], every derivation of L lifts to a derivation of M ; if L is centerless, the lift is unique, therefore Der(M ) ∼ = Der(L), and M is a Der(L)-module in a natural way. In the case of L = H(2 : n; ω 2 ), we claim that Der(L) acts trivially on Z, which coincides with the center ζ(M ) of M here. In fact, for a perfect and centerless Lie algebra L, the dual module ζ(M )
* and H 2 (L, F) are easily seen to be isomorphic not only as vector spaces, but as Der(L)-modules. Now assume, in addition, that the characteristic is odd and that L has a nonsingular associative form λ. Then the isomorphism of H 2 (L, F) with SkDer(L)/ ad(L) described in Section 4 is also an isomorphism of Der(L)-modules (with respect to the adjoint action of Der(L) on itself). Since Der(L)/ ad(L) is abelian for L = H(2 : n; ω 2 ), our claim follows. Therefore, the center of the extension of M by D , where D is the nonsingular derivation (5.1), coincides with ζ(M ) and, in particular, is nonzero according to Theorem 4.2, in odd characteristic. It follows that the loop algebraM of M with respect to D has an infinite-dimensional center. The quotient ofM by its center is isomorphic withL. A standard result of B. H. Neumann recalled in [CM99] as Theorem 6 implies that the quotient of a finitely generated Lie algebra modulo an infinite-dimensional central ideal cannot be finitely presented; in particular, L ∼ =M /ζ(M ) is not finitely presented.
The main result of [Car01] shows that a suitable central extension ofM is finitely presented. (The need to take a further central extension to obtain a finitely presented algebra is due to the fact that the second cohomology group of a loop algebra, besides depending on the second cohomology group of the underlying finitedimensional algebra, includes a component arising from associative forms of the latter and the cyclic homology of the polynomial ring F[t] which we are tensoring with. We will not discuss this point further here, but see [Zus92] .) According to our identification in Theorem 6.1 of the algebras of Albert and Frank with Hamiltonian algebras H(2 : n; ω 2 ), the second cohomology group of the latter discussed in Theorem 4.2 can be recognized in (part of) the central elements of the finitely presented central extensions of the Albert-Frank-Shalev algebras considered in [Car01] . More precisely, theĀ-grading of L = H(2 : n; ω 2 ) (like any other grading) extends uniquely to a grading of its universal central extension M . The central elements of the latter corresponding (recall Remark 4.1) to the cocycles ϕ r and ψ s of Theorem 4.2 (in odd characteristic) occur in degrees 2q − p r + 2 and 2q − qp s + 2, respectively, and give rise to central elements ofM , the loop algebra of M with respect to D, in all degrees congruent to these modulo dim(L) = p n1+n2 − 1. These central elements can be recognized in the list given in [Car01, p. 399-400], in the special case of the algebra AF S(a, n, n, p). (Additional complications arise in the case of characteristic two, which we have neglected here for simplicity.)
By symmetry, the case (R, S) = (−1, −p n1 ) is completely analogous. In this case D p n 2 = (1 + e) ∂ ∂x +x ∂ ∂y is a non-singular derivation which permutes the components cyclically. This latter grading is just one instance of a whole set ofĀ-gradings which can be obtained from the formerĀ-grading by an application of an automorphism of the grading groupĀ. More precisely, L is also graded by the subspacesL i = L ki , where k is any integer with (k, p n − 1) = 1. In general, a derivationD such thatDL i =L i+1 need not exist. However, it certainly does if k is a power of p, because then D
This way of obtaining new gradings is related to the process of deflation for graded Lie algebras of maximal class introduced in [CMN97] . In fact, the loop algebra of L with respect to its grading given by the subspacesL i = L pi and its derivation D p is the deflation of the loop algebra of L with respect to its grading given by the subspaces L i and its derivation D.
A thin grading. Let (R, S) = (−p
n2 + 1, −1). This is a Z/N Z-grading with N = p n1 (p n2 − 1), and the components have dimension one or two. In the present grading, the two-dimensional components are those of degree i(p n2 − 1) + 1 for 1 < i ≤ p n1 . In particular, L 1 = x,ȳ . This grading fits the following definition. 
Again, the definition is motivated by an analogous one for positively graded, possibly infinite-dimensional Lie algebras. In fact, given a thin Z/N Z-grading of a finite-dimensional Lie algebra L, the (positive part of the twisted) loop algebra k>0 Lk ⊗ Ft k is a thin Lie algebra in the sense of the following definition (see [CM99] for background). 
With both definitions, it follows from the covering property that L is generated by L 1 , and that dim(L k ) ≤ 2 for all k. We call a homogeneous component L k of dimension 2 a diamond. The diamonds will be numbered in the natural order of occurrence (cyclic starting from L 1 in case of Definition 5.3). Therefore, L 1 is the first diamond. If there are no other diamonds in case of Definition 5.4, then L is an algebra of maximal class (see [CMN97] ). We refer to the finite sequence of one-dimensional homogeneous components between two consecutive diamonds as a chain.
We must point out that there are also instances where a thin Lie algebra in the sense of Definition 5.4 is constructed as a loop algebra from a suitable grading of a finite dimensional simple (Hamiltonian) Lie algebra which does not quite fit Definition 5.3, but requires the intervention of a nonsingular outer derivation, very much like in the construction of Lie algebras of maximal class described in the previous subsection (see [Avi02, Avi99] ). These algebras are not needed in this paper, however.
The fact that an algebra with a thin grading in the sense of Definition 5.3 gives rise to a thin Lie algebra in the sense of Definition 5.4 via the loop algebra construction allows one to apply to the former setting arguments and results originally formulated for the latter. For example, results from [CMNS96] , extended in [AJ01] , imply that in a finite-dimensional Lie algebra L over a field of arbitrary characteristic with a thin grading, the second diamond can only occur in degree 3, 5, q, or 2q − 1, where q is a power of the characteristic. Some care is needed in carrying definitions over from the infinite-dimensional setting to the present one, where the degree of a homogeneous element is an integer defined only modulo the order N of the grading group: when speaking of the degree where the second diamond occurs, we actually refer to the smallest integer greater than one in which degree a diamond occurs.
Suppose now that L is a finite-dimensional Lie algebra with a thin grading, and suppose that the second diamond occurs in degree 2q − 1, where q is a power of the characteristic. According to [CJ99] we have for some λ ∈ F ∪ {∞}, to be read as [V, X, X] = 0 when λ = ∞. As in the infinitedimensional setting of [CM99] we will say that the diamond in degree k has type λ. Note that λ depends on the choice made for the generators X and Y , but the type being finite, or infinite, does not. Strictly speaking, λ = 0 cannot occur here, because the covering property would imply that [V, Y ] = 0 and so L k = [V X] , contradicting the assumption that L k is a diamond. However, there are situations (here and in other papers, like [CM99] , [Avi02] and [CM04] ) where we have found natural and convenient to informally call fake diamonds certain one-dimensional components L k , which thus may be assigned type 0. This usually happens when the diamonds of some algebra with a thin grading (or some infinite-dimensional thin algebra) occur at regular intervals provided we include some fake diamonds. Unfortunately, which cocycle of the algebra gives rise to the central element in a fake diamond depends on the grading under consideration, and appears not to admit an intrinsic characterization, in terms of the algebra alone.
The Z/N Z-grading of H(2 : n; ω 2 ) under consideration in this subsection is a thin grading, with diamonds in all degrees congruent to 1 modulo q − 1, with the exception of degree q, where we have set q = p n2 . In fact, here we may take Y =ȳ and X = x, and the following computations show both the validity of the covering property and the location of the diamonds:
otherwise.
, we see that all diamonds have type ∞. Note that the elements x (i) y with 0 ≤ i < p n1 , that is, the elements just above (in the sense of immediately preceding) the diamonds, if we include a fake diamond L p n 2 = y , span a subalgebra of H(2 : n; ω 2 ) isomorphic with a Zassenhaus algebra W (1 : n 1 ). This feature will reappear in the different grading which we will consider in Section 7.
According to [CM99] , the loop algebra of H(2 : n; ω 2 ) with respect to this grading is the only thin maximal subalgebra of the algebra of maximal class AF S(0, n 2 , n, p), which is the loop algebra of H(2 : n; ω 2 ) with respect to the grading seen in the previous subsection. The grading of H(2 : n; ω 2 ) extends uniquely to a grading of its universal central extension. The central elements of the latter corresponding to the cocycles ϕ r and ψ s of Theorem 4.2 (in odd characteristic) occur in degrees 2q − p r and 2q − p s (q − 1), respectively. 6. The Hamiltonian algebra H(2 : n; ω 2 ) as a Block algebra
Benkart, Kostrikin and Kuznetsov proved in [BKK95, Theorem 4.9] (using the classification of the modular simple Lie algebras of characteristic p > 7 completed in [Str98] ) that the only simple Lie algebras over an algebraically closed field of characteristic p > 7 which admit a nonsingular derivation agreeing with a Z/N Z-grading with one-dimensional components (in the terminology introduced in Definition 5.1) are of type H(m : n; ω 2 ). (In [BKK95, Theorem 4.9] N had the form p n − 1, but this was immaterial.) Later it was proved in [KK96] that m necessarily equals two.
Simple Lie algebras with this property were considered earlier by Shalev in [Sha94a] , who noted that certain Lie algebras introduced by Albert and Frank in [AF55] can be defined over the prime field F p and enjoy the property. Shalev used them to build the first examples of insoluble graded Lie algebras of maximal class, as loop algebras of the algebras of Albert and Frank. The algebras of Albert and Frank and their loop algebras have been further discussed in [CMN97] , to which we conform our notation, as starting points for the construction of more graded Lie algebras of maximal class. A byproduct of the classification of graded Lie algebras of maximal class achieved in [CN00] and [Jur05] (for odd and even characteristic, respectively) is a proof, independent of the classification of modular simple Lie algebras, that the only finite-dimensional Lie algebras which admit a nonsingular derivation agreeing with a Z/N Z-grading with one-dimensional components, where N is any integer prime to the characteristic, are the algebras of Albert and Frank. If we drop the condition on N but assume the simplicity of the algebra the result remains true in odd characteristic (extending the cited result of [BKK95] ), while in characteristic two there is exactly one further class of algebras joining the algebras of Albert and Frank and consists of the Lie algebras constructed in [Jur04] and named Bi-Zassenhaus algebras (for which N is two less than a power of two). Note that in characteristic two the simple Zassenhaus algebra of dimension 2 n − 1 has this property, the nonsingular derivation being given by ad(e 0 ) = ad (E −1 + E 2 n −2 ) in the notation introduced in Section 2. In fact, with respect to its basis {e α } the simple Zassenhaus algebra coincides with the algebra of Albert and Frank AF (0, 1, n, 2) defined below. (As we have mentioned in Section 3, it also coincides with H(2 : n; ω 2 ).)
The above results indirectly imply that for p > 7 the class of algebras of Albert and Frank considered by Shalev coincides with the class of Hamiltonian algebras H(2 : n; ω 2 ). In fact, since the algebras of Albert and Frank are Block algebras this result holds for p > 3 according to [BW82, Lemma 1.8.3] together with the remarks on the characteristic which we have made at the end of Section 3. In Theorem 6.1 we use the cyclic grading and the nonsingular derivation of the algebras of Albert and Frank employed by Shalev to find an explicit isomorphism of the latter with Hamiltonian algebras H(2 : n; ω 2 ), in arbitrary (positive) characteristic. We compute the derivations of the algebras of Albert and Frank in Theorem 6.2, extending to arbitrary characteristic a result obtained by Block in [Blo58] for p > 3; in view of Theorem 6.1, the description of derivations of algebras H(2 : n; ω 2 ) quoted in Section 4 for p > 3 is also extended to arbitrary characteristic.
For integers 0 ≤ a < b < n (the choice made in [CMN97] , or for the equivalent choice 0 < a < b ≤ n made later in [CN00] ), the algebra of Albert and Frank AF (a, b, n, p) is the Lie algebra over F p n with basis {e ξ | ξ ∈ F * p n } and multiplication given by
(where the right-hand side is interpreted as zero when ξ + η = 0, for example by setting e 0 = 0). Thus, an algebra of Albert and Frank is a special instance of a Block algebra (see Section 3). It was shown in [Sha94a] that the algebra of Albert and Frank S = AF (a, b, n, p) is defined over the prime field F p . Moreover, it has a graded basis u 0 , . . . , u p n −2 over F p , and a derivation D such that Du i = u i+1 for all i, to be read modulo p n − 1. Explicitly, this basis is related to the original basis by the formulas of the multiplication table with respect to the new basis, namely, a description of the adjoint action of the element u p a +p b , was computed in Proposition 2.4 of [Sha94a] (but see also [CMN97] ). If we include the derivation D into consideration we obtain the following statement: the split extension of S by F p D has a finite presentation on the generators u 0 , . . . , u p n −2 (with subscripts viewed modulo p n − 1) and D, with relations
This implies at once that S is defined over the prime field. Note that the above formulas differ in sign from those given in [CMN97, p. 4028], which were incorrectly quoted from [Sha94a, Proposition 2.4]. That mistake amounts to using the algebra with the opposite multiplication, and caused no serious consequence in [CMN97] . Note also that here we have written the derivation D on the left, differently from [CMN97] , and hence
In the terminology introduced in Definition 5.1, the nonsingular derivation D agrees with the Z/N Z-grading S = k∈Z/N Z S k , where N = p n − 1 and S k = u k . We will take advantage of the similar grading of H(2 : n; ω 2 ) defined in Subsection 5.1 to construct an isomorphism between S = AF (a, b, n, p) and H(2 : n; ω 2 ), where n = (n − b + a, b − a). Since the map e ξ → e ξ p a gives an isomorphism of AF (a, b, n, p) with AF (0, b − a, n, p) we may restrict ourselves to the case a = 0. We will construct a Lie algebra isomorphism σ from the extension of S by D to the extension of L by D , where D =ȳ 
In order to conclude that the bijective linear map determined by σ is a Lie algebra isomorphism it suffices to check that the defining relations of S are satisfied in H(2 : n; ω 2 ). In fact, we have
where the last formula holds because {xȳ, x (k) y (l) } = 0 unless k, l ≤ 1, and also {xȳ, xy} =xy
Incidentally, the sequence of the constituent lengths in the graded Lie algebra of maximal class AF S(0, b, n, p), which was computed in [CMN97] and utilized in [CN00] , can now be more easily deduced from the isomorphism σ. In fact, viewing the two-step centralizers in the corresponding (twisted) loop algebra of H(2 : n; ω 2 ) and setting q = p n2 we see at once that all components L k are centralized by Y = (D + u 1 ) ⊗ t = (D + x) ⊗ t, except when k ≡ 1 (mod q − 1) and q ≡ 1 (mod p n − 1), in which cases L k is centralized by X = u 1 ⊗ t = x ⊗ t (in the usual notation of [CMN97] but with capital letters instead).
Another consequence of the isomorphism σ is a formula for carrying out explicit computations in the Lie algebra of maximal class AF S(0, b, n, p). In fact, setting
This rather unpleasant formula can be put into the slightly simpler form
by means of standard binomial coefficient manipulations and the less standard but easily proved fact that the value of n k modulo p (for n, k ∈ Z) is periodic in n with period the smallest power of p which is greater than k. Since any nonzero homogeneous element of weight k ≥ 2 of AF S(0, b, n, p) (realized as a loop algebra of H(2 : (n − n 2 , n 2 ); ω 2 ) as above) can be uniquely written as a scalar multiple of
with Z i ∈ {X, −Y }, the above formula allows one to multiply homogeneous elements in AF S(0, b, n, p) without any need for commutator expansions. Finally, the method of iterated deflation described in [CMN97] reduces computations in AF S(a, b, n, p) to computations in AF S (0, b − a, n, p) .
The isomorphism which we have seen above between the algebra of Albert and Frank AF (0, b, n, p) and the Hamiltonian algebra H(2 : n; ω 2 ) is perhaps better expressed in terms of the basis {e ξ } of AF (0, b, n, p). As we have mentioned above, the general case of AF (a, b, n, p) can be reduced to that of AF (0, b − a, n, p) as in [CMN97] , and we record the more general case in the following theorem (which can, of course, also be proved by direct but rather tedious computation).
Theorem 6.1. The algebra of Albert and Frank AF (a, b, n, p) with Lie bracket given by (6.1) (in arbitrary prime characteristic p) is isomorphic with the Hamiltonian algebra H(2 : n; ω 2 ), where n = (n − b + a, b − a). An isomorphism is given by the linear map σ : AF (a, b, n, p) → H(2 : n; ω 2 ) defined by the formula
where the summation is over all pairs (i, j) with 0 ≤ i < n − b + a, 0 ≤ j < b − a and (i, j) = (0, 0). The inverse map is given by
This result gives an explicit realization of H(2 : n; ω 2 ) as a Block algebra. Note that the subalgebra of AF (a, b, n, p) which corresponds to the soluble subalgebra x (i) y (j) : i + j > 0 of H(2 : n; ω 2 ) under the isomorphism σ consists of all elements ξ c ξ e ξ with ξ c ξ ξ
Because of this isomorphism (or by direct verification) this subalgebra of AF (a, b, n, p) is maximal whenever the latter is simple (that is, except when p = 2 and either b − a = 1 or n − b + a = 1). It is known that for p > 3 this is the only maximal subalgebra of codimension two, see [BO88, Theorem 2.16 ]. Now we compute the derivation algebra of an algebra of Albert and Frank. According to the identification of the algebras of Albert and Frank with suitable Hamiltonian algebras given in Theorem 6.1, we may consider their derivation algebras as known from the general results on algebras of Cartan type quoted in Section 4, but only for p > 3. Also, the derivation algebras of all Block algebras (thus including the algebras of Albert and Frank) were computed already in [Blo58] , again under the assumption that p > 3. The reason for this assumption in [Blo58] was that genuine exceptions occur for p = 2, 3 in the more general case of Block algebras. In particular, additional derivations may occur for algebras H(2 : n; ω 0 ) in low characteristics, as we have illustrated in Remarks 4.3 and 4.4. Such exceptions do not arise for the algebras of Albert and Frank, that is, for Hamiltonian algebras H(2 : n; ω 2 ). However, Block's proof in [Blo58] (in particular, Lemma 12) was not devised to deal with low characteristics in this special case, and we offer a variation of it which works in every characteristic.
Every specialization of the defining F p n -grading of the algebra of Albert and Frank AF (a, b, n, p) to an F p -grading (this terminology was explained in Section 5) gives rise to a derivation which multiplies each basis element e ξ by its Proof. Clearly Der(L) inherits an F p n -grading from L, and the maps described are derivations of degree zero. Conversely, let D be a derivation of degree zero. Then we have De ξ = c ξ · e ξ for ξ ∈ F * p n , for suitable scalars c ξ ∈ F p n , and we may set 
which is satisfied as long as ξ and η do not span the same F p c -subspace of F p n , where c = (b − a, n). But if ξ and η do span the same F p c -subspace of F p n , we may choose θ outside this subspace and obtain that c ξ+η +c θ = c ξ+η+θ = c ξ+θ +c η = c ξ +c η +c θ (which also settles the case where ξ + η = 0). Thus, the map c : F p n → F p n is additive. These maps form an n-dimensional F p n -space.
To simplify the calculations which follow we assume a = 0, as we may, and set q = p b . Let D be a derivation of degree τ ∈ F * p n , hence De ξ = c ξ · e ξ+τ for ξ ∈ F * p n (recalling our convention that e 0 = 0), where c ξ ∈ F p n , and we may set 
for ξ, η ∈ F * p n with ξ + η = −τ . However, this equation is trivially satisfied also if ξ = 0 or η = 0 or ξ + η = −τ , hence it holds for all ξ, η ∈ F p n .
For the sake of clarity we only solve the equation in the case where τ = 1. This is no loss because in general the equation can be reduced to this case by setting c ′ ξ = c ξτ . The condition for D being a derivation can be written as (6.2) (ξη
One solution is c ξ = ξ q − ξ, which corresponds to the inner derivation ad e 1 . We will prove that this is the only solution, up to scalars.
Setting η = −ξ in equation (6.2) we obtain that (ξ q − ξ)(c ξ + c −ξ ) = 0, hence c −ξ = −c ξ holds provided ξ q − ξ = 0. Our next goal is to show that the left-hand side of (6.2) always vanishes. We may assume that ξ q − ξ and η q − η do not both vanish, otherwise the coefficient ξη q − ξ q η vanishes, too. Then the left-hand side of (6.2) can also be written as −(ξη
Either expression is invariant under the cyclic substitution ξ → η → −ξ − η → ξ. Hence the right-hand side of (6.2) is invariant, too, implying that
(A more conceptual view of the computation is the following: invariance of the right-hand side of (6.2) under the substitution implies that the (standard) vector product of the two vectors (c ξ , c η , c −ξ−η ) and (ξ q − ξ, η q − η, −ξ q − η q + ξ + η) is a multiple of (1, 1, 1) ; since the vector product is orthogonal to both vectors we have c −ξ−η + c ξ + c η = 0, provided the second vector is nonzero.) Consequently, both sides of (6.2) vanish for all ξ, η ∈ F p n . Hence (η q − η) · c ξ = (ξ q − ξ) · c η , and fixing η such that η q − η = 0 we conclude that c ξ = ((η q − η)
We have already used Theorem 6.2 in Section 4 to extend the scope of Theorem 4.2 to characteristic three. We mention that a convenient basis for the second cohomology group of AF (a, b, n, p) is obtained (in odd characteristic) from the outer derivations given in Theorem 6.2 by the method explained in Section 4, and consists of the cocycles ϕ((D id ) p s )(e ξ , e η ) = δ(ξ + η, 0) · ξ p s for 0 ≤ s < n. In characteristic two these functions are not cocycles because they are not alternating and, in fact, the second cohomology group vanishes, see Remark 4.5.
7. Another thin grading of H(2 : n; ω 2 )
In this section we introduce a Z/(p n2 − 1)Z × (Z/pZ) n1 -grading of L = H(2 : n; ω 2 ). In the special case n 1 = 1, the grading will be (cyclic and) thin, and the corresponding loop algebra will be the thin Lie algebra with all the diamonds of finite type constructed in [CM99] . In fact, the construction of the present grading is guided by the structure of that thin Lie algebra. Unlike in [CM99] , here we put no restriction on the (positive) characteristic.
To briefly outline the construction of the grading, we first note that such a grading gives rise to a Z/(p n2 − 1)-grading and to a (Z/pZ) n1 -grading by specialization. Conversely, the original grading can be recovered from these two specializations. We start with the Z/(p n2 −1)Z-grading of L mentioned at the beginning of Section 5 where (R, S) = (0, −1). Its components arē
The component of degree zero is isomorphic with a Zassenhaus algebra W (1 : n 1 ). As we saw in Section 2, the latter has a grading over the additive group of the field F p n 1 , which is simply the root space decomposition of W (1 : n 1 ) with respect to an appropriate one-dimensional Cartan subalgebra, say e 0 . Viewing W (1 : n 1 ) as a subalgebra of L, the decomposition of L into weight spaces with respect to ad e 0 extends the grading of W (1 : n 1 ) to a grading of L, which turns out to be over the same group F p n 1 . Since e 0 ∈L 0 , it normalizes every componentL j , and it follows that this F p n 1 -grading of L together with the Z/(p n2 − 1)Z-grading yield the desired Z/(p n2 − 1)Z × F p n 1 -grading. As announced above, we identify the subalgebra
of L with the Zassenhaus algebra W (1 : n 1 ) via E i = x (i+1) y, for i = −1, . . . , p n1 −2. This is justified by
Recall from Section 2 that an F p n 1 -graded basis of W is given by e 0 = y +xy e α =xy +
(where the former formula can be seen as a special case of the latter, but we have kept them separated for the sake of clarity, here and below). It is a simple matter to find the weight spaces of ad e 0 on each componentL j , starting from the formula
In particular, eigenvectors for ad e 0 onL 1−j , for j = 1, . . . , p n2 − 1, are
extending the complete set of eigenvectors for ad e 0 on W given by its basis elements e 0,α = e α . Our notation is chosen so that e 1−j,α ∈L 1−j , and {e 0 , e 1−j,α } = αe 1−j,α .
Also, the subscript 1 − j in e 1−j,α will be read modulo p n2 − 1, so that, for example, e 1,α will be the same as e 2−p n 2 ,α . However, beware that e 1,α is not what one would obtain by putting j = 0 in the formulas.
The formulas above give complete sets of eigenvectors for ad e 0 onL 1−j only for j = 1, . . . , p n2 − 2. In fact, ad e 0 acts onL 2−p n 2 as a sum of two-dimensional Jordan blocks, say e 1,α ,ē 1,α , one for each eigenvalue α ∈ F * p n 1 . (These will be the diamonds in the thin grading, in case n 1 = 1.) It is convenient to assume that {e 0 ,ē 1,α } = αē 1,α − αe 1,α , which we may because α = 0. This determinesē 1,α ∈L 1 modulo e 1,α , and we choose to setē
for α ∈ F * p n 1 . It will be convenient to allow also the value α = 0 in the above formula, and thus setē 1,0 = 0. (In case n 1 = 1 the component e 1,0 ,ē 1,0 = e 1,0 corresponds to a fake diamond in the thin grading.)
In the following lemma we summarize what we have obtained so far, and we include the inverse formulas which give the divided powers in terms of the elements e j,α andē j,α .
Lemma 7.1. The Hamiltonian algebra L = H(2 : n;
whenever the latter makes sense, and the basis elements involved are given by
for α ∈ F p n 1 and j = 1, . . . , p n2 − 1,
where 0 0 should be understood as 1. Conversely, for i = 1, . . . , p n1 − 1 and j = 1, . . . , p n2 − 1 we have
where in the last formula it is understood thatē 1,0 = 0.
For later use we record the products of the basis elements given in Lemma 7.1. We have
for j, l = 1, . . . , p n2 − 1, provided 1 ≤ j + l − 1 ≤ p n2 − 1, and zero otherwise, {e 1−j,α ,ē 1,β } = βe 2−j,α+β for j = 2, . . . , p n2 − 1, (7.2) {e 0,α ,ē 1,β } = −βe 1,α+β + βē 1,α+β , (7.3)
It is not necessary to carry out the computations in full in order to prove these formulas, if we use the fact that the basis is graded, according to Lemma 7.1. For example, the result of the product in formula (7.1) must be a scalar multiple of e 2−j−l,α+β , and we only have to find that scalar. Since the monomial y (j) appears in e 1−j,α with coefficient 1, it is enough to compute the coefficient of the monomial y (j+l−1) in the product {e 1−j,α , e 1−l,β }. The products of the only relevant terms, namely
yield the desired conclusion. Formula (7.2) follows similarly by computing {y (j) , βx} = βy (j−1) . Formula (7.4) follows because the monomial y (p n 2 −2) does not appear in the result. The proof of formula (7.3) is just slightly more involved because {e 0,α ,ē 1,β } must be a linear combination of e 1,α+β andē 1,α+β . Since the coefficients ofȳ and x are 1 and 0 in the former, and 0 and α + β in the latter, the conclusion follows by computing the only relevant products, which are {y, −βxȳ} = −βȳ and {y, β 2 x (2) } + {αxy, βx} = β(α + β)x.
(For the dubious case where α + β = 0 recall from Lemma 7.1 that we have set e 1,0 = 0.) Now we restrict our attention to the case of main interest for us by letting n 1 = 1, and introducing the shorthand q = p n2 , so that L has dimension pq − 1. Then the subspaces L k,α form a grading of L over the cyclic group Z/(q − 1)Z × F p . Choosing (1, 1) as a generator of the latter, we will show that the grading is thin, according to Definition 5.3, and that all diamonds are of finite type.
The diamonds occur in all degrees congruent to 1 modulo q−1, with the exception of degree q. We set we have {L k,α , X, Y } = L k+1,α+1 for k ≡ 1 (mod (q − 1)), which shows that the covering property holds in these degrees, since L k,α is onedimensional. To see that the loop algebra is thin, it remains to check the covering property on the two-dimensional components. At the same time we will check the diamond types (including the fake diamond L 1,0 , which is in degree q). Since {e 0,α , X, X} = {−e 1,α+1 , X} = −e 2,α+2 , {e 0,α , X, Y } = {ē 1,α+1 , Y } = −(α + 1)e 2,α+2 , {e 0,α , Y, X} = {(α + 1)e 1,α+1 , X} = (α + 1)e 2,α+2 , {e 0,α , Y, Y } = 0, if a, b are scalars we have {e 0,α , aX + bY, X, Y } = L 2,α+2 unless a = b = 0 in case α = −1, and unless a = 0 in case α = −1 (the case of the fake diamond). It follows that the grading is thin. Furthermore, the elements just above the (possibly fake) diamonds are those of the form V α = e 0,−α−1 and satisfy {V α , Y, X} = α{V α , X, X}, hence the diamond {V α , X}, {V α , Y } in degree q + α(q − 1) (which is fake for α = 0) has type α. Note that most of the computations done in this paragraph need not be carried out in full, provided we use the fact that the elements e k,α and e 1,α form a graded basis of L, according to Lemma 7.1.
We have completed the proof of the following result.
Theorem 7.2. In case n 1 = 1 the cyclic grading of L = H(2 : n; ω 2 ) defined in Lemma 7.1 is a thin grading (with respect to the generator (1, 1) of the grading group). The diamond types are all finite, and follow an arithmetic progression.
Note that {L k,α , Y } = 0 for k ≡ 0, 1 (mod (q − 1)), and also {L 0,−1 , Y } = {L 1,0 , Y } = 0; hence Y centralizes all one-dimensional components which do not immediately precede a diamond.
We remark that thin Lie algebras with diamonds of both finite and infinite types are constructed in [AM05] . The finite diamond types there follow an arithmetic progression, but they are separated by sequences of constant length of diamonds of infinite type. 8. Another realization of H(2 : (1, n 2 ); ω 2 ) as a Block algebra
In [CM99] we constructed a simple Lie algebra A with a thin grading and all diamonds of finite type. Since the location and types of the diamonds of A match those of the algebra L = H(2 : (1, n 2 ); ω 2 ) with the grading defined in the preceding section it follows that the loop algebras of L and A are isomorphic. Actually, this yields an isomorphism between L and A themselves, but it may be necessary to extend the ground field for this. The purpose of this section is to justify these claims.
We recall the definition of A from [CM99] , with slight notational changes to avoid clash with the notation of the present paper. Let p be any prime, let q = p n2 , and set S * = (F p × F q ) \ {(0, 0)}. The F q -vector space A with basis {f u,α | (u, α) ∈ S * } becomes a Lie algebra over F q by defining [f u,α , f v,β ] = (vα − uβ) · f u+v,α+β , where we read 0 · f 0,0 as zero. By construction A is a Block algebra, and so it is simple and isomorphic to a Hamiltonian algebra H(2 : n; ω 2 ) (at least when p > 3, and possibly after extending the ground field, see Section 3). We will construct an isomorphism explicitly.
It was shown in [CM99] that A has a thin grading where the component of degree one is spanned by Now we carry out analogous computations in L = H(2 : (1, n 2 ); ω 2 ) with the thin grading constructed in the previous section, using the formulas obtained there. In particular, the component of degree one in the grading is spanned by X =ē 1,1 and Y = e 1,1 , and we find that The sign discrepancy of the latter formulas with the analogous ones for A seen above means nothing if we work with the loop algebras of A and L (which are isomorphic), but suggests that A may not be isomorphic with L = H(2 : (1, n 2 ); ω 2 ) over F q . We extend the ground field to F q 2 and fix ε ∈ F q 2 with ε q−1 = −1. , Y } for all j ≥ 2. The computations done in Section 7 and in [CM99] show that y and Y centralize all one-dimensional components which do not immediately precede a diamond, in the respective algebras, and also that the diamond types match. It follows that τ ([w, z]) = {τ (w), τ (z)} for all w ∈ A and z = x or y. Since x and y generate A we conclude that the map τ is an isomorphism of Lie algebras (because the set of z ∈ A such that τ ([w, z]) = {τ (w), τ (z)} for all w ∈ A is a subalgebra). Finding explicit formulas for the isomorphism τ in terms of convenient bases for A and L is a matter of some manipulations, and we only record the final result. for β ∈ F * q , τ (f α,0 ) = ε
in terms of divided powers.
Note that there appears to be a certain amount of symmetry between the formulas for τ (f 0,β ) and τ (f α,0 ), because τ (f 0,β ) = q−1 j=1 ε 1−j β j (y (j) + jxy (j) ). The following cocycles of A were introduced in [CM99] , and it was proved that they form a basis for the second cohomology group of A, if p > 3: In view of the isomorphism τ given in Theorem 8.1, we now make the connection with the cocycles of L = H(2 : (1, n 2 ); ω 2 ) described in Theorem 4.2. Call Φ r and Ψ the cocycles obtained by pulling the cocycles ϕ r and ψ of A back to L via the isomorphism τ −1 . A straightforward computation for Ψ, and a slightly more involved one for Φ r , both of which we omit, show that Ψ = −ε −2 ψ 1 and that Φ r = ε p r −2 ϕ r + ϕ(ad xy (q−p r ) ) , in the notation of Section 4.
