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Essay I:  On Testing for Sphericity with Non-normality in a Fixed 




This paper proposes testing the null of sphericity of the variance-covariance matrix in a
fixed effects panel data model which does not require the normality assumption on the
disturbances. This builds on the paper by Chen et al.(2010) who use U -statistics to test
for sphericity of the variance-covariance matrix in statistics. The null of sphericity means
that the variance-covariance matrix is proportional to the identity matrix. Rejecting the
null means having cross-sectional dependence among the individual units of observation
or heteroskedasticity or both. In empirical economic studies, individuals are affected by
common shocks. For example, investors’ decisions may be influenced by the way they interact
with each other and also by common macro-economic shocks or public policies. These
potentially cause cross-sectional dependence among the units.
In statistics, the n× n sample covariance matrix Sn is widely used for tests of sphericity
since it is a consistent estimator for the variance-covariance matrix Σn. One could either use
the likelihood ratio test, see Anderson (2003), or test the Frobenius norm of the difference
between Sn and Σn, see John (1971,1972). However, with panel data sets where n the
number of individuals is larger than the time series dimension of the data T , the sample
covariance matrix becomes singular. This causes problems for the likelihood ratio test which
is based on the inverse of Sn. Even when n is smaller than T , the sample covariance matrix
Sn is ill-conditioned as shown in the Random Matrix Theory (RMT) literature. In fact, the
eigenvalues of the sample covariance matrix Sn are no longer consistent for their population
counterpart, see Johnstone (2001). Ledoit and Wolf (2004) show that the scaled Frobenius
norm of Sn does not converge to that of Σn with n/T → c ∈ (0,∞). As a result, John’s test,
see John (1971,1972), is no longer applicable. Hence, Ledoit and Wolf (2002) propose a new
test for the null of sphericity which could be applied even when n is relatively as large as T .
However, these statistical tests for raw data are not directly applicable to testing sphericity in
panel data regressions since the disturbances are unobservable. Baltagi et al. (2011) extend
the Ledoit and Wolf (2002)’s John test to the fixed effects panel data model and correct for
2
the bias due to substituting within residuals for the actual disturbances. However, their test
relies on the normality assumption and their simulation results show that the test has size
distortion under non-normality of the disturbances.
To account for the possible “non-normality” of the disturbances as well as the “large n,
small T” issues in testing the null of sphericity, Chen et al.(2010) propose a modified John
test by constructing U -statistics of observable samples for estimating trΣn and trΣ
2
n. Based
on their work, this paper proposes a new test for the null of sphericity of the disturbances
in a fixed effects regression panel data model. This test does not require the assumption of
normality of the disturbances, and can be applied to the case where n is larger than T . The
limiting distribution of this test statistic under the null is derived. Also, its finite sample
properties are studied using Monte Carlo simulations.
The paper is organized as follows. Section 2 specifies the fixed effects panel data regression
model and the assumptions required. Section 3 introduces the test statistic. Section 4 derives
the limiting distribution of this test statistic under the null and discusses its power properties.
Section 5 reports the results of Monte Carlo simulations, while Section 6 concludes. All the
proofs and technical details can be found in an Appendix available upon request from the
authors.
Notation: ||B|| = (tr(B′B))1/2 is the Frobenius norm of a matrix B or the Euclidean norm
of a vector B, and tr(B) is the trace of B.
d−→ denotes convergence in distribution and p−→
denotes convergence in probability. For two matrices B = (bij) and C = (cij), we define
B ◦ C = (bijcij).
2 The Model and Assumptions
Consider the following fixed effects panel data regression model
yit = α + x
′
itβ + µi + vit, for i = 1, 2, . . . , n; t = 1, 2, . . . , T, (2.1)
3
where i indexes the cross-sectional dimension and t indexes the time series dimension. yit is
the dependent variable, xit denotes the k × 1 vector of exogenous regressors, and β is the
corresponding k × 1 vector of parameters. µi denotes the time-invariant individual effects
which can be fixed or random and could be correlated with the regressors. Define the vector
of disturbances vt = (v1t, . . . , vnt)
′ and its corresponding variance-covariance matrix Σn. The
null hypothesis of interest is sphericity:
H0 : Σn = σ
2
vIn vs H1 : Σn 6= σ2vIn. (2.2)
The alternative hypothesis allows cross-sectional dependence or heteroskedasticity or both.
For the panel data regression model, vit is unobserved, and the test statistic is based
upon consistent estimates of variance-covariance matrix, denoted by Sn or its correlation
coefficients matrix counterpart, see Breusch and Pagan (1980). Baltagi et al. (2011) extend
the Ledoit and Wolf (2002) test to a fixed effects panel data model with large n and large
T . They show that the noise resulting from using within residuals rather than the actual
disturbances accumulates and causes bias for the proposed test statistic. However, their
simulations show that their test is oversized under non-normality of the disturbances. This
paper extends Chen et al. (2010) to test the null of sphericity of the variance-covariance
matrix of the disturbances in a fixed effects panel data regression model without assuming
normality of the disturbances. We use the within residuals which are given by





where x˜it = xit − x¯i. and x¯i. = 1T
∑T



















. Let y˜t = (y˜1t, . . . , y˜nt)
′, vˆt = (vˆ1t, . . . , vˆnt)′, v¯. = (v¯1. , . . . , v¯n.)
′, and





. To facilitate our analysis, we require the following assumptions:
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Assumption 1 The n× 1 vectors v1, v2, . . . , vT are independent and identically distributed
(i.i.d.) with mean vector 0 and covariance matrix Σn = ΓΓ
′, where Γ is an n×m (m ≤ ∞)
matrix, vt can be written as vt = ΓZt, where Zt = (zt1, . . . , ztm) are i.i.d.random vectors with
mean vector 0 and covariance matrix Im. We also assume that each vit, for i = 1, . . . , n has
uniformly bounded 8th moment and there exists a finite constant ∆ such that E(z41l) =
3 + ∆, for l = 1, . . . ,m.
Assumption 2 The regressors xit, i = 1, ..., n, t = 1, ..., T are independent of the idiosyn-
cratic disturbances vit, i = 1, . . . , n, t = 1, . . . , T . The regressors xit have finite fourth
moments: E[||xit||4] ≤ K <∞, where K is a positive constant.
Assumption 3 As (n, T )→∞, tr(Σ2n)→∞, tr(Σ4n)/tr2(Σ2n)→ 0.
The asymptotics follow the framework employed by Chen et al. (2010). Assumption 3
requires tr(Σ4n) to grow at a slower rate than tr
2(Σ2n). This assumption is flexible. In fact,




is always true for any n as n → ∞. Moreover, this assumption allows n to be much larger
than T , which is more suitable for micro-panel data.
3 Ju Test
For testing the null hypothesis (2.2), the test statistic is based on the scaled distance measure

























where Sn is the n × n sample covariance matrix and In is an n × n identity matrix. With






But when n goes to infinity, the test statistic diverges. Ledoit and Wolf (2002) propose a
modified test statistic under the null, as (n, T )→∞ and n/T → c ∈ (0,∞):






, then under the null J0
d−→ N(0, 1). However, this test cannot be
used directly in a fixed effects panel data regression model. The raw data sample covariance






t, where vˆt is the within residual












− 1 and the





. Baltagi et al. (2011) propose a bias
correction:
JBFK = Jˆ0 − n
2(T − 1) . (3.4)
They show that in a fixed effects panel data regression, as (n, T ) → ∞ and n/T → c,
JBFK
d−→ N(0, 1) under the null. However, their result relies on the normality assumption
of vt. Without the normality assumption, the bias-corrected John test is not robust, see the
simulations in Baltagi et al. (2011).
Chen et al. (2010) propose a new test statistic for the sphericity of the variance-covariance
matrix of the disturbances without the normality assumption and under much relaxed con-
ditions where n could be much larger than T . They construct the U -statistics for estimating
trΣn and trΣ
2
n. Following their framework, we propose a residual-based test statistic for















































where CiT = T !/(T − i)!. Also, let Rˆ1 = Mˆ1,T − Mˆ2,T and Rˆ2 = Mˆ3,T − 2Mˆ4,T + Mˆ5,T .
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If we observe the true vt, then R1, R2 and Mj,T , for j = 1, 2, 3, 4, 5 are obtained sim-
ilarly by replacing (vˆt, vˆs, vˆτ , vˆη) with (vt, vs, vτ , vη). R1 and R2 are unbiased estimators
for trΣn and trΣ
2
n, respectively. The scaled distance measure between σ
−2
v Σn and In is
given by UT =
nR2
R21











































, then under the null JCZZ
d−→ N(0, 1). Following this framework, we














Ju is the residual-based statistic corresponding to JCZZ . There are two important issues to
be considered. First, whether the residual-based Rˆ1 and Rˆ2 are consistent estimates for trΣn
and trΣ2n under the null, respectively. Second, the asymptotics of the proposed test need to
be derived. Both concerns are tackled in the next Section.
4 Asymptotics of the Ju Test















v , respectively. Next, we show Ju converges to N(0, 1) under the
null and we discuss its power properties. To examine the asymptotics of Ju, we rewrite it as







The first term JCZZ is asymptotically standard normal under the null. The second term
Ju − JCZZ is the scaled difference between the residual-based UˆT and the true UT . From
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Section 3, this difference can be rewritten as follows:



































Rˆ2 − 1nR2. Their asymptotic behavior is given in the following propositions:



























































































































Propositions 1 and 2 show that the differences 1
n
Rˆ1 − 1nR1 and 1nRˆ2 − 1nR2 vanish as
(n, T ) → ∞. Therefore, since 1
n
R1
p−→ σ2v and 1nR2
p−→ σ4v , we conclude that 1nRˆ1 and
1
n




v respectively. The following corollary gives these
conclusions:










Rˆ2 is a consistent estimator of σ
4
v under the null with large n and large T .
However, 1
n
trSˆ2n is not consistent, see Baltagi et al. (2011).



















Propositions 1, 2 and 3 give the asymptotics of the bias term Ju − JCZZ . Compared
with the statistic based on raw data, the test statistic based on the within residuals, defined




. This has the additional
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. These two terms can be regarded as extra noise resulting from






Rˆ1 − 1nR1 = 1n(Mˆ1,T − M1,T ) − 1n(Mˆ2,T − M2,T ) and 1nRˆ2 − 1nR2 = 1n(Mˆ3,T − M3,T ) −
2
n












, for j = 1, 2, 3, 4, 5. Note that v¯. is an
n dimensional vector, although each element of v¯. is Op(
1√
T
), v¯. may still accumulate in the






which is related to both n and T . We may expect its convergence speed 1√
nT
to be
fast enough so that x˜′t(β˜−β) vanishes as (n, T )→∞. More specifically, Proposition 2 shows
the leading terms of 1
n
Mˆj,T − 1nMj,T , for j = 3, 4, 5 will not vanish if nT 2 does not converge
to zero. These terms are caused by the accumulation of v¯.. However, due to the subtraction
























since their expressions are exactly the same. These cancellations lead us to
1
n






































. Therefore, Ju − JCZZ p→ 0 as (n, T ) → ∞ and
we do not need to correct the bias in the fixed effects panel data regression model. This
result is based on our detailed calculation of how v¯. and x˜
′





, for j = 1, 2, 3, 4, 5 and the special formulation of JCZZ . As discussed
above, the convergence of Ju is given by the following theorem:
Theorem 4 Under Assumptions 1-3 and the null, in the fixed effects panel data regression
model (2.1), as (n, T )→∞
Ju
d−→ N(0, 1). (4.3)
Under the alternative, the limiting distribution of Ju is the same as (3.5) if
T(UˆT−UT )
2





n×n, where ρ ∈ (−1, 1) and ρ 6= 0. σ2l = var(vlt), which is uniformly
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bounded away from infinity and zero, for l = 1, . . . , n. Under this alternative, we can show
that Ju − JCZZ = op(1), which in turn implies that Ju and JCZZ have the same power







. One can show
that Tδ1,T → ∞ and δ2,T/(Tδ21,T ) → 0 as (n, T ) → ∞. This satisfies the conditions of
Theorem 4 in Chen et al. (2010). By using this Theorem, the corresponding power function
P (Ju ≥ zα|Σn = (σiσjρ|j−i|)n×n) → 1, as (n, T ) → ∞, where zα is the upper quantile of
N(0, 1). Let us consider a special case under this alternative. More specifically, assume that
∆ = 0, σi = σj = σv for any (i, j) and T/n → 0 as (n, T ) → ∞. It follows that ψ−1 → T2
and (1− ρ2) Ju − Tρ2/2 d−→ N(0, 1).
5 Monte Carlo Simulations
We conduct Monte Carlo experiments to assess the empirical size and power of the Ju
test proposed in this paper. We follow the design of Baltagi et al. (2011) and assume
homoskedasticity on the remainder error term. In this case, the Ju test becomes a test for
cross-sectional dependence. We also report the performance of JBFK proposed by Baltagi et
al. (2011) for comparison purposes.
5.1 Experiment Design
Consider the following data-generating process:
yit = α + βxit + µi + vit, i = 1, . . . , n; t = 1, . . . , T, (5.1)
xit = λxi,t−1 + µi + ηit, (5.2)
where µi is the fixed effects and vit is the idiosyncratic error, ηit ∼ i.i.d. N(φη, σ2η). The
regressor xit is allowed to be correlated with the µi’s. This follows the design by Im et al.
(1999).
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To study the power of the tests, we consider two different types of cross-sectional depen-
dence models: a factor model and a spatial model. For the factor model, see Pesaran (2004),
Pesaran and Tosetti (2011), Baltagi et al. (2011), we assume:
vit = γift + it, (5.3)
where ft (t = 1, . . . , T ) are the factors and γi (i = 1, . . . , n) are the loadings. For the spatial
model, we consider a first-order spatial autocorrelation model SAR(1), see Anselin and Bera
(1998) and Baltagi et al. (2003), given by:
vit = δ(0.5vi−1,t + 0.5vi+1,t) + it. (5.4)
The it in (5.3) and (5.4) are assumed to be i.i.d.(0, σ
2
 ) across individuals and over time.
Under the null, we have γi = 0 and δ = 0.
Under the null, the vit comes from some i.i.d. distribution across individuals and over
time with mean zero and variance σ2v . These are not necessarily normally distributed. For
models (5.1) and (5.2), we set α = 1 and β = 2; µi is drawn from i.i.d. N(φµ, σ
2
µ) with
φµ = 0 and σ
2
µ = 0.25. We also set λ = 0.7, φη = 0 and σ
2
η = 1. For models (5.3) and (5.4),
γi ∼ i.i.d. U(−0.5, 0.55); ft is set to be i.i.d. N(0, 1) and δ = 0.4. Various distributions are
considered in generating the model errors, vit in (5.1) and it in (5.3) and (5.4) are assumed
be normal, lognormal, gamma, chi-squared with mean zero and variance 0.5.
The Monte Carlo experiments are conducted for n = 20, 40, 60, 80, 100, 200, 400 and T =
20, 40, 60, 80. We perform 1, 000 replications to compute the Ju and JBFK test statistics.




Table 1 gives the empirical size of the Ju and JBFK tests allowing vit to be generated from
different distributions. When the disturbances are normally distributed, the size of Ju and
JBFK are both close to 5%, which is consistent with the theoretical results. The rest of Table
1 shows the results with vit coming from alternative non-normal distributions. The size of
Ju is close to 5% when n and T are large; for small n or small T , it is slightly oversized.
However, JBFK is no longer robust to non-normality and suffers from size distortions.
Table 2 presents the size adjusted power of the tests under the alternative specification
of a factor model. Both tests have size adjusted power that is almost 1 when n and T are
large with vit normally distributed. For small n and small T , the size adjusted power of
Ju works as well as JBFK . Note that the size adjusted power of JBFK is quite good even
when n is a lot larger than T for the normal distribution scenario. However, for non-normal
distributions, the size adjusted power of Ju is 1 as n and T become large; and it is larger
than the size adjusted power of JBFK for all (n, T ) combinations.
Table 3 reports the size adjusted power of both tests under the alternative specification
of SAR(1). The results are similar to the factor model. Ju works as well as JBFK for the
normal distribution scenario, but better for all combinations of n and T for non-normal
distribution scenarios.
6 Conclusion
Though the John test proposed by Baltagi et al. (2011) has been shown to perform well
for a large panel data regression model with fixed effects, it relies heavily on the normality
assumption. This paper proposes a new test, Ju, for the null of sphericity of the disturbances
which does not rely on the normality assumption. Instead of n/T → c, we allow n to be a




Essay I is based on the paper of Baltagi, Kao and Peng (2015).
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Table 1: Size of Tests
n
Normal Errors T 20 40 60 80 100 200 400
Ju 20 6.4 7.1 6.5 8.0 7.8 7.2 6.3
40 5.6 7.0 4.9 4.7 5.8 5.9 6.0
60 6.7 7.1 6.5 5.7 5.4 5.5 5.9
80 5.2 5.6 4.9 7.1 5.8 5.1 4.4
JBFK 20 6.4 6.7 5.6 6.6 6.9 6.1 5.8
40 5.8 6.7 5.0 4.9 5.6 6.5 5.1
60 6.5 6.6 6.7 5.9 4.8 5.0 5.9
80 5.0 5.3 4.6 6.7 6.1 4.7 4.7
Gamma Errors
Ju 20 7.2 6.8 8.0 7.3 5.5 7.7 6.9
40 7.1 5.6 7.0 6.8 5.1 5.3 5.1
60 7.4 7.0 5.2 6.0 6.0 5.4 5.1
80 6.2 5.9 5.6 5.2 6.5 5.3 5.6
JBFK 20 16.0 17.8 19.4 20.1 18.6 21.3 18.3
40 17.4 17.5 21.0 19.3 17.0 19.7 18.2
60 19.5 19.9 16.4 19.3 18.0 18.6 18.5
80 18.5 18.8 17.7 18.5 19.3 18.2 18.8
Lognormal Errors
Ju 20 9.3 7.9 6.8 7.6 7.2 6.2 7.1
40 8.0 8.0 5.7 6.3 6.9 6.7 6.4
60 8.3 6.4 6.6 6.5 5.9 5.3 5.4
80 7.0 6.3 7.1 6.0 5.8 5.0 6.0
JBFK 20 27.1 26.9 27.9 27.8 28.5 28.0 29.0
40 26.5 30.2 27.0 29.0 28.3 29.7 28.7
60 25.4 27.1 29.9 29.7 30 30.3 30.9
80 26.2 26.7 29.0 28.1 28.4 32.0 30.1
Chi-squared Errors
Ju 20 8.4 8.2 7.6 7.9 7.7 6.9 7.6
40 8.6 6.8 6.6 6.3 5.0 7.3 6.2
60 8.4 8.1 7.6 5.6 4.6 5.5 5.4
80 8.0 6.4 7.1 7.3 4.9 6.5 6.0
JBFK 20 26.6 26.2 28.7 29.8 30.7 29.6 31.9
40 27.9 29.3 31.5 31.9 31.0 32.4 33.2
60 30.6 33.5 33.6 31.6 32.3 32.5 28.9
80 30.7 30.1 35.0 34.1 32.9 32.4 31.8
Notes: This table reports the size of Ju and JBFK with different error distribution specification in a fixed
effects panel data model without cross-sectional dependence among the errors. The tests are one-sided and
are conducted at the 5% nominal significance level. We conduct the simulation with four distributions:
normal, gamma, lognormal and chi-squared with mean 0, and variance 0.5.
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Table 2: Size adjusted power of tests: factor model
n
Normal Errors T 20 40 60 80 100 200 400
Ju 20 73.1 94.0 98.3 99.5 99.7 99.8 100
40 95.6 99.8 99.9 100 100 100 100
60 99.3 100 100 100 100 100 100
80 99.8 100 100 100 100 100 100
JBFK 20 73.4 94.7 98.3 99.5 99.9 99.9 100
40 95.8 99.8 99.9 100 100 100 100
60 99.4 100 100 100 100 100 100
80 99.8 100 100 100 100 100 100
Gamma Errors
Ju 20 68.2 93.3 97.1 99.1 99.6 100 100
40 94.6 99.7 100 100 100 100 100
60 99.1 100 100 100 100 100 100
80 99.6 100 100 100 100 100 100
JBFK 20 60.1 89.0 96.1 98.5 99.2 99.9 100
40 91.5 99.5 99.9 100 100 100 100
60 98.1 100 100 100 100 100 100
80 99.2 100 100 100 100 100 100
Lognormal Errors
Ju 20 68.1 91.6 98.2 99.2 99.4 99.9 100
40 95.3 99.7 100 100 100 100 100
60 99.6 100 100 100 100 100 100
80 99.9 100 100 100 100 100 100
JBFK 20 48.7 85.2 95.5 97.6 98.3 99.9 100
40 88.3 99 100 100 100 100 100
60 97.9 100 100 100 100 100 100
80 99.5 100 100 100 100 100 100
Chi-squared Errors
Ju 20 70.1 90.3 98 98.9 99.4 100 100
40 94.1 100 100 100 100 100 100
60 98.6 100 100 100 100 100 100
80 99.6 100 100 100 100 100 100
JBFK 20 53.8 80.4 93.5 97.8 98.3 100 100
40 84.8 99.3 100 100 100 100 100
60 96.1 100 100 100 100 100 100
80 98.6 100 100 100 100 100 100
Notes: This table computes the size adjusted power for a factor structure model that allows for cross-
sectional dependence in the error. We conduct the simulation with four distributions: normal, gamma,
lognormal and chi-squared with mean 0, and variance 0.5.
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Table 3: Size adjusted power of tests: SAR(1) model
n
Normal Errors T 20 40 60 80 100 200 400
Ju 20 81.4 83.7 86.0 82.1 83.3 84.8 88.0
40 99.9 99.9 100 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
JBFK 20 82 87.1 89.7 87.5 86.4 88.3 90.6
40 100 99.9 100 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
Gamma Errors
Ju 20 75.1 81.6 84.3 84.1 87.3 85.0 86.2
40 99.9 100 100 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
JBFK 20 74 78.3 82.2 83.3 83.8 84.1 84.9
40 99.9 100 99.9 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
Lognormal Errors
Ju 20 71.4 80.2 83.5 83.5 85.2 87.8 88.6
40 99.9 100 100 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
JBFK 20 61.4 72.3 79.8 80.4 80.1 86.1 84.8
40 99.4 100 99.9 99.9 100 99.9 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
Chi-squared Errors
Ju 20 74.2 79.5 83.6 84.2 84.8 86.3 84.5
40 99.7 100 99.7 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
JBFK 20 65.6 70.3 79.5 77.9 76.7 82.6 78.4
40 99.4 99.7 99.7 100 100 100 100
60 100 100 100 100 100 100 100
80 100 100 100 100 100 100 100
Notes: This table computes the size adjusted power for a SAR(1) structure model that allows for cross-
sectional dependence in the error. We conduct the simulation with four distributions: normal, gamma,
lognormal and chi-squared with mean 0, and variance 0.5.
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Appendix
This appendix includes all the proofs of the Propositions and Theorems in the text, and it
also presents some useful Lemmas, which are frequently used in the proofs of the Proposi-
tions and Theorems.
In the fixed effects panel data regression model:
yit = x
′
itβ + µi + vit (i = 1, . . . , n, t = 1, . . . , T ).
β˜ is the within estimator and the within residual is vˆit = y˜it − x˜′itβ˜, where y˜it = yit − y¯i. and
x˜it = xit − x¯i.. Define v˜it = vit − v¯i., then the residuals vˆit = v˜it − x˜′it(β˜ − β) and in vector
form we have vˆt = v˜t − x˜t(β˜ − β). Before we go to the proofs, we introduce the following
lemmas which will be used frequently later.
Lemma 1 For a random sequence Zn, if E(Z
2
n) = O(n
v), where v is a constant, then Zn =
Op(n
v/2).
It is Lemma 1 in Baltagi, Feng and Kao(2011), we put it here since we use it frequently.

























































































































by using the fact 1√
nT





































































































































































































js − σ4v) = Op(1).



































































Proof. Before the proofs, to simplify the notation, let’s define































































































































































































































































































































































A Proof of Proposition 1
A.1 Proof of part (1)
Proof. Recall in a panel data model y˜it = x˜
′
itβ + v˜it, we have
















It is easy to show that
β˜ − β = Op( 1√
nT
).
Now vˆit = y˜it− x˜′itβ˜ = x˜′itβ+ v˜it− x˜′itβ˜ = v˜it− x˜′it(β− β˜). In vector form vˆt = v˜t− x˜t(β˜−β),





































tx˜t(β˜−β); and A3 = 1nT
∑T
t=1(β˜−β)′x˜′tx˜t(β˜−β).




M1,T − σ2vT +Op( 1T√n);





























































































































































































Here we use the fact that β˜ − β = Op( 1√nT ).















































































s=1(β˜ − β)′x˜′tx˜s(β˜ − β).




M2,T − σ2vT +Op( 1T√n);









Proof. 1) Proof of b1
B1 =
1





(vt − v¯·)′(vs − v¯·)
=
1























































2) Proof of b2
B2 =− 2





(β˜ − β)′x˜′t(vs − v¯·)
=− 2




























































3) Proof of b3
B3 =
1





































A.3 Proof of part (3)




















































B Proof of Proposition 2
Proof. Due to space limit, we put the proofs for part (1), (2), (3) in supplementary appendix.






















































C Proof of Corollary 1






















D Proof of Corollary 2
Proof. With part (4) of Proposition 2 and part (g) of Lemma 2, as (n, T ) → ∞ and































E Proof of Proposition 3
Proof. With Proposition 1 and 2, we have




































































Let’s first consider the numerator, since 1
n
R1 = Op(1) and
1
n
R2 = Op(1), as (n, T ) → 0 and
n/T 2























































































































































From the results above, we can easily show that





F Proof of Theorem 1








The following Sections prove part (1), (2), (3) of Proposition 2.
G Proof of part (1)
Proof. Since 1
n



















((v˜t − x˜t(β˜ − β))′(v˜s − x˜s(β˜ − β)))2
= tr{ 1






































































tx˜s(β˜ − β)(β˜ − β)′x˜′tx˜s)(β˜ − β).




















































G.1 Proof of part (c1)
C1 =
1















(vt − v¯·)′(vs − v¯·)(vt − v¯·)′(vs − v¯·)
=
1





























































Lemma 7 Under Assumption 1, 2, 3 and the null,





















































Proof. 1) Proof of part (1)
C11 = −
4





























































Here we need to discuss three cases of (s, t, τ): (1) t 6= s; t = τ ; (2) t 6= s; s = τ ; (3) t 6= s 6= τ .
Then the first term becomes the following:
− 4








































































Next we consider the second term
− 4
















































































2) Proof of part (2)
C21 =
2













































































To consider the order of the two terms of C21 . First, we distinct the cases of the first term,
for (t 6= s, τ, η), we have ten cases:
I) Two “ = ”s: (1) (s = τ = η) 6= t; (2) (t = τ = η) 6= s; (3) (s = τ) 6= (t = η); (4)
(s = η) 6= (t = τ);
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II) One “ = ”: (5) (t = τ) 6= s 6= η; (6) (t = η) 6= s 6= τ ; (7) (s = τ) 6= t 6= η; (8)
(s = η) 6= t 6= τ ; (9) (τ = η) 6= t 6= s;
III) No “ = ”: (10) t 6= s 6= τ 6= η.
Then the first term of C21 can be calculated respectively as the following:


































































































































































Similarly, we can also expand the second term as the following ten cases:












































































































































































































































There are five cases for the first term, they are t = s = τ ; t = s 6= τ , t = τ 6= s, s = τ 6= t,
t 6= s 6= τ . Then the first term can be expressed by the sum of the following five cases:














































































Similarly, we can also get the five cases of the second term:









































































































4) Proof of part (4)
C41 =
2







































































To distinguish the two terms, there are 10 cases to discuss:
I) Two “=”s: (1) t = τ = η 6= s; (2) t 6= s = τ = η; (3) t = τ 6= s = η; (4) t = η 6= s = τ ;
II) One “=”: (5) (t = τ) 6= s 6= η; (6) (t = η) 6= s 6= τ ; (7) t 6= (s = τ) 6= η; (8)
t 6= (s = η) 6= τ ; (9) t 6= s 6= (τ = η);
III) No “=”: (10) t 6= s 6= τ 6= η.
Then the first term of C41 can be expanded to 10 cases as the following:



































































































































































Similarly, we can also get 10 terms for the second term’s expansion:





























































































































































































































































































































G.2 Proof of part c2
C2 =− 4






























































































(β˜ − β)′∑Tt=1 v¯·v¯·x˜′tv¯·.
Lemma 8 Under Assumption 1, 2, 3 and the null,
















































Proof. Proof of part (1)
C12 =−
4












































Proof of part (2)
C22 =
4























































To expand the two terms of C22 , we consider 3 cases : (1) t = τ 6= s; (2) t 6= τ 6= s; (3)
t 6= s = τ . The first term of can be expanded as the following terms:
(1) t = τ 6= s : 4












(2) t 6= s 6= τ : 4












(3) t 6= s = τ : 4












The second term can be expanded as:
(1) t = τ 6= s : 4














(2) t 6= s 6= τ : 4

















(3) t 6= s = τ : 4





















Proof of part (3)
C32 =
4

























































As C22 , the two terms can be expanded as the following three cases, let’s first consider the
first term:
(1) t = τ 6= s : 4












(2) t 6= s = τ : 4












(3) t 6= s 6= τ : 4












The second term can be expanded as the following:
(1) t = τ 6= s : 4














(2) t 6= s = τ : 4














(3) t 6= s 6= τ : 4
















































































We distinguish 5 cases for the expansion of the two terms, consider the first term:
(1) t = s = τ : 4
nT 3
(β˜ − β)′∑Tt=1∑ni=1 v3itx˜it = Op( 1nT 3 );
(2) t = s 6= τ : 4
nT 3
(β˜ − β)′∑Tt6=τ∑Tτ=1∑ni=1 v2itx˜itviτ = Op( 1nT 2 );
(3) t = τ 6= s : 4
nT 3
(β˜ − β)′∑Tt6=s∑Ts=1∑ni=1 v2itvisx˜it = Op( 1nT 2 );
(4) t 6= s = τ : 4
nT 3
(β˜ − β)′∑Tt6=s∑Ts=1∑ni=1 vitv2isx˜it = Op( 1nT 2 );
(5) t 6= s 6= τ : 4
nT 3
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑ni=1 vitvisx˜itviη = Op( 1nT 2 ).
Similarly the second term also can be expanded as the following terms:
(1) t = s = τ : 4
nT 3
(β˜ − β)′∑Tt=1∑ni6=j∑nj=1 v2itx˜jtvjt = Op( 1T 3 );
(2) t = s 6= τ : 4
nT 3
(β˜ − β)′∑Tt6=τ∑Tη=1∑ni6=j∑nj=1 v2itx˜jtvjτ = Op( 1T 2 );
(3) t = τ 6= s : 4
nT 3
(β˜ − β)′∑Tt6=s∑Ts=1∑ni6=j∑nj=1 vitvisx˜jtvjt = Op( 1T 2√nT );
(4) t 6= s = τ : 4
nT 3
(β˜ − β)′∑Tt6=s∑Ts=1∑ni6=j∑nj=1 vitvisx˜jtvjs = Op( 1T 2√nT );
(5) t 6= s 6= τ : 4
nT 3
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑ni6=j∑nj=1 vitvisx˜jtvjτ = Op( 1T 2√n).






Proof of part (5)
C52 =
4






















































The first term then can be expressed as the following 3 terms:
(1) t = τ 6= s : 4












(2) t 6= s = τ : 4












(3) t 6= s 6= τ : 4














The second term of C52 can be expressed as:
(1) t = τ 6= s : 4














(2) t 6= s = τ : 4














(3) t 6= s 6= τ : 4






























Proof of part (6)
C62 =−
4


























































There are 10 cases for expanding:
I) Two “=”s: (1) t = τ = η 6= s; (2) t 6= s = τ = η; (3) t = τ 6= s = η; (4) t = η 6= s = τ ;
II) One “=”: (5) t = τ 6= s 6= η; (6) t = η 6= s 6= τ ;(7) t 6= τ 6= s = η; (8) t 6= η 6= s = τ ; (9)
t 6= s 6= τ = η;
III) No “=”: (10) t 6= s 6= τ 6= η.
The first term of C62 can be expanded as the following 10 terms:
(1) t = τ = η 6= s : − 4












(2) t 6= s = τ = η : − 4












(3) t = τ 6= s = η : − 4












(4) t = η 6= s = τ : − 4












(5) t = τ 6= s 6= η : − 4












(6) t = η 6= s 6= τ : − 4












(7) t 6= τ 6= s = η : − 4














(8) t 6= η 6= s = τ : − 4














(9) t 6= s 6= τ = η : − 4














(10) t 6= s 6= τ 6= η : − 4















Similarly, there are also 10 terms for expanding the second term of C62 :
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(1) t = τ = η 6= s : − 4














(2) t 6= s = τ = η : − 4














(3) t = τ 6= s = η : − 4














(4) t = η 6= s = τ : − 4

































































(8) t 6= η 6= s = τ : − 4


























































Proof of part (7)
C72 =−
4




























































We consider the 10 cases to distinguish C72
I) Two “=”s: (1) t = τ = η 6= s; (2) t 6= s = τ = η; (3) t = τ 6= s = η; (4) t = η 6= s = τ ;
2) One “=”: (5) t = τ 6= s 6= η; (6) t = η 6= s 6= τ ; (7) t 6= τ 6= s = η; (8) t 6= η 6= s = τ ; (9)
t 6= s 6= τ = η;
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3) No “=”: (10) t 6= s 6= τ 6= η.
Obviously the first term is equal to the first term of C26 , then
− 4
















Then consider the second term:
(1) t = τ = η 6= s : − 4














(2) t 6= s = τ = η : − 4














(3) t = τ 6= s = η : − 4














(4) t = η 6= s = τ : − 4


















































































(9) t 6= s 6= τ = η : − 4






























































































































We consider the following 15 cases for expansion:
I) Three “=”s: (1) t = s = τ = η;
II) Two “=”s: (2) (t = s) 6= (τ = η); (3) (t = τ) 6= (s = η); (4) (t = η) 6= (s = τ); (5)
(t = s = τ) 6= η; (6) (t = s = η) 6= τ ; (7) (t = τ = η) 6= s; (8) t 6= (s = τ = η);
III) One “=”: (9) t = s 6= τ 6= η; (10) t = τ 6= s 6= η; (11) t = η 6= s 6= τ ; (12) s = τ 6= t 6= η;
(13) s = η 6= t 6= τ ; (14) τ = η 6= t 6= s;
IV) No ”=”:(15) t 6= s 6= τ 6= η.
For each case, the first term can be calculated respectively as above:
(1) t = s = τ = η : 4
nT 4
(β˜ − β)′∑Tt=1∑ni=1 v3itx˜it = Op( 1nT 4 );
(2) (t = s) 6= (τ = η) : 4
nT 4
(β˜ − β)′∑Tt6=τ∑Tτ=1∑ni=1 vitv2iτ x˜it = Op( 1nT 3 );
(3) (t = τ) 6= (s = η) : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni=1 v2isvitx˜it = Op( 1nT 3 );
(4) (t = η) 6= (s = τ) : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni=1 v2isvitx˜it = Op( 1nT 3 );
(5) (t = s = τ) 6= η : 4
nT 4
(β˜ − β)′∑Tt6=η∑Tη=1∑ni=1 v2itviηx˜it = Op( 1nT 3 );
(6) (t = s = η) 6= τ : 4
nT 4
(β˜ − β)′∑Tt6=τ∑Tτ=1∑ni=1 v2itviτ x˜it = Op( 1nT 3 );
(7) (t = τ = η) 6= s : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni=1 v2itvisx˜it = Op( 1nT 3 );
(8) t 6= (s = τ = η) : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni=1 v3isx˜it = Op( 1nT 3 );
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(9) t = s 6= τ 6= η : 4
nT 4
(β˜ − β)′∑Tt6=τ 6=η∑Tτ 6=η∑Tτ 6=η∑ni=1 vitviτ x˜itviη = Op( 1nT 3 );
(10) t = τ 6= s 6= η : 4
nT 4
(β˜ − β)′∑Tt6=s6=η∑Ts6=η∑Tη=1∑ni=1 visvitx˜itviη = Op( 1nT 3 );
(11) t = η 6= s 6= τ : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑Tτ=1∑ni=1 visviτ x˜itvit = Op( 1nT 3 );
(12) s = τ 6= t 6= η : 4
nT 4
(β˜ − β)′∑Tt6=s6=η∑Ts6=η∑Tη=1∑ni=1 v2isx˜itviη = Op( 1nT 2 );
(13) s = η 6= t 6= τ : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑Tτ=1∑ni=1 v2isviτ x˜it = Op( 1nT 2 );
(14) τ = η 6= t 6= s : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑Tτ=1∑ni=1 visv2iτ x˜it = Op( 1nT 2 );
(15) t 6= s 6= τ 6= η : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ 6=η∑Ts6=τ 6=η∑Tτ 6=η∑Tη=1∑ni=1 visviτ x˜itviη = Op( 1nT 2 ).
Similarly, the second term also can be expanded as the following 15 cases:
(1) t = s = τ = η : 4
nT 4
(β˜ − β)′∑Tt=1∑ni6=j∑nj=1 v2itx˜jtvjt = Op( 1T 4 );
(2) (t = s) 6= (τ = η) : 4
nT 4
(β˜ − β)′∑Tt6=τ∑Tτ=1∑ni6=j∑nj=1 vitviτ x˜jtvjτ = Op( 1T 3√nT );
(3) (t = τ) 6= (s = η) : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni6=j∑nj=1 visvitx˜jtvjs = Op( 1T 3√nT );
(4) (t = η) 6= (s = τ) : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni6=j∑nj=1 v2isx˜itvjt = Op( 1T 3 );
(5) (t = s = τ) 6= η : 4
nT 4
(β˜ − β)′∑Tt6=η∑Tη=1∑ni6=j∑nj=1 v2itx˜jtvjη = Op( 1T 3 );
(6) (t = s = η) 6= τ : 4
nT 4
(β˜ − β)′∑Tt6=τ∑Tτ=1∑ni6=j∑nj=1 vitviτ x˜jtvjt = Op( 1T 3√nT );
(7) (t = τ = η) 6= s : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑i6=j∑nj=1 visvitx˜jtvjt = Op( 1T 3√nT );
(8) t 6= (s = τ = η) : 4
nT 4
(β˜ − β)′∑Tt6=s∑Ts=1∑ni6=j∑nj=1 v2isx˜jtvjs = Op( 1T 3 );
(9) t = s 6= τ 6= η : 4
nT 4
(β˜ − β)′∑Tt6=τ 6=η∑Tτ 6=η∑Tτ 6=η∑ni6=j∑nj=1 vitviτ x˜jtvjη = Op( 1T 3√n);
(10) t = τ 6= s 6= η : 4
nT 4
(β˜ − β)′∑Tt6=s6=η∑Ts6=η∑Tη=1∑ni6=j∑nj=1 visvitx˜jtvjη = Op( 1T 3√n);
(11) t = η 6= s 6= τ : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑Tτ=1∑ni6=j∑nj=1 visviτ x˜jtvjt = Op( 1T 3√n);
(12) s = τ 6= t 6= η : 4
nT 4
(β˜ − β)′∑Tt6=s6=η∑Ts6=η∑Tη=1∑ni6=j∑nj=1 v2isx˜jtvjη = Op( 1T 2 );
(13) s = η 6= t 6= τ : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑Tτ=1∑ni6=j∑nj=1 visviτ x˜jtvjs = Op( 1T 2√nT );
(14) τ = η 6= t 6= s : 4
nT 4
(β˜ − β)′∑Tt6=s6=τ∑Ts6=τ∑Tτ=1∑ni6=j∑nj=1 visviτ x˜jtvjτ = Op( 1T 2√nT );
(15) t 6= s 6= τ 6= η : 4
nT 4


























G.3 Proof of part c3
C3 =
2



















































Lemma 9 Under Assumption 1, 2, 3 and the null,












Proof. Proof of part (1)
C13 =
2








































































Since (β˜ − β) = Op( 1√nT ), then we obtain C13 = Op( 1nT 2 ).
Proof of part (2)
C23 =−
4


































vitviτ x˜jtx˜js(β˜ − β)
=− 4










vitviτ x˜itx˜is(β˜ − β)
− 4












vitviτ x˜jtx˜js(β˜ − β).
There are three cases for expansion of each term, the first term can be expanded as the
following:
(1) t = τ 6= s : − 4








itx˜itx˜is(β˜ − β) = Op( 1nT 2 );
(2) t 6= s = τ : − 4






i=1 vitvisx˜itx˜is(β˜ − β) = Op( 1nT 3√n);
(3) t 6= s 6= τ : − 4








i=1 vitviτ x˜itx˜is(β˜ − β) = Op( 1nT 2√n).
Similarly, we also need to distinguish 3 cases for the second term:
(1) t = τ 6= s : − 4










itx˜jtx˜js(β˜ − β) = Op( 1T 2 );
(2) t 6= s = τ : − 4








j=1 vitvisx˜jtx˜js(β˜ − β) = Op( 1T 3√n);
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Proof of part (3)
C33 =
2









































































Here we have 10 cases to distinguish:
I) Two “=”s: (1) t = τ = η 6= s; (2) t 6= s = τ = η; (3) t = τ 6= s = η; (4) t = η 6= s = τ
II) One “=”: (5) t = τ 6= s 6= η; (6) t = η 6= s 6= τ ; (7) t 6= s = τ 6= η; (8) t 6= s = η 6= τ ; (9)
t 6= s 6= τ = η;












the first term can be expanded as the following cases:






























































































































































j=1 viτviηx˜jtx˜js in the second term can be
expanded into ten cases:






























































































































































Since β˜ − β = Op( 1√nT ), then we have C33 = Op( 1T 2 ).





G.4 Proof of part c4
C4 =
2
















































Lemma 10 Under Assumption 1, 2, 3 and the null,












Proof. Proof of part (1)
C14 =
2
























































Proof of part (2)
C24 =−
4



















τ x˜t(β˜ − β)
=− 4










x˜2itvisviτ (β˜ − β)
− 4










x˜itvisvjτ x˜jt(β˜ − β).
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itvisviτ , there are 3 cases for
expanding: (1) t = τ 6= s; (2) t 6= s = τ ; (3) t 6= s 6= τ . Then we can distinguish the term to
be the following cases:
























































i=1 x˜itvisvjτ x˜jt to
3 cases:

































































































x˜itvisvjτ x˜jt(β˜ − β).
We need to distinguish five cases of (t, s, τ):I) Two “=”s: (1) t = s = τ ; II) One “=”:












itvisviτ in the first term can be distinguished into five cases:























































































j=1 x˜itvisvjτ x˜jt can be similarly distinguished:














































































G.5 Proof of part c5
C5 =
2











Where (1) C15 =
2


























Lemma 11 Under Assumption 1, 2, 3 and the null,













Proof. Proof of part (1)
C15 =
2


































Proof of part (2)
C25 =−
4
























τ x˜s)(β˜ − β)
=− 4










(x˜itvisviτ x˜is)(β˜ − β)
− 4












(x˜itvisvjτ x˜js)(β˜ − β).









i=1 x˜itvisviτ x˜is can be expanded as the following 3
expressions:












































j=1 x˜itvisvjτ x˜js can be expanded as the follow-
ing terms:



















































































































Then we need to distinguish the cases of (t 6= s, τ, η):
I) Two “=”s: (1) (t = τ = η) 6= s; (2) t 6= s = τ = η; (3) t = τ 6= s = η; (4) t = η 6= s = τ ;
2) One “=”: (5) t = τ 6= s 6= η; (6) t = η 6= s 6= τ ; (7) t 6= (s = τ) 6= η; (8)
t 6= (s = η) 6= τ ;(9)t 6= s 6= (τ 6= η);
3) No “=”: (10) t 6= s 6= τ 6= η.











i=1 x˜itviτviηx˜is to get the order of C
3
5 ,
, it can be expanded as the following ten terms:




























































































































































i=1 x˜itviτvjηx˜js can be expanded as the follow-
ing expressions:

































































































































































G.6 Proof of part c6
C6 =− 4






x˜′tv˜s(β˜ − β)x˜′tx˜s)(β˜ − β)
=− 4






x˜′t(vs − v¯·)(β˜ − β)x˜′tx˜s)(β˜ − β)
=− 4










x˜itvis(β˜ − β)x˜jtx˜js)(β˜ − β)
− 4












x˜itviτ (β˜ − β)x˜jtx˜js)(β˜ − β).
Since
− 4













































































































G.7 Proof of part c7
C7 =
1






x˜′tx˜s(β˜ − β)(β˜ − β)′x˜′tx˜s)(β˜ − β)
=
1










x˜′itx˜is(β˜ − β)(β˜ − β)′x˜′jtx˜js)(β˜ − β)
=
1








x˜′itx˜is(β˜ − β)(β˜ − β)′x˜′itx˜is)(β˜ − β)
+
1













































(v˜′tv˜s − v˜′tx˜s(β˜ − β)− (β˜ − β)′x˜′tv˜s + (β˜ − β)′x˜′tx˜s(β˜ − β))




























sx˜τ (β˜ − β);










































tx˜s(β˜ − β)(β˜ − β)′x˜′sv˜τ ;

















τ=1(β˜ − β)′x˜′tv˜sv˜′sx˜τ (β˜ − β);















τ=1(β˜ − β)′x˜tx˜s(β˜ − β)(β˜ − β)′x˜′sx˜τ (β˜ − β).






















































H.1 Proof of part d1
D1 =
1














































































D61 = − 3n v¯′.v¯·v¯′.v¯·.
Lemma 13 Under Assumption 1, 2, 3 and the null,




















































































) and D61 = C
5




). We have two part
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left to prove.Let’s first consider part (2),
D21 =−
2






































There are four cases for each term, four terms for the first one are:




































































Similarly, we also have
















































































































































































































































H.2 Proof of part d2
D2 =− 2
















































sx˜τ (β˜ − β);





















·x˜τ (β˜ − β);

















·x˜τ (β˜ − β).
Lemma 14 Under Assumption 1, 2, 3 and the null,











































Proof. Proof of part (1)
D12 =−
1











isx˜iτ (β˜ − β)
− 1






















Proof of part (2)
D22 =
1














sx˜τ (β˜ − β)
=
1











sx˜τ (β˜ − β)
=
1











vitviηvisx˜iτ (β˜ − β)
+
1













vjtvjηvjsx˜jτ (β˜ − β).
We distinct four cases of the first term: (1) (t = η) 6= s 6= τ ; (2) t 6= (s = η) 6= τ ; (3)
t 6= s 6= (τ = η); (4) t 6= s 6= τ 6= η. Then the first term can be calculated respectively as
the following:













itvisx˜iτ (β˜−β) = Op( 1nT 2 );













isx˜iτ (β˜−β) = Op( 1nT 2 );
































We can get four cases of the second term as well:






















































































Proof of part (3)
D32 =
1











′vsv′sx˜τ (β˜ − β)
=
1









sx˜τ (β˜ − β)
=
1











isx˜iτ (β˜ − β)
+
1











vitvisvjsx˜jτ (β˜ − β).
There are three cases needed to be distinguished: (1) t = s 6= τ ; (2) t 6= s = τ ; (3) t 6= s 6= τ .
Then the first term can be expanded as the following:











itx˜iτ (β˜ − β) = Op( 1nT 2 );











isx˜it(β˜ − β) = Op( 1nT 2 );











isx˜iτ (β˜ − β) = Op( 1nT ).
Similarly, the second term can be also expanded as the following:













itvjtx˜jτ (β˜ − β) = Op( 1T 2 );











j=1 vitvisvjsx˜jt(β˜ − β) = Op( 1T 2√nT );


























Proof of part (5)
D52 =
1













′x˜τ (β˜ − β)
=
1











ηx˜τ (β˜ − β)
=
1











vitvisviηx˜iτ (β˜ − β)
+
1













vitvisvjηx˜jτ (β˜ − β).
Here, we need to distinguish 4 cases for expanding terms: (1) t = η 6= s 6= τ ; (2) t 6= (s =
η) 6= τ ; (3) t 6= s 6= (τ = η); (4) t 6= s 6= τ 6= η. So we have four terms for the first term
of B52 :











itvisx˜iτ (β˜ − β) = Op( 1nT 2 );











isx˜iτ (β˜ − β) = Op( 1nT 2 );









i=1 vitvisviτ x˜iτ (β˜ − β) = Op( 1nT 3 );









i=1 vitvisviηx˜iτ (β˜ − β) = Op( 1nT 2 ).
And we also have 4 cases for the second term:



































































































); then Lemma 14 is proved.













H.3 Proof of part d3
D3 =− 2
























































































(β˜ − β)′∑Ts=1 v¯′· v¯·x˜′sv¯·.
Lemma 15 Under Assumption 1, 2, 3 and the null,



































Proof. First consider part (1),
D13 =−
1



















































Then consider part (2),
D23 =
1































































We need to distinguish four cases for each term, the first term can be expanded as the
following:
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(1) (t = η) 6= s 6= τ : 1














(2) t 6= (s = η) 6= τ : 1












(3) t 6= s 6= (τ = η) : 1














(4) t 6= s 6= τ 6= η : 1















Similarly, the second term can be also expand as the following four terms:
(1) (t = η) 6= s 6= τ : 1



























































(4) t 6= s 6= τ 6= η : 1





























































15 then is proved.






H.4 Proof of part d4
D4 =
2







(v′t − v¯·)′(vs − v¯·)(β˜ − β)′x˜′sx˜τ (β˜ − β)
=
2


























sx˜τ (β˜ − β);










sx˜τ (β˜ − β);








sx˜τ (β˜ − β);
D44 =
1








sx˜τ (β˜ − β).
Lemma 16 Under Assumption 1, 2, 3 and the null,



















Proof. Proof of part (1)
D14 =
1










sx˜τ (β˜ − β)
=
1










vitvisx˜isx˜iτ (β˜ − β)
+
1





























Proof of part (2)
D24 =−
1















sx˜τ (β˜ − β)
=− 1












sx˜τ (β˜ − β)
=− 1












vitviηx˜isx˜iτ (β˜ − β)
− 1


























i=1 vitviηx˜isx˜iτ can be expanded as the
following:











































































j=1 vitviηx˜jsx˜jτ can be also ex-
panded as the following four terms:



























































































′vsx˜′sx˜τ (β˜ − β)
=− 1










sx˜τ (β˜ − β)
=− 1










vitvisx˜isx˜iτ (β˜ − β)
− 1












vitvisx˜isx˜iτ (β˜ − β).









i=1 vitvisx˜isx˜iτ can be calculated by the following
expressions:




















































j=1 vitvisx˜jsx˜jτ can be also expanded
as the following expressions:



















































Proof of part (4)
D44 =
1



















sx˜τ (β˜ − β)
=
1

























H.5 Proof of part d5
D5 =
2







(vt − v¯·)′x˜s(β˜ − β)(vs − v¯·)′x˜τ (β˜ − β)
=
2


























sx˜τ (β˜ − β);










·x˜τ (β˜ − β);








sx˜τ (β˜ − β);
D45 =
1








·x˜τ (β˜ − β).
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Lemma 17 Under Assumption 1, 2, 3 and the null,
















Proof. Proof of part (1)
D15 =
1










x˜isvitvisx˜iτ (β˜ − β)
+
1

























Proof of part (2)
D25 =−
1














′x˜τ (β˜ − β)
=− 1












ηx˜τ (β˜ − β)
=− 1












x˜isvitviηx˜iτ (β˜ − β)
− 1


























i=1 x˜isvitviηx˜iτ can be expanded as the following
terms:












































































j=1 x˜isvitvjηx˜jτ can be also expanded similar-
ly:






































































Proof of part (3)
D35 =−
1













sx˜τ (β˜ − β)
=− 1










sx˜τ (β˜ − β)
=− 1










x˜isvitvisx˜iτ (β˜ − β)
− 1






















i=1 x˜isvitvisx˜iτ has three cases for expansion:




















































j=1 x˜isvitvjsx˜jτ also has three cases for expansion:
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Proof of part (4)
D45 =
1

















′x˜τ (β˜ − β)
=
1

























H.6 Proof of part d6
D6 =
1







(vt − v¯·)′x˜s(β˜ − β)(β˜ − β)′x˜′s(vτ − v¯·)
=
1














































Lemma 18 Under Assumption 1, 2, 3 and the null,












Proof. Proof of part (1)
D16 =
1



































Proof of part (2)
D26 =−
2

































































isviτvit can be expanded as the following terms:


























































j=1 x˜isviτvjtx˜js can be also expanded as the following
cases:























































































































isvitviτ can be expanded as the following terms:























































































j=1 x˜isvitvjτ x˜js, we have the following
cases:















































































H.7 Proof of d7
D7 =− 2







v˜′tx˜s(β˜ − β)(β˜ − β)′x˜′sx˜τ (β˜ − β)
=− 2








x˜′sv˜t(β˜ − β)x˜′sx˜τ )(β˜ − β).
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To calculate the order of magnitude of the above term, we need to distinguish the cases
of t, s 6= τ , the first term then can be expanded as the following 3 expansions:














































Similarly, we can also get the following three cases for expansions of the second term:






































































H.8 Proof of part d8
D8 =
1


























sx˜τ (β˜ − β);










·x˜τ (β˜ − β);
D38 =
1








·x˜τ (β˜ − β).
Lemma 19 Under Assumption 1, 2, 3 and the null,













Proof. Consider part (1),
D18 =
1












isx˜iτ (β˜ − β)
+
1











































H.9 Proof of part d9
D9 =− 2







(β˜ − β)′x˜′t(vs − v¯·)(β˜ − β)′x˜′sx˜τ (β˜ − β)
=− 2








x˜′sx˜τ (β˜ − β)(vs − v¯·)′x˜t(β˜ − β)
=− 2








x˜′sx˜τ (β˜ − β)v′sx˜t(β˜ − β)
+
2








x˜′sx˜τ (β˜ − β)v¯′·x˜t(β˜ − β).
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The first term of the above expansions can be calculated by sum of the following cases:




























































The second term can be also expanded similarly:














































































H.10 Proof of part d10
To calculate the order of magnitude of D10, we first need to calculate the following term:
1
























































































t,s,τ,η(β˜−β)′x˜′tx˜s(β˜−β)v˜′τ v˜η; E5 = − 4nT4
∑T
t,s,τ,η(β˜−β)′x˜′tv˜s(β˜−β)′x˜′τ x˜η(β˜−β);
E6 = − 1nT4
∑T
t,s,τ,η(β˜ − β)′x˜′tx˜s(β˜ − β)(β˜ − β)′x˜′τ x˜η(β˜ − β).

























































































E41 = − 3n v¯
′
v¯·v¯′· v¯·.






















) and E41 = D
6































































τ x˜η(β˜ − β);











































































































(β˜ − β)′∑Tt,s,τ,η x˜′tvsv′τ x˜η(β˜ − β);










τ x˜η(β˜ − β);
E33 =
3










































































(β˜ − β)′∑Tt,s,τ,η x˜′tx˜sv′τvη(β˜ − β);






τ v¯·(β˜ − β);
E34 =
3






· v¯·(β˜ − β).





























































(β˜ − β)′x˜′tvs(β˜ − β)′x˜′τ x˜η(β˜ − β)
+
4
nT (T − 1)(T − 2)
T∑
t,s,τ,η
(β˜ − β)′x˜′tv¯·(β˜ − β)′x˜′τ x˜η(β˜ − β).



















































τ x˜η equals to 2 times the second term of
D9, then
4
















Proof of part e6



















































Essay II:  Testing Cross-Sectional Dependence in Large Panel Data 
Models with Serial Correlation 
93
1 Introduction
This paper studies testing for cross-sectional dependence in panel data when serial correlation
is also present in the disturbances. Cross-sectional dependence could be due to unknown com-
mon shocks, spatial effects, or interactions within social networks. Ignoring cross-sectional
dependence in panels can have serious consequences. In time series with serial correlation,
existing cross-sectional dependence leads to efficiency loss for least squares and invalidates
inference. In some cases, it results in inconsistent estimation, see Lee (2002) and Andrews
(2005). Testing cross-sectional dependence of panel residuals is therefore important.
One could test for a specific form of dependence in the error like spatial correlation,
see Anselin and Bera (1998) for cross-sectional data and Baltagi et al. (2003) for panel
data, to mention a few. Alternatively, one could test for dependence without imposing any
structure on the form of correlation among the disturbances. The null hypothesis, in that
case, is testing the diagonality of the covariance or correlation matrix of the N dimensional
disturbance vector ut = (u1t, . . . , uNt)
′, which is usually assumed to be independent over
time, for t = 1, . . . , T . When N is fixed, and T is large, the traditional multivariate statistics
techniques, including log-likelihood ratio and Lagrange Multiplier tests are applicable, see
for example Breusch and Pagan (1980) who propose a Lagrange Multiplier (LM) test which
is based on the average of the squared pair-wise correlation coefficients of the least squares
residuals.
However, asN becomes large because of the growing availability of comprehensive databas-
es in macro and finance. This so-called “high dimensional” phenomenon brings challenges
to classical statistical inference. As shown in the Random Matrix Theory (RMT) literature,
the sample covariance and correlation matrices are ill-conditioned since they are not con-
sistent estimates of their population counterparts, see Johnstone (2001) and Jiang (2004).
New approaches have been considered in the statistics literature for testing the diagonality
of the sample covariance or correlation matrices, see Ledoit and Wolf (2002), Schott (2005)
and Chen et al. (2010), to mention a few.
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The above tests for raw data cannot be used directly to test cross-sectional dependence in
panel data regressions since the disturbances are not observable. Noise caused by substituting
residuals for the actual disturbances may accumulate due to large dimensions and this in turn
may lead to biased inference. The bias for cross-sectional dependence tests in large panels
depends upon the model specification, the estimation method, and the sample size N and
T , among other things. For example, Pesaran et al. (2008) consider an LM test and correct
its bias in a large heterogeneous panel data model; Baltagi et al. (2012) extend Schott’s
(2005) test to a fixed effects panel data model and correct the bias caused by estimating
the disturbances with fixed effects residuals in a homogeneous panel data model. Following
Ledoit and Wolf (2002), Baltagi et al. (2011) propose a bias-adjusted test for testing the null
of sphericity in the fixed effects homogeneous panel data model. But this method does not
test cross-sectional dependence directly. Rejection of the null could be due to cross-sectional
dependence or heteroscedasticity or both. A general test for cross-sectional dependence was
proposed by Pesaran (2004). His test statistic is based on the average of pair-wise correlation
coefficients, defined as CDP . The test is exactly centered at zero, under the null, and does
not need bias correction. Pesaran (2015) extends his test statistic to test the null of weak
cross-sectional dependence and derives its asymptotic distribution using joint limits. This
test is robust to many model specifications and has many applications. Recent surveys for
cross-sectional dependence tests in large panels are provided by Moscone and Tosetti (2009),
Sarafidis and Wansbeek (2012) and Chudik and Pesaran (2014).
The asymptotics and bias-correction of existing tests for cross-sectional dependence in
large panels are carried out under some albeit restrictive assumptions. For instance, the
errors are normally distributed; N/T → c ∈ (0,∞) as (N, T ) → ∞, and so on. One funda-
mental restriction is that the errors are independent over time. In fact, the presence of serial
correlation in panel data applications is likely to be the rule rather than the exception, espe-
cially for macro applications and when T is large. Ignoring serial correlation does not affect
the consistency of estimates, but it leads to incorrect inference. In RMT, when u1, u2, . . . , uT
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are independent across t = 1, 2, .., T, and N is large, the limiting spectral distribution (LSD)
of the corresponding sample covariance matrix is the Marcenko-Pastur (M-P) Law, see Bai
and Silverstein (2004). Existing correlation among these disturbances may cause a deviation
of the LSD from the M-P law. Indeed, Bai and Zhou (2008) show that the LSD of the
sample covariance matrix with correlations in columns is different from the M-P law. Gao
et al. (2014) show similar results for the sample correlation matrix. Therefore, the cross-
sectional dependence tests which heavily depend upon the assumption of independence over
time could lead to misleading inference if there is a serial correlation in the disturbances.
To better understand the effects of potential serial correlation on the existing tests of
cross-sectional dependence, let us assume that the T × 1 independent random vectors ui =
(ui1, . . . , uiT )
′ , for i = 1, . . . , N are observable. The correlation coefficients ρij of any ui
and uj (i 6= j) are defined by u′iuj/ (‖ui‖ · ‖uj‖). Their means are zero vectors. If all the





= 1/T. When N is fixed, the summation of all distinct N(N − 1)/2
terms of ρ2ij will be small, as T → ∞. In Section 3, we show that if all the elements of





= [1/T + θ2/(T + Tθ2)] . As N → ∞, the extra term θ2/(T + Tθ2) can accumulate
and lead to extra bias for the existing LM type tests in panels. Although CDP is centered
at zero, it may still encounter size distortions because serial correlation is ignored.
This paper proposes a modification of the Pesaran CD test of cross-sectional dependence
when the error terms are serially correlated in a large panel data models. First, using results
from RMT, we study the first two moments of the test statistic and propose an unbiased
and consistent estimate of the variance with unknown serial correlation under the null.
Second, we derive the limiting distribution of the test under the asymptotic framework with
(N, T )→∞ simultaneously in any order without any distribution assumption. Monte Carlo
simulations are conducted to study the performance of our test statistic in finite samples.
The results confirm our theoretical findings.
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The plan for the paper is as follows. The next section introduces the model and notation,
existing LM type tests and he Cross-sectional Dependence (CD) Test. It then presents
our assumptions and the proposed modified Pesarn CD test statistic. Section 3 derives
the asymptotics of this test statistic. Section 4 reports the results of the Monte Carlo
experiments. Section 5 provides some concluding remarks. All the mathematical proofs are
provided in the Appendix.
Throughout the paper we adopt the following notation. For a squared matrix B, tr(B) is
the trace of B; ||B|| = (tr(B′B))1/2 denotes the Frobenius norm of a matrix or the Euclidean
norm of a vector B.
d−→ denotes convergence in distribution and p−→ denotes convergence in
probability. We use (N, T ) → ∞ to denote the joint convergence of N and T when N and
T pass to infinity simultaneously. K is a generic positive number not depending on N or T.
2 Model and Tests
Consider the following heterogeneous panel data model
yit = β
′
ixit + uit, for i = 1, 2, . . . , N ; t = 1, 2, . . . , T. (2.1)
where i and t index the cross section dimension and time dimension respectively; yit is
the dependent variable and xit is a k × 1 vector of exogenous regressors. The individual
coefficients βi, are defined on a compact set and allowed to vary across i. The null hypothesis
of no cross-sectional dependence is
H0 : cov(uit, ujt) = 0, for all t, i 6= j.
or equivalently as
H0 : ρij = 0, for i 6= j. (2.2)
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Under the alternative, there exists at least one ρij 6= 0, for some i 6= j. For the panel
regression model (2.1), the residuals are unobservable. In this case, the test statistic is based












where eit is the Ordinary Least Squares (OLS) estimated using T observations for each
i = 1, 2, .., N . These OLS residuals are given by
eit = yit − x′itβˆi, (2.4)
with βˆi being the OLS estimates of βi from (2.1) for i = 1, 2, .., N. Let Mi = IT −PXi , where
PXi = Xi (X
′
iXi)
−1X ′i, and Xi is a T × k matrix of regressors with the it-th row being the
1 × k vector x′it. We also define ui = (ui1, . . . , uiT )′, ei = (ei1, . . . , eiT )′ and vi = ei/ ‖ei‖ ,
for i = 1, . . . N. The OLS residuals can be rewritten in vector form as ei = Miui, and
the residual-based pair-wise correlation coefficients can be rewritten as ρˆij = v
′
ivj, for any
1 ≤ i 6= j ≤ N .
2.1 LM and CD Tests
For N fixed and T →∞, Breusch and Pagan (1980) proposed an LM test to test the null of
no cross-sectional dependence in (2.2) without imposing any structure on this dependence.








LMBP is asymptotically distributed as chi-squared with N(N − 1)/2 degrees of freedom
under the null. However, for a typical micro-panel data set, N is larger than T ; and the
Breusch-Pagan LM test statistic is not valid under this “large N , small T” setup. In fact,










T ρˆ2ij − 1
)
. (2.6)
Pesaran (2004) showed that LMP is distributed as N(0, 1) with T →∞ first, then N →∞
under the null. However, E
(
T ρˆ2ij − 1
)
is not correctly centered at zero with fixed T and
large N . Hence, Pesaran et al. (2008) proposed a bias-adjusted version of this LM test,
denoted by LMPUY . They show that the exact mean and variance of (T − k)ρˆ2ij are given by
µT ij = E
[




T − k tr [E(MiMj)] ; (2.7)
and
ν2T ij = var
[









2} a2T . (2.8)










(T − k) ρˆ2ij − µT ij
νT ij
. (2.9)
Pesaran et al. (2008) show that LMPUY is asymptotically distributed as N(0, 1) under the
null (2.2) and the normality assumption of the disturbances as T →∞ followed by N →∞.
Alternatively, Pesaran (2004) proposed a test based on the average of pair-wise correlation











Pesaran (2015) shows this test is asymptotically distributed as N (0, 1) with (N, T ) → ∞.
He also extends this to test the null of weak cross-sectional dependence.
2.2 Assumptions and the Modified CD Test Statistic
So far, all the methods surveyed above for testing cross-sectional dependence in panel data
models assume that the disturbances are independent over time. Ignoring serial correlation
usually results in efficiency loss and biased inference. In fact, we show in Section 3, that the
existence of serial correlation leads to extra bias in the LM type tests. For the CDP test
in (2.10), it is still centered at zero with serial correlation, but its variance is affected by
serial correlation. As a result, we also expect size distortions in CDP . To correct for this,
we consider a modification of this test statistic that accounts for an unknown form of serial
correlation in the disturbances. First, we introduce the assumptions needed:
Assumption 1 Define ξi = (ξi0, ξi1, ξi2, . . . ξiT )
′ and εi = (εi0, εi1, εi2, . . . εiT )
′ . We also as-
sume that ξi = σiεi, for i = 1, . . . , N, where εi is a random vector with mean vector zero
and covariance matrix IT . Let εit denote the t-th entry of εi, for any i = 1, . . . , N. εit has
uniformly bounded 4th moment and there exists a finite constant ∆ such that E(ε4it) = 3+∆.
Following Bai and Zhou (2008), the disturbances ut = (u1t, u2t, . . . uNt)




dsξt−s, for t = 1, 2, . . . , T, (2.11)
where ξt = (ξ1t, ξ2t, . . . ξNt)
′ , for t = 0, 1, . . . , T, are IID random vectors across time, and
{ds}∞s=0 is a sequence of numbers satisfying
∑∞
s=0 |ds| < K <∞.
Assumption 1 allows the error term uit to be correlated over time. The condition∑∞
k=1 |dk| < K < ∞ excludes long memory type strong dependence. We need bounded
moment conditions to ensure large (N, T ) asymptotics for panel data models with serial
correlation. The conditions in Assumption 1 are quite relaxable; they are satisfied by many
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parametric weak dependence processes, such as stationary and invertible finite-order auto-
regressive and moving average (ARMA) models. Under Assumption 1, the covariance matrix
of each ui is Σi = σ
2
i Σ, where Σ is a T × T symmetric positive definite matrix. The random
vector ui can be written as ui = σiΓεi, where ΓΓ
′ = Σ. The generic covariance matrix Σi of
each ui captures the serial correlation. Bai and Zhou (2008) use this representation and show
that 1/T tr(Σκ) is bounded for any fixed positive integer κ. More specifically, considering a
multiple moving average model of order 1 (MA(1)) :
ut = ξt + θξt−1, t = 1, . . . , T. (2.12)




(1 + θ2), l = r;
θ, |l − r| = 1;
0, |l − r| > 1.
(2.13)
One can also verify that for (2.11), we have the following generic representation,




We use this representation throughout the paper for convenience.
Assumption 2 The regressors, xit, are strictly exogenous such that
E (uit|Xi) = 0, for all i = 1, .., N and t = 1, .., T, (2.15)
and X ′iXi is a positive definite matrix.
Assumption 3 T > k and the OLS residuals, eit, defined by (2.4), are not all zeros.
Assumptions 2 and 3 are standard for model (2.1), see Pesaran (2004, 2008). We do not
impose any restrictions on the distribution of the errors or the relative convergence speed of
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(N, T ). This framework is quite relaxable while LM type tests usually impose the normality
assumption and restrictions on the relative speed of N and T , namely, N/T → c ∈ (0,∞) .
Under these assumptions, the OLS estimates for model (2.1) are consistent but inefficient.










In the next section, we derive the first two moments of this test statistic and later derive
its limiting distribution under this general unknown form of serial correlation over time.
3 Asymptotics
In this section, we study the asymptotics of the test statistic Tn defined in (2.16). To derive
its limiting distribution, we first consider its first two moments.
Theorem 1 Under Assumptions 1-3 and the null given in (2.2),
E(Tn) = 0 (3.1)
and















tr (MiΣ) tr (MjΣ)
. (3.2)
where Mi = IT −X ′i(X ′iXi)−1Xi, and Σ is defined by (2.14).
Theorem 1 shows that the mean of the test statistic is zero. Its variance depends on Σ,
which is a generic form containing serial correlation.





/ [tr (MiΣ) tr (MjΣ)]. In the special case where the error terms are independent over time,
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reduces to tr(MjMi) /(T −k)2, which yields the results given in equation
(2.7) for the LMPUY test statistic with no serial correlation. However, with serial correlation
in the errors, an extra bias term is introduced in LMPUY since
tr (MjΣMjMiΣMi)
tr (MiΣ) tr (MjΣ)
− tr (MjMi)
(T − k)2 6= 0, if Σ 6= IT .





tr (Σ2) /tr2 (Σ) . For the MA(1) process defined by (2.12), tr(Σ2) /tr2 (Σ) = 1/T+θ2/(T+Tθ2)
and tr(Σ2) /tr2 (Σ) = 1/T, for θ = 0. The extra term θ2/(T + Tθ2) accumulates in the LM
test statistic and leads to extra bias as N →∞. As discussed above, we expect that LMPUY
to have serious size distortions when serial correlation is present in the disturbances.
Unlike LM type tests, the test statistic Tn is centered at zero; it does not need bias
adjustment. Note that if uit are independent over time, our model reduces to that of Pesaran















where PXi = Xi (X
′
iXi)




X ′j. The above result is the exact
variance for Tn without serial correlation; it is derived by Pesaran (2015). A modified
version of CDP is also given by Pesaran (2015) using this exact variance. From Theorem 1,
γ2 is different from γ20 if Σ 6= IT . Hence, we also expect CDP to have size distortions when
serial correlation is present in the disturbances. Next, we consider the limiting distribution
of the proposed test. The result is given in the following Theorem.
Theorem 2 Under Assumptions 1-3 and the null in (2.2), as (N, T )→∞, we have
γ−1Tn
d−→ N (0, 1) . (3.4)
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Theorem 2 shows that Tn appropriately standardized is asymptotically distributed as a
standard normal. It is valid for N and T tending to infinity jointly in any order. However,
we do not observe Σ in a panel data regression model; and an estimate of the variance
γ2 is needed for practical applications. Following Chen and Qin (2010), an unbiased and
consistent estimator of γ2 under the null, is obtained using the cross-validation approach
proposed in the following Theorem:











Under Assumptions 1-3 and the null in (2.2), E (γˆ2) = γ2. As (N, T )→∞,
γˆ2
p−→ γ2. (3.5)
Define CDR = γˆ
−1Tn. As (N, T )→∞,
CDR
d−→ N (0, 1) . (3.6)
Theorem 3 shows that γˆ2 is a good approximation for the variance, and we do not need
to specify the structure of Σ. In other words, the test statistic allows the error terms of
model (2.1) to be dependent over time. Also, CDR is a modified version of CDP , so they
are likely to perform very similarly with respect to many model specifications (see Pesaran
(2004)).
4 Monte Carlo Simulations
This section conducts Monte Carlo simulations to examine the empirical size and power of
the proposed test (CDR) defined in (3.6) in heterogeneous panel data regression models. We
also look at the performance of LMPUY and CDP defined by (2.9) and (2.10) respectively for
comparison purposes. We consider four scenarios: (1) the errors are independent over time,
with no serial correlation; (2) the errors follow a moving average model of order 1 (MA(1))
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over time; (3) the errors follow an auto-regressive model of order 1 (AR(1)) over time; (4)
the errors follow an auto-regressive and moving average of order (1,1) (ARMA(1, 1)) over
time. Finally, we provide small sample evidence on the power performance of the modified
CDR test against a factor and spatial auto-regressive model of order one alternatives which
are popular in economics for modeling cross-section dependence.
4.1 Experimental Design
Following Pesaran et al. (2008), our experiments use the following data generating process:
yit = αi + βixit + uit, i = 1, . . . , N ; t = 1, . . . , T. (4.1)
xit = ηxit−1 + υit, (4.2)
where αi ∼IIDN(1, 1); βi ∼IIDN(1, 0.04). xit is a strictly exogenous regressor and we set
η = 0.6 and υit ∼IIDN(φ2i /(1 − 0.62)) with φi ∼IIDχ2(6)/6, for i = 1, . . . , N. The error
terms of (4.1) are generated using the following four data generating processes:
(1) IID : uit = ξit; (4.3)
(2) MA(1) : uit = ξit + θξit−1; (4.4)
(3) AR(1) : uit = ρuit−1 + ξit; (4.5)
(4) ARMA(1,1) : uit = ρuit−1 + ξit + θξit−1; (4.6)
where ξit = σiεit; σ
2
i ∼IIDχ2(2)/2 and εit ∼IID(0, 1). We further set θ = 0.8 and ρ = 0.6.
To check the robustness of the tests to non-normal distributions, εit are generated from a
Normal(0, 1) and a Chi-squared distribution(χ2(2)/2− 1) .
To examine the empirical power of the tests, we consider two different cross-sectional
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dependence alternatives: factor and spatial models. The factor model is generated by
u∗it = λift + uit, for i = 1, . . . , N ; t = 1, . . . , T ; (4.7)
where ft ∼IIDN(0, 1) and λi ∼IIDU [0.1, 0.3]; In this case, u∗it replaces uit in (4.1) for the
power studies. uit is generated by the four scenarios defined by (4.3) − (4.6), respectively.








where δ = 0.4 and uit are defined by (4.3)− (4.6), respectively.
The experiments are conducted for N = 10, 20, 30, 50, 100, 200 and T = 10, 20, 30, 50, 100.
For each pair of (N, T ) , we run 2, 000 replications. To obtain the empirical size, we conduct
the proposed test (CDR) and CDP at the two-sided 5% nominal significance level and LMPUY
at the positive one-sided 5% nominal significance level.
4.2 Simulation Results
Table 1 reports the empirical size of CDP , LMPUY and CDR for normal and chi-squared
distributed errors. The error terms are assumed to be independent over time. The results
show that all the tests have correct size with different (N, T ) combinations under both
normal and chi-squared scenarios. Those are consistent with the theoretical findings. The
only exceptions are for small N or T equal to 10, especially for LMPUY . Table 2 reports
the empirical size of the three tests with MA(1) error terms defined by (4.4). The results
show that CDR has correct size for all (N, T ), but CDP has size distortions for different
(N, T ) combinations because the disturbances are MA(1) over time. For example, under the
normality scenario, the size of CDP is 9.35% for N = 10 and T = 20, it becomes 11.1% when
T grows to 100. LMPUY suffers serious size distortions, because of the extra bias caused by
ignoring serial correlation. From Table 2, the empirical size of LMPUY is 100% as N or T
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becomes larger than 30. Tables 3 and 4 report the empirical size of the tests with AR(1) and
ARMA(1,1) errors under the two distributions: normal and chi-squared scenarios. Note that
CDR is over-sized in Table 4 for the chi-squared case when T = 10. However, it has the correct
size as T gets larger than 20. In contrast, LMPUY has serious size issues, rejecting 100% of
the time and CDP is over sized under by as much as 25% . Overall, in comparison with CDP
and LMPUY , the proposed test CDR controls for size distortions when serial correlation in
the disturbances is present, and is not much affected when serial correlation is not present.
Table 5 summarizes the size-adjusted power of CDR with MA(1), AR(1) and ARMA(1,1)
errors under the factor model alternative. Results show that CDR performs reasonably well
under the two distribution scenarios especially for N and T > 10. Table 6 confirms the power
properties of CDR for MA(1), AR(1) and ARMA(1,1) errors under the SAR(1) alternative
especially for large N and T .
5 Conclusions
In this paper, we find that in the large heterogeneous panel data model, LMPUY exhibit
serious size bias when there is serial correlation in the disturbances. While CDP is centered
at zero, it still encounters size distortions caused by ignoring serial correlation. We modify
the Pesaran CDP test to account for serial correlation of an unknown form in the error term
and call it CDR. This paper has several novel aspects: first, an unbiased and consistent
estimate of the variance under the assumptions and the null of no cross-section dependence
is proposed without knowing the form of serial correlation over time. Second, the limiting
distribution of the test is derived as (N, T )→∞ in any order. Third, it is distribution free.
Simulations show that the proposed test CDR successfully controls for size distortions with
serial correlation in the error term. It also has reasonable power under the alternatives of




Essay II is based on the working paper of Baltagi, Kao and Peng (2016).
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Table 1: Size of Tests with IID Errors over Time
Normal Chi-squared
Tests (N,T) 10 20 30 50 100 10 20 30 50 100
CDR
10 5.75 5.90 5.50 4.75 6.45 5.90 4.80 5.55 5.15 6.45
20 3.85 4.55 5.05 4.70 5.15 4.60 4.50 4.50 5.85 5.40
30 4.45 4.10 4.70 5.10 4.60 4.40 4.80 4.45 4.50 6.25
50 4.45 4.75 5.40 5.25 4.50 4.10 3.65 4.75 4.05 4.60
100 4.65 4.85 4.20 5.65 5.30 4.35 4.80 4.70 4.35 4.95
200 4.05 4.65 3.90 4.60 5.00 5.65 5.05 4.85 4.65 5.40
CDP
10 5.60 5.50 5.25 4.10 6.00 5.60 4.70 5.05 4.70 5.65
20 4.05 4.75 5.05 4.90 5.30 4.90 4.70 4.65 5.85 5.30
30 4.90 4.45 4.85 5.20 5.00 5.20 5.20 4.55 5.00 6.05
50 4.95 5.20 5.60 5.55 4.45 5.00 4.15 5.00 4.55 4.70
100 5.65 5.15 4.50 5.95 5.45 5.15 5.65 5.05 4.50 5.05
200 5.00 5.00 4.45 4.85 5.15 6.35 5.75 5.15 4.70 5.55
LMPUY
10 6.75 6.05 6.10 6.00 5.60 6.60 6.85 7.65 7.95 6.60
20 6.20 5.45 6.75 7.00 5.50 7.05 6.40 6.40 7.15 5.60
30 6.20 6.25 5.40 6.35 5.95 7.65 5.95 6.35 5.85 7.00
50 6.55 4.95 5.25 5.60 5.40 7.00 6.85 7.20 5.40 5.85
100 8.10 5.45 5.40 4.60 4.55 7.00 5.85 6.10 5.85 5.90
200 8.60 5.75 6.50 5.90 5.35 8.00 7.20 6.30 6.40 6.70
Notes: This table reports the size of CDP , LMPUY and CDR with uit = ξit, where ξit = σiεit; σ
2
i ∼ IIDχ2(2)/2. εit ∼
IID(0, 1) and are generated from Normal and Chi-squared distributions. The tests are conducted at the 5% nominal significance
level.
111
Table 2: Size of Tests with MA(1) Errors
Normal Chi-squared
Tests (N,T) 10 20 30 50 100 10 20 30 50 100
CDR
10 6.10 6.25 4.45 5.35 6.25 6.30 5.40 5.90 5.85 6.50
20 5.15 4.80 5.05 4.60 5.30 5.20 5.35 4.70 6.15 4.75
30 4.50 4.35 4.20 5.35 4.95 5.55 4.75 4.90 5.30 6.15
50 5.25 4.50 5.30 5.70 4.30 5.00 4.65 4.60 4.35 4.85
100 4.75 5.35 4.50 5.45 5.60 5.80 4.15 5.45 4.35 4.90
200 4.35 4.95 3.50 4.50 4.90 6.20 6.30 4.30 4.30 5.50
CDP
10 7.60 9.35 8.40 10.05 11.10 7.80 7.75 10.30 10.25 10.95
20 6.60 8.30 9.95 9.10 10.90 7.00 8.95 9.30 10.70 10.50
30 6.45 8.35 8.30 10.50 10.60 7.90 9.65 9.50 10.80 10.60
50 7.45 7.95 10.75 11.30 9.65 7.55 7.90 9.20 9.70 9.15
100 6.50 9.35 9.00 10.85 11.55 7.85 8.35 10.60 9.30 10.20
200 6.65 8.45 8.45 9.70 10.95 9.90 9.50 9.35 9.65 11.20
LMPUY
10 37.95 54.40 57.10 59.55 60.70 39.15 53.00 56.50 60.75 61.55
20 81.55 96.00 96.80 98.25 97.90 83.25 95.45 97.05 97.70 98.20
30 98.30 100.00 100.00 100.00 100.00 98.45 100.00 100.00 100.00 100.00
50 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
200 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Notes: This table reports the size of CDP , LMPUY and CDR with uit = ξit + θξit−1, where ξit = σiεit; σ2i ∼ IIDχ2(2)/2.
εit ∼ IID(0, 1) and are generated from Normal and Chi-squared distributions. The tests are conducted at the 5% nominal
significance level.
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Table 3: Size of Tests with AR(1) Errors
Normal Chi-squared
Tests (N,T) 10 20 30 50 100 10 20 30 50 100
CDR
10 6.10 6.25 4.90 6.15 6.75 6.05 4.80 6.10 6.00 5.65
20 4.75 5.65 4.65 4.70 5.00 4.85 5.60 4.50 5.55 4.80
30 4.15 4.85 4.00 4.55 4.65 5.50 4.25 5.75 5.10 6.65
50 4.15 4.50 5.20 5.45 4.40 5.25 5.35 4.60 4.40 4.35
100 4.35 4.80 4.80 5.45 4.80 5.75 4.15 5.30 4.05 5.10
200 4.85 4.60 4.05 4.55 5.05 7.80 5.35 4.95 4.20 4.55
CDP
10 6.80 9.65 10.20 14.55 16.80 6.55 8.25 12.25 13.90 16.30
20 5.75 9.50 11.35 13.25 16.85 5.90 9.60 11.50 15.05 15.45
30 5.65 9.80 10.00 13.30 14.05 7.35 9.65 12.00 15.20 17.15
50 5.90 8.45 11.95 14.80 14.10 7.10 9.55 9.70 12.40 15.80
100 6.05 10.00 10.40 14.70 16.55 7.25 8.70 12.25 13.85 15.00
200 6.65 9.00 10.25 13.30 16.70 9.40 10.3 10.85 13.70 16.10
LMPUY
10 37.95 54.40 57.10 59.55 60.70 27.60 66.30 82.45 90.80 95.35
20 55.50 97.90 99.85 100.00 100.00 59.95 98.40 99.85 100.00 100.00
30 98.30 99.95 100.00 100.00 100.00 82.75 100.00 100.00 100.00 100.00
50 97.80 100.00 100.00 100.00 100.00 98.60 100.00 100.00 100.00 100.00
100 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
200 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Notes: This table reports the size of CDP , LMPUY and CDR with uit = ρuit−1 + ξit, where ξit = σiεit; σ2i ∼ IIDχ2(2)/2.
εit ∼ IID(0, 1) and are generated from Normal and Chi-squared distributions. The tests are conducted at the 5% nominal
significance level.
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Table 4: Size of Tests with ARMA(1,1) Errors
Normal Chi-squared
Tests (N,T) 10 20 30 50 100 10 20 30 50 100
CDR
10 6.95 6.45 4.90 6.20 5.85 7.20 5.25 6.40 5.40 5.45
20 5.40 5.55 4.95 4.75 4.95 6.40 5.70 4.95 5.55 4.70
30 4.65 4.75 4.05 4.80 4.65 7.45 4.60 5.95 5.10 6.50
50 4.95 4.95 5.25 5.30 4.50 7.50 5.70 4.80 4.35 4.80
100 5.05 5.15 4.60 5.10 4.90 10.25 5.10 4.65 4.00 4.80
200 5.75 4.65 4.45 4.85 5.20 17.45 6.60 5.75 4.50 4.25
CDP
10 9.10 15.95 16.35 22.50 24.30 10.95 13.80 19.20 21.70 25.15
20 8.30 14.40 17.80 20.15 25.05 10.10 14.80 18.90 22.85 23.15
30 8.30 15.40 17.70 21.55 22.55 10.95 15.25 19.25 23.55 24.25
50 8.70 14.85 18.80 22.70 23.40 11.75 15.40 17.30 19.15 23.95
100 9.35 15.90 17.50 22.15 24.20 17.20 14.45 17.95 22.05 22.70
200 9.50 14.05 18.35 20.00 24.95 25.45 17.00 18.55 21.35 24.65
LMPUY
10 83.65 98.45 99.45 99.75 99.80 83.65 98.40 99.70 99.90 100.00
20 99.85 100.00 100.00 100.00 100.00 99.85 100.00 100.00 100.00 100.00
30 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
50 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
200 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Notes: This table reports the size of CDP , LMPUY and CDR with uit = ρuit−1 + ξit + θξit−1, where ξit = σiεit; σ2i ∼
IIDχ2(2)/2. εit ∼ IID(0, 1) and are generated from Normal and Chi-squared distributions. The tests are conducted at the 5%
nominal significance level.
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Table 5: Size Adjusted Power of CDR : Factor Model
Normal Chi-squared
DGP (N,T) 10 20 30 50 100 10 20 30 50 100
MA(1)
10 14.55 23.95 30.30 45.40 63.05 21.95 30.75 33.65 46.00 66.10
20 35.70 56.65 68.95 84.05 95.95 47.30 63.25 75.80 86.00 97.40
30 59.65 81.70 91.75 97.65 99.95 69.75 87.50 92.60 98.00 99.95
50 83.65 96.60 99.30 100.00 100.00 88.75 98.00 99.55 100.00 100.00
100 96.75 99.95 100.00 100.00 100.00 98.90 99.90 100.00 100.00 100.00
200 99.70 100.00 100.00 100.00 100.00 99.70 100.00 100.00 100.00 100.00
AR(1)
10 18.95 23.95 32.40 38.10 56.75 26.95 35.00 28.90 37.15 61.25
20 45.60 62.10 69.95 81.45 94.20 55.10 67.45 74.85 85.65 96.60
30 68.80 83.50 92.30 97.60 99.75 78.15 90.85 92.70 97.40 99.85
50 88.55 97.45 99.40 100.00 100.00 92.90 98.50 99.65 100.00 100.00
100 98.80 100.00 100.00 100.00 100.00 99.60 99.95 100.00 100.00 100.00
200 99.90 100.00 100.00 100.00 100.00 99.85 100.00 100.00 100.00 100.00
ARMA(1, 1)
10 7.70 7.70 10.00 10.80 14.80 9.65 10.35 8.80 9.60 19.60
20 22.05 18.85 24.25 27.80 39.50 24.85 22.35 23.40 30.60 46.20
30 37.75 37.45 46.15 48.90 75.00 41.75 47.35 44.15 53.15 71.25
50 66.50 66.75 71.60 83.10 96.20 66.25 72.35 82.45 88.20 98.00
100 91.15 96.60 98.75 99.90 100.00 90.45 98.55 99.40 99.95 100.00
200 98.95 100.00 100.00 100.00 100.00 98.45 99.95 100.00 100.00 100.00
Notes: This table computes the size adjusted power for CDR with a factor model that allows for cross-sectional dependence
in the errors: u∗it = λift + uit. uit are generated by MA(1), AR(1) and ARMA (1,1) defined by (4.4)-(4.6). ξit = σiεit;
σ2i ∼ IIDχ2(2)/2. εit ∼ IID(0, 1) and are generated from Normal and Chi-squared distributions.
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Table 6: Size Adjusted Power of CDR: SAR(1) Model
Normal Chi-squared
DGP (N,T) 10 20 30 50 100 10 20 30 50 100
MA(1)
10 38.85 60.55 72.20 88.25 97.30 43.05 67.15 72.55 88.45 97.70
20 37.45 61.70 76.00 92.15 99.05 39.25 61.25 76.80 89.55 99.10
30 39.60 64.55 78.60 92.00 99.60 40.30 65.65 78.80 91.90 99.35
50 40.05 66.45 79.15 92.70 99.75 39.95 66.55 78.65 94.65 99.70
100 33.60 62.70 80.55 92.55 99.65 37.85 64.65 79.20 94.40 99.90
200 40.65 64.50 80.65 94.70 99.8 37.75 62.50 81.25 95.65 99.80
AR(1)
10 37.20 53.95 68.20 79.20 92.10 42.85 63.20 61.15 78.00 94.80
20 38.25 56.50 69.30 82.90 95.85 38.55 55.50 68.65 83.70 97.20
30 37.90 56.90 71.80 84.65 98.10 38.70 62.00 66.25 85.70 96.90
50 38.80 59.80 71.40 86.60 98.60 39.70 59.15 71.25 89.00 99.00
100 38.85 57.85 70.90 86.60 98.75 35.25 59.85 72.55 88.95 98.60
200 40.75 55.95 74.40 87.75 98.80 33.80 56.00 70.85 90.40 99.10
ARMA(1, 1)
10 29.00 43.40 58.05 70.20 85.90 32.75 49.75 51.30 67.40 88.20
20 31.05 43.55 56.65 72.10 89.10 28.35 43.45 54.80 71.35 91.35
30 30.00 45.70 59.35 71.35 94.20 28.10 48.10 54.00 73.05 91.90
50 33.05 45.30 54.40 71.70 93.30 27.30 43.90 58.00 75.75 94.45
100 30.60 45.15 55.50 75.40 94.95 21.80 45.45 57.85 77.35 94.75
200 30.30 42.05 58.15 75.75 95.15 21.05 38.80 55.70 77.50 95.80
Notes: This table computes the size adjusted power for CDR with a SAR(1) model that allows for cross-sectional dependence




i+1,t)+uit with δ = 0.4. uit are generated by IID, MA(1), AR(1) and ARMA (1,1) defined
by (4.3)-(4.6). ξit = σiεit; σ
2
i ∼ IIDχ2(2)/2. εit ∼ IID(0, 1) and are generated from Normal and Chi-squared distributions.
116
Appendix
This appendix includes proofs of the main results in the text. The appendix includes
two parts: Part A includes some useful lemmas which are frequently used in the proofs of
Theorems; Part B gives the proofs of all the theorems included in the paper.
Let us introduce some notation before proceeding: For two matrices B = (bij) and
C = (cij), we define B ◦C = (bijcij).
∑




means summation over {(i1, i2, j1, j2) : i1, i2, j1, j2 are mutually different.} .
A Some Useful Lemmas













(b) E(ε′iFεi) = tr(F ) ;
(c) E(ε′iFεi)
2 = tr(F 2) + 2tr2(F ) + ∆tr(F ◦ F );
(d) tr(F ◦ F ) ≤ tr(F 2) .
The Proof of part (a) is given by Lieberman (1994) and the proof of (b)-(d) are from
Proposition 1 of Chen, et al. (2010), hence we omit the proof here.
Lemma A.2 Define Bj = MjΣMj, for any j, respectively. Under Assumptions 1-3 and the












) ≤ (3 + ∆) (2+∆)tr(BiBj)2+tr2(BiBj)
tr2(Bi)tr2(Bj)
;
















where vi are the scaled residual vector defined by vi =
ei
(e′iei)1/2
. ei is the OLS residual vector
from the individual-specific least squares regression and it is given by
ei = Miui = MiσiΓεi, with Mi = IT − PXi = IT −Xi (X ′iXi)−1X ′i.










































































tr (MiΣ) tr (MjΣ)
=
tr (BiBj)
































































= 2tr(Γ′MjMiΓΓ′MiMjΓ)2 + tr2(Γ′MjMiΓΓ′MiMjΓ)
+ ∆tr (Γ′MjMiΓΓ′MiMjΓ ◦ Γ′MjMiΓΓ′MiMjΓ)
= 2tr (BiBj)
2 + tr2 (BiBj) + ∆tr (Γ
′MjMiΓΓ′MiMjΓ ◦ Γ′MjMiΓΓ′MiMjΓ)
≤ (2 + ∆) tr (BiBj)2 + tr2 (BiBj) .









] ≤ (2 + ∆) tr (BiBj)2 + tr2 (BiBj)
tr2(Bj)
.















≤ (2 + ∆) tr (BiBj)










































Note that |E (v′iBj1viv′iBj2vi)| ≤
[
E (v′iBj1vi)











≤ (2 + ∆) tr (BiBj1)
























tr(Bki ) = O(1);
(c) 1
T
tr(Bi1Bi2 · · ·Bik) = O(1), for i1 6= i2 6= · · · 6= ik.
Proof. Part (a) is directly from Bai and Zhou (2008), hence we omit it here. Next we





tr[(IT − PXi) Σ(IT − PXi)]k = tr
(
[(IT − PXi) Σ]k
)
, By using the inequality that for any pos-
itive definite matrices A and B (see Bushell and Trustrum (1990)):






) ≤ tr ((IT − PXi) Σk) ≤ tr (Σk) .













For part (c), since for each Bil , l = 1, · · · , k, it is positive semi-definite. We also have Bil ≤
Σ, l = 1, · · · , k. By using the facts that for any matrices A,B, with A ≤ B and C positive
definite, tr(AC) ≤ tr(BC), we conclude that
1
T










B Proof of Theorems
B.1 Proof of Theorem 1
Proof. Since E(ei|Xi) = 0, and εi, i = 1, 2 . . . , N, are independent, it is easy to show that
E(ρˆij) = 0,






























To calculate the above term, we have 3 cases to discuss:
(1) i1, i2, j1, j2 are mutually different. E(ρˆi1j1 ρˆi2j2) = 0.

















Hence, the above results give us the variance of Tn, which is

















tr (Bi) tr (Bj)
.
and Theorem 1 is proved.
B.2 Proof of Theorem 2
Proof. To prove this theorem, we need to employ the martingale central limit theorem
(Billingsley (1995)). For that purpose, we define F0 = {φ,Ω} , FNi as the the σ-field gener-
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ated by {ε1, ε2, . . . , εi} for 1 ≤ i ≤ N. Let ENr (·) denote the conditional expectation given
filtration FNr [E0 (·) = E (·)] . Write Ln =
∑N








For every N, we can further show that
E (DN,i | FN,i−1) = 0.






. By applying the Martingale Central limit theorem, it is suffi-














Lemma B.1 and B.2 prove the above conditions. Hence, we can apply the Martingale Central
Limit Theorem and as (N, T ) −→∞, we have
γ−1Tn
d−→ N(0, 1).




















=var(Tn). Then we will show























= var (Tn) .
Next, we only need to show that the second condition is satisfied. We first consider the
magnitude of var(Tn). From Lemma A.3, we know that
tr (BjBi)
tr (Bi) tr (Bj)
= O(T−1),
which implies var2(Tn) = O(T


















































































































To calculate magnitude order of the above term, we have 3 cases to discuss.






















tr2 (BjBi) + 2tr (BjBi)
2 + ∆tr (BjBi ◦BjBi)
tr2 (Bj)








































































tr (Bj1Bi) tr (Bj2Bi)
tr (Bj1) tr (Bj2)

























tr (Bj1) tr (Bj2)





































































/var2(Tn)→ 0. Lemma B.1 is proved.






















































tr (Bj1Bi) tr (Bj3Bi)
tr (Bj1) tr (Bj3)



































tr (Bj1Bi) tr (Bj2Bi)



































−→ 0, as (N, T )→∞. Lemma B.2 is proved.
B.3 Proof of Theorem 3
Proof. we want to show






















2 − v′ivjv′j v¯(i,j) − v′iv¯(i,j)v′jvi + v′iv¯(i,j)v′j v¯(i,j)

= a1 + a2 + a3 + a4, say.
It is easy to show that the first term E(a1) = γ
2, and E(ai) = 0, i = 2, 3, 4. So we prove
the first part. By using Lemma 3 and Theorem 1, we have γ2 = O(T−1). Hence, to prove
γˆ2−γ2 = op(1), we only need to show that var(a1)= op(T−2) and ai = op (γ2) , for i = 2, 3, 4.

















































tr (Bi) tr (Bj)
)2













. There are 3 cases
for this term and Lemma 2 is used frequently:








tr (Bi1Bj1) tr (Bi2Bj2)












































































































, which further implies a2 = op(γ
2). Since
a2 = a3, a3 = op(γ
2). Consider a4, it can be divided into two terms:
1




















It is easy to show that the former term is Op (N
−1a2) , then it is op(γ2). We only need to





























by using Lemma A.2-A.3. Hence the latter term is Op(N
−2T−1). The above results together
lead to a4 = op(γ
2). The first part of Theorem 3 holds, the second part of Theorem 3 is









Dynamic panel data models have been of interest for years in a wide range of economic
empirical studies, including labor participation, economic growth and finance, among many
others. The generalized method of moments (GMM) estimation using lags as instruments is
the most popular approach to estimate dynamic panel data models, see Eakin et al. (1988),
Arellano and Bond (1991), Arellano and Bover (1995), Blundel and Bond (1998). However,
existence of some serial correlation in errors invalidates moment conditions; besides, the exis-
tence of slope heterogeneity or cross-sectional dependence in errors leads to persistent serial
correlation, which further invalidates moment conditions. Under such misspecifications, the
GMM estimators become inconsistent. It is therefore essential to check the validity of mo-
ment conditions via diagnostic tests. One could use the overidentifying test, which serves as
a general misspecification test, see Sargan (1958), Hansen (1982), Arellano and Bond (1991);







on testing the null hypothesis of no second-order serial correlation
in the first-difference errors. However, this test may lack power for finite samples against






is proposed later by Yamagata (2008) on testing the null of no second to pth-order serial
correlation in the first-difference errors.
It is well known that the asymptotic framework used for the existing tests is standard:
the dimension of time periods (T ) is fixed and the number of cross-sectional units (N) is
large. With the growing availability of panel data sets, T grows to be large and not negligible
relative to N . Long periods of time provide many valid moment conditions for the GMM
estimators. The Arellano and Bond’s (1991) GMM (AB-GMM) estimator uses all available
instruments in first-difference equations, and thus the number of orthogonality conditions
grows at a rate of order T 2. When T is large, the number of instruments can easily become
large relative to the sample size N , making some asymptotic results of GMM estimates and
related tests misleading for dynamic panel models. If the number of instruments is larger
132
than N, the estimated weight matrix of GMM is not invertible. Even if the number is smaller
than N, the estimated weight matrix may not be a good approximation to the population
counterpart. Voluminous statistic studies show that the sample covariance matrix of random
vectors is a poor estimator for its population covariance matrix when its dimension is rela-
tively as large as its sample size. Moreover, numerous instruments can over-fit instrumented
variables and bias coefficient estimates in dynamic panel data models, see Alvarez and Arel-
lano (2003), Bun and Kiviet (2006), Hayakawa (2015), Hsiao and Zhang (2015), Hsiao and
Zhou (2015). The bias may accumulate and invalidate test statistics.
It turns out that the conventional Sargan’s test proposed by Arellano and Bond (1991)
for dynamic panels tends to be undersized and has virtually no power when the number of
moment conditions is proportional to sample size, see simulation studies in Bowsher (2002)
and Windmeijer (2005). With T fixed, the Sargan’s test is asymptotically distributed as χ2
distribution with degrees of freedom of order T 2. As T →∞, the tests diverges. Donald et al.
(2003) suggest re-centering and re-scaling the χ2 distribution to correct overidentifying test
in cross-sectional regression models with moderately many instruments, i.e., the number of
instruments grows asymptotically at a slower rate than the sample size. However, Anatolyev
and Gospodinov (2010) show that when the number of instruments increases at the same
rate as the sample size, this corrected test of overidentifying restrictions is asymptotically
incorrect, a similar result can also be found in Hayakawa (2015). They propose a modification
of the test. More studies of tests of overidentifying restrictions with many instruments in
cross-sectional regression models can also be found in Lee and Okui (2012), and Chao et al.
(2014). Despite the literature mentioned above, correction of the conventional Sargan’s test
for large dynamic panels has not been well studied.
It is worth pointing out that reducing the number of instruments used in GMM leads to
less bias in parameter estimation in dynamic panels. Therefore, the literature suggests using
less instruments for GMM estimates and related tests. Two different instrument matrices
with less instruments for GMM estimates in dynamic panels are investigated by Bun and
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Kiviet (2006). The first one is the block-diagonal matrix which includes only a subset of all
available instruments; the second one is the matrix which includes a linear transformation of
a subset of all available instruments. The latter one is also called collapsed instrument matrix
and recommended by the Roodman (2009)1. The number of instruments used in this matrix
is fixed, and not increasing with T. They show that the bias of GMM estimates with those
two instrument matrices are smaller in comparison to the instrument matrix used in AB-
GMM. However, limited literature provides either theoretical or empirical guidance for the
usage of tests of specification which built upon the GMM estimates with different instrument
matrices for large dynamic panels. More importantly, large N and large T asymptotics of
the tests have not been well examined.
This paper considers the tests of specification, including the tests for serial correlation
(Arellano (2003), Yamagata (2008)) and the tests of overidentifying restrictions (Arellano
and Bond (1991)), for large dynamic panel data models. The test statistics are built upon
the two-step GMM estimations using three different instrument matrices: a block-diagonal
matrix with a full set of all available instruments, a block-diagonal matrix with a subset of all
available instruments and the collapsed instrument matrix. We first extend the tests of serial
correlation to the large N and large T framework; later we propose an accurate correction
for the Sargan’s tests when the number of instruments is growing with T. The limiting
distributions of all the tests are derived as N and T go to infinity simultaneously. The
asymptotic local power under MA(q) and AR(q) alternatives of the tests are investigated,
which yields several findings. First, the tests for serial correlation are powerful againstMA(q)
and AR(q) alternatives; and the joint tests for the second to pth serial correlation are more
powerful than the tests for sth-order serial correlation, which is consistent with the result
of Yamagata (2008). Second, under the local MA(q) and AR(q) alternatives, the power of
the corrected Sargan’s tests decreases when the number of instruments increases. Therefore,
their power only increases as N increases and the corrected Sargan’s test with collapsed
1Roodman (2009) recommends using collapsed instruments matrix for estimation and test in large dy-
namic panel models, he also provides two empirical examples for verification.
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instrument matrix are more powerful. Besides, the power properties are also discussed under
the misspecifications such as heterogeneous slopes and cross-sectional dependence. The
Monte Carlo simulations are conducted for checking the small sample properties. Simulation
results confirm our theoretical findings. The results show that the corrected Sargan’s tests
have good size while the conventional Sargan’s test suffers size distortions. Given the same
type of tests, the test with collapsed instrument matrix often outperforms else others.
The rest of this paper is organized as follows. Section 2 introduces the model, the GMM
estimators and the Assumptions; Section 3 presents the existing tests; Section 4 proposes the
test statistics and derives their limiting distributions; Section 5 discusses the power proper-
ties; Section 6 reports the results of the Monte Carlo experiments; and Section 7 provides
some concluding remarks. All the mathematical proofs are provided in the Appendix.
Notations: Denote Ts = T − s − 2. For a squared matrix B, tr(B) is the trace of
B; ||B|| = (tr(B′B))1/2 denotes the Frobenius norm of a matrix or the Euclidean norm of a
vector B.
d−→ denotes convergence in distribution and p−→ denotes convergence in probability.
We use (N, T ) → ∞ to denote the joint convergence of N and T when N and T pass to
infinity simultaneously. K is a generic positive number not depending on N or T.
2 The model and the estimators
Consider a dynamic panel data model
yit = ρyi,t−1 + β′xit + ηi + uit, i = 1, . . . , N, t = 2, . . . , T, (1)
where |ρ| < 1 and ηi are the unobserved individual effects with finite mean and variance.
xit are (k − 1)× 1 vector of predetermined regressors such that E(xisuit) 6= 0 for s > t and
zero otherwise. uit are residuals which are independent across time and individuals. For the
presentation of the estimators below, it is convenient to stack model (1) for each i, which
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yields
yi = ρyi,−1 + xiβ + ηiιT + ui, i = 1, . . . , N, (2)
where yi = (yi1, . . . , yiT )
′ , yi,−1 = (yi0, . . . , yi,T−1)
′ , xi = (xi1, . . . , xiT )
′ , ιT is a (T × 1) vector
of ones, and ui = (ui1, . . . , uiT )
′ . To eliminate the fixed effects ηi, taking the first difference
of model (1) yields
∆yit = ρ∆yi,t−1 + β′∆xit + ∆uit, i = 1, . . . , N, t = 3, . . . , T, (3)
where ∆yit = yit − yi,t−1, ∆xit = xit − xi,t−1, and ∆uit = uit − ui,t−1. Similarly, stacking
equation (3) for each i gives
∆yi = ρ∆yi,−1 + ∆xiβ + ∆ui, i = 1, . . . , N, (4)
where ∆yi = (∆yi2, . . . ,∆yiT )
′ , ∆yi,−1 = (∆yi1, . . . ,∆yi,T−1)
′ , ∆xi = (∆xi2, . . . ,∆xiT )
′ and
∆ui = (∆ui2, . . . ,∆uiT )
′ . To estimate the parameters ρ and β, Arellano and Bond (1991)




















i2] 0 . . . 0















Then the matrix of instruments is W (2) = [W
(2)′
l1 , . . . ,W
(2)′
lN ]
′ and the moments conditions






= 0. Pre-multiplying the difference equation (3)
in vector form by W (2)′ gives
W (2)′∆y = W (2)′ (∆y−1) ρ+W (2)′ (∆X) β +W (2)′∆u, (7)
where ∆X is the stacked N(T − 2) × (k − 1) matrix. Define Z = [∆y−1,∆X] with Zit =
[∆yit−1,∆x′it] and θ = (ρ, β



















where A = IN ⊗D and D is a (T −2)× (T −2) matrix with 2s on the main diagonal, −1s on
the first sub-diagonal, and zeros otherwise. The Arellano-Bond two-step GMM (AB-GMM)
































i are the residuals estimated by
the one-step GMM defined in (8).
The AB-GMM estimator uses q2 = (T − 1)(T − 2)/2 + (k− 1)(T + 1)(T − 2)/2 = O(T 2)
instruments given in (5) and (6). When T is fixed, the AB-GMM estimator is well performed
and easily computed. But as T grows, the number of instruments q2 becomes very large;
for example, assume k = 1 and T = 5, q2 = 6; when T is 50, q2 = 1176. Hence, inverting









































, see detailed discussion in Section 3. Consequently, the estimations
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and tests built upon this approach may perform poorly with large T .
Recently, several literature suggest using less instruments can reduce the bias of estima-
tion. Bun and Kiviet (2006) study the performances of two different instrument matrices








′ · · · 0 0′




... · · · ... ...
0 0′ · · · · · · · · · yi,T−2 x′i,T−1

(10)
This instrument matrix includes only q1 = k(T − 2) instruments, which is a subset of all the
instruments. The second one includes a linear transformation of the instruments in W
(2)
li ,
which is also called collapsed instrument matrix by Roodman (2009). If we fix the number


















... · · · ... ...
yi,T−2 x′i,T−1 yi,T−3 x
′
i,T−2 · · · yi,T−κ x′i,T−κ+1

(11)
The above matrix only includes q0 = k × κ instruments. The one- and two-step GMM
















































































l1 , · · · ,W (j)′lN
]′
, j = 0, 1. The
consistency of the above estimators can be obtained directly from Bun and Kiviet (2006),
more specifically, ∥∥∥θˆ(j)FDGMM2 − θ∥∥∥ = Op( 1√
NT
)
, j = 0, 1, 2. (14)
To facilitate our analysis, we need the following Assumptions.
Assumption 1 {yi}Ni=1 and {xi}Ni=1 are independently and identically distributed (i.i.d) ran-
dom matrices. For each yit, xit, i = 1, . . . , N , t = 1, . . . , T, they have finite fourth moments:
E(y4it) ≤ K <∞ and E
[‖xit‖4] ≤ K <∞.
Assumption 2 (i) {uit} (t = 1, . . . , T ; i = 1, . . . , N) are i.i.d across time and individuals,
with mean zero and a finite positive variance σ2u, and finite moments up to the fourth order.
(ii) E(uit|yi,t−1, . . . , yi1, xit, . . . , xi1, ηi) = 0, t = 2, . . . , T.















































with vip = (viT2, . . . , viTp)










li ∆ui, s =



















where λmin denotes the minimum eigenvalue of a matrix.
Assumptions 1-2 follow the literature, see Arellano (2003), Yamagata (2008). Assumption
1 requires all the variables are i.i.d across i and have finite fourth moments in that they are
needed to apply the Central Limit Theorem in the paper. Part (i) of Assumption 2 excludes
heteroscedastic time series; part (ii) of Assumption 2 ensures the validity of the moment
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conditions (5) and (6). Assumption 3 provides the requirements for applying the joint limit
CLT for scaled variates of Phillips and Moon (1999).
3 Existing tests of specification
The standard tests for checking the validity of instruments in dynamic panel models are
Sargan’s test and tests for serial correlation. The test for second-order serial correlation,
the Sargan’s test and Sargan’s difference test for overidentifying restrictions proposed by
Arellano and Bond (1991) are most widely used in empirical applications. In this section,
more generic versions of tests for serial correlation and tests of overidentifying restrictions are
discussed. The joint test for the second to pth-order serial correlation proposed by Yamagata
(2008) is also introduced. Besides, we also address the issues raised by large T .
3.1 Tests for serial correlation






for testing the hypothesis that there is no
second-order serial correlation for the disturbance of first-difference equation (3). Arellano
(2003) extends this test to test the null of no sth-order serial correlation, s = 2, . . . , p. The
hypotheses of this test are:
H0 : E(∆uit∆ui,t+s) = 0 against H1 : E(∆uit∆ui,t+s) 6= 0. (15)

























































































Under the null hypothesis, as N →∞ with T fixed, m(2)s converges to the standard normal
distribution. Yamagata (2008) points out that it may not have enough power against more
general higher serial correlation. He considers a joint test on testing the null of no second to
pth-order first difference error serial correlation. The hypotheses of this joint test is
H0 : E(∆uit∆ui,t+s) = 0 jointly for s = 2, . . . , p (≤ T − 3) , (17)
against
H1 : E(∆uit∆ui,t+s) 6= 0; for some s. (18)














































and g˜is = vˆ
(2)















(2,p), which are built upon the two-step GMM estimation with
instrument matrix W (1), can be defined by modifying all the notations “(2)” to “(1)” respec-
tively.
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3.2 Tests of overidentifying restrictions
Arellano and Bond (1991) propose a Sargan’s test of overidentifying restrictions for dynamic






































= 0, as N → ∞, and T fixed, S(2) converges to
χ2 distribution with degree of freedom q2 − k. To check the validity of subsets of moment
restrictions, they suggest a Sargan’s difference test. More specifically, suppose W
(2)
li can be














li1 is (T − 2)× q21 matrix with valid instrument sets, W (2)li2 is (T − 2)× q22 matrix
with invalid instrument sets under the alternative, and q21 + q22 = q2. For example, if the
errors in levels are MA(1), W
(2)
li2 contains yit−2, xi.t−1 and xit−2, while W
(1)
li1 contains the other
lags. The Sargan’s difference test for dynamic panels is defined as





































i1 are the one- and two-step AB-GMM residuals by using instruments
matrix W
(2)






= 0, as N → ∞, T
fixed, DS(2)
d−→ χ2q22 .
We define the Sargan’s test based upon the two-step GMM estimation with instrument
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matrix W (1) to be S(1) by replacing all the notations “(2)” by “(1)” respectively. Under the






= 0, as N →∞, T fixed, S(1) converges to χ2 with degree of
freedom q1 − k. We do not define the Sargan’s difference test here since W (1) only includes
the instruments of one lag.
3.3 Issues raised by large T
It is well known that the asymptotics of the existing tests are derived with fixed T . As T being
large, some issues are existing in the tests of specification. First, the limiting distributions
of existing tests are only derived with fixed T . For example, as T fixed, N → ∞, S(2) is
distributed as χ2 with degree of freedom q2 − k; However, as T → ∞, the test statistic
diverges. How to derive the limiting distributions of the tests under large (N, T ) framework
is not studied. Second, several simulations have shown that if T is relatively large, the tests of
overidentifying restrictions perform poorly. Bowsher (2002) uses Monte Carlo experiments





using the full set of moment conditions tends to be undersized. He shows
that the Monte Carlo variance of the test is much smaller than the chi-square approximation.
For example, when T = 15, it is 13.7 when it should be 180. Two reasons are leading to this
results. The first one is the estimation bias. The second one is the inaccurate chi-squared
approximation, when the number of instruments used is relatively as large as N .
Consider the effect of estimation bias first. Hsiao and Zhou (2015) show that the GMM
estimate is asymptotically biased of order
√
c using all lags or one lag as instruments where








= bj/N 6= 0,








is not zero or not
asymptotic zero due to the accumulation of the bias when T is large. To better understand





























Together with the fact that
∥∥∥W (2)li ∆Z ′it∥∥∥ = Op (T 2) , we have
∥∥∥E [W (2)li ∆Z ′i (θˆ(2)FDGMM2 − θ)]∥∥∥ = ( TN
)3/2
C. (24)















= 0 under the null hypothesis. According to the above results, as (N, T )→∞
and T/N → c ∈ (0,∞) , we have
∥∥∥W (2)′li ∆uˆ(2)i −W (2)′li ∆ui∥∥∥ = Op (1); It further leads to inac-
curacy in estimation of the variance. As a consequence, the Sargan’s test using the full set of
instruments performs poorly when T is growing relatively as large as N. The accumulation
of the bias in the conventional Sargan’s test is because the dimension of instrument matrix
is growing with T . On the contrary, the bias does not accumulate in the tests for serial
correlation.
Recent literature also points out that the poor property of conventional Sargan’s tests is
due to the inaccurate approximation for the limiting distribution when the number of instru-
ments is becoming relatively large as the sample size. More specifically, consider a general





















is p1 × 1 vector of estimated
moment restrictions. Let the number of regressors is k. Hence, under some assumptions, Tˆ is
asymptotically distributed as χ2 with degrees of freedom p1−k. However, when p1 increases,
Tˆ diverges. Donald et al. (2003) suggest a correction for Tˆ when its degrees of freedom
increases, which yields
Jˆ =
Tˆ − p1 + k√
2 (p1 − k)
d−→ N (0, 1) . (25)
However, from part (i) Theorem 1 in Anatolyev and Gospodinov (2010), it shows when
lim
(N,T )→∞




d−→ N (0, 1) . (26)
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Similar to above result, Hayakawa (2015) also shows that Tˆ/N approximates to a Beta
distribution with parameter (p1 − k) /2 and (N − p1 + k) /2. Hence, the mean and variance
of Tˆ are given by p1 − k and 2 (p1 − k) (N − p1 + k) /(N + 2). Note that the variance
2(p1 − k)
(
N − p1 + k
N + 2
)
≈ 2(p1 − k)
(









is much smaller than 2(p1 − k)
when we use chi-square approximation with degrees of freedom (p1−k). Hence, this explains
why the variance of S(2) is much smaller than the chi-square variance in Bowsher’s (2002)
simulation.
Overall, when the dimension of the instrument matrix used in dynamic panels increases
with growing T, it may lead to bias accumulation in test statistics. Especially, when the
number of instruments becomes relatively as large as N, the chi-squared approximation is
not valid.
4 Test statistics and asymptotics
In this Section, we introduce the tests for serial correlation and the tests of overidentifying
restrictions built upon the two-step GMM estimation with instrument matrix W
(0)
li . We
present the statistics here since they are different from those introduced in Section 3. Using
this collapsed instrument matrix W
(0)
li , the test statistics are double-index summations with
some correlations across their elements. The instrument matrix W
(0)
li has several advantages.
First, the collapsed form is a linear transformation of a subset of all valid instruments, and it
keeps more information without dropping too many lags. Second, the number of instruments
is reduced dramatically and is much smaller compared to the sample size. The corrections
of S(j), j = 0, 1, 2, are proposed for large qj. The limiting distributions of the tests with
different instruments W
(j)
li , j = 0, 1, 2, are derived as (N, T )→∞ in each subsection.
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4.1 Asymptotics of the tests for serial correlation
Similar to (16), we define the test for serial correlation based upon the two step GMM





















































































It should be noted that as T → ∞, deriving the asymptotics of the serial correlation
tests is not straightforward. For the case with large N and fixed T, the limiting theory
is natural and has been well studied. However, the test defined by (27) is a double-index
summation with some correlations across its elements. Hence, its limit cannot be obtained
straightforwardly by using classical Multivariate Central Limit Theory. To cover this, we
derive the limiting distribution of m
(0)
s by applying the joint limit CLT for scaled variates
given by Phillips and Moon (1999). The following Theorem gives the result.
Theorem 1 Under the Assumptions 1-3 and the null hypothesis of (15), as (N, T )→∞,
m(0)s
d−→ N(0, 1). (28)
Similar to Yamagata (2008), we can also extend this result to define a new joint test of
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. The following Theorem gives the limiting distribution of m
(0)2
(2,p).





Remark 1 We derive the limiting distributions of the above two tests under the framework
with large T . The results also hold for fixed T . Besides, Yamagata (2008) shows that the
m
(2)




2 tests are equivalent to m
(j)2














(2,p) to the large (N, T ) asymptotics. The following Corollary gives
the results.
Corollary 1 With Assumptions 1-3; (1) under the null hypothesis of (15), as (N, T ) →
∞, q2−k
N
∈ [0, 1), m(2)s d−→ N(0, 1); (2) Under the null hypothesis of (15), as (N, T ) →
∞, q1−k
N













(2,p), j = 1, 2; are also
valid with large T.
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4.2 Corrected tests of overidentifying restrictions and their asymp-
totics













































lit ∆uit, which is a double index
summation of dependent multivariate variates and their dimensions are fixed. The limiting
distribution of S(0) is given by the Theorem as below.






= 0, i =
1, . . . , N ; as (N, T )→∞,
S(0)
d−→ χ2q0−k. (32)
Similarly, we can also define a Sargan’s difference test to check the validity of a sub-
set of instruments. Decompose the matrix of instruments W
(0)











li1 is (T − 2) × q02 matrix with valid instruments set and W (0)li2 is
(T − 2) × (q0 − q02) matrix with invalid instruments set. The Sargan’s difference test is
































The limiting distribution of DS(0) is given below.






= 0, i =




Remark 2 The Sargan’s difference test uses precise information about the alternative, but
we cannot observe the information in practice. Hence, we neglect the power discussion and
simulations in this paper.
With fixed T, as N →∞, S(j) converge to χ2 distribution with degrees of freedom qj−k,
for j = 0, 1, 2. As T →∞, q1 and q2 diverge, hereafter the test statistics. Following Donald
et al. (2003), we use the asymptotic normal approximation to the chi-square for large degrees
of freedom. Define
Jˆ(j) =
S(j) − qj + k√
2 (qj − k)
, j = 0, 1, 2. (34)
As discussed in Section 3.3, the above normal approximation is not accurate if lim
(N,T )→∞
(qj − k)
/N = cj ∈ (0, 1) . Following Anatolyev and Gospodinov (2010), we define the corrected Sar-
gan’s tests as below,
J˜(j) =
S(j) − qj + k√
2(qj − k) (1− (qj − k) /N)
, j = 0, 1, 2. (35)
The following Theorem gives the limiting distributions of the above corrected Sargan’s tests.






= 0, as (N, T )→∞,
qj →∞, (qj − k) /N → cj ∈ [0, 1), J˜(j) d−→ N(0, 1), for j = 0, 1, 2.
Theorem 5 can be obtained directly from Theorem 1 of Anatolyev and Gospodinov (2010).
Hence, we do not provide detailed proof in this paper. By Theorem 5, the corrected Sargan’s
tests are well defined with large T . When (qj − k) /N → 0, J˜(j) and Jˆ(j) are equivalent.
5 Power properties
In this Section, we discuss the power properties of the tests for serial correlation and the




(2,p), j = 0, 1, 2, can be used to test the null
of no error serial correlation. However, rejecting the null, they may not help to indicate
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whether the errors are following any forms of serial correlation. Moreover, the rejection of
the null of no error serial correlation does not necessarily mean any particular alternatives.
Hence, tests for serial correlation can be regarded as misspecification tests. In this Section,
we consider three important three misspecifications: serial correlation, slope heterogeneity,
and cross-sectional dependence. Particularly, we consider the alternatives of qth-order serial
correlation (MA(q) and AR(q)) for serial correlation and factor model for cross-sectional
dependence.
For simplicity and without loss of generality, we focus on the following AR(1) model
without regressors,
yit = ρyi,t−1 + ηi + uit, i = 1, . . . , N, t = 2, . . . , T, (36)





























1/2 $¯2, . . . , (T/Tp)
1/2 $¯p
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5.1 Power analysis under the local AR(q) and MA(q) errors




ρlεi,t−l + εit, (38)
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ψlui,t−l + εit, (39)
εit ∼ i.i.d.(0, σ2ε). Consider local versions of MA(q) and AR(q) errors2, which are ρl =
(NT )−1/2 δl in (38) and ψl = (NT )
−1/2 δl in (39), l = 1, 2, . . . , q. It is assuming 0 < |δl| <∞,
and it satisfies stationary condition of uit given N. The sth-order error auto-covariance can
be expressed by the parameters σ2ε and δl, l = 1, 2, . . . , q, (see Hamilton (1994))
rs =

σ2u + o((NT )
−1/2), for s = 0;
σ2uδl/ (NT )
−1/2 + o((NT )−1/2), for s = 1, 2, . . . , q;
o((NT )−1/2), for s > q.
(40)
Denote the non-central chi-square distribution with n degree of freedom with non-centrality
























ip and ϕp is expressed as
ϕ(0)p = cp + d
(0)
p , (42)







(2δ2 − δ3 − δ1)
...








































l(δ1+l+i − δi+l) + (T − 1− i− q)
(∑q−i
l=0 ρ
l (δi+l+1 − δi+l)
)]
, i ≤ q;
0 , i > q.
Similar to m
(0)2
(2,p), we can also consider the power property of m
(j)2
(2,p), j = 1, 2, under the
















































, j = 1, 2. Define q′0 = κ, q
′
1 = T − 2 and q′2 = [(T − 1)× (T − 2)] /2.














l (δ2+l − δ1+l) , i > q.
For e(2), the number of non-zero elements of order T , each non-zero element in e(2) can be
express as ϑi (ρ, δs) /
√
T , where ϑi ≤ K <∞.
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Above results show that m
(j)2
(2,p) are powerful against both MA(q) and AR(q) alternatives.
Note that the power properties of m
(j)2
(2,p) depends on the magnitude of cp and d
(j)
p . cp is due
to the asymptotic bias of N−1/2
∑N
i=1 viT . Its first q elements are non-zeros. d
(j)
p is due to the
non-zero e(j). Although they have the same non-zero part cp, d
(j)
p , j = 0, 1, 2, are different.
There is no obvious power rank for the three tests.
Next, we consider the power property of S(0). Under the local alternatives, we have
S(0)
d−→ χ2 (p− k, e(0)′V (0)−1e(0)) , (45)
















. Since e(0) is q′0 dimension-
al vector with q non-zero elements, then S(0) is powerful against both MA(q) and AR(q)
alternatives. It should also be noted that q′0 affect the power property. Since e
(0)’s first q
elements are non-zeros and the left are zeros, S(0) is more powerful when q
′
0 = q comparing
to those when q′0 6= q. Next, we consider the power properties of the corrected Sargan’s tests










1− (q′j − k) /N) , 1
 , j = 0, 1, 2, (46)
where ς(0) = e
(0)′V (0)−1e(0) and ς(j) = e(j)′V (j)−1e(j) with

















, j = 1, 2.







(1− (q′j − k) /N) → 0. Under the local MA(q) and AR(q) alternatives, as
T →∞, S(1) and S(2) have no power asymptotically. Hencer, their power under MA(q) and
AR(q) alternatives only increases with N.
It should be worth to notice that under the local alternatives, the tests for serial corre-
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lation have non-trivial power. However, the power of the corrected Sargan’s tests decrease
as the dimension of instrument matrix increases. Hence, test statistics using the collapsed
matrix with fixed number of instruments should be more powerful than those using the block-
diagonal instrument matrix. Reducing the dimension of instrument matrix can increase the
power under the qth-order serial correlation alternative. Therefore, the tests of specification
built upon two-step GMM estimation with W
(0)






5.2 Slope heterogeneity and error cross-sectional dependence
Pesaran and Smith (1995) show that ignoring slope heterogeneity in dynamic panel model
may lead to persistent serial correlation in errors. Consider a model (37) with slope hetero-
geneity
yit = ρiyi,t−1 + ηi + uit, i = 1, . . . , N, t = 2, . . . , T, (47)
where ρi = ρ + υi, υi ∼ i.i.d. (0, σ2υ) . If ignoring the slope heterogeneity, the error term of
(36) can be rewritten as
uit = υiyi,t−1 + εit. (48)
From above expression, it is clear that the error term exists serial correlation and this
correlation is similar to AR(1) process, hence the power property under this alternative is
similar to AR(1) alternative.
Ignorance of cross-sectional dependence in error terms also results in serial correlation.
Consider a factor model in error terms,
uit = λ
′
ift + εit, (49)
where λi ∼ i.i.d.(0,Σλ), λi and εjt are not correlated for any i, j, t, and ft ∼ i.i.d.(0,Σf ).
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Condition on ft,
E (uitui,t+s) = E [(∆f
′
tλi + ∆εit) (λ
′
i∆ft+s + ∆εi,t+s)] = ∆f
′
tΣλ∆ft+s. (50)
The magnitude of E (uitui,t+s) does not necessarily decrease as s increases with given t.
Consequently, the power of the joint serial correlation test is likely to increase as p increases;
and the Sargan’s test S(0) is likely to be more powerful when κ is larger.
5.3 Choice of p and κ
In practice, we cannot observe the true alternatives. Since the power properties of the
proposed tests depend on the specifications of the alternatives, there is no clear theoretical
guidance for selecting the value of p and κ. For the choice of p, one can follow Yamagata’s
(2008) suggestions as the follows. Choosing p to be equal or slightly larger than q + 1. If
there is reasonable to doubt there is MA(q) or AR(q) error serial correlation; choose p to be
its maximum value or close to it on testing for general misspecifications when T is relatively
small. For the choice of κ, one can just set κ = p. Given p and κ, the power of both tests
grows as T increases. Therefore, when T is relatively large, we may just fix the values of p
and κ comparing to the value of T.
6 Monte Carlo simulations
This section conducts Monte Carlo simulations to examine the empirical size and power of





















in a dynamic panel data model, for j = 0, 1, 2. Following Yamagata (2008), we consider
six scenarios of misspecifications: MA(1) errors; MA(2) errors; AR(1) errors; AR(2) errors;
heterogeneous slopes; and errors with cross-sectional dependence.
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6.1 Experimental design
The data generating process (DGP) is given by
yit = ρyi,t−1 + βxit + ηi + uit, |ρ| < 1; i = 1, . . . , N, t = −48,−47, . . . , T, (51)
with
xit = ρxxi,t−1 + τui,t−1 + vit, |ρx| < 1; i = 1, . . . , N, t = −48,−47, . . . , T. (52)
Let yi,49 = 0 and xi,49 = 0. The first 50 observations of both DGPs are discarded. We set
ρ = ρx = β = τ = 0.5. Under the null, uit = εit, where εit ∼ i.i.d.N(0, σ2ε) with σ2ε = 1.
vit ∼ i.i.d.N(0, σ2v) and ηi ∼ i.i.d.N(0, σ2η) . Following Kiviet (1995) and Bun and Kiviet
(2006), we control the signal-to-noise ratio under the null, uit = εit through σ
2
v . The signal-
to-noise ratio is defined as ω = σ2s/σ
2




it − εit) with y∗it = yit − ηi/ (1− ρ) .
Specifically, using the derivations of parameters in Sarafidis et al. (2009), we have
σ2v =






(1− ρ2x) (1− ρ2) (1− ρρx)
, (54)
b1 = 1 + (βτ − ρx)2 + 2 (βτ − ρx) (ρ+ ρx)
1 + ρρx
. (55)
Set ω = 3 and choose σ2η = (1− ρ2)a1b1.
For power property, we consider six different error specifications, denoted by (a)-(f). All
the parameters are controlled to set the variance of uit to be 1.
(a) MA(1) error model,
uit = σε(εit + ψ1εi,t−1), (56)
where ψ1 = 0.2 and σ
2
ε = 1/(1 + ψ
2
1); so that r0 = 1 and r1 = 0.2.
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(b) MA(2) error model:
uit = σε(εit + ψ1εi,t−1 + ψ2εi,t−2), (57)
where ψ1 = 20/103, ψ2 = 13/90. σ
2




2); so that r0 = 1, r1 = 2/9 and
r2 = 13/90.
(c) AR(1) error model:
uit = ρ1ui,t−1 + σεεit, (58)
where ρ1 = 0.2 and σ
2
ε = (1− ρ21); so that r0 = 1 and r1 = 0.2.
(d) AR(2) error model:
uit = ρ1ui,t−1 + ρ2ui,t−2 + σεεit, (59)
where ρ1 = 0.2, ρ2 = 0.1 and σ
2
ε = (1+ρ2) [(1− ρ2)2 − ρ21] / (1− ρ2) ; so that r0 = 1, r1 = 2/9
and r2 = 13/90.
(e) Heterogeneous slopes: equation (51) is replaced by
yit = ρyi,t−1 + βixit + ηi + uit, (60)
where βi ∼ i.i.d.N(0.5, 1).
(f) Error with cross-sectional dependence:
uit = 0.75 (λ
′
ift + σεεit) , (61)
where λi ∼ i.i.d.U [−1, 1], ft ∼ i.i.d.N(0, 1) and σ2ε = 1.
The experiments are conducted for N = 100, 150, 200 and T = 7, 11, 20, 30. For all pair
of (N, T ), we run 2, 000 replications. To obtain the empirical size, we conduct m
(j)
2 and J˜(j) ,
j = 0, 1, 2, at the two-sided 5% nominal significance level, conduct m
(j)2
(2,p) and S(j), j = 0, 1, 2;
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at the positive one-side 5% nominal significance level. p is set to be 3, 4, 5, 6, 7 and κ is set
to be 2, 3, 4, 5, 6, 7.
6.2 Simulation results





j = 0, 1, 2, have correct size with different (N, T ) combinations. Using the χ2 approximation,
the Sargan’s test S(0) perform correct size, while S(j), j = 1, 2, tend to reject the null
infrequently. When T is moderately large, for example, T = 11 and N = 100, those tests
are both extremely undersized. The size of J˜(2) and J˜(1) are 0 and 0.4, respectively. It is
consistent with the simulation results in previous literature. S(1) and S(2) have more size
distortions when T increases. On the contrary, the corrected Sargan’s tests J˜(j) perform
much better size compared to S(j), for j = 1, 2. For example, when N = 100, T = 11, the
size of J˜(2) and J˜(1) are 3 and 3.4, which are slightly undersized but close to 5.
The rest of tables contain the results of power and size-adjusted power in parentheses
for each tests under varieties of alternatives. Table 2 and 3 give the power results under the





2 , j = 0, 1, 2. Among m
(j)2
(2,p), j = 0, 1, 2, m
(0)2
(2,p) has the largest power, but their
differences are not significant. J˜(0) with specified κ performs good power properties. As




(2,p), j = 0, 1, 2, and J˜(0) are all close to 1. On the
other hand, J˜(2) has very low power for small N and large T and J˜(1) has extremely low power
for all cases. Even for relatively large N given T fixed, the power of J˜(1) does not increase
significantly. Both J˜(2) and J˜(1) have much smaller power than m
(j)2





and J˜(0) have less power as κ increases, which also confirms our theoretical analysis.
Table 4 and 5 report the power under the MA(2) alternative. m
(j)
2 have much smaller
power compared to the m
(j)2
(2,p), j = 0, 1, 2, which is consistent to the results of Yamagata
(2008). J˜(2) has low power when N is small and T is moderately large. J˜(1) still has
extremely low power for all combinations. J˜(0) has reasonable power, but there is no obvious
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rank compared to m
(j)2
(2,p), j = 0, 1, 2.
Table 6 and 7 report the power results under the AR(1) alternative. The results are
similar to the case of MA(1). Note that all the tests have more power than the case of
MA(1) given the same N and T . This result is because, in the case of AR(1) errors, all
the elements of the bias terms are non-zeros, whereas, in the cases of MA(1), only the first
two parts of the bias terms are non-zeros. Table 8 and 9 report the results of power under
the AR(2) scenario. m
(j)
2 , j = 0, 1, 2, have very low power. It is caused by the choice of
parameters in auto-regressive errors. More specifically, in this case, E (∆uit∆ui,t+2) = 0.07
and E (∆uit∆ui,t+3) = −0.14; therefore, they tends to be less powerful than m(j)2(2,p), also see
Yamagata (2008). Among J˜(0) with different κ, the test with κ = 3 dominates all the others.
Moreover, J˜(1) still have low power for all the pairs of (N, T ).
The power results under slope heterogeneity alternative are reported in table 10 and 11.





2 , j = 0, 1, 2; for most of the (N, T ) combinations. The power results under
the cross sectional dependence alternative are specified in table 12 and 13. The power of
all the tests monotonically increases as p and κ increase. From the results, we can observe
that given a relatively large p and small κ, m
(j)2
(2,p), j = 0, 1, 2, have more power than J˜(0) for
most of the (N, T ) combinations. However, it flips over with small p and large κ in some
cases. J˜(2) has more power than J˜(0) for small T ; when T increases, it becomes less powerful
than J˜(0) with slightly large κ. J˜(1) has much more power compared to itself under the other
alternatives, but it is still less powerful than the other tests for most of the cases.
Overall, several interesting findings are obtained by the simulation studies: first, the
corrected Sargan’s tests
(
J˜(j), j = 1, 2
)
have reasonable size compared to the uncorrected
Sargan’s tests
(
S(j), j = 1, 2
)
; second, using the collapsed instruments matrices, the perfor-
mance of each test dominates those using the block-diagonal instrument matrices for most
of the (N, T ) combinations; the exception is only for very small T ; third, there is no absolute
ranking between the J˜(0) and m
(j)2





In this paper, we consider the tests of specification in dynamic panel data models with
large N and large T . All the test statistics are built upon the two-step GMM estimation
using three different instrument matrices: the block-diagonal matrix with the full set of all
available instruments, the block-diagonal matrix with a subset of all available instruments
and the collapsed instrument matrix. This paper shows the conventional Sargan’s test (S(2))
does not approximate to the chi-square distribution when the number of instruments used
is relatively as large as N . Therefore, it proposes corrected Sargan’s tests
(
J˜(j), j = 0, 1, 2
)
with the three instrument matrices. It extends the conventional tests for serial correlation to
large N and large T framework. The asymptotics of all the tests are well established as N
and T go to infinity jointly. This paper also adds power analysis under different alternatives.
Under local MA(q) and AR(q) alternatives, it shows that m
(j)2
(2,p), j = 0, 1, 2, have good power
properties and the power of J˜(j), j = 1, 2, decreases as the number of instrument increases,
which means the power of J˜(j), j = 1, 2, only increases with N, while the power of J˜(0) with
fixed number of instruments increases when either N , T or both increase.
The Monte Carlo simulations are conducted for studying the small sample properties of
all the tests with three different instrument matrices. The simulation results show several
interesting facts: in the first place, the corrected Sargan’s tests have correct size, while the
conventional Sargan’s tests suffer serious size distortions; second, the corrected Sargan’s test
J˜(0) has reasonable power under varieties of alternatives; especially, J˜(0) with just specified lag
instruments (κ = q + 1) matrix mostly outperform the other tests of specification; J˜(1) has
very lower power for finite samples for all the alternatives except cross-sectional dependence;
and last but not the least, there is no clear rank between m
(j)2
(2,p), j = 0, 1, 2, and J˜(0), but
both of them dominate m
(j)2
2 , j = 0, 1, 2, for most of the cases. Among m
(j)2
(2,p), j = 0, 1, 2,
m
(0)2
(2,p) has the largest power, but their differences are not significant.







testing since they have several advantages. First, they do not have the invert-ability issue of
160
large covariance matrix when T large and are computationally easy to implement; second,







. It is worth to remark that there is no technical standards to choose the
number of p for the joint serial correlation tests and κ for the collapsed instruments matrix.
The power properties imply they depend on the actual misspecifications.
Acknowledgments
Essay III is based on the working paper of Lee and Peng (2016).
References
[1] Ahn, S.C., Schmidt, P., 1995. Efficient estimation of models for dynamic panel data.
Journal of Econometrics 68, 5-27.
[2] Anatolyev, S., Gospodinov, N., 2011. Specification Testing in models with many instru-
ments. Econometric Theory 27, 427-441
[3] Alvarez, J., Arellano, M., 2003, The time series and cross-section asymptotics of dynamic
panel data estimators. Econometrica 71(4), 1121-1159.
[4] Arellano, M., 2003. Panel Data Econometrics. Oxford University Press.
[5] Arellano, M., Bond, S., 1991. Some tests of specification for panel data: Monte Carlo
evidence and an application to employment equations. Review of Economic Studies 24,
1-37.
[6] Arellano, M., Bover, O., 1995. Another look at the instrumental variable estimation of
error components models. Journal of Econometrics 68, 29-51.
[7] Baltagi, B.H., 2008. Econometric Analysis of Panel Data, New York: Wiley.
161
[8] Blundell, R.W., Bond, S.R., 1998. Initial conditions and moment restrictions in dynamic
panel data models. Journal of Econometrics 87, 115-143.
[9] Bowsher, C.G., 2002. On Testing overidentifying restrictions in dynamic panel data
models. Economics Letters 77, 211-220.
[10] Bun, M.J.G, Kiviet, J.F., 2006. The effects of dynamic feedbacks on LS and MM esti-
mator accuracy in panel data models. Journal of Econometrics 132, 409-444.
[11] Chao, J.C., Hausman, J.A., Newey, W.K., Swanson, N.R., Woutersen, T. 2014. Testing
overidentifying restrictions with many instruments and heteroskedasticity. Journal of
Econometrics 178, 15-21.
[12] Donald, S.G., Imbens, G.W., Newey, W.K. 2003. Empirical likelihood estimation and
consistent tests with conditional moment restrictions. Journal of Econometrics 117,
55-93.
[13] Hamilton, J.D., 1994. Time Series Analysis. Princeton University Press, Princeton.
[14] Hansen, L. 1982. Large sample properties of generalized method of moments estimators.
Econometrica 50, 1371-1395.
[15] Hausman, J.A., 1978. Specification tests in econometrics. Econometrica 46, 1251-1272.
[16] Hayakawa, K., 2015. The asymptotic properties of the system GMM estimator in dy-
namic panel data models when both N and T are large. Econometric Theory 31(3),
647-667.
[17] Hayakawa, K., 2015. On the effect of weighting matrix in GMM specification test.
Working paper.
[18] Holtz-Eakin, D., Newey, W.K., Rosen, H.S., 1988. Estimating vector autoregressions
with panel data. Econometrica 56, 1371-1395.
162
[19] Hsiao, C., Zhang, J., 2015. IV, GMM or likelihood approach to estimate dynamic panel
models when either N or T or both are large. Journal of Econometrics,
[20] Hsiao, C., Zhou, Q., 2015. First difference or forward demeaning: implications for the
method of moment estimators. Working paper.
[21] Kiviet, J.F., 1995. On bias, inconsistency, and efficiency of various estimators in dynamic
panel data models. Journal of Econometrics 68, 53-78.
[22] Lee, Y., Okui, R., 2012. Hahn-Hausman test as a specification test. Journal of Econo-
metrics 167, 133-139.
[23] Lee, Y., Peng, B., 2016. Tests of Specification for Large Dynamic Panel Data Models.
Working Paper.
[24] Newey, W.K., 1985. Generalized method of moments specification testing. Journal of
Econometrics 29, 229-256.
[25] Pesaran, M.H., Smith, R., 1995. Estimating long-run relationships from dynamic het-
erogeneous panels. Journal of Econometrics 29, 229-256.
[26] Pesaran, M.H., Yamagata, T., 2008. Testing slope homogeneity in large panels. Journal
of Econometrics 142, 50-93.
[27] Phillips, P.C.B, Moon, H.R., 1999. Linear regression limit theory for nonstationary
panel data. Econometrica 67, 1057-1110.
[28] Roodman, D., 2009. A note on the theme of too many instruments. Oxford Bulletin of
Economics and Statistics 71, 135-158.
[29] Sarafidis, V., Yamagata, T., Robertson, D., 2009. A test of cross section dependence for
a linear dynamic panel data with regressors. Journal of Econometrics 148, 149-161.
163
[30] Sargan D., 1958. The estimation of economic relationships using instrumental variables.
Econometrica 26, 393-415.
[31] Windmeijer, F., 2005. A finite sample correction for the variance of linear efficient two-
step GMM estimators. Journal of Econometrics 126, 25-51.
[32] Wood, A.T.A., 1999. Rosenthal’s inequality for point process martingales. Stochastic
Processes and their Applications 81, 231-246.
[33] Yamagata, T. 2008. A joint serial correlation test for linear panel data models. Journal
of Econometrics 146, 135-145.
164
Table 1: Size of Tests
Type of Instrument Matrix/Number of Instruments Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14 (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,7) (100,20) 3.95 4.20 4.25 4.15 4.20 4.25 4.25
S(j) (100,7) 2.70 4.15 4.85 4.40 4.25 4.30 (100,20) 1.30 4.50 4.20 4.20 4.20 4.30 4.20
J˜(j) (100,7) 4.70 4.20 5.05 4.50 4.30 4.30 (100,20) 3.25 4.65 4.20 4.20 4.15 4.45 4.45
m
(j)




















(150,7) (150,20) 5.45 5.50 5.25 5.25 5.20 5.25 5.20
S(j) (150,7) 2.80 4.95 4.65 4.80 5.90 4.75 (150,20) 2.75 5.45 4.55 4.75 4.15 4.25 4.65
J˜(j) (150,7) 4.05 4.80 4.90 4.80 5.75 4.45 (150,20) 4.10 5.65 4.65 4.55 3.85 4.00 4.50
m
(j)




















(200,7) (200,20) 5.40 6.35 5.90 5.80 5.75 5.75 5.85
S(j) (200,7) 4.50 5.25 4.95 4.85 4.85 4.30 (200,20) 2.65 4.35 4.05 4.60 5.05 4.75 6.00
J˜(j) (200,7) 5.55 4.95 5.20 4.85 4.50 4.10 (200,20) 3.35 4.45 4.05 3.90 4.75 4.45 5.60
m
(j)




















(100,11) 5.95 5.20 5.50 5.45 5.55 5.55 5.60 5.45 (100,30) 4.50 5.65 5.55 5.50 5.35 5.45 5.50
S(j) (100,11) 0.00 0.40 5.10 4.50 3.90 3.85 4.25 4.80 (100,30) 0.10 5.20 4.20 4.00 4.25 4.40 4.50
J˜(j) (100,11) 3.00 3.70 5.65 4.65 3.90 3.80 4.25 5.15 (100,30) 3.45 5.65 4.40 4.00 4.20 4.65 5.20
m
(j)




















(150,11) 4.85 4.55 4.45 4.50 4.45 4.35 4.60 4.60 (150,30) 4.05 4.55 4.60 4.35 4.25 4.10 4.20
S(j) (150,11) 0.05 0.70 4.70 4.65 4.35 4.75 4.40 4.95 (150,30) 1.75 4.10 4.90 3.80 3.85 3.75 4.40
J˜(j) (150,11) 4.50 4.10 4.95 4.70 4.30 4.45 4.15 4.85 (150,30) 4.45 4.15 4.90 3.75 3.55 3.70 4.30
m
(j)




















(200,11) 4.50 4.25 4.35 4.20 4.10 4.00 4.05 4.05 (200,30) 4.45 4.60 4.60 4.40 4.45 4.60 4.50
S(j) (200,11) 1.05 0.80 5.80 4.30 5.15 5.40 5.05 4.85 (200,30) 2.35 5.20 5.30 4.90 5.35 4.85 5.00
J˜(j) (200,11) 5.45 4.20 6.25 4.30 5.05 4.85 4.50 4.70 (200,30) 4.05 5.30 5.30 4.75 5.00 4.75 5.25





, S(j) and J˜(j); for j = 0, 1, 2; p = 3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The
data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where uit = εit ∼ i.i.d.N(0, 1); xit = 0.5xi,t−1 + 0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v),
i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The signal-to-noise ratio is fixed to be 3 through
σ2v . The tests are conducted at the 5% nominal significance level.
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Table 2: Power (Size-Adjusted Power) of Tests: MA(1)
Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14
m
(j)








(100,7) 42.95 (39.70) 33.10 (34.10) 37.65 (40.55) 38.20 (40.80) 38.45 (40.70) 38.55 (40.10)
S(j) (100,7) 11.40 (19.70) 4.70 (5.40) 42.70 (43.05) 32.90 (35.40) 27.55 (29.55) 23.30 (26.45)
J˜(j) (100,7) 15.80 (10.80) 4.70 (5.15) 43.55 (32.00) 33.50 (25.30) 27.55 (20.85) 23.25 (17.65)
m
(j)








(150,7) 63.60 (64.35) 55.75 (58.25) 59.65 (62.40) 60.00 (63.40) 60.05 (63.35) 59.95 (63.15)
S(j) (150,7) 30.90 (37.40) 4.85 (9.95) 58.90 (60.20) 50.85 (51.80) 44.45 (40.90) 37.50 (38.20)
J˜(j) (150,7) 32.10 (27.90) 4.80 (4.70) 59.70 (49.25) 51.00 (38.50) 44.10 (32.15) 36.95 (29.10)
m
(j)








(200,7) 79.15 (77.70) 72.25 (73.35) 76.15 (76.80) 76.35 (76.80) 76.45 (76.75) 76.30 (77.05)
S(j) (200,7) 48.20 (49.50) 4.55 (9.45) 71.85 (71.85) 63.10 (63.10) 57.05 (57.60) 50.55 (53.95)
J˜(j) (200,7) 47.50 (39.80) 4.35 (5.35) 72.35 (62.00) 63.10 (52.30) 56.40 (49.95) 49.50 (42.65)
m
(j)




















(100,11) 80.50 (78.20) 75.00 (74.00) 77.35 (75.85) 77.80 (76.60) 78.40 (77.00) 78.75 (77.05) 78.95 (77.25) 79.00 (76.90)
S(j) (100,11) 0.00 (7.30) 3.80 (6.10) 83.45 (82.75) 76.15 (78.10) 69.50 (72.90) 64.15 (67.75) 57.55 (60.95) 52.50 (52.70)
J˜(j) (100,11) 1.40 (4.00) 4.55 (5.40) 83.90 (74.90) 76.45 (66.70) 69.50 (62.30) 64.10 (55.85) 57.50 (47.80) 52.55 (39.75)
m
(j)




















(150,11) 96.30 (96.30) 94.70 (95.10) 95.55 (95.90) 95.70 (96.10) 95.85 (96.35) 95.85 (96.25) 95.90 (96.25) 95.95 (96.20)
S(j) (150,11) 1.95 (25.20) 4.15 (4.85) 95.55 (95.65) 92.35 (92.95) 90.05 (91.10) 87.00 (87.30) 83.15 (85.10) 79.05 (79.50)
J˜(j) (150,11) 20.20 (16.65) 4.45 (4.90) 95.65 (91.70) 92.45 (89.30) 89.90 (83.80) 86.60 (81.35) 82.40 (75.45) 78.70 (70.80)
m
(j)




















(200,11) 99.30 (99.50) 98.75 (98.85) 99.15 (99.40) 99.30 (99.45) 99.25 (99.40) 99.30 (99.40) 99.30 (99.40) 99.30 (99.40)
S(j) (200,11) 28.20 (48.95) 5.25 (7.15) 98.10 (97.95) 97.75 (98.00) 97.10 (96.95) 95.65 (95.45) 94.00 (94.00) 92.20 (92.55)
J˜(j) (200,11) 46.10 (34.10) 5.20 (5.85) 98.25 (96.90) 97.75 (95.75) 97.10 (93.80) 95.45 (92.65) 93.50 (89.85) 91.65 (86.70)





, S(j) and J˜(j) under the MA(1) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where xit = 0.5xi,t−1 +
0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The




, where σ2ε = 1/(1 + ψ
2
1) with ψ1 = 0.2; and
εit ∼ i.i.d.N(0, 1).
166
Table 3: Power (Size-Adjusted Power) of Tests: MA(1)
Type of Instrument Matrix/Number of Instruments
j = 1 j = 0
Tests (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,20) 99.50 (99.60) 99.55 (99.60) 99.55 (99.60) 99.65 (99.65) 99.65 (99.65) 99.65 (99.65) 99.65 (99.65)
S(j) (100,20) 1.60 (4.65) 99.95 (99.95) 99.75 (99.85) 99.45 (99.65) 99.25 (99.45) 98.75 (99.00) 98.40 (98.80)
J˜(j) (100,20) 4.05 (5.45) 99.95 (99.75) 99.75 (99.50) 99.50 (99.00) 99.25 (98.75) 98.75 (98.30) 98.40 (96.95)
m
(j)




















(150,20) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (150,20) 2.25 (4.75) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 99.95 (99.95) 99.95 (99.95)
J˜(j) (150,20) 3.75 (4.75) 100.00 (100.00) 100.00 (100.00) 100.00 (99.95) 100.00 (99.95) 99.95 (99.95) 99.95 (99.95)
m
(j)




















(200,20) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,20) 2.70 (5.60) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,20) 4.15 (5.70) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
m
(j)




(100,30) 99.90 (99.90) 99.95 (99.95) 99.95 (99.95) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)












(100,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (100,30) 0.30 (5.05) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (100,30) 4.75 (6.50) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
m
(j)




















(150,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (150,30) 1.55 (5.05) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (150,30) 4.30 (4.50) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
m
(j)




















(200,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,30) 2.45 (5.25) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,30) 4.25 (5.25) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)





, S(j) and J˜(j) under the MA(1) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where xit = 0.5xi,t−1 +
0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The




, where σ2ε = 1/(1 + ψ
2
1) with ψ1 = 0.2; and
εit ∼ i.i.d.N(0, 1).
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Table 4: Power (Size-Adjusted Power) of Tests: MA(2)
Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14
m
(j)








(100,7) 14.10 (11.95) 9.10 (9.70) 8.50 (9.95) 9.65 (11.15) 9.70 (11.35) 9.95 (11.10)
S(j) (100,7) 6.20 (12.65) 4.05 (4.85) 8.50 (8.95) 18.00 (19.35) 14.00 (16.00) 12.55 (13.95)
J˜(j) (100,7) 9.75 (6.60) 4.05 (4.55) 9.10 (6.50) 18.20 (13.15) 14.05 (10.55) 12.50 (9.05)
m
(j)








(150,7) 23.40 (24.15) 17.80 (19.60) 17.40 (20.05) 19.10 (21.15) 19.30 (21.75) 19.50 (21.85)
S(j) (150,7) 16.45 (21.85) 4.35 (9.45) 11.65 (12.20) 27.45 (28.50) 22.90 (20.80) 20.15 (20.55)
J˜(j) (150,7) 17.75 (14.45) 4.25 (4.80) 11.95 (9.05) 27.55 (17.80) 22.70 (14.90) 19.25 (14.15)
m
(j)








(200,7) 32.95 (30.90) 26.05 (27.05) 25.85 (26.40) 27.85 (28.25) 28.10 (28.75) 28.05 (28.90)
S(j) (200,7) 27.65 (28.60) 4.45 (9.50) 13.65 (13.80) 37.55 (37.65) 31.90 (32.40) 27.40 (30.80)
J˜(j) (200,7) 27.35 (20.80) 4.20 (4.25) 14.15 (10.60) 37.55 (26.60) 31.40 (24.25) 26.55 (21.10)
m
(j)




















(100,11) 49.50 (46.50) 42.10 (41.15) 42.55 (40.55) 44.80 (43.40) 45.35 (43.75) 45.30 (43.90) 45.65 (43.90) 45.50 (43.65)
S(j) (100,11) 0.00 (7.35) 3.25 (6.00) 14.90 (14.00) 57.00 (59.40) 54.30 (58.25) 46.40 (51.35) 41.60 (44.35) 38.45 (38.60)
J˜(j) (100,11) 2.90 (6.25) 3.90 (5.20) 15.55 (10.35) 57.35 (46.30) 54.35 (43.85) 46.30 (37.85) 41.40 (31.75) 38.50 (26.40)
m
(j)




















(150,11) 73.70 (74.10) 67.75 (69.50) 67.70 (69.35) 69.70 (71.60) 70.10 (72.80) 70.70 (72.45) 70.45 (72.80) 70.60 (72.20)
S(j) (150,11) 1.15 (17.45) 3.75 (4.25) 19.55 (20.15) 77.00 (78.15) 75.30 (77.45) 70.45 (71.20) 65.35 (67.45) 61.90 (62.15)
J˜(j) (150,11) 13.35 (11.00) 3.95 (4.55) 19.95 (14.30) 77.05 (70.15) 75.10 (65.95) 69.80 (61.95) 64.60 (55.70) 60.65 (50.40)
m
(j)




















(200,11) 89.05 (87.50) 84.90 (83.10) 85.95 (83.90) 87.70 (85.20) 87.60 (85.45) 87.60 (85.45) 87.35 (85.50) 87.35 (85.45)
S(j) (200,11) 32.20 (15.90) 5.75 (4.25) 24.45 (26.05) 90.10 (89.45) 88.20 (88.55) 86.05 (86.25) 81.55 (81.60) 79.70 (79.00)
J˜(j) (200,11) 29.85 (19.55) 4.25 (4.90) 26.75 (17.30) 89.45 (82.80) 88.40 (80.90) 85.75 (78.70) 80.80 (73.35) 77.80 (69.30)





, S(j) and J˜(j) under the MA(2) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where xit = 0.5xi,t−1 +
0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The
signal-to-noise ratio is fixed to be 3 through σ2v . Under this alternative, uit = σε
(
εit + ψ1εi,t−1 + ψ2εi,t−2
)





ψ1 = 20/103;ψ2 = 13/90; and εit ∼ i.i.d.N(0, 1) .
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Table 5: Power (Size-Adjusted Power) of Tests: MA(2)
Type of Instrument Matrix/Number of Instruments
j = 1 j = 0
Tests (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,20) 92.30 (93.70) 92.10 (93.10) 93.00 (93.80) 93.20 (93.95) 93.25 (94.10) 93.35 (94.05) 93.50 (94.20)
S(j) (100,20) 1.35 (5.05) 30.95 (33.10) 96.85 (97.35) 97.40 (97.80) 95.45 (96.15) 94.25 (94.85) 92.90 (94.00)
J˜(j) (100,20) 4.25 (5.75) 31.80 (23.55) 96.95 (95.10) 97.40 (95.25) 95.45 (93.75) 94.25 (92.15) 92.90 (89.75)
m
(j)




















(150,20) 99.50 (99.50) 99.50 (99.30) 99.55 (99.45) 99.55 (99.55) 99.60 (99.60) 99.65 (99.60) 99.70 (99.65)
S(j) (150,20) 2.45 (4.70) 40.85 (39.40) 99.85 (99.85) 99.90 (99.90) 99.70 (99.85) 99.65 (99.65) 99.50 (99.65)
J˜(j) (150,20) 4.05 (5.40) 41.90 (28.10) 99.85 (99.75) 99.90 (99.80) 99.70 (99.45) 99.65 (99.50) 99.50 (99.35)
m
(j)




















(200,20) 100.00 (99.85) 100.00 (99.85) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,20) 4.40 (6.95) 55.20 (57.90) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,20) 5.30 (6.75) 55.80 (46.85) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
m
(j)




















(100,30) 99.60 (99.65) 99.60 (99.60) 99.65 (99.65) 99.70 (99.65) 99.75 (99.70) 99.80 (99.70) 99.80 (99.70)
S(j) (100,30) 0.25 (5.10) 45.05 (43.40) 99.95 (99.95) 100.00 (100.00) 99.95 (99.95) 99.90 (99.95) 99.90 (99.90)
J˜(j) (100,30) 4.00 (5.60) 45.85 (34.80) 99.95 (99.85) 100.00 (99.95) 99.95 (99.95) 99.90 (99.80) 99.90 (99.70)
m
(j)




















(150,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (150,30) 1.60 (5.25) 60.05 (62.75) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (150,30) 4.25 (4.65) 60.75 (53.80) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
m
(j)




















(200,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,30) 2.05 (5.00) 73.75 (73.35) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,30) 4.25 (5.70) 74.30 (64.60) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)





, S(j) and J˜(j) under the MA(2) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where xit = 0.5xi,t−1 +
0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The
signal-to-noise ratio is fixed to be 3 through σ2v . Under this alternative, uit = σε
(
εit + ψ1εi,t−1 + ψ2εi,t−2
)





ψ1 = 20/103;ψ2 = 13/90; and εit ∼ i.i.d.N(0, 1) .
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Table 6: Power (Size-Adjusted Power) of Tests: AR(1)
Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14
m
(j)








(100,7) 25.75 (23.20) 18.15 (19.05) 20.60 (22.45) 21.15 (22.85) 21.20 (23.10) 21.15 (22.50)
S(j) (100,7) 7.20 (14.10) 4.20 (5.10) 26.70 (27.15) 23.70 (25.50) 19.70 (21.15) 16.35 (18.70)
J˜(j) (100,7) 9.80 (7.30) 4.20 (4.55) 27.70 (19.90) 24.05 (18.00) 19.75 (15.40) 16.35 (12.15)
m
(j)








(150,7) 37.00 (37.85) 29.45 (31.65) 32.70 (35.95) 33.30 (36.40) 33.50 (36.55) 33.80 (36.65)
S(j) (150,7) 19.80 (26.25) 4.40 (9.60) 41.25 (42.80) 36.70 (37.90) 30.00 (27.35) 25.90 (26.70)
J˜(j) (150,7) 21.55 (17.00) 4.20 (4.80) 42.20 (31.70) 36.80 (26.00) 29.80 (20.95) 25.05 (19.05)
m
(j)








(200,7) 55.00 (51.75) 46.35 (47.70) 50.15 (50.90) 50.85 (51.95) 50.80 (52.25) 50.70 (51.90)
S(j) (200,7) 35.10 (36.65) 4.25 (9.30) 55.70 (55.85) 50.90 (51.10) 45.10 (46.10) 39.00 (42.15)
J˜(j) (200,7) 34.35 (26.85) 4.00 (4.80) 56.30 (44.55) 50.90 (39.55) 44.75 (36.85) 37.60 (31.10)
m
(j)




















(100,11) 59.55 (56.55) 52.85 (51.70) 55.70 (54.20) 56.80 (55.25) 56.90 (55.20) 57.15 (55.45) 57.15 (55.45) 57.40 (55.50)
S(j) (100,11) 0.00 (5.85) 3.05 (5.15) 65.00 (63.95) 61.20 (62.90) 55.85 (59.75) 50.00 (54.75) 44.15 (46.85) 39.90 (40.05)
J˜(j) (100,11) 1.80 (3.60) 3.90 (5.45) 65.60 (53.20) 61.55 (51.30) 55.95 (47.45) 50.00 (42.25) 44.10 (34.55) 39.95 (29.45)
m
(j)




















(150,11) 83.00 (83.30) 78.95 (79.95) 80.75 (81.35) 81.10 (82.15) 81.45 (82.65) 81.50 (82.35) 81.50 (82.60) 81.65 (82.40)
S(j) (150,11) 0.80 (18.45) 3.65 (4.55) 82.70 (83.50) 82.90 (83.80) 78.95 (80.90) 74.55 (75.15) 70.00 (71.65) 65.35 (65.50)
J˜(j) (150,11) 14.20 (11.35) 3.75 (4.15) 83.30 (74.35) 83.00 (76.45) 78.55 (70.20) 74.15 (67.05) 69.10 (60.60) 64.30 (54.80)
m
(j)




















(200,11) 93.60 (94.55) 91.15 (92.35) 91.90 (93.15) 92.20 (93.65) 92.30 (93.70) 92.40 (93.60) 92.35 (93.75) 92.40 (93.55)
S(j) (200,11) 16.05 (33.25) 4.15 (5.50) 92.25 (91.50) 93.65 (93.90) 91.65 (91.40) 88.45 (88.30) 85.25 (85.20) 82.65 (83.30)
J˜(j) (200,11) 31.20 (20.20) 4.15 (5.20) 92.50 (86.45) 93.65 (88.95) 91.40 (85.20) 88.05 (81.70) 84.50 (78.20) 81.60 (74.55)





, S(j) and J˜(j) under the AR(1) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where xit = 0.5xi,t−1 +
0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The
signal-to-noise ratio is fixed to be 3 through σ2v . Under this alternative, uit = ρ1ui,t−1 + σεεit, where σ
2
ε = 1/(1 − ρ21) with ρ1 = 0.2; and
εit ∼ i.i.d.N(0, 1) .
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Table 7: Power (Size-Adjusted Power) of Tests: AR(1)
Type of Instrument Matrix/Number of Instruments
j = 1 j = 0
Tests (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,20) 96.00 (96.55) 96.40 (96.55) 96.50 (96.70) 96.60 (96.70) 96.75 (96.75) 96.80 (96.80) 96.75 (96.85)
S(j) (100,20) 1.50 (5.20) 97.05 (97.40) 98.05 (98.70) 97.35 (97.85) 96.15 (97.05) 93.75 (94.55) 92.25 (93.15)
J˜(j) (100,20) 4.45 (6.05) 97.15 (95.45) 98.15 (96.40) 97.35 (95.50) 96.15 (93.65) 93.75 (90.85) 92.25 (88.00)
m
(j)




















(150,20) 99.45 (99.45) 99.50 (99.45) 99.55 (99.55) 99.60 (99.55) 99.70 (99.55) 99.65 (99.60) 99.80 (99.60)
S(j) (150,20) 2.90 (5.45) 99.35 (99.30) 99.85 (99.85) 99.95 (99.95) 99.85 (99.85) 99.70 (99.80) 99.40 (99.45)
J˜(j) (150,20) 4.25 (5.10) 99.35 (98.90) 99.85 (99.70) 99.95 (99.65) 99.85 (99.65) 99.55 (99.45) 99.35 (98.90)
m
(j)




















(200,20) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,20) 3.50 (6.00) 99.95 (99.95) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 99.90 (99.90)
J˜(j) (200,20) 4.60 (6.85) 99.95 (99.95) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (99.90) 99.90 (99.90)
m
(j)




















(100,30) 99.95 (99.95) 99.95 (99.95) 99.95 (99.95) 99.95 (99.95) 99.95 (99.95) 100.00 (99.95) 100.00 (99.95)
S(j) (100,30) 0.45 (5.00) 99.85 (99.85) 99.90 (99.90) 100.00 (100.00) 99.90 (99.95) 99.90 (99.90) 99.90 (99.90)
J˜(j) (100,30) 3.70 (5.15) 99.85 (99.80) 99.90 (99.80) 100.00 (100.00) 99.90 (99.85) 99.90 (99.75) 99.90 (99.60)
m
(j)




















(150,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (150,30) 2.00 (5.25) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (150,30) 4.95 (5.40) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
m
(j)




















(200,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,30) 3.05 (6.80) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,30) 5.55 (6.35) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)





, S(j) and J˜(j) under the AR(1) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit, where xit = 0.5xi,t−1 +
0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The
signal-to-noise ratio is fixed to be 3 through σ2v . Under this alternative, uit = ρ1ui,t−1 + σεεit, where σ
2
ε = 1/(1 − ρ21) with ρ1 = 0.2; and
εit ∼ i.i.d.N(0, 1) .
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Table 8: Power (Size-Adjusted Power) of Tests: AR(2)
Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14
m
(j)








(100,7) 7.65 (6.50) 5.20 (5.55) 5.15 (5.95) 5.50 (6.20) 5.70 (6.40) 5.55 (6.05)
S(j) (100,7) 4.25 (8.70) 3.90 (4.40) 10.15 (10.40) 13.05 (14.35) 12.80 (13.80) 10.45 (12.00)
J˜(j) (100,7) 6.55 (5.30) 3.90 (4.40) 10.75 (6.75) 13.35 (10.45) 12.85 (9.55) 10.45 (8.65)
m
(j)








(150,7) 10.55 (11.05) 6.95 (7.70) 7.05 (8.65) 7.70 (9.25) 8.05 (9.40) 8.00 (9.70)
S(j) (150,7) 9.55 (12.65) 4.95 (9.35) 12.15 (12.70) 18.45 (19.40) 15.90 (13.95) 14.30 (14.60)
J˜(j) (150,7) 10.50 (9.05) 4.75 (4.45) 12.45 (9.55) 18.60 (12.00) 15.55 (10.75) 13.75 (9.85)
m
(j)








(200,7) 13.35 (12.25) 9.50 (10.25) 10.00 (10.25) 10.40 (10.95) 10.55 (11.15) 10.80 (11.40)
S(j) (200,7) 15.90 (16.80) 4.10 (8.60) 15.25 (15.35) 24.10 (24.35) 22.15 (22.90) 19.15 (21.80)
J˜(j) (200,7) 15.35 (10.65) 3.85 (4.90) 15.35 (13.35) 24.10 (16.95) 21.60 (17.65) 18.15 (14.95)
m
(j)




















(100,11) 23.05 (20.30) 18.25 (17.45) 18.20 (17.15) 19.65 (18.30) 19.85 (18.95) 20.30 (18.90) 20.20 (19.10) 20.10 (19.10)
S(j) (100,11) 0.00 (6.40) 3.35 (5.30) 17.75 (16.95) 35.10 (37.65) 34.05 (38.25) 31.40 (34.70) 26.75 (29.35) 25.05 (25.25)
J˜(j) (100,11) 2.25 (4.85) 4.20 (5.85) 18.20 (12.15) 35.80 (25.05) 34.20 (25.65) 31.40 (23.90) 26.75 (19.65) 25.10 (15.70)
m
(j)




















(150,11) 39.20 (39.70) 31.90 (33.60) 32.60 (34.10) 34.65 (36.60) 34.80 (37.90) 35.20 (37.60) 35.65 (38.00) 35.75 (37.10)
S(j) (150,11) 0.70 (12.45) 4.05 (4.85) 23.65 (24.80) 53.15 (54.90) 54.80 (58.40) 49.95 (50.40) 44.75 (48.00) 42.05 (42.25)
J˜(j) (150,11) 9.40 (8.45) 4.25 (5.5) 24.65 (16.50) 53.25 (44.90) 54.35 (42.25) 49.25 (41.50) 43.60 (35.55) 41.35 (31.40)
m
(j)




















(200,11) 56.20 (53.35) 49.50 (45.40) 51.65 (46.40) 54.30 (48.00) 54.50 (48.75) 54.20 (49.25) 54.25 (49.55) 53.90 (49.50)
S(j) (200,11) 19.10 (8.85) 5.00 (3.80) 29.05 (31.25) 68.65 (67.45) 70.65 (71.50) 66.40 (66.95) 63.00 (63.05) 59.75 (58.70)
J˜(j) (200,11) 17.85 (11.40) 4.25 (5.05) 32.10 (19.60) 67.45 (57.70) 71.05 (58.30) 66.15 (56.00) 61.40 (49.85) 57.25 (46.85)





, S(j) and J˜(j) under the AR(2) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi+0.5yi,t−1+0.5xit+uit, where xit = 0.5xi,t−1+0.5ui,t−1+
vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The signal-to-noise
ratio is fixed to be 3 through σ2v . Under this alternative, uit = ρ1ui,t−1 +ρ2ui,t−2 +σεεit, where σ
2
ε = (1 + ρ2)
[
(1− ρ2)2 − ρ21
]
/ (1− ρ2) with
ρ1 = 0.2; ρ2 = 0.1; and εit ∼ i.i.d.N(0, 1) .
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Table 9: Power (Size-Adjusted Power) of Tests: AR(2)
Type of Instrument Matrix/Number of Instruments
j = 1 j = 0
Tests (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,20) 62.20 (67.00) 62.85 (65.75) 64.70 (66.85) 65.85 (68.35) 66.40 (68.95) 66.90 (68.60) 67.35 (69.00)
S(j) (100,20) 1.85 (5.00) 34.35 (36.50) 81.90 (84.85) 85.80 (88.35) 84.45 (86.45) 80.65 (82.70) 76.55 (80.10)
J˜(j) (100,20) 3.75 (5.45) 35.40 (26.95) 82.25 (75.00) 85.80 (78.90) 84.40 (77.95) 80.65 (75.05) 76.55 (69.40)
m
(j)




















(150,20) 86.35 (85.60) 86.10 (84.90) 87.00 (86.05) 87.75 (87.10) 88.05 (87.40) 88.25 (87.85) 88.40 (87.85)
S(j) (150,20) 2.70 (5.05) 50.35 (49.55) 94.95 (95.15) 97.80 (97.95) 97.05 (97.75) 96.70 (97.30) 95.55 (95.80)
J˜(j) (150,20) 4.15 (4.75) 51.15 (38.10) 94.95 (92.00) 97.70 (95.15) 97.05 (96.05) 96.35 (94.80) 95.35 (93.30)
m
(j)




















(200,20) 95.55 (94.65) 95.90 (94.25) 95.95 (95.00) 96.30 (95.25) 96.55 (95.60) 96.95 (95.60) 96.90 (96.20)
S(j) (200,20) 2.60 (5.50) 60.60 (63.60) 97.85 (98.25) 99.30 (99.40) 99.65 (99.65) 99.60 (99.60) 99.35 (99.30)
J˜(j) (200,20) 3.55 (4.95) 61.05 (54.15) 97.85 (97.35) 99.30 (98.95) 99.65 (99.15) 99.50 (99.10) 99.35 (98.65)
m
(j)




















(100,30) 91.95 (92.45) 92.15 (90.40) 93.00 (91.80) 93.45 (92.50) 93.80 (92.70) 93.95 (93.20) 94.40 (93.25)
S(j) (100,30) 0.20 (4.35) 55.90 (54.50) 97.80 (98.20) 99.15 (99.35) 99.15 (99.30) 98.80 (99.00) 98.45 (98.60)
J˜(j) (100,30) 4.10 (5.55) 57.05 (45.80) 97.85 (96.55) 99.15 (98.45) 99.15 (98.45) 98.75 (98.10) 98.55 (96.90)
m
(j)




















(150,30) 99.05 (99.35) 99.05 (99.10) 99.15 (99.45) 99.30 (99.55) 99.50 (99.60) 99.50 (99.60) 99.50 (99.60)
S(j) (150,30) 1.65 (4.75) 74.10 (76.50) 99.75 (99.90) 100.00 (100.00) 99.95 (100.00) 100.00 (100.00) 99.90 (100.00)
J˜(j) (150,30) 4.25 (4.35) 74.90 (68.65) 99.75 (99.55) 100.00 (99.90) 99.95 (99.95) 100.00 (99.95) 99.90 (99.90)
m
(j)




















(200,30) 99.90 (99.90) 99.90 (99.90) 99.90 (99.95) 99.90 (99.95) 99.95 (99.95) 99.95 (100.00) 99.95 (100.00)
S(j) (200,30) 3.20 (6.35) 86.40 (85.95) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,30) 5.20 (6.40) 86.80 (78.80) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)





, S(j) and J˜(j) under the AR(2) alternative; for j = 0, 1, 2; p =
3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi+0.5yi,t−1+0.5xit+uit, where xit = 0.5xi,t−1+0.5ui,t−1+
vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50 observations are discarded. The signal-to-noise
ratio is fixed to be 3 through σ2v . Under this alternative, uit = ρ1ui,t−1 +ρ2ui,t−2 +σεεit, where σ
2
ε = (1 + ρ2)
[
(1− ρ2)2 − ρ21
]
/ (1− ρ2) with
ρ1 = 0.2; ρ2 = 0.1; and εit ∼ i.i.d.N(0, 1) .
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Table 10: Power (Size-Adjusted Power) of Tests: Heterogeneous Slopes
Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14
m
(j)








(100,7) 16.55 (15.00) 9.00 (9.50) 11.55 (12.90) 12.05 (13.70) 12.35 (13.75) 12.45 (13.60)
S(j) (100,7) 4.45 (8.95) 2.95 (3.95) 35.20 (35.90) 28.10 (30.35) 23.70 (25.75) 18.60 (21.20)
J˜(j) (100,7) 6.65 (4.45) 2.90 (3.05) 36.55 (24.45) 28.65 (21.75) 23.75 (17.15) 18.50 (11.90)
m
(j)








(150,7) 27.55 (28.25) 16.10 (17.55) 21.60 (23.60) 21.90 (24.80) 22.05 (24.95) 22.40 (25.00)
S(j) (150,7) 13.80 (19.80) 3.05 (4.95) 52.40 (54.40) 48.30 (49.70) 41.00 (36.45) 35.00 (35.90)
J˜(j) (150,7) 15.05 (11.50) 2.80 (2.85) 53.65 (41.65) 48.50 (35.65) 40.50 (28.35) 34.10 (26.05)
m
(j)








(200,7) 35.90 (32.90) 20.70 (21.75) 28.30 (29.50) 30.15 (31.25) 30.85 (32.10) 30.90 (32.15)
S(j) (200,7) 25.00 (26.25) 3.35 (4.90) 63.05 (63.15) 61.55 (61.65) 53.85 (54.35) 45.45 (49.70)
J˜(j) (200,7) 24.20 (16.25) 3.05 (3.20) 63.65 (51.20) 61.55 (49.15) 52.95 (44.40) 44.40 (37.30)
m
(j)




















(100,11) 39.90 (36.05) 30.70 (29.70) 33.80 (31.40) 35.55 (33.85) 36.40 (33.90) 36.80 (35.00) 36.80 (34.80) 36.75 (34.50)
S(j) (100,11) 0.00 (4.55) 1.30 (2.75) 67.55 (66.65) 67.10 (69.70) 61.95 (66.10) 55.55 (60.10) 49.30 (52.80) 44.35 (44.85)
J˜(j) (100,11) 2.15 (3.75) 1.90 (3.20) 68.75 (54.80) 67.35 (55.65) 61.95 (51.65) 55.35 (45.60) 49.25 (38.00) 44.60 (30.65)
m
(j)




















(150,11) 64.50 (65.20) 54.10 (56.05) 57.80 (59.60) 60.15 (62.60) 61.40 (64.15) 61.65 (63.70) 61.75 (64.85) 62.15 (64.15)
S(j) (150,11) 0.20 (10.05) 2.20 (2.65) 85.20 (85.60) 87.80 (88.45) 86.05 (87.55) 83.30 (83.80) 78.10 (81.00) 74.60 (74.65)
J˜(j) (150,11) 7.25 (5.45) 2.50 (3.05) 85.60 (77.60) 87.80 (82.50) 85.85 (79.70) 82.85 (76.70) 77.30 (68.75) 73.35 (62.75)
m
(j)




















(200,11) 83.60 (85.15) 73.45 (76.65) 78.90 (81.75) 80.65 (83.25) 80.95 (83.75) 81.30 (83.70) 81.35 (83.65) 81.45 (83.95)
S(j) (200,11) 7.70 (20.50) 2.85 (3.90) 93.05 (92.10) 95.95 (96.50) 95.55 (95.30) 94.40 (94.20) 91.80 (91.80) 89.60 (90.10)
J˜(j) (200,11) 18.50 (10.70) 2.80 (3.75) 93.40 (87.15) 95.95 (92.45) 95.30 (90.55) 94.00 (89.90) 91.25 (86.00) 88.70 (82.05)





, S(j) and J˜(j) under the heterogeneous slopes alternative; for j =
0, 1, 2; p = 3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi+0.5yi,t−1+βixit+uit, where uit ∼ i.i.d.N(0, 1);
xit = 0.5xi,t−1 + 0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0; βi ∼ i.i.d.N(0.5, 1). The first
50 observations are discarded. The signal-to-noise ratio is fixed to be 3 through σ2v .
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Table 11: Power (Size-Adjusted Power) of Tests: Heterogeneous Slopes
Type of Instrument Matrix/Number of Instruments
j = 1 j = 0
Tests (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,20) 80.10 (84.75) 79.60 (82.35) 81.35 (83.45) 82.55 (84.80) 83.15 (84.80) 83.55 (84.45) 83.55 (84.70)
S(j) (100,20) 0.50 (2.25) 94.65 (95.15) 96.40 (96.95) 95.85 (96.90) 93.90 (95.30) 91.40 (92.15) 90.30 (92.25)
J˜(j) (100,20) 2.50 (3.90) 94.90 (91.05) 96.50 (94.05) 95.85 (93.15) 93.80 (90.85) 91.40 (88.25) 90.50 (85.25)
m
(j)




















(150,20) 96.60 (96.15) 96.35 (96.00) 97.15 (96.65) 97.45 (97.05) 97.60 (97.30) 97.75 (97.25) 97.80 (97.40)
S(j) (150,20) 0.90 (2.30) 99.40 (99.25) 99.90 (99.90) 99.80 (99.80) 99.65 (99.75) 99.30 (99.55) 99.20 (99.25)
J˜(j) (150,20) 1.95 (2.80) 99.40 (98.10) 99.90 (99.70) 99.80 (99.45) 99.65 (99.30) 99.30 (98.75) 99.05 (98.15)
m
(j)




















(200,20) 99.75 (99.35) 99.80 (99.45) 99.80 (99.70) 99.95 (99.80) 99.95 (99.90) 99.95 (99.90) 99.90 (99.90)
S(j) (200,20) 1.05 (2.50) 99.80 (99.80) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,20) 1.85 (4.20) 99.80 (99.60) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (99.90)
m
(j)




















(100,30) 96.45 (96.85) 95.65 (94.45) 96.30 (95.85) 96.75 (95.95) 97.25 (96.20) 97.20 (96.60) 97.15 (96.50)
S(j) (100,30) 0.00 (1.85) 99.10 (99.00) 99.85 (99.90) 99.65 (99.80) 99.10 (99.25) 98.45 (98.90) 98.00 (98.15)
J˜(j) (100,30) 3.35 (5.20) 99.20 (98.25) 99.85 (99.60) 99.65 (98.90) 99.10 (98.40) 98.45 (97.40) 98.05 (95.95)
m
(j)




















(150,30) 99.80 (99.80) 99.70 (99.75) 99.75 (99.75) 99.80 (99.80) 99.80 (99.85) 99.80 (99.85) 99.80 (99.85)
S(j) (150,30) 0.40 (1.80) 99.90 (99.90) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 99.95 (99.95)
J˜(j) (150,30) 2.85 (3.90) 99.90 (99.75) 100.00 (99.95) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 99.95 (99.95)
m
(j)




















(200,30) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
S(j) (200,30) 0.55 (1.50) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)
J˜(j) (200,30) 2.50 (3.85) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00) 100.00 (100.00)





, S(j) and J˜(j) under the heterogeneous slopes alternative; for j =
0, 1, 2; p = 3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi+0.5yi,t−1+βixit+uit, where uit ∼ i.i.d.N(0, 1);
xit = 0.5xi,t−1 + 0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0; βi ∼ i.i.d.N(0.5, 1). The first
50 observations are discarded. The signal-to-noise ratio is fixed to be 3 through σ2v .
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Table 12: Power (Size-Adjusted Power) of Tests: Cross-Sectional Dependence (Factor)
Type of Instrument Matrix/Number of Instruments
j = 2 j = 1 j = 0
Tests (N,T) T(T-2) 2(T-2) 4 6 8 10 12 14
m
(j)








(100,7) 55.85 (54.00) 52.20 (52.60) 51.55 (53.00) 52.00 (54.00) 52.20 (54.15) 52.05 (53.25)
S(j) (100,7) 38.15 (49.00) 22.45 (23.95) 25.45 (25.75) 31.70 (33.55) 35.60 (36.95) 35.85 (37.85)
J˜(j) (100,7) 44.80 (37.20) 22.45 (17.15) 26.15 (20.00) 32.10 (27.65) 35.60 (31.70) 35.85 (30.55)
m
(j)








(150,7) 63.30 (63.50) 60.15 (60.85) 60.15 (61.35) 60.40 (61.75) 60.75 (62.15) 60.80 (62.50)
S(j) (150,7) 64.70 (68.75) 31.65 (37.65) 32.05 (32.80) 40.30 (41.25) 45.00 (43.20) 45.75 (45.90)
J˜(j) (150,7) 65.85 (62.15) 31.15 (25.90) 32.75 (26.80) 40.40 (34.30) 44.75 (38.35) 45.35 (41.55)
m
(j)








(200,7) 69.45 (68.60) 67.80 (68.25) 67.15 (67.65) 67.35 (67.80) 67.85 (68.10) 67.80 (68.35)
S(j) (200,7) 77.30 (78.00) 38.95 (39.35) 35.60 (35.65) 47.05 (47.20) 53.90 (54.50) 55.30 (58.05)
J˜(j) (200,7) 76.85 (73.00) 38.35 (33.10) 35.90 (30.00) 47.05 (41.75) 53.50 (49.70) 54.70 (51.35)
m
(j)




















(100,11) 74.20 (72.05) 73.55 (73.00) 73.70 (72.70) 73.70 (73.05) 73.55 (72.75) 73.45 (72.70) 73.80 (72.75) 73.80 (72.85)
S(j) (100,11) 0.00 (7.60) 26.65 (34.25) 27.30 (26.95) 37.30 (39.10) 42.95 (46.70) 46.85 (50.20) 47.75 (49.65) 50.85 (51.15)
J˜(j) (100,11) 0.60 (4.45) 27.20 (23.25) 27.95 (22.45) 37.55 (32.10) 42.95 (38.20) 46.75 (41.00) 47.65 (41.90) 50.90 (42.05)
m
(j)




















(150,11) 84.20 (84.35) 84.15 (84.65) 83.60 (84.05) 83.65 (84.40) 83.90 (84.50) 84.00 (84.45) 84.10 (84.50) 84.00 (84.40)
S(j) (150,11) 10.80 (53.35) 44.10 (46.40) 36.40 (37.00) 49.45 (50.15) 57.10 (58.75) 61.55 (61.95) 63.80 (65.40) 66.65 (66.75)
J˜(j) (150,11) 47.25 (43.80) 43.50 (37.90) 36.90 (30.80) 49.60 (44.25) 56.85 (49.95) 61.05 (56.50) 63.25 (57.50) 65.95 (59.20)
m
(j)




















(200,11) 90.55 (91.25) 90.55 (91.25) 90.30 (91.15) 90.35 (91.55) 90.30 (91.35) 90.35 (91.25) 90.40 (91.15) 90.40 (91.15)
S(j) (200,11) 72.70 (83.75) 57.85 (61.65) 43.90 (42.65) 60.00 (60.85) 68.85 (68.50) 72.00 (71.75) 76.15 (76.15) 78.80 (79.20)
J˜(j) (200,11) 83.15 (76.75) 56.85 (53.45) 44.65 (38.20) 60.00 (54.40) 68.60 (61.00) 71.60 (66.55) 75.45 (69.95) 77.80 (73.75)





, S(j) and J˜(j) under the cross-sectional dependence (factor) alternative;
for j = 0, 1, 2; p = 3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit,
where xit = 0.5xi,t−1 + 0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50
observations are discarded. The signal-to-noise ratio is fixed to be 3 through σ2v . Under this alternative, uit = 0.75 (λift + σεεit), where
λi ∼ i.i.d.U [−1, 1], ft ∼ i.i.d.N(0, 1), σε = 1; and εit ∼ i.i.d.N(0, 1) .
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Table 13: Power (Size-Adjusted Power) of Tests: Cross-Sectional Dependence (Factor)
Type of Instrument Matrix/Number of Instruments
j = 1 j = 0
Tests (N,T) 2(T-2) 4 6 8 10 12 14
m
(j)




















(100,20) 81.70 (83.65) 82.40 (83.50) 82.40 (83.45) 82.40 (83.50) 82.25 (83.50) 82.25 (82.95) 82.30 (82.90)
S(j) (100,20) 23.15 (38.10) 33.95 (35.80) 46.15 (48.30) 52.45 (55.15) 56.50 (59.30) 60.70 (61.80) 64.70 (67.80)
J˜(j) (100,20) 29.55 (30.80) 34.85 (29.90) 46.80 (40.35) 52.45 (46.80) 56.45 (51.55) 60.70 (56.70) 64.75 (57.80)
m
(j)




















(150,20) 90.75 (91.85) 90.90 (91.60) 91.05 (91.50) 91.05 (91.65) 91.00 (91.65) 91.15 (91.60) 91.15 (91.65)
S(j) (150,20) 57.00 (67.95) 43.90 (45.10) 59.30 (61.25) 68.70 (70.85) 74.55 (76.95) 78.30 (79.50) 81.35 (82.85)
J˜(j) (150,20) 58.20 (55.65) 44.45 (36.25) 59.50 (54.00) 68.60 (61.25) 74.15 (71.05) 77.90 (73.95) 80.85 (76.45)
m
(j)




















(200,20) 93.85 (93.30) 93.70 (92.80) 93.65 (92.90) 93.75 (93.00) 93.80 (93.10) 93.80 (93.05) 93.80 (93.25)
S(j) (200,20) 76.90 (81.85) 47.25 (48.75) 64.80 (66.90) 75.10 (76.05) 81.20 (81.05) 85.30 (85.55) 88.15 (87.20)
J˜(j) (200,20) 76.80 (76.60) 47.50 (43.70) 64.80 (61.85) 74.95 (70.95) 80.65 (76.50) 84.85 (82.05) 87.75 (84.15)
m
(j)




















(100,30) 83.50 (84.45) 84.20 (82.75) 84.45 (83.10) 84.15 (82.50) 83.95 (82.75) 84.10 (83.05) 84.20 (82.70)
S(j) (100,30) 6.55 (35.70) 35.25 (34.60) 48.20 (50.20) 57.80 (61.00) 63.15 (65.10) 66.15 (68.45) 70.70 (71.50)
J˜(j) (100,30) 23.05 (26.75) 36.45 (30.30) 48.60 (43.95) 57.80 (52.95) 63.10 (57.75) 66.10 (61.50) 70.70 (63.65)
m
(j)




















(150,30) 92.00 (93.35) 92.30 (92.35) 92.25 (93.00) 92.35 (92.90) 92.45 (92.90) 92.40 (92.95) 92.35 (93.10)
S(j) (150,30) 55.85 (70.95) 45.15 (46.80) 61.70 (62.20) 72.55 (75.25) 77.85 (79.70) 82.30 (84.40) 85.70 (86.85)
J˜(j) (150,30) 62.35 (61.25) 45.45 (42.45) 61.80 (54.65) 72.45 (69.10) 77.40 (75.65) 81.80 (79.25) 85.55 (81.70)
m
(j)




















(200,30) 96.40 (96.60) 96.45 (96.85) 96.40 (96.75) 96.45 (96.65) 96.50 (96.60) 96.40 (96.60) 96.40 (96.65)
S(j) (200,30) 81.25 (87.75) 51.55 (51.15) 70.40 (70.30) 80.10 (80.10) 87.90 (87.75) 90.45 (90.60) 93.20 (93.20)
J˜(j) (200,30) 83.25 (81.75) 51.95 (45.20) 70.40 (65.10) 79.70 (77.25) 87.75 (83.65) 90.10 (88.00) 93.05 (91.55)





, S(j) and J˜(j) under the cross-sectional dependence (factor) alternative;
for j = 0, 1, 2; p = 3, 4, 5, 6, 7. For j = 0, we choose κ = 2, 3, 4, 5, 6, 7. The data is generated as yit = αi + 0.5yi,t−1 + 0.5xit + uit,
where xit = 0.5xi,t−1 + 0.5ui,t−1 + vit, vit ∼ i.i.d.N(0, σ2v), i = 1, . . . , N ; t = −48, . . . , T , with yi,−49 = xi,−49 = 0. The first 50
observations are discarded. The signal-to-noise ratio is fixed to be 3 through σ2v . Under this alternative, uit = 0.75 (λift + σεεit), where
λi ∼ i.i.d.U [−1, 1], ft ∼ i.i.d.N(0, 1), σε = 1; and εit ∼ i.i.d.N(0, 1) .
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Appendix
This appendix includes proofs of the main results in the text. The appendix includes t-
wo parts: Part A includes some useful lemmas which are frequently used in the proofs of
Theorems; Part B gives the proofs of all the theorems included in the paper.
A Some Useful Lemmas






























Zi,t+s = op (1) , s = 2, . . . , p,
j = 0, 1, 2.









































































































































































= Op (1) .
Similarly, using Assumptions 1-2, we have E










∥∥∥∥∥ = Op (1) .
The above results together result in (NTs)
−1/2
∥∥∥∑Ni=1∑T−st=3 ui,t+sZ ′it∥∥∥ = Op(1). By using the


































With the fact that
∥∥∥θˆ(j)FDGMM2 − θ∥∥∥ = Op [(NT )−1/2] , we get part (a).
For part (b). From Assumptions 1-2, we have ‖Z ′itZi,t+s‖ = Op (1) , hence
∥∥∥∑Ni=1∑T−st=3 Z ′itZi,t+s∥∥∥ =
Op (NTs) and






. Part (b) holds.





















= O(1), for j = 1, . . . , k−1, s = 2, . . . ,max{p, κ}.
Proof of Lemma A.2.




































































































 = O (1) .
Similarly, we can show the other three terms are bounded. Part (a) holds.











































To calculate the above two terms, we apply the Rosenthal’s inequality for point process
martingales (Wood (1999)). Define Sτ =
∑τ−s
t=s+1 yi,t−suit and Fτ as the σ-field generated
by {u1, . . . uτ} . Xi,τ = Sτ − Sτ−1 is a martingale difference sequence with respect to Fτ−1.















































































4 are bounded for all t. Hence, supTE|ST |4 ≤



















= O (1) . Part (c) can
be proved similar to part (b).










































Applying Rosenthal’s inequality, we have the above two terms are bounded, which further
proves part (c). Part (e) can be proved similar to part (d).























= op (1), s =
2, . . . , p, j = 0, 1, 2;
(b)
∥∥∥(NTs)−1∑Ni=1 (W (0)′li ∆uˇ(0)i ∆uˇ(0)′i W (0)li )− E(w(0)iT sw(0)′iT s)∥∥∥ = op (1) , s = 2, . . . ,max{p, κ};
(c)
∥∥∥(NTs)−1∑Ni=1∑T−st=3 ∆uˆ(j)it Z ′i,t+s − E (∆uitZ ′i,t+s)∥∥∥ = op (1) , s = 2, . . . ,max{p, κ}, j =
0, 1, 2.
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Proof of Lemma A.3.




































































i,t+s = Op (1) and
∥∥∥θˆ(j)FDGMM2 − θ∥∥∥ = Op [(NT )−1/2] , the second term




. The third and the fourth terms are of smaller order than
















































i,t+s are independent across i, part (a) holds.



















































Using the facts that
∥∥∥∑T−st=3 W (0)lit ∆Z ′it∥∥∥ = Op (Ts) and ∥∥∥θˆ(0)FDGMM1 − θ∥∥∥ = Op [(NT )−1/2] , we





















iT s , then part (b) holds.
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By using the fact that
∥∥∥θˆ(j)FDGMM2 − θ∥∥∥ = Op [(NT )−1/2] , we can easily show part (c) holds.
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B Proof of Theorems







iT s. Recall that ∆uˆ
(0)







































































t=3 ∆uit∆ui,t+s. By Lemma A.1, the third term and the fourth term

























+ op (1) .
where w
(0)
































. To derive the limiting distribution of the test statis-
tics with large T , we apply Theorem 3 (the Joint Limit CLT for Scaled Variates) of Phillips
and Moon (1999). To apply this theorem, we need to verify the following conditions:






> 0 and Σ
(0)
2s are positive definite;
(ii)
∥∥∥Q(0)iT s∥∥∥2 are uniformly integral in T.
185
By Assumption 3, condition (i) holds. Next we consider
∥∥∥Q(0)iT s∥∥∥2 .
∥∥∥Q(0)iT s∥∥∥2 = tr(Q(0)iT sQ(0)′iT s) = viT sv′iT s + tr(w(0)iT sw(0)′iT s) .


























































































































































































































= O(1). All the above










= O(1). From part (a) of Lemma A.2, we also have
supTE(v
2



























))→ 0, as δ →∞;
















By using part (a) and part (b) of Lemma A.3, we have Σˆ
(0)
2s
































p−→ Ξ′1, where Ξˆ′1 = $ˆ(0)′Ns Ψˆ−1(0)N
[
(NTs)
−1 Z ′W (0)Ωˆ−1(0)
]
. Hence together with the
















Proof of Theorem 2



















+ op (1) ,










1/2$N2, . . . , (T2/Tp)
1/2$Np
)
























































∥∥∥Q(0)i ∥∥∥2 are uniformly inte-






















Applying Theorem 3 (the Joint Limit CLT for Scaled Variates) of Phillips and Moon (1999),

























, which further implies
Ξˆ′2
p−→ Ξ′2, with Ξˆ2 = $ˆ(0)Ψˆ(0)−1N
[
(NTs)
−1 Z ′W (0)Ωˆ−1(0)
]
























Proof of Corollary 1

























































































































































Ns = Op (N















∥∥∥∥∥ = Op (1) .






































































d−→ N (0, 1) .
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d−→ N (0, 1) .





Proof of Theorem 3
Let Ωˆ−1(0) = CNTC
′











































































































O(1); and with the Assumption 3, we have the two conditions satisfying the joint limit CLT












d−→ N (0, Iq0) .
Since rank
[
Iq0 −DNT (D′NTDNT )−1D′NT
]
= q0−k, using the argument that ε′Mε d−→ χ2q0−k
where ε ∼ N (0, Iq0) and M = Ip1−DNT (D′NTDNT )−1D′NT . Hence, as (N, T )→∞, S(0) d−→
χ2q0−k.
Proof of Theorem 4





















































i1 is the one-step GMM residual using valid instrument matrix W
(0)









. Similar to the proof of Theorem 3, we also have S(0)I
d−→ ε′MIε, where
MI = Iq02 −DNT1 (D′NT1DNT1)−1DNT1 and rank (MI) = q02 − k. Let D∗NT1 contain the top
q02 rows of DNT . Notice that D
∗
NT1 −DNT1 → 0; therefore,
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