This paper sets out a forecasting method that employs a mixture of parametric functions to capture the pattern of fertility with respect to age. The overall level of cohort fertility is decomposed over the range of fertile ages using a mixture of parametric density functions. The level of fertility and the parameters describing the shape of the fertility curve are projected foward using time series methods. The model is estimated within a Bayesian framework, allowing predictive distributions of future fertility rates to be produced that naturally incorporate both time series and parametric uncertainty. A number of choices are possible for the precise form of the functions used in the two-component mixtures. The performance of several model variants is tested on data from four countries; England and Wales, the USA, Sweden and France. The former two countries exhibit multi-modality in their fertility rate curves as a function of age, while the latter two are largely uni-modal. The models are estimated using Hamiltonian Monte Carlo and the stan software package on data covering the period up to 2006, with the period 2007-2016 held back for assessment purposes. Forecast performance is found to be comparable to other models identified as producing accurate fertility forecasts in the literature.
Introduction
Human fertility is a complicated, dynamic process that is influenced by a wide range of biological, social and economic factors as diverse as changes in social norms around female education and employment; the availability and cost of childcare; and wider trends in wages, disposable income and employment (see Balbo, Billari, and Mills 2013 for a discussion) . This complexity makes the task of producing forecasts of future number of births difficult.
However, forecasts of fertility are vitally important in anticipating demand for a variety of products and services. In the short term, demand for maternity care and nursery school places and the aggregate cost of child benefit payments all depend on the size of birth cohorts. Over longer horizons, future fertility is a crucial determinant of overall population size and age structure, and consequently will affect national accounts and fiscal sustainability (Office for Budget Responsibility 2018).
As a result, methodologies that accurately capture the degree of uncertainty surrounding forecasts may help manage the risks surrounding inevitable deviations from point forecasts of fertility . A predictive forecast distribution can be combined with information about the costs of over-or under-prediction and the degree of risk aversion of the decision maker to allow a course of action to be decided upon, following the principles of statistical decision theory .
In several developed countries, fertility rates in recent decades can be observed to take on a bi-modal shape when viewed as a function of age (Chandola, Coleman, and Hiorns 1999) . This suggests the possibility that the underlying population is heterogeneous with respect to their fertility behaviour (ibid), which may reflect, for example, the differential opportunity cost of childbearing to women of different educational groups ( Van Bavel 2010; Billari and Philipov 2005) . This paper describes an approach to the forecasting of fertility that captures this feature of contemporary fertility patterns. The method focuses first on forecasting the overall level of childbearing, measured by the average number of births to mothers of particular cohorts (that is, mothers born in the same year). Following Chandola, Coleman, and Hiorns (1999) , this summary measure of fertility is subsequently decomposed over the fertile age range using a mixture of smooth parametric curves. Extending their approach to a forecasting context, predictions of future values are produced by forecasting forward both the parameters of these curves and the summary measure of the level of fertility using time series methods. Posterior predictive distributions coherently incorporate both the underlying time series stochasticity and uncertainty about model parameters.
The approach advocated in this paper has the advantage of parsimony, with relatively few effective parameters needed for each cohort, and furthermore constrains predictions of future fertility curves to the space of shapes described by two-component mixtures. A number of authors have found such mixtures to be useful in modelling fertility curves in populations in the developed world (Chandola, Coleman, and Hiorns 1999; Peristera and Kostaki 2007; Bermúdez et al. 2012) , but this approach adds dependence between successive cohorts within a Bayesian hierarchical framework. This paper makes several specific novel contributions to the literature on fertility forecasting:
• The existing work on parametric mixture modelling of fertility is extended to a forecasting context, and a strategy for identifying the parameters of the two components is set out. • The efficacy of employing different combinations of parametric forms within the mixture model is examined. • Existing works that forecasting parametric fertility models without mixtures (e.g. Congdon (1990) ; Congdon (1993) ; Knudsen, McNown, and Rogers (1993) ; Mazzuco and Scarpa (2015) ) employ a two stage approach whereby parametric curves are first fitted to demographic rates, and time series models subsequently fitted to the parameters of such models. The method set out in this paper fits the parametric curves and time series models simultaneously within a Bayesian framework, accounting for uncertainty in both elements of the model in predictions. • Births are modeled using a negative binomial likelihood with smooth age-specific over-dispersion, allowing for a better fit across the most fertile ages.
Existing work on mixture forecasting in the statistical literature (e.g. Wong and Li 2000; Li and Wong 2001; Wood, Rosen, and Kohn 2011) differs subtly to the approach adopted in this paper. Firstly, the cited works apply to univariate time series, whereas in this application the data are multivariate; at each time point we have a set of correlated observations. Secondly, this paper does not consider that observations themselves are drawn from a mixture distribution, so that the likelihood for each point is a weighted sum of density functions, but that particular parameters in a hierarchical specification are weighted sums of parametric functions.
The rest of this paper proceeds by first describing the data used for the forecasting application in the remainder of the paper (Section 2). Next, in Section 3, existing approaches to the forecasting of fertility are introduced, and areas in which further developments may be fruitful are identified. Section 4 presents the model used throughout the paper, while Section 5 describes the model estimation process, and provides illustrative results of the application of the model to data from England & Wales. Section 6 assesses the performance of mixtures of different components using data from a selection of developed country. The final section (Section 7) provides a discussion of the overall contribution of the paper and directions for further work.
Data and notation
This section describes the data used in this applications and sets out some of the framework and notation used in the rest of the paper. Many of the details will be familiar to demographers, but is included for completeness.
In most applications, the target variable for fertility forecasting is a vector of age-specific fertility rates. Observed data on the number of births b is classified by age of the new-born's mother at last birthday x and the year of observation t. The age-specific fertility rate for a given calendar year can be defined in terms of expectation of the associated random variable B.
where R x,t is the cumulative population exposure to risk at age x in year t, measured in person-years. This latter quantity is often approximated by the size of the female population aged x at the midpoint of year t.
However, the cohort of the mother (that is, the year in which they were born) is considered to be particularly important in the analysis of fertility, because it is believed that decision to bear a child is influenced by past life experiences and by the number of children a woman already has (Ryder 1964) . This suggests that we might also be interested in an alternative specification of the fertility rate f xc , with c indicating cohort.
When we wish to examine changes by cohort, data classified by year and age is not ideal, as those recorded as aged x at the midpoint of year t may have been born in year t − x or in year t − x − 1. For this work, data on births and exposure were obtained from the Human Fertility Database (HFD) (Human Fertility Database 2018). The HFD decomposes both birth and exposure age-period data into approximate age-period-cohort cells (Jasilioniene et al. 2015) , known as Lexis triangles because of the shape they make on the 'Lexis diagram', a common tool for analysing demographic data (e.g. Minton et al. 2017 ). This decomposition allows data classified by cohort and age or by cohort and period to be reconstituted from these lower-level building blocks (Jasilioniene et al. 2015) . Figure 1 is a Lexis diagram illustrating these differing classifications. The life-course of an individual can be represented on this diagram as a line which begins at the point along the horizontal axis corresponding to their birth date, and is projected at an angle of 45 degrees clockwise from the vertical. The points at which the line crosses vertical and horizontal grid-lines represent transitions between calendar years and birthdays respectively. The red square covers demographic events happening during 2001 to the population aged 2 at their last birthday, and so corresponds to Age-Period data. In contrast, the green parallelogram corresponds to events happening to those born in during 2001 between the ages of 1 and 2 (Age-Cohort data). Finally, the blue triangle is the 'Lexis Triangle' corresponding to the same cohort for events occurring while they were aged 2 during 2004 (Age-Period-Cohort data).
Age-Cohort data will be used for fitting models of fertility and producing forecasts throughout the remainder of the paper. It is worth noting that at a particular point in time, data for more recent cohorts (represented as diagonal slices through the Lexis diagram) are incomplete, in that we only have observations for younger ages. The forecasting problem is therefore to both complete the fertility schedule of existing cohorts and to predict the outcomes for new cohorts. It should be said that by using the HFD Age-Cohort data as provided without accounting for the way it has been constructed from Age-Period data, uncertainty in the final forecasts will be underestimated. However, it is expected that this error will be small relative to other sources of error. Figure 2 shows fertility age profiles for selected cohorts for Sweden and for England & Wales (with fertility aggregated for the latter two nations). In both countries, the curve shifts to the right for later cohorts as women postpone childbearing as the result of longer periods in education or greater professional prospects (Billari et al. 2007 ). However, a notable difference between the fertility curves for later cohorts for Sweden and England & Wales is that in the latter case we see a distinct hump or shoulder for younger ages, as identified by Chandola, Coleman, and Hiorns (1999) . Such a feature is also visible in Irish and to a lesser extent USA data (ibid). Fertility projection models need to be flexible enough to capture this bulge at younger ages in order to be able to adequately forecast future fertility rates for these countries.
It is common to describe fertility for a given calendar year or cohort in terms of summary measures. For cohort fertility, the most natural summary is the area under the fertility hazard function for that cohort, which is the average number of children born to a member of this birth cohort over the course of their lifetime, assuming they survive to the highest possible age of childbearing X (Jasilioniene et al. 2015) . This is generally termed Completed Family Size (CFS), and can be approximated by the sum of the individual age-specific rates:
The approximation is exact under the assumption the hazard and exposure are constant within each age interval. The equivalent period-based measure is the well-known Total Fertility Rate (TFR), which is constructed in the same way from Age-Period data, substituting the c cohort index for a t. This measure approximates the average number of children born to a 'synthetic' cohort who experienced a given period's age-specific fertility rates across their whole fertile lifespan.
Modelling and Forecasting Fertility
A wide range of approaches have been deployed for modelling and forecasting fertility, of which Booth (2006) and Bohk-Ewald, Li, and Myrskylä (2018a) provide comprehensive reviews. An instructive area of the literature focuses on merely modelling fertility rates rather than forecasting them. One approach which has particularly inspired the current work was introduced by Hoem et al. (1981) , who used a range of density functions to approximate the shape of the fertility curve for a given period. Density functions are useful in such a context as they are parsimonious representations of uni-modal curves, and are guaranteed to integrate to one. A minimum of two parameters are needed to describe the location µ and scale τ of the curve, and a separate parameter θ representing the TFR is employed multiplicatively to determine the area under the curve and thus the overall level of fertility, so that
where g is a density function. Chandola, Coleman, and Hiorns (1999) adapted this work to account for the changes in observed data in the 1990s. In particular, the emergence of bi-modal fertility curves in England and the United States necessitated the use of two parametric components in order to obtain a reasonable approximation of the data. Peristera and Kostaki (2007) Parametric approaches have also been employed for forecasting fertility, as opposed to merely modelling its age structure, although these have tended to involve only single-component models rather than mixtures. The double-exponential nuptial model of Coale and McNeil (1972) was reparameterised and adapted by Knudsen, McNown, and Rogers (1993) to allow for forecasting using ARIMA models, while Congdon (1990) similarly employed the function of Hadwiger (1940) in the forecasting of fertility for London boroughs. More recently, De Iaco and Maggio (2016) used ARIMA methods to forecast forward parameters of a gamma function fitted to Italian fertility, and furthermore used a Markov field model to capture correlations in the error structure of this model. In keeping with the approach adopted in this paper, Mazzuco and Scarpa (2015) attempt to capture and forecast the bimodal structure of fertility using a Flexible Generalisable Skew-Normal Distribution, although the parameters in this model are hard to interpret demographically.
The debate in the demographic literature around whether fertility is better understood as a cohort (Ryder 1964) or period (Ní Bhrolcháin 1992) phenomenon has strongly influenced the forecasting literature. The argument revolves around the observation that period fertility fluctuates in response to economic or political circumstances in particular years, but often the Completed Family Size (or Children Ever Born, CEB) of women in different cohort remains fairly stable. This is because women adjust the timing of their planned births (referred to as the tempo) in response to circumstances, but the overall level (or quantum) is less subject to adjustment (Bongaarts and Feeney 1998) .
The greater stability of cohort fertility has led to a number of approaches that focus on 'completing' cohort fertility. This involves inferring the fertility rates for cohort which have already started childbearing. For example, Evans (1986) completes cohort fertility based by predicting fertility for ages 25-45 using regressions that use the level and approximate gradient with respect to age of fertility rates between 15-25 as covariates. Similarly, Congdon (1993) adapts his previous work (Congdon 1990 ) by using Hadwiger functions to complete cohort fertility schedules from age 30 onwards, and subsequently forecasts forward Hadwiger parameters using time series methods. De Beer (1985) fits ARIMA models to smooth fertility rates in both the cohort and age direction, so that information from both previous cohorts and from earlier ages can be used to complete cohort fertility schedules. Cheng and Lin (2010) use a more traditional Age-Period-Cohort model to incorporate effects along both time-varying dimensions.
Myrskylä, Goldstein, and Cheng (2013) demonstrate a pragmatic method for completing cohort fertility whereby for each age, the average change in the fertility rate over the preceding 5-year period is assumed to persist for 5 years into the future. The authors describe this as the 'freeze-slope' approach, for obvious reasons, and this is contrasted with naive 'freezerate' approach, in which rates are held constant. Schmertmann et al. (2014) incorporate elements of this approach within a conjugate normal-normal Bayesian model that generates prior distributions that smooth fertility rates in the both the age and cohort direction.
The approach extracts three principal components from a large collection of historical data taken from the Human Fertility Database. One element of the constructed prior penalises deviations from linear combinations of these principal components. An additional element of the prior penalises deviations from both 'freeze-rate' and 'freeze-slope' projections. The priors are calibrated so that the size of the penalty reflects the distribution of such deviations in historical data. This approach is developed by Ellison, Forster, and Dodd (2018) , who construct a hierarchical Bayesian model maintaining the underlying assumptions of the model of Schmertmann et al. (2014) .
An alternative approach focuses more on extrapolation. Lee (1993) adapts the principle component-based method of Lee and Carter (1992) , originally developed for mortality forecasting, to forecast fertility along the period axis. Li and Wu (2003) extend this method using cohort as the primary axis, while Hyndman and Ullah (2007) provide a more general approach within the functional data framework. Wiśniowski et al. (2015) further adapt the Lee and Carter (1992) approach as part of a comprehensive Bayesian population forecasting framework.
The work of Ševčíková et al. (2015) is of particular interest because it has been employed by the United Nations for the World Population Prospects since 2015. This method uses a Bayesian hierarchical model to describe the global distribution of schedules of TFR evolution, noting that countries tend to follow a common pattern of initially high fertility, decline, and later stabilisation. Expert opinion is utilised to determine target patterns of fertility over age (the so-called Proportionate Age Specific Rates) for each country.
A recent comprehensive assessment of methods for completing cohort fertility schedules established that few perform better than the naive 'freeze rate' technique (Bohk-Ewald, Li, and Myrskylä 2018a) . Comparing the projected CFS against observed data for each method over a wide range of countries and forecast jump-off years, the authors found that only the methods developed by Myrskylä, Goldstein, and Cheng (2013) , Schmertmann et al. (2014) , Ševčíková et al. (2015) , and De Beer (1985) consistently outperformed the naive forecast. However, errors at the level of age-specific fertility rates were not assessed, and performance in forecasting new cohorts (which is essential for population predictions) was also not tested.
The strategy adopted in this paper builds on the parametric approaches of Hoem et al. (1981) , Peristera and Kostaki (2007) and Bermúdez et al. (2012) , fitting explicit time series models for the parameters defining the model for each year or cohort. Although the work of Bohk-Ewald, Li, and Myrskylä (2018a) identified poor performance on the part of the parametric models of Hoem et al. (1981) and Peristera and Kostaki (2007) , the original models do not involve any dependence between adjacent cohorts or calendar years. This work rectifies this short-coming, while retaining the advantages of these models, namely the parsimony of the parametric approach, the ability to separate the overall level of fertility and the shape of the curve, and the restriction of the shape of the fertility curve to a family of plausible values.
Model Description
This section describes in detail the different elements of the model, and the justifications behind them. Starting with the definition of the likelihood, births at each age are assumed to be distributed according to a negative binomial distribution (parameterised according to the mean), so that
where B xc are the number of children born to women of cohort c between exact ages x and x + 1, R xc is the exposure to risk between these ages for this cohort, f xc is the corresponding age-specific cohort fertility rate, and φ x is a parameter controlling the degree of over-dispersion relative to the Poisson distribution, which varies with age x.
The fertility rate f xc is modelled as product of θ c , a parameter describing the average number of births to cohort c by maximum childbearing age X, and ξ xc , where the vector of ξ ξ ξ c parameters for each time period describes the age distribution of the fertility rate schedule (termed the Proportionate Age-Specific Fertility Rate (PASFR) by Ševčíková et al. (2015) ), so that:
The age distribution ξ c ξ c ξ c is modelled as a mixture of two components, each parameterised by a location and a spread parameter. In particular, as with Hoem et al. (1981) , probability density functions are used for the components as these have the convenient property that they integrate to one. Alternatively, other functions with this property could also be used. For a particular age x, an approximation of the mass of the distribution between x and x + 1, weighted by the mixture parameter ψ, defines that component's contribution to ξ, so that
where g i (x; µ, τ ) is the value at x of the density function with location µ (i) c and spread τ (i) c , and ψ c is the mixture parameter. The superscripts (i) on the location and spread parameters distinguish between the two mixture components.
Modelling evolution over time
The specification in Equation (6) leaves us with six unique parameters for each time period: two location parameters, two scale parameters, a mixture-weight parameter, and a parameter describing the overall level of fertility. One practical problem is ensuring that the two components are distinct to avoid identifiability and label switching issues. One strategy to circumvent this is to force the location of one component be strictly greater than the other. This can be achieved by re-parameterisation to use the sum and difference of the locations rather than the raw values, combined with enforcing constraints on these new parameters so that they are positive and lie within reasonable bounds. Given the range of fertile ages (~14-50 year), the sum of the locations should lie above 35, and to allow identification of the two mixture components, the gap is constrained to be at least 2 years.
After this re-parameterisation, the resultant set of parameters η η η c can then by forecast forwards using auto-regressive models,
where superscripts s and d indicate the sum and difference of the location parameters respectively. A special case of this class of models is the simple independent random walk:
Priors for the first elements of all the parameters modelled as time series are chosen to be weakly informative. Flexibility as to the exact forecasting model is possible; more complicated model classes, including ARIMA models incorporating differencing and moving average elements, or stochastic volatility models, could also be considered.
Model Components
Building on the models discussed previously by Hoem et al. (1981) , Chandola, Coleman, and Hiorns (1999) , and Bermúdez et al. (2012) , we examine three possible parametric functions for the mixture components; the gamma density, the Hadwiger or inverse Gaussian density, and the Weibull density. We wish to adopt non-standard parameterisation for each of these functions so that they are defined in terms of a location and a spread parameter. In this way, elements of the model that are to be given time series priors have a meaningful interpretation that is relatively consistent regardless of the specific function used. For the gamma component, the mode and standard deviation are used, while for the Hadwiger density the mean is instead adopted as the location parameter. For the Weibull density, the form of the density function necessitates other choices; the median and the distance from the median to the upper quartile are instead used for the location and spread parameters. The split normal distribution of Peristera and Kostaki (2007) is not used, as although the authors find it fits the data relatively well, the join in the function at the mode makes it conceptually unappealling.
Although Chandola, Coleman, and Hiorns (1999) , Peristera and Kostaki (2007) and Bermúdez et al. (2012) use the same density function for both the components (g 1 and g 2 ) of their respective parametric mixtures, there are advantages to combining different parametric functions within a mixture, as the different functions used have different tail behaviour, and may be better suited to approximating fertility at older or younger ages. For example, the Weibull density function can skew in either direction, allowing a steeper decline than is possible with the positively-skewed gamma and Hadwiger distributions. These distinctions may help provide for better identification of the two components. As a result, we examined all possible combinations of the three functions.
Overdispersion
The Poisson distribution, a natural choice for modelling count data, has variance equal to its mean. This assumption can be too restrictive in many cases, and the use of the negative binomial distribution allows for over-dispersion relative to the Poisson, which tends to lead to smoother estimates of rates. However, the effect of over-dispersion is more pronounced in absolute terms for larger counts, and so the use of a single over-dispersion parameter for fertility can lead to a greater emphasis on the fit in the tails of the age-specific rate distribution where counts are small than in the more fertile stretches of the age range. To address this concern, we specify a smooth, age-specific over-dispersion function using a penalised basisspline (Wood 2006) , and allow the data to determine where greater over-dispersion is needed. A random walk prior penalises deviations from smoothness in the basis function coefficients (Lang and Brezger 2001) :
where B B B(x) is a matrix of B-spline basis functions.
Fertility data is often aggregated over open age intervals at the beginning and end of the fertile age range. For example, in the UK, births to women of ages 49 and above are reported in aggregate. In contrast to the Poisson case, the sum of n negative binomial distributions with different means does not follow a standard distribution, so for simplicity the distribution of births in these aggregate groups is approximated by a negative binomial distribution with the appropriate mean and variance. Only a small proportion of births occur to women in these age groups, so the approximation is unlikely to make a significant difference to results.
Estimation and Results
The model has been tested on data from the Human Fertility Database for four countries: USA; England & Wales (in combination); Sweden; and France. Each of these countries have reasonably long time series available, although there are distinct differences in the patterns evident in the data. The USA and England & Wales display bimodality to a greater degree than France and Sweden. Although the Human Fertility Database provides birth data from ages 12-55, these data are extrapolated at the youngest and oldest ages where empirical information is not available (Jasilioniene et al. 2015) . As a result, HFD data on births below age 15 and above 49 are aggregated for the purposes of model fitting.
The latest 10 years of data were held back for each country and not used in fitting, to provide for an out-of-sample assessment of the model described above. The No-U-Turn Sampler (NUTS) variant of Hamiltonian Monte Carlo (Hoffman and Gelman 2014) , available in the Stan software package, was used to obtained posterior samples of the model (Stan Development Team 2018) . Hamiltonian Monte Carlo simulates movement through the parameter space by analogy to a physical system where the potential energy is equal to negative log-posterior (Neal 2010) .
Four chains, each consisting of 10000 iterations, were run for each combination of model specification and country. Nine different models (involving all combinations of the three parametric functions) were tested for each of the four countries, giving a total of 36 different sets of posterior samples. The first half of each chain was used as a warm-up period during which the sampling parameters were allowed to adapt to the shape of the posterior. With respect to the adaptation parameters, a slightly higher target acceptance rate (0.95) and maximum NUTS tree-depth (12) was used than is selected by default, providing for smaller integrator step-sizes and longer NUTS trajectories (Stan Development Team 2019). The remaining samples, thinned by a factor of 4 to prevent excessive memory use, were used for posterior inference.
For the majority of model and country combinations, Gelman-Rubin splitr diagnostics are below the suggested 1.05 threshold and examination of trace-plots indicate sampler convergence to the target distribution (Gelman and Rubin 1992; Stan Development Team 2019) . In a minority of cases (7 out of 36), diagnostics indicated problems were encountered during sampling. In particular, sampling of models involving a Hadwiger distribution was found to be difficult, particularly when the Hadwiger was used to model the component corresponding to older ages.
In one case -the Weibull/Hadwiger model applied to French data -the two parametric components were not distinguishable and obtaining posterior samples was not possible. Multi-modal posteriors were obtained in 4 cases, with one or more chains sampling from a mode located in a different area of the parameter space to the others, generally because the mixture parameters approach a limit for some cohorts with incomplete data. In these cases, either the mode occupied by the majority of chains, or, where the four chains are divided equally between two modes, the mode with the smallest Leave-One-Out Information Criterion (LOOIC) (Vehtari, Gelman, and Gabry 2016) was chosen for posterior inference, and the other chains discarded. Recomputed values of the splitr statistic indicate that in each case the remaining chains appear to have converged to the selected mode. By choosing a mode based on LOOIC for this small subset of models means that where posteriors are multi-modal, only the mode that is best able to predict left-out data-points is considered in the model comparison exercises that follow in Section 6.
Divergent transitions were encountered in two additional cases. Divergent transitions indicate that the value of Hamiltonian in the No-U-Turn sampler differs greatly over the course of a HMC trajectory due to integration errors (Stan Development Team 2019). In practice this means that the curvature of the posterior varies such that a single leap-frog integrator step-size is insufficient to explore all areas of the posterior. In both cases, diagnostic plots show that this problem was caused by significant posterior probability being placed on low values of one of the time series innovation variance parameters, which results in a narrower posterior in this area of the parameter space than elsewhere. The sampler is unable to reach these areas of the posterior, meaning the obtained posterior samples are truncated away from zero for this parameter (Betancourt 2016 ). Re-parameterisation to a non-centred model where standard normal innovations are sampled separately and multiplied by the variance parameter may help resolve this problem (ibid), but also makes enforcing constraints on the time series more difficult. Results from these models are not reported, but qualitative examination of the truncated posteriors suggest it is unlikely that these parameter combinations would be among the best performing models.
The code used to fit the model and generate the results presented in this section are available from github: https://github.com/jasonhilton/fert_mix
Illustrative Results for England & Wales
We first examine an example model fitted with data from the England & Wales. In this case, we employ a gamma density for the parametric component corresponding primarily to younger ages, and similarly a Weibull density for older ages. The over-dispersion in births is allowed to vary by age in accordance with Equation (9). All time-varying parameters are given random walk priors. The posterior distributions are displayed in Figure 3 . Birth data is fully observed for all ages up until the 1966 cohort, who were 50 in the last year of observation and thus deemed to have completed childbearing. The posterior distributions for incomplete cohorts is informed by both their partially complete childbearing experiences and the time series priors on the model parameters, which penalise excessive deviations from past values. This combination predicts a slight increase in completed family size in the short term, before leveling off at around 2 children per woman.
The mode of the lower gamma component fluctuates between ages 20 and 25, while the median of the upper Weibull density is considerably higher, at around 33 years ( Figure 3B ). The weight given to the younger component decreases after the parents of the baby-boom generation have completed their childbearing, as individuals begin to delay fertility to later ages ( Figure 3C ). Uncertainty in all parameters increases for later cohorts for which there are fewer or no observations. Figure 4 presents posterior distributions for the two weighted components and their sum, the mean Age-Specific Fertility Rate, for six selected cohorts. This plot shows how the size, position and weight of the two component changes over cohorts. A slight lack of fit is observed for the 1950 cohort, which is caused by the inability of the model to entirely capture the period fluctuations associated with the baby bust. Qualitatively, it also shows the model performs reasonably well at predicting the out-of-sample observations, with most observations close to the posterior median, although a more formal assessment taking into account the negative binomial uncertainty associated with prediction of births is required to have confidence in its performance. Similarly, the choices regarding the specification of functional components should be justified in terms of predictive performance. The next section examines the forecasting error and coverage of different variants of the model to this end.
Assessing Model Variants
In order to choose between the different possible specifications of our model, we wish to make a formal assessment of the performance of the model both in predicting observations falling within the fitting period and in forecasting new observations. To this end, for each possible configuration of functional components (for example, gamma-Weibull or gamma-gamma) the model was estimated on data up to 2006 for four countries separately.
The approximate Leave-One-Out (LOO) cross-validation approach introduced for model assessment by Vehtari, Gelman, and Gabry (2016) and (implemented in the loo R package) is used to assess the ability of the various model specifications to predict data drawn from same data-generating process. This method uses importance sampling to produce an approximation to the expected log point-wise predictive density (ELPD) obtained by predicting every point in the data-set using only the rest of the data, thus avoiding the need to refit the model N times leaving out each data point. Pareto smoothing is used reduce the instability in the tails of the importance sampling weights (Vehtari, Gelman, and Gabry (2016) , termed Pareto Smoothed Importance Sampling, or PSIS).
For some models, a small number of observations exhibited somewhat high values of the k parameter of the Pareto distribution fitted to the importance weights. This indicates the PSIS estimates of that points contribution to the ELPD are unreliable, likely due to overly influential observations (Vehtari, Gelman, and Gabry 2016) . In these cases, the model was re-estimated a maximum of three times with one or more unreliable observations left out, allowing the contributions of these points to the ELPD value to be calculated directly and combined with the existing PSIS estimates to provide the final ELPD value. Where estimates for more than 3 data-points were unreliable, several points were left out in each re-fitting to save on computation, with these points grouped to maximise the distance between them within each refitting. In practice, this process of refitting made little difference to the overall ELPD scores or the model comparisons. Figure 5 displays results in terms of the Leave-One-Out Information Criterion, which transforms the ELPD so that it is on the same scale as the deviance and other commonly used model assessment measures, such as the Deviance Information Criterion and the Bayesian Information Criterion. The four sub-plots each represent one of the four countries used in the assessment exercise, while within each subplot, the first parametric component is represented in the columns and the second components are in the rows. Thus, the top-left cell refers to a model with a gamma component for younger ages and a Weibull Component for older ages. Missing cells correspond to models for which posterior samples are not available, as detailed above. The deeper blue the cell of the plot, the better the model is at predicting left-out points within the range of the data. For all countries, the gamma-Weibull model obtains the best LOOIC value, although given the sampling variation of the LOOIC metric, it is not always possible to definitively separate it from the next best performing models. The Weibull-Weibull and gamma-gamma model also perform relatively well across countries, although in the French case, the gamma-Weibull model was the clear winner.
Although specifying models that are able to capture the properties of the observed data well enough to predict left-out points is important, this paper is primarily focused on forecasting. Forecasts of fertility rates are compared to actual observed forecasts for the years 2007-2016 (As the data used is indexed by cohort, the held-back sample is not strictly speaking for specific years, but for an index t = c + a, which will consist of data from two calendar years). The root mean squared error (RMSE) and the empirical coverage over all age-specific rates is calculated for each model to assess both the adequacy of the point forecasts and the calibration of the forecast uncertainty. With respect to coverage, for each forecast we calculate the proportion of corresponding observations of age-specific rates that fall within the specified probabilistic predictive internals (90% and 50% in this instance). Because we are observing only one set of correlated outcomes for each country (age-specific rates for 2007-2016), rather than many independent repetitions, this metric does not correspond exactly to the frequentist concept of coverage, but it does however give an indication as to historical data across multiple countries, while the model of Myrskylä, Goldstein, and Cheng (2013) appears to systematically undercover, in agreement with the results in Bohk-Ewald, Li, and Myrskylä (2018b) . Interestingly, the model is able to capture fertility trends in Sweden and France despite these countries displaying considerably more uni-modal fertility schedules than in the USA or England & Wales. The ability of the proposed family of models to capture differing shapes and trends in the tails of the schedule may explain its utility in these cases.
Overall, for the countries studied it is not easy to state that one parametric model specification is definitively better than another; the models best able to predict left-out data from the period to 2006 did not necessarily have the better RMSE or coverages over the period 2007-2016. However, the gamma-Weibull model appears to offer a reasonable compromise, as it appears to consistently produce good results across contexts.
Discussion
This paper has introduced a flexible family of models for the forecasting of parametric mixtures, designed with the particular application of forecasting bi-modal fertility in mind. The model can capture the shape of both bi-and uni-modal age-specific fertility curve, and projects forward the level of fertility together with parameters relating to the location, scale and mixture weight of the two parametric components. The assessment of the proposed family of models across a small range of countries show that they produce reasonable forecasts of recent fertility trends that are competitive with models identified in the literature as being best able to predict cohort fertility (Bohk-Ewald, Li, and Myrskylä 2018b). A relatively simplistic variant of the model has been proposed here, but there is considerable potential for expansion, particularly in the area of the time series models used for forecasting; fully-fledged ARIMA models will enable the sort of immediate continuation of short-term trends that is a feature of the models of Myrskylä, Goldstein, and Cheng (2013) and Schmertmann et al. (2014) . Capturing correlations between various model parameters may also enhance the predictive capacities of the model, to the extent that such correlations persist over time.
In order to more fully evaluate the wider applicability of the model to the forecasting of fertility, a more comprehensive assessment exercise should be carried out along the lines of Bohk-Ewald, Li, and Myrskylä (2018a) , whereby forecasts errors are evaluated over a large range of countries and across many time periods. The present discussion has focused on the ability of the model to predict cohort trends in fertility, but forecasting along the period dimension is equally possible (e.g. Congdon 1993) . Looking further afield, the generality of the model described means that it may also be appropriate in other contexts in which bi-modal curves must be forecast into the future.
