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We demonstrate that the Haldane phase can be realized with ultracold spin-1 atoms loaded on
a lattice which has a flat band at the bottom of the band structure. The many-body ground
state of the model Hamiltonian is exactly solvable in a special case, which turns out to serve as a
representative of the Haldane phase. In this system, the Haldane phase is protected by Z2×Z2 spin
rotation symmetry or time-reversal symmetry. Depending on several parameters, the Hamiltonian
can either be in a gapped Haldane or a gapless critical phase. In a certain limit, the phase diagram
is determined analytically by perturbation theory, while for general cases, the phase diagram is
studied numerically by the variational uniform matrix product state (VUMPS) algorithm.
Introduction.— Symmetry-protected topological (SPT)
phases refer to the quantum phases of those short-range
entangled ground states that can never be smoothly
deformed into trivial product states if certain symmetry
is imposed [1, 2]. The SPT phases in 1D interacting
bosonic systems are often called the Haldane phases.
The exact ground state of the Affleck-Kennedy-Lieb-
Tasaki (AKLT) model, known as the valance-bond-solid
(VBS) state, provides great insight into the Haldane
phase in 1D spin chains [3, 4]. The Haldane phase in
the AKLT model is protected by the Z2 × Z2 (dihedral
group) spin rotation symmetry, time-reversal symmetry,
or inversion symmetry [5–8]. SPT phases are usually
characterized by nonlocal order parameters; in the case
of the AKLT model, the spin string order parameter
quantifies the hidden antiferromagnetic order in the
VBS state [6, 8–10].
Ultracold atoms/molecules in optical lattices serve
as an ideal platform for realizing topological quantum
phases due to the high tunability of interactions, the
viability of building various lattice structures, and the
feasibility of directly measuring nonlocal order parame-
ters [11, 12]. Motivated by recent experimental progress,
many theoretical predictions about the existence of the
Haldane phase in lattice systems of bosons [13–24] and
fermions [25–34] have been made.
Alkali atoms carry integer spins and are thus bosons
commonly used in experiments. Free from the Pauli ex-
clusion principle, one major difficulty of theoretically (in-
cluding numerically) studying such spinful boson systems
lies in their immense Hilbert spaces. Therefore, except
for very few rigorous results [35, 36], various approxi-
mations or constraints have been employed to simplify
the problem. In particular, to theoretically investigate
the Haldane phase in bosonic atoms, there have been
two main approaches. One is to study the the effective
spin Hamiltonians by focusing on the Mott insulating
limit where the charge degree of freedom is frozen [24].
The other approach is to study the itinerant but spinless
bosons (by assuming the spin degree of freedom is frozen
in some way). In the itinerant case, it is generally be-
lieved that a strong enough long-range interaction (LRI)
is indispensable for triggering the Haldane phase [13–23].
However, although a relatively strong dipole-dipole inter-
action plays the role of LRI in some cases [37, 38], the
dipole-dipole interaction is usually much weaker than the
short-range s-wave collision, and thus the LRI is negligi-
ble in many experiments [37].
In short, despite the fact that itinerant, spinful, and
short-range interacting bosonic atoms are very common
in experiments, the Haldane phase in such systems has
never been discussed. We address this issue and argue
that, when there is a flat band [39] at the bottom of the
band structure (bottom flat band), even without LRI,
bosons with both unfrozen spin and charge degrees of
freedom can be in the Haldane phase. In this article, we
use spin-1 bosons on a sawtooth chain as an example.
Nature of the Haldane phase in this system is manifested
by a special case where the ground state is exactly solv-
able. The Haldane phase is found to exhibit “hidden VBS
order” which is unique in the system with both spin and
charge degrees of freedom.
Beginning by introducing the spin-1 Bose-Hubbard
model on a sawtooth chain, we prove that in the Haldane
phase region, there is a special case where the ground
state sector of the model can be exactly mapped to the
AKLT model. Using this paradigmatic ground state, we
demonstrate that the Haldane phase in this system, char-
acterized by both nonvanishing spin and charge string
order parameters, is protected by Z2 × Z2 symmetry
or time-reversal symmetry. Next, perturbation theory
shows that our model in a certain limit reduces to the
bilinear-biquadratic (BLBQ) model in the Haldane or
critical phase. Finally, the phase diagram of the model
is investigated by the variational uniform matrix product
state (VUMPS) algorithm [40, 41], which suggests that
the system can either be in a gapped Haldane phase or
a gapless critical phase.
Hamiltonian.— For spin-1 bosons in a lattice sys-
tem, let aˆ†r,α (aˆr,α) be the operator that creates (anni-
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2hilates) a boson at lattice site r with magnetic sublevel
α = −1, 0, 1. The on-site spin operator Sˆr = (Sˆxr , Sˆyr , Sˆzr )
is defined as Sˆzr :=
∑
α,β aˆ
†
r,αS
z
α,β aˆr,β with S
z
α,β = αδα,β
being the z-component of the spin matrix for spin-1
(and similar definitions for Sˆxr and Sˆ
y
r ). We also define
nˆr :=
∑
α aˆ
†
r,αaˆr,α which counts the particle number on
site r.
Spin-1 atoms in optical lattices are effectively de-
scribed by the spin-1 Bose-Hubbard model [42, 43]
Hˆ = Hˆhop + Hˆint,
Hˆhop = −
∑
〈r,r′〉
1∑
α=−1
tr,r′ aˆ
†
r,αaˆr′,α +
∑
r
Vrnˆr,
Hˆint =
∑
r
(
g0,rPˆ
(0)
r + g2,rPˆ
(2)
r
)
,
(1)
where Hˆhop is the single-body Hamiltonian which con-
tains both hopping and on-site potential terms, and
Hˆint describes the interactions (s-wave collisions) be-
tween spin-1 bosonic atoms [37, 44]. There are two kinds
of interactions: Pˆ
(S)
r stands for the projection opera-
tor onto the state with total spin S = 0, 2 for a pair
of spin-1 bosons at site r. For example, Pˆ
(0)
r = bˆ†r bˆr,
where bˆ†r := (aˆ
†
r,0aˆ
†
r,0− 2aˆ†r,1aˆ†r,−1)/
√
6 creates a spin sin-
glet. S = 1 is forbidden because two spin-1 bosons on the
same site never form a total spin S = 1 state—such a spin
state is antisymmetric. The projection operators can be
explicitly expressed as Pˆ
(0)
r = [−(Sˆr)2 + (nˆr)2 + nˆr]/6
and Pˆ
(2)
r = [(Sˆr)
2 + 2(nˆr)
2− 4nˆr]/6 [37, 44]. The sum of
them yields the “completeness relation”:
Pˆ (0)r + Pˆ
(2)
r =
1
2
nˆr (nˆr − 1) . (2)
We assume the interaction strength gS,r > 0 as is the
case of long-lived alkali spin-1 condensates [37]; Hˆint is
thus positive semidefinite.
We expect that, on lattices whose corresponding
Hˆhop’s have a bottom flat band, interacting spinful
bosons can be in SPT phases. Lattices with a bottom
flat band widely exist; they can actually be constructed
systematically by the cell construction [45] or the line
graph construction [46]. Throughout this article, we use
the sawtooth chain (see Fig. 1) as an example due to its
feasibility in experiments [47]. On a sawtooth chain with
N unit cells (2N sites), the single-body Hamiltonian can
be written in a compact form as [45, 48]
Hˆhop = Hˆsaw =
N∑
i=1
1∑
α=−1
Aˆ†i,αAˆi,α, (3)
where Aˆ†i,α := aˆ
†
2i−1,α + λaˆ
†
2i,α + aˆ
†
2i+1,α determines the
values of tr,r′ and Vr in Eq. (1), and we assume λ ∈
R\{0}. Periodic boundary condition (PBC) is imposed.
-1
--
2
2
FIG. 1. (Color online) (Upper) The sawtooth lattice and one
of its zero-energy state (denoted by the heart shape). The
state is localized on three consecutive sites covered by the
heart shape. The blue characters indicate the values of tr,r′
and Vr. (Middle) The state |β〉 in Eq. (8) with a typical choice
of β. Three different colors denote three different magnetic
sublevels . (Lower) The “hidden VBS order” illustrated by a
typical component of |GS〉 in Eq. (13).
Hˆsaw is positive semi-definite, and it has two energy
bands: a dispersive band with energy λ2 +2+2 cos k > 0
and a flat band with exactly zero energy. Every eigen-
state of the flat band can be chosen to be localized on
three sites (see Fig. 1):
Bˆ†j,α :=
1√
λ2 + 2
(aˆ†2j,α − λaˆ†2j+1,α + aˆ†2j+2,α), (4)
where Bˆ†j,α creates a particle in a zero-energy eigenstate
because [Aˆi,α, Bˆ
†
j,β ] = 0.
From now on, the total particle number on the saw-
tooth chain is assumed to be the same as the number
of unit cells N . We also assume gS,r ≡ gtS for top sites
(r = even) and gS,r ≡ gbS for bottom sites (r = odd).
The phase diagram with respect to (gt0, g
t
2, 1/λ) is shown
in Fig. 2(a).
For later purpose, we also introduce the 1D spin-1
BLBQ model, whose Hamiltonian is given by (assume
PBC) [49]
HˆBLBQ =
N∑
j=1
(
g˜0Pˆ
(0)
j,j+1 + g˜1Pˆ
(1)
j,j+1 + g˜2Pˆ
(2)
j,j+1
)
,
= J
N∑
j=1
[
cos θ(Sˆj · Sˆj+1) + sin θ(Sˆj · Sˆj+1)2
]
+ c,
(5)
where Pˆ
(F )
j,j+1 projects the state of two neighboring sites
into the state with total spin F = 0, 1, 2, spin opera-
tors {Sˆj} act on the spin-chain Hilbert space spanned
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FIG. 2. (Color online) (a) Schematic phase diagram of spin-1
bosons on a sawtooth chain in the thermodynamic limit
N →∞ in the parameter space (gt0, gt2, 1/λ). In the phase
diagram we have assumed gt0, g
t
2, λ > 0 and gb0 = gb2 = 1/λ2.
In the gt0 = 0 plane, Hˆ has an exact and unique ground state
(GS) given in Eq. (13) and (14). In the gt2 = 0 plane, the GS is
massively degenerate, and the ferromagnetic state in Eq. (15)
is an exact ground state. Phase diagram in the 1/λ→ 0 plane,
given by the perturbation theory, coincides with the phase di-
agram of the BLBQ model. Phase diagram in the 1/λ = 1
plane is determined by the VUMPS algorithm. In particu-
lar, numerical results along the curved arrow parameterized
by (
√
2 sinϕ,
√
2 cosϕ, 1) are shown in (b)–(d). (b) Scaling of
the inverse correlation length 1/ξ := 2 with respect to 3−2.
Numbers near the data points denote the corresponding bond
dimensions of each block [53]. We can see that a quantum
phase transition occurs between ϕ = 6pi/36 and 7pi/36. (c)
Part of the entanglement spectrum (ES) in the Haldane phase
region shows the even-fold degeneracy. (d) Magnetization M
with respect to magnetic field h in z-direction. In (c) and (d),
the bond dimension of each block is 50.
by the Sz-basis {|ψα〉 := |α1, α2, ..., αN 〉}, and param-
eters (J cos θ, J sin θ, c) with J > 0 linearly depend on
(g˜0, g˜1, g˜2). The model is in the Haldane phase when
−pi/4 < θ < pi/4, while it is in the critical phase when
pi/4 6 θ 6 pi/2. At θ = arctan(1/3) and pi/2, the model
is particularly known as the AKLT model and the pure-
biquadratic model model [50, 51], respectively.
Exact ground states.— Since both Hˆsaw and Hˆint are
positive semi-definite, a zero-energy ground state of Hˆ, if
exists, must satisfy (i) Hˆsaw|GS〉 = 0 and (ii) Hˆint|GS〉 =
0. In accordance with (i), there must be
|GS〉 =
∑
∑
j,µ
nj,µ=N
xn
(
N∏
j=1
1∏
µ=−1
(Bˆ†j,µ)
nj,µ
)
|vac〉, (6)
where xn ∈ C, n = (..., ni,1, ni,0, ni,−1, ni+1,1, ...), and
|vac〉 is the vacuum state. Assume gb0 , gb2 > 0 and recall
Eq. (2), condition (ii) implies that xn = 0 for any n such
that
∑
µ nj,µ > 1 for some j. Equation (6) thus reduces
to
|GS〉 =
∑
β
yβ|β〉, (7)
where yβ ∈ C, β = (β1, ..., βN ), and
|β〉 :=
(
N∏
j=1
Bˆ†j,βj
)
|vac〉. (8)
A typical |β〉 is illustrated in Fig. 1. Note that |β〉’s
are linearly independent but not orthonormal because
Kjj′ := [Bˆj,µ, Bˆ
†
j′,µ] 6= δjj′ . The “dual operator” of Bˆj,µ
is defined as [52]
Cˆj,µ :=
∑
j′
(K−1)jj′Bˆj′,µ (9)
such that [Cˆj,µ, Bˆ
†
j′,µ′ ] = δjj′δµµ′ . Further defining
〈α˜| := 〈vac|
(
N∏
j=1
Cˆj,αj
)
(10)
such that 〈α˜|β〉 = δαβ, eigenequation Hˆ|GS〉 = 0 then
implies the matrix equation
∑
β〈α˜|Hˆ|β〉 yβ = 0. Im-
pressively, explicit calculation shows that
〈α˜|Hˆ|β〉 = 〈α˜|Hˆint|β〉 = 〈ψα|HˆBLBQ|ψβ〉, (11)
if g˜1 = 0 and g˜S = 2g
t
Sd/(λ
2 + 2) in Eq. (5), where
d > 0 is a coefficient depending on K−1. See Supple-
mental Material for details [53]. Equation (11) indicates
that there is a one-to-one correspondence between the
zero-energy states of Hˆ and HˆBLBQ; however, such cor-
respondence does not hold for generic eigenstates with
nonzero energy, because Pˆ
(S)
r=odd|β〉 = 0. It is known that
in the following two cases, HˆBLBQ possesses zero-energy
ground states: (1) AKLT point (g˜0 = g˜1 = 0, g˜2 > 0)
and (2) pure-biquadratic point (g˜1 = g˜2 = 0, g˜0 > 0).
Case (1) corresponds to gt0 = 0, g
t
2 > 0 for Hˆ. In
this case, followed by the AKLT model [3, 4], the ground
state of Hˆ is unique. Despite the fact that the |GS〉
in Eq. (7) is not represented in an orthonormal basis,
coefficient yβ is identical to that of the VBS state [8]:
yβ = Tr(M
β1Mβ2 ...MβN ), where M±1 := ∓√2σ±,
M0 := σz, and σ±,z are Pauli matrices. Further ex-
panding |GS〉 in terms of aˆ†’s, we note that as long as
two particles occupy the same site, there is the identity∑
βj ,βj+1
MβjMβj+1 aˆ†`,βj aˆ
†
`,βj+1
=
√
6 bˆ†`I2, (12)
where ` = 2j or 2j+ 2 and I2 is a 2-by-2 identity matrix.
Equation (12) implies that |GS〉 has “hidden VBS order”,
i.e., if we ignore all the vacant sites and sites occupied by
a spin singlet, the remaining bosons form a perfect VBS
4state, see Fig. 1. This enables us to express |GS〉 in an
orthonormal Fock basis as
|GS〉 =
3∑
τ1,...,τ2N=−1
Tr
 N∏
j=1
(F τ2j−1Eτ2j )
( 2N∏
r=1
dˆ†r,τr
)
|vac〉,
(13)
where dˆ†r,τ := aˆ
†
r,τ for τ = −1, 0, 1, while dˆ†r,2 := bˆ†r and
dˆ†r,3 := 1, and
3∑
τ=−1
F τ dˆ†r,τ =
1√
λ2 + 2
(
I2 −λ
∑
αM
α aˆ†r,α
0 I2
)
,
3∑
τ=−1
Eτ dˆ†r,τ =
(∑
αM
α aˆ†r,α
√
6 bˆ†r
I2
∑
αM
α aˆ†r,α
)
.
(14)
Matrices F τ and Eτ are determined from Eq. (14); the
matrix product state (MPS) in Eq. (13) is injective.
Case (2) corresponds to gt2 = 0, g
t
0 > 0 for Hˆ. It is easy
to verify that the ferromagnetic states
( 2N∑
r=1
Sˆ−r
)k ( N∏
j=1
Bˆ†j,1
)
|vac〉, k = 0, 1, ..., 2N (15)
with total spin Stot = N are exact ground states of Hˆ.
The spin-1 pure-biquadratic chain is integrable, and there
are numerous states with Stot ranging from 0 to N − 1
that are degenerate with (
∑
j Sˆ
−
j )
k|ψ(1,1,...,1)〉 [50, 51, 54,
55]. The absence of ferromagnetic phase in Fig. 2(a) can
thus be understood from such degeneracy: after adding
interaction
∑
r=even g
t
2Pˆ
(2)
r (with gt2 > 0) that disfavors
the ferromagnetic states, states with small Stot are picked
up as the ground state.
All the above discussions (with slight modifications)
also are applicable to the model with open boundary con-
dition [53].
The Haldane phase.— Here we demonstrate that |GS〉
in Eq. (13) is indeed in the Haldane phase. Let G be the
symmetry group of Hˆ and Uˆ(q) be a symmetry opera-
tion (on the Hilbert space) corresponding to the group
element q ∈ G, i.e., [Hˆ, Uˆ(q)] = 0. Subjected to q, the
unique ground state transforms as |GS〉 → Uˆ(q)|GS〉,
while the matrices in Eq. (13) transform as [56]
F τ2j−1Eτ2j → eiφq u†q F τ2j−1Eτ2j uq, (16)
where unitary matrices {uq}q∈G are used to classify the
SPT phases [2, 5, 8].
The group Z2 × Z2 = {1, Uˆ(x), Uˆ(y), Uˆ(z)} is a sym-
metry group of Hˆ, where Uˆ(δ) := exp(−ipi∑r Sˆδr ) is the
spin rotation about the δ = x, y, z-axis. The Hamiltonian
is also invariant under time-reversal Uˆ(TR) := Uˆ(y)Kˆ
(where Kˆ is a complex conjugation operator), inver-
sion Uˆ(I), combination of spin rotation and inversion
Uˆ(zI) := Uˆ(z)Uˆ(I), and combination of pseudo-spin ro-
tation and inversion Uˆ(nI) := exp[−ipi∑r(nˆr−1)]Uˆ(I).
For Uˆ(δ) and Uˆ(TR), we can define their respective
topological indices using the corresponding unitary ma-
trices in Eq. (16) as QZ2×Z2 := Tr(uxuzu†xu†z)/χ and
QTR := Tr(uTRu∗TR)/χ, where χ is the bond dimension
of the MPS [57]. It is known that QZ2×Z2 equals −1 for
the Haldane phase protected by Z2×Z2 symmetry while
−1 for the trivial phase, similarly for QTR [5]. When
0 < |λ| < ∞, the system has inversion symmetry with
respective to every lattice site. However, we find that
the site-inversion symmetry cannot protect SPT phases.
The groups {1, Uˆ(I)}, {1, Uˆ(zI)}, and {1, Uˆ(nI)} can
protect SPT phases only when Uˆ(I) is a bond inver-
sion [53], see also [58]. In the case of bond inversion
symmetry, we can similarly define QI := Tr(uIu∗I)/χ,
QzI := Tr(uzIu∗zI)/χ, and QnI := Tr(unIu∗nI)/χ, which
are quantized to +1 and −1 for trivial and Haldane
phases, respectively [5, 6, 57]. The state |GS〉 at λ = 0
and |λ| → ∞ has bond inversion symmetry. At |λ| → ∞,
|GS〉 reduces to the VBS state. Although at λ = 0, |GS〉
is not the unique ground state of Hˆ, the state itself is still
worth studying, because the Haldane phase it represents
can be viewed as a spinful generalization of the Haldane
phase in spinless bosons [53].
Table I summarizes the unitary matrices {uq} corre-
sponding to different symmetry operations on |GS〉. It is
then clear that the Haldane phase of |GS〉 is protected by
Z2×Z2 symmetry or time-reversal symmetry. Regarding
the Z2×Z2 symmetry, We find that the Kennedy-Tasaki
transformation for spin-1 chains [6, 8–10] is also applica-
ble to spin-1 itinerant systems [53].
Using the exact MPS in Eq. (13) and Eq. (14), vari-
ous quantities that characterize the Haldane phase can
be calculated analytically, including the spin and charge
correlation lengths, edge states, string order parameters,
and the entanglement spectrum. See Supplemental Ma-
terial [53]. We find that the spin and charge string or-
der parameters are always nonzero when 0 < |λ| < ∞.
Note that the “hidden VBS order” implies the hidden
antiferromagnetic order, and our calculation shows that
4/(
√
6 + 3)2 < Oδ := − limL→∞ limN→∞〈GS|(Sˆδr +
Sˆδr+1) exp[ipi
∑r+2L−1
k=r+2 Sˆ
δ
k](Sˆ
δ
r+2L + Sˆ
δ
r+2L+1)|GS〉 < 4/9.
Perturbation theory.— Beyond the exactly solvable
ground state, the phase of Hˆ can still be answered ana-
lytically when |λ| is large enough. In the limit |λ| → ∞,
if we assume gb0 and g
b
2 are around the magnitude of λ
2,
the unperturbed ground state will be each bottom site
being occupied by exactly one particle. In this case, the
low-energy effective Hamiltonian of Hˆ is then given by
HˆBLBQ in Eq. (5) with J ∝ λ−2 and
θ = arctan
1
3
· 3g
t
0 + 4g
t
0λ
2/gt2 + 2λ
2
gt0 + 2λ
2
> arctan 1
3
, (17)
where J and θ are independent of gbS [53]. From Eq. (17),
we know that the effective model is in the Haldane phase
when 0 6 gt0 < gt2 while in the critical phase when 0 <
5TABLE I. Unitary matrices in Eq. (16) corresponding to various symmetry operations on |GS〉. According to QZ2×Z2 , QTR,
QI , QzI , and QnI , matrices with shadow denote trivial phases, while matrices without shadow denote the Haldane phase.
N/A means the symmetry group cannot protect SPT phases.
Uˆ(δ) Uˆ(TR) Uˆ(I) Uˆ(zI) Uˆ(nI)
λ = 0 uδ =
(
σδ 0
0 σδ
)
uTR =
(
σy 0
0 σy
)
uI =
(
0 −σy
σy 0
)
uzI =
(
0 −σx
σx 0
)
unI =
(
0 σy
σy 0
)
0 < |λ| <∞ uδ =
(
σδ 0
0 σδ
)
uTR =
(
σy 0
0 σy
)
N/A N/A N/A
|λ| → ∞ uδ = σδ uTR = σy uI = σy uzI = σx unI = σy
gt2 6 gt0. In particular, gt0 = 0 and gt2 = 0 corresponds to
AKLT and pure-quadratic point, respectively.
Numerical analysis.—We determine the phase diagram
forN →∞ in the λ = 1 plane in Fig. 2(a) by the VUMPS
algorithm [40, 41]. Due to the fact that the total number
of particles and unit cells are the same, matrices in the
MPS ansatz in the algorithm are assumed to be block-
banded [59][53]. The maximum particle number at each
site is truncated to three. Let i := − ln |λi|, where λi is
the ith largest absolute eigenvalue of the transfer matrix,
and |λ1| is normalized to 1. When the bond dimension χ
is extrapolated to infinity, the (spin) correlation length
ξ := 1/2 diverges for gapless phases while converges to
a finite value for gapped phases. This is known to be
well reflected in the scaling relation of 1/ξ(χ) with re-
spect to 3(χ)− 2(χ) [60, 61], as shown in Fig. 2(b). In
the region of the gapped phase in Fig. 2(a), we find that
QZ2×Z2 = QTR = −1, which suggests that the gapped
phase is the Haldane phase characterized by a even-fold
degenerate entanglement spectrum [5]; see Fig. 2(c). The
ground state magnetization M := limN→∞〈
∑2N
r=1 Sˆ
z
r 〉/N
is calculated after adding h
∑
r Sˆ
z
r to Hˆ, where h is the
magnetic field; see Fig. 2(d). In the gapless region, M
grows almost linearly with h, which suggests that the
gapless phase is the critical phase [62]. In the Haldane
phase region, however, M is expected to exhibit a zero
plateau for small h [62], which is indeed the case as
in Fig. 2(d). More data is provided in the Supplemental
Material [53].
Extensions.— In the presence of both translation sym-
metry and Z2 × Z2 symmetry, four distinct SPT phases
can exist [63], and one of them is represented by |GS〉.
The other three can be realized by unitary transforma-
tions of Hˆsaw; see Supplemental Material [53].
We expect that the SPT phases can be realized with
spin-s bosons loaded on a more general (not necessar-
ily one-dimensional) optical lattice with a bottom flat
band. The reasons are as follows. Localized eigen-
states are common features of the flat bands, not re-
stricted to the case of 1D sawtooth chain [45, 46, 64].
The interaction of spin-s bosons is in general given by
Hˆint =
∑
r
∑
S gS,rPˆ
(S)
r , where S = 0, 2, ..., 2s [37]. Note
that VBS states can be constructed on arbitrary lat-
tices [4, 65]. Therefore, on a lattice X with a bottom
flat band, by properly controlling the particle number
and the interaction strength {gS,r}, in the ground state,
X can be fully packed with localized wave functions (like
the middle of Fig. 1), and the spin of localized wave func-
tions can entangle nontrivially, followed by the VBS state
on the corresponding lattice X ′ [66]. Also, the universal-
ity of Eq. (12) suggests that the picture of “hidden VBS
order” generally applies. In one word, generalizations of
our present results to higher spins or to other lattices are
straightforward.
Summary.—To demonstrate how the Haldane phase
emerges in short-range interacting spinful bosons loaded
on lattices with a bottom flat band, we have used the
spin-1 Bose-Hubbard model on a sawtooth chain as an
example. The Haldane phase in this model, protected by
Z2 × Z2 symmetry or time-reversal symmetry, is repre-
sented by an exact many-body ground state. Due to both
the itinerant and spinful nature of spin-1 bosons, the Hal-
dane phase exhibits the “hidden VBS order”. The model
in a certain limit naturally reduces to the BLBQ model
in either critical or Haldane phase. The phase diagram
of the model is in general obtained by the VUMPS al-
gorithm. We believe that this work will stimulate future
experimental and theoretical studies.
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THE EXACT GROUND STATE
Open boundary condition (OBC)
There are three different types of an open chain: (i) bottom sites at both ends, (ii) top sites at both ends, and (iii)
a bottom site at one end while a top site at the other. Without loss of generality, we consider type (i) as shown in
Fig. S1. Let N be the particle number. Index i in the summation in Eq. (3) now runs from 1 to N − 1. There are N
independent localized zero-energy states {Bˆ†j,α|vac〉}j=0,...,N−1, where
Bˆ†0,α :=
1√
λ2 + 2
(−λaˆ†1,α + aˆ†2,α),
Bˆ†N−1,α :=
1√
λ2 + 2
(aˆ†2N−2,α − λaˆ†2N−1,α),
(S1)
8and Bˆ†j,α is the same as Eq. (4) when j = 1, ..., N − 2. Operators Bˆj,µ and Bˆ†j′,ν do not satisfy the canonical
commutation relation:
[Bˆj,µ, Bˆ
†
j′,ν ] =
1
λ2 + 2
[(λ2 + 2)δj,j′ + δj,j′+1 + δj,j′−1]δµ,ν := Kj,j′δµ,ν (j 6= j′ or j = j′ 6= 0, N − 1), (S2a)
[Bˆ0,µ, Bˆ
†
0,ν ] = [BˆN−1,µ, Bˆ
†
N−1,ν ] =
λ2 + 1
λ2 + 2
δµ,ν := K0,0δµ,ν = KN−1,N−1δµ,ν . (S2b)
FIG. S1. An open chain
Uniqueness
A zero-energy ground state can only take the from of Eq. (7). Equation (7) can be deduced from Eq. (6) in a
mathematically rigorous way. When gbS > 0, according to Eq. (2) and the positive semidefiniteness of Pˆ
(S)
r ,
〈Ψ|
(
gb0 Pˆ
(0)
r + g
b
2 Pˆ
(2)
r
)
|Ψ〉 > 〈Ψ|min{g
b
0 , g
b
2}
2
nˆr (nˆr − 1) |Ψ〉 > 0,
〈Ψ|max{g
b
0 , g
b
2}
2
nˆr (nˆr − 1) |Ψ〉 > 〈Ψ|
(
gb0 Pˆ
(0)
r + g
b
2 Pˆ
(2)
r
)
|Ψ〉 > 0,
(S3)
for any state |Ψ〉 in the Hilbert space. Thus for a zero-energy ground state |GS〉,(
gb0 Pˆ
(0)
r + g
b
2 Pˆ
(2)
r
)
|GS〉 = 0 ⇐⇒ nˆr (nˆr − 1) |GS〉 =
∑
α,β
aˆ†r,αaˆ
†
r,β aˆr,β aˆr,α|GS〉 = 0 ⇐⇒ aˆr,β aˆr,α|GS〉 = 0, ∀α, β.
(S4)
Substituting Eq. (6) into aˆr,β aˆr,α|GS〉 = 0, explicit calculation shows, for example,
aˆ2j+1,0aˆ2j+1,1|GS〉 = λ2
∑
∑
j,σ nj,σ=N
nj,0nj,1xn
[
...(Bˆ†j,1)
nj,1−1 (Bˆ†j,0)
nj,0−1 (Bˆ†j,−1)
nj,−1 ...
]
|vac〉 = 0,
aˆ2j+1,0aˆ2j+1,0|GS〉 = λ2
∑
∑
j,σ nj,σ=N
nj,0(nj,0 − 1)xn
[
...(Bˆ†j,1)
nj,1 (Bˆ†j,0)
nj,0−2 (Bˆ†j,−1)
nj,−1 ...
]
|vac〉 = 0.
(S5)
Since {[...]|vac〉} in the summation are linearly independent, all the equations {aˆr,β aˆr,α|GS〉 = 0}α,β=−1,0,1 together
imply that
xn = 0,∀n s.t. nj,+1 + nj,0 + nj,−1 > 1. (S6)
Thus Eq. (6) reduces to Eq. (7).
In Eq. (11),
〈α˜|Hˆ|β〉 =
∑
j
gt2dj
λ2 + 2
(
∏
` 6=j,j+1
δα`,β`)〈vac|aˆ2j+2,αj aˆ2j+2,αj+1 Pˆ (2)2j+2 aˆ†2j+2,βj aˆ
†
2j+2,βj+1
|vac〉, (S7)
where
dj := (K
−1)j+1,j+1(K−1)j,j +
[
(K−1)j+1,j
]2
+ (K−1)j+1,j
[
(K−1)j,j + (K−1)j+1,j+1
]
. (S8)
For |GS〉 to be the unique ground state, dj > 0 must hold for all j. If dj = 0 for some j, the chain is broken, and the
edge states around site j will give rise to extra degeneracy. If dj < 0 for some j, however, 〈α˜|Hˆ|β〉 cannot be the matrix
9element of the AKLT or pure-biquadratic model. We now prove that dj is always strictly positive. Equation (S8) is
a quadratic equation for (K−1)j+1,j . Solving dj = 0 gives (K−1)j+1,j = −(K−1)j+1,j+1 or (K−1)j+1,j = −(K−1)j,j ,
which means dj > 0 holds if and only if
(K−1)j+1,j > −(K−1)j+1,j+1 and (K−1)j+1,j > −(K−1)j,j . (S9)
In the case of PBC, the eigenvalues of K are given by
e(k) =
λ2 + 2 + 2 cos k
λ2 + 2
> λ
2
λ2 + 2
> 0, k ∈ (−pi, pi]. (S10)
The eigenvalues of K−1, which equal 1/e(k), are all positive. Therefore K−1 is positive definite. A submatrix of
K−1, denoted as PK−1P =
(
(K−1)jj (K−1)jj′
(K−1)j′j (K−1)j′j′
)
, is also positive definite, where P is a projection matrix. This
is because PK−1P = P
√
K−1 ·
√
K−1P , which is followed by the positive definiteness of K−1. In the case of PBC,
(K−1)jj = (K−1)j′j′ . Therefore,
(1, 1)PK−1P (1, 1)T = 2(K−1)jj + 2(K−1)jj′ > 0 =⇒ (K−1)jj′ > −(K−1)jj , (S11)
which proves Eq. (S9). Thus dj ≡ d > 0,∀j.
In the case of OBC,
K =
1
λ2 + 2

λ2 + 1 1
1 λ2 + 2 1
1
. . .
. . .
. . .
. . . 1
1 λ2 + 1
 . (S12)
Direct calculation shows that [70]
K−1i,i+1 +K
−1
i,i =
a(yN−i − xN−i) ((2 + (a− 1)y)xi + (2 + y)yi)
(yN − xN )(4 + ay) ,
K−1i,i+1 +K
−1
i+1,i+1 =
a(yi − xi) ((2− y)xN−i + (2− x)yN−i)
(yN − xN )(4 + 2a) ,
(S13)
where
a := λ2 + 2 > 2, (S14a)
−2 < x := −a+
√
a2 − 4 < 0, (S14b)
y := −a−
√
a2 − 4 < −2, (S14c)
|y| > |x|. (S14d)
Note that we have required λ 6= 0. It is then sufficient to conclude that Eq. (S9) holds, and hence dj > 0 is always
true.
In conclusion, the ground state is unique for PBC, while it is four-fold degenerate for OBC.
Spin and charge correlation lengths
With the exact form Eq. (13) and (14), various quantities can be calculated analytically.
We assume the length of a unit cell (two sites) is 1. The spin correlation length ξspin corresponding to
〈GS|Sˆδr Sˆδr+L|GS〉 (δ = x, y, z) is given by
ξspin =
(
ln
3λ2 +
√
9λ4 + 36λ2 + 24 + 6
λ2 +
√
λ4 + 4λ2 + 24 + 2
)−1
. (S15)
10
The charge correlation length ξcharge corresponding to 〈GS|nˆrnˆr+L|GS〉 is given by
ξcharge =
(
ln
3λ2 +
√
9λ4 + 36λ2 + 24 + 6
3λ2 −√9λ4 + 36λ2 + 24 + 6
)−1
. (S16)
Note that limλ→±∞ ξspin = ξVBS = 1/ ln 3 and limλ→±∞ ξcharge = 0. See Fig. S2.
-10 -5 5 10
λ
0.5
1.0
1.5
2.0 ξspin
ξcharge
FIG. S2. Spin and charge correlation lengths
Spin and charge edge states
For OBC, just like the 1D VBS state, there are four degenerate ground states |GS↑↑〉, |GS↑↓〉, |GS↓↑〉, and
|GS↓↓〉, which corresponds to four independent edge spin-1/2 states. We calculate the site-resolved magnetization
〈GS↑↑|Sˆδr |GS↑↑〉 and particle number 〈GS↑↑|nˆr|GS↑↑〉. Their analytical forms are rather complicated and will not be
presented. Instead, their plots are shown in Fig. S3. We find both spin and charge edge states. There is always a
spin-1/2 localized at each edge:
∞∑
r=1
lim
N→∞
〈GS↑↑|Sˆδr |GS↑↑〉 =
1
2
, δ = x, y, z. (S17)
For the charge edge state, it can be shown that
〈GSOBC|nˆr|GSOBC〉 := 〈GS↑↑|nˆr|GS↑↑〉 = 〈GS↑↓|nˆr|GS↑↓〉 = 〈GS↓↑|nˆr|GS↓↑〉 = 〈GS↓↓|nˆr|GS↓↓〉. (S18)
Due to the fact that ξspin > ξcharge, the charge edge state decades faster than the spin edge state, as it is shown
in Fig. S3. Define the reduced edge particle number as
N¯edge :=
∞∑
r=1
(
lim
N→∞
〈GSOBC|nˆr|GSOBC〉 − 1
2
)
, (S19)
where the 1/2 comes from the identity limr→∞ limN→∞〈GS|(nˆr+nˆr+1)|GS〉/2 = 1/2. We find that N¯edge is a function
of λ, see Fig. S4. However,
N¯edge
∣∣∣∣
λ=0
=
1
2
. (S20)
11
FIG. S3. Spin edge state with an up spin-1/2 localized at each edge (left) and charge edge state (right). We have taken N = 100
and λ = 1.
-10 -5 5 10
λ
0.1
0.2
0.3
0.4
0.5
Nedge
FIG. S4. The reduced edge particle number N¯edge as a function of λ.
Spin and charge string order parameters
FIG. S5. The spin string order parameter (left) and the charge string order parameter (right).
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The exact ground state |GS〉 has perfect “hidden VBS order”, which implies the perfect hidden antiferromagnetic
order. Define the spin string order parameter (for PBC) as
Oδ := − lim
L→∞
lim
N→∞
〈GS| (Sˆδr + Sˆδr+1) exp[ipi
r+2L−1∑
k=r+2
Sˆδk] (Sˆ
δ
r+2L + Sˆ
δ
r+2L+1) |GS〉, δ = x, y, z. (S21)
Two sites in a unit cell are regarded as a whole; this “coarse graining” maintains the perfect hidden antiferromagnetic
order. Explicit calculation shows that
Oδ =
16
(
9λ6 +
(
5
√
9 (λ2 + 4)λ2 + 24 + 48
)
λ2 + 3
(√
9 (λ2 + 4)λ2 + 24 + 11
)
λ4 + 24
)2
9
(
3λ2 +
√
9 (λ2 + 4)λ2 + 24 + 6
)2 (
3λ4 +
(√
9 (λ2 + 4)λ2 + 24 + 12
)
λ2 + 8
)2 , δ = x, y, z. (S22)
See Fig. S5. It can be shown that Oδ is always nonzero for finite λ:
4(√
6 + 3
)2 6 Oδ < 49 , (S23)
which reflects the nontrivial nature of the state.
Define the charge string order parameter (for PBC) as
C := − lim
L→∞
lim
N→∞
〈GS| (nˆr + nˆr+1 − n¯) exp
[
ipi
(
r+2L−1∑
k=r+2
nˆk − (L− 1)n¯
)]
(nˆr+2L + nˆr+2L+1 − n¯) |GS〉, (S24)
where n¯ = 1 is the average particle number in an unit cell at the thermodynamic limit:
n¯ := lim
N→∞
〈GS|(nˆr + nˆr+1)|GS〉 = 1. (S25)
It is easy to believe that lim|λ|→∞ C = 0 because there is no charge fluctuation when |λ| → ∞. At λ = 0, however, all
particles localized at the top sites (see Fig. S6). In this case, the state |GS〉 has perfect “hidden pseudo-spin order”:
when expanding λ = 0 in the Fock basis, if we ignore all the top sites with occupied by one particle, the remaining
top sites are alternately occupied by zero particle and two particles. When 0 < |λ| < ∞, |GS〉 still has “hidden
pseudo-spin order”, but it is imperfect, i.e., there exists some defect. In general, the expression of C is given by
C = 8
(
3λ2 + 2
)2
(3λ4 + 12λ2 + 8)
(
3λ4 +
(√
9λ4 + 36λ2 + 24 + 12
)
λ2 + 2
(√
9λ4 + 36λ2 + 24 + 5
)) . (S26)
See Fig. S5. For |λ| <∞, we can show that
0 < C(gs) 6 x (S27)
where x ≈ 0.2066 is the 1st root of the polynomial equation x4 − 456x3 − 2448x2 − 10624x+ 2304 = 0.
FIG. S6. One component of the state |GS〉 at λ = 0.
Entanglement spectrum
The entanglement spectrum is defined as {− ln ai}i=1,...,χ, where ai is the Schmidt value. For |GS〉, each ai is
two-fold degenerate, and the entanglement spectrum is shown in Fig. S7.
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FIG. S7. The entanglement spectrum of |GS〉. Each λi is two-fold degenerate. At λ = 0, the spectrum is four-fold degenerate.
In the limit |λ| → ∞ or λ = 0,
lim
|λ|→∞
3λ2 +
√
9λ4 + 36λ2 + 24
2
√
3
√
3λ4 +
(√
9λ4 + 36λ2 + 24 + 12
)
λ2 + 8
=
1√
2
,
lim
|λ|→∞
√
3λ2 + 2
3λ4 +
(√
9λ4 + 36λ2 + 24 + 12
)
λ2 + 8
=∞,
lim
λ→0
3λ2 +
√
9λ4 + 36λ2 + 24
2
√
3
√
3λ4 +
(√
9λ4 + 36λ2 + 24 + 12
)
λ2 + 8
= lim
λ→0
√
3λ2 + 2
3λ4 +
(√
9λ4 + 36λ2 + 24 + 12
)
λ2 + 8
=
1
2
,
(S28)
The entanglement entropy S = −∑χi=1 ai ln ai is plotted in Fig. S8. In the limit |λ| → ∞ or λ = 0,
lim
|λ|→∞
S = log 2,
lim
λ→0
S = log 4.
(S29)
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FIG. S8. The entanglement entropy of |GS〉.
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INVERSION SYMMETRY AND SPT PHASES
Here we demonstrate that the site-inversion symmetry does not protect SPT phases. In general, the canonical
form [68] of a MPS with site-inversion symmetry can be written as∑
m
Tr(...ΛΓmiA ΛΓ
mi+1
B ΛΓ
mi+2
A ...)|m〉, (S30)
where m = (...mi,mi+1, ...), and without lost of generality, we have also assumed the two-site translation symmetry.
The matrices in Eq. (S30) satisfy ∑
m,m′
(Γm
′
B )
†Λ(ΓmA )
†Λ2ΓmAΛΓ
m′
B = Iχ. (S31)
Under site inversion, Eq. (S30) transforms as
ΓmBΛΓ
m′
A → (ΓmB )TΛ(Γm
′
A )
T = eiθu†I(Γ
m
B )Λ(Γ
m′
A )uI , (S32)
ΓmAΛΓ
m′
B → (ΓmA )TΛ(Γm
′
B )
T = eiθv†I(Γ
m
A )Λ(Γ
m′
B )vI , (S33)
where the unitary matrices uI and vI commute with Λ.
Substitute Eq.(S33) into the RHS of the transpose of Eq.(S32), we get
ΓmAΛΓ
m′
B = e
2iθ(vIu∗I)
†(ΓmA )Λ(Γ
m′
B )(vIu
∗
I). (S34)
Substitute the above equation into Eq.(S31), we get∑
m,m′
(Γm
′
B )
†Λ(ΓmA )
†Λ2(vIu∗I)
†ΓmAΛΓ
m′
B = e
−2iθ(vIu∗I)
†, (S35)
which means (vIu∗I)
† is the eigenvector of the transfer matrix with unit eigenvalue, so there must be
(vIu∗I)
† = exp(iφ)Iχ, (S36)
where φ ∈ [0, 2pi) is not quantized. This shows that site-inversion symmetry does not protect SPT phases, see
also [58]. However, φ is always quantized to 0 or pi when uI = vI . This happens when ΓmA = Γ
m
B , i.e., the state
has bond-inversion symmetry. In this case, QI := Tr(uIu∗I)/χ equals 1 for trivial phase and −1 for the inversion-
symmetry-protected Haldane phase [5, 6, 57]. Similar to the analysis in Eq. (S30)–(S36), we can prove that the groups
{1, Uˆ(zI)} and {1, Uˆ(nI)} can protect SPT phases only when Uˆ(I) is a bond inversion. [See Page 4 of the main text
for the definition of Uˆ(zI), Uˆ(nI), and Uˆ(nI).]
THE HALDANE PHASE IN 1D SPINLESS BOSONS WITH LONG-RANGE INTERACTION
The Haldane insulator phase in the 1D extended Bose-Hubbard model can be understood as [14]
|ΨHI〉 =
∏
j
(aˆ†j + aˆ
†
j+1)|vac〉 = Tr
∏
j
(
aˆ†j
1
)(
1 aˆ†j
)
|vac〉 = Tr
∏
j
(
aˆ†j (aˆ
†
j)
2
1 aˆ†j
)
|vac〉, (S37)
where aˆ†j creates a spinless boson at site j. It can be regarded as a spinless version of |GS〉 at λ = 0 (see Fig. S6).
The unitary transformation corresponds to inversion Uˆ(I) is u =
(
0 1
1 0
)
, and we see that uu∗ = I2. It is thus a
trivial SPT phase in the sense of inversion. However, the Haldane phase of |ΨHI〉 is protected by the combination of
pseudo-spin rotation and the inversion symmetry, i.e., the group {1, Uˆ(nI)} with Uˆ(nI) := exp[−ipi∑r(nˆr−1)]Uˆ(I).
The unitary transformation corresponds to inversion Uˆ(nI) is the Pauli matrix σy, and we find that σyσ∗y = −I2.
This can also the understood by mapping the 1D extended Bose-Hubbard model into a spin model, see [5].
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KENNEDY-TASAKI TRANSFORMATION FOR SPIN-1 ITINERANT SYSTEMS
Kennedy-Tasaki transformation is a nonlocal unitary transformation defined on an open chain of length L as [6, 8–10]
UˆKT :=
L∏
j=1
exp
[
ipi
(
j−1∑
i=1
Sˆzi
)
Sˆxj
]
, (S38)
and it is hermitian: Uˆ†KT = UˆKT. The transformation was originally applied to spin chains to demonstrate the relation
between the Haldane phase and the hidden Z2 × Z2 symmetry breaking. Here we demonstrate that it can also be
applied to spinful itinerant systems.
We use spin-1 itinerant system described by Eq. (1) as an example. Note that
∑
α nˆi,α and Pˆ
(S)
i are invariant under
the Kennedy-Tasaki transformation. Let us see how the hopping term transforms. Assume 1 6 i < j 6 L, we have
exp
[
ipiSˆzi Sˆ
x
j
]
aˆi,α exp
[
ipiSˆzi Sˆ
x
j
]
=
{
aˆi,0, α = 0
exp
[
ipiSˆxj
]
aˆi,±1, α = ±1
, (S39)
exp
[
ipiSˆzi Sˆ
x
j
]
aˆj,α exp
[
ipiSˆzi Sˆ
x
j
]
=
1
2
(aˆj,α − aˆj,−α) + 1
2
exp
[
ipiSˆzi
]
(aˆj,α + aˆj,−α). (S40)
Using the above two equations repeatedly, we get
UˆKT aˆi,α UˆKT =

exp
[
ipi
i−1∑
u=1
Sˆzu
]
aˆi,0, α = 0,(
± 12 (aˆi,+1 − aˆi,−1) + 12 exp
[
ipi
i−1∑
u=1
Sˆzu
]
(aˆi,+1 + aˆi,−1)
)
exp
[
ipi
L∑
v=i+1
Sˆxv
]
, α = ±1.
(S41)
Finally,
UˆKT
( ∑
α=0,±1
aˆ†i,αaˆj,α + h.c.
)
UˆKT (S42)
=e
ipi
j−1∑
v=i
Sˆzv
a†i,0aˆj,0 +
1
2
e
ipi
j∑
v=i+1
Sˆxv
[(
Aˆ+ 1
)(
a†i,+aˆj,+ + a
†
i,−aˆj,−
)
+
(
Aˆ− 1
)(
aˆ†i,+aj,− + aˆ
†
i,−aˆj,+
)]
+ h.c., (S43)
where Aˆ := exp
[
ipi
∑j−1
u=i Sˆ
z
u
]
. We can see that the SU(3)-invariant hopping is now transformed into the Z2 × Z2
invariant form.
PERTURBATION THEORY
The BLBQ model is the most general 1D short-range interacting spin-1 model that preserves the SO(3) spin rotation
symmetry:
HˆBLBQ =
N∑
j=1
(
g˜0Pˆ
(0)
j,j+1 + g˜1Pˆ
(1)
j,j+1 + g˜2Pˆ
(2)
j,j+1
)
,
=
√
a2 + b2
N∑
j=1
[
cos θ(Sˆj · Sˆj+1) + sin θ(Sˆj · Sˆj+1)2
]
+ c,
(S44)
where θ = arctan(b/a) and √
a2 + b2 sin θ =
1
3
g˜0 − 1
2
g˜1 +
1
6
g˜2,√
a2 + b2 cos θ = −1
2
g˜1 +
1
2
g˜2,
c = −1
3
g˜0 − g˜1 + 1
3
g˜2.
(S45)
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For our model defined by Eq. (1) and (3) on the sawtooth lattice, when |λ| → ∞, we assume gb0 , gb2 ∼ λ2. The
unperturbed ground state is therefore limλ→±∞ |β〉. The BLBQ model naturally becomes the effective Hamiltonian,
and explicit calculation yields
a =
2gt2
λ2(gt2 + 2λ
2)
,
b =
2
(
3gt0g
t
2 + 4g
t
0λ
2 + 2gt2λ
2
)
3λ2 (gt0 + 2λ
2) (gt2 + 2λ
2)
=
1
3
a · 3g
t
0 + 4g
t
0λ
2/gt2 + 2λ
2
gt0 + 2λ
2
>
1
3
a, if gt0 > 0,
c =
8N
3 (gt0 + 2λ
2)
− 8N
3 (gt2 + 2λ
2)
,
(S46)
where we can see that the three coefficients are independent of gb0,2.
At the limit λ → 0, however, we assume that the four coefficients gt,b0,2 are positive, finite, and of the same order.
The unperturbed ground state is given by
∏N
k=1 aˆ
†
2k,α2k
|vac〉. The BLBQ model naturally becomes the effective
Hamiltonian, and explicit calculation yields
a =
2λ4gb2
9(4 + gb2 )
,
b =
2λ4(8gb0 + 4g
b
2 + 3g
b
0g
b
2 )
27(4 + gb0 )(4 + g
b
2 )
,
c = −8λ
4(144 + 38gb0 + 34g
b
2 + 9g
b
0g
b
2 )
27(4 + gb0 )(4 + g
b
2 )
,
(S47)
where the three coefficients are independent of gt0,2.
TRANSLATION SYMMETRY AND SPT PHASES
In the presence of both translation symmetry and Z2×Z2 symmetry, {φq}q∈Z2×Z2 in Eq. (16) forms a 1D represen-
tation of the group Z2 × Z2. In this case, all the phases of gapped states that do not break the two symmetries are
classified by a pair (ω, γ) where ω ∈ QZ2×Z2 and γ labels different 1D representations of Z2 × Z2 [63]; see Table S1.
It is easy to see that the state |GS〉 in Eq. (13) corresponds to the row γ = 1 in Table S1. We now show that other
three SPT phases labeled by (ω = −1, γ = x, y, z) can be obtained by slightly modifying Hˆhop. Define
Wˆ γ :=
N/4∏
k=1
e−ipi(Sˆ
γ
4k−1+Sˆ
γ
4k), γ = x, y, z. (S48)
The operator Wˆ γ acts on the red sites pictured in Fig. S9. Note that Wˆ γ is unitary and hermitian. Interaction Hˆint
is invariant under Wˆ γ , thus
Hˆγ := Wˆ γHˆWˆ γ = Wˆ γHˆhopWˆ
γ + Hˆint. (S49)
The transformation does not break the translation symmetry. The unique ground state of Hˆγ is given by
|GSγ〉 := Wˆ γ |GS〉 =
3∑
τ1,...,τ2N=−1
Tr
(
F τ1Eτ2 F˜ τ3E˜τ4F τ5Eτ6 F˜ τ7E˜τ8 ...
)( 2N∏
r=1
dˆ†r,τr
)
|vac〉, (S50)
where |GS〉 is given in Eq. (13), matrices F τ and Eτ are given in Eq. (14), and
3∑
τ=−1
F˜ τ dˆ†r,τ =
1√
λ2 + 2
(
I2 −λ
∑
α σ
γMασγ aˆ†r,α
0 I2
)
=
1√
λ2 + 2
(
σγ 0
0 σγ
)( 3∑
τ=−1
F τ dˆ†r,τ
)(
σγ 0
0 σγ
)
,
3∑
τ=−1
E˜τ dˆ†r,τ =
(∑
α σ
γMασγ aˆ†r,α
√
6 bˆ†r
I2
∑
α σ
γMασγ aˆ†r,α
)
=
(
σγ 0
0 σγ
)( 3∑
τ=−1
Eτ dˆ†r,τ
)(
σγ 0
0 σγ
)
.
(S51)
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The state |GSγ〉 can then be written in a translation invariant form
|GSγ〉 =
3∑
τ1,...,τ2N=−1
Tr (F τ1Eτ2ΣγF τ3Eτ4Σγ ...)
(
2N∏
r=1
dˆ†r,τr
)
|vac〉. (S52)
Under the Z2 × Z2 spin rotation, matrices in |GSγ〉 transforms as
F τ2j−1Eτ2jΣγ → eiφq u†q F τ2j−1Eτ2jΣγ uq. (S53)
Note uq above is also given in Table I. Explicit calculation yields the four different 1D representations of Z2 × Z2 in
Table S1. We thus have the desired SPT phases.
φ1 φx φy φz
γ = 1 1 1 1 1
γ = x 1 1 −1 −1
γ = y 1 −1 1 −1
γ = z 1 −1 −1 1
TABLE S1. Four different 1D representations of Z2 × Z2.
- - - - - - 
-1 -1 -1 -1 -1 -1
FIG. S9. Hopping constant tr,r′ for magnetic sublevel ±1 in Wˆ γHˆhopWˆ γ when γ = z. One can see that the transformation
Wˆ γ preserves the translation symmetry.
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NUMERICAL CALCULATIONS
Symmetric uniform MPS
More data in the 1/λ = 1 plane
In the curved parameterized by (2
√
2 sinϕ, 2
√
2 cosϕ, 1), scaling of the inverse correlation length with respect to
3 − 2 is calculated; see Fig. S10. We can see that a quantum phase transition happens between ϕ = 4/36 and
19
ϕ = 5/36.
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FIG. S10. Scaling of the inverse correlation length 1/ξ = 2 with respect to 3 − 2. Numbers near the data points denote the
corresponding bond dimensions of each block.
