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Resumen
La actividad electrica del cerebro puede considerarse gobernada por una dinamica
no lineal y caotica. Por ello la fsica de los sistemas dinamicos ha hecho y hace aportes
muy signicativos al entendimiento del cerebro [160, 66]. En particular, la Teora de la
Informacion mostro, a partir de los trabajos de Kolmogorov y Sinai [140, 253], conexiones
muy profundas con la de Sistemas Dinamicos, tanto a nivel matematico como conceptual.
Es por ello que la presente tesis tiene como teora matematica fundamental detras la Teora
de la Informacion, mas alla de otros aportes importantes por parte de la Geometra de
la Informacion, la teora de Sistemas Dinamicos, y la teora matematica de Analisis de
Se~nales.
La presente tesis uctua siempre entre el desarrollo de modelos teoricos, tanto a nivel
analtico como computacional, y el analisis de datos obtenidos de experimentos, provenien-
tes de diferentes fuentes y con diversas aplicaciones. La presente tesis se trata de realizar
aportes al estudio de los problemas actuales en neurociencia, con un enfasis en el estudio
de la actividad del cerebro a escala de poblaciones de neuronas.
En el captulo 2 comenzaremos describiendo los resultados obtenidos para el analisis de
modelos dinamicos de una unica neurona. Se estudiara el inicio del potencial de accion en
el modelo de Hodgkin-Huxley [116], tomando en cuenta la estocasticidad de las corrientes
sinapticas que afectan a la neurona. Para resolver la ecuacion del modelo estocastico, se
utilizara la metodologa de Integrales de Camino, una herramienta muy conocida en la
fsica cuantica y en la teora de procesos estocasticos [142, 82, 135].
En el captulo 3 se estudiara el modelo de neurona de Izhikevich, caracterizando las
series temporales producidas por el mismo, utilizando un metodo simbolico de analisis de
se~nales desarrollado por Bandt y Pompe [22].
En los captulos 4 y 5 se estudiaran se~nales de electroencefalografa en humanos, re-
lacionadas con un experimento visuomotor e imaginativo, utilizando el mismo metodo
simbolico y los mismos cuanticadores del captulo 3. Esto nos permitira determinar cuales
son las bandas de frecuencia relacionadas con las tareas realizadas por los participantes
del experimento.
En el captulo 6, estudiaremos la misma base de datos del captulo anterior, primero
generando unos grafos a partir de la simbolizacion de Bandt y Pompe y la divergencia
de Jensen-Shannon. Luego, en el captulo 7, utilizaremos la transformada Wavelet para
estudiar la distribucion de energa en el espectro de frecuencias en la realizacion de estas
tareas. Ambas tecnicas nos permitiran diferenciar entre tareas realizadas e imaginadas.
En el captulo 8 se estudiara un modelo de poblaciones de neuronas que permite
generar correlaciones de alto orden a partir de inputs Gaussianos comunes a todas las
neuronas. Dicho modelo es el modelo Gaussiano dicotomizado, creado por Amari et al.
[11] y estudiado por Macke et al. [163]. Dicho modelo presenta una transicion de fase,
que caracterizamos en este captulo usando los cumulantes de orden superior, skewness y
kurtosis, para develar el mecanismo estadstico que genera dicha transicion de fase.
En el captulo 9, se extendera el modelo Gaussiano dicotomizado del captulo anterior,
a uno donde los inputs esten representados por una distribucion asimetrica, es decir, con
skewness distinta de cero. Dicha asimetra en los inputs induce otra transicion en el sistema,
que estudiamos a traves de simulaciones y analticamente en el lmite termodinamico.
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En el captulo 10 estudiaremos se~nales electricas provenientes de otras tecnicas de
medicion. Se estudiaran los efectos de dos tipos de anestesia sobre ratones, midiendo
potenciales visuales evocados usando electrocorticografa, y describiendo los mismos a
traves de las correlaciones de pares, y de alto orden, entre los sitios de medicion.
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Glosario
EEG Electroencefalografa: Se reere a la tecnica de medicion del potencial electrico del
cerebro utilizando electrodos posicionados fuera del craneo.
ECoG Electrocorticografa: Se reere a la tecnica de medicion del potencial electrico del
cerebro utilizando electrodos apoyados justo sobre la corteza cerebral, por debajo
del craneo.
LFP Potencial de campo local: Se reere a la se~nal electrica generada por un grupo de
neuronas, y que no puede atribuirse directamente al disparo de una unica neurona.
Representa un potencial electrico de la actividad de una red de neuronas.
MaxEnt Principio de Maxima Entropa: Se reere a las distribuciones que fueron obtenidas
a partir de la aplicacion del principio de maxima entropa.
DG Modelo Gaussiano Dicotomizado: Se reere al modelo desarrollado por Amari et
al. [11], donde una poblacion de neuronas recibe inputs comunes provenientes de
una distribucion gaussiana multivariada. Si el input de una neurona supera un
umbral, dicha neurona dispara.
PDF Funcion de densidad de probabilidad.
KL Divergencia de Kullback-Leibler.
JS Divergencia de Jensen-Shannon.
QJS Desequilibrio: Divergencia de Jensen-Shannon entre una PDF de interes y la PDF
de la equiprobabilidad. Esta cantidad esta normalizada a 1.
CJS Complejidad estadstica.
H Entropa de Shannon normalizada a 1.
F Informacion de Fisher discreta, normalizada a 1.
BCI Interfaz cerebro-computadora.
HH Hodgkin-Huxley: Se reere al modelo desarrollado por los neurocientcos Alan
Lloyd Hodgkin y Andrew Huxley [116].
FPE Ecuacion de Fokker-Planck.
BP Bandt-Pompe: Se reere a la metodologa de analisis simbolico desarrollado por
Christoph Bandt y Bernd Pompe [22].
D Dimension de inmersion: Se reere a la longitud de la ventana de datos tomada
para asignar patrones ordinales en la metodologa de Bandt y Pompe.
 Tiempo de retardo: Se reere a la distancia entre los puntos considerados en la
se~nal al utilizar la metodologa de Bandt y Pompe.
NSB Estimador Nemenman-Shafee-Bialek: Se reere a un estimador de la entropa uti-
lizado para corregir el efecto de la falta de datos para calcular una entropa [192].
EOG Electrooculograma: Se reere a un examen que consiste en colocar peque~nos elec-
trodos cerca de los musculos de los ojos para medir el movimiento de estos.
EMG Electromiografa: Se reere a la tecnica de registro de la actividad electrica pro-
ducida por los musculos esqueleticos.
C Closeness centrality: Se reere a una medida de centralidad de nodos en los grafos.
TW Transformada Wavelet.
CWT Transformada Wavelet continua.
DWT Transformada Wavelet discreta.
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ICA Independent Component Analysis: Se reere a la descomposicion de una se~nal en
componentes independientes.
wICA Wavelet-ICA: Se reere a la metodologa para extraer artefectos (por ejemplo par-
padeos o se~nales espureas) utilizado la transformada wavelet y la descomposicion
en componentes independientes.
ERPs Event Related Potentials: Se reere al potencial electrico medido en un experimen-
to donde se repite muchas veces un determinado evento. Al promediar la se~nal de
todos los eventos, se obtiene el potencial relacionado a dicho evento.
DB Wavelet de Daubechies: Se reere a una determinada funcion wavelet madre, desa-
rrollada por Ingrid Daubechies.
ITPC Inter-Trial Phase Clustering: Se reere a una metodologa para hallar fases comu-
nes en un conjunto de series, en el espacio tiempo-fase, a partir de la utilizacion
de la transformada wavelet.
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1Introduccion
La neurociencia computacional es uno de los campos de mas rapido crecimiento dentro
de la neurociencia. Nuevos analisis y tecnicas de modelados son requeridas para extraer
signicados de la gran cantidad de datos producidos mediante las nuevas tecnologas de
medicion a gran escala, tanto a nivel celular (geneticas por ejemplo), como a nivel pobla-
cional (medicion mediante electrodos del potencial electrico del cerebro entero de ciertos
animales, imagenes de calcio, etc.) Con el constante aumento de la cantidad de datos
medidos en experimentos, junto con su creciente complejidad -generalmente en multiples
escalas simultaneamente- se hacen necesarios nuevos desarrollos teoricos y metodologicos
para poder manejar estos datos. Este campo se volvio importante tambien al acompa~nar y
ayudar al auge de la inteligencia articial, la robotica y las interfaces cerebro-computadora,
generando una sinerga entre estos campos y la neurociencia.
Nuestra concepcion actual de las neuronas, el cerebro y la conducta se ha forjado a lo
largo de los ultimos dos siglos debido a la convergencia de seis tradiciones experimentales:
anatoma, embriologa, siologa, farmacologa, psicologa y biofsica [130].
Antes de la invencion del microscopio compuesto en el Siglo XVIII se consideraba
que el tejido nervioso funcionaba como una glandula, una idea que se remonta al medico
Galeno, que propuso que los nervios transportan hacia la periferia del cuerpo un lquido
segregado por el encefalo y la medula espinal. El microscopio revelo la verdadera estructura
de las celulas del tejido nervioso. Incluso as, el tejido nervioso no fue objeto de una ciencia
especca hasta los ultimos a~nos del siglo XIX, cuando Camilo Golgi y Santiago Ramon y
Cajal emprendieron las primeras descripciones detalladas de las celulas nerviosas.
Golgi desarrollo un metodo para te~nir las neuronas con sales de plata que revelaba toda
su estructura con el microscopio. Pudo ver con claridad que las neuronas posean cuerpos
celulares y dos tipos principales de proyecciones o prolongaciones: las dendritas ramicadas
en un extremo, y un axon largo, como un cable, en el otro. Empleando la tecnica de Golgi,
Ramon y Cajal fue capaz de te~nir celulas individuales, con lo que demostro que el tejido
nervioso no es una red continua, sino una malla de celulas separadas. Nacio all la teora
neuronal, el principio de que las neuronas individuales son los elementos basicos de la
se~nalizacion del sistema nervioso. El embriologo norteamericano Ross Harison proporciono
apoyo experimental adicional a la teora neuronal a principios del decenio de los a~nos 20,
demostrando que las dos principales proyecciones de las neuronas, las dendritas y el axon,
crecen a partir del cuerpo neuronal y que lo hacen incluso en un cultivo de tejidos en que
cada neurona esta aislada de las otras.
La investigacion siologica del sistema nervioso comenzo a nales del Siglo XVIII
cuando el medico y fsico italiano Luigi Galvani descubrio que las celulas nerviosas y
musculares excitables vivas producen electricidad, dando lugar a toda una nueva rama de
la biofsica de la transmision de los impulsos a traves de las celulas. La electrosiologa
moderna nacio del trabajo realizado en el Siglo XIX por tres siologos alemanes - Emil
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DuBois-Reymond, Johannes Muller, y Hermann von Helmholtz - que lograron demostrar
que la actividad electrica de una neurona afecta a la actividad de una celula vecina de
manera predecible.
La primera repercusion de la farmacologa en la comprension del sistema nervioso
y la conducta se produjo a nales del Siglo XIX, cuando Claude Bernard en Francia,
Paul Ehrlich en Alemania y John Langley en Inglaterra demostraron que los farmacos no
interaccionan con las celulas de forma arbitraria, sino que se unen a receptores especcos,
situados normalmente en la membrana de la supercie celular. Este descubrimiento se
convirtio en la base del estudio del fundamento qumico de la comunicacion entre neuronas,
de importancia capital para lograr un mejor entendimiento de los mecanismos que regulan
la biofsica de los impulsos nerviosos.
La investigacion psicologica de la conducta se remonta a la losofa de la Grecia clasica,
en los albores de la ciencia occidental. Muchas cuestiones centrales de la investigacion
moderna de la conducta, en especial en el ambito de la percepcion, fueron reformuladas
posteriormente en el Siglo XVII por Rene Descartes y posteriormente por John Locke. A
mediados del Siglo XIX Charles Darwin sento las bases del estudio de los modelos animales
de las acciones y la conducta humanas, publicando sus observaciones sobre la continuidad
de las especies en evolucion. Este nuevo enfoque hizo nacer la etologa, el estudio de
la conducta animal en el medio natural y, posteriormente, la psicologa experimental, el
estudio de la conducta humana y animal en condiciones controladas.
De hecho, ya a nales del Siglo XVIII se hicieron los primeros intentos en unir concep-
tos biologicos y psicologicos en el estudio de la conducta. Franz Joseph Gall, un medico
y neuroanatomista aleman, propuso tres ideas radicalmente novedosas. Primero, defendio
que toda la conducta emanaba del cerebro. Segundo, sostena que determinadas regiones
de la corteza cerebral controlaban funciones especcas. Gall armaba que la corteza ce-
rebral no actuaba como un organo unico, sino que se divida por lo menos en 35 organos
(posteriormente se a~nadieron otros), cada uno de los cuales corresponda a una facultad
mental especca. Asignaba su zona en el cerebro incluso a las conductas humanas mas
abstractas, como la generosidad, la discrecion y la religiosidad. En tercer lugar, Gall pro-
pona que el centro de cada funcion mental creca con el uso, de forma muy similar al
aumento del volumen de un musculo con el ejercicio. A medida que cada centro creca,
supuestamente provocaba una prominencia en la parte del craneo situada sobre el. Ese era
el puntapie para el desarrollo de la frenologa.
A nales de la decada de 1820, las ideas de Gall fueron sometidas a un analisis ex-
perimental por el siologo frances Pierre Flourens. Extirpando de forma sistematica los
centros funcionales de Gall de los cerebros de animales de experimentacion, Flourens trato
de aislar la contribucion de cada \organo cerebral" a la conducta. A partir de estos experi-
mentos concluyo que las regiones cerebrales especcas no eran responsables de conductas
determinadas, sino que todas las regiones del encefalo, en especial los hemisferios cere-
brales del prosencefalo, participaban en cada una de las operaciones mentales. Propuso
que cualquier parte del hemisferio cerebral era capaz de realizar todas las funciones del
hemisferio. La lesion de una zona especca del hemisferio cerebral afectara, por tanto, a
todas las funciones superiores de la misma manera.
En 1823 Flourens escribio: \Todas las percepciones, todas las voliciones, ocupan el
mismo lugar en estos organos (cerebrales); la facultad de percibir, o de imaginar, o el que-
rer, solamente constituyen una facultad, que es esencialmente una." La rapida aceptacion
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de esta creencia (llamada mas tarde la concepcion del campo global del cerebro) solo se
basaba parcialmente en el trabajo experimental de Flourens. La teora del campo global
del cerebro fue puesta seriamente en duda por primera vez a mediados del Siglo XIX por
el neurologo britanico J. Hughlings Jackson. En sus estudios sobre la epilepsia focal, una
enfermedad caracterizada por convulsiones que comienzan en una parte determinada del
cuerpo, Jackson demostro que se pueden localizar diferentes funciones motoras y sensitivas
en distintas regiones de la corteza cerebral. Estos estudios fueron perfeccionados poste-
riormente por el neurologo aleman Karl Wernicke, el siologo ingles Charles Sherrington
y Ramon y Cajal en una concepcion de la funcion cerebral llamada conexionismo celular.
Segun esta vision, las neuronas individuales son las unidades de se~nalizacion del cerebro; en
general estan dispuestas en grupos funcionales y se conectan entre s de forma precisa. El
trabajo de Wernicke en concreto mostro que diferentes regiones cerebrales interconectadas
por vas nerviosas especcas generan conductas diferentes.
Una pregunta importante para los neurocientcos a principios del Siglo XX fue cuales
son los mecanismos biofsicos que permiten describir la siologa de los impulsos nerviosos.
En 1902 y nuevamente en 1912, Julius Bernstein propuso la hipotesis de que el potencial de
accion resultaba de un cambio en la permeabilidad a los iones de la membrana axonal. En
1907, Louis Lapicque sugirio que el potencial de accion se generaba cuando se cruzaba un
umbral, lo que luego se mostrara como un producto de las dinamicas de las conductancias
de los canales ionicos. El siologo britanico Keith Lucas y Edgar Adrian realizaron una
gran cantidad de estudios sobre los organos sensoriales y la funcion de las celulas nerviosas.
Los experimentos de Keith Lucas en la primera decada del siglo XX demostraron que los
musculos se contraen por completo o no se contraen en absoluto, esto se conoce como el
principio de todo o nada. Edgar Adrian observo bras nerviosas en accion durante sus
experimentos con ranas. Esto demostro que los cientcos podan estudiar la funcion del
sistema nervioso directamente, no solo indirectamente. Esto condujo a un rapido aumento
en la variedad de experimentos realizados en el campo de la neurosiologa y la innovacion
en la tecnologa necesaria para estos experimentos. Gran parte de la investigacion inicial
de Adrian se inspiro en el estudio de la forma en que los tubos de vaco interceptaban
y mejoraban los mensajes codicados [5, 3, 4, 6]. Al mismo tiempo, Josepht Erlanger
y Herbert Gasser pudieron modicar un osciloscopio para funcionar a bajos voltajes y
pudieron observar que los potenciales de accion ocurren en dos fases: un pico seguido
de otro posterior [96, 75, 95]. Descubrieron que los nervios se encontraban en muchas
formas, cada una con su propio potencial de excitabilidad. Con esta investigacion, la pareja
descubrio que la velocidad de los potenciales de accion era directamente proporcional al
diametro de la bra nerviosa y recibio un Premio Nobel por su trabajo.
Se fue llegando as a la idea de que nuestra percepcion del mundo esta construda
por las se~nales generadas en el cerebro, puede ser a traves de los nervios sensoriales en
respuesta a ciertos estmulos externos, o puede ser tambien debido a se~nales internas del
cerebro que estan relacionadas con percepciones internas, y estas se~nales proviene en la
misma forma estandar: como secuencias de pulsos de identico voltaje llamados spikes.
Este descubrimiento fue fundamental para empezar a entender la biofsica de como la
informacion se transmite a traves de la neuronas. El estudio de la codicacion neuronal
involucra medir y caracterizar como los atributos del estmulo (luminosidad, intensidad
del sonido, o posiciones en el espacio por ejemplo) son representados mediante spikes [65].
Podemos decir que las secuencias de spikes son el lenguaje mediante el cual el cerebro
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escucha, el que usa para su comunicacion interna, y el que usa para comunicarse con el
mundo exterior [217]. Esto es debido a que la manera de transmitir informacion a grandes
distancias que tiene el cerebro es a traves de los spikes.
Si los spikes son el lenguaje mas utilizado del cerebro, sera interesante proporcionar
un diccionario. Ademas, necesitaramos entender la estructura de este diccionario, tal vez
mediante un tesauro. Podramos preguntarnos si, como en el lenguaje, existen nociones
de contexto que pueden inuenciar el signicado de las palabras individuales. Y ademas,
querramos conocer hasta que punto esta analoga resulta util (y correcta) [217]. Estudia-
remos en esta tesis modelos de poblaciones que disparan frente a estmulos externos, y
caracterizaremos la estructura estadstica de la respuesta de la misma.
Pero no solo los spikes son importantes en la codicacion, sino que tambien se transmite
informacion a traves de la actividad electrica local de un conjunto de neuronas, los llamados
potenciales de campo local. Esta informacion transmitida por los potenciales de campo
locales tiene dos diferencias fundamentales con la de los spikes: es informacion acerca
de la red, pues corresponde a la suma de las actividades electricas de un conjunto de
neuronas localizadas en alguna region peque~na del cerebro; y, desde el punto de vista
de la frecuencia, es una informacion transmitida en bajas frecuencias, mientras que las
altas frecuencias corresponden a las secuencias de spikes. Esa diferencia en el rango de
frecuencias permite que se puedan estudiar de forma simultanea las secuencias de spikes
y los potenciales de campo local.
1.1 Descripcion del comportamiento neuronal
Las redes neuronales son extremadamente poderosas y pueden ayudarnos a extraer
principios computacionales de alto nivel. Sin embargo, no hay que perder de vista el aspecto
biologico de sus componentes [130, 236, 160, 272, 97]. Actualmente, a lo que tenemos acceso
y control principalmente, en terminos de manipulaciones geneticas o farmacologicas, es a
algunas de las propiedades biofsicas de las neuronas. En el enfoque de redes neuronales,
uno no se preocupa acerca de las propiedades exactas de las celulas individuales. Puede
surgir como una pregunta valida cuales son las implicancias de la biofsica de la neurona
individual en la dinamica de las redes neuronales.
Estructuralmente, en una neurona pueden distinguirse tres partes: el soma, las dendri-
tas y el axon, Fig. 1.1. El soma es el cuerpo central de la neurona, que contiene todas las
organelas tpicas de una celula, como el nucleo. Desde el, se extiende el axon, un apendice
cuya longitud puede variar desde el milmetro al metro, y que presenta varias ramicacio-
nes. La terminacion del axon es el lugar en donde se produce el contacto entre neuronas, la
denominada sinapsis, necesaria para la transmision de la informacion hacia otros compo-
nentes del sistema nervioso. Por ultimo, las dendritas son peque~nas extensiones sinapticas
que rodean al soma y actuan como antenas receptoras de se~nales.
Si bien en todas las neuronas puede reconocerse esta estructura general, tambien es
comun que su morfologa vare. As, las neuronas suelen clasicarse segun el numero de
prolongaciones que presentan, la variacion en su arbol dendrtico o la longitud de su axon
(actualmente tambien se distinguen mediante su perl genetico). Pueden observarse en
la Fig. 1.2 dos tipos de celulas presentes en la corteza cerebral, distinguidas segun sus
extensiones dendrticas.
La estructura exterior de todas las partes de la neurona viene dada por su membrana.
La membrana celular es una bicapa lipdica, esencialmente impermeable a la mayora de
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Figura 1.1. Esquema basico de una neurona. Esta compuesto por el cuerpo celular, o
soma, con el nucleo en su interior (en azul). Desde el soma salen extensiones conocidas
como axones, y otras conocidas como dendritas; ambas sirven para que la neurona reciba
y enve se~nales a otras neuronas. Figura adaptada de [65].
Figura 1.2. Dos celulas con arboles dendrticos diferenciados. Ambas celulas tienen
los mismos componentes, pero su distribucion geometrica es muy diferente, lo cual va
a reejarse tambien en diferencias en la generacion de su actividad electrica. Figura
adaptada de [65].
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las moleculas cargadas, que presenta algunos poros o canales especiales que permiten el
pasaje de iones en determinadas condiciones, Fig. 1.3. La propiedad de la membrana de
actuar como aislante, separando las cargas a un lado y otro, hace que sea asimilable a un
capacitor.
Figura 1.3. Esquema de la seccion de una membrana celular con dos canales ionicos.
La bicapa lipdica es practicamente impermeable a los iones, y los ujos de carga se dan
a traves de los canales ionicos. Estas son estructuras especializadas en el transporte de
determinado tipo de iones, como los de sodio, calcio, potasio, etc. Figura adaptada de
[65].
Existen dos magnitudes que explican el pasaje de iones a traves de los canales de
la membrana: el gradiente de potencial electrico y el gradiente de concentracion. Por
convencion, se ja el potencial electrico del uido extracelular como 0 mV. En condiciones
de reposo (cuando la neurona esta inactiva), el potencial electrico dentro de la membrana
celular de una neurona es aproximadamente -70 mV (relativo al exterior), y se dice entonces
que la celula se encuentra polarizada [65]. Bajo condiciones normales, los potenciales de
membrana neuronales pueden variar sobre un rango de -90 a +50 mV aproximadamente,
mediante el cambio de las concentraciones intra y extracelulares.
La actividad electrica de las neuronas es sostenida y propagada va corrientes ionicas
a traves de las membranas neuronales. La mayora de esas corrientes involucran una de
estas cuatro especies ionicas: sodio (Na+), potasio (K+), calcio (Ca2+), o cloro (Cl ).
Las concentraciones de estos iones son diferentes dentro y fuera de la celula, lo cual crea
gradientes electroqumicos. El medio extracelular tiene una mayor concentracion de sodio,
cloro, y calcio que el medio intracelular. El medio intracelular tiene mayor concentracion
de potasio y de moleculas cargadas negativamente.
En determinadas condiciones de desequilibrio del potencial de membrana, se disparan
potenciales de accion, Fig. 1.4. Estos son eventos localizados en tiempo y espacio, pero
pueden propagarse a grandes distancias porque son regenerados activamente a lo largo
del axon [65]. Por ejemplo los axones de las neuronas que se extienden desde la medula
espinal hasta los pies pueden llegar a medir un metro de longitud. El spike es transmitido
entre neuronas a traves de los axones. Estos terminan en sinapsis donde el voltaje tran-
sitorio del spike abre canales ionicos, permitiendo la entrada de Ca2+, lo cual lleva a la
liberacion de neurotransmisores. Estos se ligan a receptores en la otra neurona (llamada
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postsinaptica), causando la apertura de canales ionicos en la ultima. Dependiendo de la
naturaleza del ujo ionico, la sinapsis puede tener un efecto inhibitorio o excitatorio en la
neurona postsinaptica. Se observa que luego del spike existe un perodo, conocido como
refractario, durante el cual la neurona no puede volver a disparar otro spike.
Figura 1.4. Esquema de un potencial de accion (o spike) disparado por una neurona
una vez que algun estmulo despolarizo la membrana lo suciente para que se supere
el umbral de voltaje. Se observa que luego del spike existe un perodo, conocido como
refractario, durante el cual la neurona no puede volver a disparar un spike.
Para facilitar la comparacion de neuronas de distinto tama~no, se utiliza por conve-
niencia la corriente de membrana por unidad de area de membrana celular. Esta denida
como:
Im =
X
i
gi (V   Ei) ; (1.1.1)
donde la diferencia V   Ei es la fuerza electromotriz y gi es la conductancia por unidad
de area, o conductancia especca, del canal i.
Gran parte de la complejidad y riqueza de la dinamica neuronal surge debido a que
las conductancias de membrana cambian con el tiempo. Este hecho responde a que los
canales ionicos son sensibles a cambios en el voltaje de membrana, y esto modica las
corrientes ionicas respectivas. Por este motivo, es necesaria la utilizacion de modelos mas
complejos para poder describir completamente la corriente ionica de la membrana de una
neurona. Un modelo muy aceptado para esta descripcion es el de Hodgkin-Huxley [114],
que separa dicha corriente en terminos correspondientes a las dinamicas de los canales de
Calcio, Potasio y las corrientes de fuga (que es el conjunto de factores que permanecen
relativamente constantes con el tiempo).
Es usual representar las propiedades electricas de la membrana en terminos de circuitos
equivalentes [160]. De acuerdo a la ley de Kirchho, la corriente total que uye a traves de
un area de la membrana, es la suma de la corriente de desplazamiento de Maxwell de la
membrana (si se la considera como un capacitor, de capacitancia C) y todas las corrientes
ionicas. Usando la ec. 1.1.1 para describir los ujos de iones a traves de la membrana, la
corriente total es:
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I = C
dV
dt
+ INa + ICa + IK + ICl; (1.1.2)
Se puede reescribir la ecuacion despejando la derivada de V respecto del tiempo (en
adelante _V ) en funcion de las corrientes:
C _V = I   INa   ICa   IK   ICl; (1.1.3)
o
C _V = I   gNa (V   ENa)  gCa (V   ECa)  gK (V   EK)  gCl (V   ECl) : (1.1.4)
1.1.1 Modelo de Hodgkin-Huxley
Las ecuaciones de Maxwell en el formato tal como aparecen en los libros y habitual-
mente se ense~nan las escribio Oliver Heaviside, quien no pudo estudiar por su precaria
salud y fue un autodidacta en matematica, fsica y tecnologa. Estudio las publicaciones
de Maxwell y escribio y publico sus propios aportes al electromagnetismo. Sus conoci-
mientos y capacidad practica le permitieron acceder al puesto de director del primer cable
submarino entre Escocia y Dinamarca, lo que le signico encontrarse con la sorpresa de que
las se~nales telegracas llegaban muy atenuadas y deterioradas por el ruido en ambas ca-
beceras. Estudio a fondo el problema planteado y lo resolvio con la denominada `Ecuacion
del cable', la que en su homenaje paso a designarse la `Ecuacion del telegrasta', aunque
raramente se indique que el telegrasta era Heaviside. Esta ecuacion es la que adaptaron
Hodgkin y Huxley para el axon gigante del calamar. El modelo de Hodgkin-Huxley (HH)
fue propuesto por Alan Lloyd Hodgkin y Andrew Huxley en 1952 para explicar los me-
canismos ionicos que subyacen a la iniciacion y propagacion de los potenciales de accion
en el axon gigante del calamar, cuyo diametro es del orden de 1 mm [114]. Consiste en
un sistema de ecuaciones diferenciales, acopladas, no lineales y dependientes del tiempo.
Usando tecnicas experimentales pioneras en su epoca, Hodgkin y Huxley determinaron
que el axon gigante del calamar propaga potenciales de accion debidos a tres corrientes
principales: la corriente persistente de K+, la corriente transitoria de Na+, y una corriente
de perdida (IL = gL(V   EL)), que se debe en su mayora a iones Cl .
En 1939 Hodgkin y Huxley publican el primer registro detallado de un potencial de
accion [117]. Este registro derriba una teora en la cual se supona que el potencial de
membrana se anulaba durante el potencial de accion (es decir, se igualaban los potenciales
dentro y fuera de la celula). En 1945 Hodgkin y Huxley propusieron diversas explicaciones
para el sobrevoltaje del potencial de accion [115]. Recien en 1949 Hodgkin y B. Katz [116]
lograron explicar este sobrevoltaje por un incremento en la permeabilidad del sodio.
En general, se dice que todos los modelos basados en conductancias, i.e. donde el
potencial de membrana es suma de los potenciales debidos a las diversas especies ionicas,
son de tipo HH. Estos modelos son importantes no solo porque sus parametros tienen
signicado biofsico y son determinables experimentalmente, sino tambien porque permiten
investigar cuestiones referidas a la integracion sinaptica, ltros del cable dendrtico, efectos
de la morfologa de las dendritas, la relacion entre las corrientes ionicas, y otras propiedades
referidas a la dinamica de una celula individual [123]. El modelo de Hodgkin-Huxley tiene
parametros biofsicos, susceptibles de ser medidos experimentalmente. Este es el modelo
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usado para estudiar analticamente el inicio del spike en el captulo 2, y su dependencia
con el ruido de fondo sinaptico.
Si queremos entender mejor los procesos biofsicos que tienen lugar en la corteza, es
natural preguntarse que sucede con la dinamica cuando interconectamos varias neuronas.
En ese caso, tendremos una red capaz de generar muchos comportamientos dinamicos, que
podran utilizarse para la comunicacion de diferentes regiones del cerebro.
1.2 La corteza cerebral: un sistema de ritmos neuronales
La perpetua actividad de la corteza cerebral esta sustentada en gran medida por la
variedad de oscilaciones que genera el cerebro, las que abarcan un numero de frecuen-
cias, sitios anatomicos y correlatos conductuales. Existen numerosos estudios animales
que muestran que varias de las formas de los ritmos cerebrales se basan en la inhibicion,
produciendo descargas rtmicas de estmulos inhibitorios a las principales poblaciones ce-
lulares, proporcionando por lo tanto ventanas temporales que alternan una excitabilidad
relativamente reducida o aumentada en los circuitos neuronales. Estos mecanismos basados
en la inhibicion ofrecen marcos temporales naturales para agrupar la actividad neuronal
en conjuntos de neuronas, y secuencias de conjuntos, con interacciones mas complejas de
multi-oscilacion creando reglas sintacticas para el intercambio efectivo de informacion en-
tre los circuitos corticales. Es as que se pueden encontrar alteraciones en las oscilaciones
neurales en las principales enfermedades psiquiatricas [93]. Por lo tanto, un conocimiento
del rol de los ritmos neuronales es crtico para un mejor entendimiento de las funciones
del cerebro.
El computo en la corteza cerebral de los mamferos tiene dos caractersticas esen-
ciales: la comunicacion local-global y la actividad persistente. Debido a la conectividad
bidireccional y altamente ramicada de las neuronas a lo largo del cerebro del mamfero,
los resultados de los calculos locales son transmitidos a diversas areas, con lo cual hay
multiples estructuras que son afectadas simultaneamente por la actividad local. El caso
inverso tambien ocurre: los circuitos locales estan bajo el control continuo de la actividad
global del cerebro. La segunda caracterstica fundamental de la corteza es su actividad
persistente, es decir, la habilidad para mantener el efecto de un estmulo inicial un tiempo
considerable despues de que el mismo haya desaparecido.
Ambas caractersticas, la comunicacion local-global y la actividad persistente requieren
una organizacion estructural y dinamica adecuada. Una manera de mantener estas carac-
tersticas es por medio de un sistema de oscilaciones cerebrales interactuando entre s. Las
redes neuronales en el cerebro de los mamferos admiten varias bandas de oscilacion, que
abarcan desde aproximadamente 0; 05Hz hasta 500Hz. Restringidas en gran medida por
la peque~na velocidad de propagacion de los spikes a lo largo del axon neuronal, cuando
el tiempo es corto, como en el caso de las oscilaciones de mayor frecuencia, las neuronas
involucradas en ese ritmo estan circunscriptas a un volumen tisular reducido. En contras-
te, durante las oscilaciones lentas, muchas neuronas en un gran volumen de tejido pueden
ser reclutadas por ese ritmo. Principalmente debido a esta restriccion, cuando coexisten
multiples ritmos, la fase del ritmo mas lento modula la potencia de los mas rapidos. Este
acoplamiento entre frecuencias es un mecanismo general para todos los ritmos conocidos,
y subyace a una organizacion jerarquica de los ritmos cerebrales [93].
Algunas caractersticas espectrales de los electroencefalogramas (EEG) o los poten-
ciales de campo local (LFP) grabados en animales con cerebros de distintos tama~nos son
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similares. El ritmo alrededor de los 0; 1Hz involucra grandes porciones del neocortex y
es detectable a traves de imagen por resonancia magnetica funcional, dado que las re-
giones correlacionadas y anticorrelacionadas en este rango de frecuencia dan lugar a los
patrones de la red neuronal por defecto en la corteza. Las oscilaciones talamocorticales
alfa (entre 8 y 12Hz) estan asociadas a sistemas motores y sensoriales, y su variacion se
asocia a estmulos de esa ndole [93]. La oscilaciones theta en el hipocampo tienen otra
caracterstica: son de los pocos ritmos cuya frecuencia vara inversamente con el tama~no
del cerebro [93].
La mayora de las oscilaciones de la red se basan en la inhibicion, en la que las pobla-
ciones de neuronas principales son estimuladas por trenes repetitivos de potenciales inhi-
bitorios [93]. Este mecanismo de alternancia entre estados de mayor y menor inhibicion, y
su organizacion jerarquica con acoplamiento entre frecuencias, permite reglas sintacticas
conocidas tanto por el emisor como por el receptor, haciendo que la comunicacion sea
mas sencilla que interpretar mensajes largos ininterrumpidos o patrones estocasticos de
spikes. Esta idea es muy similar a la del funcionamiento del codigo Morse, donde se in-
tercalan puntos y rayas separados por intervalos temporales que van deniendo letras y/o
palabras1.
Se ha planteado la hipotesis de que el elemento fundamental de la sintaxis neuronal es
un conjunto de neuronas disparando a la par [93]. El papel mas importante de este ensam-
ble celular es reunir un numero suciente de neuronas para que su actividad pueda llevar
por encima del umbral de descarga a la poblacion adecuada de neuronas postsinapticas.
En consecuencia, desde el punto de vista de las celulas objetivo postsinapticas, la actividad
colectiva de las neuronas presinapticas se clasica como un evento unico solo si sus dispa-
ros ocurren dentro de la misma ventana de integracion temporal, usualmente del orden de
la constante de tiempo de la membrana (aproximadamente 10  30ms).
En resumen, la naturaleza jerarquica de las interacciones entre frecuencias puede re-
ejar un mecanismo de organizacion sintactica. En ese sentido, se puede destacar que
las oscilaciones gamma de los LFP pueden usarse como un proxy para la organizacion
del ensamble neuronal y para monitorear alteraciones siologicas relacionadas con ciertas
enfermedades [93]. Es decir, las oscilaciones desempe~nan una serie de roles, todos aparen-
temente manteniendo un manejo eciente de la informacion, incluida la coordinacion de
las actividades de las neuronas tanto en regiones cerebrales peque~nas como grandes, lo
que permite un metodo de transmision de informacion desde regiones emisoras a regiones
receptoras y creando paquetes de informacion en forma de conjuntos de neuronas que dis-
paran spikes dentro de ciertas fases de las oscilaciones, pero de una manera que mantiene
un alto contenido de informacion. Por lo tanto, existen fuertes indicios que las oscilaciones
pueden ser fundamentales para la cognicion y la funcion cerebral en general [93].
Existen diversas maneras de medir estas oscilaciones; las dos mas estudiadas a lo largo
de esta tesis son los EEG y los LFP. A continuacion describiremos brevemente el origen
de ambas clases de se~nales.
1.3 El origen de los campos extracelulares: LFP y EEG
1La duracion del punto es la mnima posible. Una raya tiene una duracion de aproximadamente tres veces
la del punto. Entre cada par de smbolos de una misma letra existe una ausencia de se~nal con duracion
aproximada a la de un punto. Entre las letras de una misma palabra, la ausencia es de aproximadamente
tres puntos. Para la separacion de palabras transmitidas el tiempo es de aproximadamente tres veces el de
la raya.
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La actividad neuronal en el cerebro da lugar a corrientes que atraviesan la membrana
de las neuronas y que pueden ser medidas en el medio extracelular. Si bien la mayor con-
tribucion a la se~nal esta dada por las corrientes sinapticas, otras fuentes pueden modular
signicativamente el campo electrico extracelular. Estos campos pueden medirse mediante
electrodos (se requieren al menos dos electrodos, uno de ellos como referencia) cuya reso-
lucion temporal puede ser menor al milisegundo, y pueden usarse para interpretar muchos
aspectos de la comunicacion y los calculos neuronales. Una ventaja de estas tecnicas de re-
gistro extracelular es que la biofsica relacionada con estas medidas esta bien comprendida.
Esto permitio el desarrollo de modelos matematicos para poder elucidar los mecanismos
de generacion de estos potenciales electricos, como veremos mas adelante [48].
Historicamente, el potencial electrico se denota electroencefalograma (EEG) cuando
es medido desde el exterior del craneo, como electrocorticograma (ECoG) cuando se mi-
de mediante una grilla de electrodos subdurales (una especie de lamina apoyada sobre la
corteza cerebral, por debajo del craneo), y electroencefalografa intracraneal (iEEG) cuan-
do se registra mediante electrodos de peque~no tama~no dentro del cerebro. Usualmente el
termino de potencial de campo local (o LFP) se reere al registro del potencial electrico
medido en un electrodo dentro del craneo, ya sea mediante ECoG o iEEG, y que no puede
atribuirse directamente a la actividad de una neurona individual (i.e., no es un spike).
1.3.1 Contribuciones a los campos extracelulares
Cualquier membrana excitable y cualquier tipo de corriente transmembrana puede
contribuir al campo extracelular. El campo es la superposicion de todos los procesos ioni-
cos, desde los potenciales de accion rapidos a las uctuaciones mas lentas de otras celulas
presentes en el cerebro (por ejemplo la glia). Las caractersticas de los LFP, como su ampli-
tud y su frecuencia, dependen de la contribucion proporcional de estas fuentes multiples,
de las propiedades del tejido nervioso, y fundamentalmente de la organizacion espacial de
estas fuentes2. Por ejemplo, en la Fig. 1.5 se ejemplica como un mismo grupo de neuronas
puede producir diferentes campos. Las dendritas y el soma de una neurona forman una
estructura arbolada con una interior conductor de la electricidad que esta rodeado por una
membrana relativamente aislante, con entre cientos y decenas de miles de sinapsis loca-
lizadas a lo largo de ella. Los neurotransmisores actuando sobre los receptores sinapticos
excitatorios permiten la entrada de sodio y calcio a la celula, generando en esos lugares
una diferencia de potencial negativa en el medio extracelular. Dentro de la escala tem-
poral relevante para el procesamiento neuronal, se genera en algun otro lugar del medio
que rodea a la celula una region donde el potencial se vuelve positivo. Es entonces que
cada neurona termina funcionando como un dipolo, o como un cuadrupolo. Tambien en
esta gura puede observarse la importancia de la disposicion geometrica de las neuronas
en esa region del cerebro para la amplicacion o atenuacion de la se~nal electrica. En el
caso de que las neuronas esten alineadas actuando como dipolos, la se~nal sera amplicada
y podra ser facilmente detectada con un electrodo. Ademas, las neuronas tienen formas
diferentes; por ejemplo neuronas con una simetra mas esferica, como las talamocorticales,
posiblemente generen campos dipolares mas peque~nos que neuronas mas alargadas, como
las piramidales.
2Otro factor experimental muy importante es el tipo de acoplamiento de los electrodos: AC (alternate
coupling), donde la se~nal resultante tiene media cero, o DC (direct coupling), donde uno tambien mide la
componente de corriente continua de la se~nal. Para una descripcion mas detallada de este problema, ver
Ref. [113]
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Figura 1.5. Diferentes maneras en que un grupo de neuronas pueden generar diferen-
cias de potencial electrico. En azul se muestran las zonas de potencial negativo, y en
anaranjado las zonas de potencial positivo, respecto a alguna referencia .En este caso
vemos que la disposicion espacial de las neuronas es alineadas, generando una \capa".
Esta geometra esta presente por ejemplo en la corteza visual. Figura adaptada de [113].
En las situaciones siologicas existen otras fuentes del campo: los potenciales de accion
de sodio (mas rapidos), los de calcio (mas lentos), las corrientes intrnsecas y sus resonan-
cias, que generan oscilaciones en el potencial de membrana, y la hiperpolarizacion luego de
un potencial de accion, que no permite que las neuronas disparen instantaneamente luego
de un spike. Otros efectos, generalmente menores en magnitud, son las sinapsis electricas
(acoplamiento electrico entre neuronas, sin mediacion de neurotransmisores), la interac-
cion entre las neuronas y las celulas gliales, y los \efectos ephapticos", que corresponden
al efecto del campo electrico que rodea a la neurona sobre las propiedades electricas y la
distribucion de cargas de la misma.
Un ultimo ejemplo para mostrar el efecto de la geometra en la generacion de los campos
electricos aparece en la Fig. 1.6. Varias geometras de las neuronas pueden generar campos
electricos mas concentrados en la region donde estan las fuentes, como en los casos A)-C),
o pueden generar campos que sean mayores fuera de la region de las fuentes, como en D).
Es as que asociar directamente la se~nal medida en un electrodo con la actividad de esa
misma region puede llevar a conclusiones erroneas. Mas aun, los LFP actuan muchas veces
como estmulo para que las neuronas disparen, con lo cual en realidad los LFP seran mas
un input a la poblacion neuronal que un output de la misma [113].
En el caso de mediciones de grandes volumenes, como puede ser el caso del EEG,
ademas debe tenerse en cuenta el factor de conduccion volumetrica. El campo puede
transmitirse a traves del tejido cerebral. En consecuencia, solo algunos patrones del campo
electrico podran medirse a distancias alejadas de la fuente. Es decir que en el EEG medimos
las se~nales correspondientes a las actividades electricas de regiones del cerebro que no
fueron atenuadas por el mismo tejido, ni por las capas de tejido y hueso que existen
entre los electrodos que registran y las fuentes. Puede pensarse al EEG como una version
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Figura 1.6. La conguracion de la fuente en el origen determina el alcance espacial de
la fuente. A) Una fuente puntual produce un campo electrico que decae con la distancia
como se muestra en la curva negra. B) Una fuente compleja compuesta de muchas fuentes
puntuales (crculos rojos) se comporta de manera diferente en la region donde estan
las fuentes que en la region externa a las mismas. C) Las corrientes dipolares de las
neuronas producen una cancelacion intensa dentro de las fuentes y la distribucion espacial
del campo esta determinada por la distribucion heterogenea de las cargas locales. Una
estructura laminada de neuronas paralelas se comporta como un dipolo laminar, con
valores maximos positivos y negativos tpicamente dentro de la region de las fuentes
(lneas discontinuas en la graca). Por el contrario, los campos remotos varan segun
la ubicacion subcelular de las entradas y la geometra de la celda. (D) Las estructuras
curvas producen un agrupamiento diferencial de corrientes fuera del espacio de la fuente
y el campo puede volverse mas grande que dentro del area ocupada por la fuente misma.
Figura adaptada de [113].
\suavizada" de los LFP [93]. Mas aun, el EEG proporciona una proyeccion bidimensional
de un objeto tridimensional, con lo cual la identicacion de las fuentes de los potenciales
medidos no es una tarea trivial; esto se conoce como el problema inverso [113, 48, 199].
Independientemente de las precauciones mencionadas respecto a los orgenes de las
se~nales electricas siologicas, consideraremos que la actividad electrica de las neuronas, o
de conjuntos de ellas, es representativa de los procesos y calculos que realiza el cerebro.
Para poder hallar similitudes y recurrencias en estas se~nales, y para poder cuanticarlas,
utilizaremos una teora matematica especcamente creada para estudiar el problema de
la comunicacion: la Teora de la Informacion.
1.4 Teora de la Informacion
Cuando los humanos empezaron a desarrollar sistemas escritos, tuvieron que dividir
el mundo en un numero nito de unidades que se expresan usando smbolos. Cualquier
lenguaje escrito puede entenderse de esta manera. Los mensajes se forman ordenando los
smbolos en patrones especcos, y la informacion de un mensaje puede entenderse como
una seleccion de entre una coleccion total de smbolos. Esta fue la manera en que Shannon
desarrollo la teora matematica de la comunicacion [248].
La cantidad fundamental de esta teora es la entropa de Shannon. Esta cantidad nacio
como una medida de informacion a partir del trabajo fundamental de Claude E. Shannon,
desarrollado despues de la Segunda Guerra Mundial, y fue fundamental para el campo
de la teora de la informacion [248]. Esta teora fue creada para estudiar la transmision,
procesamiento, extraccion y utilizacion de la informacion, aplicada a los canales de comu-
nicacion. Hoy en da sabemos que esta teora tambien puede usarse para comprender la
informacion que circula en el cerebro [191, 264, 192, 204, 207, 132, 186, 206, 180, 176].
La idea intuitiva de la entropa es que una mayor incertidumbre implica una mayor
entropa. Por ejemplo, en la Fig. 8.4, si elegimos una bola de la caja mas a la izquierda,
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sabemos que siempre sera roja, por lo que nuestra incertidumbre sera muy baja. Por otro
lado, si elegimos una bola de la caja central, tenemos la posibilidad de elegir una roja o
una verde. Entonces nuestra incertidumbre en este caso es mas alta.
Figura 1.7. Tres recipientes con bolas de dos colores diferentes. En la izquierda, la
incerteza es mnima acerca de que color de bola saldra en el caso de que uno seleccione
una al azar. En la del medio hay una incerteza mayor, y en la de la derecha la incerteza
es maxima.
1.4.1 Cuanticadores de Teora de la Informacion
Podemos denir un cuanticador de Teora de la Informacion como una medida que
es capaz de caracterizar ciertas propiedades de una funcion de densidad de probabilidad
asociada con una dada se~nal, por ejemplo el potencial de membrana neuronal. La en-
tropa, vista como una medida de incerteza, es el ejemplo mas paradigmatico de estos
cuanticadores.
1.4.1.1 Entropa de Shannon
Dada una distribucion de probabilidad continua P (x) (PDF), con
R
 P (x) dx = 1, la
Entropa de Shannon S [248] es:
S[P (x)] =  
Z

P (x) ln(P (x)) dx : (1.4.1)
En la practica consideraremos P (x) discreta de longitud N , esto es P  fpj ; j =
1;    ; Ng con PNj=1 pj = 1 y N el numero de estados posibles del sistema bajo estudio.
En ese caso, la medida de informacion logartmica de Shannon [248] esta denida como
[185, 177, 176]:
S[P ] =  
NX
j=1
pj ln(pj) : (1.4.2)
Este funcional es cero cuando podemos predecir con total certeza cual de las posibles sa-
lidas j, cuyas probabilidades estan dadas por pj , va a ocurrir. Nuestro conocimiento acerca
del proceso subyacente, descripta por esta PDF, es maxima en este caso. En contraste, este
conocimiento es mnimo para la distribucion uniforme Pe = fpj = 1=N;8j = 1;    ; Ng.
En este caso, la entropa es maxima.
1.4.1.2 Divergencia de Jensen-Shannon
Consideremos la divergencia de Kullback-Leibler (KL) que es una manera muy usual
y util de medir diferencias entre dos probabilidades de distribucion. La divergencia KL
entre dos distribuciones P y Q es:
KL[P jjQ] =  
NX
i=1
pi log2(
qi
pi
) : (1.4.3)
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La misma puede reescribirse como:
KL[P jjQ] = S(P;Q)  S(P ): (1.4.4)
Entonces la divergencia KL representa el numero de bits extra necesarios para codicar
una fuente cuyos smbolos fueron obtenidos de una distribucion P , dado que el decodica-
dor fue designado para una fuente cuyos smbolos fueron obtenidos de una distribucion Q.
Si bien la KL es usualmente descripta como una medida de distancia entre distribuciones,
no es una verdadera metrica pues no tiene la propiedad de simetra.
Por otro lado, la divergencia de Jensen-Shannon nos permite cuanticar la similitud
entre dos distribuciones y es utilizada en estadstica y teora de probabilidades.
La divergencia de Jensen-Shannon se dene como:
JS(P jjQ) = S[(P +Q)=2]  S[P ]=2  S[Q]=2: (1.4.5)
A diferencia de la divergencia de Kullback-Leibler, es simetrica y siempre proporciona
valores nitos [106].
1.4.1.3 Complejidad Estadstica
Si estamos interesados en cuanticar la complejidad y la cantidad de orden de las
se~nales generadas en el cerebro, debemos aclarar que entendemos por complejidad. Para
aclarar un poco que entendemos por complejidad, podemos considerar los ejemplos de la
Fig. 1.8. En este caso consideramos un sistema de Ising, en tres circunstancias: por debajo
de la temperatura crtica (izquierda), en la temperatura crtica (centro), y por encima de
la misma (derecha). En el primer caso, el sistema esta en un estado bastante ordenado, por
lo cual su entropa es mnima. Ademas tiene clusters bastante bien denidos, con lo cual la
complejidad de sus estructuras podemos considerarla mnima. En el caso de la temperatura
crtica, la estructura de clusters es mas variada, con lo cual su complejidad aumenta, as
como tambien su entropa, dado que el desorden es mayor. Por ultimo, por encima de
la temperatura crtica, el sistema esta en un estado completamente desordenado, con lo
cual la entropa es mayor que en los otros casos. Sin embargo, la estructura de clusters
practicamente esta ausente, con lo cual la complejidad nuevamente desciende en este caso.
Es decir entonces que los comportamientos de la entropa y la complejidad, si bien estan
relacionados, son cualitativamente diferentes.
Deniremos la complejidad estadstica [149] ya que es capaz de cuanticar detalles
crticos de los procesos dinamicos subyacentes al sistema bajo estudio. Basados en el
trabajo fundamental de Lopez-Ruiz et al. [158], esta medida de complejidad estadstica se
dene como el producto:
CJS [P ] = QJS [P; Pe] H[P ] (1.4.6)
entre la entropa de Shannon normalizada
H[P ] = S[P ]=Smax (1.4.7)
con Smax = S[Pe] = lnN , (0  H  1) y el desequilibrio QJS , que esta denido en
terminos de la divergencia de Jensen-Shannon. Esto es,
QJS [P; Pe] = Q0 JS[P; Pe] (1.4.8)
Aqu Q0, una constante de normalizacion (0  QJS  1), es igual a la inversa del
maximo valor posible de JS[P; Pe]. Este valor se obtiene cuando uno de los componentes
de P , digamos pm, es igual a uno y los restantes pj son iguales a cero. La divergencia
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Figura 1.8. Esquema de tres estados diferentes de un modelo de Ising en una red
cuadrada, y sus valores respectivos de entropa y complejidad. De izquierda a derecha:
temperatura menor a la crtica, punto crtico, y temperatura mayor a la crtica. Para el
caso de un sistema mas ordenado, la entropa y la complejidad toman valores peque~nos,
en el caso del estado crtico, estos valores aumentan. Por encima de la temperatura
crtica, el sistema esta en un estado completamente desordenado, correspondiente a una
entropa maxima y una complejidad nula. Figura adaptada de [134].
de Jensen-Shannon, que cuantica la diferencia entre dos (o mas) distribuciones de pro-
babilidad, es especialmente util para comparar la composicion simbolica entre diferentes
secuencias [106]. Notemos que la medida de complejidad estadstica depende de dos PDF,
una asociada con el sistema bajo estudio, P , y la distribucion uniforme, Pe.
1.4.1.4 Informacion de Fisher Discreta
La entropa de Shannon S es una medida de \caracter global", que no es muy sensible
a cambios grandes ocurriendo en la PDF dentro de una peque~na region. Este no es el caso
de la medida de Informacion de Fisher [85, 89]
F [P ] =
Z j~rP (x)j2
P (x)
dx ; (1.4.9)
que constituye una medida del contenido del gradiente de la distribucion P (x) (PDF
continua), con lo cual es muy sensible incluso a peque~nas perturbaciones localizadas en
una region.
La medida de informacion de Fisher puede ser interpretado como una medida del
estado de desorden de un sistema o fenomeno [89, 169].
Es importante remarcar que el operador gradiente aumenta signicativamente las con-
tribuciones de las variaciones mnimas locales en P al valor de la informacion de Fisher,
con lo cual consideraremos dicho cuanticador como uno \local". Mientras que la entropa
de Shannon disminuye con distribuciones angostas, la medida de informacion de Fisher
aumenta en este caso. La sensibilidad a cambios locales es util en escenarios cuya descrip-
cion necesita apelar a una nocion de orden [201, 227, 200]. El problema de la perdida de
informacion debida a la discretizacion ha sido ampliamente estudiado [295, 208, 165] y, en
ciertas discretizaciones, involucra la perdida de la invarianza traslacional de la medida de
informacion de Fisher, la cual no es de importancia para esta tesis. Ademas, presentare-
mos debajo una version discreta de la medida de informacion de Fisher que es valida sin
importar si existe o no invarianza traslacional en el sistema bajo estudio [90].
Si el sistema bajo estudio esta en un estado muy ordenado y entonces puede repre-
sentarse por una PDF muy angosta, tendremos una entropa de Shannon S  0 y una
Roman Baravalle 16
Tesis Doctoral
medida de informacion de Fisher F  Fmax. Por otro lado, cuando el sistema bajo es-
tudio se encuentra en un estado muy desordenado uno obtiene una PDF casi uniforme y
S  Smax, mientras F  0. Aqu Smax y Fmax son los valores maximos para la entropa de
Shannon y la medida de informacion de Fisher, respectivamente. Uno podra decir que el
comportamiento general de la medida de informacion de Fisher es opuesto al de la entropa
de Shannon [209].
1.5 Estado del arte
1.5.1 Dinamica neuronal y sus efectos
La se~nalizacion electrica es una caracterstica del sistema nervioso y le otorga la capa-
cidad de reaccionar rapidamente a los cambios en el medio ambiente. Aunque se resalta
que la comunicacion sinaptica entre las celulas nerviosas esta mediada principalmente por
medios qumicos, tambien se producen interacciones electricas. Dos estrategias diferentes
son responsables de la comunicacion electrica entre las neuronas. Una de ellas es conse-
cuencia de las vas intercelulares de baja resistencia, llamadas sinapsis electricas, para la
propagacion de las corrientes electricas entre el interior de dos celulas. La segunda ocurre
en ausencia de contactos de celula a celula y es una consecuencia de los campos electri-
cos extracelulares generados por la actividad electrica de las neuronas, conocida como
acoplamiento ephaptico [76].
La actividad de campo electrico endogeno en el cerebro vivo generalmente induce cam-
bios de voltaje extracelular menores a 0; 5mV y campos menores a 5mVmm 1 [13]. En
otras palabras, los grupos de celulas cambian su entorno electrico local, que a su vez re-
troalimenta la actividad electrica de todos sus miembros. Estos efectos ephapticos ocurren
ademas de cualquier acoplamiento sinaptico directo entre las celulas. Si bien los cambios
inducidos de forma ephaptica en el potencial de membrana en condiciones siologicas no
pueden dar lugar a potenciales de accion cuando la membrana esta cerca del valor de
reposo, los eventos ephapticos pueden afectar el momento del disparo de las neuronas
individuales que reciben una entrada sinaptica supra-umbral, as como el disparo de las
poblaciones neurales bajo condiciones patologicas. Diversos hallazgos en la bibliografa
indican que la actividad cerebral endogena puede afectar causalmente la funcion neuronal
a traves de efectos de campo en condiciones siologicas [13]. Anastassiou et al. descubrie-
ron, midiendo simultaneamente hasta cuatro neuronas ubicadas proximas entre s, que los
cambios en el campo electrico, medidos durante la actividad de LFP in vivo, alteraron
sustancialmente la respuesta electrica de las neuronas piramidales corticales de roedores
[13]. Sus resultados apoyan la nocion de que los potenciales ephapticos oscilantes presentes
en toda la materia gris sirven para sincronizar la actividad neuronal, ya sea excitatoria o
inhibitoria. Tal sincronizacion puede tener un efecto sustancial en el procesamiento de la
informacion neuronal y la plasticidad. Goldwyn y Rinzel [100] utilizan un marco de teora
de circuitos para estudiar como un conjunto de neuronas modelo genera un potencial
extracelular y como este potencial retroalimenta e inuye en el potencial de membrana.
Encuentran que estas interacciones ephapticas son peque~nas pero no insignicantes. El
modelo de poblacion neuronal que proponen puede generar potenciales con amplitud de
escala de milivoltios, y este perturba al potencial de membrana de los cables cercanos y au-
menta efectivamente la longitud de propagacion de las se~nales. Usando un modelo biofsico
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basado en neuronas de la aceituna medial superior (MSO) en el tronco encefalico auditivo,
encontraron interacciones ephapticas a escala de milivoltios consistentes con los resultados
de la teora del cable pasivo. Estas perturbaciones sutiles del potencial de membrana in-
ducen cambios en el umbral de inicio del spike, su sincrona y la sensibilidad al tiempo de
llegada de estmulos. Estos resultados sugieren que el acoplamiento ephaptico puede inuir
en la funcion del MSO [100]. Chiang et al. [55], hallaron recientemente que la actividad
periodica lenta puede propagarse con velocidades de alrededor de 0;1m=s y ser modulada
por campos electricos debiles. La actividad periodica lenta en un corte longitudinal del
hipocampo puede propagarse sin transmision qumica sinaptica o sinapsis electricas, pero
puede generar campos electricos que a su vez activan las celulas vecinas. Tambien que
la aplicacion de campos electricos extracelulares locales, con amplitud en el rango de los
campos endogenos, es suciente para modular o bloquear la propagacion de esta actividad
tanto en los modelos in-silico como in-vitro. Sus resultados apoyan la hipotesis de que los
campos electricos endogenos, previamente considerados demasiado peque~nos para desen-
cadenar la actividad neuronal, juegan un papel importante en la autopropagacion de la
actividad periodica lenta en el hipocampo. Los experimentos indican que una red neuronal
puede dar lugar a ondas sostenidas por el acoplamiento ephaptico, lo que sugiere un nuevo
mecanismo de propagacion para la actividad neuronal en condiciones siologicas norma-
les. Han et al. descubrieron que las celulas de Purkinje cerebelares individuales generan
grandes se~nales extracelulares durante la fase ascendente de sus potenciales de accion que
excitan rapidamente a los axones cercanos generando sincronizacion con el disparo de las
celulas de Purkinje vecinas [111].
En denitiva, existen multiples evidencias de que el efecto de los campos electricos
circundantes a las neuronas afectan las propiedades de disparo de las mismas. Es por ello
que en el primer captulo nos proponemos modelar el comienzo del potencial de accion
de un modelo de neurona individual, afectada por una corriente externa que representa el
campo local. Mas aun, al ser una corriente muy variable, la modelamos como una corriente
estocastica, con lo cual analizamos el efecto que tienen las propiedades estadsticas de esta
corriente ruidosa sobre el inicio del potencial de accion de la neurona.
Los modelos detallados de neuronas basadas en conductancia, como el de Hodgkin y
Huxley, pueden reproducir mediciones electrosiologicas con un alto grado de precision,
pero debido a su complejidad intrnseca son difciles de analizar. Por esta razon, los modelos
fenomenologicos neuronales de neuronas simples son muy populares para los estudios de
codicacion neural, memoria y dinamica de red [97]. En cualquier estudio de la dinamica
de la red, hay dos cuestiones cruciales que son: 1) >que modelo describe la dinamica de
disparo de cada neurona? y 2) >como se conectan las neuronas? La eleccion inadecuada
del modelo de neurona o la conectividad puede conducir a resultados que no tienen nada
que ver con el procesamiento de la informacion por parte del cerebro [123].
Para responder la primer pregunta, notemos que la forma del potencial de accion de
cierta una neurona es bastante estereotipada, con muy pocos cambios entre un disparo y
el siguiente. Por lo tanto, la forma del potencial de accion que viaja a lo largo del axon
hasta una neurona postsinaptica no puede usarse para transmitir informacion; mas bien,
desde el punto de vista de la neurona receptora, los potenciales de accion son eventos
que se caracterizan completamente por el tiempo de llegada del disparo a la sinapsis. Por
lo tanto, no hacemos ningun esfuerzo para modelar la forma exacta de un potencial de
accion. Por el contrario, los picos se tratan como eventos caracterizados por su tiempo
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de disparo, y la tarea consiste en encontrar un modelo para predecir de manera conable
los tiempos de los picos. Pero ademas, cuando un experimentador inyecta un escalon de
corriente fuerte en el soma de una neurona, la respuesta consiste en una serie de picos
separados por intervalos largos o cortos. La disposicion estereotpica de intervalos cortos,
largos o muy largos entre disparos dene el patron de activacion neuronal. Fisiologica-
mente se encontraron patrones de disparo como tonico, de adaptacion o de disparo con
retardo [160]. Ademas de estos, tambien se han observado varias variantes de disparo en
neuronas reales [123]. Esta diversidad de patrones de disparo puede explicarse, en gran
medida, por mecanismos de adaptacion que a su vez dependen de la variedad de canales
ionicos disponibles y la anatoma neuronal. Para describir los patrones de disparo en un
marco matematico transparente, introducimos en el captulo 3 el modelo simplicado de
disparo de Izhikevich [123], que es un modelo bidimensional que explica cualitativamente
las propiedades computacionales caractersticas de las neuronas in vivo; una variante a
este modelo es el AdEx (Adaptive Exponential Integrate-and-Fire) [97]. El objetivo sera
cuanticar las diferentes dinamicas usando los cuanticadores de Teora de la Informacion:
entropa, complejidad e informacion de Fisher.
1.5.2 Interfaz cerebro-computadora
Una interfaz cerebro-computadora utiliza se~nales para establecer una conexion entre el
estado mental de una persona y un sistema de procesamiento basado en una computadora.
La interfaz proporciona un canal de comunicacion directo entre el cerebro y un dispositi-
vo externo sin involucrar actividades musculares. Estos sistemas utilizan la actividad del
electroencefalograma (EEG) registrada en el cuero cabelludo o la actividad de neuronas
corticales individuales registradas en electrodos implantados dentro del craneo. El EEG
tiene constantes de tiempo relativamente cortas y requiere un equipo simple y economico;
por lo tanto, en la actualidad, los sistemas BCI basados en electroencefalograma son am-
pliamente utilizados. Se han utilizado diversas formas de actividades cerebrales electricas
para disen~nar los sistemas BCI basados en EEG, tales como el ritmo mu, el potencial cor-
tical lento, el potencial P300 relacionado con eventos y los potenciales visuales evocados
en estado estacionario [242]. Entre los diversos tipos de actividades cerebrales electricas, la
relacionada con las tareas motoras es el ritmo mu. La imaginacion motora (MI) se dene
como el proceso cognitivo de imaginar el movimiento de una parte del cuerpo propio sin
moverla. La interfaz cerebro-computadora basada en imaginaciones motoras (MI BCI, por
sus siglas en ingles) proporciona una herramienta para los pacientes con discapacidad mo-
triz o aquellos que estan completamente imposibilitados para interactuar con el entorno
mediante el control de protesis roboticas, sillas de ruedas y otros dispositivos. La MI BCI
utiliza la actividad cerebral \inducida" de la corteza, en lugar de la actividad cerebral evo-
cada. Aunque el concepto de MI BCI es fascinante, tiene muchos obstaculos. Entre estos
esta el hecho de que los investigadores de BCI han tendido a centrarse en la transferencia
de sujeto a sujeto (algoritmo de entrenamiento independiente del sujeto). Para lograr una
transferencia efectiva de sujeto a sujeto, es importante comprender las variaciones en el
rendimiento entre los mismos. La prediccion del rendimiento de un sujeto utilizando el
estado de reposo o el ruido de fondo del EEG son algunos ejemplos de esto [57]. La MI
BCI tiene una amplia gama de aplicaciones, como controlar una silla de ruedas, realidad
virtual y neurorehabilitacion [8].
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El procesamiento de la se~nal EEG para MI BCI implica la extraccion y clasicacion de
caractersticas. En la fase de extraccion, la se~nal adquirida para la interfaz revela carac-
tersticas especcas de la tarea tanto en el dominio espectral como en el dominio espacial.
Varios metodos de procesamiento espectral, como la transformada wavelet, la transforma-
da de Fourier, el modelo autorregresivo y los metodos espaciales, como el patron espacial
comun (CSP), se han utilizado en la literatura para extraer las caractersticas de es-
tas se~nales de EEG. El algoritmo CSP es el mas exitoso y se usa ampliamente en MI
BCI debido a su alta tasa de reconocimiento y simplicidad computacional. El objetivo
de la clasicacion es traducir las caractersticas de la se~nal proporcionadas por el extrac-
tor de caractersticas en comandos u ordenes que llevan a cabo la intencion del usuario.
En esta interfaz, los clasicadores convierten caractersticas discriminatorias en diferentes
tareas de imaginacion motora, como movimiento de la mano izquierda, movimiento del
pie, movimiento de la lengua o generacion de palabras. Se han aplicado varios algoritmos
de clasicacion, como maquinas de vectores de soporte, analisis de discriminante lineal
(LDA), redes neuronales y redes neuronales profundas [8]. En los captulos 4, 5, 6 y 7 se
estudiaran se~nales de EEG provenientes de una interfaz particular, la BCI2000 [243], para
extraer caractersticas del dominio temporal (usando la metodologa de patrones ordina-
les y sus grafos asociados) y espectral (mediante la transformada wavelet). En todos los
casos se buscara extraer diferencias signicativas entre las se~nales correspondientes a las
diferentes tareas realizadas e imaginadas con esa interfaz.
1.5.3 Dinamica de poblaciones y sus correlaciones
Las poblaciones de neuronas reciben miles de entradas comunes, las cuales pueden ser
disparos presinapticos o potenciales de campo locales. Por ejemplo, el procesamiento de
estmulos visuales se hace en etapas, desde la deteccion de fotones en la retina hasta la
identicacion de los objetos en las regiones corticales mas avanzadas [130]. A medida que
se pasa de una etapa de procesamiento a otro, las se~nales de una region del cerebro fun-
cionan como inputs para la proxima region en las vas opticas. A medida que los metodos
experimentales en neurociencia se vuelven capaces de registrar la actividad simultanea de
grandes poblaciones de neuronas, la complejidad de los datos neurosiologicos requiere
desarrollar un marco teorico que explique las caractersticas estadsticas de los patrones
de actividad sincronica. En particular, los modelos de entropa maxima por pares (por
ejemplo el modelo de Ising) han demostrado ser utiles para caracterizar la actividad neu-
ronal sincronica [246, 270, 250]. A pesar de su exito inicial, otros estudios sobre el tema
han encontrado que las interacciones entre pares no son sucientes para capturar comple-
tamente las estadsticas en diferentes conjuntos de datos [186, 233, 197, 94]. Un modelo
que ha demostrado ser util para describir estas estadsticas de disparo de las poblaciones
es el modelo gaussiano dicotomizado (DG) [163, 12], donde los inputs a la poblacion siguen
una distribucion gaussiana. En el captulo 8 estudiamos este modelo, y determinamos que
la aparicion de la transicion de fase presente en el modelo puede caracterizarse usando
una combinacion entre los cumulantes de tercer y cuarto orden, skewness y kurtosis res-
pectivamente. Dado que generalmente las distribuciones en los disparos de las poblaciones
no son simetricas, en el captulo 9 introducimos un input mas realista a la poblacion, que
sigue una distribucion gaussiana deformada con un parametro que determina la asimetra
en la distribucion de inputs.
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2Estudio de la dinamica de una neurona:
Modelo de Hodgkin-Huxley estocastico
La actividad de las neuronas esta regida por una dinamica con un componente impor-
tante de aleatoriedad. Dicha aleatoriedad proviene de las caractersticas biofsicas intrnse-
cas de las neuronas, pero tambien de las caractersticas de su entorno. Es por ello que en
este captulo estudiaremos un modelo dinamico estocastico que describe la fase ascenden-
te (i.e. el inicio) del potencial de accion de una neurona, sometida a un ruido estocastico
que simula el efecto que tiene la red circundante a la neurona en condiciones siologicas
normales.
2.1 Teora de Procesos Estocasticos
2.1.1 Introduccion y deniciones
La teora de procesos estocasticos originalmente crecio de los esfuerzos de describir
cuantitativamente el movimiento Browniano. Actualmente proporciona un inmenso arse-
nal de metodos adecuados para analizar la inuencia del ruido en una gran variedad de
sistemas. Inicialmente, los aportes a la teora de procesos estocasticos provino de fsicos y
matematicos: Einstein, Smoluchowski, Langevin, Wiener, Stratonovich, Ito [150, 74, 263].
En las ultimas decadas hubo un crecimiento de resultados en areas por fuera de la fsica
y matematica, por ejemplo en biologa. Una de las razones de este crecimiento es que se
aprecio que el ruido puede jugar un rol constructivo y no solo destructivo [88].
Comencemos escribiendo la ecuacion de evolucion para un sistema dinamico unidimen-
sional:
dx
dt
= F (x; ); (2.1.1)
donde x corresponde a la variable de estado mientras que  es un parametro de control.
Dicho parametro puede ser, por ejemplo, la temperatura, un campo externo, etc., indicando
la forma en la cual el sistema esta acoplado con su entorno. Siendo que es imposible
mantener el valor de estos parametros jos, las uctuaciones se vuelven relevantes. Por
lo tanto, la ecuacion original determinista adquiere un caracter estocastico. Sin duda la
caracterstica mas relevante de las uctuaciones en el cerebro es que pueden producir
patrones espacio-temporales que pueden servir para transmitir informacion a traves del
mismo. Para incluir la presencia de uctuaciones en la descripcion del sistema, se puede
escribir  = 0 + (t), donde 0 es un valor constante y (t) es una contribucion aleatoria.
A primer orden la ecuacion (2.1.1) resulta:
dx
dt
= _x = F (x; 0) + g(x; 0)(t): (2.1.2)
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La ecuacion diferencial determinstica se transformo en una ecuacion diferencial estocasti-
ca, donde (t) es el termino llamado de ruido o proceso estocastico.
Cualquier proceso estocastico x(t) esta completamente determinado si conocemos la
jerarqua completa de densidades de probabilidad. Escribimos
Pn (x1; t1;x2; t2; : : : ;xn; tn) dx1dx2 : : : dxn; (2.1.3)
para la probabilidad conjunta de encontrar a los x(ti) dentro del intervalo (xi; xi + dxi) ; i =
1; 2; : : : ; n. Estos Pn pueden estar denidos para n = 1; 2; : : :, y solo para tiempos diferen-
tes. La jerarqua satisface algunas propiedades:
1. Pn  0
2. Pn es invariante frente a permutaciones de los pares (xi; ti) y (xj ; tj)
3.
R
Pndxn = Pn 1, con la condicion de normalizacion
R
P1dx1 = 1.
Otra cantidad importante es la densidad de probabilidad condicional Pn=m que corresponde
a la probabilidad de tener el valor x1 al tiempo t1, x2 al tiempo t2, : : :, xn al tiempo tn,
dado que tenemos x(tn+1) = xn+1, x(tn+2) = xn+2, : : :, x(tn+m) = xn+m. Su denicion es:
Pn=m (x1; t1; : : : ;xn; tnjxn+1; tn+1; : : : ;xn+m; tn+m) =
=
Pn+m (x1; t1; : : : ;xn; tn;xn+1; tn+1; : : : ;xn+m; tn+m)
Pm (xn+1; tn+1; : : : ;xn+m; tn+m)
: (2.1.4)
Si bien existen muchas clases de procesos estocasticos, hay una clase que juega un rol
fundamental: los procesos de Markov. Para un proceso estocastico x(t),
P (x2; t2jx1; t1) (2.1.5)
es la probabilidad de transicion de que x(t2) sea igual a x2, sabiendo que x(t1) vale x1.
Usando esta denicion y la ec. (2.1.4) resulta la siguiente identidad para la probabilidad
conjunta P2 (x1; t1;x2; t2) (conocida como el teorema de Bayes)
P2 (x1; t1;x2; t2) = P (x2; t2jx1; t1)P1 (x1; t1) : (2.1.6)
Un proceso x(t) se dice Markoviano si para cada conjunto de tiempos sucesivos t1 < t2 <
: : : < tn, se cumple la siguiente condicion
Pn (x1; t1; : : : ; xn; tn) =P1 (x1; t1)Pn 1 (x2; t2; : : : ; xn; tnjx1; t1)
=P1 (x1; t1)P (xn; tnjxn 1; tn 1) : : : P (x2; t2jx1; t1) : (2.1.7)
A partir de esta denicion se sigue que un proceso de Markov esta completamente denido
si conocemos la condicion inicial P (x1; t1) y la probabilidad de transicion P (x2; t2jx1; t1).
Podemos obtener otra condicion relevante para los procesos de Markov: escribiendo la
anterior ecuacion para n = 3 e integrando sobre x2 obtenemosZ
dx3P3 (x1; t1; x2; t2; x3; t3) = P2 (x1; t1; x3; t3)
= P1 (x1; t1)P (x3; t3jx1; t1)
=
Z
dx2P1 (x1; t1)P (x3; t3jx2; t2)P (x2; t2jx1; t1) : (2.1.8)
Para t1 < t2 < t3 encontramos la ecuacion de Chapman-Kolmogorov para procesos de
Markov:
P (x3; t3jx1; t1) =
Z
dx2P1 (x1; t1)P (x3; t3jx2; t2)P (x2; t2jx1; t1) : (2.1.9)
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Cada par de funciones no negativas P1 (x1; t1) y P (x2; t2jx1; t1), adecuadamente normali-
zadas que satisfagan, ademas de la ec. (2.1.9), la siguiente condicion:
P1 (x2; t2) =
Z
dx1P1 (x1; t1)P (x2; t2jx1; t1) ; (2.1.10)
dene un proceso de Markov.
2.1.1.1 Ecuacion Maestra
Podemos reescribir la ecuacion de Chapman-Kolmogorov en una forma diferencial
muy util. Volviendo a la ec. (2.1.9), podemos considerar t3 = t2 + t y tomar el lmite
t ! 0. Entonces tendremos que P (x3; t3jx2; t2) =  (x3   x2), y es factible suponer que
si t3  t2  t, la probabilidad de que ocurra una transicion sea proporcional a t. Es decir
que la ecuacion de Chapman-Kolmogorov se transforma, en este lmite innitesimal, en:
P (x3; t2 + tjx2; t2) =  (x3   x2) [1 A(x2)t] + tW (x3jx2) +O
 
t2

; (2.1.11)
donde W (x3jx2) es la probabilidad de transicion por unidad de tiempo de x2 a x3 (que
en general puede ser tambien funcion de t2). La normalizacion de la probabilidad nos dice
que A (x2) =
R
W (x3jx2) dx3.
Sustituyendo la forma de P (x3; t2 + tjx2; t2) en la ec. (2.1.9), reordenando los termi-
nos con t de un lado de la igualdad, dividiendo por t y tomando el lmite t ! 0
obtenemos la ecuacion maestra [278, 129, 88]:
@
@t
P (x; tjx0; t0) =
Z  
W
 
xjx0P  x0; t0jx0; t0 W  x0jxP (x; tjx0; t0) dx0 (2.1.12)
La ecuacion maestra es una forma diferencial de la ecuacion de Chapman-Kolmogorov.
Es una ecuacion para la transicion de probabilidad P (x; tjx0; t0), mas adecuada para
manipulaciones matematicas que la de Chapman-Kolmogorov, y tiene una interpretacion
fsica directa como una ecuacion de balance (la variacion temporal en la probabilidad
es la diferencia entre el ujo de probabilidad entrante y el saliente). Al mismo tiempo
W (xjx0) t es la probabilidad de transicion durante un tiempo corto t. Esta probabilidad
puede estimarse mediante metodos aproximados, por ejemplo la teora de perturbaciones
dependiente del tiempo (la llamada \regla de oro de Fermi").
2.1.1.2 Ecuacion de Langevin
El movimiento browniano es uno de los ejemplos fsicos mas antiguo y mejor cono-
cido de un proceso de Markov. Daremos una descripcion cuantitativa simple del mismo.
Comenzaremos escribiendo la segunda ley de Newton:
m _v = F (t) + f(t); (2.1.13)
donde m es la masa de la partcula browniana, v es su velocidad, F (t) es la fuerza debido
a algun campo externo, y f(t) es la fuerza producida por la colision de las partculas
del uido que rodean a la partcula browniana. Debido a las uctuaciones rapidas en v,
tenemos dos efectos. Por un lado uno sistematico, un tipo de friccion que tiende a ralentizar
la partcula, y por el otro una contribucion aleatoria debido a las colisiones aleatorias de
las partculas del uido. Si la masa de la partcula browniana es mucho mayor que la masa
de las del uido (lo cual implica que el uido se relaja mas rapidamente que la partcula
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browniana, permitiendonos suponer que el entorno esta siempre en equilibrio), podemos
escribir:
1
m
f(t) =  v + (t): (2.1.14)
Siendo  el coeciente de friccion, y el signo negativo en el primer termino del lado derecho
indica que esta contribucion siempre se opone al desplazamiento. El segundo termino
corresponde a la contribucion estocastica, ya que separamos la contribucion sistematica en
el primer termino. Es por ello que esta contribucion estocastica se promedia a cero: h(t)i =
0, donde el promedio se hace sobre un ensamble de partculas brownianas no interactuantes.
Para poder denir la llamada fuerza de Langevin (o ruido blanco) se requiere que el ruido
sea descorrelacionado en el tiempo:
h(t)(t0)i = D(t  t0); (2.1.15)
donde (t) es la distribucion delta de Dirac. Una sutileza es que, si bien no necesitamos
los momentos de ordenes superiores para los calculos siguientes, para caracterizar com-
pletamente la fuerza aleatoria (el ruido), necesitaramos denir la jerarqua de momentos
completa [129].
Con las consideraciones hechas anteriormente, y considerando el caso de campo externo
nulo (i.e. F (t) = 0), la ec. (2.1.13) toma la siguiente forma:
_v =  v + (t); (2.1.16)
que es conocida como ecuacion de Langevin. Este es un ejemplo simple de una ecuacion
diferencial estocastica, es decir una ecuacion diferencial donde los coecientes son fun-
ciones aleatorias con propiedades estadsticas conocidas). Por lo tanto v(t) es un proceso
estocastico, con una determinada condicion inicial. En la proxima seccion estudiaremos
una ecuacion relacionada con la ecuacion de Langevin: la ecuacion de Fokker-Planck
2.1.1.3 Ecuacion de Fokker-Planck
Retomemos la ecuacion maestra 2.1.12. Asumamos que x es una variable continua, y
que sus cambios corresponden a peque~nos saltos (o variaciones). En este caso es posible
derivar una ecuacion diferencial en derivadas parciales a partir de la ecuacion maestra.
La probabilidad de transicion W (xjx0) va a decaer muy rapido como funcion de jx  x0j.
Podemos escribir entonces W (xjx0) = W (x0; ), donde  = x  x0 corresponde al tama~no
del salto. La ecuacion maestra toma la forma:
@
@t
P (x; tjx0; t0) =
Z
W (x  ; )P (x  ; tjx0; t0) d
  P (x; tjx0; t0)
Z
W (x; ) d: (2.1.17)
Siguiendo las hipotesis de peque~nos saltos y el argumento adicional de que P vara
lentamente con x, podemos hacer una expansion de Taylor en . Luego de un poco de
algebra obtenemos la \expansion de Kramers-Moyal" de la ecuacion maestra [278]:
@
@t
P (x; tjx0; t0) =
1X
i=1
( 1)i
i!
@i
@xi
(i(x)P (x; tjx0; t0)) ; (2.1.18)
con i(x) =
R
iW (x; )d. Hasta este punto no obtuvimos ningun resultado nuevo. Sin
embargo, existen situaciones en las cuales, para i > 2, los i son cero o muy cercanos a
cero. Si ese es el caso, obtenemos la ecuacion de Fokker-Planck [278]:
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@
@t
P (x; tjx0; t0) =   @
@x
(1(x)P (x; tjx0; t0))
+
1
2
@2
@x2
(2(x)P (x; tjx0; t0)) : (2.1.19)
Miremos un ejemplo que nos va a ser util despues, el proceso de Ornstein-Uhlenbeck.
En el mismo tenemos 1(x) = x y 2(x) = D, con lo cual la ecuacion de Fokker-Planck
resulta ser:
@
@t
P (x; tjx0; t0) =   @
@x
(xP (x; tjx0; t0)) + D
2
@2
@x2
(P (x; tjx0; t0)) : (2.1.20)
La ecuacion 2.1.19 corresponde a una ecuacion de Fokker-Planck no lineal (debido a
la dependencia de 1(x) y 2(x) con x), que sale del hecho de truncar arbitrariamente la
expansion de Kramers-Moyal a orden 2. Peor aun, no es una expansion sistematica de la
ecuacion maestra. Sin embargo, existe un procedimiento sistematico desarollado por van
Kampen para expandir la ecuacion maestra de manera controlada, llamada \system size
expansion" en ingles [279].
2.1.1.4 Relacion entre las ecuaciones de Langevin y Fokker-Planck
Presentaremos en esta seccion, de una manera no del todo formal, una relacion entre
una ecuacion diferencial estocastica del tipo de Langevin, y la ecuacion de Fokker-Planck.
Comenzaremos escribiendo la ecuacion diferencial estocastica en una dimension:
_x(t) =
dx(t)
dt
= f (x(t); t) + g (x(t); t) (t); (2.1.21)
donde (t) es un ruido blanco que satisface
h(t)i = 0 y 
(t)(t0) = (t  t0): (2.1.22)
En este caso consideramos D = 1. Haremos la suposicion usual de que el proceso es
Gaussiano, con lo cual todas sus caractersticas dependeran del primer y segundo momento
(media y varianza). Sin embargo, (t) no es un proceso estocastico bien denido. En cierta
forma, puede considerarse a este como una derivada del proceso de Wiener, aunque esta
derivada no exista. Podemos ahondar en este aspecto, y de paso formalizar un poco lo que
se entiende por ruido blanco, usando las ideas de Gillespie [98].
Comencemos recalcando que x es una variable aleatoria cuya funcion densidad de
probabilidad depende del tiempo t; entonces si t1 y t2 son diferentes instantes de tiempo,
entonces x(t1) y x(t2) son en general diferentes variables aleatorias. Diremos que x(t) es
un proceso de Markov continuo si y solo si se satisfacen las siguientes condiciones:
(i) El incremento de x desde un tiempo cualquiera t a un tiempo posterior innitesi-
malmente alejado t+ t depende solo de t, t y el valor de x al tiempo t. Entonces
podemos denir el incremento condicional en x como:
(t;x; t) := x(t+ t)  x(t); (2.1.23)
dado que x(t) = x.
(ii) La variable aleatoria (t;x; t) depende de manera suave de sus tres variables.
(iii) x es continua en el sentido de que (t;x; t)! 0 cuando t! 0 para todo x y t.
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A partir de estas tres condiciones existe un teorema que dene bien la forma analtica que
debe tener la funcion (t;x; t). Entonces para x(t) un proceso de Markov continuo, debe
ocurrir:
(t;x; t) = f(x; t)t+
p
G(x; t)N(t)
p
t: (2.1.24)
Aqu f(x; t) y G(x; t) pueden ser dos funciones arbitrarias de sus argumentos, siempre
y cuando sean suaves, y G(x; t) > 0. Ademas N(t) es una variable aleatoria normal no
correlacionada temporalmente, es decir N(t) = N(0; 1), con N(0; 1) descripta por una
funcion densidad de probabilidad gaussiana de media cero y desviacion estandar uno, y
N(t) no esta correlacionada con N(t0) si t 6= t0. La raz cuadrada en t proviene del hecho
de que cuando uno suma variables aleatorias gaussianas independientes uno debe sumar
las varianzas y no las desviaciones estandar.
Podemos escribir una ecuacion incremental para la variable x(t) si recordamos las
ecuaciones 2.1.23 y 2.1.24. Dejando x(t+ t) del lado izquierdo de la ecuacion obtenemos:
x(t+ t) = x(t) + f(x(t); t)t+
p
G(x(t); t)N(t)
p
t: (2.1.25)
En este contexto, f(x; t) es llamada funcion de arrastre, y G(x; t) es llamada funcion de
difusion.
Uno podra verse tentado a despreciar el termino de orden t en la ecuacion 2.1.25
respecto del de orden
p
t, dado que para incrementos temporales muy chicos t pt. Sin
embargo estara cometiendo un error, dado que el termino de orden
p
t esta multiplicado
por la variable aleatoria N(t), que tiene igual probabilidad de ser positiva o negativa, lo
cual disminuye fuertemente el efecto de este termino en la actualizacion de x(t) sobre una
sucesion de muchos incrementos. Los efectos de largo alcance del termino mas debil (pero
\persistente") de orden t y del mas fuerte (pero \erratico") de orden
p
t son comparables
si las magnitudes de las funciones f(x; t) y G(x; t) son comparables.
Para poder denir una derivada temporal del proceso x(t) deberamos denir un nue-
vo calculo diferencial, el de Ito^ [121]. Para evitar entrar en tanto formalismo matematico,
vamos a dar por sentado que se puede derivar la ecuacion 2.1.25 de una manera usual,
haciendo el cociente incremental de la variable (aleatoria) x(t). Para hacer esto resta-
mos x(t) a ambos miembros y dividimos todo por t. Entonces el termino que involucra
la variable aleatoria resultara
p
G(x(t); t)N(t) (t) 
1
2 . Y dado que multiplicar una varia-
ble normal por un numero positivo afecta la varianza de la misma, este termino resultap
G(x(t); t)N

0; (t) 1

. Luego podemos denir el ruido blanco gaussiano (t) como el
lmite:
(t) := lm
t!0
N

0; (t) 1

: (2.1.26)
Entonces queda formalmente denida la ecuacion de Langevin en su forma diferencial,
tal cual gura en la ecuacion 2.1.21. Solo hay que renombrar, para unicar notacion,
g(x; t) =
p
G(x; t). Entonces, nos mantendremos en la prescripcion de Ito^1.
En contraposicion al ruido blanco, existe el ruido coloreado, cuya caracterstica es que
es un proceso estocastico con una cierta correlacion temporal, i.e. h(t)(t0)i 6= (t  t0).
Como x(t) es un proceso de Markov, esta bien denido si podemos determinar la
distribucion de probabilidad P1(x; t) y la probabilidad de transicion P (x; tjx0; t0), con
t > t0. Podemos obtener una ecuacion de Fokker-Planck para esta ultima probabilidad,
1Existe otra prescripcion para las derivadas estocasticas, la de Stratonovich, que consiste en evaluar
g (x(t); t) (t) en un tiempo t = t+ t
2
.
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que resulta ser:
@
@t
P
 
x; tjx0; t0 =   @
@x
 
f(x; t)P
 
x; tjx0; t0 +1
2
@2
@x2
 
g(x; t)2P
 
x; tjx0; t0 ; (2.1.27)
siendo f(x; t) y g(x; t) las funciones presentes en la ecuacion 2.1.21.
2.1.2 Integrales de Caminos
La tecnica de integral de caminos demostro ser una herramienta muy poderosa en
varias areas de la fsica, tanto a nivel conceptual como computacional. Proporciona una
ruta alternativa para la derivacion de expansiones perturbativas as como un excelente
marco para el analisis no perturbativo.
Desde un punto de vista historico, fue en el contexto de los procesos estocasticos
donde fueron discutidas las integrales de caminos por primera vez por Wiener. Introdujo
un enfoque basado en suma sobre trayectorias, anticipando por dos decadas el trabajo de
Feynmann sobre integrales de caminos. Luego Onsager y Machlup las aplicaron a algunos
procesos Markovianos fuera del equilibrio para describir procesos difusivos [278].
Una manera de obtener la integral de caminos para un proceso de Wiener consiste en
usar la ecuacion de Chapman-Kolmogorov, ec. (2.1.9), de forma iterada para particionar
un intervalo temporal [t0; tf ] en N pasos: t0 < t1 < : : : < tf , con tj = t0 + j
tf t0
N . La
ecuacion resultante es:
P (xf ; tf jx0; t0) =
Z 1
1
: : :
Z 1
1
dx1 : : : dxN 1P (xf ; tf jxN 1; tN 1) : : : P (x1; t1jx0; t0) :
(2.1.28)
Podemos obtener la integral de caminos usando el siguiente razonamiento. La proba-
bilidad de que a un dado tiempo t, el proceso tome un valor entre A y B es:Z B
A
dxP (x; tjx0; t0) : (2.1.29)
Considerando la ec. (2.1.28), y viendo la gura 2.1, la probabilidad de que a lo largo
de cada tiempo tj la trayectoria tome valores entre Aj y Bj alcanzando el extremo xf a
tiempo tf es:
P (xf ; tf jx0; t0) =
Z B1
A1
: : :
Z BN 1
AN 1
dx1 : : : dxN 1P (xf ; tf jxN 1; tN 1) : : : P (x1; t1jx0; t0) :
(2.1.30)
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Figura 2.1. Trayectoria de una partcula Browniana empezando en el origen y pasando
a traves de las puertas Aj Bj en los tiempos tj , j = 1; : : : ; N .
Tomando el numero de particiones temporales N en el lmite innito, a la vez que se
toma el lmite de ancho de ventana Bj  Aj yendo a cero, uno puede denir la trayectoria
cada vez con mas y mas precision. En el caso del proceso de Wiener, la trayectoria resul-
tante es continua, con lo cual la ec. (2.1.28) puede interpretarse como una integral sobre
todos los posibles caminos que puede tomar la partcula entre los puntos inicial y nal.
Para el proceso de Wiener W (), la probabilidad de transicion permite denir una medida
de integracion, que representa la probabilidad de una partcula de seguir una determinada
trayectoria:
D [W ()] := exp
(
  1
4D
Z t
t0
d

dW
d
2) =tfY
=t0
dWp
4Dd
: (2.1.31)
Habamos visto antes que podamos denir al ruido blanco (t) como la derivada, en
un marco matematico particular, del proceso de Wiener, con lo cual dW (t) = (t)dt.
Podemos entonces, con un razonamiento similar, encontrar la expresion de la integral
de caminos para la ecuacion de Langevin general, ec. (2.1.21). El resultado para un proceso
de Markov que inicia en el punto x0 a tiempo t0 y naliza en x a tiempo t es:
P (x; tjx0; t0) =
Z
D[x(t)] exp

  1
D
Z t
t0
dsL[x(s); _x(s)]

; (2.1.32)
donde
L[x(s); _x(s)] = 1
4g(x(s))2
( _x(s)  f(x(s)))2 (2.1.33)
es el Lagrangiano estocastico, o funcional de Onsager-Machlup. Es clara la identicacion
de la integral del Lagrangiano en el tiempo en la ec. (2.1.32) con la accion. Entonces
podemos denir la accion estocastica como:
S[x(t)] =
Z t
t0
dsL[x(s); _x(s)]: (2.1.34)
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Es para resaltar entonces que la expresion (2.1.32) es la solucion del problema plantea-
do por la ecuacion de Langevin (2.1.21) y la ecuacion de Fokker-Planck asociada (2.1.27).
A partir de la expresion (2.1.32), podemos resolver esta integral de caminos usando
todas las metodologas conocidas en fsica. En particular, la utilizada en esta tesis es la
aproximacion de punto silla. Consiste en expandir la accion estocastica hasta segundo
orden alrededor de una trayectoria de referencia. Dicha trayectoria es la que maximiza
la accion, con lo cual resulta la mas probable (tambien llamada clasica, en el sentido de
que es la trayectoria que resultara de un movimiento sin uctuaciones). Esta trayectoria
se obtiene de resolver la ecuacion de Euler-Lagrange para la accion correspondiente al
problema bajo estudio.
La solucion para la ecuacion de Fokker-Planck (2.1.27), dentro de la aproximacion de
punto silla puede escribirse como [278]:
P (xf ; tf jx0; t0) =

2D

@xr(tf )
@ _xr(t0)
 1=2
exp ( S [xr(t)] =D) ; (2.1.35)
donde xr(t) es el camino mas probable, solucion de la ecuacion de Euler-Lagrange: S[xr(t)] =
0. Esta solucion toma en cuenta la probabilidad para la trayectoria mas probable y las des-
viaciones gaussianas alrededor del mismo. En el caso de tener un Lagrangiano cuadratico
en x y _x, este resultado es la solucion exacta.
Existe otra representacion que va a ser importante para el presente trabajo, que es
la integral de caminos en el espacio de fases (x; p), donde p es el operador conjugado a
x, i p^ = @@x , tal cual se dene en mecanica cuantica. Al igual que en el caso cuantico, las
autofunciones de este operador son exponenciales imaginarias 1p
s
exp(ipx). Para el caso
de la ec. de Fokker-Planck (2.1.27) con g(x; t) = 1, esta representacion resulta ser:
P (x; tjx0; t0) =
Z
D[x(t)]D[p(t)] exp

 S[x; p]
D

; (2.1.36)
con
S[x; p] =
Z
dsfip(s) _x(s) H(x(s); p(s))g: (2.1.37)
Denimos la funcion H(x(s); p(s)) como:
H(x(s); p(s)) =  ip(s)f(x(s))  (ip(s))2: (2.1.38)
A continuacion mencionaremos el modelo estocastico de neurona utilizado, y su solu-
cion utilizando la tecnica de integrales de caminos.
2.2 Modelo de Hodgkin-Huxley estocastico
Un posible enfoque para entender como es transportada la informacion a traves de
la corteza cerebral es investigar primero las caractersticas de las entradas y salidas de
las neuronas. El potencial de membrana es la diferencia de potencial electrico entre el
interior y el exterior de la celula, donde esta localizado el uido extracelular. El potencial
de reposo nos habla de la diferencia de potencial entre el exterior e interior de la neurona
cuando la neurona no esta disparando potenciales de accion. El voltaje en la membrana
depende de las corrientes a traves de una cantidad diversa de canales ionicos, muchos de
los cuales tienen dinamicas dependientes del voltaje de manera no lineal [122, 123, 124,
160, 125]. La forma de las dinamicas de las familias de canales ionicos mas comunes han
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sido bien caracterizadas [123, 103], pero los parametros de la cinetica varan de acuerdo
a la neurona donde los canales estan localizados. Un potencial de accion ocurre cuando
la neurona enva informacion hacia el axon, alejandola del soma como una explosion de
actividad electrica que es creada por una corriente despolarizante. Al nivel de una unica
neurona los registros neurosiologicos permiten medir de manera muy precisa el potencial
de membrana mostrando que las neuronas poseen comportamientos dinamicos muy ricos,
incluyendo descargas rtmicas y generacion de secuencias con patrones denidos [125, 105,
151, 138]. Estas dinamicas surgen de propiedades intrnsecas de las neuronas individuales
y de las conexiones entre ellas dentro de redes. Es decir, dentro de este marco, las neuronas
se comportan como osciladores no lineales [46].
El metodo de integrales de caminos nos proporciona una manera de estimar estados no
medidos directamente y parametros condicionados en las mediciones de un subconjunto
de las variables que describen el problema bajo estudio. Mas aun, este metodo es exacto,
siendo una expresion analtica exacta de la transferencia de informacion en cada medida,
proviniente de identidades que abarcan probabilidades condicionales, por ejemplo la ecua-
cion de Chapman-Kolmogorov [91, 278]. Tiene la ventaja de combinar la incertidumbre
local acerca de las transiciones entre estados con la trayectoria global del sistema. Esto
proporciona una representacion de la ecuacion de Fokker-Planck para la probabilidad de
distribucion condicionada al punto inicial de la trayectoria. Como tal, proporciona una
perspectiva global de la solucion al problema estocastico bajo estudio, y permite ir mas
alla del punto de vista local de otras metodologas [91, 278, 280, 126, 127]. La integral
de caminos tambien toma en consideracion las trayectorias de un sistema estocastico a
traves del espacio de fases a medida que son inuenciadas por las observaciones. Entonces,
dentro de este marco, debemos enfocarnos primero en la formulacion de las preguntas que
queremos responder usando estas integrales, para luego preocuparnos por resolver dichas
integrales de alguna manera, exacta o aproximada. Representa entonces una ventaja en el
sentido de que tenemos bien diferenciada la parte de la solucion al problema, expresada
en terminos de integrales de caminos, de la parte de resolucion de dichas integrales. Las
ecuaciones diferenciales estocasticas pueden usarse para modelar el fenomeno de disparo
neuronal [58]. Lo destacable es ademas, que cualquier sistema estocastico o determinstico
puede expresarse en terminos de integrales de caminos, lo que proporciona una herramien-
ta conveniente para calcular cantidades importantes como las probabilidades de transicion
entre estados [91, 278, 280, 126, 127, 58].
Las ecuaciones de Hodgkin y Huxley (HH) permiten explicar como son generados los
potenciales de accion a traves de la excitacion electrica de las membranas neuronales [181,
114, 183, 184, 175]. La metodologa de integrales de caminos puede proporcionar un enfo-
que alternativo para determinar la solucion analtica del potencial de membrana cuando
consideramos las ecuaciones de HH estocasticas. En esta seccion consideramos la solucion
de integrales de caminos de las ecuaciones de HH afectadas por un ruido no-Gaussiano
coloreado. Desarrollamos una formulacion de integrales de caminos para caracterizar los
diferentes estados de una neurona como un sistema dinamico considerando ruido colorea-
do y no-Gaussiano. Esto permitira tomar en cuenta los posibles efectos de la actividad
electrica de fondo cercana a la celula, que puede ser correlacionada y retroalimentada con
la misma actividad de la neurona bajo estudio. Este ruido tambien podra tomar en cuen-
ta el acoplamiento ephaptico entre las celulas [14], que afectan el funcionamiento de las
neuronas individuales y las asambleas de neuronas bajo diferentes condiciones siologicas.
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Para poder hacerlo consideraremos un ruido q-Gaussiano, y usaremos el metodo desarro-
llado por Wio et al. [91] y la aproximacion de punto silla, ec. (2.1.35), para resolver esta
ecuacion estocastica de HH. Esto nos permitira investigar la dinamica subyacente a la
neurona, en particular durante el inicio del potencial de accion de la neurona.
2.2.1 Iniciacion del potencial de accion
Las acciones de los individuos a menudo son altamente idiosincrasicas. Las races de
esta imprevisibilidad son evidentes en todos los niveles del cerebro, el organo responsable
del comportamiento. Al medir canales ionicos individuales a traves de patch clamping [239],
registrar el potencial electrico desde el interior o desde las neuronas externas o medir el
potencial de campo local (LFP) a traves de electrodos de EEG en el craneo, se encuentran
picos de se~nal que se mueven hacia arriba y hacia abajo irregularmente, montados encima
de uctuaciones mas lentas. Las primeras son consecuencias de varias fuentes de ruido.
Con mucho, el mas grande es el ruido sinaptico. Las sinapsis no son ecientes: la liberacion
de neurotransmisores puede ocurrir con tan poca frecuencia como una de cada diez veces
que un potencial de accion invade el terminal presinaptico. Esto debe contrastarse con
la conabilidad de los transistores en circuitos integrados de silicio, cuya probabilidad de
conmutacion es muy cercana a la unidad. Esta alta variabilidad, junto con la naturaleza
del proceso post-sinaptico, que causa un aumento en la conductancia de la membrana
electrica, lleva a lo que Rudolph y Destexhe denominan \estados de alta conductancia"
durante el procesamiento activo en un animal intacto, en el que la conductancia total
de la neurona esta dominada por la gran cantidad de entradas excitatorias e inhibitorias
que inciden en la neurona [236]. Podemos concluir que la medicion del ruido sinaptico
permite ver la actividad de la red a traves de la medicion intracelular de una sola celula.
Las redes corticales estan impulsadas principalmente por las uctuaciones internas de
inhibicion en lugar de la entrada excitatoria: los picos estan precedidos por una reduccion
momentanea de la inhibicion en lugar de por un aumento en la excitacion. Considerando
la asombrosa complejidad de la corteza con sus cien o mas tipos de celulas distintas,
el modelado detallado de sus interacciones sera clave para su comprension. Un elemento
central de este modelo son las dinamicas del potencial de membrana en las celulas nerviosas
individuales [236].
B. Naundorf et al. describieron, en un artculo del 2006 [190], una correlacion negativa
entre la variabilidad del potencial de inicio en el que se produce un potencial de accion
(el intervalo de inicio) y la rapidez de la iniciacion del potencial de accion (la rapidez de
inicio). Esta correlacion se demostro en simulaciones numericas del modelo de Hodgkin-
Huxley. Debido a este antagonismo, se argumenta que los modelos de tipo Hodgkin-Huxley
no pueden explicar el inicio de potencial de accion observado en neuronas corticales in vivo
o in vitro. Aqu aplicamos un metodo de la fsica teorica para derivar una caracterizacion
analtica de este problema. Calculamos analticamente la distribucion de probabilidad de
los potenciales de inicio y derivamos analticamente la relacion inversa entre el intervalo
de inicio y la rapidez de inicio. Encontramos que la relacion entre el lapso de inicio y la
rapidez de inicio depende del nivel de actividad sinaptica de fondo. Por lo tanto, somos
capaces de dilucidar las regiones del espacio de parametros para las cuales el modelo
de Hodgkin-Huxley estocastico puede describir con precision el comportamiento de este
sistema.
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2.2.2 Modelo
Consideremos primero el modelo biofsico para el potencial de membrana celular V de
una seccion de una neurona espacialmente homogenea. En ese caso, el modelo de HH es
[181, 114]:
Cm
dV
dt
=  INa   IK   IM   gL(V   EL)  1
A
Isin (2.2.1)
donde
INa = gNaPNa(V; t)(V   ENa);
IK = gKPK(V; t)(V   EK);
IM = gMPM (V; t)(V   EM ):
Aqu Cm es la capacitancia de la membrana, gX es la conductancia maxima de los
canales de tipo X, PX es la probabilidad de que un canal de tipo X este abierto, EX es
el potencial de inversion del canal de tipo X y los subndices Na, K y M se reeren a
los canales de sodio, potasio y potasio tipo M respectivamente. Se incluye una corriente
de fuga con conductancia gL y potencial de inversion EL. A es el area de la membrana,
mientras Isin es la corriente resultante de la actividad sinaptica de fondo. Este modelo es
capaz de generar potenciales de accion. La actividad de fondo en este caso es modelada
como un ruido no-Gaussiano coloreado, para tomar en cuenta el acoplamiento ephaptico
debido a los cambios en el campo electrico circundante, que pueden afectar la actividad
de la celula, a traves de una fuente de ruido con una cierta correlacion temporal.
Estamos interesados en la iniciacion del potencial de accion, entonces solo necesitamos
considerar los canales de sodio. Puesto que la dinamica de los canales de potasio es mucho
mas lenta, podemos considerarlos constantes al comienzo. Mas aun, cerca del umbral de
disparo dado por xu  10mV , la probabilidad de que un canal de sodio este abierto
depende solo del voltaje de membrana V . Esta probabilidad se mide tradicionalmente
usando la curva de activacion, donde PNa(V; t) = PNa(V ). Bajo estas suposiciones, la
ec. (2.2.1) se reduce a:
Cm
dV
dt
=  gNaPNa(V )(V   ENa)  (gK + gM )(V   EK)
 gL(V   EL)  1
A
Isin: (2.2.2)
El inicio del potencial de accion ocurre cuando V alcanza V , donde V  es un equilibrio
inestable de la ec. (2.2.2) en ausencia de ruido. Debajo de V  el potencial de membrana
se relaja hasta su potencial de reposo, mientras que por encima de V  un potencial de
accion puede ocurrir. Para estudiar la dinamica cerca del inicio, escribimos V = V  + x,
y expandimos la ec. (2.2.2) a primer orden en x, obteniendo:
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dx
dt
= ax+ (t);
a =   1
Cm
(gNa
dPNa(V
)
dV
(V    ENa) + gNaPNa(V )
+(gK + gM + gL));
(t) =   1
ACm
Isin(V
):
Consideraremos que un potencial de accion es disparado cuando el potencial de mem-
brana V alcanza el valor V  + xu. Entonces la neurona dispara cuando x(T ) = xu, con
T el tiempo de disparo [59]. Con estas consideraciones, el modelo se convierte en uno
equivalente al modelo Integrate and Fire con una corriente estocastica [65].
Con las suposiciones realizadas, el parametro a (que es la rapidez de inicio) es inde-
pendiente del tiempo. Entonces, si consideramos un ruido no-Gaussiano coloreado [91], el
problema a resolver resulta:
_x = a x+ (t); (2.2.3)
_ =  1

dVq()
d
+
1

(t); (2.2.4)
donde (t) es un ruido blanco Gaussiano con media cero y correlacion h(t)(t0)i =
2D(t  t0). Vq() esta dada por:
Vq() =
D
(q   1) ln

1 +

D
(q   1)
2
2

:
Sin entrar en detalles acerca del ruido , el mismo tiene, para q 2 (1; 3), una distri-
bucion estacionaria del tipo exponencial de Tsallis. Para una descripcion detallada del
proceso ver Ref. [91].
Podemos hacer una aproximacion, valida para jq   1j  1 [280]. El enfoque consiste
en modicar la ec. (2.2.4) de la siguiente forma:
1

dVq()
d
=



1 +
(q   1)2
2D
 1




1 +
(q   1)h2i
2D
 1
 a(q; ); (2.2.5)
dado que h2i = 2D(5 3 q) . En esta ecuacion, a(q; ) = 5 3 q 2(2 q) . Luego de realizada esta
aproximacion, debemos resolver:
_x = a x+ (t); (2.2.6)
_ =  a(q; ) + 1

(t): (2.2.7)
Este es una especie de proceso de Ornstein-Uhlenbeck (OU) \renormalizado". Re-
marquemos que la representacion de integral de caminos en el espacio de fases para la
probabilidad de transicion de un proceso de OU fue obtenida previamente en [281]. Para
q = 1 recobramos el proceso OU comun [91].
2.2.3 Enfoque de integral de caminos
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En lo que sigue usaremos la \aproximacion de ruido de color unicada"(UCNA)[126,
127]. Este es un procedimiento de eliminacion adiabatica [281], que consiste en igualar
a cero todos los terminos x y _xn con 2  n. Este resultado puede obtenerse de dos
maneras: (a) aplicando un procedimiento directo de eliminacion adiabatica al sistema de
Langevin dado por las ecs. (2.2.6) y (2.2.7). Esto es, tomar las derivadas de la ec. (2.2.6)
con respecto a t y hacer x = 0. (b) Uno formal, a traves de la aplicacion del formalismo de
integral de caminos a las ecuaciones de Langevin no Markovianas previamente indicadas,
que proporciona un esquema de aproximacion Markoviano consistente. Seguiremos esta
segunda alternativa, pues tiene la ventaja de que conocemos exactamente que terminos de
la dinamica son ignorados [91, 278]. La ecuacion de Fokker-Planck (FPE) asociada a las
ecs. (2.2.6) y (2.2.7) es:
@Pq
@t
=   @
@x
((ax+ )Pq) +
@
@
(a(q; )Pq) +
D
2
@2Pq
@2
: (2.2.8)
Ya que la matriz de difusion es singular, podemos extender el numero de variables
(agregando las variables canonicas conjugadas a x(t) -px(t)- y (t) -p(t)-) y escribir la re-
presentacion de integral de caminos en el espacio de fases para la probabilidad de transicion
correspondiente a la FPE:
Pq =
Z x(T )=xu;=u
x(0)=0;=0
D [x(t)]D [px(t)]D [(t)]D [p(t)] eSq;1 ; (2.2.9)
Sq;1 es la accion estocastica dada por:
Sq;1 =
Z T
0
ds(ipx(s) [ _x(s)  ax(s)  (s)]
+ip(s)[ _(s) + a(q; )
+
D
2
(ip(s))
2]): (2.2.10)
La integracion sobre p(s) es Gaussiana, resultando:
Pq =
Z x(T )=xu;=u
x(0)=0;=0
D [x(t)]D [(t)]D [px(t)] eSq;2 (2.2.11)
en la cual Sq;2 es:
Sq;2 =
Z T
0
ds(ipx(s) [ _x(s)  ax(s)  (s)] +
2
4D
Z T
0
ds
0
[ _(s) + a(q; )(s)](s  s0)h
_(s
0
) + a(q; )(s
0
)
i
): (2.2.12)
La integracion sobre px(s) arroja como resultado:
Pq =
Z x(T )=xu;=u
x(0)=0;=0
D [x(t)]D [(t)] ^ [ _x(s)  ax(s)  (s)] eSq;3 (2.2.13)
con
Sq;3 =
Z T
0
ds
2
4D
( _(s) + a(q; )(s))2 ; (2.2.14)
y ^ [ _x(s)  ax(s)  (s)] signica que, en cada instante de tiempo, tenemos
(s) = _x(s)  ax(s): (2.2.15)
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La integral sobre (s) solo corresponde a reemplazar (s) por _x(s)  ax(s) y _(s) por
x(s) a _x(s). La accion estocastica resultante corresponde a una descripcion no Markoviana
pues involucra a x(s). Efectuando la eliminacion adiabatica, lo que implica despreciar el
termino x(s), obtenemos:
_(s) + a(q; )(s)  (a(q; )  a) _x(s)  a(q; ) a x(s): (2.2.16)
El resultado nal para la probabilidad de transicion es:
Pq =
Z x(T )=xu;=u
x(0)=0;=0
D [x(t)] eS (2.2.17)
con
S = 1
4D
Z T
0
ds

_x
g
  f
g
x
2
: (2.2.18)
Por simplicidad de notacion escribiremos f = a 11  a
a(q;)
y g = 1a(q;)(1  a
a(q;)
) .
Basados en las suposiciones previas, en la siguiente subseccion presentaremos la solu-
cion de integral de caminos para la ecuacion de HH como la probabilidad de transicion
Pq(xu; T j0; 0), cuando consideramos un ruido no Gaussiano coloreado q. Mas alla de que el
formalismo es desarrollado usando un enfoque puramente analtico, puede ser usado para
describir las propiedades emergentes de sistemas de neuronas. Es importante resaltar que
el resultado obtenido es una solucion aproximada al problema original especicado en las
ecs. (2.2.3) y (2.2.4). Esto se debe a las siguientes aproximaciones: una realizada en la
ec. (2.2.5), valida para jq   1j  1, y la otra que corresponde a la eliminacion adiabatica
realizada en la ec. (2.2.16).
2.2.4 Resultados y Conclusiones
Uno puede proporcionar una solucion exacta a la integral de caminos presentada en la
ec. (2.2.17) [278], y el resultado para la probabilidad de transicion Pq(xu; T j0; 0) es:
Pq(xu; T j0; 0) =

2D

@xr(T )
@ _xr(0)
 1=2
exp (S [xr(t)]) ; (2.2.19)
donde xr(t) es un camino de referencia (la trayectoria clasica, o mas probable, que
minimiza la accion: S[xr(t)] = 0). Estas soluciones toman en cuenta la probabilidad para
la trayectoria mas probable y las desviaciones Gaussianas alrededor de la misma.
El Lagrangiano asociado a este problema es:
L[x; _x; t] =
1
4Dg2
( _x  f x)2 ; (2.2.20)
con lo cual la solucion \clasica" con las condiciones de contorno x(0) = 0 y x(T ) = xu
es:
xc(t) = xu
sinh(f t)
sinh(f T )
: (2.2.21)
Reemplazando en la ec. (2.2.19) obtenemos:
Pq(xu; T j0; 0) =

2D
f
sinh(fT )
 1=2
exp
"
e 2fT   1
8Df

xuf
g sinh(fT )
2#
: (2.2.22)
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Es necesario remarcar que, en el lmite q ! 1 y  ! 0, obtenemos f ! a y g ! 1.
Recuperamos en este caso, el resultado obtenido por Colwell et al. [59] para el ruido blanco
Gaussiano:
P1(xu; T j0; 0) =

2D
a
sinh(aT )
 1=2
exp
"
e 2aT   1
8Da

xua
sinh(aT )
2#
: (2.2.23)
En lo que sigue consideraremos el problema de tiempo de primer pasaje para obtener
algunas cantidades relevantes [278]. Consideremos trayectorias x(t) sujetas a las condicio-
nes de contorno x(0) = 0 y x(T ) = xu, donde T es el tiempo en el cual se alcanza el
umbral de voltaje. Existe una distribucion de tiempos T en los cuales la condicion umbral
puede alcanzarse. Mas aun, para un dado T , hay una distribucion de voltajes x(T ) que
la trayectoria puede alcanzar en ese tiempo. Esta distribucion esta caracterizada por una
media x(T ), as como por una varianza x(T )2. La varianza total del umbral de voltaje
esta dada por:
S2v =
Z
P (T )x(T )2dT  
Z
P (T )x(T )dT
2
+
Z
P (T )E[x(T )2]dT (2.2.24)
donde P (T ) es la probabilidad de que el umbral de voltaje ocurra a tiempo T , y E[]
denota la esperanza. Los primeros dos terminos de la ec. (2.2.24) constituyen la varianza
de los valores medios x(T ) que se debe al rango de tiempos T a los cuales se cumple la
condicion umbral. El intervalo de inicio Sv mide la variabilidad del umbral de voltaje para
la iniciacion del potencial de accion [59]. Para cada tiempo T , el termino nal suma la
varianza de voltajes x(T ) capaces de ser alcanzados, alrededor del valor medio x(T ). La
ec. (2.2.24) relaciona el intervalo de inicio Sv con el coeciente de difusion D, el voltaje
umbral xu y la rapidez de inicio a.
Dado que en nuestro modelo el umbral esta jo en el valor xu, los primeros dos terminos
son nulos, dado que los valores medios x(T ) son todos iguales al umbral xu, y es solo el
ultimo termino el que sobrevive, con lo cual el intervalo de inicio es creciente con la rapidez
de inicio (parametro a en nuestro modelo).
El calculo del ultimo termino en la ec. (2.2.24) es similar al realizado en [59], y para
nuestro modelo da como resultado:
E[x(T )2] =
2Df2
T  a2a(q; )2
1X
n=0
1
2
T 2
(n+ 12)
2 + f2
: (2.2.25)
El graco del intervalo de inicio como funcion de la rapidez de inicio a puede observarse
en la g. 2.2, para un coeciente de difusion D = 25, tiempo de correlacion  = 0;0015,
y considerando q = 1; 1;1; 1;2; 1;3; 1;4. La g. 2.2 muestra que el intervalo de inicio se
incrementa cuando el nivel de ruido q se vuelve mayor.
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Figura 2.2. Intervalo de inicio, Sv, versus la rapidez de inicio, a, para  = 0;0015, un
coeciente de difusion D = 25 y q = 1; 1;1; 1;2; 1;3 y 1;4, respectivamente.
La g. 2.3 muestra las probabilidades de transicion sin normalizar Pq dadas por la
ec. (2.2.22), considerando cinco valores q = 1; 1;1; 1;2; 1;3 y 1;4. Notemos que a medida
que q aumenta la distribucion se vuelve mas angosta.
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Figura 2.3. Probabilidad de transicion no normalizada, Pq, versus tiempo, T . El co-
eciente de difusion es D = 25. La curva negra corresponde al ruido Gaussiano q = 1;
curva solida gris oscuro, q = 1;1; curva solida gris oscuro, q = 1;2; curva con lneas gris,
q = 1;3; curva punteada gris, q = 1;4 (ruido no Gaussiano).
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Volviendo a la probabilidad de transicion Pq(xu; T j0; 0), notemos que la misma esta
caracterizada por un parametro q, que modula el apartamiento del ruido Gaussiano (q =
1).
Como Pq(xu; T j0; 0), que es la solucion de la ecuacion estocastica de HH, toma en
cuenta la causalidad temporal (ver ec. (2.2.22)), la entropa de Shannon sera igual a
cero cuando seamos capaces de predecir con total certeza cual de las posibles salidas j,
cuyas probabilidades estan dadas por pj , va a ocurrir. Nuestro conocimiento del proceso
subyacente es maximo en este caso. En contraste, este conocimiento es mnimo para la
distribucion uniforme.
Al estimar la complejidad estadstica versus la entropa de Shannon [200, 220, 231,
292, 296, 182], mostramos que es posible estimar la evolucion de la trayectoria del sistema
hacia su trayectoria de maxima complejidad para un dado nivel de ruido q. Las guras
2.4(a), 2.4(b), y 2.4(c) muestran la entropa de Shannon normalizada, la informacion de
Fisher discreta y la complejidad estadstica, respectivamente, en funcion de q. En todos
los casos estos cuanticadores son crecientes respecto a q.
Para el calculo de la medida de informacion de Fisher discreta (para PDF discre-
tas) seguiremos la propuesta de Dehesa y colaboradores [254] basada en la amplitud de
probabilidad P (x) =  (x)2. Entonces
F [ ] = 4
Z 
d 
dx
2
dx : (2.2.26)
La version normalizada discreta (0  F  1) es entonces
F [P ] = F0
N 1X
i=1
(
p
pi+1  ppi)2 : (2.2.27)
Aqu la constante de normalizacion F0 es
F0 =
(
1 si pi = 1 para i
 = 1 or i = N y pi = 0 8i 6= i
1=2 en otro caso
: (2.2.28)
En consecuencia, en la denicion dada por la ec. (2.2.26), la integral se convierte en una
suma pesada. Esta denicion tambien es valida tambien en el caso de no tener invarianza
frente a traslaciones [90].
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Figura 2.4. Cuanticadores de teora de informacion versus q considerando un coe-
ciente de difusion D = 4 y una rapidez de inicio a = 0;211ms 1. (a) Entropa de Shannon
normalizada versus q. (b) Informacion de Fisher versus q. (c) Complejidad estadstica
versus q.
Recordemos que los valores mnimos y maximos de la complejidad estadstica depen-
den de los valores de q [166, 226]. Las guras 2.5(a) y 2.5(b) muestran que la informacion
de Fisher discreta crece a medida que la entropa de Shannon y la complejidad estadstica
aumentan. La gura 2.5(c) muestra el plano entropa versus complejidad, H  C. Note-
mos que en la curva parametrizada por el aumento de q, la complejidad estadstica crece
linealmente a medida que la entropa de Shannon crece. La gura 2.5(c) muestra los va-
lores mnimos y maximos que puede tomar la complejidad estadstica (lneas continuas
para diferentes q). El valor mnimo de complejidad se alcanza para q = 1, mientras que el
maximo se alcanza para q = 1;4.
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Figura 2.5. El plano informacional considerando un coeciente de difusion D = 4, una
rapidez de inicio a = 0;211ms 1 y que q puede variar libremente. (a) Informacion de
Fisher discreta versus Entropa de Shannon normalizada (plano F H). (b) Informacion
de Fisher discreta versus Complejidad estadstica (plano F  C). (c) Complejidad es-
tadstica versus Entropa de Shannon normalizada (plano C H). Las curvas superiores
e inferiores son la complejidad maxima y mnima respectivamente, para diferentes valores
de q. Curva solida negra, q = 1; curva solida gris oscuro, q = 1;1; curva solida gris claro,
q = 1;2; curva negra punteada, q = 1;3; curva gris oscuro punteada, q = 1;4.
En contraste, las guras 2.6(a), 2.6(b), y 2.6(c) muestran la entropa de Shannon, la
informacion de Fisher y la complejidad estadstica versus q respectivamente, considerando
otro conjunto de coeciente de difusion D y rapidez de inicio a. En este caso se presenta
otro escenario en el cual la cantidad optima de correlacion de ruido (controlada por q)
produce un maximo de la complejidad estadstica. La gura 2.6(a) muestra que el maximo
de la entropa se alcanza cuando q = 1;17. La gura 2.7(b) muestra que la informacion
de Fisher crece a medida que q aumenta. La gura 2.6(c) muestra que la complejidad
estadstica es maxima cuando q = 1;27.
El grado de orden decrece a medida que la entropa aumenta, por lo cual un sistema con
una menor entropa se caracteriza por un mayor grado de orden. La gura 2.7(a) muestra
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la informacion de Fisher versus la entropa, es decir, el plano F  H. La gura 2.7(b)
muestra la informacion de Fisher versus la complejidad estadstica, el plano F C, para el
mismo coeciente de difusion D y rapidez de inicio a usadas en las guras 2.6(a), 2.6(b),
y 2.6(c). Las guras 2.7(a) y 2.7(b) muestra que la informacion de Fisher crece a medida
que q aumenta. Por lo tanto, si el sistema esta en un estado muy ordenado y por ende esta
representado por una PDF muy angosta, entonces la entropa de Shannon sera cercana a
cero y la informacion de Fisher discreta sera maxima como se muestra en la g. 2.7(a). Por
otro lado, cuando el sistema se encuentra en un estado muy desordenado uno tiene una
distribucion de probabilidad casi plana y la entropa es maxima, mientras que la Fisher es
mnima, como se muestra en la g. 2.7(a). La localizacion del maximo en el plano H  C
nos permite inferir informacion acerca de la dinamica subyacente a la solucion de integral
de caminos cuando consideramos la serie temporal generada con esta dinamica neuronal.
La gura 2.7(c) muestra el plano H C, donde se observa que el maximo de complejidad
se alcanza cuando q es optimo e igual a 1;27.
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Figura 2.6. Cuanticadores de teora de la informacion versus q considerando que la
rapidez de inicio es a = 26;33ms 1. El coeciente de difusion D toma valores entre 1;63
y 1;71, y q puede variar libremente. (a) Entropa versus q. (b) Informacion de Fisher
discreta versus q. (c) Complejidad estadstica versus q.
Roman Baravalle 42
Tesis Doctoral
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
Entropía
C
o
m
p
le
ji
d
a
d
0.16 0.18 0.2 0.22 0.24
0.8
1
1.2
1.4
Complejidad
F
is
h
er
0.22 0.24 0.26 0.28 0.3
0.6
0.8
1
1.2
1.4
Entropía
F
is
h
er
q=1
q=1.1
q=1.2
q=1.3
c
b
a
Figura 2.7. Cuanticadores de teora de la informacion considerando una rapidez de
inicio a = 26;33ms 1. El coeciente de difusion D toma valores entre 1;63 y 1;71, y q
puede variar libremente. (a) Entropa versus q. (b) Informacion de Fisher discreta versus
q. (c) Complejidad estadstica versus entropa de Shannon normalizada (H  C). Las
curvas inferior y superior son la complejidad mnima y maxima para diferentes valores
de q. Curva negra, q = 1; curva gris oscura, q = 1;1; curva gris clara, q = 1;2; curva gris
clara punteada, q = 1;3.
El plano informacional H  C puede ser utilizada para separar y diferenciar entre
sistemas caoticos y deterministas [201, 221]; visualizacion y caracterizacion de diferen-
tes regmenes cuando los parametros del sistema varan [201, 227, 200]; evolucion de la
dinamica temporal [143]; identicar periodicidades en series temporales [21]; y estimar
escalas temporales intrnsecas de sistemas con retardos temporales [297, 258]; entre otras
aplicaciones [292].
De acuerdo con el teorema de Liouville en el caso de sistemas disipativos (no conser-
vativos), el volumen ocupado por los estados en el espacio de fases se contraen a medida
que el tiempo avanza. El conjunto lmite de un sistema disipativo autonomo al cual las
trayectorias convergen para tiempo innito es llamado atractor. A medida que la corre-
lacion de ruido q aumenta, las dendritas de la neurona disipan grandes cantidades de su
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energa metabolica. La disipacion en este caso se maniesta en la desaparicion de energa y
la emergencia de una estructura de red compleja. Aqu, mostramos que las trayectorias de
la ecuacion estocastica de HH para diferentes ruidos q pueden asociarse con una dinamica
compleja que queda caracterizada en el plano entropa-complejidad, HC. Los efectos de
la interconectividad de la red y el posible acoplamiento ephaptico de una dada neurona
quedan concentrados en los parametros del ruido: q,  y D, que pueden ser esenciales
para la integracion de las acciones de las neuronas individuales y por ende para permitir
procesos cognitivos como la percepcion, la atencion y la memoria.
En este captulo presentamos un enfoque teorico basado en integrales de caminos para
investigar las soluciones de las ecuacion de HH afectada por ruido no Gaussiano coloreado
q. Este ruido se elige para tomar en cuenta procesos sutiles que pueden ser inducido por la
red que rodea a la neurona modelada y por las correlaciones entre las neuronas presentes
en esa region del cerebro. Este modelo permite recuperar los resultados obtenidos para el
ruido Gaussiano [59], en el lmite q ! 1 y  ! 0.
Nuestro enfoque permite caracterizar la dinamica de una neurona ruidosa descripta
por la ecuacion de Fokker-Planck, considerando y cuanticando la causalidad de la se~nal,
e inriendo las propiedades del sistema a medida que la cantidad de ruido q aumenta.
Como perspectivas a futuro sobre este modelo, podramos considerar una dinamica mas
compleja, a~nadiendo mas canales ionicos para describir el voltaje de la membrana neuronal
y resolver la integral de caminos asociada a este problema realizando simulaciones Monte
Carlo, de manera de no recurrir a aproximaciones analticas. A su vez, puede utilizarse
este modelo estocastico para estimar los parametros asociados con el ruido en el caso de
medidas electrosiologicas en neuronas afectadas por ruido sinaptico.
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3Estudio de la dinamica de una neurona:
Modelo de Izhikevich
Las neuronas tienden a disparar un potencial de accion cuando estan cerca de una
bifurcacion desde un estado de reposo a un estado de disparo. El diagrama de fases de la
actividad neuronal esta determinado por un delicado balance entre ruido, corrientes ionicas
y condiciones iniciales. Existen diversos mecanismos ionicos responsables de la generacion
de un potencial de accion; mas aun, la biofsica y la dinamica detras del mismo puede
describirse a traves de un diagrama de fases que involucra el voltaje de membrana versus
la variable de activacion de canal ionico. En este captulo, presentaremos una metodologa
para caracterizar la dinamica de una neurona, tomando en cuenta las estructuras tem-
porales sutiles de las se~nales complejas de las neuronas. Esto nos permitira distinguir las
propiedades neurosiologicas mas fundamentales de las neuronas, descriptas previamente
por Izhikevich [122, 123], usando un espacio de cuanticadores de teora de la informacion:
Complejidad Estadstica vs. Informacion de Fisher discreta vs. Entropa de Shannon.
3.1 Introduccion
Desde un punto de vista teorico, el cerebro constituye un sistema dinamico complejo
cuyas variables de estado representan informacion externa (por ejemplo, la percepcion de
un cierto estmulo) e interna (por ejemplo, la reverberacion de memorias). Las neuronas
son las unidades principales de procesamiento y transmision de informacion en el cerebro,
por lo cual son fundamentales para la cognicion. Entonces, para detectar cambios sutiles
en la actividad del cerebro, un enfoque posible es investigar la dinamica intrnseca de las
neuronas. Esto involucra el estudio de la actividad electrica de la membrana celular, el
potencial de membrana, y sus excitaciones, los potenciales de accion o spikes, que permiten
describir de una manera bastante precisa y completa la actividad cerebral.
Los modelos de neuronas y circuitos neuronales basados en la estructura celular, la
biofsica de las sinapsis y los disparos neuronales incluyen los cambios dinamicos en el po-
tencial de membrana de la neurona [65]. Los modelos mas simples basados en una mnima
interpretacion biofsica de una neurona excitable son los modelos basados en las conduc-
tancias de los canales ionicos. Como mencionamos en la introduccion, el primer modelo de
una neurona excitable fue propuesto por Alan Lloyd Hodgkin y Andrew Huxley en 1952,
para el axon gigante de calamar [114]. El mismo describe los mecanismos ionicos subya-
centes a la iniciacion y propagacion de los potenciales de accion, mediante un conjunto de
ecuaciones diferenciales ordinarias no lineales que describen las caractersticas electricas
de una celula excitable [114]. En su version mas simple, el modelo de Hodgkin y Hux-
ley (HH) representa una neurona como un unico compartimiento con un mismo potencial
electrico, ignorando movimientos de iones entre compartimientos subcelulares, y represen-
tando solo los movimientos de iones entre el interior y el exterior de la celula. Aplicando
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conceptos y metodos de la teora de los sistemas dinamicos no lineales, Izhikevich propuso
una clasicacion de las neuronas dependiendo de la bifurcacion que atraviese y su esta-
do de equilibrio. Mientras que existe una inmensidad de mecanismos ionicos posibles de
excitabilidad y generacion de un potencial de accion, solo existen cuatro mecanismos de
bifurcacion que pueden resultar en una transicion de un estado de reposo a uno de disparo
neuronal. Estas bifurcaciones dividen las neuronas en cuatro categoras: integradores o
resonadores, monoestables o biestables [122, 123, 160].
Izhikevich propuso un modelo en el cual el numero de variables es considerablemente
menor al de HH, pero sin perder las caractersticas dinamicas esenciales, en este caso las
bifurcaciones del modelo. Entonces el comportamiento de una neurona puede describirse
por el \modelo simple de neurona" [122, 123], que puede reproducir las veinte caractersti-
cas neurocomputacionales mas relevantes. Si bien no todos los parametros del modelo son
susceptibles de ser medidos en el laboratorio, pues no tienen interpretacion biofsica direc-
ta, el modelo reproduce los comportamientos observados en las neuronas. En contraste con
el modelo de HH, el modelo simple de Izhikevich es mucho mas eciente desde un punto
de vista computacional, lo cual se vuelve muy util para simulaciones de gran escala [124,
181, 186, 175, 185, 177]. En el marco de este modelo, muchos metodos analticos fueron
desarrollados para estudiar estas caractersticas relevantes [124].
En particular, muchos aspectos de la actividad del cerebro -como los ritmos- son muy
importantes a nivel funcional y para entender como es procesada la informacion en el
cerebro de un mamfero. Los patrones oscilatorios de actividad neuronal son actividades
rtmicas en el cerebro y pueden ser generadas tanto por mecanismos dentro de las neuronas
individuales o por interacciones entre ellas. Al nivel de neuronas individuales, los patrones
oscilatorios de actividad pueden aparecer como oscilaciones en el potencial de membra-
na o como patrones rtmicos de los potenciales de accion, que luego pueden producir la
activacion oscilatoria de las neuronas postsinapticas.
La relacion entre las neuronas y el comportamiento permite proveer un mejor enten-
dimiento de las funciones de las oscilaciones cerebrales [273, 110, 92, 66, 269]. Usamos
la metodologa de permutacion de Bandt y Pompe (BP) para evaluar la distribucion de
probabilidad (PDF) asociada con la serie temporal de la neurona modelada [22]. Basados
en la cuanticacion de las estructuras ordinales presentes en el potencial de membrana
de la neurona y su inuencia en la distribucion de probabilidad asociada, incorporamos
la causalidad propia de la serie a traves de un algoritmo de facil implementacion. En
resumen, proponemos un metodo versatil para cuanticar las veinte caractersticas neu-
rocomputacionales mas importantes de las neuronas biologicas considerando medidas de
teora de la informacion que tomen en cuenta la causalidad de la serie: entropa de per-
mutacion de Shannon [220, 231], la informacion de permutacion de Fisher discreta [225,
182] y la complejidad estadstica de permutacion [220, 231]. Este enfoque permite estimar
las propiedades de agrupamiento de estos veinte ritmos, tomando en cuenta la causali-
dad de la se~nal, y caracterizar las dinamicas del sistema a traves de una representacion
bidimensional y tridimensional.
3.2 Descripcion del modelo
El analisis de las bifurcaciones nos permite reproducir las propiedades biofsicas del
modelo de Hodgkin y Huxley considerando solo un sistema de dos ecuaciones diferenciales
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ordinarias acopladas, con solo cuatro parametros [160]. Este modelo se conoce como modelo
simple [123]:
dv
dt
= 0;04 v2 + 5 v + 140 u+ I (3.2.1)
du
dt
= a (b v   u); (3.2.2)
con el reseteo auxiliar post disparo neuronal:
si v  +30 mV; entonces
8<:v  cu u+ d; (3.2.3)
donde v es el potencial de membrana de la neurona, y u es una variable de recupe-
racion de membrana, que toma en consideracion la activacion de las corrientes ionicas
de K+ y la inactivacion de las de Na+, retroalimentando negativamente a v. Entonces
solo estamos considerando un sistema de ecuaciones diferenciales de dos variables u y v,
y las dinamicas fundamentales de las neuronas pueden reproducirse tomando diferentes
valores de los cuatro parametros a, b, c y d. Luego de que el potencial de accion alcanza
su pico en +30 mV (no confundir este maximo con el umbral de disparo en el modelo de
HH estocastico) el voltaje de la membrana y la variable de recuperacion se reinician de
acuerdo a la ec. (3.2.3). La variable I toma en cuenta las corrientes entrantes a la neurona,
provenientes de otra neurona o de algun electrodo de estimulacion [122].
En la gura 3.1 usamos el modelo simple para reproducir veinte de las caractersticas
computacionales mas relevantes de las neuronas biologicas, mediante la modicacion de
los parametros del modelo: a, b, c, d e I [123].
La gura 3.1 muestra los diferentes comportamientos neuronales luego de determinada
estimulacion con una corriente I: (A) disparo tonico; (B) disparo en fase; (C) rafaga
tonica; (D) rafaga en fase; (E) modo mixto (rafaga y luego disparo); (F) adaptacion de la
frecuencia de disparo; (G) excitabilidad de clase 1; (H) excitabilidad de clase 2; (I) latencia
de disparo; (J) oscilaciones subumbral; (K) preferencia de frecuencia y resonancia; (L)
integracion y deteccion de coincidencias; (M) disparo de rebote; (N) rafaga de rebote; (O)
variabilidad del umbral de disparo; (P) biestabilidad de estados de reposo y disparo; (Q)
despolarizacion post disparo; (R) adaptacion; (S) disparo inducido por inhibicion; y (T)
rafaga inducida por inhibicion.
Los valores de los parametros correpondientes a los comportamientos denotados por
(A) hasta (T) mostrados en la g. 3.1 estan dados en la tabla 1 [160].
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(A) (B) (C) (D) 
(E) (F) (G) (H) 
(I) (K) (L) 
(M) (N) (O) (P) 
(Q)          (R) (S) (T) 
(J) 
corriente corriente corriente corriente
corriente corriente corriente corriente
corriente corriente corriente corriente
corriente corriente corriente corriente
corriente corriente corriente corriente
Figura 3.1. Caractersticas neurocomputacionales mas relevantes de las neuronas
biologicas como son presentadas en [123]: (A)-(T). La respuesta neuronal (el potencial
de membrana, en mV ) y la corriente de estimulacion I estan una bajo la otra. Notar que
el recuadro en la subgura (J) representa las oscilaciones subumbral.
a b c d a b c d
A 0,02 0,2 -65 6 K 0,1 0,26 -60 -1
B 0,02 0,25 -65 6 L 0,02 -0,1 -55 6
C 0,02 0,2 -50 2 M 0,03 0,25 -60 4
D 0,02 0,25 -55 0,05 N 0,03 0,25 -52 0
E 0,02 0,2 -55 4 O 0,03 0,25 -60 4
F 0,01 0,2 -65 8 P 0,1 0,26 -60 0
G 0,02 -0,1 -55 6 Q 1 0,2 -60 -21
H 0,2 0,26 -65 0 R 0,02 1 -55 4
I 0,02 0,2 -65 6 S -0,02 -1 -60 8
J 0,05 0,26 -60 0 T -0,026 -1 -45 -2
Tabla 1. Valores de los cuatro parametros del modelo simple de neurona de Izhikevich
para los 20 tipos de dinamica de la Fig. 3.1.
En la siguiente seccion introduciremos un metodo de analisis de dinamica simbolica.
Este metodo de analisis de patrones presentes en la se~nal sera el utilizado para caracterizar
las diferentes dinamicas del modelo presentado en esta seccion.
3.3 Analisis simbolico de series temporales
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El estudio y la caracterizacion de la serie temporal (t) por medio de herramientas de
Teora de la Informacion asume que la PDF subyacente a la serie temporal ya esta dada
a priori. No obstante, una parte clave en el analisis es extraer la PDF a partir de la serie
temporal, para lo cual no existe un procedimiento unvoco. Hace mas de quince a~nos atras,
Bandt y Pompe (BP) introdujeron una metodologa muy importante para la evaluacion
de la PDF asociada con una serie temporal escalar usando una tecnica de simbolizacion
[22]. Existe una innidad de aplicaciones de esta metodologa, desde la biomedicina a la
econofsica [292].
3.3.1 Patrones ordinales
El patron ordinal de una n-tupla (secuencia de n 2 N elementos) de numeros reales
(x0; x1; :::; xn 1) describe como los elementos de esta se relacionan entre s en terminos de
sus posiciones y valores. Para establecer un patron ordinal, cada elemento xi de la n-tupla
es designado con un \smbolo" o ndice ri 2 f0; 1; :::; n  1g, donde al mayor elemento de
esta se le asignara el ndice n   1, al segundo mayor se le asignara el ndice n   2, y as
sucesivamente hasta llegar al menor de todos, al que se le asignara el ri = 0. Por ejemplo,
el patron ordinal correspondiente a la 3-tupla (96; 90; 93) sera (r0; r1; r2) = (2; 0; 1), que
para simplicar denotaremos como 201.
Es evidente que solo n-tuplas de elementos distintos pueden tener un patron ordinal
no ambiguo. Para evitar una ambiguedad ante valores repetidos, se puede considerar que
ante la igualdad de dos elementos, se toma uno mayor al otro de manera arbitraria (esta
eleccion se determinara mas adelante). Esta arbitrariedad ademas puede ser justicada
si los elementos xi pertenecen a una distribucion continua, siendo practicamente nula la
probabilidad de que dos valores puedan ser identicos.
Dada una n-tupla, cada permutacion en el arreglo de elementos fxig resulta en un
patron ordinal diferente. Por consiguiente, existe un arreglo de n! patrones ordinales:

n = f1;2; :::;n!g (3.3.1)
para una dada n-tupla. Es por esto que denominamos a n el orden del patron ordinal (con
n  2).
Consideremos nuevamente como ejemplo una 3-tupla generica (x0; x1; x2) con x0 6=
x1 6= x2. Para el orden n = 3, los n! = 3! = 6 patrones ordinales posibles se denotan como:

3 = f123; 132; 213; 231; 312; 321g: (3.3.2)
3.3.2 Construccion del Patron Ordinal de una Serie Temporal
Dada una serie temporal escalar y unidimensional (t) = fxt; t = 1; :::;Mg y con
n = D  2 el numero de dimension de inmersion (D 2 N) y  el tiempo de retraso
( 2 N), a cada tiempo s le asignamos un vector D-dimensional
(s)! (xs (D 1) ; xs (D 2) ; :::; xs  ; xs); (3.3.3)
que resulta de la evaluacion de  en los tiempos s   (D   1); s   (D   2); :::; s    y s.
Puede apreciarse que mientras mayor sea el valor de D, mayor sera la informacion temporal
incorporada en los patrones acerca del pasado del elemento.
Entonces, al patron ordinal de orden D relacionado al tiempo s se le asocia la per-
mutacion  = (r0; r1; :::; rD   1), que simplicamos como [0; 1; :::;D   1], cuyos elementos
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satisfacen la relacion
xs rD 1  xs rD 2  xs r1 :::  xs r0 : (3.3.4)
De esta manera, el vector denido en la ecuacion 3.3.3 queda representado por el smbolo
. Entonces, la cantidad total de permutaciones posibles i sera D! cuando la dimension
de inmersion sea D.
En el caso de igualdad de valores, se propone ri < ri 1 si xs ri = xs ri 1 para los
casos poco probables en los que existan ambiguedades.
La frecuencia relativa puede ser sencillamente computada de acuerdo al numero de
veces que este orden particular de secuencia sucede en la serie temporal, dividiendolo por
el numero total de secuencias:
p(i) =
]fsjs  N   (D   1) ; (s) es del tipo ig
N   (D   1) : (3.3.5)
En esta expresion el smbolo ] signica \numero". Entonces, se obtiene de la serie tem-
poral una distribucion de probabilidad de patrones ordinales P = fp(i); i = 1;    ; D!g.
Evidentemente, la dimension de inmersion D juega un rol importante en la evaluacion de
la PDF pues determina el numero de estados accesibles D! y tambien la longitud mni-
ma aceptable que uno necesita, M  D!, para obtener una buena estimacion de la PDF
correspondiente al sistema [221].
El siguiente ejemplo tiene como n aclarar la metodologa usada. Sea (t) = f6, 7, 8,
13, 29, 11, 19g una serie temporal con M = 7. Se aplica la metodologa de Bandt y Pompe
con el proposito de evaluar la PDF para D = 3 y  = 1. Los vectores (6,7,8), (7,8,13) y
(8,13,29) quedan representados por el patron ordinal f012g al estar en orden estrictamen-
te creciente. Por otra parte, (13,29,11) es representado por el patron f120g y (29,11,19)
esta representado por f201g. En este caso, a partir de la permutacion de la dimension de
inmersion, la cantidad de estados posibles resulta ser D! = 6, los cuales corresponden a
los patrones ordinales presentes en el vector de la ec. 3.3.2. Las probabilidades de ocu-
rrencia asociadas a cada permutacion mutuamente excluyente se encuentran dadas por:
p(f012g) = 3=5, p(f120g) = p(f201g) = 1=5 y p(f210g) = p(f021g) = p(f102g) = 0. Estos
resultados terminaran de conformar la PDF P = fp1; p2; p3; p4; p5; p6g asociada a la serie
temporal .
Una pregunta pregunta relevante es >cual es el ordenamiento de los pi que uno puede
considerar el mas adecuado? En esta tesis elegimos, entre muchas posibilidades, el orden
lexicograco dado por el algoritmo de Lehmer [77], debido a que proporciona la mejor
distincion de las diferentes dinamicas en el plano Fisher vs Shannon [201, 200].
En resumen, el procedimiento consiste en transformar la serie temporal en un conjunto
de smbolos. Estos datos simbolicos son (i) creados mediante un ranking de los valores de la
serie temporal y (ii) denidos mediante un reordenamiento de los datos inmersos (embedded
data) en un orden ascendente. Esto equivale a una reconstruccion del espacio de fases con
una dimension de inmersion D (tambien llamada longitud de patron en el contexto de
la metodologa de BP) y un retraso temporal  . De esta manera es posible cuanticar la
diversidad de los patrones derivados de la serie temporal escalar. Es importante destacar
que la secuencia de smbolos apropiada se obtiene directamente de la serie temporal, sin
necesidad de realizar algun modelo de la misma; los unicos parametros que son necesarios
denir son D y  . De hecho, las particiones son obtenidas mediante comparacion de los
valores relativos entre vecinos, mas que por considerar las amplitudes de los valores en toda
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la serie, como sucede en las tecnicas basadas en histogramas. Es este hecho de comparar
valores vecinos, lo que hace que tenga en cuenta la estructura temporal de la serie temporal
generada por el proceso fsico bajo estudio. Esta caracterstica permite descubrir muchos
detalles importantes respecto a la estructura ordinal de la serie temporal [200, 221, 226]
y puede proporcionar tambien informacion acerca de las correlaciones temporales [231,
220]. Esta claro que este tipo de analisis implica perder alguna informacion acerca de la
amplitud de la serie original. No obstante, al referirnos solo a la estructura intrnseca de la
serie temporal, se obtiene una reduccion de la dicultad para la descripcion de los sistemas
complejos que generan esa serie temporal. La representacion simbolica de la serie temporal
por medio de la comparacion de valores consecutivos ( = 1) o no consecutivos ( > 1)
permite una reconstruccion precisa del espacio de fases subyacente, incluso en la presencia
de ruido (observacional y/o dinamico) [22]. Mas aun, los patrones ordinales asociados a
la PDF son invariantes con respecto a transformaciones no lineales monotonas. Es decir,
derivas no lineales o escaleos introducidos por un instrumento de medida no modicaran la
estimacion de la PDF, una propiedad muy deseable si uno analiza se~nales experimentales
[238]. Estas ventajas hacen que la metodologa de Bandt y Pompe sea mas conveniente
que otros metodos convencionales basados en particiones de rango, como por ejemplo
distribuciones de probabilidad basadas en histogramas.
Otras ventajas adicionales de este metodo residen en su simplicidad, dado que necesi-
tamos pocos parametros: la longitud de patrones/dimension de inmersion D y el retardo
temporal  ; y la naturaleza extremadamente rapida del proceso de calculo para obtener
la PDF [133]. La metodologa de BP puede aplicarse a cualquier tipo de serie temporal:
regular, caotica, ruidosa, incluso proveniente de algun sistema complejo. De hecho, no hace
falta suponer la existencia de un atractor en el espacio de fases de dimension D. La unica
condicion para aplicar la metodologa de BP es una suposicion de estacionariedad dentro
de cada ventana de longitud D: para k  D, la probabilidad para xt < xt+k no debe
depender de t [22].
Respecto a la seleccion de los parametros, Bandt y Pompe trabajaron en su artculo
original [22] con 4  D  6 y especcamente consideraron un retardo temporal  = 1.
Sin embargo, otros valores de  pueden proporcionar informacion adicional acerca de las
escalas temporales relacionadas con ciertos sistemas bajo analisis [297, 258, 296, 183].
Una vez obtenida la PDF asociada a la serie temporal, podemos utilizar los cuanti-
cadores vistos en la Introduccion para describirla: entropa de permutacion de Shannon,
complejidad estadstica de permutacion e informacion de permutacion de Fisher discreta.
Dentro de los cuanticadores utilizados, el que es sensible a cambios locales en la PDF es
la informacion de Fisher, ec. (2.2.27), lo cual se reeja en el hecho de que el ordenamiento
de los valores discretos pi debe ser considerado al calcular el valor de dicho estimador
[184, 182]. El numerador puede considerarse como una distancia entre dos probabilidades
contiguas. Entonces, un ordenamiento diferente de los pi va a generar diferentes valores
de la informacion de Fisher. De hecho, dada una PDF P = fpi; i = 1;    ; Ng tendremos
N ! posibilidades para el ordenamiento.
Para terminar de aclarar la utilidad de este metodo simbolico, apliquemos esta meto-
dologa a un ejemplo particular: el mapa logstico x(i + 1) = r x(i)(1   x(i)), cuya serie
temporal se muestra (para un r en la region caotica) en la Fig. 3.2. Si elegimos una di-
mension de inmersion D = 3, los patrones posibles son los de la Fig. 3.3. En ese caso,
la distribucion de patrones ordinales para la serie temporal tiene un patron prohibido, el
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numero 6, donde se tienen tres valores consecutivos descendentes, Fig. 3.4. Es decir que
esta metodologa permite dilucidar detalles sutiles acerca de la dinamica asociada con la
serie temporal, en este caso la aparicion de un patron prohibido.
Figura 3.2. Serie temporal para el mapa logstico en la region caotica.
Figura 3.3. Patrones posibles para el caso de una dimension de inmersion D = 3.
Figura 3.4. Distribucion de patrones ordinales para la serie temporal del mapa logstico
en la region caotica. Se observa que el patron de tres valores consecutivos descendentes
no esta presente.
3.4 Resultados
La mayora de las neuronas pueden disparar potenciales de accion cuando son debida-
mente estimuladas, y tpicamente responden produciendo secuencias complejas de disparos,
que acarrean informacion tanto de la dinamica intrnseca de la neurona como de ciertas
caractersticas del estmulo, por ejemplo las temporales. Entender las caractersticas de
las respuestas neuronales que codican las variaciones en el estmulo es un desafo muy
importante en las neurociencias. Las oscilaciones en el cerebro pueden ser generadas por
estimulacion no invasiva, por mecanismos intrnsecos del cerebro o por interacciones entre
ambos [273, 110, 92, 66, 269], y pueden tener un rol crucial en la deteccion de caractersti-
cas (feature binding), en la transmision de informacion y en la generacion de respuestas
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motoras incluso en ausencia de retroalimentacion motora y sensorial [155]. Estas oscila-
ciones se maniestan tambien como una variedad de ritmos que dieren en su frecuencia,
origen y reaccion a cambios en las entradas sensoriales y estmulos externos [273, 110,
92, 66, 269]. Una estimulacion periodica puede ser usada para perturbar estos ritmos y
revelar la implicacion causal en el comportamiento [269]. La importancia de los patrones
rtmicos para el procesamiento de la informacion ha sido mostrada por Kayser et al. [132],
los cuales presentaron estmulos auditivos naturales a monos y utilizaron la informacion
mutua para cuanticar la cantidad de informacion acerca de la identidad de cada estmulo
codicada en la fase o la amplitud de cada banda de frecuencia de oscilacion. El hallazgo
principal fue que la fase de la oscilacion de los potenciales de campo locales (LFP) con-
tenan mucho mayor informacion que la amplitud de los mismos, con mas informacion en
las frecuencias bajas (48 Hz). Es decir, las oscilaciones pueden modular la transmision de
informacion, por ejemplo a traves de mecanismos de inhibicion rtmica que juegan un rol
importante en la actividad de las neuronas, generando rafagas de rebote que resultan en
una nueva excitacion de las neuronas, regulando sus disparos y sincronizando poblaciones
de neuronas [255, 181].
En el cerebro es muy usual que existan circuitos entre neuronas, que generan conexio-
nes recursivas entre diferentes poblaciones. Estas conexiones recursivas entre las neuronas
contribuyen a la sincronizacion de la actividad cortical y a la modulacion de la fase de
oscilacion entre poblaciones de neuronas [269]. Todo esto tiene efecto sobre las oscilaciones
en el cerebro, caracterizadas por cambios rtmicos en los LFP, los cuales son producto de
cambios en la actividad neuronal. En el nivel de las neuronas individuales, los patrones
rtmicos son producidos por oscilaciones en el potencial de membrana, o por los disparos
neuronales, que producen una activacion oscilatoria de las neuronas post sinapticas. En-
tonces, como estos patrones rtmicos pueden transportar informacion relevante acerca de
un estmulo externo, la deteccion de cambios en la dinamica de las neuronas es una tarea
muy importante en la neurociencia teorica. Nuestra propuesta es cuanticar la variedad
de patrones de actividad en el nivel de una neurona individual generados por el \modelo
simple de neurona" de Izhikevich [123]. Usamos un metodo versatil para cuanticar las
20 caractersticas neurocomputacionales mas relevantes de las neuronas, g. 3.1, mediante
herramientas de Teora de la Informacion. Especcamente utilizamos la entropa de Shan-
non, la complejidad estadstica y la informacion de Fisher discreta, con la PDF asociada
a la serie temporal de cada ritmo obtenida a partir de los patrones ordinales. Cada una
de las 20 series fue obtenida con el modelo simple de Izhikevich, usando un tiempo de
simulacion para cada serie igual a 100ms, con un espaciado temporal de 0; 25ms. Para
poder usar de manera conable el formalismo de permutacion de BP, necesitamos tener
una gran cantidad de puntos en la simulacion del potencial de membrana, M  D!, con
M el numero de puntos y D la longitud de los patrones. Es por esto que tomamos 1800
repeticiones de cada simulacion, para obtener un total de 180000 puntos para cada una de
las 20 caractersticas neurocomputacionales. Como parametros para la metodologa de BP
usamos una dimension de inmersion D = 6 y un tiempo de retardo  = 1. Esta dimension
es suciente para capturar ecientemente la informacion causal de la estructura ordinal
de cada serie temporal [22].
La gura 3.5.a muestra el plano causal de entropa de Shannon normalizada versus
complejidad, HC. La complejidad estadstica crece linealmente a medida que la entropa
de Shannon aumenta cuando consideramos los diferentes tipos de dinamica neuronal. El
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hecho de que no se puedan distinguir demasiado estas dinamicas en el plano HC proviene
fundamentalmente del hecho de considerar  = 1. Las lneas continuas representan las
curvas de complejidad maxima y mnima, Cmax y Cmin, respectivamente, como funciones
de la entropa de Shannon normalizada [166]. El grado de orden decrece a medida que la
entropa aumenta, con lo cual un sistema con una menor entropa esta caracterizada por
un alto grado de orden. La gura 3.5.b muestra la informacion de Fisher discreta versus
la complejidad, tambien llamado plano F C, para las mismas 20 se~nales. En esta gura
se observa una mejor distincion entre los 20 ritmos neuronales, puesto que la informacion
de Fisher se comporta de manera no lineal respecto a la complejidad. Un comportamiento
similar puede verse en la g. 3.5.c, que muestra la informacion de Fisher versus la entropa
de Shannon normalizada, tambien llamado plano FH. Este comportamiento es esperable
dado que, en este caso, la complejidad crece linealmente a medida que aumenta la entropa
de Shannon.
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Figura 3.5. a) Complejidad versus entropa de Shannon normalizada (plano H  C),
b) Informacion de Fisher discreta versus complejidad (plano F  C), c) Informacion
de Fisher discreta versus entropa de Shannon normalizada (plano F H), para las 20
caractersticas neurocomputacionales mas relevantes de las neuronas biologicas. Todos
los cuanticadores fueron evaluados usando la PDF de Bandt y Pompe con una longitud
de patron D = 6 y retardo temporal  = 1.
Aplicando elementos de la teora de sistemas dinamicos no lineales, Izhikevich propuso
una clasicacion de las neuronas dependiendo del tipo de bifurcacion y del estado (o
estados) de reposo [160]. Propuso un modelo simple en el cual el numero de variables y
parametros es considerablemente menor a los basados en conductancias, como el modelo de
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HH [114]. Entonces la dinamica de una neurona puede describirse con este modelo simple.
Para poder obtener las 20 dinamicas estudiadas aqu usamos los cuatro parametros a, b, c y
d, y los diferentes comportamientos de la corriente I que toma en cuenta las estimulaciones
hechas por neuronas pre sinapticas. No es posible reproducir estos 20 tipos de actividad si
no se usaran diferentes corrientes I, con lo cual esta corriente es un parametro indispensable
para este analisis.
Disponemos de tres planos en la g. 3.5: C  H, F  C y F  H. Para mejorar
la visualizacion, podemos mostrar las propiedades dinamicas del sistema a traves de una
representacion tridimensional, g. 3.6, CFH. Esta representacion sirve para distinguir
mucho mejor las dinamicas neuronales, permitiendo por ejemplo inferir sus caractersticas
a partir de asignar un cluster a cada una de estas 20 caractersticas.
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Figura 3.6. Representacion 3D de los cuanticadores: complejidad  informacion de
Fisher discreta  entropa de Shannon normalizada para las 20 caractersticas neuro-
computacionales mas relevantes de las neuronas biologicas. Todos los cuanticadores
fueron evaluados usando la PDF de Bandt y Pompe con una longitud de patron D = 6
y un retardo temporal  = 1.
Entonces los resultados mostrados en la g. 3.6 son importantes para cuanticar de
una manera precisa las propiedades neurocomputacionales descriptas previamente por
Izhikevich considerando la trayectoria en el espacio de fases [123], usando un metodo
versatil basado en la representacion en un espacio de cuanticadores causales.
3.5 Relacion entre el modelo de Izhikevich y el de Hodgkin-
Huxley estocastico
Para completar, mostraremos que tomando diferentes coecientes de difusion D y ni-
veles de ruido q es posible reproducir algunas de las caractersticas dinamicas mas promi-
nentes de las neuronas biologicas [184]. La gura 3.7 muestra que considerando diferentes
valores de D y q podemos reproducir las caractersticas de las 20 diferentes actividades
rtmicas, que incluye tambien considerar diferentes corrientes de estmulo [123]. Las lneas
continuas representan los valores de mnima y maxima complejidad, Cmin y Cmax, respec-
tivamente, como funciones de la entropa de Shannon normalizada [184, 166]. Sin embargo,
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dado que estamos considerando ruido correlacionado y estudiamos el inicio del potencial
de accion, las neuronas no van a disparar con un perodo jo y constante como en [123,
184]. Entonces no van a aparecer muchas rafagas de disparos neuronales con la dinamica
considerada en este modelo para el inicio del potencial de accion.
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Figura 3.7. Complejidad versus entropa de Shannon (plano H  C) para las 20 ca-
ractersticas neurocomputacionales mas relevantes de las neuronas reales. Consideramos
diferentes coecientes de difusion D y niveles de ruido q. (A) q = 1;15152, D = 4;22755
; (B)q = 1;16268, D = 3;81318 ;(C) q = 1;12925, D = 6;89292; (D)q = 1;16062,
D = 4;37179 ; (E) q = 1;13131, D = 5;16442;(F) q = 1;06566, D = 11;2422 ;
(G) q = 1;10606, DD = 5;93473;(H) q = 1;17204, D = 3;78157; (I) q = 1;10929,
D = 0;0596582 ; (J) q = 1;13333, D = 6;21699 ; (K) q = 1;13373, D = 6;0347 ;
(L) q = 1;14465, D = 5;71361; (M) q = 1;15476, D = 2;73747 ; (N) q = 1;11594,
D = 6;09513; (O) q = 1;14815, D = 5;45674; (P) q = 1;17733, D = 3;86789; (Q)
q = 1;14103, D = 5;99206; (R) q = 1;14815, D = 5;45674; (S) q = 1;16667, D = 3;87343;
(T) q = 1;13333, D = 5;77569.
Usando esta solucion de la ecuacion de HH estocastica en combinacion con las medidas
de complejidad mostramos que variando las caractersticas del ruido sinaptico podemos
encontrar similitudes entre esta dinamica estocastica y las caractersticas dinamicas mas
relevantes de las neuronas [184]. Este modelo puede generalizarse facilmente a~nadiendo otra
variable que tome en cuenta otros canales ionicos, y de esa manera poder analizar no solo el
inicio del potencial de accion, sino todo el desarrollo temporal del mismo. Asimismo, este
formalismo puede ser extendido para ajustar los parametros de estos modelos estocasticos
a datos experimentales obtenidos de experimentos de neurosiologa a nivel celular, a
traves de la formulacion de integrales de camino [2].
3.6 Conclusiones
En 1929, Hans Berger observo variaciones rtmicas en el electroencefalograma humano,
y mas de 50 a~nos despues fue hallado un comportamiento oscilatorio intrnseco en las neu-
ronas de mamfero [155]. En este captulo consideramos los 20 ritmos mas fundamentales de
las neuronas (descriptas por el modelo de Izhikevich), realizando 1800 repeticiones de estos
ritmos, para obtener 180000 puntos simulados. Es decir, generamos una actividad neuro-
nal repetida para cada una de las caractersticas neurocomputacionales fundamentales, y
cuanticamos las mismas usando un metodo basado en los patrones ordinales presentes
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en el potencial de membrana neuronal. Esta tecnica puede proporcionar un metodo util
para clasicar online los patrones de actividad neuronal, al analizar las oscilaciones en los
LFP, y puede ayudar a entender diferencias en la dinamica intrnseca entre tejidos sanos
y enfermos.
Una caracterstica de los patrones de oscilacion es su periodicidad, la organizacion de
la dinamica temporal en ciclos. En este captulo consideramos diferentes oscilaciones con
un ritmo bien denido. Este tipo de comportamiento es comun tambien cuando se analizan
peque~nos grupos de neuronas, donde se observa una diferencia de fase estable entre las os-
cilaciones de sus potenciales de membrana [273, 269, 132, 1]. Cuando consideramos varias
neuronas, la coincidencia de las actividades electricas puede llevar a cambios coordinados
que pueden ser detectados como variaciones en los LFP e incluso en el electroencefalogra-
ma (EEG). Si las neuronas individuales disparan potenciales de accion periodicamente, y
estos eventos estan sincronizados entre muchas de ellas, uno observara tambien oscilaciones
periodicas en los LFP. Entonces, los cambios globales en la actividad electrica asociados
a los diferentes ritmos de los EEG van a ocurrir si existe una sincronizacion entre dife-
rentes poblaciones neuronales. Todos estos modelos se basan en la hipotesis de que estos
ciclos oscilatorios establecen patrones temporales recurrentes. Esto le permite al cerebro
generar un codigo de relaciones temporales entre grupos de neuronas, y entre grupos de
neuronas y el ambiente. Las oscilaciones pueden ser poderosas herramientas neurocompu-
tacionales cuando su fase, amplitud y/o frecuencia varan debido a modicaciones en el
sistema generador de las mismas o en el estmulo [273, 269, 132, 1]. Entonces un modelo
neurocomputacional mas realista debe tomar en cuenta el reseteo de fase. No obstante, la
metodologa descripta en este captulo es potencialmente aplicable a cualquier modelo de
neurona o redes de neuronas, capaz de generar series temporales realistas.
En este captulo consideramos, para la metodologa de BP, los parametros D = 6 y
 = 1. No obstante, otros valores de  pueden proporcionar informacion adicional, pues este
retardo temporal es la separacion temporal entre smbolos. Podemos considerar diferentes
escalas temporales cambiando este parametro para hacer la reconstruccion simbolica de la
serie. La naturaleza caotica o estocastica del sistema dependera de la resolucion temporal
de la se~nal bajo estudio. Entonces, es mas apropiado denir el comportamiento en un cier-
to rango de escalas, con lo cual se vuelve necesario un esquema dependiente de la escala.
La idea es generalizar la estimacion de los cuanticadores simbolicos, tomando en cuenta
diferentes tiempos de retardo  . En el caso de la entropa de Shannon y la complejidad,
llamamos \plano multiescala entropa-complejidad" a la curva parametrica descripta por
los cuanticadores de permutacion estimados a partir de una serie temporal con el tiempo
de retardo  como parametro [296], y considerando ja la longitud de patrones D. La
importancia de seleccionar un tiempo de retardo apropiado en la estimacion de los cuanti-
cadores de permutacion reside en estimar las escalas de tiempo intrnsecas del sistema. La
complejidad es maxima cuando el retardo,  , coincide con la escala intrnseca del sistema,
0. A partir de pruebas preliminares para los 20 comportamientos neurocomputacionales
en este esquema multiescala, observamos que el comportamiento lineal entre la entropa
de Shannon y la complejidad estadstica, g. 3.5.a, se vuelve no lineal. Esto nos permite
caracterizar de una manera cuantitativa estas propiedades neurocomputacionales.
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4Actividad neuronal para bajas frecuencias
al realizar o imaginar tareas visuomotoras
Las se~nales de electroencefalografa muestran la actividad electrica que toma lugar en
la supercie del cerebro, y proporcionan una herramienta importante para entender la
variedad de procesos cognitivos [242]. El electroencefalograma (EEG) es el producto de
la actividad sincronizada del cerebro y las variaciones en los patrones de oscilaciones en
el EEG reejan los cambios subyacentes en la sincronizacion neuronal. En este captulo
caracterizamos la complejidad de las bandas de frecuencia de los EEG cuando las per-
sonas ejecutan una tarea cognitiva visuomotora o imaginada (movimiento imaginado),
proporcionando un mapa causal de las actividades rtmicas del cerebro como una medida
de la atencion proporcionada durante la tarea. Estimamos la estructura intrnseca de las
correlaciones de las se~nales usando el plano causal entropa-complejidad H  C. En este
plano identicamos las dinamicas de las bandas gamma 1, gamma 2 y beta 1 en la zona
de comportamiento caotico disipativo, mientras la banda beta 2 muestra una cantidad
mucho mayor de entropa y mucho menor de complejidad, correspondiente a un mapa
cubico no invertible. La mayor complejidad en la banda gamma representa la importancia
de esta banda para estas tareas visuomotoras/imaginadas, probablemente en la atencion
y percepcion.
4.1 Plano Entropa de Shannon - Complejidad
4.1.1 Introduccion
Los sistemas complejos tienen como una de sus caractersticas estar lejos del \orden
perfecto" (por ejemplo, un cristal regular) y del \completo desorden" (por ejemplo, un
gas ideal). Estos sistemas son usualmente identicados por un cierto grado de organiza-
cion, estructura, memoria, regularidad, simetra, y patrones intrincados. Estos sistemas
no son entonces deterministas o aleatorios, y su complejidad esta caracterizada por es-
tructuras de correlacion espaciales y/o temporales. Estan caracterizados por un numero
enorme de elementos interactuantes entre ellos, con diferentes tipos de interaccion, y los
patrones temporales y la dinamica de este sistema que emergen de estas interacciones. Po-
demos identicar al cerebro como un sistema complejo multiescala en el cual la dinamica
de la actividad de las poblaciones neuronales emerge de las interacciones dadas por sus
conexiones anatomicas.
Las corrientes de membrana generadas por las neuronas afectan el potencial electrico
en el espacio extracelular. Estas corrientes pueden medirse mediante electrodos ubicados
en el exterior de las mismas. El potencial electrico medido en un sitio reeja la suma de
los numerosos campos generados por las fuentes y sumideros de corriente distribudos a
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lo largo de multiples celulas. Esta variable de estado macroscopico es conocida como LFP
si es medida por un peque~no electrodo dentro del cerebro. La actividad del cerebro puede
considerarse caotica y determinada por una dinamica no lineal [182]. La electroencefa-
lografa es una tecnica que permite grabar la actividad electrica en diferentes partes del
cuero cabelludo [92]. El EEG es una tecnica no invasiva que graba sobre el cuero cabelludo
y generalmente tiene una escasa relacion con la actividad de disparo de las neuronas indi-
viduales. Sin embargo, el EEG detectado por un unico electrodo es una version suavizada
espacialmente de los LFP bajo la supercie del cuero cabelludo (aproximadamente de 10
cm2). Los estados mentales pueden emerger a partir de las interacciones dinamicas entre
multiples niveles anatomicos y funcionales, reejados, por ejemplo, en los diferentes rit-
mos cerebrales. Las medidas de las contribuciones relativas de las oscilaciones en el EEG
son particularmente utiles para investigar las propiedades emergentes de las actividades
rtmicas del cerebro. Desde un punto de vista clnico, el EEG muestra diferentes bandas
de oscilaciones, incluyendo theta (2 [4; 8) Hz), alfa (2 [8; 13) Hz), beta (2 [13; 31) Hz) y
gamma ( 31 Hz).
Los diferentes ritmos de la actividad cerebral son de importancia funcional para en-
tender como se procesa la informacion en el cerebro humano. De hecho, un numero de
estudios demostraron que los cambios dinamicos en los ritmos alfa/beta estan asociados
con funciones motoras y/o sensoriales normales. Muchos estudios mostraron, usando EEG
[141, 170, 172, 212, 286, 285, 284] o electrocorticografa (ECoG) [80, 152, 153, 277] que
los humanos pueden usar imaginacion motora para modular la actividad en las bandas
theta, beta o gamma, y por ende controlar una interfase cerebro-computadora (BCI). Las
respuestas en los EEG muestran diferentes organizaciones espaciales y temporales, con
diferentes respuestas a modulaciones de las tareas cognitivas [62, 145]. Existen investiga-
ciones que muestran que la actividad en la banda gamma reeja detalles especcos del
movimiento, y aumenta durante la realizacion de tareas motoras [147, 173]. Inclusive, exis-
ten estudios que muestran relaciones de la actividad gamma con parametros especcos
del movimiento de las manos [213, 241, 244, 242]. Estudios hechos usando EEG intracra-
neal mostraron que muchos procesos cognitivos, motores y perceptuales son acompa~nados
por un aumento en la energa en la banda gamma: tareas de memoria, percepcion visual
y planeamiento de movimientos [146, 17, 62, 79, 54, 54, 268]. Estos estudios destacan la
importancia de la banda gamma en actividades cognitivas.
Las medidas de cantidades tipo entropa e informacion en trenes de disparos de po-
tenciales de accion permiten investigar como el codigo neuronal representa estmulos sen-
soriales y motores [180, 186, 206, 178]. Para estimar estas cantidades necesitamos conocer
la distribucion de respuestas, pero el numero de muestras de la distribucion esta limitada
por el numero de veces que puede repetirse el experimento, introduciendo entonces un
sesgo que depende del tama~no de la muestra. Nemenman, Shafee, y Bialek propusieron el
metodo NSB para remover el sesgo dependiente del tama~no de la muestra en la estima-
cion de formas entropicas [192, 191], que fue aplicado exitosamente a sistemas neuronales
como grabaciones de spike unico y unidades multiples [192, 191, 180, 206]. El estimador
NSB mostro que proporcionaba la mejor estimacion de las cantidades tipo entropa e in-
formacion [192, 191, 180, 186, 206, 178]. Aqu aplicamos este metodo a datos de EEG,
donde tambien existen limitaciones con el tama~no posible de las muestras durante los
experimentos neurosiologicos.
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En este captulo investigamos la hipotesis de que los procesos neuronales asociados
con integracion visuomotora o tareas imaginadas se relacionan con una mayor cantidad
de complejidad en ciertas bandas de frecuencia. Para hacerlo, usamos la metodologa de
permutacion de Bandt y Pompe [22] para evaluar la PDF asociada con las series tempora-
les de EEG considerando las diferentes bandas de oscilaciones rtmicas. Cuanticamos el
grado de complejidad de las diferentes bandas de frecuencia del EEG mientras los sujetos
realizan tareas cognitivas visuomotoras o imaginadas mientras usando el sistema BCI2000
para detectar las se~nales [243, 242]. Cuanticamos las diferentes caractersticas de los pa-
trones de oscilacion considerando la entropa de permutacion de Shannon y la complejidad
estadstica de permutacion [220, 231, 225, 182, 183, 184]. Usamos la metodologa NSB para
remover el sesgo dependiente del tama~no de la muestra de la estimacion de la entropa y
la complejidad estimadas a partir de la PDF de BP [191].
4.1.2 Metodos
4.1.2.1 Estimaciones NSB: removiendo el sesgo dependiente del tama~no
de la muestra
El problema en las determinaciones de la entropa es que dependen de un numero
de muestras limitadas, proporcionadas por un cierto experimento. Necesitamos entonces
un enfoque teorico que pueda remover el sesgo dependiente del tama~no de la muestra de
las estimaciones de la entropa. Sin embargo, los enfoques utilizados comunmente para
estimar la entropa tienden a subestimarla, ya que son sesgados [206].
Hace mucho tiempo, Ma propuso la idea de calcular la entropa de los sistemas fsicos
mediante el conteo de coincidencias en el ensamble micro canonico [161], donde una dis-
tribucion uniforme de entropa corresponde a estados de energa ja. El prior bayesiano
propuesto por Nemenman et al. [191] extiende esta idea de contar coincidencias para una
distribucion arbitrariamente compleja. Especcamente, el objetivo del metodo NSB es
construir un prior bayesiano, que genere una distribucion de entropas practicamente uni-
forme para corregir el sesgo dependiente del tama~no de la muestra desde su origen [264,
192, 191]. El enfoque bayesiano [192] esta basado tambien en el formalismo desarrolla-
do por Wolpert et al. [287] y Samengo [240] extendiendo las estimaciones de entropa a
distribuciones arbitrarias [191].
En lo siguiente revisaremos las ideas basicas del estimador NSB para la entropa pre-
sentado por Nemenman et al. [191]. Consideremos el problema de estimar la entropa de
Shannon para una dada distribucion de probabilidad p = fpig,
H =  
KX
i=1
pi log pi (4.1.1)
donde el ndice i vara sobre K posibilidades. Consideremos N muestras (ensayos) que
fueron obtenidos a partir de un dado experimento, donde cada posibilidad i ocurre ni
veces. Si N es mucho mayor que K, podemos aproximar
pi  fi = ni=N; (4.1.2)
y entonces la entropa puede expresarse en terminos de las frecuencias observadas como
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Hnaive =  
KX
i=1
fi log2 fi: (4.1.3)
Este enfoque \plugin" tiende a subestimar la entropa. Carlton hizo muchos avances
para resolver este problema [50], haciendo correcciones asintoticas al sesgo a~nadiendo un
termino de orden O(K/N). Este enfoque fue desarrollado luego por Panzeri et al. [205], y
corresponde a
H = Hnaive +Bias[H(R)] (4.1.4)
donde
Bias[H(R)]    1
2N log2(2)
X
s
R^ (4.1.5)
y R^ denota el numero de bines relevantes para la distribucion de probabilidad P ,
es decir el numero de bines con probabilidad de ocupacion no nula. Panzeri et al. [205]
hicieron uso de un prior bayesiano para el numero de bines relevantes, y lo re-estimaron
de forma iterativa [204, 237]. Sin embargo, la eleccion de los bines es un asunto muy
intrincado, y depende fuertemente de las caractersticas de los datos.
Si bien existen diferentes enfoques para estimar las entropas sin usar esta expansion
asintotica [191, 203], aqu usaremos el enfoque de Nemenman et al. [191].
Recordemos la expresion para la distribucion de probabilidad p de la ec. (4.1.2). El
teorema de Bayes indica que se puede expresar la probabilidad posterior de p (=fpig),
dado que se observa que i ocurrio ni veces, como:
P (pjni) = P (nikp)P (p)
P (ni)
: (4.1.6)
Notemos que el numero de veces que observemos cada respuesta i debe sumarse hasta
dar el numero total de ensayos experimentales N . Es decir:
KX
i=1
ni = N: (4.1.7)
En la ec. (4.1.6), la distribucion \a priori" es P (p). En un principio, podemos elegir un
prior tal que nuestro estimador de la entropa de P (p) no depende del numero de medidas.
Para alcanzar dicho objetivo, podemos expresar P (p) en terminos de la familia de priors
de Dirichlet [191]. Esto nos permitira construir un prior que no dependa en las potencias
negativas de N (la aproximacion naive depende implcitamente de N , pues fi=ni/N). La
familia de distribuciones de Dirichlet esta caracterizada por un parametro , y puede
escribirse como
P(p) =
1
Z
(1 
KX
i=1
pi)
KY
i=1
p 1i (4.1.8)
donde
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Z =
 K()
 (K)
: (4.1.9)
 y Z son funciones que aseguran la normalizacion de p y P respectivamente (
es la funcion delta de Dirac). La estimacion de maxima verosimilitud corresponde a la
estimacion bayesiana con este prior en el lmite  ! 0, mientras que  =1 corresponde
a un prior uniforme. Nemenman et al. [192] observaron que jar un valor particular de
 (lo que implica jar el prior) congela el valor de la entropa casi totalmente. Para un
prior \incorrecto", el estimador de la entropa esta dominado por el prior, mas que por el
conocimiento actual, lo cual lo convierte en altamente sesgado.
Idealmente quisieramos calcular la distribucion completa de entropas a priori
P(H) =
Z
dp1dp2:::dpKP(fpig)(H +
KX
i=1
pi log2 pi); (4.1.10)
pero esto es muy difcil de alcanzar. Para obtener un estimador de la entropa con
un peque~no sesgo uno puede simplemente jar una distribucion prior de entropas P (H)
uniforme. Una manera de hacerlo es deniendo [191]
P (H) = 1 =
Z
(H   )d (4.1.11)
donde  es la entropa esperada. Si pudieramos encontrar una familia de priors P(p)
que resultaran en funciones  sobre las entropas H, y si cambiando  movieramos el
pico a traves del rango total de entropas uniformemente, entonces estaramos eligiendo
el prior propio para cada entropa. Dado que la entropa de las distribuciones elegidas
para P es muy angosta y depende monotonamente del parametro  podemos alcanzar
una distribucion casi uniforme en la entropa al promediar sobre . La idea principal del
enfoque NSB es entonces construir un prior
P(p) =
1
Z
(1 
KX
i=1
pi)
KY
i=1
p 1i
d()
d
P () (4.1.12)
que va a remover el sesgo aun cuando N es peque~no. En esta ecuacion Z es nuevamente
una constante de normalizacion y d()d asegura la uniformidad para la entropa esperada
a priori, .
Entonces los priors de Dirichlet nos permiten calcular analticamente todas las inte-
grales K-dimensionales [287, 191]. Luego, los momentos de la entropa resultan ser
(HNSB)m =
R
d(; n) hHm(n)i()R
d(; n)
(4.1.13)
donde n=fnig, ym = 1; 2 corresponde a la entropa y su segundo momento. hHm[ni]i()
es el valor de expectacion del m-esimo momento de la entropa para  jo [287] y la den-
sidad de probabilidad posterior es una funcion del prior de Dirichlet propuesto,
(jn) = P() (())
 (())
KY
i=1
 (ni + ())
 (())
(4.1.14)
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Para mas detalles acerca de la metodologa NSB, ver [192, 191].
Recordemos que la divergencia de Jensen-Shannon (JSD) esta denida como [166],
JS(P;Q) =
1
2

DKL

P
P + Q
2

+ DKL

Q
P + Q
2
 
; (4.1.15)
donde DKL es la divergencia de Kullback-Leibler entre las dos distribuciones, con lo
cual la ec. (4.1.15) puede reescribirse en terminos de sumas de entropas. Tomamos P  P
como la distribucion de probabilidad total y Q  Pe como la distribucion independiente.
Entonces, al escribir todo en terminos de entropas, queda claro como aplicar la metodo-
loga NSB para remover el sesgo dependiente del tama~no de la muestra de las estimaciones
de la entropa y la complejidad.
Entonces podemos combinar la metodologa de BP [22, 220, 231] con el algoritmo
NSB [192, 191] para estimar la complejidad y la entropa, evitando el sesgo debido al
tama~no nito de los datos. Las guras 4.1A, B, 4.1C, D, 4.2A, B y 4.2C, D muestran los
histogramas de la entropa de Shannon para uno de los electrodos con y sin la metodologa
NSB considerando las diferentes bandas de oscilacion delta, theta, alfa 1, alfa 2, beta 1,
beta 2, gamma 1 y gamma 2, respectivamente. Las guras 4.3A, B, 4.3C, D, 4.4A, B y
4.4C, D muestran los histogramas para la complejidad para uno de los electrodos con y
sin la metodologa NSB considerando las diferentes bandas de oscilacion delta, theta, alfa
1, alfa 2, beta 1, beta 2, gamma 1 y gamma 2, respectivamente.
A
B
C
D
Figura 4.1. Histogramas de la entropa de Shannon considerando uno de los electrodos.
A corresponde a la banda delta, B corresponde a la theta, C corresponde a la banda alfa
1 y D corresponde a la alfa 2. Consideramos D = 6 y  = 1.
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B
C
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Figura 4.2. Histogramas de la entropa de Shannon considerando uno de los electrodos.
A corresponde a la banda beta 1, B corresponde a la beta 2, C corresponde a la banda
gamma 1 y D corresponde a la gamma 2. Consideramos D = 6 y  = 1.
A
B
C
D
Figura 4.3. Histogramas de la complejidad considerando uno de los electrodos. A co-
rresponde a la banda delta, B corresponde a la theta, C corresponde a la banda alfa 1 y
D corresponde a la alfa 2. Consideramos D = 6 y  = 1.
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Figura 4.4. Histogramas de la complejidad considerando uno de los electrodos. A co-
rresponde a la banda beta 1, B corresponde a la beta 2, C corresponde a la banda gamma
1 y D corresponde a la gamma 2. Consideramos D = 6 y  = 1.
4.1.2.2 Protocolo experimental
Consideramos la base de datos \EEG Motor Movement/Imagery Dataset", disponi-
ble en Physionet [243, 283, 99, 63], cuyos datos fueron obtenidos usando el sistema de
instrumentacion BCI2000 [242]. Esta base de datos consiste en mas de 1500 se~nales de
EEG, con diferentes duraciones (uno o dos minutos por registro), obtenida de 109 sujetos
saludables. En cada registros los sujetos tienen que realizar alguna tarea motora o ima-
ginada. La poblacion de voluntarios fue obtenida del Departamento de Salud del estado
de Nueva York, as que todos los sujetos terminaron estudios secundarios (high school)
y la mayora completaron cuatro a~nos de estudios superiores. El sexo y la edad de los
sujetos no se reporto como relevante para la realizacion de esas tareas. Ninguno de los
sujetos fue entrenado en las tareas previamente. A medida que el aprendizaje avanza con
la repeticion de los experimentos, la imaginacion se vuelve usualmente menos importante,
y la actividad en esa tarea se vuelve mas automatica [243, 283, 99, 63, 120, 293].
A los sujetos se les pidio realizar diferentes tareas motoras/imaginadas mientras se
registraba el EEG usando 64 electrodos a lo largo de la supercie de la cabeza. Cada
sujeto realizo 14 experimentos:
 Un minuto de lnea de base con los ojos abiertos
 Un minuto de lnea de base con los ojos cerrados
 Tres registros de dos minutos de una de las siguientes cuatro tareas:
1. Un objetivo aparece en el lado derecho o izquierdo de la pantalla. El sujeto abre
y cierra el correspondiente pu~no hasta que el objetivo desaparece. Luego el sujeto
se relaja.
2. Un objetivo aparece en el lado derecho o izquierdo de la pantalla. El sujeto imagina
que abre y cierra el correspondiente pu~no hasta que el objetivo desaparece. Luego
el sujeto se relaja.
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3. Un objetivo aparece en la parte superior o inferior de la pantalla. El sujeto abre
y cierra ambos pu~nos (si el objetivo esta en la parte superior) o ambos pies (si el
objetivo esta en la parte inferior) hasta que el objetivo desaparece. Luego el sujeto
se relaja.
4. Un objetivo aparece en la parte superior o inferior de la pantalla. El sujeto imagina
que abre y cierra ambos pu~nos (si el objetivo esta en la parte superior) o ambos
pies (si el objetivo esta en la parte inferior) hasta que el objetivo desaparece. Luego
el sujeto se relaja.
Los 64 canales de EEG fueron ubicados de acuerdo al sistema internacional 10-20
(como puede verse en la g. 4.5). El orden de los registros es: lnea de base con ojos
abiertos, lnea de base con ojos cerrados, y luego la tarea 1, 2, 3 y 4 sucesivamente hasta
alcanzar 14 experimentos por cada sujeto. El hueso mastoide derecho corresponde a la
tierra (GND) y el lobulo de la oreja derecha a la referencia (REF) [243, 242, 99, 63, 120,
293]. La impedancia fue mantenida debajo de 10k
. Los datos estan disponibles sin ningun
preprocesamiento ni re-referenciacion. No hay registro de electrooculograma (EOG). Los
artefactos musculares fueron cuidadosamente chequeados al comienzo de cada registro,
y vericados a lo largo del mismo, usando se~nales de electromiografa (EMG). Durante
los registros la intensidad de la luz fue disminuda, y el experimento fue realizado en un
cuarto cerrado, con el objetivo de minimizar ruidos externos. El tiempo de los marcadores
de eventos fue de 1 segundo y se indican en el conjunto de datos [63], el orden de las tareas
fue aleatorio por bloques, en bloques de 8. Para mas detalles de los datos y su adquisicion
ver [243, 242, 99, 63, 120, 293].
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Figura 4.5. A: 64 electrodos usados para registrar la actividad electrica en el cerebro
a traves de EEG. B: Una se~nal tpica (electrodo numero 21 - central parietal derecho).
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4.1.2.3 Registro y procesamiento de los datos
La frecuencia de sampleo del EEG es 160Hz. Pero debido a los artefactos de alta
frecuencia que perturban el EEG, y para remover uctuaciones en la corriente directa e
incrementar la resolucion de la se~nal, los registros fueron ltrados primero entre 1  50Hz
usando un ltro basado en una ventana de Kaiser desarrollado por Belitski et al. [32].
Luego, se hizo un ltrado por bandas. Las bandas consideradas fueron:
Banda Intervalo de frecuencias (Hz)
Delta [1; 4)
Theta [4; 8)
Alfa 1 [8; 10)
Alfa 2 [10; 13)
Beta 1 [13; 18)
Beta 2 [18; 31)
Gamma 1 [31; 41)
Gamma 2 [41; 50)
Tabla 1. Bandas de frecuencia analizadas.
Cada se~nal tiene 20000 puntos, por lo que usamos el metodo BP (con D = 6 y  = 1)
en combinacion con el algoritmo NSB, lo que nos garantiza una estimacion de la entropa
y la complejidad con mucho menos sesgo por tama~no nito de la muestra que el estimador
usual.
4.1.3 Resultados
4.1.3.1 Se~nales de EEG
La electroencefalografa es el metodo siologico que nos permite medir la actividad
electrica generada por el cerebro sobre la supercie del cuero cabelludo, y se basa en la
propagacion de impulsos electricos a lo largo de las bras nerviosas cuando la neurona
dispara [243, 242].
Las se~nales electricas son grabadas por peque~nos electrodos que estan situados sobre
la cabeza de los sujetos que participaron del experimento. Estos electrodos no graban
se~nales electricas de neuronas individuales, sino que registran la actividad electrica de
ciertas areas del cerebro. La conguracion del sistema BCI2000 se muestra en la g. 4.5A,
y consiste en un arreglo de los diferentes electrodos usados [243, 242, 99, 63, 120, 293]. Los
sujetos deban realizar actividades de ndole motor o imaginadas mientras se grababan las
se~nales de EEG. Los artefactos en las se~nales fueron removidos siguiendo la metodologa
presentada en [243, 242].
Una cantidad de bandas de frecuencia han sido relacionadas con diferentes aspectos
especcos de la percepcion que son de importancia fundamental para entender como se
procesa la informacion en el cerebro humano [243, 242]. La g. 4.5B muestra una se~nal
tpica para uno de los electrodos presentados en la g. 4.5A. Las guras 4.6A, B, C y D
muestran las diferentes se~nales ltradas de la se~nal cruda, considerando las bandas delta,
theta, alfa 1 y alfa 2. Las guras 4.7A, B, C y D muestran las bandas beta 1, beta 2,
gamma 1 y gamma 2. Las bandas del EEG muestran la funcion cerebral, y permiten mirar
la presencia o ausencia de determinada actividad cerebral especca en determinadas areas
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del cerebro. Sin embargo, se requieren otros analisis mas, no solo mirar las se~nales, para
poder analizar la informacion transportada por cada banda de oscilacion.
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Figura 4.6. Se~nales ltradas por bandas. A: banda delta 2 [1; 4)Hz . B: banda theta
2 [4; 8)Hz . C: banda alfa 1 2 [8; 10)Hz. D: banda alpha 2 2 [10; 13)Hz.
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Figura 4.7. Se~nales ltradas por bandas. A: banda beta 1 2 [13; 18)Hz. B: banda beta
2 2 [18; 31)Hz. C: banda gamma 1 2 [31; 41)Hz. D: banda gamma 2 2 [41; 50)Hz.
4.1.3.2 Bandas de oscilacion: integracion visuomotora y complejidad
Una variedad de ritmos en el cerebro son generados por cambios en las entradas senso-
riales y en las tareas demandadas [273, 110, 66, 92, 269]. Nuestra propuesta es cuanticar
una variedad de actividades oscilatorias de las se~nales de EEG mientras se realizan dife-
rentes tareas, motoras o imaginadas, registradas con el sistema BCI2000 [243, 242, 99, 63,
120, 293].
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Una cuanticacion adecuada de los ritmos cerebrales puede servir de base para una
BCI. Para poder hacer esto, analizamos la localizacion de las diferentes bandas de oscila-
cion en el plano causal HC. Las guras 4.8A, B y 4.9A, B muestran los valores promedios
de la entropa de Shannon normalizada considerando los 109 sujetos para los 64 canales del
EEG para las bandas delta, theta, alfa 1 y alfa 2, respectivamente. La entropa de Shan-
non alcanza sus valores maximos para la banda beta 2 y los mnimos para la delta. Las
gs. 4.10A, B y 4.11A, B muestran la entropa de Shannon para las mismas condiciones
pero tomando las bandas beta 1, beta 2, gamma 1 y gamma 2, respectivamente. En forma
adicional, consideramos la complejidad estadstica, que puede detectar y cuanticar orden
inducido por ruido [220, 231]. Las gs. 4.12A, B y 4.13A, B muestran las estimaciones de
la complejidad bajo las mismas condiciones para las bandas delta, theta, alfa 1 y alfa 2,
respectivamente. Las gs. 4.14A, B y 4.15A, B muestran la complejidad al considerar las
bandas beta 1, beta 2, gamma 1 y gamma 2, respectivamente. Notemos que la complejidad
de las bandas gamma 1 y beta 1 es dominante, mientras que la complejidad de las bandas
beta 2 y delta es mucho menor. Nuestros resultados son similares para las cuatro tareas.
Entropía: banda delta
Entropía: banda theta
Figura 4.8. Valores normalizados de la entropa de Shannon normalizada considerando
109 sujetos para los 64 canales de EEG. A corresponde a la banda delta y B a la banda
theta, respectivamente. Consideramos D = 6 y  = 1. La banda delta corresponde a
2 [1; 4)Hz y la theta a 2 [4; 8)Hz.
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Entropía: banda alfa 1
Entropía: banda alfa 2
Figura 4.9. Valores normalizados de la entropa de Shannon normalizada considerando
109 sujetos para los 64 canales de EEG. A corresponde a la banda alfa 1 y B a la banda
alfa 2, respectivamente. Consideramos D = 6 y  = 1. La banda alfa 1 corresponde a
2 [8; 10)Hz y la alfa 2 a 2 [10; 13)Hz.
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Entropía: banda beta 1
Entropía: banda beta 2
Figura 4.10. Valores normalizados de la entropa de Shannon normalizada considerando
109 sujetos para los 64 canales de EEG. A corresponde a la banda beta 1 y B a la banda
beta 2, respectivamente. Consideramos D = 6 y  = 1. La banda beta 1 corresponde a
2 [13; 18)Hz y la beta 2 a 2 [18; 31)Hz.
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Entropía: banda gamma 1
Entropía: banda gamma 2
Figura 4.11. Valores normalizados de la entropa de Shannon normalizada considerando
109 sujetos para los 64 canales de EEG. A corresponde a la banda gamma 1 y B a la
banda gamma 2, respectivamente. Consideramos D = 6 y  = 1. La banda gamma 1
corresponde a 2 [31; 41)Hz y la gamma 2 a 2 [41; 50)Hz.
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Complejidad: banda delta
Complejidad: banda theta
Figura 4.12. Valores normalizados de la complejidad considerando 109 sujetos para los
64 canales de EEG. A corresponde a la banda delta y B a la banda theta, respectivamente.
Consideramos D = 6 y  = 1. La banda delta corresponde a 2 [1; 4)Hz y la theta a
2 [4; 8)Hz.
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Complejidad: banda alfa 1
Complejidad: banda alfa 2
Figura 4.13. Valores normalizados de la complejidad considerando 109 sujetos para los
64 canales de EEG. A corresponde a la banda alfa 1 y B a la banda alfa 2, respectivamente.
Consideramos D = 6 y  = 1. La banda alfa 1 corresponde a 2 [8; 10)Hz y la alfa 2 a
2 [10; 13)Hz.
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Complejidad: banda beta1
Complejidad: banda beta 2
Figura 4.14. Valores normalizados de la complejidad considerando 109 sujetos para los
64 canales de EEG. A corresponde a la banda beta 1 y B a la banda beta 2, respectiva-
mente. Consideramos D = 6 y  = 1. La banda beta 1 corresponde a 2 [13; 18)Hz y la
beta 2 a 2 [18; 31)Hz.
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Complejidad: banda gamma 1
Complejidad: banda gamma 2
Figura 4.15. Valores normalizados de la complejidad considerando 109 sujetos para
los 64 canales de EEG. A corresponde a la banda gamma 1 y B a la banda gamma
2, respectivamente. Consideramos D = 6 y  = 1. La banda gamma 1 corresponde a
2 [31; 41)Hz y la gamma 2 a 2 [41; 50)Hz.
En la g. 4.16A, B se muestra la entropa de Shannon y la complejidad para la se~nal
entera, respectivamente. La se~nal entera corresponde a los datos sin ningun ltrado. Los
valores promedio de entropa son mucho mayores que para el caso de la separacion en
bandas, y estan muy cercanos a los correspondientes a estados aleatorios. La complejidad
resulta en este caso ser mucho menor que la de las diferentes bandas, en correspondencia
tambien con un estado con poca estructura.
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Entropía : señal completa
Complejidad: señal completa
Figura 4.16. Se~nal entera sin ningun ltrado, considerando los 109 sujetos para los
64 canales del EEG. A corresponde a los valores promedio de la entropa de Shannon
normalizada y B a la complejidad (D = 6 y  = 1).
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Figura 4.17. Complejidad versus entropa de Shannon normalizada (plano H  C),
promediando sobre los 64 canales y considerando todos los sujetos, tomando en cuenta
las diferentes bandas de frecuencia. Consideramos D = 6 y  = 1.
Por ultimo, en la g. 4.17 se muestra el plano causal entropa versus complejidad,
H  C, promediando sobre los 64 canales y considerando todos los sujetos, considerando
todas las bandas de frecuencia. La complejidad depende de la estructura de la se~nal, y
observamos algunas variaciones para el punto correspondiente a gamma 1 dependiendo
de la region del cerebro en la cual el electrodo este localizado. Sin embargo, el punto
gamma 1 resulta siempre un maximo en el plano H  C para todos los electrodos, y por
eso en la g. 4.17 presentamos los valores promediados sobre los electrodos. Es decir, la
g. 4.17 muestra el comportamiento global de la entropa y la complejidad para todas las
bandas de oscilacion consideradas. El analisis realizado muestra que los comportamientos
son coincidentes para las cuatro tareas visuomotoras o imaginadas. Remarquemos que la
complejidad alcanza un maximo para la banda gamma 1, y presenta un valor ligeramente
menor para la beta 1. Ambas bandas no se encuentran en un estado ordenado ni uno
desordenado, pues la entropa de Shannon no es ni cero ni maxima, sino que se encuentran
\en el medio", en un estado caotico del cerebro. Es importante destacar que se uso como
se~nal de control la lnea de base desordenada (shued) que presenta un desorden maximo,
es decir un valor maximo de entropa y mnimo de complejidad. La banda delta muestra un
valor bajo de entropa de Shannon, por ende esa banda esta en un estado muy ordenado, lo
que implica que esta representada por una distribucion de probabilidad muy angosta. En
la banda beta 2, al contrario, la entropa es muy alta, lo que signica que la distribucion
que la describe es casi uniforme. En cuanto a la se~nal entera, sin ltrar y ltrada entre
1   50Hz, la distribucion corresponde practicamente a la de un estado completamente
aleatorio, lo cual implica que no es posible extraer mucha informacion a partir de la serie
temporal completa, sin ltrar o sin hacer otro tipo de analisis, por ejemplo en frecuencia.
Las lneas continuas representan las curvas de maxima y mnima complejidad estadsti-
ca, Cmax y Cmin, respectivamente, como funciones de la entropa de Shannon normalizada
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(los valores dependen solamente del numero de grados de libertad de la PDF considerada
[166]). Los valores maximos Cmax y mnimos Cmin de la complejidad restringen los valores
posibles de la complejidad estadstica en el plano H  C. La localizacion en el plano en-
tropa-complejidad, en algunos casos, se acerca a la curva de complejidad maxima Cmax.
Sin embargo, los valores altos de complejidad proporcionan detalles adicionales acerca
de la PDF del sistema, que no son discriminados por medidas de aleatoriedad como la
entropa [221, 78].
4.1.4 Discusion y Conclusiones
Muchos estudios han mostrado, usando EEG, que los humanos pueden usar la ima-
ginacion de actividades motoras para modular la actividad rtmica de las bandas, y por
ende controlar un sistema BCI [242]. Utilizamos aqu un metodo versatil para cuanticar
la complejidad de las diferentes bandas de oscilacion de las se~nales de EEG, mediante un
enfoque basado en teora de la informacion. Mas especcamente, consideramos medidas
que tomen en cuenta la estructura causal de las se~nales: la entropa de permutacion de
Shannon (H) y la complejidad estadstica de permutacion (C). Dada la longitud de patro-
nes considerada (D = 6) y la longitud de la se~nal (20000 puntos), es necesario corregir el
sesgo en la estimacion de estas cantidades debido al tama~no nito de la serie temporal ana-
lizada. Para ello escibimos todas las cantidades en terminos de sumas, restas y productos
de entropas de Shannon y luego utilizamos la metodologa NSB.
La complejidad permite develar informacion relacionada con la estructura de las co-
rrelaciones del proceso fsico bajo estudio. El plano entropa-complejidad, H C, permite
detectar cambios sutiles en la dinamica neuronal de un sistema, originados por modica-
ciones de los estmulos externos. Este plano proporciona una distincion entre dinamicas
caoticas y estocasticas [220, 231, 182, 181, 183, 184]. Particularmente los cambios en los
ritmos beta estan asociados con el funcionamiento motor y sensorial normal. Adicional-
mente, la actividad en la banda gamma 1 muestra un rol importante en la sincronizacion e
integracion de redes neuronales en el cerebro, que pueden servir para evaluar la dinamica
temporal de las redes neuronales y sus interacciones. Los roles de los ritmos gamma 1,
gamma 2 y beta 1 en estas tareas visuomotoras o imaginadas se ven reejadas en el hecho
de que alcanzan un maximo en el plano H  C.
En este captulo proporcionamos una explicacion de como combinar la metodologa
de BP [22, 220, 231] con el algoritmo NSB [192, 191] para estimar los cuanticadores de
informacion removiendo el sesgo por tama~no nito. Detalles acerca del rendimiento de la
metodologa NSB pueden hallarse en [192, 191, 180]. Recientes avances en la estimacion
de divergencias e informacion mutua fueron desarrollados por Hernandez y Samengo [112];
queda como trabajo a futuro incorporar esta mejora para la estimacion de la Complejidad.
Aplicamos el metodo NSB [192, 191] para remover el sesgo de las medidas de entropa
y complejidad cuando se usan datos de EEG en tareas visuomotoras o imaginadas, que
son estimadas usando el enfoque de BP [22, 220, 231]. La complejidad estadstica alcanzo
sus valores maximos para las bandas involucradas en este tipo de tareas: las bandas beta
1, gamma 1 y gamma 2 [243, 283, 99, 63, 120, 293]. Por lo tanto este cuanticador podra
ser utilizado para detectar las bandas de frecuencia mas relevantes en una determinada
tarea cognitiva, y utilizar estas bandas para el control de una BCI por ejemplo.
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5Actividad neuronal para bajas
frecuencias al realizar o imaginar tareas
visuomotoras (II)
Los patrones de oscilacion neuronal son probablemente la caracterstica mas sobresa-
liente del EEG. Las oscilaciones de gran escala pueden medirse mediante EEG, y pueden
proporcionar nuevos detalles acerca de las funciones cerebrales. Para poder entender como
se codica la informacion en estas oscilaciones durante tareas cognitivas visuomotoras o
imaginadas, cuanticamos de manera precisa estos patrones de oscilacion considerando
el plano entropa de Shannon - Informacion de Fisher discreta H  F . Esto nos permi-
te distinguir que la banda beta facilita la transmision de informacion durante las tareas
visuomotoras e imaginadas.
5.1 Plano Entropa de Shannon - Informacion de Fisher
discreta
5.1.1 Introduccion
El problema de encontrar un tesauro para la actividad cerebral es un tema central en las
ciencias cognitivas. Esto involucra la codicacion y decodicacion de la actividad cerebral,
y, en cierta forma, la busqueda del \lenguaje" del cerebro. Esto no solo es importante
a nivel teorico, sino tambien a nivel tecnologico. Por ejemplo. existen sistemas llamados
interfaces cerebro-computadora (BCI) que proporcionan una va directa de comunicacion
entre el cerebro de una persona y un dispositivo externo [141, 286, 285, 284, 170, 172,
212, 152, 277, 159, 242, 178]. Por dos razones la manera de comunicarse de una BCI no
puede ser completamente arbitraria. En primer lugar, el uso de BCI permite al usuario
enviar directivas especcas a las computadoras solo a traves de se~nales cerebrales [242].
En segundo lugar, las se~nales cerebrales se miden aprovechando la electroencefalografa, y
posteriormente son manejadas por la BCI [242].
Destaquemos que no existe una base teorica para seleccionar que caracterstica de la
se~nal sera mas util para la comunicacion de la BCI [178, 182, 141, 286, 285, 284, 170, 172,
212]. En este sentido, ganar mayor entendimiento de como la informacion es codicada en el
cerebro es muy importante. Por ejemplo, diversos estudios han mostrado que ciertas tareas
imaginadas, como pueden ser movimientos de la mano, tienen consecuencias mensurables
sobre determinadas se~nales cerebrales. Esta cualidad puede ser usada para comunicar
intenciones usando simplemente movimientos imaginados [242].
Los humanos exhiben oscilaciones considerables en las bandas Alfa 1 2 [8; 10)Hz y
Alfa 2 2 [10; 13)Hz de los EEG sobre las areas sensorimotoras cuando no estan realizando
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ninguna accion motora, durante procesamiento sensorial, o durante la imaginacion de estas
tareas. Durante muchos a~nos, estos ritmos (llamados mu) permanecieron indetectados,
pero analisis mas precisos realizados por computadora permitieron armar su presencia
en la mayora de los seres humanos. El ritmo mu esta tambien asociado con los ritmos
Beta (Beta1 2 [13; 18)Hz y Beta 2 2 [13; 31)Hz). Mientras algunos de estos ritmos
beta son armonicos de los mu, algunos otros son separables mediante analisis temporales
y/o topogracos, lo que los convierte en caractersticas independientes del EEG. Otra
herramienta importante para detectar se~nales cerebrales, tambien usada en las BCI, es
la electrocorticografa (ECoG), que es menos ruidosa y tiene mas ancho de banda que
el EEG. Es a traves de esta tecnica que se observo que los ritmos mu/beta tambien
decrecen con las tareas motoras o imaginadas [141, 286, 285, 284, 170, 172, 212]. Mas aun,
la actividad en el rango gamma (Gamma 1 2 [31; 41)Hz y Gamma 2 2 [41; 50)Hz) se
incrementa durante estas condiciones experimentales [141, 286, 285, 284, 170, 172, 212].
Salvo algunas excepciones, los cambios en estas bandas relacionados con las tareas son
difciles de detectar en las se~nales de EEG, principalmente porque estas frecuencias mas
altas son mas ruidosas y estan mas afectadas por artefactos musculares que las bandas de
menor frecuencia.
El movimiento o la preparacion del mismo, y tambien la imaginacion del movimiento,
producen un decrecimiento en la amplitud de los ritmos mu y beta. Debido a que las
personas pueden cambiar estos ritmos sin necesidad de realizar movimientos, son buenos
candidatos como base para una BCI [152, 277, 159, 242]. Estas BCI tienen una implemen-
tacion sencilla, pues estan basadas en el EEG, que es una tecnica de bajo costo y muy
conocida por todos los profesionales de la salud. En este paradigma de BCI controladas
por EEG, el estudio de los ritmos cerebrales es fundamental, pues son, en cierto sentido, el
\lenguaje" que usamos para controlar la BCI. En este captulo usaremos medidas sutiles
provenientes de la Teora de la Informacion para cuanticar la dinamica intrnseca de estos
ritmos. Nos enfocamos en la medida de informacion de Fisher discreta de permutacion,
F . Usaremos la medida F en combinacion con la entropa de permutacion de Shannon,
H, lo que nos permitira denir el plano H  F [220, 231, 181, 183, 184], una herramienta
que sera util para determinar los ritmos mas relevantes para el protocolo experimental
analizado en este captulo.
5.1.2 Resultados
Utilizamos la metodologa wICA (wavelet based ICA) para remover los artefactos tecni-
cos y musculares del EEG [26, 216, 52]. Luego usamos un ltro basado en una ventana de
Kaiser desarrollado por Belitski et al. [32], para dividir la se~nal en las bandas Delta, Theta,
Alfa 1, Alfa 2, Beta 1, Beta 2, Gamma 1 y Gamma 2. Para poder realizar los analisis con
el metodo de BP, necesitamos una cantidad de puntos en el EEG relativamente grande
(M  D!). Tenemos 20000 datos para cada caso, con lo cual podemos obtener una esti-
macion conable de la informacion de Fisher. En este caso, no utilizamos la metodologa
NSB [27] para remover el sesgo de las estimaciones del plano H F debido a la dicultad
de implementar esta metodologa para la estimacion de la informacion de Fisher discreta.
Usamos la metodologa de BP considerando D = 6 y  = 1. Esta longitud de patron es
suciente para caracterizar ecientemente la causalidad de la estructura ordinal de la serie
temporal [22].
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Las g. 5.1A,C y 5.2A,C muestran los valores promedio de la entropa de Shannon
normalizada considerando los 109 sujetos para los 64 canales del EEG, considerando las
bandas Delta, Theta, Alfa 1 y Alfa 2, respectivamente. Las gs. 5.3A,C y 5.4A,C muestran
la entropa de Shannon para las bandas Beta 1, Beta 2, Gamma 1 y Gamma 2, respectiva-
mente. La entropa de Shannon alcanza su maximo para la banda Gamma 1 y el mnimo
para la Delta. Para entender que ritmo es el que codica mayor informacion acerca de la
tarea visuomotora e imaginada estimamos la informacion de Fisher discreta [220, 231]. Las
gs. 5.1B,D y 5.2B,D muestran los valores promedios de la informacion de Fisher discreta
bajo las mismas condiciones que la entropa, para las bandas Delta, Theta, Alfa 1 y Alfa
2, respectivamente. Las gs. 5.3B,D y 5.4B,D muestran la informacion de Fisher para las
bandas Beta 1, Beta 2, Gamma 1 y Gamma 2, respectivamente. Se observa que la infor-
macion de Fisher en las bandas Beta 1 y Beta 2 es maxima, mientras que para la Delta es
mucho menor. Nuestros resultados son los mismos para las cuatro tareas visuomotoras/i-
maginadas. Las bandas Alfa 1 y Alfa 2 muestran una cantidad menor de informacion de
Fisher que las Beta. Las lneas de base para las bandas Beta con ojos abiertos/cerrados se
muestran en las gs. 5.5 y 5.6. Las gs. 5.5A, C y 5.6A, C muestran la entropa de Shan-
non de las lneas de base para las bandas Beta 1 y Beta 2, respectivamente. Las gs. 5.5B,
D y 5.6B, D muestran la informacion de Fisher de las lneas de base para las bandas Beta
1 y Beta 2, respectivamente. Estas lneas de base presentan una informacion de Fisher
menor que la correspondiente a las tareas visuomotoras/imaginadas.
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Figura 5.1. Valores promedio de la entropa de Shannon normalizada y la informacion
de Fisher discreta, considerando 109 sujetos para los 64 canales del EEG. (A) corresponde
a la entropa de la banda Delta y (C) a la Theta. (B) corresponde a la informacion de
Fisher de la banda Delta y (D) a la Theta. Consideramos D = 6 y  = 1. Los resultados
son los mismos para las cuatro tareas (los t-test no resultaron signicativos al distinguir
tareas).
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Figura 5.2. Valores promedio de la entropa de Shannon normalizada y la informacion
de Fisher discreta, considerando 109 sujetos para los 64 canales del EEG. (A) corresponde
a la entropa de la banda Alfa 1 y (C) a la Alfa 2. (B) corresponde a la informacion de
Fisher de la banda Alfa 1 y (D) a la Alfa 2. Consideramos D = 6 y  = 1. Los resultados
son los mismos para las cuatro tareas (los t-test no resultaron signicativos al distinguir
tareas).
0.4634
0.4636
0.4638
0.464
0.4642
0.4644
0.63
0.631
0.632
0.633
0.634
0.635
0.636
0.606
0.607
0.608
0.609
0.61
0.611
0.594
0.595
0.596
0.597
0.598
0.599
0.6
0.601
0.602
Entropía de Shannon: banda Beta1 Información de Fisher: banda Beta1
Entropía de Shannon: banda Beta2 Información de Fisher: banda Beta2
A B
C D
Figura 5.3. Valores promedio de la entropa de Shannon normalizada y la informacion
de Fisher discreta, considerando 109 sujetos para los 64 canales del EEG. (A) corresponde
a la entropa de la banda Beta 1 y (C) a la Beta 2. (B) corresponde a la informacion
de Fisher de la banda Beta 1 y (D) a la Beta 2. Consideramos D = 6 y  = 1. Los
resultados son los mismos para las cuatro tareas (los t-test no resultaron signicativos al
distinguir tareas).
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Figura 5.4. Valores promedio de la entropa de Shannon normalizada y la informacion
de Fisher discreta, considerando 109 sujetos para los 64 canales del EEG. (A) corresponde
a la entropa de la banda Gamma 1 y (C) a la Gamma 2. (B) corresponde a la informacion
de Fisher de la banda Gamma 1 y (D) a la Gamma 2. Consideramos D = 6 y  = 1. Los
resultados son los mismos para las cuatro tareas (los t-test no resultaron signicativos al
distinguir tareas).
Figura 5.5. Valores promedio de la entropa de Shannon normalizada y la informacion
de Fisher discreta, considerando 109 sujetos para los 64 canales del EEG de las se~nales
de lnea de base. (A) corresponde a la entropa de la banda Beta 1 (ojos abiertos) y (C)
a la Beta 1 (ojos cerrados). (B) corresponde a la informacion de Fisher de la banda Beta
1 (ojos abiertos) y (D) a la Beta 1 (ojos cerrados). Consideramos D = 6 y  = 1. Los
resultados son los mismos para las cuatro tareas (los t-test no resultaron signicativos al
distinguir tareas).
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Figura 5.6. Valores promedio de la entropa de Shannon normalizada y la informacion
de Fisher discreta, considerando 109 sujetos para los 64 canales del EEG de las se~nales
de lnea de base. (A) corresponde a la entropa de la banda Beta 2 (ojos abiertos) y (C)
a la Beta 2 (ojos cerrados). (B) corresponde a la informacion de Fisher de la banda Beta
2 (ojos abiertos) y (D) a la Beta 2 (ojos cerrados). Consideramos D = 6 y  = 1. Los
resultados son los mismos para las cuatro tareas (los t-test no resultaron signicativos al
distinguir tareas).
En lo que sigue analizaremos la localizacion de las diferentes bandas de oscilacion en
el plano informativo causal HF , promediando sobre los 64 canales y tomando en cuenta
todos los sujetos. Observamos algunas variaciones en el plano HF para las bandas Beta
para los diferentes electrodos, y por ello en la g. 5.7 presentamos los valores promedio. La
g. 5.7 muestra la media sobre 109 sujetos para las tareas realizadas, y considerando los
diferentes electrodos. Esto es, la g. 5.7 muestra el comportamiento global de la entropa
de Shannon y la informacion de Fisher discreta para las diferentes bandas de oscilacion
en el cerebro. El maximo de la Fisher es alcanzado para la banda Beta 1, seguido por
valores menores de la Beta 2, Alfa 1 y Alfa 2. Como las bandas Betas estan directamente
relacionadas con la desinhibicion de las poblaciones neuronales involucradas en las esti-
maciones de los parametros de movimiento, hay entonces unas pocas frecuencias que son
preponderantes, e inducen un valor maximo de la informacion de Fisher. La informacion
de Fisher permite develar informacion sobre la PDF que describe el sistema, adicional a la
proporcionada por la entropa. Es entonces la combinacion de ambas, entropa y Fisher, la
que nos permite distinguir la dinamica de las diferentes bandas de oscilacion rtmicas. La
g. 5.8A, B muestra las lneas de base con ojos abiertos y cerrados, respectivamente (to-
mando la media sobre 109 sujetos y considerando todos los electrodos). Una comparacion
simple entre las tareas y las lneas de base muestra que la informacion de Fisher siempre
toma valores mayores para las tareas que para las lneas de base (t-test signicativo con
p < 0; 05). Podemos interpretar a la banda Beta 1 como facilitadora de la transmision de
informacion en el cerebro durante las tareas visuomotoras. Es decir, la banda Beta 1, en
particular, resulta la mas informativa acerca de las tareas en este protocolo experimental.
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Figura 5.7. Informacion de Fisher discreta versus entropa de Shannon normalizada
(plano H  F ), promediando sobre todos los sujetos y cada punto siendo un electrodo,
tomando en cuenta todas las bandas de frecuencia. Consideramos D = 6 y  = 1. Los
resultados son los mismos para las cuatro tareas.
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Figura 5.8. Informacion de Fisher discreta versus entropa de Shannon normalizada
(plano H F ), como en la g. 5.7 pero considerando las lneas de base. (A) corresponde
a los ojos abiertos. (B) corresponde a los ojos cerrados.
5.1.3 Discusion y Conclusiones
En este captulo presentamos una aplicacion de la informacion de Fisher discreta para
cuanticar como se transmite la informacion en el cerebro a traves de las diferentes bandas
de oscilacion. Investigamos el plano Fisher-Shannon, HF , considerando que los patrones
de oscilacion en el EEG reejan los cambios en la sincronizacion de las neuronas cuando
los sujetos efectuan tareas de ndole visuomotora o imaginadas. Proporcionamos un mapa
causal, H  F , de la dinamica de los ritmos que puede proporcionar una medida de la
carga atencional en las tareas.
Mostramos que el maximo de la Fisher se alcanza en las bandas Beta. Al mismo tiem-
po, las bandas Alfa presentan un valor de informacion mucho menor. Esto es consistente
con el hecho de que durante tareas visuomotoras existe un aumento en la potencia en las
bandas Alfa y una disminucion en las Beta, es decir que tienen comportamientos opuestos
[44]. Esta atenuacion en la potencia lleva a una atenuacion en la se~nal o al menos en ciertas
frecuencias, provocando que la banda Beta alcance un maximo de informacion. Ademas,
las bandas Beta y Alfa constituyen parte de lo que se llama ritmo mu, que experimenta
un cambio cuando el sujeto realiza o imagina un movimiento, y es entonces una manera
de expresar intencion de moverse [44]. La informacion de Fisher puede utilizarse como un
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biomarcador para determinar cuales son las bandas que mas varan durante una determi-
nada tarea. Luego de un analisis en el plano H  F , uno puede concentrarse mas en las
bandas que son mas informativas para el experimento en particular.
Si bien anteriormente estimamos la entropa de Shannon y la complejidad usando
una metodologa para remover el sesgo dependiente del tama~no de la muestra [27], en el
caso de la informacion de Fisher, esta metodologa no es de aplicacion directa, pues no
es posible escribirla en terminos de entropas. Queda como trabajo a futuro extender la
metodologa NSB a la estimacion de la informacion de Fisher discreta. Ademas, como el
numero de electrodos considerados en este estudio es grande, para poder realizar una BCI
mas aplicable, es necesario reducir el numero de electrodos bajo analisis [288, 289].
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6Actividad neuronal para bajas
frecuencias al realizar o imaginar tareas
visuomotoras (III)
Las actividades imaginadas pueden ser una base cognitiva para el pensamiento crea-
tivo. Un estudio reciente mostro la relevancia de las actividades imaginadas para el estu-
dio de enfermedades neuronales, al comparar las variaciones en la actividad neuronal de
pacientes con enfermedades cerebrales y sanos [211]. Un aspecto importante de las me-
todologas cientcas centradas en las enfermedades neuronales es entonces proporcionar
metodologas conables que nos permitan distinguir entre actividades realizadas e imagi-
nadas en el cerebro. El electroencefalograma es el resultado de la actividad sincronizada
del cerebro, y nuestro objetivo en este captulo es retratar la dinamica de la red del cerebro
a traves de las respuestas en el EEG cuando los sujetos realizan tareas visuomotoras o
imaginadas especcas. Usamos una metodologa basada en teora de la informacion y la
closeness centrality de los diferentes nodos. En particular, estimamos la PDF asociada
con cada electrodo de la se~nal a traves de la metodologa de BP, y luego cuanticamos la
conectividad calculando la divergencia de Jensen-Shannon entre cada par de electrodos.
Luego usamos una caracterstica de la red, la closeness centrality, para determinar cuan
rapido es el ujo de informacion a traves de un determinado nodo. El resultado obtenido
muestra que, a nivel de la red formada por los electrodos del EEG, la banda alfa resulta
importante para distinguir entre tareas imaginadas o visuomotoras.
6.1 Analisis de conectividad usando la Divergencia de
Jensen-Shannon
6.1.1 Introduccion
Una de las principales suposiciones en neurociencia es que el cerebro computa. Es decir,
el cerebro toma informacion, la codica en ciertas variables biofsicas -como por ejemplo
el potencial de membrana de las neuronas- y luego realiza una variedad de operaciones
dinamicas para extraer las caractersticas principales de los estmulos. El resultado es que
algunas de estas operaciones pueden guardarse para usarse luego y, nalmente, para con-
trolar el comportamiento en una manera mas conveniente. Ademas, el cerebro procesa la
informacion sensorial en multiples etapas en los circuitos neuronales. La informacion es
transmitida a traves de trenes de potenciales de accion o menos frecuentemente mediante
potenciales de campo local. En particular, para los trenes de potenciales de accion, la in-
formacion tambien puede transmitirse a traves del conteo de spikes, su precision temporal,
la estructura de la serie temporal, la sincronizacion entre grupos de neuronas, o alguna
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combinacion de todos estos [19, 207, 204, 180, 186, 185, 177, 175, 176, 174, 178]. Entonces
el cerebro no tiene un unico codigo, sino multiples.
En particular, el EEG puede detectar la actividad electrica del cerebro con una resolu-
cion temporal del milisegundo [243]. Esta tecnica proporciona un registro de los procesos
electricos que nos permite relacionar cambios en la se~nal con una tarea cognitiva particular.
Es posible extraer del EEG la red de conectividad funcional. Sin embargo, la elucidacion
de la interconectividad a nivel de los electrodos no es sencilla [247]. Se pueden encontrar
varios esfuerzos en la literatura para resolver esto [30, 47, 31, 260]. La teora de redes
esta basada en teora de grafos, teora de probabilidades, mecanica estadstica y sistemas
dinamicos [30, 47, 31, 260, 168, 167, 29, 245, 234, 71, 23, 24, 235, 156, 157].
El cerebro es una red compleja de gran escala y las interdependencias entre al menos
dos electrodos del EEG pueden describirse utilizando ciertas metodologas [210]. Remar-
quemos que el analisis de redes de los datos de EEG puede ayudarnos a ganar un mayor
entendimiento de las funciones cerebrales y encontrar la correcta conectividad funcional
a traves del EEG, que puede ser usada como biomarcador para diagnosticar desordenes
mentales [260, 101, 259]. Investigar la dinamica de las se~nales de EEG signica estimar el
grado de correlacion entre diferentes patrones temporales para los diferentes electrodos o
nodos. Las uctuaciones de la actividad electrica registradas por el EEG muestran activi-
dad neuronal correlacionada [196]. El acoplamiento oscilatorio entre dos se~nales de EEG
puede usarse como una medida que reeja la actividad de la red cerebral. Variaciones en
la longitud del camino mas corto (shortest path) fueron relacionadas con enfermedades
mentales [260, 259].
Los metodos de analisis de EEG estan basados en la investigacion de los cambios
dinamicos de la actividad electrica en tiempo, frecuencia y espacio. Una metodologa di-
recta para cuanticar las asociaciones entre series temporales es encontrar cuan compara-
bles son las ondas para cada frecuencia cuando se utiliza un desfasaje temporal en una de
ellas. Esto se hace evaluando la correlacion cruzada (cross-correlation) [43, 101, 28]. Sin
embargo los acoples no lineales son importantes para regular la actividad neuronal. De
esta manera, las medidas de anidad no lineal necesitan ser consideradas para determinar
la red compleja del cerebro. Como vimos anteriormente, Bandt y Pompe propusieron una
metodologa nueva que comprende en cambiar la se~nal, mediante una simbolizacion, por
una secuencia de patrones, y luego realizar inferencias sobre ellos [22, 231, 220]. En vista
de la evaluacion de las estructuras ordinales presentes en la serie temporal, y el impacto
de las mismas en la PDF, esta metodologa incluye la causalidad temporal intrnseca de la
serie a traves de una metodologa de aplicacion simple y estimacion directa [22, 231, 220,
27, 25]. Entonces, el enfoque de BP permite encontrar informacion importante relacionada
con las variables ocultas que regulan el sistema.
Los elementos no lineales del cerebro son de naturaleza disipativa, y estan sujetos
a condiciones de no equilibrio que determinan las propiedades de las neuronas. La di-
vergencia de Jensen-Shannon, que evalua el contraste entre (al menos dos) PDFs, es una
herramienta valiosa para comparar la composicion simbolica de diferentes secuencias. Esen-
cialmente, en este captulo estimamos la distancia de Jensen-Shannon normalizada entre
dos PDFs, cada una correspondiente a un electrodo distinto [179]. El objetivo es realizar
una discriminacion entre tareas imaginadas [242] y realizadas a traves de la aplicacion
de la divergencia de Jensen-Shannon entre las probabilidades de BP entre los diferentes
electrodos, en combinacion con la estimacion de la closeness centrality de los nodos. Este
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enfoque permite distinguir entre tareas imaginadas y realizadas caracterizando los nodos
mas relevantes dentro del grafo para las diferentes bandas de frecuencia, usando una red
funcional basada en el formalismo de BP y la divergencia de Jensen-Shannon.
6.1.2 Centralidad: Closeness centrality
Las redes, o grafos, son construidas generalmente considerando una medida de conecti-
vidad y poniendo diferentes umbrales. Este marco permite analizar el conectoma funcional
del cerebro. Describimos las diversas redes correspondientes a cada ritmo, para las situa-
ciones de tareas imaginadas o realizadas usando herramientas de teoras de la informacion.
La idea principal es ganar un mayor entendimiento de situaciones en las cuales una dada
banda de oscilacion recluta diversas regiones del cerebro, permitiendo una distincion entre
la atencion y el desarrollo de movimientos imaginados. Estimamos el grado de interco-
nectividad de la red usando la distancia normalizada de Jensen-Shannon JS entre dos
probabilidades: una correspondiente al estado del sistema en un electrodo y otra al estado
en otro electrodo como referencia, como en la ec. (1.4.5). Normalizamos la distancia de
Jensen-Shannon para cada banda tomando el valor maximo entre las tareas realizadas e
imaginadas. Debido a la longitud de la serie temporal estudiada, consideramos D = 6 y
 = 1 para todas las estimaciones de BP [22, 231, 220, 27, 25]. Para realizar estos calculos,
necesitamos satisfacer la condicion (M  D!); en este caso tenemos 20000 puntos para
cada caso.
La teora de grafos permite la investigacion de sistemas de elementos interactuantes. Un
grafo es una estructura que permite representar relaciones entre los elementos, que pueden
ser de a pares o multiples [51]. Esta comprendido por nodos que estan asociados entre s
por aristas. La centralidad de un nodo C es una medida de importancia basica del nodo.
Entre las medidas de centralidad, la closeness centrality de un dado nodo es evaluada
como la cantidad de nodos menos uno, N   1, dividido por la suma de la longitud del
camino mas corto entre el nodo de interes y cualquier otro nodo en el grafo.
Es decir
C(i) = N   1P
j d(i; j)
; (6.1.1)
donde d(j; i) es la separacion entre nodos i y j. La closeness centrality mide cuan
cortos son los caminos mas cortos desde el nodo i a todos los nodos. En este caso tenemos
62 nodos en total, dado que excluimos los dos electrodos de referencia T9 y T10. Elegimos
la closeness centrality debido a que es una medida muy util para medir que tan rapida
sera la transmision de datos a traves de un nodo dado a todos los nodos disponibles [86,
87, 38, 42, 41, 39, 260].
6.1.3 Resultados
En lo que sigue mostraremos el analisis realizado para la tarea visuomotora 1, y la
correspondiente tarea imaginada 2. Nuestros resultados son equivalentes para las tareas
visuomotoras/imaginadas 3 y 4. La g. 6.1A, B y la g. 6.2A, B muestran el valor medio
de la interconectividad para los 109 sujetos cuando realizan la tarea visuomotora para los
64 canales del EEG considerando los diversos ritmos delta, theta, alfa 1 y alfa 2. La g.
6.1C, D y la g. 6.2C, D son equivalentes a la g. 6.1A, B y a la g. 6.2A, B pero realizando
la tarea imaginada. La g. 6.3A, B y la g. 6.4A, B muestra los valores promedios para
la interconectividad al realizar la tarea visuomotora pero considerando las bandas beta
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1, beta 2, gamma 1 y gamma 2, respectivamente. La g. 6.3C, D y la g. 6.4C, D son
las mismas que las g. 6.3A, B y 6.4A, B pero realizando la tarea imaginada. Se pueden
apreciar peque~nas diferencias entre las redes de la tarea realizada y la imaginada.
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Figura 6.1. Interconectividad de la red. A, B muestran los valores promedios de la
interconectividad considerando los 109 sujetos al realizar la tarea visuomotora, para las
bandas delta y theta. C, D son lo mismo que A, B pero tomando la tarea imaginada.
Consideramos D = 6 y  = 1. La banda delta corresponde a [1; 4)Hz y la banda theta a
[4; 8)Hz.
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Figura 6.2. Interconectividad de la red. A, B muestran los valores promedios de la
interconectividad considerando los 109 sujetos al realizar la tarea visuomotora, para las
bandas alfa 1 y alfa 2. C, D son lo mismo que A, B pero tomando la tarea imaginada.
Consideramos D = 6 y  = 1. La banda alfa 1 corresponde a [8; 10)Hz y la banda alfa 2
a [10; 13)Hz.
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Figura 6.3. Interconectividad de la red. A, B muestran los valores promedios de la
interconectividad considerando los 109 sujetos al realizar la tarea visuomotora, para las
bandas beta 1 y beta 2. C, D son lo mismo que A, B pero tomando la tarea imaginada.
Consideramos D = 6 y  = 1. La banda beta 1 corresponde a [13; 18)Hz y la banda beta
2 a [18; 31)Hz.
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Figura 6.4. Interconectividad de la red. A, B muestran los valores promedios de la
interconectividad considerando los 109 sujetos al realizar la tarea visuomotora, para las
bandas gamma 1 y gamma 2. C, D son lo mismo que A, B pero tomando la tarea
imaginada. Consideramos D = 6 y  = 1. La banda gamma 1 corresponde a [31; 41)Hz
y la banda gamma 2 a [41; 50)Hz.
Las gs. 6.5A y B muestran las conexiones de un nodo para la tarea realizada para
las bandas theta y alfa 1 respectivamente, para el electrodo Oz, ubicado sobre la corteza
visual. Las gs. 6.5C y D muestran las conexiones para el mismo nodo y las mismas bandas,
pero para la tarea imaginada. Las conexiones mostradas en estas guras son tambien los
promedios para los 109 sujetos. Podemos apreciar en estas guras que existen peque~nas
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diferencias en las conexiones para las diferentes tareas, pero de esta forma todava no la
estamos cuanticando. Necesitamos otra medida de grafos para distinguir de una manera
mas precisa las redes, y para encontrar tambien los nodos mas importantes en cada tarea.
(a) (b)
(c) (d)
Figura 6.5. A, B muestran las conexiones del nodo Oz para la tarea visuomotora,
tomando las bandas theta y alfa 1, respectivamente. C, D muestran las conexiones del
mismo nodo para la tarea imaginada. Consideramos D = 6 y  = 1.
Para cuanticar la relevancia de cada nodo para las tareas realizadas e imaginadas,
investigamos la closeness centrality para los diferentes nodos. Las gs. 6.6A, B, 6.7A y
6.8A muestran la centralidad C, como en la ec. (6.1.1), tomando en cuenta el promedio
sobre 109 sujetos para los canales del EEG (excluyendo los de referencia) para las tareas
realizadas y las bandas delta, theta, alfa 1 y alfa 2, respectivamente. Las gs. 6.6C, D,
6.7B, y 6.8B son las mismas que 6.6A, B, 6.7A y 6.8A pero realizando la tarea imaginada.
Las gs. 6.9A, B y 6.10A, B muestran la centralidad C para la tarea realizada considerando
las bandas beta 1, beta 2, gamma 1 y gamma 2, respectivamente. Las gs. 6.9C, D y 6.10C,
D son las mismas que 6.9A, B y 6.10A, B pero para la tarea imaginada. Los electrodos T9
y T10 fueron excluidos del analisis de la centralidad pues son los de referencia [26].
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a) b)
c) d)
Figura 6.6. Closeness Centrality. A, B muestran la centralidad de los nodos consideran-
do el promedio de los 109 sujetos al realizar la tarea visuomotora para los 62 electrodos
y las bandas delta y theta. C, D son iguales a A, B pero para la tarea imaginada. Con-
sideramos D = 6 y  = 1. La banda delta corresponde a [1; 4)Hz y la theta a [4; 8)Hz.
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a)
b)
Figura 6.7. Closeness Centrality. A muestra la centralidad de los nodos considerando
el promedio de los 109 sujetos al realizar la tarea visuomotora para los 62 electrodos y la
banda alfa 1. B es igual a A pero para la tarea imaginada. Consideramos D = 6 y  = 1.
La banda alfa 1 corresponde a [8; 10)Hz.
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a)
b)
Figura 6.8. Closeness Centrality. A muestra la centralidad de los nodos considerando
el promedio de los 109 sujetos al realizar la tarea visuomotora para los 62 electrodos y la
banda alfa 2. B es igual a A pero para la tarea imaginada. Consideramos D = 6 y  = 1.
La banda alfa 2 corresponde a [10; 13)Hz.
a) b)
c) d)
Figura 6.9. Closeness Centrality. A, B muestran la centralidad de los nodos consideran-
do el promedio de los 109 sujetos al realizar la tarea visuomotora para los 62 electrodos
y las bandas beta 1 y beta 2. C, D son iguales a A, B pero para la tarea imaginada.
Consideramos D = 6 y  = 1. La banda beta 1 corresponde a [13; 18)Hz y la beta 2 a
[18; 31)Hz.
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a) b)
c) d)
Figura 6.10. Closeness Centrality. A, B muestran la centralidad de los nodos conside-
rando el promedio de los 109 sujetos al realizar la tarea visuomotora para los 62 electrodos
y las bandas gamma 1 y gamma 2. C, D son iguales a A, B pero para la tarea imaginada.
Consideramos D = 6 y  = 1. La banda gamma 1 corresponde a [31; 41)Hz y la gamma
2 a [41; 50)Hz.
En el caso de la banda delta, TP7 mostro la mayor centralidad para las tareas imagi-
nadas y realizadas. En la banda theta, FP1, FPz y FP2 mostraron la mayor centralidad
en ambas tareas. Para la banda beta 1 la mayor centralidad esta dada por AF8, T8, O2
y Oz para la tarea realizada. En el caso de la imaginada, la banda beta 1 tiene la mayor
centralidad para AF7, AF8, F6, T8 y Oz. Beta 2 mostro la mayor centralidad en AF8 para
la tarea realizada y AF7, AF8 la mayor para la imaginada. Alfa 1 muestra los mayores
valores de centralidad para FP1, FPz, FP2, F7, F6, FC2, FC4, C4 y P2 para la tarea
realizada. Para la tarea imaginada y la banda alfa 1, la mayor centralidad es para los
nodos FP1, FP2, AF8, AF3, F3, F2, FT7, FC3, FC4, P2, P7, T8, PO4, Oz y O2. En el caso
de la banda alfa 2 la mayor centralidad esta dada por los nodos FPz, FP2, T8, O1 y Oz
para la tarea realizada. La mayor centralidad de la tarea imaginada esta dada por FPz,
O1 y PO4 para alfa 2. Gamma 1 y gamma 2 presentan la mayor centralidad en Oz, O2, y
Tz para ambas tareas. Es importante destacar, por encima de todo, que las bandas delta,
theta, beta y gamma muestran una menor closeness centrality y por ende muestran una
menor eciencia de la transmision de informacion que puede pasar desde un determinado
nodo a todos los demas.
No encontramos diferencias signicativas entre las tareas realizadas e imaginadas para
la mayora de las bandas, con excepcion de la alfa 1 y la alfa 2 que muestran una centralidad
diferente para muchos nodos en la red cuando se comparan ambas tareas (ver g. 6.7 y
g. 6.8). Especcamente, primero realizamos un test t entre tareas realizadas e imaginadas
para cada una de las bandas, y luego aplicacion una correccion por falsos positivos (FDR).
Elegimos la metodologa de Benjamini{Hochberg con una FDR de 5 % como en las refs.
[33, 194]. Luego de realizada la correccion por falsos positivos no encontramos diferencias
signicativas para las bandas delta, theta, beta 1, gamma 1 y gamma 2. En el caso de
la banda alfa 1, al realizar el test t entre tareas realizadas e imaginadas obtenemos 26
sitios con diferencias signicativas. Luego de realizar la correccion FDR encontramos 17
sitios signicativos. Los electrodos que pasaron el test corregido son FPz, AF8, F7, F8, F3,
F2, F6, FT7, AFz, FC3, C5, C2, T8, PO7, PC8, C1 y Oz. En el caso de la banda alfa 2,
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existen 6 sitios que mostraron diferencias signicativas: FP2, T8, TP7, P7, Oz, Iz, PO4 y
P6. Debemos resaltar que la estimacion de la closeness centrality jugo un rol importante
en este trabajo, pues al implementar otras medidas de grafos no encontramos diferencias
marcadas entre tareas realizadas e imaginadas para las diferentes bandas analizadas.
6.1.4 Discusion y Conclusiones
El rol de la imaginacion puede ser importante para los pensamientos creativos. La
imaginacion proporciona un tipo de libertad cognitiva que es importante para el pensa-
miento y las acciones creativas. Cuando la imaginacion se usa para la cognicion, entonces
esta bajo la restriccion de la comprension y es importante, si no esencial, para el pen-
samiento creativo. A pesar de que la imaginacion puede proporcionar una base cognitiva
para el pensamiento y las acciones creativas, aun se desconoce como la imaginacion y el
pensamiento creativo pueden conectarse dinamicamente en la arquitectura del cerebro. Un
estudio reciente mostro que la actividad del globus pallidus se reduce signicativamente du-
rante la locomocion imaginada en pacientes con enfermedad de parkinson en comparacion
con sujetos sanos [211]. Es importante destacar que los autores demostraron, utilizando
las mediciones de la IRMf (imagen de resonancia magnetica funcional), que la enferme-
dad de parkinson presento factores beta mas grandes en la zona visuomotora en medio
de los giros previstos, mientras que los sujetos control no lo hicieron, y que la velocidad
de marcha esta asociada con los factores beta en pacientes con enfermedad de parkinson
pero no en sujetos control [211]. La deteccion temprana y el diagnostico basados en la
extraccion de caractersticas de las redes neuronales del EEG usando tareas imaginadas
pueden ser de gran ayuda para comprender las funciones del cerebro y las enfermedades
neuronales. Cuando se realiza un analisis de red, los marcadores de closeness centrality nos
permiten encontrar los nodos mas relevantes dentro de un grafo. Las aplicaciones implican
identicar la estructura mas importante de la red neuronal. Por lo tanto, la relevancia
principal de la centralidad de los nodos es identicar las diferentes regiones que podran
estar relacionadas con enfermedades neuronales.
Hasta lo que sabemos, todava no hay una manera ideal de lidiar con la construccion de
una interfase cerebro-computadora (BCI) basada en tareas motoras imaginadas (MI-BCI
[109]). Especcamente, las caractersticas de extraccion y determinacion de patrones re-
levantes y biomarcadores para el desarrollo de una MI-BCI exitosa aun estan bajo debate.
Por lo tanto, es extremadamente util investigar nuevas metodologas que puedan ofrecer
una mejor comprension de como los patrones y la conectividad en tareas motoras imagi-
nadas dieren de las de actividades no imaginadas/realizadas. Recientemente una nueva
investigacion ha estudiado la posibilidad de utilizar medidas de teora de grafos para la
clasicacion de datos, ya que las mismas podran proporcionar informacion importante
sobre la conectividad [18]. En particular, un estudio reciente ha demostrado que las metri-
cas de grafos se pueden utilizar para EEG-BCI basadas en grafos asociados a movimientos
imaginados de la mano, ya que son una opcion viable para la clasicacion de se~nales de
movimientos de mano imaginados [83]. En este captulo proponemos una tecnica efecti-
va que nos permite determinar cuantitativamente la closeness centrality del nodo dentro
de los diversos ritmos, considerando la causalidad de las se~nales del EEG. Para hacerlo,
evaluamos con exactitud los puntos distintivos de los patrones oscilatorios considerando
estimadores que representan la estructura causal de la se~nal utilizando el procedimiento de
BP. Mas especcamente, estimamos la interconectividad de la red estimando la distancia
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normalizada de Jensen-Shannon entre las probabilidades de BP a traves de diferentes no-
dos, cuanticando la dinamica no lineal de las se~nales del EEG. Posteriormente, optamos
por calcular la closeness centrality porque es una medida util para estimar el nivel de
eciencia y que mide que tan rapida sera la transmision de datos a traves de un nodo
dado hacia todos los nodos disponibles [86, 87, 38, 42, 41, 39]. Nuestra metodologa nos
permite caracterizar las propiedades de centralidad de varios nodos dentro de los ritmos
del EEG, considerando la causalidad de la se~nal y considerando las propiedades dinamicas
emergentes de los diversos patrones de oscilaciones del cerebro mientras realizamos tareas
de caracter visuomotor o imaginario. Es decir, en este captulo, analizamos la organizacion
de la red del EEG a traes de una medida de centralidad para estudiar como discriminar
las tareas imaginadas y no imaginadas para las diferentes oscilaciones rtmicas, mostrando
que la banda alfa 1 nos permite discriminar entre ambas tareas. Por lo tanto, determina-
mos que el enfoque actual que combina la estimacion de la PDF de BP con la distancia
de Jensen-Shannon y la closeness centrality es una opcion viable para la clasicacion de
se~nales de movimientos manuales realizados e imaginados.
Se ha encontrado que las oscilaciones de frecuencia alfa tienen un papel importante en
las acciones de control inhibitorio, gestionando el acceso a los datos de un procedimiento
cognitivo y a la memoria de trabajo [136, 137, 282]. Nuestros hallazgos muestran una
mayor cantidad general de centralidad para los diferentes nodos durante las tareas imagi-
nadas, revelando informacion sobre los mecanismos neuronales que subyacen en el proceso
creativo. Mostramos que los niveles de centralidad en la banda alfa de los diferentes nodos
se vuelven mas altos con la tarea imaginada, ya que se trata de una actividad relacionada
con la creatividad restringida por la comprension y esta relacionada positivamente con
la creatividad de un individuo. Estas mayores cantidades de centralidad estan ubicadas
sobre las areas pre-motora, motora y corteza visual. Por lo tanto, podemos concluir que
los procesos cognitivos imaginados coinciden con niveles de centralidad alfa mas para los
diferentes nodos. Nuestros descubrimientos subrayan el signicado de la banda alfa al par-
ticipar en tareas cognitivas. Esto coincide con estudios de que, en EEG, la potencia alfa
es especialmente sensible a diferentes requerimientos relacionados con la imaginacion, y
eso sucede debido a las intervenciones creativas [84]. La deteccion de esas diferencias entre
caractersticas realizadas e imaginadas es un aspecto relevante de la topologa del EEG
que puede ayudar a inferir las funciones cerebrales. Sugerimos que la herramienta actual,
que combina un enfoque de teora de la informacion, que representa la causalidad de la
se~nal, junto con una cuanticacion de los niveles de centralidad para los diferentes nodos,
puede ser muy util para la deteccion temprana de enfermedades neuronales.
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7Actividad neuronal para bajas
frecuencias al realizar o imaginar tareas
visuomotoras (IV)
7.1 Discriminacion de tareas imaginadas y no imaginadas
en el area de la corteza motora: Plano de entropa-complejidad
con una descomposicion wavelet
Los electroencefalogramas reejan la actividad electrica del cerebro, que puede consi-
derarse gobernada por una dinamica caotica no lineal. Consideramos las grabaciones de
electroencefalogramas humanos durante diferentes actividades de tipo motor, y cuando se
imaginan que realizan esta actividad. Caracterizamos las diferentes dinamicas de la cor-
teza segun distintas tareas motoras y de movimiento imaginado utilizando un enfoque de
teora de la informacion y una descomposicion wavelet. Mas especcamente, utilizamos el
plano entropa - complejidad H  C en combinacion con la descomposicion wavelet para
cuanticar con precision la dinamica de la actividad neuronal permitiendonos distinguir
tareas realizadas e imaginadas dentro de la corteza.
7.1.1 Introduccion
Varios metodos de analisis de EEG estan basados en la hipotesis de que el procesa-
miento de la informacion en el cerebro se reeja en el EEG como cambios dinamicos de la
actividad electrica en tiempo, frecuencia y espacio. Diferentes metodologas fueron usadas
para entender los mecanismos detras de este procesamiento de la informacion [204, 232,
219, 202, 180, 186, 178]. Entre ellos existen los metodos de analisis de frecuencias como
la Transformada Wavelet (TW), que se distingue de otras por su alta ecacia para tratar
con la extraccion de caractersticas de las se~nales. El \analisis wavelet" es la herramienta
matematica apropiada para estudiar los EEG en el espacio de tiempos y frecuencias si-
multaneamente [232, 219, 202, 224], y nos permite capturar detalles sutiles en la se~nal de
EEG.
La TW se desarrollo como una tecnica de procesamiento de se~nales que permite superar
algunas de las deciencias de la transformada de Fourier y proporciona una representa-
cion suave, al contrario de la representacion de la transformada de Fourier para ventanas
temporales cortas [232, 219, 224, 102, 223]. La TW es usada para la extraccion de ca-
ractersticas de la se~nal (\feature extraction") y puede capturar detalles como cambios
abruptos y similitudes entre se~nales, permitiendo el preprocesado/ltrado de la se~nal [232,
219, 224, 102, 223]. La TW no requiere estacionariedad de la se~nal, y la evolucion temporal
de los patrones temporales puede seguirse con una resolucion tiempo-frecuencia optima.
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Las ventajas de la TW son particularmente importantes cuando se analizan EEGs ya que
la denicion de entropas espectrales esta basada en la distribucion de la actividad en
el dominio de frecuencia, permitiendonos analizar las se~nales de EEG en diferentes esca-
las. La representacion tiempo-frecuencia wavelet no requiere ninguna suposicion acerca
de la estacionariedad de la se~nal, y es capaz de detectar cambios dinamicos debido a sus
propiedades. Las wavelets estan bien localizados en tiempo y en frecuencia, y el tiempo
computacional requerido para su transformada es peque~no, ya que el algoritmo involucra
el uso de la transformada wavelet rapida en un marco multi-resolucion. Ademas, los ruidos
en la se~nal pueden eliminarse facilmente cuando estan concentrados en cualquier banda
de frecuencia.
La principal ventaja de las wavelets es que proporcionan la mejor relacion entre re-
solucion temporal y en frecuencia, alcanzando el lmite inferior del principio de incerteza
tiempo-frecuencia [232]. Adicionalmente, la entropa wavelet (WE por sus siglas en ingles)
proporciona una cuanticacion precisa del contenido de frecuencia de las se~nales de EEG y,
ademas, es un candidato ideal para medir cuanto se ordenan los EEG luego de un estmu-
lo [232]. Este metodo fue aplicado satisfactoriamente al estudio de EEGs durante crisis
epilepticas tonico-clonicas [224, 37]. En este captulo proponemos una descomposicion wa-
velet de las se~nales de EEG para distinguir tareas de movimientos realizados o imaginados
dentro de la corteza considerando la entropa de Shannon normalizada (H) [224, 223, 231,
220] y la complejidad estadstica (C)[224, 223, 231, 220]. Nuestro enfoque nos permite
cuanticar la dinamica de las se~nales a traves de una representacion bidimensional HC,
y distinguir tareas realizadas de imaginadas.
7.1.2 Transformada Wavelet y Medidas de Informacion basadas en
Wavelets
Al contrario del analisis de Fourier, en el cual se usan las funciones seno y coseno,
la transformada wavelet se basa en funciones que son oscilantes pero se anulan fuera de
cierta region. Dentro del marco de descomposicion multiresolucion, una familia wavelet
 a;b es un conjunto de funciones elementales generadas por el escaleo y la traslacion de
una unica wavelet madre  (t):
 a;b = jaj 1=2  

t  b
a

; (7.1.1)
donde a; b 2 R, a 6= 0, son los parametros de escala y traslacion, respectivamente, y t es
el tiempo [224].
La transformada wavelet continua (CWT por sus siglas en ingles) de una se~nal S(t) 2
L2(R) (el espacio de funciones reales de cuadrado integrable) se dene como la correlacion
entre la se~nal S(t) con la familia wavelet  a;b para cada a y b:
hS;  a;bi = jaj1=2
Z 1
 1
S(t) 

t  b
a

dt (7.1.2)
donde  denota la conjugacion compleja. En un principio, la CWT proporciona una re-
presentacion altamente redundante de la se~nal, dado que produce un numero innito de
coecientes [224]. Una representacion no redundante y eciente esta dada por la transfor-
mada wavelet discreta (DWT por sus siglas en ingles), que tambien permite una recons-
truccion completa de la se~nal. Para una eleccion particular de la funcion wavelet madre
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 (t) y el conjunto discreto de parametros aj = 2
 j y bj;k = 2 jk, con j; k 2 Z, la fami-
lia  j;k(t) = 2
j=2 (2jt   k) constituye una base ortonormal de L2(R). Cualquier funcion
arbitraria de este espacio puede descomponerse de forma unica y esta descomposicion es
invertible [224]. Los coecientes wavelets de la DWT son hS;  j;ki = Cj(k). La DWT pro-
duce la misma cantidad de coecientes como muestras hay en la se~nal bajo analisis S(t),
sin ninguna perdida de informacion.
Asumamos que la se~nal esta dada por valores igualmente muestreados S = fs0(n); n =
1; : : : ;Mg, con M el numero total de muestras. Si la descomposicion se lleva a cabo sobre
todos los niveles de resolucion, NJ = log (M), la expansion wavelet resulta:
S(t) =
 1X
j= NJ
X
k
Cj(k) j;k(t) =
 1X
j= NJ
rj(t); (7.1.3)
donde los coecientes wavelet Cj(k) pueden interpretarse como los errores residuales locales
entre las aproximaciones sucesivas de la se~nal entre las escalas j y j   1, respectivamente,
y rj(t) es la se~nal de detalle en la escala j, que contiene informacion de la se~nal S(t)
correspondiente a las frecuencias 2j 1!s  j!j  2j!s, siendo !s la frecuencia de muestreo
[224, 223].
Dado que la familia  j;k(t) es una base ortonormal de L
2(R), el concepto de energa wa-
velet es similar al de energa en la teora de Fourier. La energa en cada nivel de resolucion
j =  1; : : : ; NJ , sera la energa de la se~nal de detalle:
Ej = krjk2 =
X
k
jCj(k)j2: (7.1.4)
La energa total puede obtenerse sumando sobre todos los niveles de resolucion
Etot = kSk2 =
 1X
j= NJ
X
k
jCj(k)j2 =
 1X
j= NJ
Ej : (7.1.5)
Finalmente, denimos la energa relativa wavelet (RWE por sus siglas en ingles) a
traves de los valores normalizados j :
j =
Ej
Etot
(7.1.6)
para los niveles de resolucion j =  1; 2; : : : ; NJ . La distribucion P (W )  fjg puede
verse como una distribucion tiempo-escala que resulta una herramienta muy adecuada
para detectar y caracterizar fenomenos en los espacios de tiempo y de frecuencia [224].
Usando la denicion de la entropa de Shannon, podemos denir la entropa wavelet
de Shannon (SWE por sus siglas en ingles) como
S
h
P (W )
i
= H
h
P (W )
i
=  
 1X
j= NJ
j log (j) ; (7.1.7)
donde P (W ) denota la distribucion de probabilidad de energa wavelet.
Tomando en cuenta la denicion de la complejidad estadstica C, y usando la distri-
bucion de energa wavelet P (W ) y la correspondiente distribucion equiprobable P
(W )
e =
f 1NJ ; : : : ; 1NJ g, podemos evaluar H

P (W )

y el desequilibrio Q

P (W )

, para obtener la
complejidad wavelet como:
C
h
P (W )
i
= H
h
P (W )
i
Q
h
P (W )
i
: (7.1.8)
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7.1.3 Resultados
En este analisis, los artefactos de la EEG Motor Movement/Imagery Dataset fueron
removidos usando la siguiente metodologa, similar a la presentada en [242], la cual se
indica debajo:
1. Se realiza un ltrado de referencia a un promedio comun (Common Average Re-
ference, CAR). Un ltrado espacial de paso alto es implementado mediante la
re-referenciacion del potencial sh(t) de cada electrodo h en cada tiempo t a una
referencia estimada que se calcula mediante el promedio de todos los electrodos
medidos H. En otras palabras, un ltro CAR calcula la amplitud de la se~nal que
es comun a todos los electrodos 1H
PH
i=1 si(t) y lo sustrae de la se~nal sh(t) de cada
localizacion.
2. Aplicamos el ltrado de Kaiser de 60 dB de atenuacion, entre 1Hz y 50Hz [32].
3. Se seleccionan los segmentos temporales relacionados con cada estmulo (epochs).
4. La correccion de lnea de base se ubica desde 100ms antes del inicio de cada
presentacion del estmulo para analizar los potenciales relacionados a eventos (ERP
por sus siglas en ingles).
5. Se hace el rechazo de los artefactos. Se utiliza un metodo automatico llamado
WICA (Wavelet Independent Component Analysis) [216, 52].
6. Se promedian los ERPs.
Al grabar peque~nos cambios de potencial en la se~nal de EEG inmediatamente des-
pues de la presentacion de un estmulo sensorial es posible detectar respuestas cerebrales
especcas a cada evento especco sensorial, cognitivo o mental. Este metodo se llama
Potencial Relacionado a Evento y es uno de los metodos clasicos para la investigacion de
estados mentales y procesamiento de la informacion [232, 219]. En el caso del analisis de
la EEG Motor Movement/Imagery Dataset [243, 99, 63, 120, 293] consideramos la dura-
cion de cada epoca de analisis como 1500ms y un numero medio de se~nales usadas para
promediar igual a 21 (hay 7 presentaciones de estmulo para cada registro experimental,
y 3 registros para cada tarea particular). La correccion de lnea de base fue hecha usando
100ms antes de la presentacion de cada estmulo para analizar los ERPs. El inicio del
estmulo se usa para promediar, es decir, usamos la presentacion del estmulo como una
gua para alinear las se~nales y promediar. Una vez obtenida la distribucion de energa para
cada ERP correspondiente a una tarea, podemos usar los cuanticadores de teora de la
informacion (de la seccion 7.1.2) para describir esta distribucion de energa.
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Figura 7.1. Se~nal cruda correspondiente al electrodo FC5 localizado sobre el area mo-
tora, durante la condicion de movimiento de la mano derecha.
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Figura 7.2. Wavelet madre Daubechies 2.
La gura 7.1 muestra una se~nal tpica que corresponde al electrodo FC5 durante la
condicion de movimiento de la mano derecha. Para analizar estas se~nales usamos como
wavelet madre la Daubechies 2 [64] presentada en la g. 7.2. Luego de una descomposicion
wavelet en 6 octavas, se obtuvieron los coecientes para los siguientes niveles de resolucion
(bandas de frecuencia): 80   160Hz (j =  1; no usada para los subsiguientes analisis);
40  80Hz (j =  2; no se uso para los analisis tampoco); 20  40Hz (j =  3); 10  20Hz
(j =  4), 5 10Hz (j =  5) y 2;5 5Hz (j =  6); el residuo estuvo en la banda 1 2;5Hz
(r =  6). El residuo tambien fue removido del analisis.
El EEG es altamente no lineal, pero la transformada de Fourier (TF) no proporciona
la evolucion temporal de los patrones de frecuencia, y funciona mejor para se~nales estacio-
narias [224]. En contraste, la transformada wavelet ortogonal discreta no hace suposiciones
acerca de la estacionariedad de la se~nal [232, 224, 223, 37, 290, 229, 222, 230, 228]. En
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este caso, la evolucion temporal de los patrones de frecuencia puede seguirse con una reso-
lucion tiempo-frecuencia optima. La descomposicion wavelet multi-resolucion, se usa para
descomponer las se~nales en niveles de escala usados en los analisis clnicos de EEG [224,
223, 290, 229, 222, 230]. En particular, Ingrid Daubechies propuso una familia wavelet
discreta, ortogonal, de soporte compacto, conocida como las wavelets de Daubechies [64].
Esta familia es muy importante en las aplicaciones de procesamiento de se~nales [294]. Las
wavelets de Daubechies (wavelet DB) son de las mas utilizadas ya que proporcionan una
excelente performance para localizar las caractersticas de la se~nal. En particular la wave-
let Daubechies 2 (DB2) permite localizar cambios en la forma de la onda en ciertos puntos
donde se dan cambios bruscos, destacando caractersticas especcas de la se~nal (la g.
7.2 muestra la wavelet DB2 madre). Unas pruebas preliminares nos permitieron encontrar
que la DB2 proporciona una mejor discriminacion que DB4 entre movimientos realizados
e imaginados. Por ello elegimos la DB2 para realizar el analisis sobre los 64 electrodos.
Aplicamos la wavelet DB2 entre 2;5Hz y 40Hz.
La gura 7.3 muestra, para los 87 sujetos considerados, la localizacion del promedio
para cada tarea en el plano entropa - complejidad H C, junto con sus correspondientes
barras de error (a un desvo estandar). Consideramos 87 sujetos de los 109, pues estos 87
son los que tienen la misma cantidad de estmulos de cada tipo. Los sujetos desde el 88
al 109 tienen una menor cantidad de repeticiones de cada estmulo, con lo cual los ERP
eran obtenidos con menos se~nales, haciendo mas difcil la comparacion. Consideramos el
plano H  C, para un electrodo motor central (a) FC3 y (b) PO7. Esta gura muestra
que este plano permite una distincion \robusta" entre tareas imaginadas y realizadas, y
con respecto a las lneas de base (con ojos abiertos y cerrados). Notemos que las epocas
de las lneas de base son diferentes que las usadas para promediar los ERP, ya que estas
son medidas largas (de un minuto) sin ningun estmulo. En la g. 7.3(b) el movimiento de
la mano izquierda y su imaginado muestran valores de complejidad similares, sin embargo
el plano H  C proporciona una distincion entre las dinamicas correspondientes a cada
tarea. Es decir que es la combinacion entre la entropa y la complejidad lo que nos permite
distinguir entre tareas realizadas e imaginadas. Hay que resaltar que para un dado valor
de entropa, el rango de valores posibles de la complejidad vara entre un mnimo Cmin
y un maximo Cmax que se muestran en las lneas solidas negras, restringiendo los valores
posibles de la complejidad estadstica en el plano entropa - complejidad [166]. La entropa
y la complejidad son estimadas a traves de la distribucion de la energa para cada ERP.
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Figura 7.3. El plano entropa - complejidad considerando el promedio entre todos los
sujetos para los electrodos: (a) FC3 y (b) PO7. Consideramos tareas motoras realizadas
o imaginadas, y las lneas de base con ojos abiertos y cerrados. Las lneas negras solidas
corresponden a los valores maximos Cmax y mnimos Cmin de la complejidad.
Los resultados previos motivaron la investigacion del plano HC en mas detalle, para
otros electrodos sobre la corteza. Las guras 7.4 (a),(b),(c) y (d) muestran los planos HC
de cuatro sujetos diferentes y para los 64 electrodos a lo largo de la supercie de la cabeza,
considerando la tarea motora e imaginada de la mano izquierda. Las guras 7.5 (a),(b),(c)
y (d) muestran el plano H  C para la tarea motora e imaginada de la mano derecha
para los 64 electrodos que en las gs. 7.4 (a),(b),(c) y (d). Realizamos un t-test para las
distribuciones mostradas en el plano entropa - complejidad, H C, de las gs. 7.4 y 7.5.
El resultado para ambas variables en este plano es que 43 de los 87 sujetos considerados
tienen una distribucion diferente entre tareas motoras e imaginadas con la mano izquierda
con al menos 95 % de conanza (el test rechaza la hipotesis nula con el 5 % de nivel de
signicancia). Para la mano derecha hay 77 de los 87 sujetos cuya distribucion en el plano
es diferente con un 95 % de conanza. La localizacion del sistema en el plano entropa -
complejidad (cuanticadores globales) muestra caractersticas especcas asociadas con la
dinamica del cerebro. Podemos apreciar que el movimiento realizado con la mano derecha
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tiene una dinamica diferente al imaginado con la misma mano, como puede apreciarse en
el plano H  C.
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Figura 7.4. Plano entropa - complejidad para las tareas relacionadas con la mano
izquierda, movimiento o imaginacion, tomando en cuenta los 64 electrodos. Mostramos
en particular cuatro sujetos diferentes que tienen diferentes distribuciones entre la tarea
motora e imaginada con la mano izquierda con 95 % de conanza: (a) numero 11; (b)
numero 30; (c) numero 33; y (d) numero 72. Las curvas negras solidas corresponden a
los valores maximos Cmax y mnimos Cmin de la complejidad.
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Figura 7.5. Plano entropa - complejidad para las tareas relacionadas con la mano
derecha, movimiento o imaginacion, tomando en cuenta los 64 electrodos. Consideramos
cuatro sujetos diferentes: (a) numero 11; (b) numero 30; (c) numero 33; y (d) numero
72. Las curvas negras solidas corresponden a los valores maximos Cmax y mnimos Cmin
de la complejidad.
Tambien investigamos el plano entropa - complejidad,HC, en los casos en que ambas
tareas son realizadas, tomando en cuenta los movimientos de mano derecha e izquierda
para los 64 electrodos, como se muestra en la g. 7.6. El plano H C permite distinguir,
mediante un t-test, entre los movimientos realizados e imaginados para 42 de los 87 sujetos.
Sin embargo, encontramos un numero mucho mayor de distincion cuando consideramos
solamente movimientos imaginados, con mano izquierda o derecha, como se muestra en la
g. 7.7. El resultado para ambas variables en el plano H  C es que 76 de los 87 sujetos
tienen distribuciones diferentes, a partir de los resultados del t-test.
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Figura 7.6. Plano entropa - complejidad para las tareas relacionadas con el movimien-
to, de mano izquierda o derecha, tomando en cuenta los 64 electrodos. Consideramos
cuatro sujetos: (a) numero 11; (b) numero 30; (c) numero 33; y (d) numero 72. Las
curvas negras solidas corresponden a los valores maximos Cmax y mnimos Cmin de la
complejidad.
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Figura 7.7. Plano entropa - complejidad para las tareas relacionadas con movimientos
imaginados, con mano izquierda o derecha, tomando en cuenta los 64 electrodos. Consi-
deramos cuatro sujetos: (a) numero 11; (b) numero 30; (c) numero 33; y (d) numero 72.
Las curvas negras solidas corresponden a los valores maximos Cmax y mnimos Cmin de
la complejidad.
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Notemos que los valores maximos y mnimos de la complejidad, Cmax y Cmin, restrin-
gen los valores posibles de la complejidad estadstica en el plano HC. La localizacion de
los puntos en el plano alcanza, en algunos casos, la cota lmite inferior Cmin. No obstante,
incluso los valores mnimos de complejidad proporcionan informacion adicional sobre los
detalles de la PDF que describe al sistema bajo estudio, que no son cuanticados mediante
la entropa [221, 78]. El plano entropa - complejidad nos permite detectar cambios su-
tiles de la dinamica neuronal del sistema, originados por modicaciones de los estmulos
externos. Este plano provee tambien una distincion entre dinamica caotica-determinista y
dinamica estocastica [231, 220, 182, 181, 183, 184].
Mostramos aqu que es posible distinguir entre tareas realizadas e imaginadas, usando
los cuanticadores de teora de la informacion. La complejidad wavelet es entonces un
candidato interesante para discriminar entre diferentes tareas al medir se~nales electroen-
cefalogracas del cerebro.
7.1.4 Discusion y Conclusiones
En este captulo mostramos que la combinacion de la complejidad estadstica y la
entropa, en conjunto con la transformada wavelet, puede proporcionar informacion muy
relevante respecto a la dinamica de los EEG durante diferentes tareas de ndole motor o
imaginadas.
Encontramos que el plano H  C permite distinguir particularmente bien los movi-
mientos realizados con la mano derecha de los imaginados con la misma mano. Tambien
podemos distinguir los movimientos imaginados entre ambas manos. Este efecto es menor
al distinguir los movimientos realizados de los imaginados con la mano izquierda. Elegimos
la DB2 para realizar el analisis sobre los 64 electrodos. Sin embargo, algunas posiciones de
la region frontal muestra mas variabilidad con respecto a otras areas, y entonces una posi-
ble mejora de este analisis es usar otra wavelet en la region frontal, por ejemplo la Morlet
[266, 267] y la DB2 para el resto de los electrodos. Esto puede ayudar a mejorar las estima-
ciones realizadas usando el plano entropa - complejidad, H C, y estos peque~nos ajustes
haran la metodologa mas eciente. Hay que resaltar que lo que nos permite distinguir
entre tareas es la combinacion entre entropa y complejidad. Es decir, ambos cuantica-
dores resultan complementarios y signicativos siologicamente pues permiten distinguir,
a partir de los EEG, entre tareas. Esto permite aventurar que el plano entropa - comple-
jidad, junto con la descomposicion wavelet, puede servir de base para una interfaz cerebro
- computadora exitosa. Es decir, al identicar la informacion relevante de las se~nales de
EEG en el plano H C podemos generar un mapa de actividades imaginadas que pueden
decodicarse en ciertos movimientos de dispositivos articiales.
En el captulo siguiente comenzaremos con un modelado estadstico de los disparos de
las poblaciones neuronales, investigando las propiedades de respuesta de una poblacion a
determinados inputs aleatorios.
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8Modelos estadsticos de poblaciones
neuronales: Modelo Gaussiano
Dicotomizado
Un desafo en neurociencia es el entendimiento del rol de la estructura de alto orden
de las poblaciones neuronales. El modelo Gaussiano Dicotomizado (DG por sus siglas en
ingles) genera trenes de disparos neuronales por medio del umbral de una variable aleatoria
Gaussiana multivariada. Las entradas del modelo estan distribudas de forma Gaussiana,
y entonces no tienen interacciones mas alla del segundo orden; sin embargo pueden inducir
correlaciones de alto orden en las salidas. Proponemos en este captulo una combinacion
de tecnicas analticas y numericas para generar una extension del modelo DG estimando
los cumulantes en la distribucion de probabilidad de disparos en las salidas hasta cuarto
orden. Nuestros hallazgos muestran que una gran cantidad de interacciones de pares en
las entradas pueden inducir correlaciones de alto orden en las salidas con cumulantes de
tercer y cuarto orden que pueden conducir al sistema a dos regmenes posibles, uno con
baja actividad de disparo (\estado DOWN") y otro con alta actividad (\estado UP").
Esto nos lleva a examinar el comportamiento de las uctuaciones crticas por medio del
cumulante de Binder, mostrando que las correlaciones de alto orden en las salidas generan
un sistema neuronal crtico que atraviesa una transicion de fase de segundo orden.
8.1 Introduccion
Aun es una pregunta abierta como las correlaciones de las entradas provenientes de
neuronas presinapticas compartidas se traducen en el potencial de membrana neuronal y
en las correlaciones de disparo de las neuronas postsinapticas. Las correlaciones de entrada
fueron medidas en diferentes regiones del cerebro al nivel del potencial de membrana de
varias neuronas. La actividad de salida de una poblacion neuronal depende tpicamente de
la actividad de un gran numero de entradas sinapticas [218, 164, 163, 261, 262, 180, 186].
Incluso, como la relacion entre correlaciones de entrada y salida controla la probabilidad
de disparo en una poblacion de neuronas esta todava bajo estudio [218, 164, 163, 261,
262, 180, 186]. Se realizo mucho trabajo para dilucidar el rol de las correlaciones de las
entradas sinapticas sobre la actividad de disparo de la poblacion [218, 164, 163, 261, 262,
180, 186].
Sin embargo, la estructura subyacente a las correlaciones de entrada y salida a nivel
de poblacion todava no esta bien descifrada [177, 176, 174]. En particular, la actividad
de generacion de potenciales de accion de salida suele asociarse al mundo exterior a traves
de la codicacion de estmulos, de la atencion, la cognicion, la percepcion y del comporta-
miento [139, 195, 246, 251, 180, 233, 197, 198, 94]. Se ha abordado como la actividad de
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disparos de salida depende de la media y la varianza de las entradas, pero aun se descono-
ce como estas cantidades pueden afectar las correlaciones de disparo mayores que las de
pares en las salidas. Es decir, aun se desconoce cual es la cantidad exacta de correlaciones
llevadas por los momentos superiores a dos en la distribucion conjunta de los disparos.
Mas especcamente, sigue siendo una cuestion abierta si una distribucion de entradas sin
skewness ni kurtosis tambien puede generar momentos de correlaciones superiores a dos
que podran estar presentes en la distribucion conjunta de disparos, y como afectan a la
dinamica de las redes neuronales. El uso de un modelo teorico apropiado de los patro-
nes de disparo que emulan de manera realista un conjunto de poblacion neuronal y su
actividad correlacionada de disparos constituye un paso importante, ya que puede propor-
cionar informacion importante sobre las diversas estructuras de interaccion del cerebro.
Se han propuesto diferentes enfoques estadsticos para investigar la actividad de disparos
correlacionados en el cerebro [11, 189, 197, 198, 94, 261, 262, 164, 163, 177, 176, 174].
En particular, el enfoque de la DG ofrece un formalismo que nos permite modelar con
exito la estructura correlacionada de la actividad de disparo neuronal de la corteza [164,
163]. El modelo DG simula la actividad de disparo de un conjunto neuronal al generar
muestras gaussianas multivariadas que caracterizan las entradas correlacionadas de la po-
blacion neuronal al superar un cierto umbral [164, 163]. El modelo genera, a traves de una
red con una distribucion multivariable, con una media dada h y covarianza  usando un
umbral jo, ciertas correlaciones en las salidas [164, 163]. Estas correlaciones generalmente
se caracterizan por la tasa de disparo de salida, , y la covarianza,  [164, 163]. El enfoque
de la DG genera una estadstica densa de orden superior y puede emular correlaciones de
orden superior observadas en la corteza [164, 163]. Sin embargo aun se desconoce como los
momentos superiores a dos en la distribucion conjunta de disparo de la salida dan forma
a la dinamica de las poblaciones.
Es decir, investigamos como las correlaciones de pares puras en las entradas pueden ge-
nerar correlaciones mas altas que el orden dos en las salidas, al cuanticarlas exactamente
para diferentes escenarios de la media y la varianza de las entradas. Mas especcamente,
calculamos los coecientes de correlacion de disparos hasta el orden cuatro considerando
una poblacion de neuronas que reciben entradas correlacionadas dentro del modelo DG.
Proponemos una combinacion de tecnicas analticas y numericas para estimar los mo-
mentos primero, segundo, tercero y cuarto de la distribucion de probabilidad de disparo.
En primer lugar, realizamos estimaciones numericas de los coecientes de correlacion de
Amari hasta el cuarto orden [11, 186]. En segundo lugar, llevamos a cabo una expan-
sion analtica y numerica del modelo DG para explorar el impacto de la estimacion de
los cumulantes de ordenes superiores a dos para determinar si estos pueden proporcionar
una mayor comprension de la dinamica neuronal cuando se considera una poblacion de
tama~no nito y en el regimen asintotico. Investigamos la relacion entre las correlaciones
de orden superior y la tasa de disparo, y el comportamiento de las uctuaciones crticas
en las salidas a traves del cumulante de Binder, considerando diferentes grados de corre-
laciones de entrada. Es importante destacar que la dependencia de este cumulante crtico
como funcion de los momentos de correlacion nos permite analizar las uctuaciones de
orden superior cercanas al punto crtico. Ademas, investigamos si una gran cantidad de
correlaciones de pares en las entradas pueden tener algun efecto en el estado de reposo
(\Estado DOWN") y el estado activo (\Estado UP") en las salidas [61, 276, 60, 68, 69].
Probamos la hipotesis de que una gran cantidad de correlaciones de pares en las entradas
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afecta las correlaciones de tercer y cuarto orden que de hecho podran inducir estados
inactivos y activos en las salidas. A traves de la estimacion del cumulante de cuarto orden
y el cumulante de Binder relacionado [36, 35, 10, 9], que es independiente del numero
de neuronas en el punto crtico, mostramos que el modelo DG muestra una transicion de
fase de segundo orden. La conexion entre la correlacion de la actividad de disparos y el
cumulante de Binder vincula dos caractersticas fundamentales del codigo neuronal y los
estados crticos. Esto nos proporciona una metodologa para evaluar pruebas detectables
de correlaciones de orden superior y evaluar su papel en las propiedades dinamicas del
sistema a traves de la estimacion de los cumulantes de orden superior.
8.2 Caracterizacion de las correlaciones de alto orden del
modelo DG
La actividad de disparo de la red se describio mediante una variable aleatoria X 2
f0; 1gn con media  y matriz de covarianza . Aqu n es el numero de neuronas en la red.
En el modelo DG [189, 12], una variable aleatoria latente n-dimensional U , descrita
por una distribucion gaussiana umbralizada con media h y matriz de covarianza , es
la causa de la actividad principal de la red. Si llamamos 
i al umbral para la i -esima
componente de U , podemos denir la variable aleatoria X como sigue: X toma el valor 1
si y solo si Ui > 
i, y 0 si no. De ahora en adelante consideraremos 
i = 08i. Por lo tanto,
la entrada de la red consiste en una distribucion con interaccion de pares, denida a traves
de los parametros h y , con un umbral en 0. Es este umbral el que causa las correlaciones
de orden superior en la salida de la red, por lo que la media de salida y la covarianza,
 y , no pueden describir completamente la actividad de la red. La importancia de las
correlaciones de alto orden fue previamente descrita por Macke et al. [164, 163], pero lo que
queremos agregar a ese trabajo es la cuanticacion de esas correlaciones de orden superior.
Mas precisamente, queremos descomponer estos ordenes superiores para cuanticar las
interacciones de tercer y cuarto orden, para demostrar que tambien son importantes para
describir la dinamica de las redes neuronales [197, 198, 94].
En primer lugar, queremos modelar los dos primeros momentos de la variable X a
traves de los dos primeros momentos de la variable U . Sin perdida de generalidad, ponemos
ii = 1; i = 1; : : : ; n. Luego, calculamos la media y la covarianza de X por denicion:
i = E [Xi] =
1X
l=0
l p (Xi = l)
= p (Xi = 1) = P (Ui > 0)
= 1  P (Ui  0)
= 1   (0)
=  (hi) ; (8.2.1)
donde  es la funcion cumulativa de la gaussiana univariada, y hi es el i -esimo com-
ponente del vector de medias h. La ultima lnea proviene del hecho de que la distribucion
de Ui es simetrica alrededor de la media hi, no es un resultado general para todas las
distribuciones de entrada. Para los elementos de covarianza podemos hacer el mismo ra-
zonamiento:
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ij = E [XiXj ]  ij
=
1X
l=0;m=0
l m p (Xi = l;Xj = m)  ij
= p (Xi = 1; Xj = 1)  ij
= P (Ui > 0; Uj > 0)  ij
= 1  P (Ui  0; Uj  0)  ij
= 1  2 (0; 0;ij)  ij
= 2 (hi; hj ;ij)  ij : (8.2.2)
Aqu 2 es la funcion cumulativa de la gaussiana bivariada con varianzas unitarias y
coeciente de correlacion ij . La ultima lnea es nuevamente valida solo para distribuciones
simetricas.
Resumiendo, la conexion entre los parametros de entrada h,  y los de salida ,  esta
dada por las dos ecuaciones:
i =  (hi) ; (8.2.3)
ij = 2 (hi; hj ;ij)   (hi)  (hj) ; (8.2.4)
con la condicion extra ii = 1. Este par de ecuaciones tiene una solucion unica para
cualquier momento admisible  y , y puede resolverse numericamente [164, 163].
Hasta este punto, solo medimos el primer y segundo momento central de la distribucion
de disparos. Para cuanticar los momentos centrales tercero y cuarto, debemos tener una
expresion similar para los momentos en terminos de los parametros de la distribucion de
entrada.
ijk = E [(Xi   i) (Xj   j) (Xk   k)]
= E [XiXjXk]  iE [XjXk]  jE [XiXk]
  kE [XiXj ] + 2ijk: (8.2.5)
La media y la covarianza de X puede describirse usando la ec. 8.2.3 y la ec. 8.2.4. El
unico termino que resta calcular es E [XiXjXk]. Siguiendo el mismo razonamiento que el
hecho previamente, encontramos:
E [XiXjXk] =
1X
l;m;n=0
l mn p (Xi = l;Xj = m;Xk = n)
= p (Xi = 1; Xj = 1; Xk = 1)
= P (Ui > 0; Uj > 0; Uk > 0)
= 1  3 (0; 0; 0;ijk)
= 3 (hi; hj ; hk;ijk) ; (8.2.6)
donde 3 es la funcion cumulativa de la gaussiana trivariada con una matriz de cova-
rianza ijk de 3 3 correspondiente a las variables aleatorias Xi, Xj y Xk.
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Para el cuarto momento central, se encuentra el siguiente resultado:
ijkl = E [(Xi   i) (Xj   j) (Xk   k) (Xl   l)]
= E [XiXjXkXl]  iE [XjXkXl]
 jE [XiXkXl]  kE [XiXjXl]
 lE [XiXjXk] + ijE [XkXl]
+ikE [XjXl] + jkE [XiXl]
+ilE [XjXk] + jlE [XiXk]
+klE [XiXj ]  3ijkl: (8.2.7)
Nuevamente, el unico termino que debe ser calculado es E [XiXjXkXl]. Como era de
esperar, este termino es igual a 4 (hi; hj ; hk; hl;ijkl), con 4 la funcion cumulativa de la
gaussiana de cuatro variables, y ijkl la matriz de covarianza de 4 4 entre las variables
Xi, Xj , Xk y Xl.
Podemos ver que los momentos centrales tercero y cuarto dependen tambien de los
momentos anteriores, por lo que tenemos una combinacion de interacciones entre cuatro,
tres y menos neuronas. Para realizar una separacion de las interacciones entre una, dos,
tres o cuatro neuronas, recurrimos a las herramientas de Geometra de la Informacion
y realizamos una transformacion de sistema de coordenadas, a las llamadas coordenadas
theta [12]. En la siguiente seccion, vinculamos el enfoque de la DG con las coordenadas de
Geometra de la Informacion para estimar el efecto de las correlaciones superiores a dos
en las distribuciones de probabilidad de disparo.
8.3 Transformaciones de coordenadas para el pool de neu-
ronas
En general podemos simbolizar la actividad de la poblacion neuronal mediante un
vector binario x = (x1; :::; xN ) en el espacio X de todos los vectores binarios de longitud
N , donde xi = 0 si la neurona i esta en silencio en alguna ventana temporal y xi = 1
si esta disparando uno o mas potenciales de accion. La probabilidad P (x) de observar
una respuesta particular puede representarse usando diferentes sistemas de coordenadas.
Una forma util de caracterizar la distribucion de la actividad de la poblacion es indicando
los valores de probabilidad individuales de 2N   1; estos son llamadas las coordenadas
p. La probabilidad se identica mediante los 2N   1 marginales; usualmente llamadas
coordenadas  [11]. Dado P (x) 6= 0 para una dada x, cualquier distribucion de este tipo
puede extenderse en el llamado modelo log-lineal, o sistema de coordenadas  [11, 189]:
P (x) = exp
0@Xxi + i +X
i<j
xixjij+
+
X
i<j<k
xixjxkijk +   +
+
X
i<<N
xi   xNiN    
!
(8.3.1)
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donde los 2N   1 coecientes  determinan exclusivamente la distribucion anterior.
Este sistema de coordenadas fue desarrollado por Amari y sus colegas para investigar las
posibilidades e interacciones entre las neuronas [11, 189].
Consideremos que la poblacion neural es un conjunto totalmente homogeneo; todos
los parametros que representan las propiedades de las neuronas individuales no dependen
del caracter exacto de cada neurona, sino de la cantidad de neuronas que se consideran.
Debido a la simetra, todos los  en un dado orden i son iguales y pueden reescribirse
como i. En este marco, la probabilidad de tener exactamente m neuronas activas en un
determinado intervalo de tiempo sera
P (m) 

N
m

exp
"
NX
i=1

m
i

i    
#
: (8.3.2)
Es decir, asumimos que todos los parametros que caracterizan las propiedades de las
neuronas individuales y las interacciones entre cualquier grupo de neuronas no depen-
den de la identidad precisa de las neuronas consideradas, sino del numero de neuronas.
Consideremos entonces un pool de N neuronas donde cada unidad tiene un potencial
de membrana ui sujeto a una distribucion Normal conjunta. Dado U  N(h;), donde
 = I(1  ) + 1N1TN , entonces
ui = h+
p
1  vi +
p
": (8.3.3)
Las variables vi y " son dos variables aleatorias independientes sujetas a la distribucion
gaussiana N(0; 1) con media 0 y varianza 1. Las estadsticas de entrada se eligen de manera
que las salidas X tengan una media  y covarianza . Ya que nos enfocamos en poblaciones
homogeneas entonces i =  y ij = , y tomamos el coeciente de correlacion de pares
como
 =

(1  ) : (8.3.4)
Ademas consideramos a la skewness, ec. 8.2.5, como  = ijk y a la kurtosis de la
ec. 8.2.7 como  = ijkl.
8.3.1 Actividad sincronizada de las salidas considerando un pool de
neuronas
Varias investigaciones se~nalaron la importancia de las correlaciones de orden superior
(HOC), ya que los modelos de pares no describen la variabilidad de los conjuntos neuronales
a nivel global [34, 233, 197, 198, 94, 186, 185, 177, 53, 249]. En el modelo DG, dise~nado
para producir patrones de disparo umbralizando una variable gaussiana multivariada, las
correlaciones entre las neuronas emergen de las correlaciones en la gaussiana dicotomizada
subyacente y se cuantican a traves de los cumulantes de segundo orden de la ec. 8.2.3 y
ec. 8.2.4, describiendo los disparos sincronizados en las salidas de la poblacion neuronal [12,
164, 163]. Investiguemos como las correlaciones de entrada pueden inuir en la actividad
correlacionada de las salidas. A lo largo de las siguientes lneas, describimos el modelo
DG estimando los coecientes  de primer, segundo, tercer y cuarto orden de la poblacion
neuronal al considerar diferentes correlaciones de entrada . La g. 8.1 muestra como crece
2 de forma no lineal a medida que la tasa de disparo  aumenta, para diferentes valores
de las correlaciones de entrada . La gura 8.2 muestra 3 versus , la cual presenta
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el comportamiento opuesto a la g. 8.1, ya que en este caso el tercer orden decrece de
forma no lineal con la tasa de disparo , para valores diferentes de las correlacion de
entrada . Notemos que 3 versus  toma valores mas negativos a medida que  aumenta.
Adicionalmente, la g. 8.3 muestra la coordenada de correlacion de cuarto orden 4 para
diferentes valores de , que toma valores negativos para valores de tasa de disparo muy
bajos, , pero crece de manera positiva y no lineal a medida que  se hace mas grande. En
general, estos modelos probabilsticos imponen restricciones no triviales en las estadsticas
a nivel de la poblacion, ya que parece que el termino de tercer orden ayuda a inhibir la
contribucion de la correlacion de pares a la distribucion global de disparos. Mostramos,
utilizando el formalismo de Amari, que el tercer termino da una restriccion solida a la
accion general del sistema de la DG, mientras que el termino de cuarto orden representa
una especie de balance excitatorio en la distribucion de probabilidad.
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Figura 8.1. Coordenada 2 versus la tasa de disparo , para diferentes valores de la
correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,  = 0;55,  = 0;6,  = 0;7,
 = 0;8,  = 0;9 y  = 0;95. 2 crece de forma no lineal a medida que la tasa de disparo
 aumenta.
Finalmente mostramos en la g. 8.4 y en la g. 8.5 que el efecto de las correlaciones de
entrada en la entropa de Shannon y la informacion de Fisher no son despreciables. Tanto
la entropa de Shannon como la informacion de Fisher representan un comportamiento
opuesto a medida que aumenta la tasa de disparo, para valores diferentes de las correla-
ciones de entrada . Tengamos en cuenta que la entropa aumenta en funcion de  y a
medida que la correlacion de entrada  es mas peque~na, mientras que la informacion de
Fisher disminuye para valores mas bajos de  a medida que la tasa de disparo aumenta.
Los resultados anteriores muestran que el efecto de las correlaciones en las entradas no es
despreciable en la transmision de informacion en las salidas.
A pesar de la evidencia previa que muestra efectos no despreciables de correlaciones
superiores a dos, todava no podemos interpretar si podran reejar los mecanismos res-
ponsables de sincronizar la red de neuronas estocasticas hacia un lmite crtico o si no
tienen ningun efecto sobre la dinamica de la red estocastica. Las correlaciones de disparo
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Figura 8.2. Coordenada 3 versus la tasa de disparo , para diferentes valores de la
correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,  = 0;55,  = 0;6,  = 0;7,
 = 0;8,  = 0;9 y  = 0;95. 3 decrece de forma no lineal a medida que la tasa de
disparo  aumenta.
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Figura 8.3. Coordenada 4 versus la tasa de disparo , para diferentes valores de la
correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,  = 0;55,  = 0;6,  = 0;7,
 = 0;8,  = 0;9 y  = 0;95. 4 crece de forma no lineal a medida que la tasa de disparo
 aumenta.
han demostrado ser importantes para la caracterizacion del modelo DG, que se caracte-
riza por las estimaciones de los cumulantes mostrados en la ec. 8.2.3 y la ec. 8.2.4 [12,
164, 163]. Este modelo se ha utilizado ampliamente para generar pronosticos cuantitativos
sobre como las desviaciones de los modelos de pares se basan en entradas neuronales de
tipo gaussiano normales, y para crear un conjunto de neuronas con trenes de disparos con
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Figura 8.4. Entropa de Shannon versus la tasa de disparo , para diferentes valores
de la correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,  = 0;55,  = 0;6,
 = 0;7,  = 0;8,  = 0;9 y  = 0;95.
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Figura 8.5. Informacion de Fisher versus la tasa de disparo , para diferentes valores
de la correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,  = 0;55,  = 0;6,
 = 0;7,  = 0;8,  = 0;9 y  = 0;95.
estadsticas de pares y medias determinadas [12, 164, 163]. Sin embargo, el efecto de los
cumulantes de orden superior tambien debe tenerse en cuenta [12, 164, 163], y la idea
principal aqu es obtener una mayor comprension de la dinamica neuronal al extender
este enfoque a ordenes superiores. As, en la siguiente seccion, realizamos una extension
del modelo DG para obtener una imagen mas clara del papel de las correlaciones de alto
orden en la dinamica de la red neuronal.
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Figura 8.6. Covarianza  como funcion de la tasa de disparo media de la poblacion, ,
para diferentes valores de la correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,
 = 0;55,  = 0;6,  = 0;7,  = 0;8,  = 0;9 y  = 0;95.
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Figura 8.7. Skewness  como funcion de la tasa de disparo media de la poblacion, ,
para diferentes valores de la correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,
 = 0;55,  = 0;6,  = 0;7,  = 0;8,  = 0;9 y  = 0;95.
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Figura 8.8. Kurtosis  como funcion de la tasa de disparo media de la poblacion, . (a)
Consideramos valores de la correlacion de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;5,
 = 0;55,  = 0;6,  = 0;7,  = 0;8,  = 0;9 y  = 0;95. (b) Zoom de la gura superior
para  = 0;8,  = 0;9 y  = 0;95.
8.4 Correlaciones de alto orden y transicion de fase
El modelo gaussiano dicotomizado imita la accion de disparo de la poblacion al pro-
ducir ejemplos gaussianos multivariados y umbralizarlos [12, 164, 163]. A diferencia de la
mayora de los modelos de maxima entropa, podemos jar las tasas de disparo del modelo
DG para crear actividad similar a las mediciones de tipo cortical. Se ha demostrado que
las correlaciones son importantes para la caracterizacion del modelo DG ya que genera
estadsticas densas de orden superior y puede replicar correlaciones de disparos de orden
superior [12, 164, 163]. Nuestro objetivo es mostrar que una cuanticacion adecuada del
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tercer y cuarto momento de la distribucion de disparos es util para caracterizar y, en al-
gunos casos, anticipar un cambio en el comportamiento de los disparos de la poblacion.
Esto signica que la skewness y la kurtosis son importantes, no solo en el caso teorico, sino
tambien en la caracterizacion de conjuntos neuronales en la corteza cerebral. Consideremos
que la poblacion neural es un conjunto totalmente homogeneo; todos los parametros que
representan las propiedades de las neuronas individuales y las interacciones entre cualquier
conjunto de neuronas no dependen de la identidad precisa de las neuronas consideradas,
solo de la cantidad de neuronas consideradas. En las simulaciones actuales consideramos
una poblacion de 50 neuronas dentro del modelo DG. Para realizar una caracterizacion
adecuada del segundo, tercer y cuarto momento de la distribucion de recuento de disparos
en la salida tomamos varios valores para la covarianza en las entradas. La g. 8.6 demues-
tra que este modelo tiene una conexion notable entre las correlaciones de pares  versus
la tasa de disparo , que es probable que se encuentre en conjuntos neuronales, y muestra
que el coeciente de correlacion de pares  aumenta monotonamente con la tasa de dispa-
ro hasta  = 0;5. La g. 8.6 muestra un maximo en  = 0;5 y hemos seleccionado varios
valores de las correlaciones de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;55,  = 0;6,
 = 0;7,  = 0;8,  = 0;9 y  = 0;95. La g. 8.7 muestra la skewness  como funcion
de la tasa media de disparo  de la poblacion neuronal considerando varios valores de las
correlaciones de entrada  = 0;4,  = 0;45,  = 0;5,  = 0;55,  = 0;6,  = 0;7,  = 0;8,
 = 0;9 y  = 0;95. Notemos de la g. 8.7 que la skewness cambia su comportamiento
para  = 0;5, y presenta un maximo para bajas tasas de disparo y un mnimo cuando
se considera una tasa de disparo muy alta. La g. 8.8(a) muestra la kurtosis  versus la
tasa media de disparo para los diferentes valores de las correlaciones de entrada  = 0;4,
 = 0;45,  = 0;5,  = 0;55,  = 0;6,  = 0;7,  = 0;8,  = 0;9 y  = 0;95. Vemos en la
g. 8.8(a) que existe un cambio en la forma de la kurtosis para valores de la correlacion
de entrada  mayor que 0;7. La kurtosis muestra un mnimo local en  = 0;5 para valores
de  mayores a 0;7. La g. 8.8(b) representa un zoom de la g. 8.8(a), y muestra que
cuando  es igual a 0;8, 0;9 y 0;95 la kurtosis de la distribucion muestra un comporta-
miento bimodal. Debajo de  = 0;7 la kurtosis es unimodal pero para valores mas altos,
la kurtosis muestra un comportamiento bimodal con los dos picos que indica una simetra
rota debido a una transicion de fase inducida. Es decir el cumulante de cuarto orden se
vuelve altamente sugerente de que aparecen uctuaciones de largo alcance para valores
crticos de  entre 0;8 y 0;95. Debajo de estos valores de , el maximo de la kurtosis ocurre
para  = 0;5 para el cual muestra un unico pico. Los resultados anteriores son similares
para diferentes medias h en las entradas. Notemos que las interacciones de pares en las
entradas mayores a  = 0;7 corresponden a una skewness y kurtosis positivas maximas
para valores muy bajos de . Al contrario, tomar una tasa de disparo  cercana al maximo,
combinada con interacciones de pares en las entradas mayores que  = 0;7 corresponde
a una skewness mnima (negativa) y una kurtosis positiva (maxima) en las salidas. El
comportamiento bimodal para la kurtosis parece indicar que pueden coexistir dos estados
con un maximo de kurtosis que se acompa~nan con una skewness maxima o mnima. Esto
sugiere que podra estar ocurriendo una transicion de fase y que los cumulantes de tercer
y cuarto orden podran ser de ayuda para caracterizarla. A continuacion, para obtener
una mayor comprension de la naturaleza de estos cumulantes, los estimamos en el lmite
asintotico.
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8.4.1 Densidad de probabilidad asintotica de los disparos
Para calcular los cumulantes de orden superior en el lmite de un numero innito de
neuronas, consideremos un modelo de poblacion homogenea con un numero n de neuronas
como en la Ref. [163]. Cada neurona tiene una tasa de disparo  y covarianza de pares
constante . Obtenemos muestras X del modelo al dicotomizar una Gaussiana latente U
con media h, varianzas unidad y covarianza de pares  > 0 [164, 163]. Descomponemos
la gaussiana U en tres partes: la constante correspondiente a la media, una gaussiana
independiente multidimensional V con media cero y una distribucion gaussiana univariada
" con media cero y varianza 1:
U N(h;) donde  = In(1  ) + 1n1Tn ;
U =h+
p
1  V +p"1n;
donde V  N(0; In)
y "  N(0; 1):
1n es el vector unitario, formado por todos unos. Tal grupo de neuronas se caracteriza
completamente por la distribucion de recuento de disparos de la poblacion [12, 164, 163].
Sea k la cantidad de disparos en la poblacion, y r = k=n la proporcion de neuronas
disparando. La probabilidad de tener k disparos es QDG(k) = PDG(k)=
 
n
k

[164, 163].
Entonces, la distribucion de recuento de disparos es
PDG(X = x) =
Z
u
P (X = xju)p(u)dz
=
Z 1
 1
(")P (X = xj")d"
=
Z 1
 1
(")
nY
i=1
P (Xi = xj")d"
=
Z 1
 1
(")
nY
i=1
(1  L("))1 xiL(")xid"
=
Z 1
 1
(")(1  L("))n kL(")kd"
=
Z 1
 1
(") exp (nW (s))d"
donde W (") = r logL(") + (1  r) logL( ")
con L(") = P (ui > 0j")
= P

Vi >   "+ hp
1  

= 

"+ hp
1  

:
Aqu (") es la funcion de densidad de probabilidad de una gaussiana unidimensio-
nal con media 0 y varianza  [164, 163].  es la funcion cumulativa de una gaussiana
unidimensional estandar.
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Para grandes tama~nos de poblacion n, podemos usar la aproximacion de punto silla
en la ultima integral. Luego de algunos calculos (para mas detalles ver Refs. [164, 163])
llegamos a la distribucion de disparos asintotica continua f(r):
f(r) =
r
1  

exp

h2
2  4

exp
 
 (1  2)(
 1(r)  h
p
1 
1 2 )
2
2
!
:
Luego usamos f(r) para estimar el cumulante de pares asintotico , la skewness  y la
kurtosis  de la distribucion.
Las guras 8.9(a), (b) y (c) muestran las estimaciones asintoticas de los cumulantes.
El lmite asintotico tiene un comportamiento similar a las simulaciones previas del mo-
delo DG considerando un numero nito de neuronas. Esto rearma los resultados de la
seccion previa. En lo que sigue investigaremos como las correlaciones de alto orden en las
salidas pueden inducir criticalidad en el sistema neuronal. La funcion de particion tiene
una discontinuidad en  = 1=2. Entonces, el punto de transicion esta en  = 1=2, in-
dependientemente de la media h de la gaussiana latente. Para  < 1=2 la distribucion
es unimodal, mientras para  > 1=2 la distribucion es bimodal. Luego, consideramos la
capacidad calorca y el cumulante de cuarto orden en funcion de la temperatura. Para
poder hacerlo, calculamos el calor especco y el cumulante de Binder usando ideas de
la Ref. [164]. Dada la distribucion del modelo P (x), la extension a cualquier temperatu-
ra T = 1= es P(x) = P (x)
=Z. Entonces, la distribucion de disparos esta dada por
P(k) = n exp (n(1  )(r))P (k)

Z
, donde (r) =  r log(r)  (1  r) log(1  r).
Es util calcular la tasa de entropa hDG =
1
nH(x) de la variable X. Como se muestra
en la Ref. [164, 163], el resultado para grandes poblaciones es:
hDG 
Z 1
0
f(r)(r)dr;
donde el subndice  indica la dependencia con la temperatura. Tomando en cuenta
que el calor especco es c = V ar [log (P(x))] =n, y que estamos en el lmite de grandes
n, el termino dominante en c es [164, 163]:
c  n
Z 1
0
f(r) ((r)  hDG)2 dr:
Podemos usar la misma idea para calcular el cumulante de cuarto orden. Mostramos
aqu la derivacion paso a paso. Primero, denimos el cumulante de cuarto orden 4 =P
x P(x) (log (P(x))  E [log (P(x))])4. Usando el hecho de que la suma sobre x puede
reemplazarse por una suma sobre k (debido a que las neuronas son identicas),
P
x =P
k
 
n
k

, y que P(x) = P(k)=
 
n
k
  f(r)n = nk, el cumulante de cuarto orden es:
4 
X
k
f(r)
n

log

f(r)
n

  log

n
k

+Hn
4
:
Deniendo n (r) =
 
n
k

=
 
n
n r

, usando la aproximacion de Stirling para el coeciente
binomial, y aproximando
P
k
n 
R 1
0 dr, llegamos a:
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Figura 8.9. Estimaciones asintoticas de los cumulantes del modelo DG. Consideramos
varios valores de las correlaciones de entrada  = 0;3,  = 0;4,  = 0;5,  = 0;6,  = 0;7,
 = 0;8,  = 0;9 y  = 0;99. (a) Covarianza  versus la tasa de disparo media . (b)
Skewness  versus la tasa de disparo media . (c) Kurtosis  versus la tasa de disparo
media .
4 
Z 1
0
f(r) (log f(r)  log n  n(r) + nhDG)4 dr
=
Z 1
0
f(r)

log
f(r)
n
  n ((r)  hDG)
4
dr
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En el lmite de grandes poblaciones el termino lineal con n es el que domina, con lo
cual:
4 = n
4
Z 1
0
f(r) ((r)  hDG)4 dr
Recordando que el cumulante de segundo orden es 2 = V ar [log (P(x))] = n c y
teniendo el cumulante de cuarto orden, podemos denir el cumulante de Binder como [36,
35, 10, 9]:
 = 1  4
322
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Figura 8.10. Calor especco como funcion de la temperatura para varios valores del
tama~no de la poblacion n.
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Figura 8.11. Cumulante de Binder como funcion de la temperatura para varios valores
de n. Podemos ver claramente, incluso para valores bajos de la poblacion (n = 10) el
cruce entre las curvas en la temperatura crtica T = 1.
Sobre la base de estas estimaciones podemos explorar, como en la Ref. [163], las pro-
piedades de escala de la poblacion en funcion de la temperatura. En este caso, el momento
de cuarto orden tambien es importante, ya que nos permite calcular el cumulante de Bin-
der. [36, 35, 10, 9]. Este cumulante es una forma robusta en la que se puede obtener la
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temperatura crtica de un sistema, encontrando los puntos de cruce entre esta funcion
para varios tama~nos de poblacion [36, 35, 10, 9]. En la g. 8.10, mostramos el cumulante
de Binder en funcion de la temperatura, y se observa, como es de esperar, que el pun-
to crtico se encuentra en T = 1. Este cumulante esta menos sesgado en la temperatura
que el calor especco, mostrado en la g. 8.11, lo que hace que sea una buena cantidad
para estudiar cuando uno hace un analisis de escala de tama~no nito en un sistema con
una transicion de fase crtica. Por lo tanto, al calcular el cumulante de Binder, que no
depende de la cantidad de neuronas en el punto de transicion, mostramos que el sistema
presenta una transicion de fase de segundo orden. Se obtienen resultados similares para el
cumulante de Binder utilizando la estimacion numerica del segundo y cuarto cumulante
presentado anteriormente. El hallazgo actual enfatiza la relevancia de estimar los terminos
de orden superior, ya que los momentos de los modelos propuestos captan la dinamica de
la red interconectada de neuronas a traves de la estimacion del cumulante de Binder. Para
el modelo DG probamos, a traves de la estimacion del cumulante de orden superior, la
existencia de una transicion de fase de segundo orden.
8.5 Discusion y Conclusiones
Las principales propiedades notables de los conjuntos neuronales es que estan acopla-
dos globalmente. Si bien se sabe desde hace bastante tiempo que las neuronas no disparan
de manera autonoma, las primeras estimaciones de sus contribuciones cooperativas de
conectividad estructural y funcional se describieron inicialmente utilizando modelos de
correlaciones de pares (tipo Ising) [246, 270, 251]. En particular, el modelo de Ising en el
marco del principio de maxima entropa se ha asociado con una cierta correlacion entre
pares de neuronas en la retina [246, 270, 251]. A medida que experimentalmente la pobla-
cion registrada se aumento a decenas o muchas neuronas, resulto ser claro que los modelos
de pares son inadecuados en muchos casos [186, 233, 197, 198, 94]. Sin embargo, se ha
demostrado que estas intrincadas correlaciones se ajustan progresivamente por el estmulo
[198] y que pueden afectar las propiedades del codigo neuronal [186].
Por un lado, Staude et al. [261, 262] en lugar de estimar directamente un determinado
parametro de correlacion, calculan la inferencia basada en el cumulante de correlaciones
de orden superior (CuBIC) para inferir un lmite inferior en un conjunto de datos neu-
ronales dado en el orden de correlacion. Por otro lado, se ha demostrado que al modelar
el comportamiento colectivo de los sistemas biologicos, surgido de datos reales, el siste-
ma se encuentra balanceado cerca de un punto extremadamente raro en su espacio de
parametros: un punto crtico [187]. Los cambios en las conexiones de los tripletes pueden
mejorar la codicacion si esas correlaciones dependen de los estmulos, y es a traves de la
skewness que las correlaciones de tripletes inducen en las distribuciones respuestas neuro-
nales de toda la poblacion [53]. Ademas, hallazgos recientes han demostrado la relevancia
de la kurtosis en la distribucion de disparos [174], y se ha demostrado recientemente que
la kurtosis es un descriptor de las propiedades de escala de una poblacion de neuronas
[40]. Las correlaciones mas altas son de hecho importantes para entender las avalanchas
neuronales [291] e incluso el silencio sincronico, o la coactivacion de las neuronas, que es
una evidencia omnipresente de correlaciones de orden superior [249]. Por lo tanto, evaluar
la medida precisa de las correlaciones de pares, tripletes y cuadrupletes puede ser de gran
ayuda para describir importantes propiedades funcionales de la corteza.
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En este captulo mostramos, utilizando el formalismo de Amari en el modelo de DG,
que el termino de tercer orden proporciona una fuerte inhibicion de la actividad general
de las redes de neuronas, mientras que el termino de cuarto orden para las contribuciones
excitatorias en la distribucion de probabilidad proporciona una idea de que las correla-
ciones de orden superior no deben ser desatendidas. Luego de ello, extendimos el modelo
DG [12, 164, 163, 291] y para implementar esto estimamos la skewness y la kurtosis de
la poblacion simulada mientras cambiamos los parametros de entrada de la poblacion, es
decir, las correlaciones de las entradas de la distribucion gaussiana. En el presente estudio,
tomamos en cuenta todos los ordenes, ya que es importante tener en cuenta que los sis-
temas neuronales funcionan cerca de transiciones de fase para mejorar la transmision de
informacion en la corteza [45]. El modelo DG extendido nos permite emular la actividad
de la corteza neuronal, pero es a traves de los cumulantes de orden superior que la estima-
cion del cumulante de Binder nos permite proporcionar evidencia que demuestra que esta
red neuronal realista muestra una transicion de fase de segundo orden. Mas importante
aun, demostramos usando el modelo DG extendido que las correlaciones de orden superior
son los mecanismos responsables de ajustar la red neuronal hacia el estado crtico. Nues-
tros hallazgos muestran, por un lado, que las interacciones de pares altos en las entradas
podran ser sucientes para generar un cumulante de tercer y cuarto orden en el que una
skewness y una kurtosis positivas pueden inducir al sistema a un \estado inactivo" [61,
276, 60, 68, 69]. Por otro lado, las interacciones de pares altos en las entradas pueden
producir un cumulante de tercer y cuarto orden en el que una skewness negativa y una
kurtosis positiva pueden inducir al sistema a un \estado activo" [61, 276, 60, 68, 69]. Por
lo tanto, si la cantidad de correlaciones de pares en las entradas es lo sucientemente alta,
siempre existe una probabilidad distinta de cero que el sistema pase de un estado inactivo
a uno activo, al inducir un cambio en el signo de la skewness y aprovechar la forma bimodal
de la kurtosis. De hecho, el cumulante de cuarto orden reducido o el cumulante de Binder
nos permite mostrar que un cumulante bimodal corresponde al comportamiento crtico de
una transicion de fase de segundo orden.
Numerosas funciones cerebrales estan optimizadas debido a que el cerebro opera en-
tre dos fases coexistentes de orden y desorden [214]. El sistema nervioso opera cerca de
una transicion de fase de no equilibrio donde una gran cantidad de correlaciones de or-
den superior espacial y temporal son compatibles. En este captulo, pudimos investigar la
dinamica colectiva de la actividad neuronal desarrollando una extension del modelo DG
que cuantica las contribuciones de los cumulantes de orden superior, lo que nos permite
investigar las propiedades de escala del sistema. Ademas, al combinar diferentes tecnicas
que van desde la Geometra de la Informacion hasta un enfoque de DG extendido, investi-
gamos las interacciones de alto orden en una red neuronal densamente conectada. Nuestro
estudio actual nos permite identicar correlaciones de orden superior a dos como factores
clave que determinan las transiciones de fase en el modelo DG, considerando que las co-
rrelaciones de tripletes proporcionan una restriccion inhibitoria, mientras que el termino
de cuarto orden representa contribuciones excitatorias que representan la no-localidad de
poblaciones neurales. El modelo DG emula estadsticas de orden superior y puede simular
correlaciones de orden superior que se pueden registrar in vivo en areas especcas de la
corteza cerebral. En contraste con los modelos de maxima entropa, podemos elegir la tasa
de disparo en el modelo DG para emular un patron estadstico cortical y que produce el
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mismo cumulante de pares, tripletes y cuadrupletes cuanticados por ,  y , respecti-
vamente. Usando la simulacion del modelo DG encontramos una relacion no monotonica
entre las correlaciones de orden superior de salida y la tasa de disparo, lo que nos motiva
a investigar el comportamiento de las uctuaciones crticas por medio del cumulante de
Binder. Por lo tanto, la existencia de un marco apropiado para estimar la cantidad exacta
de correlaciones que los momentos de pares, tripletes y cuadrupletes llevan sobre la distri-
bucion conjunta de disparos en el modelo DG es de maxima relevancia para comprender
mejor las propiedades emergentes del procesamiento cortical. Es importante destacar que
nuestros descubrimientos demuestran que una gran cantidad de correlaciones por pares en
las entradas pueden producir un tercer y un cuarto cumulante que conduce a un marco
con dos escenarios diferentes, uno con una tasa de disparo muy baja (estado inactivo) y
otro con una tasa de disparo muy alta (estado activo). Por lo tanto, las herramientas de la
DG ampliadas se pueden usar para investigar mas a fondo la complejidad de las diferentes
respuestas dinamicas dentro de las poblaciones neuronales de la corteza. cerebral.
En el captulo siguiente consideraremos el efecto de considerar inputs similares a los
gaussianos, pero con una cierta deformacion que resulta en una asimetra de la distribucion
de inputs de la poblacion. Llamaremos a este modelo el de Gaussiana Dicotomizada con
skewness, cuya distribucion de entrada sera la skew-Gaussiana cerrada.
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9Modelos estadsticos de poblaciones
neuronales: Extensiones a modelos
asimetricos
Generalmente se asume que las variables cerebrales funcionales y estructurales, como
las tasas de disparo de neuronas individuales o la descarga sincronica de poblaciones neu-
rales, tienen una distribucion de entrada en forma de campana. Sin embargo, en muchos
niveles siologicos y anatomicos del cerebro, la distribucion de numerosos parametros de
hecho esta fuertemente sesgada con una cola pesada, lo que sugiere que las distribuciones
sesgadas son fundamentales para la organizacion del cerebro [49]. En este captulo introdu-
ciremos una modicacion al modelo del captulo 8, donde en lugar de entradas simetricas
cuya distribucion es gaussiana, las entradas sigan una distribucion gaussiana deformada
con una asimetra. Llamaremos skew-gaussiana a dicha distribucion.
9.1 Modelo de Gaussiana Dicotomizada con skewness
9.1.1 Introduccion
Es importante destacar que las poblaciones de neuronas muestran patrones de activi-
dad sncrona, ya que comparten entradas correlacionadas comunes. El modelo Gaussiano
Dicotomizado se reere al caso en el que estas entradas se consideran distribuidas de forma
gaussiana. Presentamos una extension del modelo de entrada gaussiana dicotomizada con-
siderando una distribucion de entrada sesgada. La asimetra (skewness) de la distribucion
induce una transicion de primer orden en el modelo y mostramos analticamente como los
peque~nos cambios en las entradas de correlacion pueden llevar a grandes cambios en las
interacciones de las salidas que conducen a una transicion de fase. Mas especcamente,
presentamos una cuanticacion exacta de la dinamica de las variables de salida de los
parametros cerebrales mediante la estimacion de los diferentes ordenes de los cumulantes.
9.1.2 Distribucion Skew-Gaussiana Cerrada
La distribucion skew-gaussiana multivariada utilizada aqu es la introducida por Gonzalez-
Faras et al. [107]. Esta distribucion fue concebida como una extension multidimensional
de la distribucion normal sesgada de Azzalini y Dalla Valle [20], con la propiedad deseable
de clausura bajo transformaciones lineales.
Se dice que un vector aleatorio continuo Z tiene una distribucion skew-gaussiana ce-
rrada si su funcion de densidad de probabilidad (PDF) esta dada por [107]:
fn(z;;; ) =
n(z;;)
n(0; I +     t)
n ( (z   )) : (9.1.1)
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Aqu  2 Rn1, I es la matriz identidad,  es una matriz denida positiva,   2 Rnn,
n(;;) y n(; ) denota la PDF y la funcion de densidad cumulativa (CDF) de una
distribucion normal de n dimensiones con media  y matriz de covarianza  [107]. El
superndice t denota transposicion matricial. Para aliviar la notacion escribimos n(; 0; I)
como n(), y n(; 0;) como n(; ). Por lo tanto, denotamos el vector Z que tiene la
distribucion normal cerrada sesgada (CSN) mediante: Z  CSNn (~;; ). Las distribu-
ciones estan gracadas en las gs. (9.1) y (9.2), para el caso unidimensional y bidimensional
respectivamente.
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Figura 9.1. Distribucion Gaussiana Cerrada Sesgada univariada con media  = 0,
desvo estandar  = 1 y tres valores del parametro de skewness  =  2 (azul, cuyo pico
esta mas a la izquierda), 0 (roja), 2 (amarilla, cuyo pico esta mas a la derecha).
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Figura 9.2. Distribucion Gaussiana Cerrada Sesgada bivariada con media ~ = [0; 0],
desvo estandar  = [0;3; 0; 0; 0;3] y cuatro valores para la matriz de skewness: a)   =
[0; 0; 0; 0], b)   = [3; 0; 0; 1], c)   = [0; 3; 3; 0] y d)   = [1; 1; 1; 1] .
Hay dos propiedades importantes que usamos de esta distribucion. La primera, si
tenemos una coleccion de n variables aleatorias independientes con distribucion normal
sesgada, entonces la distribucion conjunta de las n variables aleatorias es CSN. Entonces,
el caso i.i.d. esta dado por  = 2I y   = I. La segunda, si Y  CSNn (~;; ), A
es una matriz constante no singular de tama~no n  n y b 2 Rn es un vector constante,
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entonces AY +b  CSNn
 
b+A~;AAt; A

. Esta ultima propiedad es la clausura frente
a transformaciones lineales.
9.1.3 Modelo de Skew-Gaussiana Cerrada Dicotomizada
Denamos una variable latente Z que obedece la distribucion skew-gaussiana cerrada
[107] y va a ser la entrada comun a todas las neuronas de la poblacion. La variable
Z 2 Rn1. Si Z > 0 la neurona dispara, y entonces la variable X cambia, diciendonos
cuando dispara (X = 1) o esta en reposo (X = 0).
Siguiendo la denicion y propiedades de la distribucion skew-gaussiana cerrada [107],
podemos escribir a Z como:
Z  CSNn (~;; ) ; (9.1.2)
donde el subndice n signica que la dimension de la variable Z es igual al numero
de neuronas. Aqu ~ es el vector de las medias,  2 Rn1,  es la matriz relacionada
a la covarianza de la distribucion normal, y   es la matriz relacionada con la asimetra
de la distribucion. Si tenemos una coleccion de n variables aleatorias independientes con
distribucion skew normal entonces la distribucion conjunta de las n variables es skew-
gaussiana cerrada. Entonces,  = 2I y   = I nos da el caso i.i.d., donde I es la matriz
identidad de nn. Por la propiedad de clausura bajo transformaciones lineales de la CSN,
podemos escribir la variable Z como la siguiente suma:
Z = ~+
p
1  T +
p
S en; (9.1.3)
donde T  CSNn
 
0; 21I; 1I
 2 Rnn, entonces cada Ti  CSN1  0; 21; 1, y S 
CSN1
 
22; 2
 2 R. en es un vector en Rn1, y 1; 2; 1; 2;  2 R. La variable pS sigue
la distribucion CSN1

0;  22;
2p


.
Por simplicidad, pero sin perdida de generalidad, ponemos 1 = 2 = 1.
Comencemos con el calculo de la distribucion asintotica de disparo. En el caso de n
nito, tenemos que:
PSDG (X = x) =
Z
z
P (X = xjz) p(z)dz (9.1.4)
=
Z 1
 1
ppS(s
0)
nY
i=1
P
 
Xi = xijs0

ds0 (9.1.5)
=
Z 1
 1
ppS(s
0)
nY
i=1
 
1  L(s0)1 xi L(s0)xids0; (9.1.6)
donde L(s0) = P (Zi > js0) = P

Ti >   s0+p1 

= 1  CDFTi

  s0+p
1 

.
En este caso, la CSN1 se reduce a la skew-normal de Azzalini y Dalla Valle SN
[20]. Ponemos 1 = 0 para tener todos los efectos de la asimetra condensados en un
solo parametro  = 2. En ese caso Ti  N(0; 1). Recordando que el comportamiento
de la poblacion esta determinado por el numero de neuronas disparando, k = kxk =Pn
i=1 xi, y que estamos trabajando con una poblacion de neuronas homogenea (i.e. son
todas identicas), podemos encontrar la distribucion de disparos:
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PSDG (K = k) = (9.1.7)
=

n
k

PSDG (X = x; dondekxk = k) (9.1.8)
=

n
k
Z 1
 1
ppS(s
0)
 
1  L(s0)n k L(s0)kds0 (9.1.9)
=

n
k

QSDG(k): (9.1.10)
Deniendo la tasa de disparo normalizada r = kn , podemos escribir U(s
0) = r logL(s0)+
(1  r) log (1  L(s0)), de forma de tener:
QSDG(k) =
Z 1
 1
ppS(s
0) exp
 
nU(s0)

ds0: (9.1.11)
Entonces, en el lmite de grandes n, podemos realizar la aproximacion de punto silla,
y obtener:
QSDG(k) 
s
2
 nU 00(s00)
ppS(s
0
0) exp
 
nU(s00)

: (9.1.12)
Aqu, L(s00) = r es el maximo de la funcion L(s0). Entonces 1  

  s00+p
1 

= r, con
 la cumulativa de la distribucion normal estandar. De esto, podemos obtener el valor
s00 =  
p
1   1(1  r)   = p1   1(r)  . Tambien, tenemos U 00(s00) =  L
0(s00)
2
r(1 r) ,
y exp (nU(s00)) =
 
rr(1  r)1 rn. Podemos determinar que L0(s00) = 1p1   s00+p1 ,
con  la PDF de una distribucion normal estandar. Juntando todo, obtenemos:
QSDG(k) =
r
2r(r   1)(1  )
n
ppS(s
0
0)


  s00+p
1 
 (9.1.13)
Recordando que
p
S  CSN1

0; ; p


, obtenemos ppS(s
0
0) =
2p



s00p




 s00p


,
donde  y  son la PDF y CDF de la distribucion normal estandar, respectivamente.
Ahora podemos llegar al resultado deseado: la distribucion de disparos PSDG(K =
k) = QSDG=
 
n
k

. Haciendo la aproximacion de Stirling del coeciente binomial,
 
n
k
 p
2n
 
n
e
n
, llegamos a la distribucion asintotica de disparo f(r) = nP (k), con r = k=n:
f(r) = 2
r
1  



s00=
p


()



s00p


; (9.1.14)
con  =  1(r), y s00 =
p
1      . Este resultado es exactamente igual al obtenido
por Macke et al. [163, 162] y por Montani et al. [185], pero con un factor de correccion
inducido por la presencia del parametro de asimetra . Este factor cambia considerable-
mente el comportamiento del modelo con la temperatura. Los gracos estan en las gs.
(9.3), (9.4). Puede observarse que el parametro de skewness favorece los estados de reposo
o disparo, dependiendo de su signo, positivo o negativo, respectivamente. En el caso de
tener una distribucion bimodal, como en la g. (9.4), el parametro de skewness puede favo-
recer ampliamente alguno de los dos posibles estados del sistema, modicando al modelo
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original (curva gruesa roja), y generando una poblacion mas sincronizada, tanto para los
disparos (curva punteada naranja) como para los silencios (curva na azul).
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Figura 9.3. Distribucion de disparos del modelo para  = 0;2,  =  2 (lnea na
azul),  = 0 (lnea gruesa roja),  = 2 (lnea punteada naranja) y  = 0;2. Podemos
observar que el parametro de skewness, como es de esperar, favorece los estados de reposo
o disparo, dependiendo del signo de . Como en el modelo DG original (i.e. con  = 0),
esta distribucion es unimodal, y tiene una transicion a bimodal para  = 0;5.
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Figura 9.4. Distribucion de disparos del modelo para  = 0;6,  =  2 (lnea na
azul),  = 0 (lnea gruesa roja),  = 2 (lnea punteada naranja) y  = 0;2. Podemos
observar que el parametro de skewness, como es de esperar, favorece los estados de reposo
o disparo, dependiendo del signo de . Como en el modelo DG original (i.e. con  = 0),
esta distribucion es bimodal. Sin embargo, puede favorecer ampliamente alguno de los
estados del sistema, de disparo o de reposo, dependiendo del signo del parametro de
skewness.
9.1.4 Dependencia del modelo con la temperatura
Primero que todo, reescribamos la distribucion f(r) como:
1
ZSDG
exp
0B@ 1
2
(1  2)

   
p
1 
1 2
2

1CA; (9.1.15)
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con ZSDG =
1
2

p

(
p
1  )
 exp  22(1 2)q 1  . Aqu,  =  1(r).
Siguiendo las ideas de las refs. [163, 162, 164, 270], podemos escribir la distribucion
para cualquier modelo P (x) en la temperatura T = 1= como P(x) =
P (x)
Z
. Tomando
en cuenta que P (x) = P (k)
(nk)
= f(r)=n
(nk)
, para grandes n la distribucion asintotica de disparos
en la temperatura T = 1= es f(r) =
n
Z
exp (n(1  )(r))P (r n), con Z un factor de
normalizacion y (r) =  r log(r)  (1 r) log(1 r). La temperatura aqu actua como una
manera de probar una direccion en el espacio de parametros de los modelos posibles, y no
es una temperatura fsica; el objetivo es ver cuando existe algo especial acerca del modelo
(para T = 1) [271]. Podemos ver el efecto del parametro  en las gs. (9.5) y (9.6) para dos
valores del parametro de entrada : 0; 2 y 0; 6. El parametro de la temperatura representa
entonces una modicacion global a las correlaciones, para explorar el comportamiento del
modelo en un entorno del parametro de correlacion .
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Figura 9.5. Tasa de disparo para el modelo con temperatura para  = 0;2,  =  2; 0; 2,
 = 0;2 y  = 0;998; 1; 1;002. Podemos observar en la ultima la que el maximo se mueve
hacia cero o uno, dependiendo del signo de . Esto corresponde a una transicion de fase
de primer orden en el modelo, inducida por el parametro de skewness.
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Figura 9.6. Tasa de disparo para el modelo con temperatura para  = 0;6,  =  2; 0; 2,
 = 0;2 con  = 0;998; 1; 1;002.
Tambien podemos observar el comportamiento de disparo de la poblacion en los raster
plots de la g. (9.7). Para ello simulamos directamente el modelo: muestreamos n valores
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de una distribucion skew-gaussiana, y umbralizamos las muestras. Si los valores mues-
treados son mayores que cero, la neurona dispara, y se graca como un punto en la la
correspondiente. Este procedimiento se repite para cada paso temporal, que corresponde
a cada columna en el raster plot. Se observa que el aumento de la temperatura genera que
la poblacion pase de un estado de disparos mas aleatorio, para  < 1, a un patron donde
las neuronas disparan sincronicamente, o estan en silencio, para  > 1.
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Figura 9.7. Raster plot para  = 0;95 (izquierda) y  = 1;05 (derecha). Cada la
representa una neurona, y cada punto representa un disparo de la misma. El efecto de la
temperatura en el modelo es modicar las correlaciones, para explorar el comportamiento
del modelo en un entorno del parametro de correlacion .
Al igual que en el captulo anterior, podemos caracterizar mejor el comportamiento del
sistema en funcion de la temperatura calculando la tasa de entropa y el calor especco
[163]:
s =
Z 1
0
f(r)(r)dr (9.1.16)
c = n
Z 1
0
f(r)((r)  s)2dr: (9.1.17)
En las gs. (9.8) y (9.9) se muestran las tasas de entropa para un valor de  co-
rrespondiente a una distribucion de disparos unimodal ( = 0; 2) y para otra bimodal
( = 0; 6), respectivamente. Se muestran los valores de la funcion para tres valores de 
distintos (0; 2; 2), por la, y para dos tama~nos de poblacion (N = 10000; 100000). Se
observa que para tama~nos de poblacion muy grande, el efecto del parametro de skewness
no es signicativo.
En el caso del calor especco, gs. (9.10) y (9.11), se observa que el efecto del parame-
tro de skewness es correr el maximo del mismo.
Podemos calcular tambien el cumulante de Binder, que resulta ser:
B = 1 
R 1
0 f(r)((r)  s)4
3
R 1
0 f(r)((r)  s)2
2 : (9.1.18)
Se observa en las gs. (9.12) y (9.13) el cumulante de Binder. Se puede ver que el
efecto del parametro de skewness en la determinacion de la temperatura crtica,  = 1,
es mucho menor que en el caso del calor especco. Es decir que el cumulante de Binder
sera un mejor indicador de la temperatura crtica del sistema, aun en el caso de que la
distribucion de entrada sea erroneamente asumida como simetrica.
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Figura 9.8. Tasa de entropa en funcion de  para  = 0;2, para  =  2; 0; 2, y para
N = 10000; 100000 neuronas.
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Figura 9.9. Tasa de entropa en funcion de  para  = 0;6, para  =  2; 0; 2, y para
N = 10000; 100000 neuronas.
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Figura 9.10. Calor especco en funcion de  para  = 0;2, para  =  2; 0; 2, y para
N = 10000; 100000 neuronas.
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Figura 9.11. Calor especco en funcion de  para  = 0;6, para  =  2; 0; 2, y para
N = 10000; 100000 neuronas.
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Figura 9.12. Cumulante de Binder en funcion de  para  = 0;2, para  =  2; 0; 2, y
para N = 10000; 100000 neuronas.
0.9997 0.9998 0.9999 1 1.0001 1.0002 1.0003
-4
-3
-2
-1
0
1
 = 0
 = 0.6,  = 0.2  = 0 N = 10000
 = 0.6,  = 0.2  = 0 N = 100000
0.9997 0.9998 0.9999 1 1.0001 1.0002 1.0003
-4
-2
0
C
u
m
u
la
n
te
 d
e
 B
in
d
e
r
 = -2
 = 0.6,  = 0.2  = -2 N = 10000
 = 0.6,  = 0.2  = -2 N = 100000
0.9997 0.9998 0.9999 1 1.0001 1.0002 1.0003
-4
-3
-2
-1
0
1
 = 2
 = 0.6,  = 0.2  = 2 N = 10000
 = 0.6,  = 0.2  = 2 N = 100000
Figura 9.13. Cumulante de Binder en funcion de  para  = 0;6, para  =  2; 0; 2, y
para N = 10000; 100000 neuronas.
Roman Baravalle 141
Tesis Doctoral
Es interesante calcular el comportamiento con  y  para la tasa de disparo promedio
hri =
R 1
0 f(r)rdr. En las gs. (9.14) y (9.15) se observa que el efecto del parametro de
skewness es cambiar la dinamica de los estados de la poblacion privilegiando un estado
de la poblacion en particular, uno totalmente excitado (con una tasa media de disparo
cercana a 1) u otro totalmente inhibido (con una tasa media cercana a 0), a medida que
se aumenta el parametro . En la g. 9.16 se observa que el efecto del parametro  se
vuelve mas signicativo por encima del  crtico. Pero ademas, en la temperatura crtica,
el efecto del parametro  es aumentar la tasa media de disparo en forma aproximadamente
lineal.
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Figura 9.14. Tasa de disparo promedio en funcion de  para  = 0;2, para  =  2; 0; 2,
y para N = 10000; 100000 neuronas.
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Figura 9.15. Tasa de disparo promedio en funcion de  para  = 0;6, para  =  2; 0; 2,
y para N = 1000; 10000; 100000 neuronas.
9.1.5 Discusion y Conclusiones
Si bien los resultados presentados en este captulo requieren todava un analisis mas
profundo y exhaustivo, podemos concluir que el parametro  actua de forma equivalente a
un campo magnetico externo en un sistema ferromagnetico-paramagnetico. Cuando  = 1
y  = 0, el modelo DG original, el sistema esta en un punto crtico, como se muestra en
la ref. [163]. Cuando  < 1 observamos que la tasa de disparo promedio es independiente
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Figura 9.16. Tasa de disparo promedio en funcion de  para  = 0;1, para  =
0;998; 1; 1;002,  = 0;1, y para N = 1000; 10000; 100000 neuronas.
del parametro de skewness. Pero cuando  > 1, encontramos que  puede favorecer o
perjudicar el disparo de las neuronas, dependiendo del signo de . Para  < 0 la poblacion
esta en un estado de reposo, mientras que para  > 0 el sistema esta en un estado
excitado, con la mayora de las neuronas disparando, como se observa en la g. (9.16).
Podemos ver en la g. (9.6) que para  > 1 (y  = 0) la distribucion es bimodal con igual
probabilidad para el estado de reposo o excitado, entonces existe una simetra entre estos
estados. Podemos relacionar esta region a una \fase ordenada", en la cual el sistema tiene
alta probabilidad de estar en un estado con todas las neuronas en la misma condicion de
disparo. En el caso de  < 1, observamos una distribucion unimodal ancha. En este caso es
muy poco probable que el sistema este en los casos extremos de disparo o silencio del total
de las neuronas. En esta fase, podemos decir que el sistema esta en una \fase desordenada".
Entonces, en la \fase ordenada", el parametro de skewness  rompe la simetra entre los
estados de disparo y reposo, induciendo una transicion de fase de primer orden.
Si bien resta aun analizar de forma mas detallada el trabajo presentado en este captulo,
el modelo presentado nos puede proveer las bases neurocomputacionales para ganar un
mayor entendimiento acerca de como las deformaciones en los inputs (cuando se incluyen
skewness en las estadsticas de las neuronas) pueden cambiar la dinamica a nivel de los
outputs. Esto puede llegar a ser util a la hora de describir mas ampliamente la dinamica
no lineal de las poblaciones neuronales.
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Estudio de poblaciones neuronales:
Correlaciones de alto orden en
oscilaciones gamma evocadas visualmente
La alteracion de la conciencia ocurre bajo un anestesico general y tambien ocurre cada
vez que nos quedamos dormidos. Sin embargo los anestesicos permiten que los neuro-
cientcos manipulen la conciencia de manera segura, reversible y con una alta precision
[7]. En particular, el propofol y el isourano son dos anestesicos muy utilizados en la
medicina actual. Utilizamos ambas sustancias para caracterizar la dinamica neuronal e
investigar el efecto de las perturbaciones espontaneas e inducidas por estmulos visuales
en la actividad cerebral. Mas especcamente en este captulo investigamos las diferen-
tes fases y el espectro de energas bajo los efectos del isourano y el propofol durante la
generacion de las oscilaciones gamma por estmulos visuales fuertes y espontaneos.
10.1 Introduccion
Comprender como se realizan los procesos cognitivos en las redes neuronales de los
cerebros biologicos es el nucleo de la comprension de la conciencia. Esto puede servir de
base para la posible construccion de artefactos como protesis neuronales cognitivas, lo
cual puede ser un metodo muy versatil para asistir a pacientes con paralisis [15]. La idea
entonces sera registrar el estado cognitivo del sujeto en lugar de se~nales estrictamente
relacionadas con la ejecucion o sensacion motora; es decir extraer la funcion cognitiva que
se obtiene en paralelo de varias areas corticales. Las transiciones entre estados cogniti-
vos muestran cambios en la actividad dinamica cerebral. Se cree que muchos anestesicos
funcionan haciendo que sea mas difcil que las neuronas se activen, pero esto puede tener
diferentes efectos en la funcion cerebral, dependiendo de que neuronas esten bloqueadas.
Por lo tanto, se estan utilizando tecnicas de imagenes cerebrales, como la exploracion por
resonancia magnetica funcional, que rastrea los cambios en el ujo sanguneo en diferentes
areas del cerebro, para ver que regiones del cerebro se ven afectadas por los anestesicos
[131, 16, 193, 148, 72, 154, 275]. Tales estudios han tenido exito en revelar varias areas que
estan desactivadas por la mayora de los anestesicos. Desafortunadamente, se han impli-
cado tantas regiones que es difcil saber cual/es de todas es/son la/s causa/s de la perdida
de la conciencia, si es que existe/n alguna/s. >Pero es incluso realista esperar encontrar
un sitio o sitios discretos que actuen como el \interruptor de luz" de la mente?
Si bien no hay un acuerdo absoluto con una teora lder de la conciencia, la idea que ha
ganado terreno en la ultima decada es la que establece que la conciencia es un fenomeno
ampliamente distribuido en el cerebro. En esta teora del \espacio de trabajo global",
la informacion sensorial entrante se procesa primero localmente en regiones del cerebro
separadas sin que nos demos cuenta. Solo tomamos conciencia de la experiencia si estas
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se~nales se transmiten a una red de neuronas que se propagan a traves del cerebro, y que
luego comienzan a disparar en sincrona. La anestesia es un elemento basico en la aten-
cion medica moderna debido a su capacidad para proporcionar un estado reversible de
inconsciencia, que es esencial para la ciruga indolora y para la sedacion en unidades de
cuidados intensivos. Los anestesicos tambien han demostrado ser indispensables para la
neurociencia basica. De hecho, gran parte de nuestro conocimiento sobre el procesamiento
sensorial se deriva de experimentos realizados con anestesicos en animales [188, 119, 67].
A pesar de su uso generalizado, los mecanismos por los cuales los anestesicos producen
una perdida de conciencia reversible siguen siendo desconocidos. Una implicacion practi-
ca de esta increble brecha de conocimiento se da en la monitorizacion clnica del estado
anestesiado: hoy en da somos aun incapaces de garantizar que todos los pacientes esten
completamente inconscientes durante la ciruga. El propofol es un modulador alosterico
positivo en los receptores sinapticos GABAA [128] que induce se~nales en los EEG con
gran amplitud y oscilaciones de baja frecuencia en estados de sue~no inducido [56, 215].
Asimismo, el isourano inhalado, tambien produce actividad de onda lenta con estados UP
y estados DOWN distintos en el EEG [81]. Mientras que el isourano tambien actua sobre
el receptor GABAA [108], sus acciones en el receptor son distintas de las del propofol [144].
Ademas, las acciones del isourano sobre el receptor GABAA parecen ser menos crticas
por su capacidad para la anestesia inducida que las de propofol [257]. Finalmente, tanto
el propofol como el isourano interactuan con un gran numero de otros receptores en el
sistema nervioso [73, 274]. Canonicamente, el estado del cerebro ha sido denido cuanti-
cando las caractersticas espectrales de las uctuaciones espontaneas en los potenciales de
campo local. Al utilizar anestesia con isourano y propofol se altera el estado espectral del
cerebro y con cualquiera de las dos drogas se producen ondas lentas. Ambos anestesicos
conducen a la perdida de la conciencia, provocando oscilaciones lentas y supresion de las
rafagas de disparos neuronales.
10.2 Metodologa
Si bien la respuesta evocada sensorial es robusta en las cortezas primarias, se sabe
poco sobre la dinamica espacio-temporal de estas respuestas en grandes areas corticales o
como se integran con la actividad espontanea generada internamente. Aqu, aprovechamos
el cerebro liso y encefalico del raton para cuanticar las propiedades espaciotemporales de
largo alcance de las se~nales corticales que surgen de los estmulos visuales. Para modular
el perl de actividad espontanea dentro del cerebro, administramos parametricamente
dos anestesicos qumicamente distintos, isourano y propofol. Registramos el potencial
de campo local (LFP) de la supercie cortical usando electrocoticografa (ECoG). Todos
registramos la respuesta laminar usando electrodos multicanal y multicapas, colocados
dentro de las areas corticales visuales, as como en areas de asociacion (g. 10.1).
Vemos una gran variabilidad en las respuestas visuales evocadas, incluso dentro de
la corteza visual primaria. Esta variabilidad tambien se observa en ratones individuales.
Sin embargo, al analizar las caractersticas espectrales de la respuesta visual, encontramos
que hay una alineacion muy consistente en la fase de las oscilaciones gamma evocadas.
Esta alineacion de fase se ve en el segmento inicial del potencial evocado y se centra en
30 50Hz (g. 10.2). Este potencial gamma evocado esta presente no solo en los electrodos
por encima de la corteza visual primaria, sino tambien en los electrodos circundantes, con
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Figura 10.1. La electrocorticografa de alta densidad con 64 electrodos mide el potencial
de campo local en la supercie cortical de 6 ratones. El cuadrado rosa denota electrodos
arriba de la corteza visual primaria. Un LED verde esta delante del ojo derecho. Cada
animal recibe isourano, propofol y luego isourano nuevamente despues de un lavado
de propofol de 1 hora mientras el LED parpadea aproximadamente 100 veces durante 10
ms de duracion.
una relacion de fase consistente con la de la corteza visual primaria (g. 10.3). Por lo tan-
to, las oscilaciones gamma evocadas que observamos se organizan en ondas con patrones
complejos, que incluyen ondas estacionarias, viajeras y rotantes (g. 10.4). Sorprendente-
mente, la extension temporal y espacial de estas ondas gamma evocadas se puede modular
farmacologicamente. Bajo anestesia con propofol, la onda gamma evocada parece ser me-
nos consistente de un ensayo a otro y las ondas gamma evocadas visualmente parecen estar
mas contenidas dentro de la corteza visual primaria. Alternativamente, cuando el mismo
animal esta bajo isourano, estas oscilaciones viajan fuera de la corteza visual primaria
hacia areas corticales secundarias y hacia la corteza de asociacion parietal posterior (g.
10.5). Estas oscilaciones gamma evocadas generalizadas que son prominentes en multi-
ples regiones corticales pueden ser importantes para el procesamiento global de estmulos
multisensoriales, incluso en el cerebro inconsciente.
A medida que los metodos experimentales en neurociencia se vuelven capaces de re-
gistrar la actividad simultanea de grandes poblaciones de neuronas, la complejidad de los
datos neurosiologicos resalta la necesidad de desarrollar un marco conable que explique
las caractersticas estadsticas de los patrones de actividad sincronica. Sin embargo, cuales
son las implicaciones funcionales y la fuente de estas interacciones de orden superior siguen
siendo preguntas abiertas.
Haremos un breve repaso de la descomposicion en coordenadas  de correlacion vista
en el captulo 8. En general podemos simbolizar la actividad de la poblacion neuronal
mediante un vector binario x = (x1; :::; xN ) en el espacioX de todos los vectores binarios de
longitud N , donde xi = 0 si la neurona i esta en silencio en alguna ventana temporal y xi =
1 si esta disparando uno o mas potenciales de accion. La probabilidad P (x) de observar
una respuesta particular puede representarse usando diferentes sistemas de coordenadas.
Una forma util de caracterizar la distribucion de la actividad de la poblacion es indicando
los valores de probabilidad individuales de 2N   1; estos son llamadas las coordenadas
p. La probabilidad se identica mediante los 2N   1 marginales; usualmente llamadas
coordenadas  [11]. Dado P (x) 6= 0 para una dada x, cualquier distribucion de este tipo
puede extenderse en el llamado modelo log-lineal, o sistema de coordenadas  [11, 189]:
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Figura 10.2. Arriba: potencial evocado visual promedio sobre V1. Medio: graco de
color de coherencia de fase entre ensayos. Abajo: graco de color del valor p del ITPC
en el electrodo dado en comparacion con los datos mezclados. El eje de color es el valor
p log del ITPC.
Figura 10.3. Arriba: ensayos individuales de datos ltrados en V1 (coloreados) y el
promedio de las trazas ltradas (negro). Abajo: lo mismo para un electrodo de 2 mm
rostral a V1.
P (x) = exp
0@Xxi + i +X
i<j
xixjij+
+
X
i<j<k
xixjxkijk +   +
+
X
i<<N
xi   xNiN    
!
(10.2.1)
donde los 2N   1 coecientes  determinan exclusivamente la distribucion anterior.
Este sistema de coordenadas fue desarrollado por Amari y sus colegas para investigar las
posibilidades e interacciones entre las neuronas [11, 189].
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Figura 10.4. Se~nal media a 35 Hz en cada uno de los 64 electrodos en la parte superior
del hemisferio izquierdo del raton. Un LED parpadea cada 10ms. Los ejes x e y estan en la
distancia del area cubierta por la cuadrcula. El eje de color representa la puntuacion z de
potencia normalizada de referencia a 35 Hz. Cuadrados grises rodean la se~nal interpolada
sobre electrodos con exceso de ruido. V1 = corteza visual primaria, V2m = corteza visual
medial secundaria, PPA = asociacion parietal posterior, Barrel = corteza barrel asociada
al movimiento de los bigotes, S1 = corteza somatosensorial corporal primaria.
Figura 10.5. De izquierda a derecha, dosis altas y bajas de isourano, dosis bajas y
altas de propofol, y reexposicion a dosis altas y bajas de isourano. Los trazos superiores
son un promedio de 100 potenciales evocados provocados por los ashes LED, que ocurre
a 1000 ms. Las gracas de color muestran la coherencia de fase entre ensayos bloqueada
en color en cada frecuencia (eje y) y cada punto de tiempo (eje x).
Consideremos que la poblacion neural es un conjunto totalmente homogeneo; todos
los parametros que representan las propiedades de las neuronas individuales no dependen
del caracter exacto de cada neurona, sino de la cantidad de neuronas que se consideran.
Debido a la simetra, todos los  en un dado orden i son iguales y pueden reescribirse
como i. En este marco, la probabilidad de tener exactamente m neuronas activas en un
determinado intervalo de tiempo sera
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Suponemos que todos los parametros que caracterizan las propiedades de una sola
neurona y las interacciones entre cualquier grupo de neuronas no dependen de la identidad
precisa de las neuronas consideradas, sino mas bien del numero de neuronas. Por lo tanto,
la distribucion de probabilidad ahora se caracteriza por solo parametros de N : todas las
coordenadas  de un orden dado m son iguales y pueden representarse por m.
En el marco de la geometra de la informacion, se vincula la entropa maxima con
ausencia de correlacion. Es decir que establecer los i = 0 a partir de algun orden i es
encontrar la distribucion P (x) de maxima entropa, o MaxEnt, a orden i 1. Por ejemplo,
encontrar la PDF MaxEnt a orden tres es equivalente a poner i = 0 para todos los i  4
en la ec. 10.2.1 [11, 189].
Usemos de ahora en adelante la ecuacion (10.2.2) para extraer informacion de como
estos coecientes de correlacion dependen de las estadsticas de la red. Podemos obtener
los parametros m (m = 1;    ; N), y este enfoque da una buena idea de cuan estructurada
es la respuesta neuronal. Para hacerlo, consideramos las respuestas neuronales evocadas
visualmente utilizando registros de ECoG de supercie de alta densidad que muestrean
la actividad neuronal a lo largo de todo un hemisferio del cerebro del raton. Las bandas
de frecuencia se separan usando la transformada wavelet ya que estamos interesados en la
banda gamma (30  50Hz).
10.3 Resultados
El analisis comienza con la Transformada de Hilbert de la se~nal ltrada alrededor de
35Hz. Obtenemos la fase instantanea y la amplitud, que se muestra en las Figs. 10.6
(Isourano), 10.7 (Isourano), 10.8 (Propofol) y 10.9 (Propofol), para los primeros cuatro
experimentos.
Se observa mucha variabilidad entre los experimentos, pero la amplitud siempre aumen-
ta alrededor de la presentacion del estmulo. La fase parece ser menos \ruidosa" alrededor
de 1 s, que es cuando se presenta el estmulo. Hay que tener en cuenta que estas son se~nales
para un solo canal.
Para analizar estas se~nales utilizando el formalismo de Amari, tenemos que discretizar
las se~nales anteriores. En las gs. 10.10, 10.11, 10.12 y 10.13 se muestran ejemplos de como
se discretizan las amplitudes promedio, utilizando 5 bines para discretizar, para todos los
canales (eje vertical) en funcion del tiempo (eje horizontal), para los experimentos 1 a 4.
En las gs. 10.14, 10.15, 10.16 y 10.17 se muestran los mismos resultados para la fase,
para los experimentos 1 a 4.
A partir de las discretizaciones de la amplitud y la fase, se tomaron ventanas de 245ms
para estudiar las correlaciones para cada ventana de tiempo. Luego, para cada ventana
de tiempo, se construyo la distribucion de probabilidad conjunta asociada con los posibles
estados de los canales. Aqu usamos el enfoque de tomar los canales como indistinguibles,
con lo cual la PDF es un vector de tama~no 100 (el numero de estados posibles de cada
canal, ya que tomamos 5 bins, multiplicado por el numero de canales considerados, 20).
Por ahora consideramos grupos de 20 canales, pero la idea en el futuro es analizar los
64 canales simultaneamente. Sin embargo, hay muchos de estos terminos que son nulos,
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Figura 10.6. Amplitud de Hilbert (superior) y fase (inferior) para el canal numero 3 y
el experimento numero 1, correspondiente a una dosis alta de isourano. La presentacion
del estmulo es de 1 s.
Figura 10.7. Amplitud de Hilbert (superior) y fase (inferior) para el canal numero 3 y
el experimento numero 2, correspondiente a una dosis baja de isourano. La presentacion
del estmulo es de 1 s.
lo que signica que las PDF se pueden describir con menos terminos (dependiendo de la
ventana de tiempo considerada, pueden estar entre aproximadamente 6 y 25 elementos).
Una vez que se obtienen las PDF empricas para la fase y la amplitud, ajustamos la
PDF con el formalismo de Amari para varios ordenes (es decir, usamos la entropa maxima
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Figura 10.8. Amplitud de Hilbert (superior) y fase (inferior) para el canal numero 3 y
el experimento numero 3, correspondiente a una dosis baja de propofol. La presentacion
del estmulo es de 1 s.
Figura 10.9. Amplitud de Hilbert (superior) y fase (inferior) para el canal numero 3 y
el experimento numero 4, correspondiente a una dosis alta de propofol. La presentacion
del estmulo es de 1 s.
en el orden 2, 3 y 4) como se muestra en las Figuras 10.18, 10.19, 10.20, 10.21, 10.22 y
10.23.
A partir de la ec. 10.2.1, podemos ver que para cada PDF tenemos los coecientes de
correlacion (pares, tripletes, etc.). La cantidad de coecientes en la expansion depende del
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Figura 10.10. Amplitud media discretizada usando 5 bines para el experimento 1 (Isourano).
Figura 10.11. Amplitud media discretizada usando 5 bines para el experimento 2 (Isourano).
Figura 10.12. Amplitud media discretizada usando 5 bines para el experimento 3 (Propofol).
orden hasta donde se aplique el principio de maxima entropa. A continuacion mostramos
las thetas relacionadas con la amplitud.
Se observa una dispersion considerable de las coordenadas de correlacion para los ex-
perimentos. Aunque existen diferencias en las PDF, queda por hacer el analisis estadstico
para saber que tan diferentes son los thetas. Los thetas para la fase son menos variables
que para la amplitud, como se esperaba.
Finalmente, las entropas de las distribuciones empricas y las de maxEnt se calcularon
en todos los ordenes, para comparar las dos drogas, g. 10.30.
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Figura 10.13. Amplitud media discretizada usando 5 bines para el experimento 4 (Propofol).
Figura 10.14. Fase media discretizada usando 5 bines para el experimento 1 (Isourano).
Figura 10.15. Fase media discretizada usando 5 bines para el experimento 2 (Isourano).
10.4 Discusion y Conclusiones
Los estudios del procesamiento de la informacion visual se centran tradicionalmente
en las caractersticas de la actividad neuronal en la corteza visual. Para que la informacion
visual inuya en el comportamiento y se integre con otras corrientes sensoriales, la acti-
vidad provocada en la corteza visual debe propagarse de alguna manera a otras regiones
corticales. La forma en que se lleva a cabo esta propagacion es poco conocida actualmente.
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Figura 10.16. Fase media discretizada usando 5 bines para el experimento 3 (Propofol).
Figura 10.17. Fase media discretizada usando 5 bines para el experimento 4 (Propofol).
Figura 10.18. PDF emprica de la amplitud, y solucion MaxEnt para la ventana pre-
estmulo (aproximadamente 200ms antes) y el experimento 1 (Isourano). Con MaxEnt
hasta orden 3 ajustamos la PDF emprica con alta precision.
Roman Baravalle 154
Tesis Doctoral
Figura 10.19. PDF emprica de la amplitud y ajustes de MaxEnt para la ventana del
estmulo y el experimento 1 (Isourano). Aqu no podemos ajustar bien la PDF emprica
usando orden 3 (hay que ir hasta orden 5 para que ajuste lo mejor posible).
Figura 10.20. PDF emprica de la amplitud y ajustes de MaxEnt para la ventana post
estmulo (200ms despues aproximadamente) y el experimento 1 (Isourano).
Sin embargo, se cree que esta propagacion es esencial para la percepcion consciente y que
los estados de disminucion de la conciencia, como la anestesia, disminuyen la capacidad de
los estmulos sensoriales para propagarse a traves de los circuitos corticales. Aqu, abor-
damos esta propagacion utilizando registros de electrocorticografa de supercie de alta
densidad (ECoG) que muestrean la actividad neuronal a lo largo de todo un hemisferio
del cerebro del raton. Combinamos grabaciones de supercie con grabaciones laminares
en diferentes areas corticales dentro y fuera del sistema visual. Encontramos que la forma
de los potenciales evocados visuales cambia entre los ensayos y entre los individuos. Esto
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Figura 10.21. PDF emprica de la amplitud y ajustes de MaxEnt para la ventana pre
estmulo (200ms antes aproximadamente) y el experimento 3 (Propofol). Con MaxEnt a
orden 3 ajustamos perfectamente la PDF emprica.
Figura 10.22. PDF emprica de la amplitud y ajustes de MaxEnt para la ventana del
estmulo y el experimento 3 (Propofol). Aqu no podemos ajustar bien la PDF emprica
usando orden 3 (hay que ir hasta orden 5 para que ajuste lo mejor posible).
limita la capacidad de la respuesta evocada para codicar estmulos visuales. Sin embargo,
aqu hay una oscilacion consistente de banda gamma visualmente evocada (30   50Hz)
que esta presente en todos los ratones y es coherente entre los ensayos en la fase temprana
(< 250ms) del potencial visual evocado. Esta oscilacion gamma coherente se organiza en
ondas estacionarias, viajeras y rotacionales observadas en la supercie cortical. El patron y
el grado de propagacion de estas ondas se pueden modular farmacologicamente. Bajo anes-
tesia con isourano, las ondas gamma se propagan hacia la asociacion parietal posterior y
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Figura 10.23. PDF emprica y ajustes de MaxEnt para la ventana post estmulo (200ms
despues aproximadamente) y el experimento 3 (Propofol).
Figura 10.24. Coordenadas de correlacion en funcion de la ventana (cada ventana dura
245 ms) para el experimento 1 (Isourano).
las cortezas somatosensoriales. Por el contrario, cuando se usa propofol para provocar un
estado similar de la corteza, la coherencia gamma es mas debil, se desintegra rapidamente
en el tiempo y no se propaga de manera conable fuera de la corteza visual. Por lo tanto,
mientras ambos anestesicos dejan a los sujetos inconscientes, la manera por los cual crean
este estado puede surgir a traves de diferentes mecanismos de red. Por ejemplo el efecto de
las anestesias sobre las interneuronas podra ser muy diferente [7]. Utilizando las parame-
trizaciones de las se~nales usando las coordenadas  podemos cuanticar la accion de ambas
drogas, propofol e isourano, sobre la propagacion de estas ondas evocadas visualmente.
Mas aun, podramos detectar los mecanismos estadsticos que llevan a estas diferencias.
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Figura 10.25. Coordenadas de correlacion en funcion de la ventana (cada ventana dura
245ms) para el experimento 2 (Isourano).
Figura 10.26. Coordenadas de correlacion en funcion de la ventana (cada ventana dura
245ms) para el experimento 3 (Propofol).
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Figura 10.27. Coordenadas de correlacion en funcion de la ventana (cada ventana dura
245ms) para el experimento 4 (Propofol).
Figura 10.28. Coordenadas de correlacion para la fase en funcion de la ventana (cada
ventana dura 245ms) para el experimento 1 (Isourano).
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Figura 10.29. Coordenadas de correlacion para la fase en funcion de la ventana (cada
ventana dura 245ms) para el experimento 3 (Propofol).
Independent Pairwise Triplewise Quadruplewise Quintuplewise
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Figura 10.30. Entropas para el experimento 1 (Isourano, rojo) y el experimento 3
(Propofol, verde), para cada orden de maxima entropa (Independientes, Pares, Tripletes,
etc.) y la ventana correspondiente a la presentacion del estmulo.
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Conclusiones y perspectivas
El cerebro es un sistema complejo, y como tal presenta muchos componentes, y multi-
ples escalas que interactuan entre s. A nivel microscopico/celular, existen muchos tipos
de celulas en el mismo, ejemplos de las cuales son los astrocitos y las neuronas. A su vez,
existen muchos tipos de neuronas, y estas a su vez se encuentran interconectadas entre
s y se relacionan con las otras celulas presentes en el cerebro. En la comunicacion entre
neuronas, existen diversos efectos estocasticos, que tienen profundos efectos sobre la co-
municacion en el cerebro, como por ejemplo el ruido sinaptico, que permite que la neurona
mejore la respuesta a estmulos [68, 69]. En ese sentido, el desarrollo de modelos dinamicos
que tengan en cuenta el efecto de las corrientes sinapticas estocasticas que afectan a cada
neurona individual es de suma importancia para entender la electrosiologa de las neu-
ronas dentro de una red. Por ejemplo, se ha propuesto que los potenciales de membrana
no gaussianos en la corteza auditiva en sujetos despiertos puede reejar una adaptacion
al rapido procesamiento de los estmulos auditivos [70, 118]. En el captulo 2 se avanzo en
ese sentido, estudiando el efecto sobre una neurona de una corriente sinaptica proveniente
del espacio extracelular, y cuyas caractersticas se desvan de la mera suma de corrientes
independientes (lo que dara lugar, por el teorema del lmite central, a una distribucion
gaussiana). El modelo de neurona utilizado es el de una neurona que integra las entradas
y dispara (integrate and re), y el ruido sinaptico obedece una distribucion q-gaussiana,
donde el parametro q = 1 dene una variable gaussiana, y para otros valores mayores
que 1 dene una variable estocastica con una distribucion de colas anchas. Estudiamos la
probabilidad de disparo de ese modelo estocastico utilizando una herramienta de la fsica
teorica y la teora de procesos estocasticos: la integral de caminos. Para caracterizar la
distribucion de probabilidad de disparos, tambien apelamos a funcionales ampliamente
utilizados en teora de la informacion, y que son recurrentes a lo largo de la tesis: la En-
tropa de Shannon, H, la Complejidad estadstica, C, y la Informacion de Fisher discreta,
F . En particular, estudiamos el efecto del aumento de la kurtosis en el ruido sinaptico
sobre estos cuanticadores, para encontrar un punto optimo de Complejidad del sistema.
Este modelo teorico podra ser util para estudiar los efectos de autoinduccion electrica de
la red, conocidos como acoplamiento ephaptico. Si bien los cambios inducidos de forma
ephaptica en el potencial de membrana en condiciones siologicas no pueden dar lugar
a potenciales de accion cuando la membrana esta cerca del valor de reposo, los eventos
ephapticos pueden afectar el momento del disparo de las neuronas individuales que reciben
una entrada sinaptica supra-umbral [111, 13, 55]. Recientes tecnicas de medicion permiten
el registro de la actividad electrica de muchas neuronas de forma simultanea [76, 100]. Es
por ello que desarrollos teoricos que estudien el efecto de este tipo de acoplamiento sobre
los potenciales de accion son un paso importante en el entendimiento de otras formas de
comunicacion local en poblaciones neuronales.
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Descifrar el codigo neuronal signica encontrar patrones de sincronizacion y signica-
dos en la actividad ruidosa de poblaciones de neuronas. Una cuanticacion adecuada de la
dinamica de la actividad neuronal es importante para entender los mecanismos esenciales
de la codicacion neuronal, y para ganar conocimiento acerca de como es procesada la
informacion en el cerebro. Dado que la informacion mutua no causal falla en distinguir
la informacion que es en realidad intercambiada de la informacion compartida debido a
la historia comun y se~nales de entrada [181], el enfoque basado en la representacion tri-
dimensional C  F H es una herramienta importante para investigar el procesamiento
de informacion en el cerebro. Continuando con modelos de neurona unica, en el captulo
3 estudiamos la serie temporal asociada a un modelo de neurona no lineal: el modelo de
Izhikevich. Dicho modelo presenta varias bifurcaciones, que permiten que el modelo res-
ponda de forma diferente a estmulos de corriente externos. Especcamente, previamente
fueron identicadas 20 clases de respuesta tpicas de los experimentos electrosiologicos
[123, 122]. Para describir y caracterizar estas 20 dinamicas utilizamos la serie temporal
asociada con el potencial de membrana de la neurona junto con el formalismo de simboliza-
cion de Bandt y Pompe (BP), combinado con los tres cuanticadores usados en el captulo
2: Entropa de Shannon H, Complejidad estadstica C e Informacion de Fisher F . De esta
manera podemos estudiar la ubicacion de estas 20 dinamicas en el espacio tridimensional
C  F H, para poder identicar similitudes y diferencias en las series temporales. Para
completar, realizamos una conexion entre este modelo dinamico (no lineal y afectado por
una corriente externa determinista) y el modelo estocastico del captulo 2 (lineal y afec-
tado por una corriente externa aleatoria), a traves de los cuanticadores de Teora de la
Informacion. Esto nos permite identicar similitudes estadsticas entre ambos modelos.
Lo desarrollado en los captulos 2 y 3 fueron en el marco de modelos computacionales
y teoricos. Con el objeto de testear estos metodos en un marco experimental, estudiamos
la dinamica neuronal de grandes poblaciones de neuronas para bajas frecuencias. Para ello
utilizamos un experimento de realizacion de tareas visuomotoras realizadas o imaginadas
medidas con EEG. Uno de los objetivos de la neurociencia es comprender los mecanis-
mos a traves de los cuales se procesa la informacion sobre los estmulos sensoriales en el
cerebro. La relacion entre el estado que se percibe y la actividad neuronal es de suma
importancia para comprender las funciones cerebrales, y la teora de la informacion nos
permite cuanticar la informacion que tiene la actividad neuronal acerca de los estmulos
sensoriales externos. Es por ello que en los captulos 4, 5, 6 y 7, nos movemos a otra escala,
la escala del comportamiento humano, medido utilizando la electroencefalografa (EEG).
En dichos captulos estudiamos una base de datos relacionada a tareas motoras realizadas
o imaginadas en respuesta a un estmulo visual determinado. Utilizando la metodologa
del captulo 3 pudimos caracterizar la dinamica de las se~nales de EEG. En particular, se
conoce a partir de la literatura que en el EEG existen bandas de frecuencia que transmiten
la informacion respecto a determinadas tareas. Es por ello que en el captulo 4 hicimos un
analisis por bandas estandar para poder encontrar, utilizando la Complejidad, que bandas
presentan una dinamica con una estructura mas rica (caotica) y cuales presentan dinami-
cas mas estocasticas (similares a ruido blanco) o mas determinsticas. En el captulo 5
determinamos a traves de la Informacion de Fisher que banda del EEG es la preponde-
rante para la transmision de la informacion de tareas motoras realizadas o imaginadas.
En este caso, las bandas que presentaron una dinamica mas rica en estas se~nales son las
reportadas en la literatura como las relacionadas con procesamiento de estmulos visuales
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y tareas motoras realizadas o imaginadas: las bandas beta y gamma [243, 242, 99, 63, 120,
293]. La banda beta esta relacionada con los ritmos generados en las cortezas motoras, y
se relaciona con el planeamiento de movimientos [242]. La banda gamma esta presente en
tareas cognitivas de lo mas variadas: reconocimiento de rostros [145], atencion [171, 252],
percepcion de estmulos visuales [104, 265], entre otros.
Se utilizo un estimador de la entropa que mejora los resultados para una baja cantidad
de muestras, el estimador NSB, para calcular la entropa de Shannon y la complejidad
estadstica [192, 191]. Sin embargo, resultados recientes de Hernandez y Samengo [112],
mostraron que existe un mejor estimador para la informacion mutua. Es decir que para
calcular el termino del desequilibrio presente en la complejidad (que en el fondo es una
divergencia de Jensen-Shannon), este nuevo estimador es mejor que el NSB. En un futuro
el objetivo es aplicar este nuevo estimador para los calculos de la complejidad estadstica,
y de esa forma mejorar la distincion entre tareas realizadas e imaginadas.
En los captulos 6 y 7 se siguio estudiando esta misma base de datos de se~nales de
EEG, pero utilizando otro enfoque. En el captulo 6 se utilizo el formalismo de Bandt y
Pompe junto con la divergencia de Jensen-Shannon para estudiar la conectividad funcional
de las bandas de frecuencia del EEG. Utilizando una medida de centralidad, pudimos
determinar que a nivel de redes funcionales, la banda alfa es la que permite distinguir
mejor tareas realizadas de imaginadas. En el captulo 7 se utilizo otra herramienta del
analisis de se~nales para estudiar los EEG: la transformada wavelet. Dicha transformada
funciona como ltro, con lo cual ahora las bandas de frecuencia quedan determinadas por
la cantidad de niveles de la descomposicion. Con los coecientes de esta transformada
se calcularon la Entropa Wavelet de Shannon y la Complejidad Wavelet. Con ambos
cuanticadores pudimos, usando el plano H  C-wavelet, distinguir entre las diferentes
tareas del experimento. Los resultados de los captulos 4 a 7 dan cuenta de la posible
utilidad de estos cuanticadores de teora de la informacion en la realizacion de una interfaz
cerebro-computadora. En resumen, en los captulos 4, 5, 6 y 7 se estudio la macroescala del
cerebro, a traves de diferentes tecnicas de analisis, y pudimos cuanticar la contribucion
de cada banda de frecuencia a las tareas realizadas. Una particularidad del captulo 4 es
que estudiamos un recaudo que hay que tener con la metodologa de BP. Si bien Bandt y
Pompe sugieren en su artculo fundacional usar una longitud de patron D entre 4 y 7, hay
que tener cuidado con el sesgo producido en la estimacion de la entropa y la complejidad
debido al tama~no nito de la serie temporal (hay que recordar que el espacio de estados
de los patrones crece como D!).
En el captulo 8 volvemos a estudiar modelos teoricos, pero esta vez a nivel de poblacio-
nes. Estudiamos el modelo gaussiano dicotomizado (DG), el cual presenta una transicion
de fase. Dicho modelo es importante porque permite ajustar facilmente la distribucion de
disparos de una poblacion grande de neuronas, y a su vez es un modelo que presenta corre-
laciones de todos los ordenes. Este modelo para poblaciones grandes no pretende ser una
descripcion biologicamente realista de una red cortical, sino mas bien un modelo minimal
que reeja la estadstica de disparos de la misma. Este modelo es diferente de los modelos
de maxima entropa, en particular de los modelos tipo Ising, que solo presentan correlacio-
nes de pares. Extendiendo el analisis realizado por Amari et al. y Macke et al., estudiamos
el efecto de los cumulantes de tercer y cuarto orden en la distribucion de disparos. Halla-
mos que el mecanismo de la transicion de fase es a traves de la kurtosis, que pasa de ser
unimodal a ser bimodal; este cambio, combinado con el signo de la skewness, permite que
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el sistema pase de un estado donde hay disparos no sincronizados, a un estado donde las
neuronas disparan o estan silenciosas en forma sincronizada. En virtud de que existe una
transicion de fase en el modelo, estudiamos el calor especco, previamente estudiado en
[163], y el cumulante de Binder, que nunca haba sido estudiado para este modelo. Como
era de esperarse, el cumulante de Binder resulto ser mejor estimador de la temperatura
de transicion que el calor especco para sistemas de tama~no nito [36, 35, 10, 9]. Este
resultado resalta la importancia del estudio de los cumulantes de tercer y cuarto orden
para la caracterizacion de la distribucion de disparos de una poblacion. Mas aun, estos
cumulantes son los responsables en este modelo, de la transicion de fase crtica.
Dada la ubicuidad de las entradas comunes en los sistemas sensoriales, el modelo DG
representa una buena aproximacion para las propiedades estadsticas de ciertas regiones
corticales. Sin embargo, la mayora de las se~nales que ingresan a las areas del cerebro
no siguen distribuciones simetricas, sino asimetricas [49]. En el captulo 9 presentamos
una extension al modelo DG, pero para distribuciones de estmulo que sean asimetricas.
Se encontro que el parametro de asimetra de la distribucion de entrada induce en este
modelo una transicion de fase de primer orden, donde la poblacion pasa de un estado
con tasa de disparo media muy alta a otra mas baja. Si bien este no es un modelo de
Ising, puede pensarse a este efecto como analogo al efecto de un campo externo sobre un
sistema de espines, donde los mismos tienden a alinearse con el campo. Es interesante
que el efecto de la asimetra del estmulo induzca una transicion en el sistema, dado que,
en su gran mayora, los estmulos a una poblacion de neuronas no son simetricos. Puesto
que la relacion entre los parametros de la distribucion de entrada y salida es a traves
de un sistema de ecuaciones no lineales, este modelo ademas podra servir para ajustar
datos experimentales de la distribucion de inputs a partir de los registros simultaneos de
los disparos de las neuronas. En esta tesis estudiamos este modelo jando los parametros
de los inputs y estudiando el efecto sobre los outputs. Pero otra pregunta valida puede
ser a partir de las medidas en los outputs, cuales son los inputs que las generan. Para
poder responder esta pregunta, es cuestion de encontrar un metodo numerico similar al
encontrado por [163] para invertir este sistema de ecuaciones.
Por ultimo, en el captulo 10 se estudio el efecto de dos anesteticos diferentes en
el procesamiento de estmulos visuales simples en la corteza de ratones. El objetivo de
este tipo de experimentos es estudiar el efecto de los anesteticos en las alteraciones de la
conciencia, y el efecto del procesamiento de ciertos estmulos visuales, no solo en la corteza
visual, sino tambien en otras areas del cerebro [7, 256]. Usando la descomposicion de una
distribucion dada por el modelo log-normal [11] se calcularon los coecientes de correlacion
de pares y de mayor orden para las se~nales de electrocorticografa. Se encontro que durante
la ventana de procesamiento del estmulo, es necesario utilizar modelos de interacciones
de alto orden (por encima de pares) para describir la actividad electrica. Aun restan hacer
mas analisis, por ejemplo como es el decaimiento espacial de las correlaciones, para cada
orden de correlacion. Eso permitira cuanticar de manera precisa el efecto diferente de
las anestesias sobre la propagacion del estmulo visual en la corteza.
En denitiva, a lo largo de la tesis estudiamos el problema de la transmision y codi-
cacion de la informacion en el cerebro en varias escalas: celular, de poblaciones, y del
comportamiento humano. Se estudiaron a nivel teorico usando modelos dinamicos y es-
tocasticos, y a nivel experimental utilizando y desarrollando herramientas de analisis de
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se~nales, con un enfasis en herramientas de teora de la informacion y de dinamica simboli-
ca. En todos los casos se estudiaron y caracterizaron utilizando herramientas de teora de
la informacion, las cuales representan un avance, tanto a nivel metodologico como teorico,
del entendimiento de la comunicacion en el cerebro. Actualmente estamos utilizando las
herramientas desarrolladas en esta tesis para estudiar otros problemas relevantes en neu-
rociencias. Uno de ellas es detectar la diferencia de las se~nales electricas en ratones con y
sin sndrome de Down, con el objetivo de estudiar el efecto de diferentes farmacos sobre
los mismos. Otra aplicacion es caracterizar las se~nales en perodos preictales y basales de
pacientes con epilepsia refractaria, para encontrar las bandas de frecuencia que sirvan de
posible biomarcador para predecir con bastante antelacion la crisis. En todos los casos,
las herramientas descriptas en esta tesis permiten descubrir diferencias sutiles entre las
dinamicas asociadas con la actividad de la corteza.
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