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ΠΕΡΙΛΗΨΗ
Στη διpiλωματική αυτή εργασία piαρουσιάζεται μια τεχνική σχεδίασης piροσαρμο-
στικών νόμων ελέγχου, βασισμένη στη χρήση της μεθόδου του μη γραμμικού
αναλογικού-ολοκληρωτικού (nonlinear PI) ελέγχου. Η σχεδίαση αφορά στην ε-
piίλυση του piροβλήματος piαρακολούθησης για μη γραμμικά δυναμικά συστήματα,
piολλών εισόδων-piολλών εξόδων, σε κανονική μορφή των οpiοίων η δυναμική θεω-
ρείται άγνωστη. Πιο συγκεκριμένα, υpiοθέτουμε άγνωστες κατευθύνσεις ελέγχου
και μη φραγμένες μη γραμμικοτήτες. Το piρόβλημα λύνεται συνδυάζοντας εpiιτυ-
χώς την τεχνική του piροσαρμοστικού piροσεγγιστικού ελέγχου (adaptive approx-
imation control) με την μέθοδο του μη γραμμικού αναλογικού-ολοκληρωτικού
(nonlinear PI) ελέγχου. Για την αναλύση του συνδυαστικού piροβλήματος και
τη γενίκευση της ΡΙ μεθοδολογίας για συστήματα piολλών-εισόδων και piολλών-
εξόδων, νέα θεωρητικά αpiοτελέσματα έχουν αναpiτυχθεί στα piλαίσια της piαρούσης
εργασίας. Παρουσιάζονται piροσομοιώσεις για το piρόβλημα έλεγχου ενός ρομpiο-
τικό βραχίονα 2 συνδέσμων με ή χωρις χρήση κάμερας οι οpiοίες εpiιβεβαιώνουν τα
θεωρητικά αpiοτελέσματα.
Λέξεις κλειδιά
Μη γραμμικός αναλογικός-ολοκληρωτικός έλεγχος, piροσαρμοστικός έλεγχος, κέρ-
δη Nussbaum , άγνωστες κατευθύνσεις ελέγχου, μη piεριορισμένες μη αντιστοι-
χίσιμες μη γραμμικότητες, γραμμικοί piαραμετρικοί εκτιμητές
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Abstract
In this diploma thesis we design adaptive controllers based on the nonlinear PI
control method. The proposed controller class solves the tracking problem for
nonlinear, multiple-input and multiple-output systems in canonical form with
unknown dynamics. Specifically, we assume systems with unknown control di-
rections and unknown, unmatched nonlinearities without growth restrictions.
A solution is provided through the successful combination of adaptive approx-
imation control with the nonlinear PI control method. For the analysis of the
combined problem and the generalization of the nonlinear PI methodology for
multiple-input multiple-output systems, new theoretical tools have been devel-
oped. Simulations are presented for the 2 DOF manipulator tracking control
problem in joint and image space (uncalibrated visual servoing) that confirm
our theoretical analysis.
Key words
nonlinear PI control,universal adaptive control, Nussbaum gains, unknown con-
trol directions, unmatched nonlinearities without growth restrictions
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"Controls are a modulation, like a self-deforming cast that will continuously
change from one moment to the other, or like a sieve whose mesh will transmute
from point to point"
-Gilles Deleuze, Postscript on the Societies of Control
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Κεφάλαιο 1
Εισαγωγή
1.1 Συστήματα Ελέγχου
Η θεωρία του αυτόματου ελέγχου, αpiοτελεί ένα τμήμα των μαθηματικών piου α-
σχολείται τόσο με την ανάλυση δυναμικών συστημάτων, όσο και με τη σχεδίαση
κατάλληλων ελεγκτών, με στόχο την εpiίτευξη εpiιθυμητών ιδιοτήτων. Συγκεκρι-
μένα, piεριλαμβάνει ολόκληρη τη διαδικασία, αpiό τη μοντελοpiοίηση ενός φυσικού
συστήματος, την piεριγραφή και ανάλυση του με διάφορες μεθόδους έως και τον
έλεγχο του και την αλλαγή των χαρακτηριστικών και των αpiοκρίσεων του. Κα-
τά συνέpiεια οι κεντρικές έννοιες στον αυτόματο έλεγχο είναι η μοντελοpiοίηση,
ανάδραση, η εpiίδοση, η ευστάθεια και η ευαισθησία στο θόρυβο και στις διαταρα-
χές.
Το θεμελιώδες τμήμα της θεωρίας του αυτόματου ελέγχου, καθώς και το piρώτο το
οpiοίο μελετήθηκε ιστορικά, είναι αυτό των γραμμικών συστημάτων. Ο τρόpiος με
τον οpiοίο piεριγράφονται αυτά τα συστήματα είναι με τη χρήση γραμμικών διαφορι-
κών εξισώσεων για συνεχή χρόνο ή με γραμμικές εξισώσεις διαφορών για διακριτό
χρόνο. Μάλιστα, όταν οι piαράμετροι ενός συστήματος piαραμένουν σταθερές σε
σχέση με το χρόνο, το σύστημα αυτό ονομάζεται χρονικά αμετάβλητο. Δημιουρ-
γείται έτσι το piολύ σημαντικό υpiοσύνολο των γραμμικών, χρονικά αμετάβλητων
συστημάτων, για τη μελέτη των οpiοίων έχουν αναpiτυχθεί ξεχωριστές τεχνικές.
Βασική μεθοδολογία, είναι η μεταφορά του συστήματος στο χώρο συχνοτήτων,
όpiου χρησιμοpiοιούνται μαθηματικά εργαλεία, όpiως οι μετασχηματισμοί Laplace,
Fourier, Z , τα διαγράμματα Bode , ο γεωμετρικός τόpiος ριζών, και το κριτήριο
ευστάθειας του Nyquist . Εpiιpiλέον, εισάγονται και νέοι όροι για την piεριγραφή
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τους, όpiως το εύρος ζώνης, η αpiόκριση συχνότητας, οι piόλοι και τα μηδενικά κ.α.
Σχήμα 1.1: Κλασσική μορφή συστήματος ανάδρασης
Παρά την ευκολία της ανάλυσης αλλά και τις δυνατότητες piου piροσφέρει η γραμμι-
κότητα, στην piραγματικότητα η συντριpiτική piλειοψηφία των συστημάτων είναι μη
γραμμικά. Δηλαδή, η δυναμική συμpiεριφορά τους piεριγράφεται αpiό μη γραμμικές
διαφορικές εξισώσεις ή εξισώσεις διαφορών. Δημιουργείται έτσι ένα άλλο σύνολο
συστημάτων, αρκετά ευρύτερο, το οpiοίο αpiοτελεί piεδίο μελέτης του μη γραμμικού
αυτόματου ελέγχου. Οι τεχνικές piου χρησιμοpiοιούνται για τη μελέτη αυτών αλλά
και για τη δημιουργία κατάλληλων ελεγκτών, είναι αρκετά piιο δύσκολές και μpiορο-
ύν να εφαρμοστούν σε piολύ μικρότερα σύνολα συστημάτων. Αυτές piεριλαμβάνουν
το θεώρημα ευστάθειας του Lyapunov , τον οριακό κύκλο, τους χάρτες Poincare
, κ.α.
Βέβαια, piαρά όσα αναφέρθηκαν piαραpiάνω, υpiάρχουν τρόpiοι αντιμετώpiισης των
μη γραμμικών συστημάτων, piου αpiλοpiοιούν αρκετά την ανάλυση τους. Συγκεκρι-
μένα, εφόσον σε ένα σύστημα μας ενδιαφέρουν μόνο τιμές γύρω αpiό ένα σημείο
ισορροpiίας, μpiορούμε να εφαρμόσουμε την τεχνική της γραμμικοpiοίησης, δηλαδή
της piροσέγγισης με ένα γραμμικό σύστημα και της εφαρμογής γραμμικών τε-
χνικών ελέγχου, σε piεριοχές κοντά στο σημείο ισορροpiίας. Με βάση αυτά piου
αναφέρθηκαν piαραpiάνω, είναι φανερός ο λόγος piου αυτές οι τεχνικές είναι αρκετά
διαδεδομένες και ο γραμμικός έλεγχος θεωρείται ο piιο βασικός τρόpiος ανάλυσης
συστημάτων. Σε ένα piιο γενικό piλαίσιο όμως, οι λύσεις piου piροκύpiτουν με αυτόν
τον τρόpiο αφορούν σχετικά μικρές piεριοχές λειτουργίας και δεν έχουν piάντα την
αpiαιτούμενη ακρίβεια, ενώ δεν είναι δυνατή σε όλες τις piεριpiτώσεις η εφαρμογή
της γραμμικοpiοίησης. Ταυτόχρονα, έχει αpiοδειχθεί ότι αρκετές φορές η σχεδίαση
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μη γραμμικών ελεγκτών είναι piιο αpiοτελεσματική, καθώς piετυχαίνει καλύτερες
εpiιδόσεις με μικρότερο κόστος, ακόμα και σε γραμμικά συστήματα.
Ο χωρισμός των μελετούμενων συστημάτων σε γραμμικά και μη γραμμικά, καθο-
ρίζει τις κυρίαρχες κατηγορίες ελέγχου, αλλά δεν αpiοτελεί τη μόνη διαχωριστική
για το συγκεκριμένο piεδίο. Ο piροσαρμοστικός έλεγχος, αpiοτελεί τη μεθοδολογία
piου χρησιμοpiοιείται για τη σχεδίαση ελεγκτών σε συστήματα, οι piαράμετροι των
οpiοίων μpiορεί να αλλάζουν ή να είναι άγνωστες. Εν αντιθέσει με τον κλασικό
σθεναρό έλεγχο, ο piροσαρμοστικός έλεγχος δε χρειάζεται a priori piληροφο-
ρίες για τα φράγματα των συγκεκριμένων piαραμέτρων. Στην piραγματικότητα, η
μεθοδολογία αυτή εστιάζει στην ιδιότητα του ελεγκτή να αλλάζει, ώστε να piρο-
σαρμόζεται στην άγνωστη δυναμική του συστήματος, βασιζόμενος στην ιστορία
του. Οι χρησιμοpiοιούμενοι ελεγκτές δηλαδή, piεριλαμβάνουν και piροηγούμενες
τιμές των μεταβλητών κατάστασης του συστήματος, συνήθως με τη χρήση του
ολοκληρώματος τους ή κάpiοιας συνάρτησης τους:
u = γ(x(s)), s ≤ t (1.1)
ή
u = γ(x(t),
∫ t
0
x(s)ds), (1.2)
ή
u = γ(x(t), z(t))
z˙(t) = f(x(t), z(t)) (1.3)
Αpiό τα piαραpiάνω είναι piροφανές ότι αν και η μεθοδολογία του piροσαρμοστι-
κού ελέγχου χρησιμεύει σε αρκετές piεριpiτώσεις, δημιουργεί ένα αρκετά σοβαρό
piρόβλημα. Αυτό είναι η αύξηση της δυναμικής τάξης των συστημάτων, μέσω της
εισαγωγής διαφορικών εξισώσεων για την εκτίμηση των piαραμέτρων, καθώς και η
αύξηση της piολυpiλοκότητας τους.
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1.2 Αντικείμενο Διpiλωματικής
Στην εργασία αυτή, μελετώνται μη γραμμικά δυναμικά συστήματα της μορφής:
q˙i = qi+1
q˙m = F (q1, ..., qm) +G(q1, ..., qm)u
y = q1, (1.4)
όpiου q = [qT1 , ..., q
T
m]
T ∈ Rnm είναι το διάνυσμα κατάστασης, u ∈ Rn είναι η
είσοδος του συστήματος, F : Rnm → Rn είναι μια αpiεικόνιση piου piεριέχει άγνω-
στες, συνεχείς, μη γραμμικότητες και G : Rnm → Rn×n είναι piίνακας piου piεριέχει
άγνωστες, ομαλές και μη γραμμικές συναρτήσεις, ενώ y = q1 ∈ Rn είναι η έξο-
δος του συστήματος. Στην κλάση αυτή των συστημάτων piεριλαμβάνονται αρκετά
συστήματα όpiως για piαράδειγμα ένας ρομpiοτικός βραχίονας με n συνδέσμους.
Στόχος είναι η σχεδίαση ενός ελέγχου u piου θα λύνει το piρόβλημα piαρακολούθη-
σης για τη συγκεκριμένη κατηγορία συστημάτων με χρήση ενός piροσαρμοστικού
μη γραμμικού ολοκληρωτικού-αναλογικού (PI) ελεγκτή.
Στην piραγματικότητα, γίνεται εpiέκταση της τεχνικής της χρήσης των (PI) ελεγ-
κτών στον piροσαρμοστικό έλεγχο, piου piροτάθηκε στο [1] και χρησιμοpiοιήθηκε
στα [2], [3], ενώ γίνεται γενίκευση της μεθόδου για συστήματα piολλών εισόδων-
piολλών εξόδων (MIMO ).
1.3 Οργάνωση Τόμου
Η εργασία αυτή είναι χωρισμένη σε έξι κεφάλαια. Το piρώτο κεφάλαιο αpiοτελεί
την εισαγωγή, με κάpiοια γενικά στοιχεία για τη θεωρία αυτόματου ελέγχου. Στο
δεύτερο κεφάλαιο δίνεται ένα βασικό μαθηματικό υpiόβαθρο για την κατανόηση
του μη-γραμμικού ελέγχου και γίνεται piαρουσίαση τεχνικών σχεδίασης ελεγκτών,
κατάλληλων για συστήματα σχετικά με το εξεταζόμενο, ενώ αναφέρονται και άλ-
λες εργασίες piου έχουν συνδράμει στην εpiέκταση των τεχνικών αυτών. Το τρίτο
κεφάλαιο piεριλαμβάνει την ακριβή piεριγραφή του piροβλήματος piου εpiιχειρούμε να
λύσουμε, καθώς και τις υpiοθέσεις piου λαμβάνουμε υpiόψιν. Στο τέταρτο κεφάλαιο
γίνεται η piαρουσίαση του piροτεινόμενου ελεγκτή, ενώ με τη βοήθεια ενός λήμ-
ματος και ενός θεωρήματος, γίνεται η αpiόδειξη της καταλληλότητας του νόμου
ελέγχου για την εpiίλυση του piεριγραφόμενου piροβλήματος. Στο piέμpiτο κεφάλαιο
piαρουσιάζονται τα αpiοτελέσματα της piροσομοίωσης ενός συστήματος ρομpiοτικού
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βραχίονα, με τη χρήση του νόμου ελέγχου, με σκοpiό τη διαpiίστωση της λειτουργι-
κότητας του. Τέλος, το κεφάλαιο 6 αpiοτελεί τον εpiίλογο αυτής της εργασίας, όpiου
συνοψίζονται κάpiοια συμpiεράσματα, αpiοτιμάται η συνεισφορά της εργασίας αυτής
και piροτείνονται piιθανές μελλοντικές εpiεκτάσεις της piροτεινόμενης μεθόδου.
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Κεφάλαιο 2
Μαθηματικό Υpiόβαθρο
2.1 Ορισμοί
2.1.1 Χώροι Συναρτήσεων
Στην εργασία μας, χρησιμοpiοιούμε τους piαρακάτω χώρους συναρτήσεων:
• L∞, piου piεριέχει όλες τις ομοιόμορφα φραγμένες συναρτήσεις
• L2, piου piεριέχει όλες τις τετραγωνικά ολοκληρώσιμες συναρτήσεις.
• K∞, piου piεριέχει όλες τις γνησίως αύξουσες συναρτήσεις f : [0,∞) →
[0,∞) με f(0) = 0 και limx→∞ f(x) =∞.
2.1.2 Νεκρή ζώνη (Deadzone)
Ορίζουμε τον τελεστή νεκρής ζώνης:
bxeδ :=
{
x− δsgn(x) , |x| > δ
0 , |x| ≤ δ (2.1)
με κατώφλι δ > 0. Ισχύει ότι bxe2δ ≤ x2, η οpiοία είναι μία ιδιότητα piου θα
χρησιμοpiοιηθεί στη συνέχεια στην εργασία αυτή.
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2.1.3 Θεώρημα Lyapunov
΄Ενα αpiό τα βασικά θεωρήματα piου χρησιμοpiοιούνται στο μη γραμμικό έλεγχο είναι
αυτό του Lyapunov . Εδώ piαραθέτουμε τον τρόpiο με τον οpiοίο piαρουσιάζεται
στο [6]:
Θεώρημα 1. ΄Εστω το αυτόνομο σύστημα x˙ = f(x) και το x = 0 ένα σημείο
ισορροpiίας του. ΄Εστω εpiίσης ότι το D ⊂ Rn είναι ένα σύνολο piου piεριέχει το
x = 0 και ότι η V : D → R είναι μία διαφορίσιμη συνάρτηση, τέτοια ώστε
V (0) = 0, V (x) > 0 για x 6= 0 (2.2)
V˙ (x) ≤ 0 (2.3)
Τότε το x = 0 είναι ευσταθές. Εpiιpiλέον, εάν
V˙ (x) < 0 για x 6= 0 (2.4)
τότε το x = 0 είναι ασυμpiτωτικά ευσταθές.
2.1.4 Θεώρημα Lassale
Το piαραpiάνω με τη συνεισφορά του Lassale , οδήγησε στο piαρακάτω θεώρημα [5]:
Θεώρημα 2. ΄Εστω το σύστημα x˙ = f(x), όpiου x ∈ Rn και Ω ⊂ Rn ένα
συμpiαγές σύνολο, το οpiοίο είναι θετικά αμετάβλητο, δηλαδή x(0) ∈ Ω ⇒ x(t) ∈
Ω, ∀t ∈ R. Εpiιpiλέον, έστω V : Rn → R, μία θετικά ορισμένη συνάρτηση, τέτοια
ώστε: V˙ (x) ≤ 0 στο Ω. Ορίζουμε Ε το σύνολο όλων των σημείων στο Ω όpiου
V˙ (x) = 0 και Μ το μεγαλύτερο αμετάβλητο σύνολο στο Ε. Τότε κάθε λυση του
συστήματος piου ξεκινάει στο Ω piλησιάζει το Μ, καθώς το t piλησιάζει το άpiειρο.
2.1.5 Λήμμα Barbalat
΄Ενα βασικό τμήμα της θεωρίας του μη γραμμικού ελέγχου, είναι το λήμμα Barbalat
. Το piαραθέτουμε αpiό το [6]:
Λήμμα 1. ΄Εστω φ : R → R, μία ομοιόμορφα συνεχής συνάρτηση στο [0,∞).
΄Εστω εpiίσης ότι το limt→∞
∫ t
0
φ(τ)dτ υpiάρχει και είναι piεpiερασμένο.
Τότε φ(t)→ 0, καθώς t→∞.
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Στην εργασία μας χρησιμοpiοιούμε μία εpiέκταση του piαραpiάνω λήμματος, piου
χρησιμοpiοιείται συχνά στο piεδίο του μη γραμμικού ελέγχου:
Λήμμα 2. ΄Εστω μία συνάρτηση φ : R≥0 → R, για την οpiοία ισχύει ότι φ(t) ∈
L2 ∩ L∞ και φ˙(t) ∈ L∞, δηλαδή ότι είναι ολοκληρώσιμη και φραγμένη και ότι η
piαράγωγος της είναι φραγμένη.
Τότε, limt→∞ φ(t) = 0.
Τα piαραpiάνω μαθηματικά εργαλεία είναι αρκετά χρήσιμα, καθώς με την εpiιλογή
των κατάλληλων συναρτήσεων, αpiλοpiοιείται σε μεγάλο βαθμό η διαδικασία της
αpiόδειξης της σύγκλισης μη γραμμικών συστημάτων.
2.2 SDU Διάσpiαση
Πέρα αpiό τις piροαναφερθείντες μεθοδολογίες, οι οpiοίες είναι διαδεδομένες στη
θεωρία του μη γραμμικού ελέγχου, μία τεχνική στην οpiοία βασίζεται η εργασία
μας είναι η SDU διάσpiαση ενός piίνακα G, η οpiοία διευκολύνει τη διαδικασία
σχεδίασης νόμου ελέγχου. Σε αυτό το σημείο piαρουσιάζουμε την αpiόδειξη της,
όpiως αυτή βρίσκεται στο [7].
Λήμμα 3. Κάθε m ×m piραγματικός piίνακας G, με μη-μηδενικές κύριες υpiο-
ορίζουσες ∆1,∆2, ...,∆m, μpiορεί να piαραγοντοpiοιηθεί μονοσήμαντα ως:
G = SDU (2.5)
όpiου S ένας θετικά ορισμένος piίνακας, D διαγώνιος piίνακας με στοιχεία στη
διαγώνιο ±1 και U άνω τριγωνικός με μονάδες στη διαγώνιο.
Αpiόδειξη. Γνωρίζουμε αpiό τη Γραμμική ΄Αλγεβρα [8], ότι ο piίνακας G, μpiορεί
να piαραμετροpiοιηθεί ως G = L1DL2, όpiου L1, L2 κάτω τριγωνικοί piίνακες με
μονάδες στη κύρια διαγώνιο και
DP = diag[∆1,
∆2
∆1
, ...,
∆m
∆m−1
] (2.6)
Οpiότε αν γράψουμε τον piίνακα DP , ως
DP = D+D (2.7)
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με D+, έναν διαγώνιο piίνακα με θετικά στοιχεία στη διαγώνιο, τότε piροκύpiτει το
piαρακάτω:
G = L1D+L1
TL1
−TDL2T (2.8)
Εδώ, ορίζουμε τα S = L1D+L1
T και U = D−1L1−TDL2T και έτσι καταλήγουμε
στην ζητούμενη μορφή.
Για να γίνει κατανοητός ο τρόpiος διάσpiασης των piινάκων, piαραθέτουμε το piαρα-
κάτω piαράδειγμα αpiό το [7]:
΄Εστω ένας piίνακας K, piου ορίζεται ως εξής:
K =
(
k1 k2
k3 k4
)
(2.9)
Αν εφαρμόσουμε την LDU piαραγοντοpiοίηση εδώ, έχουμε
L1 =
(
1 0
l1 1
)
, DP =
(
∆1 0
0 ∆2∆1
)
, L2 =
(
1 0
l2 0
)
, (2.10)
όpiου έχουμε ορίσει l1 = k3/∆1 και l2 = k2/∆1.
Για τον piίνακα D, γνωρίζουμε ότι DP = D+D και έχουμε
D+ =
(
d+1 0
0 d+2
)
=
(
|∆1| 0
0 |∆2||∆1|
)
(2.11)
κι έτσι μpiορούμε να piροσδιορίσουμε τον piίνακα D. Εpiιpiλέον, αpiό τις σχέσεις για
τα S και U , piροκύpiτει:
S =
(
d+1 d
+
1 l1
d+1 l1 d
+
2 + d
+
1 l
2
1
)
(2.12)
και
U =
(
1 l2 − d
+
1 l1∆2
d+2 ∆
2
1
0 1
)
(2.13)
Σε γενικότερη εφαρμογή, οι piίνακες έχουν την piαρακάτω μορφή:
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D =

d11 0 0 ... 0
0 d22 0 ... 0
0 0 d33 ... 0
0 0 0 ... dnn
 (2.14)
U =

1 w12 w13 ... w1n
0 1 w23 ... w2n
0 0 1 ... w3n
0 0 0 ... 1
 (2.15)
Η συγκεκριμένη τεχνική χρησιμοpiοιείται για την αpiλούστευση της σχεδίασης στα
[10], [11], piάλι για μη γραμμικά MIMO συστήματα.
2.3 HONN
Στη διpiλωματική αυτή εργασία, χρησιμοpiοιούμε μία κλάση νευρωνικών δικτύων
τα HONN (high-order neural networks) . Συγκεκριμένα χρησιμοpiοιούμε τη δυ-
νατότητα piου μας piροσφέρουν στην piροσέγγιση μιας μη γραμμικής συνάρτησης,
κάτι το οpiοίο είναι αρκετά χρήσιμο στον έλεγχο συστημάτων με άγνωστες piαρα-
μέτρους.
Πιο συγκεκριμένα, η piροσέγγιση με τη χρήση HONN piεριγράφεται αpiό μία μη
γραμμική εξίσωση της piαρακάτω μορφής [12]:
yi =
L∑
k=1
wik(−1)d0(k)
∏
j∈Ik
S(xj)
dj(k) (2.16)
όpiου x, y είναι τα διανύσματα εισόδου και εξόδου αντίστοιχα, wik είναι τα βάρη
του HONN , {I1, ..., IL} είναι τα μη ταξινομημένα υpiοσύνολα του {1, ..., n} και
dj(k) είναι μη αρνητικοί ακέραιοι αριθμοί. Η συνάρτηση S(·) είναι σιγμοειδής. Εάν
ορίσουμε
ζk(x) = (−1)d0(k)
∏
j∈Ik
S(xj)
dj(k)
ζ(x) = [ζ1(x), ..., ζL(x)] (2.17)
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καιW τονm×L piίνακα του οpiοίου το (i, k) στοιχείο είναι το wik, τότε η συνάρτηση
εισόδου-εξόδου του HONN μpiορεί να γραφεί ως
y = Wζ(x) (2.18)
Για την ικανότητα piροσέγγισης μη γραμμικών συναρτήσεων με HONN ισχύει η
piαρακάτω piρόταση [13]:
Πρόταση 1. Για κάθε συνεχή συνάρτηση f : Rn → Rm και για κάθε συμpiαγές
υpiοσύνολο X του Rn, και για κάθε  > 0, υpiάρχει ένας αριθμός όρων υψηλής
τάξης L και ένα διάνυσμα W ∗, τέτοιο ώστε για το με L όρους υψηλής τάξης και
W = W ∗, ισχύει το εξής:
sup
x∈X
|f(x)−W ∗ζ(x)| <  (2.19)
Το piαραpiάνω piρακτικά σημαίνει ότι κάθε συνεχής συνάρτηση μpiορεί να piροσεγγι-
στεί σε οpiοιονδήpiοτε εpiιθυμητό βαθμό αpiό ένα . Το σφάλμα piροσέγγισης, μpiορεί
να γίνει αυθαίρετα μικρό με την κατάλληλη εpiιλογή L και {I1, ..., IL} . Στην piράξη
όσο μεγαλύτερο είναι το L, τόσο μικρότερο μpiορεί να γίνει το σφάλμα.
2.4 Nussbaum Gains
Στο κομμάτι του piροσαρμοστικού ελέγχου, μία αρκετά διαδεδομένη μέθοδος για
την αντιμετώpiιση του piροβλήματος piου δημιουργείται αpiό την άγνωστη κατεύθυν-
ση ελέγχου, είναι αυτή piου piροτάθηκε αpiό τον R. Nussbaum , στην εργασία του
[14].
2.4.1 Περιγραφή Προβλήματος
Η εργασία αυτή καταpiιάνεται κυρίαρχα με τη λύση του piροβλήματος των αγνώστων
κατευθύνσεων ελέγχου.
Στην piιο αpiλή μορφή του piροβλήματος υpiοθέτουμε το γραμμικό σύστημα 1ης
τάξης της μορφής:
x˙(t) = x(t) + λu (2.20)
όpiου x η κατάσταση του συστήματος, u η είσοδος και λ μια άγνωστη piαράμετρος
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με άγνωστο piρόσημο (κατεύθυνση ελέγχου).
Η δυσκολία με την ανάλυση και τον έλεγχο συστημάτων της piαραpiάνω μορφής
έγκειται ακριβώς στον άγνωστο όρο λ. Αυτό συμβαίνει διότι είναι αδύνατον να
γνωριζουμε αpiο piριν τον τρόpiο με τον οpiοίο θα εpiηρεάσει ο εφαρμοζόμενος έλεγ-
χος το σύστημα.
Η αρχή για το συγκεκριμένο ζήτημα έγινε με το ερώτημα piου τέθηκε αpiό τον
A.S. Morse για τον αν μpiορεί να βρεθεί δυναμικός ελεγκτής piου να οδηγεί το x
στο μηδέν ανεξάρτητα αpiό το piρόσημο του λ. Συγκεκριμένα:
Υpiάρχουν διαφορίσιμες συναρτήσεις f : R2 → R και g : R2 → R, με την ιδιότητα
ότι για κάθε μη μηδενικό, piραγματικό αριθμό λ και κάθε ζεύγος αρχικών τιμών
(x0, y0) ∈ R2, η λύση (x(t), y(t)) του συστήματος:
x˙(t) = x(t) + λf(x(t), y(t))
y˙(t) = g(x(t), y(t))
x(0) = x0
y(0) = y0 (2.21)
να ορίζεται για κάθε t ≥ 0 και να ισχύει ότι limt→∞ x(t) = 0 και το y(t) είναι
ομοιόμορφα φραγμένο στο [0,∞);
Η ισοδυναμία φαίνεται αpiό το γεγονός ότι αν στην (2.20) εpiιλέξουμε ως είσοδο
του συστήματος την έξοδο ενός δυναμικού ελεγκτή της μορφής:
y˙(t) = g(x(t), y(t))
u = f(x(t), y(t))
τότε piροκύpiτουν οι (2.21).
2.4.2 Μέθοδος Nussbaum
Ο R. Nussbaum εpiιλύει το piρόβλημα, εpiιλέγοντας συναρτήσεις με ιδιότητες:
lim
y→∞ sup
1
y
∫ y
y0
h(s)ds = +∞ (2.22)
lim
y→∞ inf
1
y
∫ y
y0
h(s)ds = −∞ (2.23)
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Αυτές οι συναρτήσεις έχουν συνήθως τη μορφή h(y) = k(y) cos(y), με k ∈ K∞.
Σχήμα 2.1: Συνάρτηση Nussbaum N(ζ) = ζ2 sin(ζ) και το
∫ ζ
0
N(s)ds
Η λύση piου piρότεινε ο R. Nussbaum , θεωρητικά λύνει το piρόβλημα των άγνω-
στων κατευθύνσεων ελέγχου. Παρόλα αυτά δημιουργείται ένα δομικό piρόβλημα,
το οpiοίο αφορά τα κέρδη piου εισάγονται. Ακριβώς εpiειδή οι συναρτήσεις k piου
χρησιμοpiοιούνται δεν είναι φραγμένες, τα κέρδη piου piαράγονται μpiορούν να γίνουν
αρκετά μεγάλα. ΄Ετσι, αν και piροκύpiτουν και εpiιθυμητές ιδιότητες για το σύστημα,
οι αρνητικές εpiιδράσεις καθιστούν αρκετά δύσκολη έως αδύνατη την υλοpiοίηση σε
piραγματικές εφαρμογές. Δηλαδή, η λύση αν και ανταpiοκρίνεται στο μαθηματικό
piλαίσιο, δεν μpiορεί να εφαρμοστεί καθολικά στην piράξη.
Αυτό το μειονέκτημα της μεθόδου του Nussbaum έγινε γρήγορα αντιληpiτό και
έχουν γίνει piροσpiάθειες αντιμετώpiισής του. Μία piροταθείσα μέθοδος είναι η σχε-
δίαση με χρήση χωρικά φραγμένων συναρτήσεων Lyapunov (barrier Lyapunov
functions, BLFs) piου εpiιτρέpiει τον piεριορισμό της εξέλιξης της εξόδου και της
εισόδου του συστήματος μέσα σε ένα συμpiαγές σύνολο. Η τεχνική αυτή piροτάθη-
κε αpiό τον Χ.Ψυλλάκη στην εργασία [16], ενώ χρησιμοpiοιείται και στο [15].
Εpiιpiροσθέτως, τα σχήματα ελέγχου με κέρδη Nussbaum έχουν piροβλήματα σθε-
ναρότητας όpiως αpiεδείχθει στο [1].
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2.5 Μη γραμμικός PI έλεγχος
Μία διαφορετική μεθοδολογία για την εφαρμογή piροσαρμοστικού ελέγχου σε μη
γραμμικά συστήματα, αpiό αυτήν piου piαρουσιάστηκε piαραpiάνω, είναι η εφαρμογή
μη γραμμικών PI ελεγκτών [5]. Αυτή η τεχνική piαρουσιάζεται piεριληpiτικά στη
συνέχεια.
Γενικά, οι PI ελεγκτές αpiοτελούν μία αρκετά διαδεδομένη και αpiοτελεσματική
τεχνική ελέγχου, καθώς εpiιτρέpiουν τη ρύθμιση συστημάτων, με τη χρήση λίγων
piαραμέτρων, χωρίς να είναι αpiαραίτητη η piλήρης γνώση της δυναμικής τους. Βα-
σική τους αδυναμία βέβαια, είναι ότι η αpiοτελεσματικότητα τους αφορά κυρίαρχα
τα γραμμικά συστήματα. Εpiομένως, χρειάζονται αρκετές αλλαγές στη δομή τους,
ώστε να αpiοτελούν ένα χρήσιμο εργαλείο στο μη γραμμικό έλεγχο.
Σχήμα 2.2: Κλασσική μορφή PID ελεγκτή
Σε αυτό το σημείο piαρουσιάζεται ο ορισμός των μη γραμμικών PI ελεγκτών, όpiως
piεριγράφεται στο [5]:
Δεδομένου ενός συνόλου μετρήσιμων σημάτων y ∈ Rn, τροχιών αναφοράς y∗ =
y∗(t) ∈ Rn και βαθμωτής μεταβλητής u ∈ R, ορίζουμε τρεις αpiεικονίσεις βP :
Rn × Rn → Rq, wI : Rn × Rn × Rq → Rq, υ : Rq × Rn × Rn → R. Η τρίpiλετα
[βP , wI , βI ], ορίζει ένα μη γραμμικό PI ελεγκτή, μέσω του δυναμικού συστήματος:
β˙I = wI(y, y
∗, βI)
u = υ(βP (y, y
∗) + βI , y, y∗) (2.24)
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Εάν θέσουμε n = q = 1 και διαλέξουμε τις γραμμικές συναρτήσεις:
βP (y, y
∗) = kP (y − y∗)
wI(y, y
∗) = kI(y − y∗)
u = −βP (y, y∗)− βI (2.25)
piροκύpiτει ο κλασσικός ορισμός του PI ελεγκτή για συστήματα μίας εισόδου, μίας
εξόδου, με kP το αναλογικό κέρδος και kI το ολοκληρωτικό.
Με βάση τον piαραpiάνω ορισμό piροτείνεται μία διαφορετική μεθοδολογία για τον
piροσαρμοστικό έλεγχο, όpiου δεν χρησιμοpiοιείται η piαραμετρική μορφή. Η βασική
ιδέα είναι η δημιουργία μίας εξίσωσης σφαλμάτων με έναν όρο διαταραχής, ο οpiοίος
γίνεται μηδενικός. Συγκεκριμένα, εpiιλέγεται η συνάρτηση της διαταραχής, ώστε
να έχει μία ρίζα τουλάχιστον και σε αυτήν οδηγούνται οι τροχιές του συστήματος.
Για την κατανόηση της μεθόδου, piαρουσιάζεται και το εξής piαράδειγμα αpiό το [5]:
΄Εστω το βαθμωτό σύστημα:
y˙ = φ(y) + u (2.26)
με φ, μία άγνωστη συνεχή συνάρτηση, τέτοια ώστε να ισχύει: φm < φ(y) < φM ,
για σταθερές φm < φM . Αρχικά, εpiιλέγουμε το λ > 0, ώστε το σύστημα κλει-
στού βρόχου y˙ = −λy, piου θέλουμε να κατασκευάσουμε, να έχει την εpiιθυμητή
συμpiεριφορά. Στη συνέχεια, ορίζουμε: z = βP (y) + βI και έτσι piροκύpiτει το
piαρακάτω σύστημα:
y˙ = −λy + [φ(y) + υ(z, y) + λy] (2.27)
Σε αυτό το σημείο λοιpiόν, σκοpiός μας είναι να οδηγηθεί το τμήμα φ(y)+υ(z, y)+
λy ασυμpiτωτικά στο μηδέν. ΄Ετσι καταλήγουμε στο piρόβλημα αναζήτησης ρίζας,
στην εpiιλογή της κατάλληλης τριάδας [βP , wI , βI ]. Πρέpiει δηλαδή να γίνει τέτοια
εpiιλογή, ώστε για κάθε y, να υpiάρχει ένα z˜y piου να λύνει την αλγεβρική εξίσωση
φ(y) + υ(z, y) + λy = 0 και το z να συγκλίνει ασυμpiτωτικά στο z˜y.
Στη συνέχεια, αναλύοντας τη δυναμική του z, piροκύpiτει:
z˙ = wI(y, βI) +
∂βP
∂y
[φ(y) + υ(z, y)] (2.28)
Αpiό την piαραpiάνω εξίσωση, μpiορούμε να piροσδιορίσουμε τον ολοκληρωτικό όρο
wI =
∂βP
∂y λy. Πλέον, η ρίζα z˜y είναι σημείο ισορροpiίας της δυναμικής του z.
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΄Αρα, τώρα piρέpiει να εpiιλέξουμε τις κατάλληλες συναρτήσεις βP , βI , ώστε το ε-
piιλεγμένο σημείο ισορροpiίας να είναι ασυμpiτωτικά ευσταθές και οι τροχιές του
z να καταλήγουν σε αυτό. Αυτό γίνεται με την εpiιλογή μίας κατάλληλης συνάρ-
τησης Lyapunov και με αυτόν τον τρόpiο, τελικά ο μη γραμμικός ελεγκτής PI
piροσδιορίζεται piλήρως.
Με βάση την piαραpiάνω μεθοδολογία και στα piλαίσια του backstepping στα [2],
[17], [18] piροτείνεται μία τεχνική σχεδίασης μη γραμμικών PI ελεγκτών, η οpiοία
εpiιτυγχάνει ασυμpiτωτική σταθεροpiοίηση χρονικά μεταβαλλόμενων συστημάτων
υpiό μορφή αυστηρής ανάδρασης και άγνωστες τις κατευθύνσεις ελέγχου. Την
εpiέκταση αυτής της τεχνικής σε MIMO συστήματα, εpiιχειρούμε σε αυτή την
εργασία.
2.6 Μοντελοpiοίηση Ρομpiοτικού Βραχίονα
Μία αpiό τις piολύ διαδεδομένες εφαρμογές του μη γραμμικού ελέγχου, είναι αυ-
τή piου αφορά τον έλεγχο ρομpiοτικών βραχιόνων. Η δυναμική ενός ρομpiοτικού
βραχίονα με n συνδέσμους είναι της μορφής (1.4).
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Σχήμα 2.3: Παράδειγμα ρομpiοτικού βραχίονα με δύο βαθμούς ελευθερίας
Συγκεκριμένα, χρησιμοpiοιώντας κάpiοια αpiό τις μεθόδους υpiολογισμού της δυνα-
μικής του ρομpiοτικού βραχίονα όpiως είναι η μέθοδος Lagrange , η Newton-Euler
και αψηφώντας τις εξωτερικές δυνάμεις και τη στατική τριβή, καταλήγουμε στην
piαρακάτω εξίσωση [9]:
B(q)q¨ + C(q, q˙)q˙ + Fuq˙ + g(q) = τ (2.29)
με τ την ασκούμενη ροpiή στις αρθρώσεις.
Εάν έχουμε μία τροχιά αναφοράς qd, το ζητούμενο είναι να καθορίσουμε τις ροpiές
piου συμβολίζονται ως τ , ώστε q(t)→ qd(t).
Ορίζουμε τις μεταβλητές κατάστασης:
x1 = q (2.30)
x2 = q˙ (2.31)
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΄Ετσι, αpiό την εξίσωση (2.29) piροκύpiτει:
q¨ = B(q)−1(−C(q, q˙)q˙ − Fuq˙ − g(q) + τ) (2.32)
ή ισοδύναμα
x˙2 = B(x1)
−1(−C(x1, x2)x2 − Fux1 − g(x1)) +B(x1)−1τ (2.33)
Θεωρούμε λοιpiόν ως είσοδο του συστήματος, το συνολικό διάνυσμα των ροpiών τ
κι έτσι καταλήγουμε στο piαρακάτω σύστημα εξισώσεων κατάστασης:
x˙1 = x2 (2.34)
x˙2 = F (x1, x2) +G(x1)u (2.35)
με F (x1, x2) := B(x1)−1(−C(x1, x2)x2 − Fux1 − g(x1)), G(x1) := B(x1)−1 το
οpiοίο βρίσκεται στη μορφή την οpiοία μελετάμε στην piαρούσα εργασία, δηλαδή
στην εξίσωση (1.4).
2.6.1 Uncalibrated Visual Servoing
Σε αυτό το σημείο piαρουσιάζεται το piρόβλημα του Uncalibrated Visual Servoing
, όpiως αυτό αναφέρεται στο [22].
Συγκεκριμένα, μελετάμε ένα σύστημα το οpiοίο piεριλαμβάνει ένα ρομpiοτικό βρα-
χίονα με δύο βαθμούς ελευθερίας, ο οpiοίος κινείται στο εpiίpiεδο και ένα σύστημα
όρασης αpiοτελούμενο αpiό μία CCD σταθερη κάμερα, το οpiοίο αpiοτυpiώνει όλο
το εpiίpiεδο κίνησης του ρομpiότ. Θεωρούμε ότι η μοντελοpiοίηση της λειτουργίας
της κάμερας είναι μία αpiεικόνιση αpiό το χώρο των αρθρώσεων του ρομpiότ q ∈ R2,
στη θέση του εργαλείου εφαρμογής στην εικόνα piου piαράγεται, y ∈ R2:
y = αeJθ[k(q)− θ1] + θ2c (2.36)
όpiου θ ∈ R είναι ο piροσανατολισμός της κάμερας σε σχέση με το ρομpiότ, α ∈ R+
και θ1, θ2 ∈ R2 είναι η κλίμακα, το εστιακό βάθος και η μετατόpiιση του κέντρου
αντίστοιχα. Το διανυσματικό piεδιο k : R2 → R2 ορίζει την κινηματική του ρομpiότ.
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Εpiίσης, έχουμε ότι:
J =
(
0 −1
1 0
)
, eJθ =
(
cos(θ) −sin(θ)
sin(θ) cos(θ)
)
(2.37)
Γενικότερα, ισχύει ότι k˙ = J (q)q˙, όpiου J (q) η Ιακωβιανή μήτρα. Αν υpiοθέσου-
με την ύpiαρξη ενός εσωτερικού βρόχου με γρήγορη σύγκλιση (inner fast loop)
για τον έλεγχο ταχύτητας μpiορούμε να εpiικεντρωθούμε στο κινηματικό piρόβλη-
μα εύρεσης των τροχιών αναφοράς για τις ταχύτητες. Με αυτές τις piαραδοχές
για τη λειτουργία του ρομpiότ, μpiορούμε να γράψουμε q˙ = τ [22]. Εpiομένως,
piαραγωγίζοντας την (2.36), piροκύpiτει:
y˙ = αeJθu (2.38)
με u = J (q)τ την είσοδο του συστήματος.
Σαν εφαρμογή του αλγοριθμού ελέγχου piου piροτείνεται στη piαρούσα διpiλωματική
θα μελετηθεί το piαρακάτω piρόβλημα όpiως piαρουσιάζεται στο [22].
Δοθέντος του συστήματος όρασης (2.38), με μετρήσιμο y και φραγμένη εpiιθυμητή
τροχιά yd, η οpiοία έχει γνωστές και φραγμένες piαραγώγους piρώτης και δευτέρας
τάξης, y˙d και y¨d αντίστοιχα, να βρεθεί ένας νόμος ελέγχου u, τέτοιο ώστε το y να
ακολουθεί την εpiιθυμητή τροχιά όσο το δυνατόν καλύτερα, piαρά το γεγονός ότι
τα θ και α είναι άγνωστα, δηλαδή ο piροσανατολισμός της κάμερας και η αpiόσταση
αpiό το εpiίpiεδο κίνησης είναι άγνωστα.
Κεφάλαιο 3
Διατύpiωση Προβλήματος
΄Εστω μη-γραμμικό σύστημα σε κανονική μορφή, το οpiοίο piεριγράφεται αpiό τις
κάτωθι εξισώσεις (1.4):
q˙i = qi+1
q˙m = F (q1, ..., qm) +G(q1, ..., qm)u,
όpiου q = [qT1 , ..., q
T
m]
T ∈ Rnm είναι το διάνυσμα κατάστασης, u ∈ Rn είναι η
είσοδος του συστήματος, F : Rnm → Rn είναι μια αpiεικόνιση piου piεριέχει άγνω-
στες, συνεχείς, μη γραμμικότητες και G : Rnm → Rn×n είναι piίνακας piου piεριέχει
άγνωστες, ομαλές και μη γραμμικές συναρτήσεις, ενώ y = q1 ∈ Rn είναι η έξοδος
του συστήματος.
Υpiόθεση 1. Οι συναρτήσεις fi(x), piου piεριλαμβάνονται στο διάνυσμα F , είναι
συνεχείς, ενώ οι συναρτήσεις gij(x), piου piεριλαμβάνονται στον G, είναι συνεχείς
και κλάσης C1.
Ο σκοpiός αυτής της εργασίας είναι η σχεδίαση ενός νόμου ελέγχου, τέτοιου ώστε,
η έξοδος του συστήματος να ακολουθεί την εpiιθυμητή τροχιά, yd = [yd1, ..., ydn]
T ,
ενώ ταυτόχρονα όλα τα σήματα κλειστού βρόχου, να piαραρμένουν φραγμένα.
Με την υpiόθεση ότι η εpiιθυμητή τροχιά είναι φραγμένη, διαθέσιμη για μέτρηση
και yd ∈ Cm, ορίζουμε τα σφάλματα piαρακολούθησης, ως εξής:
1 := q1 − yd
i := qi − y(i−1)d , (2 ≤ i ≤ m). (3.1)
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Για τη δυναμική των σφαλμάτων έχουμε αpiό τις (1.4), (3.1) ότι:
˙1 = 2
˙2 = 3
...
˙m = F +Gu− y(m−1)d . (3.2)
Μpiορούμε τώρα να ορίσουμε και το φιλτραρισμένο σφάλμα piαρακολούθησης, ως
εξής:
s := λ11 + λ22 + ...+ λm−1m−1 + m (3.3)
με s ∈ Rn.
Αν ορίσουμε τους piαρακάτω piίνακες:
¯ :=

1
2
...
m−1
 (3.4)
A :=

0 In×n 0 · · · 0
0 0 In×n · · · 0
...
...
...
. . .
...
0 0 0 · · · In×n
−λ1In×n −λ2In×n −λ3In×n · · · −λm−1In×m
 (3.5)
B =

0
0
...
In×n
 (3.6)
καταλήγουμε στην piαρακάτω μορφή για το μειωμένης τάξης σύστημα με διάνυσμα
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κατάστασης ¯ και είσοδο s:
˙¯ = A¯+Bs. (3.7)
Αυτό το σύστημα βρίσκεται σε κανονική ελέγξιμη μορφή, και εφόσον το piολυώνυ-
μο pm+λm−1pm−1 + ...+λ1 = 0 είναι Hurwitz, τότε η σύγκλιση του συστήματος
εξάρταται αpiό τον έλεγχο της μεταβλητής s. Σε αυτό το σημείο λοιpiόν το piρόβλη-
μα της σύγκλισης του αρχικού συστήματος σφαλμάτων έχει μετασχηματιστεί στο
piρόβλημα ρύθμισης της μεταβλητής s στο μηδέν.
Παραγωγίζοντας την (3.3) και με βάση την (3.2) piαίρνουμε:
s˙ = F +Gu+ λ12 + λ23 + ...+ λm−1m − y(m)d (3.8)
Αν ορίσουμε τα
E :=

21 31 ... m1
22 32 ... m2
. . ... .
2n 3n ... mn
 (3.9)
Λ :=

λ1
λ2
.
λm−1
 (3.10)
με E = (2, 3, ..., m) ∈ Rn×(m−1) και Λ ∈ Rm−1, μpiορούμε να γράψουμε την
(3.8) ως εξής:
s˙ = F +Gu+ EΛ− y(m)d (3.11)
Σε αυτό το σημείο piαρατηρούμε ότι, εξαιτίας των άγνωστων, μη γραμμικών στοι-
χείων του piίνακα G, η σχεδίαση ενός νόμου ελέγχου με κάpiοια αpiό τις κλασικές
μεθοδολογίες του μη γραμμικού ελέγχου γίνεται αρκετά δύσκολη.
Εpiομένως, εφαρμόζουμε στην (3.11) τη μεθοδολογία piου αναpiτύξαμε στην piα-
ράγραφο 2.2, ώστε να μpiορέσουμε να υλοpiοιήσουμε τον ελεγκτή.
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΄Ετσι το σύστημα αpiοκτά την εξής μορφή:
s˙ = F + SDUu+ ΛE − y(m)d (3.12)
Υpiόθεση 2.
(i) Ο piίνακας G δεν έχει μηδενική κύρια ορίζουσα (nonsingular )
(ii) Οι S(x) και (d/dt)S(x) είναι συνεχείς
(iii) ∂gij(x)∂qml = 0,∀i, j = 1, 2, ...,m και l = 1, 2, ..., n
(iv) Υpiάρχουν σταθερές λM ≥ λm > 0 τέτοιες ώστε λm ≤ λmin(S−1) ≤
λmax(S
−1) ≤ λM .
Παρατήρηση 1. Η δεύτερη υpiόθεση εpiιτρέpiει την piροσέγγιση των άγνωστων
μη-γραμμικοτήτων αpiό ένα νευρωνικό δίκτυο. Η τρίτη υpiόθεση αpiοκλείει την
εξάρτηση του dG/dt και άρα και του piίνακα dS/dt αpiό την είσοδο του συστήματος.
Η υpiόθεση αυτή ισχύει για ένα μεγάλο piλήθος συστημάτων (ρομpiοτικοί βραχίονες,
ηλεκτρομηχανικά συστήματα).
Κεφάλαιο 4
Θεωρητικά Αpiοτελέσματα
Σε αυτό το σημείο piαρουσιάζεται το κύριο λήμμα piου χρησιμοpiοιούμε για να αpiο-
δείξουμε ότι με τον piροτεινόμενο νόμο ελέγχου εpiιλύεται εpiιτυχώς το piρόβλημα
piαρακολούθησης.
4.1 Βασικό Λήμμα
Λήμμα 4. ΄Εστω οι συνεχείς, διαφορίσιμες και μη-αρνητικές συναρτήσεις V, P :
[0, tf )→ R+, για τις οpiοίες ισχύουν οι εξής piροϋpiοθέσεις:
•
a0 + a1P (t) ≤ V (t) ≤ b0 + b1P (t) (4.1)
με a0, b0 ∈ R, a1, b1 > 0
•
V˙ (t) ≤ ρe−λt όταν φ˜[P (t)] ∈ [kδ + %1, kδ + %2] (4.2)
για κάθε k ≥ k0 ∈ N με ρ, λ, δ > 0 και %2 > %1 > 0.
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Για τις συναρτήσεις φ˜, ισχύει ότι φ˜ ∈ A˜, με A˜, ένα χώρο ο οpiοίος piεριλαμβάνει
γνησίως αύξουσες συναρτήσεις φ˜ : R+ → R+, με την ιδιότητα:
lim
x→∞[φ˜
−1(x+ )− νφ˜−1(x)] = +∞ (4.3)
για κάθε , ν > 0.
Τότε οι P, V είναι ομοιόμορφα φραγμένες στο [0, tf ).
Παρατήρηση 2. Υpiάρχουν piολλες συνάρτήσεις piου ανήκουν στη κλάση A˜ όpiως
για piαράδειγμα η φ˜(x) =
√
ln(1 + x).
Αpiόδειξη. Η αpiόδειξη γίνεται με χρήση της εις άτοpiο αpiαγωγής. ΄Εστω ότι η
P δεν έχει άνω φράγμα στο R στο χρονικό διάστημα [0, tf ). Τότε υpiάρχουν
ακολουθίες χρονικών στιγμών {t1k}∞k=1, {t2k}∞k=1, τέτοιες ώστε:
t2k := inf{t ∈ [0, tf )|φ˜(P (t)) = kδ + %2} (4.4)
t1k := sup{t < t2k|φ˜(P (t)) = kδ + %1}. (4.5)
Αpiό την (4.1), piροκύpiτει ότι:
a0 + a1P (t1k) ≤ V (t1k) ≤ b0 + b1P (t1k) (4.6)
a0 + a1P (t2k) ≤ V (t2k) ≤ b0 + b1P (t2k) (4.7)
Αφαιρώντας κατά μέλη τις (4.6), (4.7), έχουμε ότι:
a1P (t2k)− b1P (t1k) + a0 − b0 ≤ ∆Vk ≤ b1P (t2k)− a1P (t1k) + b0 − a0 (4.8)
με ∆Vk := V (t2k)− V (t1k). Αpiό τις (4.4),(4.5), γνωρίζουμε ότι:
P (t1k) = φ˜
−1(kδ + %1) (4.9)
P (t2k) = φ˜
−1(kδ + %2) (4.10)
Παίρνοντας το όριο για k →∞ θα ισχύει:
lim
k→∞
(a1P (t2k)− b1P (t1k)) = lim
k→∞
(a1φ˜
−1(kδ + %2)− b1φ˜−1(kδ + %1)) (4.11)
και αpiό την (4.3) έχουμε:
lim
k→∞
(a1P (t2k)− b1P (t1k)) = +∞ (4.12)
4.2. ΣΧΕΔΙΑΣΗ ΕΛΕΓΚΤΗ 41
Κατά συνέpiεια, αpiό τις (4.8), (4.12) piροκύpiτει ότι limk→∞∆Vk = +∞. ΄Ομως
αpiό τις piροϋpiοθέσεις του λήμματος, γνωρίζουμε ότι
V˙ (t) ≤ ρe−λt , ∀t ∈ [t1k, t2k], k ≥ k0 (4.13)
΄Ετσι εάν ολοκληρώσουμε αυτή τη σχέση στο [t1k, t2k] piροκύpiτει:
∆Vk ≤ ρ
λ
, ∀k ≥ k0 (4.14)
Δηλαδή το ∆Vk είναι μικρότερο αpiό μία σταθερά για όλα τα k ≥ k0. Καταλήγουμε
με αυτόν τον τρόpiο σε άτοpiο, καθώς το piαραpiάνω έρχεται σε αντίθεση με τα όσα
αpiοδείχτηκαν piριν. Εpiομένως, η piοσότητα P δεν γίνεται να αυξάνεται συνεχώς και
άρα piρέpiει να έχει κάpiοιο άνω φράγμα. Εpiειδή ταυτόχρονα είναι και μη-αρνητική,
σημαίνει ότι είναι συνολικά φραγμένη. Εpiιpiλέον, αpiό τη σχέση (4.1), piροκύpiτει
ότι και η piοσότητα V είναι φραγμένη.
4.2 Σχεδίαση Ελεγκτή
Για τον έλεγχο του συστήματος piολλών εισόδων piολλών εξόδων της μορφής (1.4)
σχεδιάζουμε έναν μη γραμμικό ΡΙ νόμο ελέγχου. Ορίζουμε τον ΡΙ όρο:
P (t) =
1
2
sT s+
n∑
i=1
1
2γi
β2i + λ
∫ t
0
b‖s(τ)‖e2δdτ (4.15)
Εpiιpiλέον ορίζουμε την piαρακάτω συνάρτηση, η οpiοία θα χρησιμοpiοιηθεί στην
αpiόδειξη της σύγκλισης:
V (t) =
1
2
sTS−1s+
n∑
i=1
1
2γi
β˜i
2
+ λ
∫ t
0
b‖s(τ)‖e2δdτ (4.16)
Παραγωγίζοντας τη (4.16), piροκύpiτει το piαρακάτω:
V˙ = sTS−1s˙+
1
2
sT
d
dt
(S−1)s+
n∑
i=1
1
γi
β˜iβ˙i + λb‖s‖e2δ (4.17)
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Σε αυτό το σημείο αντικαθιστούμε στην (4.17), την (3.12):
V˙ = sTS−1
(
F + SDUu+ EΛ− y(m)d
)
+
1
2
sT
d
dt
(S−1)s+
n∑
i=1
1
γi
β˜iβ˙i + λb‖s‖e2δ
(4.18)
κι έτσι έχουμε:
V˙ =sTDUu+ sTS−1
(
F + EΛ− y(m)d
)
+
1
2
sT
d
dt
(S−1)s+
n∑
i=1
1
γi
β˜iβ˙i + λb‖s‖e2δ (4.19)
Ταυτόχρονα, μpiορούμε να γράψουμε ότι:
sTDUu = sTDu− sTD(I − U)u (4.20)
Και έτσι να φτάσουμε στη μορφή:
V˙ =sTDu+ sTS−1
(
F + EΛ− y(m)d
)
− sTD(I − U)u− 1
2
sTS−1
m−1∑
i=1
n∑
j=1
∂S
∂qij
qi+1,jS
−1s
+
n∑
i=1
1
γi
β˜iβ˙i + λb‖s‖e2δ (4.21)
Σε αυτό το σημείο ορίζουμε τη συνάρτηση piροσέγγισης για τις άγνωστες μη-
γραμμικότητες του συστήματος, σε κάpiοιο συμpiαγές σύνολο Ω ⊂ Rn, όpiως δε-
ίξαμε στο 2.3
FA(x) =S
−1
(
F + EΛ− y(m)d
)
− 1
2
S−1
m−1∑
i=1
n∑
j=1
∂S
∂qij
qi+1,jS
−1s−D(I − U)u
(4.22)
=θ∗TΦ(x) + (x) (4.23)
όpiου θ∗ ∈ Rl το βέλτιστο βάρος εκτίμησης, Φ(x) ∈ Rl το διάνυσμα βάσης του
νευρωνικού δικτύου, (x) το σφάλμα εκτίμησης και l ο αριθμός των νευρώνων του
κρυφού εpiιpiέδου. Για το σφάλμα γνωρίζουμε ότι είναι φραγμένο στο Ω, δηλαδή
υpiάρχει ένα M > 0 τέτοιο ώστε |(x)| < |M |,∀x ∈ Ω.
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Εpiιpiλέον, γράφουμε ότι:
FA(x) =

fA1(x1)
fA2(x2)
.
.
.
fAn(xn)

(4.24)
Ενώ, τα διανύσματα βάσης x, ορίζονται ως εξής:
x1
T = [qT1 , . . . , q
T
m, s
T , u2, u3, ..., un]
x2
T = [qT1 , . . . , q
T
m, u3, ..., un]
.
... (4.25)
xn−1T = [qT1 , . . . , q
T
m, s
T , un]
xn
T = [qT1 , . . . , q
T
m, s
T ] (4.26)
Φαίνεται λοιpiόν αpiό τις piαραpiάνω σχέσεις, ότι κάθε fAi εξαρτάται μόνο αpiό τις
εpiόμενες εισόδους, ui+1, . . . , un. Η ιδιότητα αυτή είναι piολύ σημαντική για τη
σχεδίαση όpiως θα δούμε στη συνέχεια γιατί μας εpiιτρέpiει να αpiοφύγουμε την
ύpiαρξη αλγεβρικού βρόχου στη υλοpiοίηση του νόμου ελέγχου.
Εpiιpiλέον, εισάγουμε μία εκτίμηση βi της νόρμας του βέλτιστου βάρους ‖θ∗i ‖, ενώ
εpiιλέγουμε για νόμο εκτίμησης:
β˙i = |si|γi(‖Φi(xi)‖ − σiβi) (4.27)
με σi ένα θετικό αριθμό μικρότερο της μονάδας.
Εφόσον η ‖Φi(xi)‖ είναι μια ομοιόμορφα φραγμένη συνάρτηση, υpiάρχει δηλαδή
ϕm > 0 τέτοιο ώστε ‖Φi(x)‖ ≤ ϕm, το βi θα είναι εpiίσης φραγμένο αpiό το
βim := ϕim/σi. Η ιδιότητα αυτή piροκύpiτει αpiό το γεγονός ότι
β˙i = |si|γi(‖Φi(xi)‖ − σiβi) ≤ 0 , ∀βi > ϕim/σi (4.28)
Εpiομένως τα βi piου ορίσαμε είναι φραγμένα.
Ταυτόχρονα ορίζουμε και το σφάλμα εκτίμησης της νόρμας του βέλτιστου βάρους,
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ως:
β˜i = βi − ||θ∗i || (4.29)
Με βάση τα piαραpiάνω piροκύpiτει η εξής μορφή:
V˙ =
n∑
i=1
[
(θi
?Φi(xi) + i)si + λbsie2δ + diuisi
]
+
n∑
i=1
|si|(βi − ‖θ?i ‖)(‖Φi(xi)‖ − σiβi) (4.30)
και καταλήγουμε στην piαρακάτω ανισότητα, λόγω της ιδιότητας των νευρωνικών
δικτύων:
V˙ ≤
n∑
i=1
[
(βi ‖Φi(xi)‖ − σiβ2i + ‖θ?i ‖βiσi + i,M )|si|+ λs2i + diuisi
]
(4.31)
Ως είσοδο ελέγχου του συστήματος, ορίζουμε την:
ui = κi(P )
[
λ+
1 + β2i + ‖Φi(q1, q2, · · · , qm, s, ui+1, · · · , un)‖2
|si|+ e−λ0t
]
si (4.32)
με λ0 > 0. Εισάγοντας την (4.32) στην (4.31), οδηγούμαστε στην:
V˙ ≤
n∑
i=1
[
(βi ‖Φi(xi)‖+ ‖θ?i ‖βiσi + i,M )|si|+ λsi2
+ diκi(P )s
2
i
(
λ+
1 + β2i + ‖Φi(xi)‖2
|si|+ e−λ0t
)]
(4.33)
Ισχύει ότι:
|si| ≤ si
2
|si|+ e−λ0t + e
−λ0t (4.34)
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Εpiομένως, μpiορούμε να γράψουμε:
V˙ ≤
n∑
i=1
[
(βi ‖Φi(xi)‖+ ‖θ?i ‖βiσi + i,M )
si
2
|si|+ e−λ0t
+ (βi ‖Φi(xi)‖+ ‖θ?i ‖βiσi + i,M )e−λ0t + λs2i
+ diκi(P )
(
λ+
1 + β2i + ‖Φi(xi)‖2
|si|+ e−λ0t
)
s2i
]
(4.35)
Η ανίσωση μpiορεί να γραφεί και ως:
V˙ ≤
n∑
i=1
[ηi + diκi(P )]Θi(t) + ρe
−λt (4.36)
με μη αρνητική συνάρτηση
Θi =
(
λ+
1 + β2i + ‖Φi(xi)‖2
|si|+ e−λ0t
)
s2i (4.37)
και piαραμέτρους
ηi = max{1, ϕim‖θ∗i ‖+ iM} (4.38)
ρ =
n∑
i=1
(βimϕim + ‖θ?i ‖ϕim + i,M ) (4.39)
Γνωρίζουμε για την SDU διάσpiαση, ότι di ∈ {+1,−1}. Για το εξεταζόμενο
σύστημα, δεν είναι γνωστά τα συγκεκριμένα piρόσημα, αλλά είναι σταθερά. Ως
είσοδο του συστήματος, έχουμε ορίσει τη συνάρτηση ui, η οpiοία piεριλαμβάνει τις
συναρτήσεις
κi(P ) = φ(P )cos(ωiφ˜(P )) (4.40)
με ω1 = 1, ωi = 4ωi−1 και οι συναρτήσεις φ, φ˜, είναι γνησίως αύξουσες και συ-
γκεκριμένα φ ∈ K∞, φ˜ ∈ A˜. Εξαιτίας των συνεχόμενων τετραpiλασιασμών των
συχνοτήτων των συνημιτόνων, θα υpiάρχουν σίγουρα διαστήματα τιμών της P , για
τα οpiοία θα ισχύει:
diκi(P ) ≤ −φ(P )√
2
, ∀i = 1, 2, . . . , n (4.41)
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Αυτό γίνεται piιο εύκολα κατανοητό, με το piαρακάτω σχήμα:
Σχήμα 4.1: Συνημίτονα με τετραpiλάσιες συχνότητες
Συγκεκριμένα, τα διαστήματα της P για τα οpiοία θα ισχύει η (4.41) έχουν piλάτος
∆P = pi4·4n−1 , εξαιτίας του συνημιτόνου με τη μεγαλύτερη συχνότητα. Αν η
P δεν είναι φραγμένη τότε δημιουργούνται δύο ακολουθίες χρονικών στιγμών
{t1k}, {t2k} με
t2k := inf{t ∈ [0, tf )|φ˜(P (t)) = 2kpi + %2} (4.42)
t1k := sup{t < t2k|φ˜(P (t)) = 2kpi + %1} (4.43)
και σταθερές %1, %2 ∈ [0, 2pi) τέτοιες ώστε
diκi(P (t)) ≤ −φ(P (t))√
2
, ∀t ∈ [t1k, t2k], ∀i = 1, 2, . . . , n (4.44)
Εpiιpiλέον ισχύει: t2k − t1k = %2 − %1 = pi4·4n−1 .
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΄Ετσι, αpiό τις (4.36), (4.44) piροκύpiτει η piαρακάτω ανίσωση:
V˙ ≤ −
n∑
i=1
[
−ηi + φ(P (t))√
2
]
Θi(t) + ρe
−λt , ∀t ∈ [t1k, t2k] (4.45)
Εpiομένως για
k ≥ k0 :=
⌈
1
2pi
φ˜
(
φ−1
(√
2 max
1≤i≤n
ηi
))⌉
(4.46)
ισχύει ότι
φ(P (t)) =(φ ◦ φ˜−1)(φ˜(P (t)) ≥ (φ ◦ φ˜−1)(2kpi)
≥
√
2 max
1≤i≤n
ηi , ∀t ∈ [t1k, t2k]
ή ισοδύναμα αpiό την (4.45)
V˙ ≤ ρe−λt , ∀t ∈ [t1k, t2k] (4.47)
δηλαδή θα καλύpiτεται η δεύτερη piροϋpiόθεση του λήμματος.
Παράλληλα, εξαιτίας των υpiοθέσεων piου ορίσαμε για τη διάσpiαση SDU , ισχύει
ότι:
1
2
λms
T s ≤ 1
2
sTS−1s ≤ 1
2
λMs
T s (4.48)
Ενώ, αpiό τον τρόpiο με τον οpiοίο ορίσαμε την εκτίμηση της νόρμας του διανύσμα-
τος του νευρωνικού δικτύου, γνωρίζουμε ότι β˜i
2
= (βi − ‖θ?i ‖)2 και άρα:
1
2
λms
T s+
n∑
i=1
1
2γi
(
1
2
β2i −
3
2
‖θ?i ‖2) + λ
∫ t
0
b‖s(τ)‖e2δdτ ≤ V
≤ 1
2
λMs
T s+
n∑
i=1
1
2γi
(2β2i − 2‖θ?i ‖2) + λ
∫ t
0
b‖s(τ)‖e2δdτ (4.49)
Εpiομένως, με βάση τον ορισμό του P αpiό την (4.15), piροκύpiτει η piαρακάτω
ανίσωση:
a0 + a1P (t) ≤ V (t) ≤ b0 + b1P (t), (4.50)
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με piαραμέτρους:
a0 = −
n∑
i=1
3
4γi
‖θ?i ‖2, a1 = min
{
1
2
, λm
}
b0 = −
n∑
i=1
1
γi
‖θ?i ‖2, b1 = max{2, λM}
Δηλαδή, καλύpiτεται η piροϋpiόθεση (4.1) του λήμματος.
Συνεpiώς οι συναρτήσεις P, V piου ορίσαμε είναι ομοιόμορφα φραγμένες στο R.
4.3 ΄Υpiαρξη Φραγμένων Λύσεων και Σύγκλι-
ση
Με βάση τα piαραpiάνω καταλήγουμε στο εξής θεώρημα σχετικά με τη σύγκλιση
των τροχιών του συστήματος.
Θεώρημα 3 (Θεώρημα Σύγκλισης). ΄Εστω το μη γραμμικό σύστημα piου piερι-
γράφεται αpiό τις εξισώσεις (1.4), και ικανοpiοιεί τις υpiοθέσεις piου ορίζονται στο κε-
φάλαιο 3. Αν η είσοδος ελέγχου σχεδιαστεί σύμφωνα με τις (4.32), (4.15) και εpiιλε-
γεί ο νόμος piροσαρμογής (4.27), τότε όλα τα σήματα κλειστού βρόχου piαραμένουν
φραγμένα και limt→∞b‖s(t)‖eδ = 0, limt→∞ ‖q1(t)− yd(t)‖ ≤ (c1‖B‖/c2)δ όpiου
c1, c2 θετικές σταθερές piου θα οριστούν στη συνέχεια.
Αpiόδειξη. Στην piροηγούμενη piαράγραφο αpiοδείχθηκε ότι οι συναρτήσεις P, V
είναι φραγμένες στο R. ΄Ομως γνωρίζουμε ότι:
P =
1
2
sT s+
n∑
i=1
1
2γi
β2i + λ
∫ t
0
b‖s(τ)‖e2δdτ
και έτσι είναι piροφανές ότι το ολοκλήρωμα της συνάρτησης b‖s(t)‖e2δ υpiάρχει και
είναι piεpiερασμένο. Κατά τον ορισμό της συνάρτησης P , φροντίσαμε όλοι οι όροι
της να είναι θετικοί. Εpiομένως αφού είναι φραγμένη, τότε και όλοι οι εpiιμέρους
όροι της θα είναι φραγμένοι, δηλαδή και τα ‖s(t)‖, b‖s(t)‖eδ είναι φραγμένα.
Εpiιpiλέον όpiως ήδη έχουμε αpiοδείξει θα είναι και τα βi φραγμένα. Εpiομένως, αpiό
τη σχέση (4.32) και τα ui είναι φραγμένα. Γνωρίζουμε, ότι:
s˙ = F + SDUu+ EΛ− y(m)d
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Αpiό τις υpiοθέσεις της εργασίας, γνωρίζουμε ότι το y(m)d είναι φραγμένο. Παράλ-
ληλα, εφόσον τα si είναι φραγμένα, αpiό την ανάλυση μας, piροκύpiτει ότι και τα
i, qi θα είναι φραγμένα (για φραγμένες συναρτήσεις y
(j)
d , j = 0, 1, . . . ,m) και
εpiομένως ο όρος F + EΛ θα είναι φραγμένος. Ταυτόχρονα, ο όρος SDUu ε-
ίναι φραγμένος με βάση τις υpiοθέσεις piου έχουμε κάνει για το σύστημα και τη
συνάρτηση εισόδου piου ορίσαμε. Τελικά, θα είναι s˙ ∈ L∞.
Ισχύει ότι:
d
dt
(b‖s(t)‖e2δ) = 2
b‖s(t)‖eδ
‖s(t)‖ s
T s˙ (4.51)
Αpiό την piαραpiάνω σχέση και τη piροηγούμενη ανάλυση piροκύpiτει ότι d/dt(b‖s(t)‖e2δ) ∈
L∞ και εpiομένως η b‖s(t)‖e2δ είναι ομοιόμορφα συνεχής.
Χρησιμοpiοιώντας το λήμμα Barbalat , έχουμε τελικά limt→∞b‖s(t)‖eδ = 0 δηλαδή
όλα τα si συγκλίνουν στο διάστημα [−δ, δ]. Η λύση της (3.4) δίδει:
¯(t) = eAt¯(0) +
∫ t
0
eA(t−τ)Bs(τ)dτ (4.52)
Αφού ο A είναι Hurwitz υpiάρχουν c1, c2 > 0 τέτοια ώστε ‖eAt‖ ≤ c1e−c2t. Αpiό
την (4.52) έχουμε
‖¯(t)‖ ≤ c1‖¯(0)‖e−c2t + c1‖B‖
∫ t
0
e−c2(t−τ)‖s(τ)‖dτ (4.53)
Αφού η s είναι φραγμένη με limt→∞b‖s(t)‖eδ = 0 υpiάρχουν cs, Tε > 0 τέτοια
ώστε ‖s(t)‖ ≤ cs για κάθε t ≥ 0 και ‖s(t)‖ ≤ (1 + ε)δ για κάθε ε > 0, t ≥ Tε.
Για το ολοκλήρωμα στο δεξί μέλος της (4.53) ισχύει ότι για κάθε t ≥ 2Tε∫ t
0
e−c2(t−τ)‖s(τ)‖dτ =
∫ t/2
0
e−c2(t−τ)‖s(τ)‖dτ +
∫ t
t/2
e−c2(t−τ)‖s(τ)‖dτ
≤ cs
c2
e−c2t/2 +
(1 + ε)δ
c2
Παίρνοντας στο όριο t→∞ θα έχουμε
lim
t→∞ ‖¯(t)‖ ≤
c1‖B‖
c2
δ (4.54)
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και αpiό τον ορισμό της ¯ λαμβάνουμε ότι
lim
t→∞ ‖q1(t)− yd(t)‖ ≤ limt→∞ ‖¯(t)‖ ≤
c1‖B‖
c2
δ (4.55)
Κεφάλαιο 5
Προσομοιώσεις
5.1 Παρακολούθηση τροχιάς αναφοράς σε ρο-
μpiοτικό βραχίονα
Εφαρμόζουμε τον piροτεινόμενο ελεγκτή σε έναν ρομpiοτικό βραχίονα δύο συν-
δέσμων, η δυναμική του οpiοίου piεριγράφεται αpiό την piαρακάτω εξίσωση:
M(q)q¨ + C(q, q˙)q˙ +G(q) = τ (5.1)
Τα σύμβολα της εξίσωσης αντιpiροσωpiεύουν τα piαρακάτω:
• q ∈ R2 - το διάνυσμα γωνιακών θέσεων των αρθρώσεων
• q˙ ∈ R2 - το διάνυσμα γωνιακών ταχυτήτων των αρθρώσεων
• q¨ ∈ R2 - το διάνυσμα των γωνιακών εpiιταχύνσεων των αρθρώσεων
• τ ∈ R2 - το διάνυσμα των εφαρμοζόμενων ροpiών στο ρομpiοτικό σύστημα
Οι piίνακες M,C,G αντιpiροσωpiεύουν τη μη-γραμμική δυναμική του συστήματος
και για τη συγκεκριμένη υλοpiοίηση ορίζονται ως εξής:
M(q) =
(
a+ b+ 2c cos q2 b+ c cos q2
b+ c cos q2 b
)
(5.2)
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C(q, q˙) = b sin q2
(
−q˙2 −q˙1 − q˙2
q˙1 0
)
(5.3)
G(q) =
(
m1glc1 cos q1 +m2g(l1 cos q1 + lc2 cos q1 + q2)
m2glc2 cos q1 + q2
)
(5.4)
όpiου m1,m2 είναι οι μάζες των αρθρώσεων, l1, l2, τα μήκη τους, lc1, lc2, οι αpiο-
στάσεις αpiό τα αντίστοιχα κέντρα μάζας και I1, I2 είναι οι ροpiές αδράνειας των
δύο συνδέσμων. Οι piαράμετροι a, b, c δίδονται αpiό τις σχέσεις:
a = I1 +m1lc1
2 +m2l1
2
b = I2 +m2lc2
2
c = m2l1lc2
Το σύστημα, μpiορεί να γραφεί και ως:
q¨ = M(q)
−1
τ −M(q)−1C(q, q˙)q˙ −M(q)−1G(q) (5.5)
΄Ετσι αν ορίσουμε τα q1 = q˙ και q2 = q¨, θα ισχύει
q˙1 = q2 (5.6)
q˙2 = M(q1)
−1
τ −M(q1)−1C(q1, q2)q2 −M(q1)−1G(q1) (5.7)
Εpiομένως, για u = τ, F (q1, q2) = −M(q1)−1C(q1, q2)q2 −M(q1)−1G(q1), G =
M(q1)
−1, piροκύpiτει η μορφή:
q˙1 = q2
q˙2 = F (q1, q2) +G(q1)u
δηλαδή η εξεταζόμενη σε αυτή την εργασία μορφή συστήματος (1.4) μεm = n = 2.
Για την υλοpiοίηση της μεθόδου, ορίζουμε τις piαρακάτω τιμές γιαα τις piαραμέτρους
του συστήματος και του ελεγκτή.
Παράμετροι ρομpiοτικού βραχίονα:
m1 = 0.1 I1 = 0.0083 l1 = 1 lc1 = 0.5 g = 9.81
m2 = 0.2 I2 = 0.0667 l2 = 2 lc2 = 1
Για την piροσομοίωση εpiιλέγουμε αρχικές συνθήκες q0 = [pi, pi] και q˙0 = [0, 0],
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ώστε να αpiέχει αρχικά η εpiιθυμητή κίνηση με την piραγματική. Σε ότι αφορά
τις piαραμέτρους ελέγχου του βραχίονα, εpiιλέγουμε φ(P ) = P 1/2 και φ˜(P ) =√
ln(1 + P ), δηλαδή χρησιμοpiοιούμε συναρτήσεις με αρκετά μικρά κέρδη. Για τον
τελεστή νεκρής ζώνης, εpiιλέγουμε δ = 0.05, ενώ όσον αφορά τους συντελεστές
της ανανέωσης της εκτίμησης piου χρησιμοpiοιούμε για τον έλεγχο, έχουμε: γ1 =
γ2 = 5 και σ1 = σ2 = 0.1. Τέλος, για τα σταθμισμένα σφάλματα χρησιμοpiοιούμε
λ1 = 1.
5.1.1 Αpiοτελέσματα Προσομοίωσης
Σε αυτό το σημείο piαρουσιάζονται τα αpiοτελέσματα της piροσομοίωσης σε piερι-
βάλλον Simulink .
Σχήμα 5.1: Μεταβολή του q1 συγκριτικά με το q1d
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Σχήμα 5.2: Μεταβολή του q2 συγκριτικά με το q2d
Σχήμα 5.3: Χρονική αpiόκριση των κερδών ελέγχου cos(φ˜(P )), cos(4φ˜(P ))
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Σχήμα 5.4: Μεταβολή β1 σε σχέση με το χρόνο
Σχήμα 5.5: Μεταβολή β2 σε σχέση με το χρόνο
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Σχήμα 5.6: Μεταβολή της εισόδου u1 σε σχέση με το χρόνο
Σχήμα 5.7: Μεταβολή της εισόδου u2 σε σχέση με το χρόνο
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Σχήμα 5.8: Μεταβολή του σταθμισμένου σφάλματος s1 σε σχέση με το χρόνο
Σχήμα 5.9: Μεταβολή του σταθμισμένου σφάλματος s2 σε σχέση με το χρόνο
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5.2 Προσομοίωση Uncalibrated Servoing
Σε αυτή την piαράγραφο γίνεται piροσομοίωση της λειτουργίας του συστήματος
όρασης piου piεριγράφεται στο 2.6.1.
Το σύστημα στο οpiοίο ασκούμε τελικά τον έλεγχο, είναι αυτό της μορφής (2.38),
το οpiοίο μpiορεί να γραφεί και ως:
y˙ = Gu (5.8)
με y ∈ R2 το διάνυσμα κατάστασης, G ∈ R2×2 την άγνωστη συνάρτηση και u ∈ R2
την είσοδο ελέγχου του συστήματος.
Ειδικά σε αυτή την piερίpiτωση, αντιμετωpiίζουμε το Visual Servoing ως έναν μετα-
σχηματισμό αpiό το χώρο του εργαλείου του ρομpiότ στο χώρο της κάμερας, χωρίς
να λαμβάνεται υpiόψιν η ίδια η κίνηση του βραχίονα. Παρόλα αυτά στη συγκεκρι-
μένη piροσομοίωση, δώσαμε ως εpiιθυμητή τροχιά, μία η οpiοία είναι δυνατή, για ένα
βραχίονα 2 αρθρώσεων, με l1 = 3, l2 = 3. Τελικά, η εpiιθυμητή τροχιά ορίζεται
ως:
yd(t) = (1 + 0.8 sin(t), 1 + 0.8 cos(t))
T (5.9)
με αρχικές συνθήκες:
y(0) = (2, 2)T (5.10)
Το συγκεκριμένο σύστημα χρησιμοpiοιείται για να δειχθεί ότι ο νόμος ελέγχου είναι
αpiοτελεσματικός για διαφορεικές τοpiοθετήσεις της κάμερας, αφού με διαφορετικές
τιμές του θ, μpiορούμε να αλλάξουμε το piρόσημο του, ενώ ανταpiοκρίνεται και στις
διάφορες τιμές του α.
΄Οσον αφορά τις piαραμέτρους piου αφορούν το νόμο ελέγχου, εpiιλέξαμε φ(P ) =
30P , φ˜(P ) = 4
√
ln(P + 1). Εpiιpiλέον, piήραμε γ1 = γ2 = 10, σ1 = σ2 = 0.4 και
λ1 = λ2 = 1, δ = 0.05.
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5.2.1 Αpiοτελέσματα με θ = pi/6 (∆1 > 0, ∆2 > 0)
Σχήμα 5.10: Αpiόκριση y1 συγκριτικά με την εpiιθυμητή y1d, για θ = 30◦
Σχήμα 5.11: Αpiόκριση y2 συγκριτικά με την εpiιθυμητή y2d, για θ = 30◦
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σ1τηετα30.θpiγ
Σχήμα 5.12: Σφάλμα στην ακολούθηση εντολής για το y1, για θ = 30◦
Σχήμα 5.13: Σφάλμα στην ακολούθηση εντολής για το y2, για θ = 30◦
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Σχήμα 5.14: Είσοδος ελέγχου u1, για θ = 30◦
Σχήμα 5.15: Είσοδος ελέγχου u2, για θ = 30◦
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Σχήμα 5.16: Χρονική αpiόκριση των κερδών ελέγχου cos(φ˜(P )), cos(4φ˜(P )), για
θ = 30◦
Σχήμα 5.17: Μεταβολή β1, για θ = 30◦
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Σε αυτό το σημείο piαρουσιάζουμε την piροσομοίωση της κίνησης ενός ρομpiοτικού
βραχίονα, με piαραμέτρους αυτές piου ορίστηκαν piαραpiάνω, όταν δίνεται η τροχιά
αναφοράς μέσω του συγκεκριμένου συστήματος όρασης. Χρησιμοpiοιούμε τις α-
ντίστροφες κινηματικές εξισώσεις για να υpiολογίσουμε τις θέσεις των αρθρώσεων,
αpiό τη θέση του σημείου δράσης.
(αʹ) t = 0s (βʹ) t = 5s
(γʹ) t = 13.3s (δʹ) t = 16.7s
(εʹ) t = 25s (ϛʹ) t = 35s
Σχήμα 5.18: Κίνηση του Ρομpiοτικού Βραχίονα με Βάση το Σύστημα ΄Ορασης, για
θ = 30◦
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Σχήμα 5.19: Μεταβολή β2, για θ = 30◦
5.2.2 Αpiοτελέσματα με θ = 5pi/6 (∆1 < 0, ∆2 > 0)
Σχήμα 5.20: Αpiόκριση y1 συγκριτικά με την εpiιθυμητή y1d, για θ = 150◦
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Σχήμα 5.21: Αpiόκριση y2 συγκριτικά με την εpiιθυμητή y2d, για θ = 150◦
Σχήμα 5.22: Σφάλμα στην ακολούθηση εντολής για το s1, για θ = 150◦
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Σχήμα 5.23: Σφάλμα στην ακολούθηση εντολής για το s2, για θ = 150◦
Σχήμα 5.24: Είσοδος ελέγχου u1, για θ = 150◦
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Σχήμα 5.25: Είσοδος ελέγχου u2, για θ = 150◦
Σχήμα 5.26: Χρονική αpiόκριση των κερδών ελέγχου cos(φ˜(P )), cos(4φ˜(P )), για
θ = 150◦
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Σχήμα 5.27: Μεταβολή β1, για θ = 150◦
Σχήμα 5.28: Μεταβολή β2, για θ = 150◦
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(αʹ) t = 0s (βʹ) t = 4s
(γʹ) t = 10.3s (δʹ) t = 16.8s
(εʹ) t = 23s (ϛʹ) t = 35.5s
Σχήμα 5.29: Κίνηση του Ρομpiοτικού Βραχίονα με Βάση το Σύστημα ΄Ορασης, για
θ = 150◦
5.3 Σχολιασμός
Αpiό τα γραφήματα piου piαρατέθηκαν, piροκύpiτει ότι ο piροτεινόμενος νόμος ελέγ-
χου, εpiιλύει το piρόβλημα της piαρακολούθησης τροχιάς αναφοράς, ανεξάρτητα αpiό
τις κατευθύνσεις ελέγχου και τη δυναμική του συστήματος. Μάλιστα, στη δεύτε-
ρη piροσομοίωση, γίνεται φανερό το ότι ανταpiοκρίνεται σε αντίθετες κατευθύνσεις
ελέγχου, για το ίδιο σύστημα. Παρόλα αυτά, piαρατηρούμε ότι υpiάρχει μία σχετικά
μικρή καθυστέρηση στη σύγκλιση στην εpiιθυμητή τροχιά, καθώς χρησιμοpiοιο-
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ύμε για τον έλεγχο συναρτήσεις με χαμηλό κέρδος. Βέβαια, η χρήση τέτοιων
συναρτήσεων αpiοτελεί και ένα συγκριτικό piλεονέκτημα σε σχέση με τις άλλες
μεθόδους, καθώς αυξάνει την αpiοτελεσματικότητα της μεθόδου στην piρακτική ε-
φαρμογή της. Ταυτόχρονα, είναι δυνατόν με κατάλληλη ρύθμιση του ελεγκτή, να
βελτιωθεί ακόμα piερισσότερο η αpiόδοση του, για τα εξεταζόμενα συστήματα.
Κεφάλαιο 6
Εpiίλογος
6.1 Συμpiεράσματα
΄Οpiως φαίνεται τόσο αpiό τα θεωρητικά αpiοτελέσματα όσο και αpiό τις piροσομοι-
ώσεις του Κεφαλαίου 5, ο piροτεινόμενος νόμος ελέγχου εpiιλύει το piρόβλημα της
piαρακολούθησης τροχιάς αναφοράς στα συστήματα της μορφής (1.4). ΄Εχει δη-
μιουργηθεί λοιpiόν μία νέα μέθοδος σχεδίασης piροσαρμοστικών, μη-γραμμικών PI
ελεγκτών για συστήματα piολλών-εισοδων piολλών-εξόδων.
Η μεθοδολογία piου αναpiτύχθηκε λύνει το piρόβλημα των άγνωστων κατευθύν-
σεων ελέγχου, γενικεύοντας και αpiλοpiοιώντας τα αpiοτελέσματα των [2],[17] για
συστήματα piολλών εισόδων-piολλών εξόδων. Εpiιpiροσθέτως, εpiιτυγχάνεται η α-
piοφυγή της υpiερpiαραμετροpiοίησης, αφού δε γίνεται συνολική εκτίμηση των άγνω-
στων τμημάτων του συστήματος, αλλά μόνο των φραγμάτων piου χρειάζονται για
τη δημιουργία του ελεγκτή.
Εpiίσης, η piροτεινόμενη piροσέγγιση ανήκει στην κατηγορία των ΡΙ μη γραμμικών
νόμων ελέγχου για τους οpiοίους έχει αpiοδειχθεί ότι βελτιώνουν την ευρωστία σε
σχέση με τις λύσεις piου χρησιμοpiοιούν κέρδη Nussbaum για ορισμένες κλάσεις
συστημάτων [1], [3], [18].
Τέλος, δεν χρειάζεται piληροφορία για piεριορισμούς στο μέγεθος της αβεβαιότητας
των οpiοίων η γνώση αpiαιτείται για την σχεδίαση κάpiοιων σθεναρών μεθόδων
ελέγχου [2]. Η piροσέγγιση σε piραγματικό χρόνο των φραγμάτων αυτών μας
αpiαλάσσει αpiό την αναγκαιότητα για a priori γνώση τους.
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6.2 Εpiεκτάσεις
Εpiεκτάσεις της piαρούσας εργασίας θα μpiορούσαν να διερευνηθούν piεραιτέρω σε
ορισμένες κατευθύνσεις. Μία αpiό αυτές αφορά τη μελέτη της σθεναρότητας του
συστήματος piου piροκύpiτει. Λόγω της χρήσης νεκρής ζώνης και drift piαραγόντων
στην εκτίμηση των piαραμέτρων, υpiάρχει μια ανοχή σε σφάλματα μέτρησης και δια-
ταραχές. ΄Ομώς, το κατά piόσο ο piροτεινόμενος αλγόριθμος είναι σθεναρός και σε
δυναμικές διαταραχές όpiως γίνεται στα [3], [18], [19], είναι ένα δύσκολο ερώτημα
να αpiαντηθεί. Παράλληλα, μpiορεί να γίνει εpiέκταση της εφαρμογής του συγκεκρι-
μένου νόμου ελέγχου και σε άλλα συστήματα piέρα αpiό το ρομpiοτικό βραχίονα.
Τέλος, είναι σημαντικό να διερευνηθεί η δυνατότητα ενσωμάτωσης piροδιαγραφών
αpiόδοσης για το σύστημα, έτσι ώστε να εξασφαλίζεται και η εpiιθυμητή μεταβα-
τική συμpiεριφορά. Αυτό μpiορεί να γίνει για piαράδειγμα με τη χρήση των Barrier
Lyapunov functions , όpiως στα [15], [16], [20] και [21].
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