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Abstract
It is well known that all the eigenvalues of the linear eigenvalue problem
u = (q − λr)u, in Ω ⊂ RN,
can (under appropriate conditions on q, r and Ω) be characterized by minimax principles, but it has been a
long-standing question whether that remains true for analogous equations involving the p-Laplacian p . It
will be shown that there are corresponding nonlinear eigenvalue problems
pu = (q − λr)|u|p−1 sgnu, in Ω ⊂ RN,
with 1 < p = 2 and q, r ∈ C1(Ω), r > 0 on Ω , for which not all eigenvalues are of variational type. As far
as we know, this is the first observation of such a phenomenon, and examples will be given for one- and
higher-dimensional equations. The question of exactly which eigenvalues are variational is also discussed
when N = 1.
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There are classical results that characterize all the eigenvalues of the linear eigenvalue problem
u = (q − λr)u, in Ω ⊂ RN
(under appropriate conditions on the potential q , the weight r and the domain Ω) in terms of
minimax principles, and there are Ljusternik–Schnirelmann type minimax methods which yield
an infinite sequence of “variational” eigenvalues of the nonlinear eigenvalue problem
pu = (q − λr)|u|p−1 sgnu, in Ω ⊂ RN, (1.1)
where p is the p-Laplacian with 1 < p = 2. It has, however, been a long-standing question
whether these methods yield all the eigenvalues of (1.1). In this paper we shall construct examples
of smooth domains Ω , and coefficient functions q, r ∈ C1(Ω), r > 0 on Ω , for which (1.1)
has non-variational eigenvalues. As far as we know, this is the first time that non-variational
eigenvalues have been observed for this problem, and examples will be given in potential form
(that is, with q = 0, r = 1) and in weighted form (that is, with q = 0, r > 0). Our examples will
include ordinary differential equations (N = 1, with periodic boundary conditions), and partial
differential equations (N > 1, with Neumann boundary conditions).
We will construct the partial differential equation examples in the final section, using preced-
ing results for the ordinary differential equation problem. Until then, we consider the equation
−([u′/s]p−1)′ = (λr − q)[u]p−1, a.e. on (0,πp), (1.2)
together with either separated or periodic boundary conditions. Here, q, r, s ∈ L1(0,πp), with
r, s > 0; for α > 0 we use the notation [x]α = |x|α sgnx, x ∈ R. The number πp will be defined
in Section 4.1. A natural definition of an eigenvalue is a value λ for which (1.2) has a nontrivial
solution u, interpreted in the Carathéodory sense (see Section 2), and satisfying the associated
boundary conditions; u is then an eigenfunction.
A standard technique for showing the existence of eigenvalues for nonlinear problems is the
well-known Ljusternik–Schnirelmann theory, which constructs “variational” eigenvalues as inf-
sups of a certain functional over sets of given genus. In the setting of Eq. (1.2) these variational
eigenvalues will be shown to be eigenvalues in the above Carathéodory sense. The issue then
arises as to whether the variational construction produces all the (Carathéodory) eigenvalues
of the problem. This is not a trivial question, and the answer is not known for the general p-
Laplacian eigenvalue problem. Until now, no examples of non-variational eigenvalues have been
constructed.
It is known that for separated (e.g., Dirichlet or Neumann) boundary conditions, all eigen-
values of (1.2) are indeed variational—see [2, Section 5]. We will show, however, that this need
not be true for periodic boundary conditions. In fact, we will prove the following results for the
periodic problem, with 1 < p = 2.
(a) There is an infinite sequence of variational eigenvalues, all being of Carathéodory type.
(b) There is a minimal eigenvalue λ0; it is simple and variational, and is the only one with an
eigenfunction which does not change sign.
(c) In the constant coefficient case all the eigenvalues are variational.
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(e) It will be shown precisely how to distinguish non-variational eigenvalues from variational
ones.
Results (a)–(c) are consistent with the linear case p = 2, and with the separated, nonlinear
case p = 2. Indeed, (a) is a minor variation on well-known ideas (cf. [2]), but (b) seems to be
new in this generality (with L1 coefficients in (1.2)), and we have not seen a complete proof
of (c) in the periodic case. These results are developed in Sections 2, 3 and 4, respectively.
Result (d) shows that there is a considerable difference between the periodic and separated
problems when the coefficients are non-constant. In particular, it will be shown in Section 4
that if λ0k , k  1, is a given (non-minimal) eigenvalue of the constant coefficient problem (say
with q = 0, r = 1, without loss of generality), then it is possible to find an arbitrarily small,
non-constant q such that the problem (1.2) has an arbitrarily large number of non-variational,
periodic eigenvalues near to λ0k—see Theorem 4.5 for a precise statement. The existence of non-
variational eigenvalues then raises the question of which of the Carathéodory eigenvalues are in
fact also variational eigenvalues. In Section 5 we characterize the variational eigenvalues via an
extremal property within the set of Carathéodory eigenvalues—see Theorem 5.1. An intuitive
explanation for the existence of large numbers of non-variational eigenvalues near to λ0k can be
given in terms of the dimension (or “multiplicity”) of the set of eigenfunctions corresponding
to λ0k . This will be developed in more detail in Section 6.
2. Carathéodory and variational eigenvalues
We first note that the power function [·]α defined above satisfies the simple identities
[x]α = x|x|α−1 and [[x]α]β = [x]αβ , for α,β > 0, x ∈ R, and, for a differentiable function f ,
([f ]α)′(t) = α|f (t)|α−1f ′(t), when f (t) = 0. We also note that after a simple transformation
(cf. [2, Section 3]) one can take s = 1 in (1.2). Thus, without loss of generality, we will simply
suppress s and consider the equation
−([u′]p−1)′ = (λr − q)[u]p−1, a.e. on (0,πp). (2.1)
In addition, we will focus mainly on periodic boundary conditions
u(0) = u(πp), (2.2)
u′(0) = u′(πp). (2.3)
We define λ to be a (Carathéodory) eigenvalue of (2.1)–(2.3) if the system
u′ = [v]1/(p−1),
v′ = −(λr − q)[u]p−1, (2.4)
equivalent to (2.1), admits a nonzero periodic solution in the sense of Carathéodory. In particu-
lar, u and v = [u′]p−1 must be absolutely continuous, so both sides of (2.1) are L1 functions, and
the boundary conditions make sense.
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ues. Further details can be found in [10, Chapter 3], [14, Section 5], or [18]. Let
W
1,p
P (0,πp) :=
{
w ∈ W 1,p(0,πp): w(0) = w(πp)
}
,
and let
G(u) :=
πp∫
0
(|u′|p + q|u|p), H(u) :=
πp∫
0
r|u|p, u ∈ W 1,pP (0,πp). (2.5)
We next recall a standard definition of Ljusternik–Schnirelmann theory. Setting
M := {u ∈ W 1,pP (0,πp): H(u) = 1}
and
A := {A ⊂ M: A is non-empty, compact and symmetric (A = −A)}, (2.6)
we define the Krasnoselskij genus of A ∈A by
γ (A) := inf{m ∈ N: ∃ a continuous, odd f :A → Rm \ {0}},
where γ (A) = ∞ if no such m exists. Now, for any integer k  0, let
Fk :=
{
A ∈A: γ (A) k}
and
μk := inf
A∈Fk+1
sup
u∈A
G(u). (2.7)
It is clear from this definition that μk+1  μk for all k  0.
Theorem 2.1. For each k  0, μk is a (Carathéodory) eigenvalue of (2.1)–(2.3).
Proof. Standard arguments (cf. [2, Section 5], [10, Chapter 3] or [18]) show that to each λ = μk
there corresponds a nonzero u = uk ∈ W 1,pP (0,πp) satisfying the weak form of (2.1)–(2.3), viz.,
πp∫
0
{[u′]p−1w′ − (λr − q)[u]p−1w}= 0, ∀w ∈ W 1,pP (0,πp). (2.8)
Writing
v(t) = −
t∫
(λr − q)[u]p−1, t ∈ [0,πp],0
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the Carathéodory sense. Furthermore, u automatically satisfies (2.2), and (2.3) then follows
from (2.8) in a standard way by appropriate choices of w ∈ W 1,pP (0,πp). 
In view of Theorem 2.1, we call μk the kth variational periodic eigenvalue of (2.1)–(2.3).
Remark 2.2. There is a standard interior regularity result (e.g., in [7]) for more general equations
than (2.1), giving Hölder continuity for u′, but this does not imply Theorem 2.1.
Variational eigenvalues can be defined in a similar manner, with minor modifications, to in-
corporate separated boundary conditions. For instance, for Neumann boundary conditions we use
the space W 1,p(0,πp), rather than W 1,pP (0,πp) above, while for Dirichlet conditions we use the
space W 1,p0 (0,πp). More general separated boundary conditions also require the functional G
to be modified, but for now we only require Dirichlet and Neumann eigenvalues, so the above
constructions suffice for the present. For k  0, we will denote the kth variational eigenvalues
of (2.1), with Dirichlet and Neumann boundary conditions, by δk and νk , respectively. As in
Theorem 2.1, all the variational, separated eigenvalues are again (Carathéodory) eigenvalues.
The converse question of whether all the eigenvalues (either periodic or separated) are of
variational type, is not trivial. In fact, it is proved in [2, Theorem 5.1] that for any separated
boundary conditions this is true for all coefficient functions q, r ∈ L1(0,πp) (the proof is given
for Neumann conditions only but can readily be extended)—hence in the separated case we will
omit the adjective “variational” from now on. On the other hand, for the periodic problem it
will be shown in Section 4 that while all Carathéodory eigenvalues are of variational type in the
constant coefficient case, that need not be true for general coefficients.
To conclude this section, we state the following relationship, which will be useful below,
between the Dirichlet, Neumann and variational periodic eigenvalues.
Lemma 2.3. For each k  0, νk  μk  δk .
Proof. This follows from
W
1,p
0 (0,πp) ⊂ W 1,pP (0,πp) ⊂ W 1,p(0,πp)
and the variational construction of the eigenvalues noted above. 
3. Properties of the minimal eigenvalue
The case k = 0 is somewhat special and will be treated in this section. We will show
that the variational eigenvalue μ0 constructed above is the minimal (Carathéodory) eigenvalue
of (2.1)–(2.3), and that it is simple and is the unique principal eigenvalue (that is, whose eigen-
functions do not change sign). Similar results have been proved for Dirichlet and Neumann
problems in, for example, [1,11,15,16]. On the other hand, the minimal periodic eigenvalue does
not seem to have been treated before for general L1 coefficients.
Theorem 3.1. For any p > 1 and q, r ∈ L1(0,πp) the eigenvalue μ0 has the following proper-
ties.
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(b) If λ = μ0 then:
(i) there exists u0, strictly positive on [0,πp], satisfying (2.1)–(2.3);
(ii) if u satisfies (2.1)–(2.3), then u = αu0 for some α ∈ R.
(c) If λ > μ0 then (2.1)–(2.3) has no nontrivial solution u 0.
Remark 3.2. By the proof of Theorem 2.1, throughout this result we could replace (2.1)–(2.3)
with the weak problem (2.8).
Proof of Theorem 3.1. We start with two preliminary lemmas.
Lemma 3.3. For a given λ, if u,v ∈ W 1,pP (0,πp) satisfy (2.8), and if u  v, then either u ≡ v
or u > v.
Proof. From the proof of Theorem 2.1, u,v satisfy (2.1). Now, if u(x0) = v(x0) for some
x0 ∈ [0,πp], then u′(x0) = v′(x0), and so u ≡ v, by uniqueness of the solutions of the initial
value problem for (2.1) (see [2, Lemma 3.1]). 
Lemma 3.4. Suppose that u,v are periodic functions on [0,πp], such that u,v, [u′]p−1, [v′]p−1
are absolutely continuous and u,v > 0. Then
I (u, v) :=
πp∫
0
([u′]p−1)′ vp − up
up−1
+
πp∫
0
([v′]p−1)′ up − vp
vp−1
 0. (3.1)
Furthermore, I (u, v) = 0 ⇔ u = αv, for some α ∈ R.
Proof. The argument is essentially that of Anane, who treats the Dirichlet problem in [1, Propo-
sition 1]. The “elementary calculation” which is omitted there involves an integration by parts,
yielding boundary terms of the form
[u′]p−1 v
p − up
up−1
,
together with the corresponding expression with u and v interchanged. Periodicity ensures that
these expressions have equal values at x = 0 and x = πp , so these boundary terms cancel, and
the rest of the argument follows [1]. 
We are now ready to prove the theorem.
(a) It is clear from the definition of μ0 that
G(u) μ0H(u), u ∈ W 1,pP (0,πp). (3.2)
On the other hand, if λ is an eigenvalue with eigenfunction u, then (2.8) (with w = u) gives
G(u) = λH(u). (3.3)
Combining (3.2) with (3.3), we obtain λ μ0.
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to (3.3). Then |u| ∈ W 1,pP (0,πp) also satisfies (3.3). Furthermore, by (3.2), |u| is a minimiser of G
so |u| also satisfies (2.8), with λ = μ0. Thus, by Lemma 3.3 with (u, v) replaced by (|u|,0), we
see that |u| > 0 on [0,πp], so u has one sign. Now we can take u0 = |u|, proving part (i).
For part (ii), suppose that some nonzero u satisfies (2.8) with λ = μ0. By the argument for
part (i), u is of one sign, which without loss of generality we may take to be positive. Since u0
and u satisfy (2.1) with λ = μ0, it follows that I (u0, u) = 0, so Lemma 3.4 proves the result.
(c) Suppose that λ > μ0 and there exists u  0 satisfying (2.8). By Lemma 3.3 with v = 0,
we obtain u > 0 on [0,πp], so by scaling we may suppose that 0 < u < u0. Now both u and u0
satisfy (2.1), so (3.1) (with v = u0) yields
I (u,u0) = (μ0 − λ)
πp∫
0
r
(
u
p
0 − up
)
< 0,
which contradicts Lemma 3.4. Thus such u cannot exist. 
The next result does not follow immediately from Theorem 3.1 nor from the definition (2.7),
but it will be useful below.
Lemma 3.5. μ1 > μ0.
Proof. Part (b)(ii) of Theorem 3.1 shows that the eigenvalue μ0 is “simple,” so the argument on
[2, p. 392] completes the proof. 
4. Variational and non-variational eigenvalues
In this section we discuss the non-minimal, periodic eigenvalues. It will be seen that there are
considerable differences between the constant coefficient and non-constant coefficient cases—
specifically, in the constant coefficient case all the eigenvalues are variational, but this need not
be true in general. In view of this, we discuss these cases separately.
4.1. The constant coefficient case
In this case, by translation and scaling we may assume that q = 0, r = 1. Then (2.1) takes the
form
−([u′]p−1)′ = λ[u]p−1. (4.1)
We denote the (unique) maximal solution of the initial value problem for (4.1) with λ = 1,
u(0) = 0, u′(0) = 1, by sinp . A construction of this function is described in [17] and shows that
sinp is a 2πp-periodic, C1 function on R, where πp := 2(p − 1)1/p(π/p)/ sin(π/p). Moreover,
for any x ∈ R,
sinp(x + πp) = − sinp(x), (4.2)
(p − 1)−1| sinp x|p + | sin′p x|p = 1, (4.3)
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and indeed, sin2 reduces to the usual sin function, with π2 = π .
Remark 4.1. The notations sinp , πp have been used in various senses. The one used here is taken
from [15] and corresponds to r = 1. Another one (used in, e.g., [12]) leads to simplifications in
some formulae, but corresponds to a weight function of the form r = p − 1.
We will use the preceding notation for the various eigenvalues of (4.1), but with a superscript
0 to denote the constant coefficient case, viz., δ0k , ν
0
k , and μ
0
k . To determine the eigenvalues, and
the corresponding eigenfunctions, we introduce functions ek(θ), for integer k  0 and θ ∈ R,
defined by
e0(θ)(x) = 1, ek(θ)(x) = sinp(kx + θ), x ∈ [0,πp]. (4.4)
Straightforward calculations then yield the following, cf. [12, pp. 442–443].
Lemma 4.2. For each k  0, the Neumann and Dirichlet eigenvalues are ν0k = kp , δ0k = (k+1)p ,
with eigenfunctions ek(πp/2), ek(0), respectively, and there is a periodic eigenvalue λ0k = (2k)p ,
with eigenfunctions e2k(θ), θ ∈ R. There are no other eigenvalues with these boundary conditions
and, up to scaling, no other eigenfunctions.
We emphasize that the periodic eigenvalues λ0k , k  0, in Lemma 4.2 are to be understood in
the Carathéodory sense, and are numbered without attempting to count any “multiplicity.” We
now consider the relationship between these eigenvalues and the variational periodic eigenvalues
μ0k , k  0, constructed in (2.7).
Theorem 4.3. All the eigenvalues λ0k , k  0, are variational, with μ00 = λ00 = 0, and μ02k−1 =
μ02k = λ0k = (2k)p , k  1.
Proof. It follows from Theorem 3.1 that μ00 = λ00, so we assume that k  1. From Lemmas 2.3
and 4.2 we then obtain
λ0k−1 = ν02k−2 < ν02k−1  μ02k−1  δ02k−1 = λ0k,
and since, by Theorem 2.1, μ02k−1 = λ0j for some j  0, we conclude that
μ02k−1 = λ0k. (4.5)
Similarly,
μ02k  δ02k < δ02k+1 = λ0k+1
so in view of (4.5) we must have μ02k = λ0k . 
Remark 4.4. In [8] a similar equation to (4.1) is studied, but with the number p on the right-hand
side replaced by a possibly different number, labelled q there (so the eigenvalues and eigenfunc-
tions depend on both p and q). In Section 4 of [8] (which is a standard reference for this type of
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abbreviated, but an expanded form (for the Neumann problem) is given in [2, Section 5]). It is
then stated that “in a similar form” the corresponding result holds for Neumann and periodic
problems. This appears to be true for the Neumann problem (and indeed, for general separated
problems), but the argument given in [8] (and [2]), for each k  1, seems to run into the following
difficulties in the periodic case (using our notation):
(i) λ0k  μ0k : the proof of this relies on simplicity of the eigenvalues (this is not explicitly stated
in [8], but see [2]). Unfortunately, simplicity fails for the periodic eigenvalues—see Section 6
below for a discussion of multiplicities.
(ii) λ0k  μ0k : the proof of this constructs a set of functions lying in the linear span of certain
“bump” functions (associated with the kth eigenfunction) satisfying the (natural) boundary
conditions for the weak formulation (a similar set is constructed in (5.7) below, in the peri-
odic case). Unfortunately, in the periodic case the periodicity condition means that a similar
argument can only be applied when k is odd (this feature also occurs in the argument fol-
lowing (5.7) below).
4.2. The general coefficient case
The constant coefficient result of Theorem 4.3 is consistent with the linear case p = 2, where
the higher eigenvalues have (linear) multiplicity two. There is, however, a dramatic difference
when we allow non-constant coefficients. To demonstrate this we first introduce some further
notation.
By Lemma 3.1 in [2], any eigenfunction of (2.1) has only simple zeros in [0,πp], and in
particular, only finitely many zeros. Also, clearly, any periodic eigenfunction must have an even
number of zeros in [0,πp). In view of this, for k  1, we denote by σ2k the set of periodic
(Carathéodory) eigenvalues of (2.1) which admit eigenfunctions with exactly 2k zeros in [0,πp).
In the constant coefficient case it is easily seen from the construction of the periodic eigenval-
ues and eigenfunctions in Lemma 4.2 that the corresponding set σ 02k consists of the singleton {λ0k}.
By contrast, in the general case we have the following two theorems on the existence of non-
variational eigenvalues of (2.1). In these theorems, | · |1 will denote the usual sup-type norm
on C1[0,πp], and a coefficient function in C1[0,πp] will be said to be πp-periodic if it satis-
fies (2.2), (2.3), that is, if it has a πp-periodic C1 extension to R (this property will be useful for
our constructions in Section 7).
Theorem 4.5. Suppose that p = 2 and r = 1. For any integers k,n  1, and any  > 0, there
exists a πp-periodic q ∈ C1[0,πp], with |q|1 < , such that (2.1) has at least n non-variational
periodic eigenvalues in (λ0k − ,λ0k + )∩ σ2k .
Proof. Choose 1 ∈ (0, ) such that λ0k−1 < λ0k − 1 and λ0k + 1 < λ0k+1. Then, by [3, The-
orem 1.3], there exist q˜ ∈ C1[0,πp] and η > 0 with the following property: if q = αq˜ , with
0 < |α| < η, then (2.1) has at least n+ 2 distinct periodic eigenvalues in (λ0k − 1, λ0k + 1)∩ σ2k
(that is, the constant coefficient eigenvalue λ0k , corresponding to q = 0, splits into at least
n + 2 nearby distinct eigenvalues, when q = αq˜). It is not shown in [3, Theorem 1.3] that q˜ is
πp-periodic, but this function is constructed in [3, Lemma 4.10] and the proof of this lemma can
readily be modified to yield a πp-periodic function q˜ .
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explicitly, labelling the variational periodic eigenvalues of (2.1) by μk(q). From the varia-
tional construction (2.7) we see that each μm(αq˜), m  1, depends continuously on α. Hence,
by Theorem 4.3, there exists ζ > 0 such that, if |α| < ζ , then μ2k−2(αq˜) < λ0k − 1 and
λ0k + 1 < μ2k+1(αq˜). It now suffices to take q = αq˜ , with any 0 < |α| < min{ζ, η, /|q˜|1}. 
In Theorem 4.5 we constructed non-variational, periodic eigenvalues of (2.1) in potential
form, with q = 0 and r = 1. The weighted form, with q = 0 and r > 0, is also common in
the literature (see, for example, [6], [11] or [14]), so we also state a result in this form, which
will be useful below.
Theorem 4.6. Suppose that p = 2 and q = 0. For any integers k,n  1 and any  > 0, there
exists a πp-periodic r ∈ C1[0,πp], with |r − 1|1 <  and r > 0, such that (2.1) has at least n
non-variational periodic eigenvalues in (λ0k − ,λ0k + )∩ σ2k .
Proof. As in the proof of Theorem 4.5, we start with the unperturbed problem q = 0, r = 1, but
this time we use [4, Theorem 4.5] (modified to ensure πp-periodicity as in the previous proof)
instead of [3, Theorem 1.3]. This gives a πp-periodic r˜ ∈ C1[0,πp] such that if we put r = 1+αr˜
then, for sufficiently small α = 0, the constant coefficient eigenvalue λ0k splits into at least n + 2
nearby distinct eigenvalues.
We claim that the variational periodic eigenvalues of (2.1) depend continuously on α
near α = 0. Indeed, let us write H˜α for H of (2.5) with r replaced by 1 + αr˜ . Then for each
u = 0 there is a unique scalar multiple u˜α of u, continuous in α (uniformly in u), so that
H˜α(u˜α) = H(u). From this we easily see that μk , defined as in (2.7) but with H replaced by H˜α ,
is continuous in α, establishing the claim.
We then conclude the proof as for Theorem 4.5, replacing the one parameter family αq˜
by 1 + αr˜ . 
Remark 4.7. The structure of the spectrum of (2.1)–(2.3) is not known for general q and r . In
view of this we will not attempt to index the periodic, Carathéodory eigenvalues of (2.1) for
general coefficients.
5. Which eigenvalues are variational?
We now return to the problem (2.1)–(2.3), with general coefficients q and r . In view of The-
orems 4.5 and 4.6 it is natural to ask which of the Carathéodory eigenvalues of this problem are
in fact the variational ones of Theorem 2.1. In this section, we shall give an explicit answer to
this question, in terms of the set σ2k introduced above. As remarked above, in the constant co-
efficient case σ 02k = {λ0k}, so by Theorem 4.3 this set is realised variationally. On the other hand,
Theorems 4.5 and 4.6 show that in general σ2k may contain a large number of non-variational
eigenvalues. The following theorem shows that σ2k contains its minimal and maximal elements,
and that these are precisely the variational eigenvalues in σ2k .
Theorem 5.1. For any k  1, the set σ2k is non-empty and compact, and the periodic variational
eigenvalues μ2k−1 and μ2k are the minimal and maximal elements, respectively, in σ2k .
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some results concerning the eigenvalues of a particular separated problem. For any α ∈ (0,πp),
let λk(α), k  0, denote the eigenvalues of (2.1) subject to the following separated boundary
conditions
(sin′p α)u(0) = (sinp α)u′(0), (sin′p α)u(πp) = (sinp α)u′(πp); (5.1)
we also let λk(0) = λk(πp) = δk−1. Clearly, νk = λk(πp/2), while any periodic eigenvalue
of (2.1) is an eigenvalue of this problem for some suitable α. The following results are proved
in [4].
Lemma 5.2. For any k  1, the function λk(·) : [0,πp] → R is continuous and, for any
α ∈ [0,πp], the eigenfunctions of (2.1), (5.1), corresponding to the eigenvalue λk(α), have ex-
actly k zeros in [0,πp). Moreover, for any λ ∈ σ2k ,
λmax2k−1 < λ
min
2k  λ λmax2k < λmin2k+1. (5.2)
Here, for any k  1,
λ
min/max
k := min/max
{
λk(α): α ∈ [0,πp]
}; (5.3)
by continuity of λk(·), the min and max exist and are attained. In view of these results it suffices
to prove the following:
μ2k−1 = λmin2k , μ2k = λmax2k , k  1. (5.4)
Consider an arbitrary k  1. For any eigenfunction u corresponding to the eigenvalue μ2k−1,
the number of zeros of u in [0,πp) is even (since u is periodic) and nonzero (by Theorem 3.1 and
Lemma 3.5). Thus μ2k−1 = λ2j (α), for some j  1 and α ∈ [0,πp]. If j  k − 1 then by (5.2),
μ2k−1  λmax2(k−1) < λmin2k−1  ν2k−1.
This contradicts Lemma 2.3, so we must have j  k, and hence
λmin2k  μ2k−1. (5.5)
Next, suppose that μ2k = λ2j (α) for some j  k + 1. In a similar manner we obtain
μ2k  λmin2(k+1) > λmax2k+1  δ2k,
which again contradicts Lemma 2.3, and so we have
μ2k  λmax2k . (5.6)
Now suppose that α is arbitrary in (0,πp), and let u be an eigenfunction corresponding to
λ2k(α). By construction, u(0)u(πp) = 0 and u has 2k zeros in (0,πp). For j = 1, . . . ,2k + 1, let
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recalling (2.5), define the set
S(u) :=
{
yγ =
2k+1∑
j=1
γjuj : γ ∈ R2k+1, γ1u(0) = γ2k+1u(πp), H(yγ ) = 1
}
. (5.7)
It is clear that S(u) ⊂ W 1,pP (0,πp) is symmetric and homeomorphic to the unit sphere of R2k ,
so S(u) ∈ F2k . Recalling G from (2.5), we easily see that G(y) = λ2k(α) for all y ∈ S(u), so
by (2.7),
μ2k−1  sup
{
G(y): y ∈ S(u)}= λ2k(α).
Hence, since λ2k(·) is continuous on [0,πp] it follows from (2.6) that μ2k−1  λmin2k , and so (5.5)
is in fact an equality.
Next, by [2], the separated eigenvalue λ2k(α) agrees with its variational counterpart, so by the
standard variational construction in the separated case
λ2k(α) = min
F∈F˜2k+1
sup
u∈F
{
G(u) +Bα(u)
}
, (5.8)
where F˜2k+1 is as for F2k+1 but in W 1p instead, and
Bα(u) =
[
sin′p α
sinp α
]p−1(∣∣u(0)∣∣p − ∣∣u(πp)∣∣p).
Now, since F2k+1 ⊂ F˜2k+1 and Bα(u) = 0 for u ∈F2k+1,
λ2k(α) min
F∈F2k+1
sup
u∈F
G(u) = μ2k.
Hence, again by continuity of λ2k(·), it follows that λmax2k  μ2k, and so (5.6) is also an equality.
This completes the proof of (5.4), and hence of Theorem 5.1. 
Remark 5.3. The extrema λmin/maxk of (5.3) are periodic eigenvalues (as above) if k is even, and
are antiperiodic eigenvalues if k is odd (see [4]).
6. Multiplicities of higher eigenvalues
For the general separated problem it is shown in [2] that the set of eigenfunctions correspond-
ing to any eigenvalue has a (linear) span of dimension one. Thus, it is natural to regard these
eigenvalues as “simple.” Theorem 3.1 shows that this is also true for the periodic eigenvalue μ0.
We shall now show that this is not true for the higher periodic eigenvalues, even in the constant
coefficient case of Section 4.2. In fact, we shall briefly explore some ideas relating to multiplic-
ity for the higher periodic eigenvalues in the constant coefficient case. The range of possible
behaviours in the case of general coefficients is not yet completely understood.
Fix k  1 and p = 2, and denote the set of eigenfunctions of (4.1) corresponding to the pe-
riodic, constant coefficient eigenvalue λ0 by E0 ⊂ W 1,p(0,πp) (thus E0 consists of nonzerok k P k
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of E0k are C
1
, but it is well known that they lack some higher derivatives. The following result
will suffice for our purposes. Let Op = R \ {jπp/2: j ∈ Z}.
Lemma 6.1. The function sinp is analytic on Op . If p < 2 (respectively p > 2) then sinp is
not C3 at 0 (respectively at πp/2).
Proof. The analyticity of sinp on Op follows from the analyticity of the system (2.4) except
where u = 0 or u′ = 0 (see [5, Theorem 8.1, Chapter 1], recalling that q = 0, r = 1). Restricting
our attention to (0,πp/2), where sinp and sin′p > 0, we see from (4.1) that
sin′′p = −(p − 1)−1(sinp)p−1(sin′p)2−p,
sin′′′p = −(sinp)p−2(sin′p)3−p − (p − 1)−2(p − 2)(sinp)2p−2(sin′p)3−2p.
The proof now follows from sinp(0) = 0 = sin′p(πp/2) and (4.3). 
We now use this result to show that the “dimension” of E0k is infinite.
Proposition 6.2. The (linear) span of E0k has infinite dimension.
Proof. Choose an arbitrary integer m 1, and let ψj = e2k( jπp8m ), j = 1, . . . ,m. By Lemma 6.1,
ψj is analytic on R, except for a discrete set of points Ψj . Since Ψi ∩ Ψj = ∅, if i = j , the set
of functions {ψj : j = 1, . . . ,m} is linearly independent on R. Since these functions are anti-
symmetric and 2πp-periodic, they are also linearly independent on the interval [0,πp]. Hence,
dim(spanE0k )m, and since m was arbitrary this completes the proof. 
In a sense, Proposition 6.2 shows why the constant coefficient, periodic eigenvalue λ0k of (4.1)
can split into large numbers of eigenvalues under non-constant perturbations of q away from
q = 0 or r away from r = 1 (see the proofs of Theorems 4.5 and 4.6). We now investigate why
we do not obtain a similar large number of variational eigenvalues.
It is clear from the construction of the eigenfunctions e2k(θ), θ ∈ R, that H(e2k(θ)) is con-
stant for θ ∈ R—see (2.5). Denoting this constant by ak , we can define the set of “normalised”
eigenfunctions (corresponding to λ0k)
A0k := E0k ∩M =
{
a−1k e2k(θ): θ ∈ R
}
.
Now, by (4.2),
e2k(θ + πp) = −e2k(θ), θ ∈ R, (6.1)
so A0k ∈A (recall (2.6)), and the genus γ (A0k) is well defined.
Proposition 6.3. γ (A0k) = 2.
Proof. We first prove the following auxiliary result.
P.A. Binding, B.P. Rynne / J. Differential Equations 244 (2008) 24–39 37Lemma 6.4. The set A0k ⊂ W 1,pP (0,πp) is homeomorphic to the unit circle S1 ⊂ R2.
Proof. It follows from the qualitative properties and 2πp-periodicity of the function sinp , to-
gether with the definition of the function e2k , that any u ∈ A0k has the form u = a−1k e2k(θ)
for a unique θ ∈ [0,2πp). Hence, we may define a mapping h : A0k → S1 by h(a−1k e2k(θ)) :=
(sin(θπ/πp), cos(θπ/πp)), θ ∈ [0,2πp). Clearly, h is a bijection. In addition, since W 1,pP (0,πp)
convergence implies pointwise convergence, and since e2k(θ) and e2k(θ)′ are both (uniformly)
continuous functions, we conclude that h and h−1 are continuous. Thus, h is a homeomorphism
from A0k to S
1
. 
We now return to the proof of the proposition. By (6.1), the homeomorphism h in the previous
proof is odd, so by Lemma 6.4 and the definition of genus, γ (A0k) 2. On the other hand, it also
follows from Lemma 6.4 that A0k is connected, and since R1\{0} is disconnected, γ (A0k) > 1. 
Since the variational eigenvalues are calculated via the genus, Proposition 6.3 is consistent
with Theorem 4.3, and the fact that even under perturbation there are only two variational eigen-
values μk(q) near to μ0k . Indeed, each μ
0
k can be viewed as having “variational” multiplicity two,
as measured by the genus γ (A0k).
7. Non-variational eigenvalues in higher dimensions
In this section we discuss the eigenvalue problem (1.1) in dimension N  2. In fact, for arbi-
trary N  2 and 1 < p = 2, we will construct an example of a Neumann boundary value problem
with smooth, non-constant coefficients, on a smooth domain Ω ⊂ RN , for which there exist non-
variational eigenvalues. Our example will be in weighted form, that is, with q = 0 and r > 0 (an
example with q = 0, r = 1 could be constructed in a similar manner). It is still an open ques-
tion whether non-variational eigenvalues can exist in the constant coefficient problem, see [13,
p. 1091].
For our purposes here it will suffice to define eigenvalues via (weak) eigenfunctions
in W 1,p(Ω), although more regularity can be ensured—cf. [7]. Thus, for a given r ∈ C1(Ω),
we construct the Neumann variational eigenvalues for this problem as described earlier, but
replacing W 1,pP (0,πp) by W 1,p(Ω) (see [18]). This yields a nondecreasing sequence of eigen-
values μk , k  0, with limk→∞ μk = ∞.
We now define the domain Ω . Let | · | denote the usual Euclidean norm in RN , and denote
the usual cylindrical polar coordinates of x ∈ RN by (ρ, θ, x3, . . . , xN), where x1 = ρ cos θ ,
x2 = ρ sin θ . Let Ω be the smooth domain
Ω := {x ∈ RN : (ρ − 2)2 + x23 + · · · + x2N < 1}
(so when N = 2, Ω is an annulus, and when N > 2, Ω is a torus).
Theorem 7.1. Suppose that N  2, 1 < p = 2 and q = 0. Then, for any integer n 1, there exists
r ∈ C1(Ω), r > 0 on Ω , such that (1.1) has at least n non-variational, Neumann eigenvalues.
Proof. We will use the toroidal form of Ω to construct non-variational eigenfunctions on Ω from
2π -periodic, non-variational eigenfunctions of a related one-dimensional problem. To do this, we
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simply by scaling the independent variable by c = 2π/πp . For each k  0, this scales the constant
coefficient eigenvalue λ0k (on (0,πp)) to the corresponding eigenvalue λ1k := c−pλ0k (on (0,2π)).
We now establish a connection between the cases N = 1 and N  2. For a given 2π -periodic
function rˆ ∈ C1(R), we consider the 2π -periodic eigenvalue problem
−([uˆ′]p−1)′ = λrˆ[uˆ]p−1 on [0,2π]. (7.1)
As just noted, this problem is of the form considered in Theorem 4.6 (after a rescaling) and when
rˆ = 1 the eigenvalues of (7.1) are λ1k , k  0. Now define r on Ω by
r(ρ, θ, x3, . . . , xN) := ρ−prˆ(θ). (7.2)
Clearly r ∈ C1(Ω), and in what follows we consider the Neumann problem for (1.1) with r of
this form.
Let uˆ be an eigenfunction of (7.1) and define u by
u(ρ, θ, x3, . . . , xN) := uˆ(θ). (7.3)
Noting that the p-Laplacian operator in RN has the form
pu := div
(|gradu|p−2 gradu),
and using the standard polar formulae for grad and div, we see that
pu = ρ−1
([
ρ−1uˆ′
]p−1)′ = ρ−p([uˆ′]p−1)′,
where ′ now denotes differentiation with respect to θ . Hence the function u defined in (7.3)
satisfies Eq. (1.1) on Ω , and obviously satisfies Neumann boundary conditions on ∂Ω . Thus the
Neumann spectrum of (1.1) contains the 2π -periodic eigenvalues of (7.1). Also, as noted above,
the Neumann spectrum of (1.1) contains a nondecreasing sequence of variational eigenvalues,
which we will now denote by μk(rˆ), k  0.
We now construct non-variational Neumann eigenvalues of (1.1) by perturbing rˆ away
from rˆ = 1. By the preceding discussion, the spectrum of the problem (1.1) corresponding to
rˆ = 1 contains the sequence of eigenvalues λ1k , k  0, and the sequence of variational eigenval-
ues, μk(1), k  0. Choose an arbitrary, fixed k  1. If λ1k is a variational eigenvalue then there
exist integers l,m 1 such that
μl−1(1) < λ1k = μl(1) = · · · = μl+m−1(1) < μl+m(1), (7.4)
while if λ1k is not a variational eigenvalue we set m = 0 and ignore (7.4). Now, by Theorem 4.6,
with n replaced by m+n, we can choose a 2π -periodic function r˜ ∈ C1(R) such that (7.1), with
rˆ = 1 + αr˜ , has at least m + n distinct periodic eigenvalues close to λ1k = μl(1) for sufficiently
small α = 0. As above, these eigenvalues lie in the Neumann spectrum of the corresponding form
of (1.1). Moreover, as in the proof of Theorem 4.6, for each k  0 the function μk(1 + αr˜) is
continuous in α, near α = 0, so limα→0 μk(1 + αr˜) = μk(1). Thus, by (7.4), if α is sufficiently
small then there are at most m distinct variational eigenvalues of (1.1) close to μl(1) (specifically,
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are at least n non-variational, Neumann eigenvalues of (1.1) close to μl(1). 
Remark 7.2. There are alternative Ljusternik–Schnirelmann type constructions of variational
eigenvalues of (1.1), see, for example, [9,14]. It is clear that the result of Theorem 7.1 holds for
any such variational construction which yields a sequence of eigenvalues μk(1+αr˜), k  0, with
the basic properties that (i) limα→0 μk(1 + αr˜) = μk(1) and (ii) limk→∞ μk(1) = ∞.
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