In this work, we propose a novel supervised matrix factorization method used directly as a multi-class classifier. The coefficient matrix of the factorization is enforced to be sparse by ℓ 1 -norm regularization. The basis matrix is composed of atom dictionaries from different classes, which are trained in a jointly supervised manner by penalizing inhomogeneous representations given the labeled data samples. The learned basis matrix models the data of interest as a union of discriminative linear subspaces by sparse projection. The proposed model is based on the observation that many high-dimensional natural signals lie in a much lower dimensional subspaces or union of subspaces. Experiments conducted on several datasets show the effectiveness of such a representation model for classification, which also suggests that a tight reconstructive representation model could be very useful for discriminant analysis.
INTRODUCTION
In machine learning and computer vision, data analysis is often desired to find a proper data representation suited for subsequent data clustering or classification tasks. Principal Component Analysis (PCA) [1] aims to find a low rank orthonormal basis that best reconstructs the original data in the ℓ 2 -norm sense. As a data processing step, PCA is widely applied in many classification tasks, e.g., Eigenfaces [2] . Motivated by the psychological and physiological evidences for partsbased representation of mental objects in the human brain [3] , nonnegative matrix factorization (NMF) that captures the notion of nonsubtractive parts was proposed. The nonnegativity property of NMF and its extensions turns out to be useful for learning meaningful parts-based representations for various applications, such as face recognition, text mining, and collaborative filtering. Reconstructive representations, e.g., PCA and NMF, can achieve compact representations that are most effective for signal processing, such as compression and denoising, but not necessarily for classification. For classification purposes, such reconstructive data representations have to work with subsequent discriminant models. However, such a two-step approach does not ensure the optimality of the choice of a discriminative model.
On the other hand, discriminative representations, such as linear discriminant analysis (LDA) [4] , are usually better suited for classification tasks. The difference between reconstruction and discrimination has been widely investigated in the patter recognition literature. While both methods have been broadly applied in classification, the discriminative methods have often outperformed the reconstructive methods [5] [6] . Many previous works on subspace learning [7] and metric learning [8] seek the partial data representations that are best for recognition. However, discriminative models are usually sensitive to noise, missing data, and outliers [9] , and are prone to be overfitting. Further more, these discriminative models almost surely reduce the entropy of the original data, and thus the derived representations will only increase the Bayesian error.
Recently, there has been growing interests in sparse modeling of natural high-dimensional signals. Sparse representations are representations that account for all or most of the information of a signal with a linear combination of a small number of elementary signals called atoms, which are usually chosen from an over-complete dictionary. The over-complete dictionary allows more representation flexibility and efficiency. Different from conventional inductive orthonormal basis, such as Wavelets and PCA, searching for the sparse representation of a signal over an over-complete dictionary is achieved by optimizing an objective function that consists of two terms: one that measures the reconstruction error and the other that measures the sparsity of the representation. The sparsity of the representation is usually measured by ℓ 0 -norm, which counts the number of the nonzero coefficients. However, solving an ℓ 0 -norm minimization is NP-hard, and much recent process has centered around ℓ 1 /ℓ 0 equivalence in high dimensional spaces [10] . In the past few years, sparse representation by ℓ 1 minimization has been applied in many tasks, including image denoising [11] , image super-resolution [12] , graph learning [13] , face recognition [14] , image classification [15] [16] .
The success of sparse representation in various areas has been largely owed to the fact that natural high-dimensional signals are sparse signals lying in a much lower dimensional space. Based on the observation that many real data belong-ing to the same class, e.g., faces or digits, actually live in the same subspace of a much lower dimension, a new test sample can be well represented by the training samples from the same class, which naturally leads to a sparse representation over the whole training set. Such a sparse representation has been successfully applied to face recognition by Wright et al. in [14] , which suggests that a proper reconstructive model can imply great discriminative power for classification. In this work, we directly seek such a reconstructive model based on the sparsity assumption in a supervised manner, where the data is modeled as a union of low dimensional linear subspaces, and each class is modeled as a union of a small subset of these linear subspaces. Accordingly, the classification model is simply based on the sparse projection errors of the test sample on the nearest linear dimensional subspaces. Different from previous supervised sparse models [17] , [18] and [19] , our model is purely reconstructive and explores the possibility of classification based solely on the data representation.
The reminder of this paper is organized as follows. Section 2 discusses the related works, including matrix factorization and sparse coding. Section 3 presents our supervised dictionary training or regularized matrix factorization algorithm. Section 4 presents experiment results on various datasets. Finally, section 5 concludes our paper with discussion.
RELATED WORKS

Matrix Factorization and Sparse Coding
For matrix factorization, we aim to find a basis matrix D ∈ R d×K and a coefficient matrix Z ∈ R K×N that can represent the original data matrix X ∈ R d×N well, subject to some constraints on the basis matrix D or the coefficient matrix Z or both, in order to obtain some desired properties for the representation. For example, Nonnegative Matrix Factorization (NMF) enforces nonnegativity on both D and Z, and the optimization can be iteratively solved in an multiplicative way,
On the other hand, Principal Component Analysis (PCA) aims to find a low-rank approximation of the original data matrix in an orthonormal system. Independent Component Analysis (ICA), however, is to find linear representation of non-Gaussian data so that the components are statistically independent.
Many of these matrix factorization algorithms usually assume some compactness properties on the basis matrix D (i.e., K < d), implying dimensionality reduction in the representation. For many real signals that are sparse, we can go to the contrary by increasing the basis matrix to be overcomplete and enforce sparsity on the representation in order to better model the data,
where z i denotes the i-th column of Z, and ∥ · ∥ 0 counts the number of nonzero elements. Eqn.(2) aims to learn an overcomplete dictionary D such that the representations of X in terms of D are k-sparse. Many algorithms can be applied to achieve approximate solutions for this problem, e.g., K-SVD [20] . Such an over-complete dictionary has led to stateof-the-art performance on many image processing tasks, including denoising and inpainting [11] . Another alternative formulation for Eqn. (2) is to replace ℓ 0 -norm by ℓ 1 -norm and use it as a regularization to promote sparsity,
which is usually referred as sparse coding [21] [22] . Different from conventional matrix factorization techniques, sparse coding is nonlinear and models the data as a union of low dimensional subspaces that are adapted to the data space.
Classification based on Sparse Representation
Casting the recognition problem as one of finding a sparse representation of the test image in terms of the training set as a whole up to some sparse errors due to occlusion, Wright et al. [14] showed that such a simple sparse representation based approach is robust to partial occlusions and can achieve promising recognition accuracy on public face datasets. Formally, given a set of training samples for the c-th
, a test sample x from class c can be well represented by D c with coefficients z c . As the label for x is unknown, it is assumed that z c can be recovered from the sparse representation of x in terms of the dictionary constructed from training samples of all I classes by
where
⊤ . Then the class label is determined based on the minimum residual error criteria after projecting the test sample on each class as:
where δ c (·) is a vector indicator function that keeps the elements corresponding to the c-th class while setting all others to be zero. In [14] , Wright et al. further extended the basic formulation of (4) by attaching a trivial basis (identity matrix) to D to capture sparse errors.
In the general case, if the assumption holds that high dimensional data samples belonging to the same class live in the same union of a small set of low-dimensional subspaces, then a new test sample can be represented by only a few basis atoms from the same class, i.e., the new test sample has a sparse representation in terms of all the basis atoms, which can be recovered by ℓ 1 -norm minimization. In [14] , these basis atoms are modeled directly by the raw training samples, which is not scalable to large scale applications where there are tens of thousands of training samples. How to find a compact basis matrix that can well model and differentiate different classes of high-dimensional sparse data is our focus in this work.
SUPERVISED SPARSE MATRIX FACTORIZATION
In this work, we are interested in classification of highdimensional data, where we assume each class of the data can be well approximated by a union of low-dimensional linear subspaces. We require our basis matrix to be over-complete so that each union of subspaces from different classes do not overlap. A trivial way of finding such basis matrices is to learn an atom dictionary for each class independently, which, however, is suboptimal for classification. Instead, we propose to train these atom dictionaries jointly such that a new test sample will be sparsely projected only onto the linear subspace of the same class.
Formulation
Suppose we are given N training samples {x i , y i } N i=1 falling into I classes, where x i ∈ R d×1 is the i-th training sample and y i ∈ {1, 2, ..., I} is its label. We desire to find a compos-
d×K is the atom dictionary that can (sparsely) represent the c-th class well but not others. We also require that the coefficient matrix Z should be sparse column wise, i.e., each data sample x i will have a sparse representation with respect to the basis matrix D. Suppose the signal we are interested in is k-sparse, i.e., the signal has a sparse representation in some domain with nonzero coefficients at most of number k. We aim to learn the basis matrix D and representation matrix Z such that arg min
where z i is the i-th column of Z, and d j is the j-th column of the composite basis matrix D. Since we are interested in classification, we hope that the solution Z of Eqn.(6) will have the following property
where P yi selects the inhomogeneous representation coefficients of x i , i.e., coefficients corresponding to atom dictionaries other than D yi . Eqn. (7) means that the sparse representation of x i in terms of D will only concentrate on the atom dictionary D yi . The ideal basis matrix D should be composed of dictionaries where each dictionary D c can sparsely represent data samples from the c-th class but not others. Therefore, if we find the sparse representation of a given test sample x t in terms of the trained dictionary D, we can identify the label of x t based on which atom dictionary accounts for the nonzero coefficients.
Approximate Optimization
Finding a basis matrix D for Eqn. (6) and Eqn. (7) is a no easy task. In this paper, we propose a simple and efficient approximate optimization to integrate Eqn. (6) with Eqn. (7). We replace the ℓ 0 -norm by an ℓ 1 -norm regularization to enforce sparsity of the representation, and add a ℓ 2 -norm representation cost for P yi z i , arg min
Eqn. (8) demands that the learned dictionary can sparsely represent a given data sample while requires that its inhomogeneous representations to be small in the ℓ 2 -norm sense. Expanding the ℓ 2 reconstruction error term, the problem is equivalent to arg min
which is ready to be solved by many existing sparse coding packages by alternatively optimizing over the sparse representations Z and the dictionary D [21] .
Classification by Regularized Sparse Projection
Given the learned composite dictionary
and a new test sample x t , we want to find its most efficient sparse projection in order to identify its label. To be consistent with the training phase, we need to add an ℓ 2 regularization term on the inhomogeneous representation coefficients, which, however, is unknown. The training process in Eqn. (8) suggests that our data sample x t should have the lowest sparse projection error on the corresponding atom dictionary if the correctly label is identified. Therefore, we first find the sparse representations of x t for each class,
And then we assign the classification label by finding the lowest sparse projection residual error
In practice, we find that simply using the sparse representation based classification (SRC) algorithm talked in Section 2.2 by neglecting the ℓ 2 regularization terms actually performs on par with the above classification method. Therefore, we use the SRC algorithm for classification in all our experiments, which is fast due to the compactness of our learned dictionary.
EXPERIMENTAL ANALYSIS
In this section, we present our experimental analysis on three datasets, i.e., Broadatz texture, Extended Yale-B [23] , and MNIST [24] . For texture analysis, we are interested in learning interesting dictionaries for different visual textures of different visual statistics. And we show that the supervised training helps with classification a lot. For face recognition and digit recognition, we show how our supervised learning process helps with learning discriminant representation dictionaries for each class. The learned composite dictionary is compact and thus is scalable to large dataset scenarios in real applications. For experimental evaluation, we compare with mainly two algorithms:
1. "Random": the atom dictionary for each class is generated by random sampling the raw data samples from that class. If we use all the data, the algorithm is essentially the SRC algorithm in [14] .
2. "Unsupervised": the atom dictionary for each class is trained independently using sparse coding.
For all the experiments, we initialize our dictionary with a Gaussian random matrix. As we will see, our algorithm correctly finds and groups the atom dictionary for each class.
Texture Analysis
We select three textures from Broadatz texture dataset for training the composite basis matrix. Figure 1 top row shows the three example texture images, which are quite different in appearance. From each texture image, we randomly sample 10, 000 image patches of size 15 × 15, half of which are modeled as training and the rest as testing. We use two atom dictionary sizes K = 500 and K = 1000, and therefore, we have 15, 000 image patches for training a 1, 500 basis matrix and a 3000 basis matrix. With the Gaussian random matrix as initialization, our supervised optimization process gradually learns the three atom dictionaries for the three textures. As shown in the bottom row of figure 1 , it is evident that the learned atom dictionaries nicely capture the statistics of each texture. For example, texture 1 is composed of large structures of the bricks and fine textures on the brick surface. The learned atom dictionary captures the large structures by some translated vertical and horizontal edges and the fine textures with some DCT like basis atoms.
To evaluate the quality of our trained composite basis matrix, we compare with "Random" and "Unsupervised". Table 1 lists the recognition accuracies for each method, and our supervised training outperforms the other two significantly for both K = 500 and 1000.
Face Recognition
For face recognition, we use the Extended Yale Face Database B for evaluation. The database consists of 38 individuals and each with 64 near frontal face images. The cropped face images were captured under various laboratory-controlled lighting conditions, which are simply normalized into 32 × 32 in all our experiments. We randomly sample 50 face images from each individual for training and the rest are modeled as testing.
For training the composite basis matrix, we try three different atom dictionary sizes K = 10, 20, 30 for both supervised training and unsupervised training. Table 2 lists the classification results on this dataset. Our supervised training outperforms both random sampling and unsupervised training notably. For random sampling, the best result is achieved by using all the 50 training images for each individual. As we can see, our supervised scheme using K = 10 already achieves the same performance as using all the raw images directly. The performance improves to 98.44% for K = 20 due to a more flexible model capturing more face image variations, but drops back to 98.05% for K = 30, probably due to overfitting with the small training dataset. Also, it should be noted that our supervised training algorithms outperforms unsupervised training significantly when K = 10, because in this constrained model our supervised training better identifies the discriminant subspace for each class. Figure 2 (a) shows the trained atom dictionaries for K = 10. We only show the dictionaries for 10 subjects out of 38 due to space limitation, where each row corresponds to one subject. As theoretically shown by Basri and Jacobs [25] , only nine (properly chosen) basis illuminations are sufficient to generate basis images that span images of the object under all possible lighting conditions to a good approximation. Our trained dictionary aligns with this theoretical finding to a large extent. As shown in the figure, each atom dictionary is composed of one or two mean-like faces for the subject and the rest part-based basis atoms are used for compensating the lighting variations, since the most face variations for this face database is the lighting.
Digit Recognition
For Handwritten digit recognition, we apply our algorithm to the large scale MNIST dataset [24] . The database consists of 70, 000 handwritten digits, of which 60, 000 digits are modeled as training and 10, 000 as testing. The digits have been size-normalized and centered in a fixed-size image. We choose three easily confusing digits 4, 7, 9 for our experiments. For dictionary training, we again try different sizes of the atom dictionary, and the results are listed in table 3. In all cases compared, the supervised dictionary training outperforms unsupervised dictionary training, and significantly outperforms random sampling under the same dictionary sizes. Even though much more compact and efficient, our algorithm (a) (b) Fig. 2. (a) The trained dictionaries for Extended Yale Face Database B. Each row is one atom dictionary for one subject; (b) The trained dictionaries for digits 4, 7, 9 in MNIST. Starting from a Gaussian random matrix, the algorithm correctly learns the atom dictionaries for each digit. --can perform better than the sparse representation based classification using all the training dataset. In Figure 2 (b), we show the discriminatively learned atom dictionaries for digits 4, 7, and 9. Again, starting from a random Gaussian matrix, our learning algorithm correctly finds the atom dictionaries for each digit.
CONCLUSION AND FUTURE WORK
In this paper, we propose a supervised sparse matrix factorization model, where the basis matrix is composed of atom dictionaries from each class and the coefficient or representation matrix is sparse indicating the identity of the data samples. The learning process enforces each data sample to be represented by a low-dimensional subspace of the same class, which is found by solving an ℓ 1 -norm regularization problem. Our approach is based on the observation that many natural high-dimensional signals belonging to the same class tend to lie in the same low-dimensional subspace. Although the obtained sparse representations can be combined with subsequent discriminant models, such as SVM, we show that these data representations can be directly used for the classification purpose. Experiments on three datasets, including texture images, face database, and handwritten digits, show promising results of the supervised model with a simple sparsity assumption. For future work, we will investigate structured sparse models, e.g., group sparsity, in our reconstructive
