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Asesor : Dr. Renato Benazic Tome´.
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El presente trabajo estudia Sistemas de Ecuaciones Diferenciales Ordinarias Comple-
jas y se demostrara´ los siguientes teoremas, Teorema de Linealizacio´n de Poincare´ en
Cn que dice que un campo con autovalores no resonantes es localmente equivalente con
su parte lineal y el Teorema de Dulac en Cn que dice que un campo con autovalores
resonantes es localmente equivalente a un campo polinomial.
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Abstract
LILIANA OLGA JURADO CERRON
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Adviser : Dr. Renato Benazic Tome´.
Obtained title: Graduate in Mathematics.
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This work studies Ordinary Differential Equations Systems Complex and prove the
following theorems, Theorem Poincare´ Linearization in Cn which says that a field with
non-resonant eigenvalues is locally equivalent to its linear part and Theorem Dulac says
will show that a field with eigenvalues resonant is locally equivalent to a polynomial field.
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LINEALIZATION
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Introduccio´n
La teor´ıa de las Ecuaciones Diferenciales Ordinarias (EDO) se convierte en una disci-
plina Matema´tica de las ma´s importantes no so´lo en la Matema´tica sino en otras ramas
del conocimiento, como la F´ısica, Qu´ımica, Biolog´ıa, Ecolog´ıa, Economı´a e Ingenier´ıa. En
la mayor´ıa de las EDO no es posible obtener una solucio´n explicita, por este motivo se
tuvieron que crear te´cnicas y una base teo´rica adecuada para estudiar la existencia y el
comportamiento de las soluciones de una EDO dada. La teor´ıa de los Sistemas Dina´micos
tiene por finalidad entender el comportamiento cualitativo de las soluciones de una EDO
dada con el objetivo de predecir los resultados. Una te´cnica bien usada en los Sistemas
Dina´micos es la clasificacio´n de las Ecuaciones Diferenciales de acuerdo a ciertas propie-
dades que se desean estudiar ( topolo´gicas, diferenciales, anal´ıticas, etc). La clasificacio´n,
en una vecindad de un punto regular de una EDO, esta determinado por el Teorema
del Flujo Tubular y por tal razo´n la preocupacio´n mayor es en los puntos singulares de
dicha EDO. El comportamiento de las soluciones en un punto singular es muy rico en el
sentido topolo´gico y para su estudio se emplean otras teor´ıas como : Ana´lisis en Varias
Variables Reales y Complejas, Topolog´ıa Diferencial, Topolog´ıa Algebraica y otros temas.
El problema de Linealizacio´n de Sistemas de Ecuaciones Diferenciales Ordinarias
Complejas comenzo´ a estudiarse a finales del siglo XIX con los trabajos pioneros de
H. Poincare´ y Dulac (dimensio´n n=2) en la decada de los 50 del siglo XX, Siegel hizo
contribuciones importantes al tema,estudiando los casos que Poincare´ y Dulac hab´ıan
dejado pendientes. En la decada de los 70 del siglo XX se trataron de extender los tra-
bajos de Poincare´, Siegel y Dulac a dimensio´n n cualquiera. Las hipo´tesis ma´s generales
fueron obtenidas por Brujino (1971) .
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En el primer cap´ıtulo del presente trabajo se introducira´ conceptos y resultados de
cara´cter general que sera´n utilizados a lo largo de la tesis.
En el segundo cap´ıtulo estudiaremos campos en C2 cuya parte lineal es no nula, se
probara´ que para campos cuyos autovalores estan en el Dominio de Poincare´ es local-
mente equivalente a su parte lineal o a un campo polinomial.
En el tercer cap´ıtulo estudiaremos ecuaciones diferenciales que podemos transformar-
las a formas mas simples sin resolverlas. La reduccio´n a formas normales es efectuado
por medio de series de potencias. El me´todo actu´a sobre series que pueden o no ser con-
vergentes y es u´til en el estudio de las ecuaciones diferenciales ordinarias.
En el cuarto cap´ıtulo se probara´ los teoremas principales de este trabajo sobre cam-
pos holomorfos en el dominio de Poincare´: Teorema 4.1 (Teorema de Linealizacio´n de
Poincare´ en Cn) que dice que un campo con autovalores no resonantes es localmente
equivalente con su parte lineal y el Teorema 4.2 (Teorema de Dulac en Cn) que dice que
un campo con autovalores resonantes es localmente equivalente a un campo polinomial.
Cap´ıtulo 1
Preliminares
1.1. Espacios normados y espacios de Banach
Definicio´n 1.1 Sea M un espacio vectorial sobre K. Una norma sobre M es una apli-
cacio´n x→ ‖x‖, de M en R, verificando:
‖x‖ ≥ 0 ∀x ∈M
‖x‖ = 0 si y so´lo si x = 0
‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈M
‖αx‖ = |α|‖x‖, ∀α ∈ K, ∀x ∈M
En este contexto un espacio normado es llamado (M, ‖ · ‖) con norma ‖ · ‖.
Por otro lado podemos definir una distancia en M . Concretamente podemos ver facil-
mente que la aplicacio´n
d :M ×M −→ R
definida por:
d(x, y) = ‖x− y‖
es en virtud de las propiedades de la norma, una distancia en M , llamada distancia
inducida por la norma ‖.‖ y cumple:
d(x, y) ≥ 0, ∀x, y ∈M
3
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d(x, y) = 0 si y so´lo si x = y
d(x, y) = d(y, x), ∀x, y ∈M
d(x, z) ≤ d(x, y) + d(y, z), ∀x, y, z ∈M
Definicio´n 1.2 El par (M, d) es un espacio me´trico si y so´lo si M es un conjunto no
vac´ıo y d :M ×M −→ R es una me´trica sobre M .
Los conceptos de funcio´n continua y funcio´n Lipschitz entre espacios me´tricos son
definidos de manera natural. En efecto, sean (M1, d1) y (M2, d2) dos espacios me´tricos
y consideremos una funcio´n f : M1 −→ M2. Decimos que f es continua en el punto
x0 ∈ M1 si y so´lo si si dado un ε > 0 existe un δ > 0 tal que si d1(x, x0) < δ entonces
d2(f(x), f(x0)) < ε. Se dice que f es continua en M1 si y so´lo si f es continua en x0
para todo x0 ∈ M1. Decimos que f es lipschitz en M1 si y so´lo si existe una constante
K > 0 tal que d2(f(x), f(y)) ≤ Kd1(x, y), para todo x, y ∈ M1. Cuando la constante K
es menor que uno, decimos que f es contraccio´n .
Una sucesio´n en el espacio me´trico (M, d) es una funcio´n que a cada nu´mero natural
n le asocia un elemento x de M llamado n-e´simo te´rmino de la sucesio´n. En s´ımbolos:
x : N −→ M
n −→ x(n) = xn
Como de costumbre, el s´ımbolo (xn) ⊆ M significa que (xn) es una sucesio´n en el
espacio me´trico M .
Sean (xn) ⊆ M y x ∈ M , decimos que x es el l´ımite de la sucesio´n (xn) cuando n
tiende al infinito, lo que denotamos l´ım
n→∞
d(xn, x) = 0 si y so´lo si dado un ε > 0 existe un
n0 ∈ N tal que si n ≥ n0 entonces d(xn, x) < ε.
Una sucesio´n (xn) ⊆ M es llamada convergente si y so´lo si tiene l´ımite, es decir
∃x ∈ M tal que l´ım
n→∞
d(xn, x) = 0. En caso contrario, decimos que la sucesio´n (xn) es
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divergente.
Una sucesio´n (xn) ⊆M es llamada sucesio´n de Cauchy si y so´lo si dado ε > 0, existe
un n0 ∈ N tal que si n,m ≥ n0 entonces d(xn, xm) < ε.
Es claro que toda sucesio´n convergente es de Cauchy, sin embargo el rec´ıproco no
siempre es cierto. Aquellos espacios me´tricos en los que toda sucesio´n de Cauchy es con-
vergente, son llamados espacios me´tricos completos.
El siguiente es uno de los teoremas ma´s importantes de los espacios met´ricos comple-
tos que sera de utilidad para prueba del teorema Poincare´-Dulac, una demostracio´n del
mismo puede encontrarse en [13].
Teorema 1.1 (El Teorema del Punto Fijo para Contracciones) Sea (M, d) un espacio
me´trico completo y F : M −→ M una contraccio´n. Entonces existe un u´nico punto
x0 ∈M tal que:
F (x0) = x0 (es decir, x0 es punto fijo de F ).
l´ım
n→∞
F n(x) = x0, ∀x ∈M (es decir, x0 es un atractor de F ).
Definicio´n 1.3 Se dice que un espacio normado M es un espacio de Banach si toda
sucesio´n de Cauchy en M es convergente a un punto de M . En este caso diremos que la
norma de M es completa.
Veamos que la completitud de un espacio de Banach se transfiere a sus espacios
cerrados. Las proposiciones q se pasan a enunciar se puede encontrar la prueba en [8]
Proposicio´n 1.1 SeaM un espacio de Banach y X un subespacio deM . Si X es cerrado
en M , entonces X es un espacio de Banach.
Proposicio´n 1.2 Sean M,N dos espacios normados y F : M −→ N un isomorfismo.
M es de Banach si y so´lo si N es de Banach.
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1.2. Funciones holomorfas de varias variables com-
plejas
Denotaremos por Cn al conjunto de todas las n-uplas (n≥ 1) de nu´meros complejos,
es decir:
Cn = {z = (z1, ..., zn); z1, ..., zn ∈ C}
Los elementos z = (z1, ..., zn) ∈ Cn son llamados puntos de Cn y los nu´meros comple-
jos z1, ..., zn son las coordenadas complejas de z. Donde zj = xj + iyj ; xj,yj ∈ R , asi
z = (z1, ..., zn) se puede expresar como
z = (x1, y1, ..., xn, yn) ∈ R
2n
Sean z = (z1, ..., zn) y w = (w1, ..., wn) puntos de Cn y α ∈ C.
Definimos la suma y el producto por un escalar como:
z + w = (z1 + w1, ..., zn + wn)
αz = (αz1, ..., αzn)
Es inmediato ver que con estas operaciones Cn es un C-espacio vectorial de dimensio´n
compleja n.
Denotaremos a Cn de la topologia producto:
Un polidisco abierto ( respectivamente cerrado) en Cn de centro a = (a1, ..., an);∈ Cn y
poliradio r = (r1, ..., rn) ∈ (Rn)+, denotado por ∆(a; r) (respectivamente ∆[a; r]), es el
conjunto definido por:
∆(a; r) = {z = (z1, ..., zn) ∈ C
n; |zj − aj| < rj, ∀1 ≤ j ≤ n}
respect. (∆[a; r] = {z = (z1, ..., zn) ∈ C
n; |zj − aj| ≤ rj, ∀1 ≤ j ≤ n})
Observe que
∆(a; r) = Dr1(a1)× ...×Drn(an) y ∆[a; r] = Dr1 [a1]× ...×Drn [an]
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Donde:
Drj(aj) = {z ∈ C; |z − aj| < rj} y Drj [aj] = {z ∈ C; |z − aj| ≤ rj}
Es claro que Cn dotado de la topolog´ıa cuya base es generada por los polidiscos abiertos
es un espacio topolo´gico quivalente a R2n dotado de la topolog´ıa cuya base es generada
por las bolas abiertas. Asi todos los resultados conocidos de la topolog´ıa de los espacios
euclideanos R2n pueden ser aplicados a Cn.
Definicio´n 1.4 Un Multi-´ındice de dimensio´n n, es una n-upla de enteros no negativos
α = (α1, ..., αn), su NORMA se define como:
|α| = α1 + ...+ αn
Sea z = (z1, ..., zn) ∈ Cn y α = (α1, ..., αn) ∈ Cn definimos:
zα = zα11 ...z
αn
n
Definicio´n 1.5 Sea U ⊆ Cn abierto y f : U −→ C decimos que f es Anal´ıtica en
a = (a1, a2, ...an) ∈ U si y so´lo si existe polidisco abierto ∆ centrado en a tal que f tiene
una expansio´n en serie de potencias.
f (z) =
∞∑
α=(α1,α2,...,αn)=0
cα (z1 − a1)
α1 (z2 − a2)
α2 ..... (zn − an)
αn (1.1)
la cual es convergente ∀z = (z1, z2, ...zn) ∈ ∆
Notacio´n:
A(U) = {f : U→ C, f es anal´ıtica en U}
Sea U ⊆ Cn abierto y f : U→ C como Cn puede ser identificado con R2n via
z = (z1, ..., zn) = (x1, y1, ..., xn, yn)
tenemos que f (z) = u (z) + iv (z) = (u (z) , v (z)).
Las funciones :
u, v : U ⊆ R2n → R
son llamadas Parte Real y Parte Imaginaria de f
La prueba de la siguiente proposicio´n se puede encontrar en [3].
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Proposicio´n 1.3 Sea U ⊆ Cn abierto y f : U → C tal que f (z) = u (z) + iv (z), f es
continua en U si y so´lo si u, v ∈ C (U,R).
Definicio´n 1.6 Sea U ⊆ Cn abierto y f = (u, v) ∈ C1 (U)(en el sentido real) para
j=1,....n definimos los operadores ∂
∂zj
y ∂
∂zj
como:
∂f
∂zj
=
1
2
(
∂u
∂xj
+
∂v
∂yj
)
+
i
2
(
∂v
∂xj
−
∂u
∂yj
)
∂f
∂zj
=
1
2
(
∂u
∂xj
−
∂v
∂yj
)
+
i
2
(
∂v
∂xj
+
∂u
∂yj
)
Observacio´n 1.1 Si U ⊆ C abierto y f = (u, v) ∈ C1 (U) del ana´lisis en una variable
compleja sabemos que f es holomorfa si y so´lo si u y v satisfacen las condiciones de
Cauchy-Riemann en U es decir: ∂u
∂x
= ∂v
∂y
y ∂u
∂y
= − ∂v
∂x
en U.
Usando los operadores ∂
∂z
y ∂
∂z
tenemos: Sea U ⊆ C abierto y f = (u, v) ∈ C1 (U), f es
holomorfa en U si y so´lo si ∂f
∂z
= 0.
Ma´s au´n en caso afirmativo se tiene que f
′
= ∂f
∂z
.
Definicio´n 1.7 Sea U ⊆ Cn abierto y f : U→ C. Decimos que f es Holomorfa en U si
y so´lo si f ∈ C1 (U) y ∂f
∂zj
= 0 ∀1 ≤ j ≤ n.
El siguiente teorema nos permite expresar toda funcio´n holomorfa como la expansio´n
de una serie anal´ıtica. La prueba se puede encontrar en [3].
Teorema 1.2 Sea U ⊆ Cn abierto y f : U → C. Las siguientes afirmaciones son equi-
valentes :
1. f ∈ O (U)
2. f es holomorfa en U
La siguiente proposicio´n y corolario su prueba se puede encontrar en [3].
Proposicio´n 1.4 (Regla de la Cadena) : SeanU⊆ Cn, V ⊆ Cm abiertos F = (f1, ..., fm) :
U −→ V tales que f1, ..., fm ∈ C1 (U) y g ∈ C1 (V). Entonces goF ∈ C1 (U) y para cada
j = 1, .., n se cumple:
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1.
∂ (goF )
∂zj
=
m∑
k=1
[
∂g
∂wk
∂fk
∂zj
+
∂g
∂wk
∂fk
∂zj
]
2.
∂goF
∂zj
=
m∑
k=1
[
∂g
∂wk
∂fk
∂zj
+
∂g
∂wk
∂fk
∂zj
]
.
Corolario 1.1 Sean U ⊆ Cn, V ⊆ Cm abiertos F = (f1, ..., fm) : U −→ V tales que
f1, ..., fm ∈ O (U) y g ∈ O (V) entonces goF (U) .
Dado U ⊆ Cn abierto, una funcio´n F : U→ Cm. Como F (z) ∈ Cm entonces existen
m funciones f1, ..., fm : U → C llamadas funciones coordenadas de F tal que F (z) =
(f1 (z) , ..., fm (z)) .
Definicio´n 1.8 Con las notaciones anteriores, decimos que:
F = (f1, ..., fm) : U→ Cm es una Funcio´n Holomorfa si y so´lo si f1, ..., fm ∈ O (U) .
Notacio´n:
O (U,Cm) = {F : U→ Cm, F es holomorfa en U}
Proposicio´n 1.5 Sea U ⊆ Cn, V ⊆ Cm abiertos F ∈ O (U,V) y G ∈ O (V) entonces
GoF ∈ O (U).
Observacio´n 1.2 Podemos generalizar el resultado anterior. Sea U ⊆ Cn, V ⊆ Cm
abiertos, F ∈ O (U,V), G ∈ O (V,Cp) entonces G ◦ F ∈ O (U,Cp) .
Definicio´n 1.9 Sea U ⊆ Cn abierto y F = (f1, ..., fn) ∈ O (U,Cm). La Matriz Jacobiana
de F en a ∈ U, se define como:
JF (a) =
∂ (f1, ..., fm)
∂ (z1, ..., zn)
=

∂f1(a)
∂z1
· · · ∂f1(a)
∂zn
...
...
...
∂fm(a)
∂z1
· · · ∂fm(a)
∂zn

En la definicio´n anterior como fi ∈ O (U) para i = 1, ...,m existen
∂fi
∂zj
en U entonces
existe la matriz jacobiana de F en a ∈ U (JF (a)).
Definicio´n 1.10 Si m ≤ n decimos que a ∈ U es un Punto Regular de F si y so´lo si
ran (JF (a)) = m es decir el numero de vectores filas (o vectores columnas) son lineal-
mente independientes de la matriz JF (a) es m.
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Notaciones:
1. Cn = Cn−m × Cm;m ≤ n. En este caso un punto z = (z1, .., zn) ∈ Cn sera´ escrito
como: z = (z′, z′′) donde z′ = (z1, .., zn−m) , z
′′ = (zn−m+1, ..., zn)
2. Escribiremos:
JF (a) =
[
JF
′
(a) , JF
′′
(a)
]
∈ Cm×n
donde:
JF
′
(a) =
∂ (f1, ..., fm)
∂ (z1, .., zn−m)
(a) ∈ Cm×n−m
JF
′′
(a) =
∂ (f1, ..., fm)
∂ (zn−m+1, .., zn)
(a) ∈ Cm×m
El siguiente teorema nos servira´ para la demostracio´n del Teorema de la Funcio´n Inversa.
Una demostracio´n se puede encontrar en [3].
Teorema 1.3 (Teorema de la Funcio´n Impl´ıcita) Sea U ⊆ Cn abierto conexo.
F = (f1, ..., fm) ∈ O (U,Cm) , m ≤ n . Si a ∈ U es un punto regular de F tal que:
rang
(
JF
′′
(a)
)
= m entonces existe un polidisco ∆(a, r) = ∆
(
a
′
, r
′
)
×∆
(
a
′′
, r
′′
)
⊆ U y
∃G ∈ O
(
∆
(
a
′
, r
′
)
,∆
(
a
′′
, r
′′
))
tal que:
1. G
(
a
′
)
= a
′′
2. F−1 (F (a)) ∩∆(a, r) = Graf (G)
Definicio´n 1.11 Sean U,V ⊆ Cn abiertos y F : U −→ V. Decimos que F es un Biholo-
morfismo entre U y V si y so´lo si se cumplen:
1. F es una biyeccio´n entre U y V
2. F ∈ O (U,V)
3. F−1 ∈ O (V,U)
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Denotamos por Bihol (U,V) al conjunto de todos los biholomorfismo F entre U y V.
Definicio´n 1.12 Sea U ⊆ Cn abierto y F : U −→ Cn una funcio´n. Decimos que F es un
Biholomorfismo Local si y so´lo si ∀z ∈ U, ∃nVz ⊆ U y Wz ⊆ Cn abiertos con z ∈ Vz
y F (z) ∈Wz tales que F ∈ Bihol (Vz,Wz).
Un resultado importante es el siguiente Teorema del Mapeo Inverso, proporciona las
condiciones suficientes para que un mapeo holomorfo sea biholomorfo en una vecindad
de un punto. A continuacio´n el enunciado y su prueba.
Teorema 1.4 (Teorema de la Funcio´n Inversa) Sea U ⊆ Cn abierto y F ∈ O (U,Cn) y
a ∈ U. Si JF (a) ∈ GL (Cn) entonces existen abiertos Va ⊆ U,Wa ⊆ Cn con a ∈ Va ,
b = F (a) ∈Wb talque F ∈ Bihol (Va,Wb) .
Prueba:
Se define:
H : Cn×U −→ Cn; H = (z′, z′′) = F (z′′)−z′. Haciendo H = (h1, ..., hn) y F = (f1, ..., fn)
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luego:
H(z1, ..., zn) = F (zn+1, ..., z2n)−(z1, ..., zn) = (f1(zn+1, ..., z2n)−z1, ..., fn(zn+1, ..., z2n)−zn)
luego hj(z1, ..., zn) = fj(zn+1, ..., z2n)− zj (1 ≤ j ≤ n).
Se sigue que H es holomorfa en Cn × U ya que cada coordenada de H es holomorfa
y H(b, a) = F (a)− b = 0.
Por otro lado :
∂hj
∂zn+k
(z1, ..., z2n) =
∂fj
∂zn+k
(z1, ..., z2n) ∀1 ≤ k ≤ n
⇒
∂(h1, .., hn)
∂(zn+1, ..., z2n)
(b, a) =
∂(f1, .., fn)
∂(zn+1, ..., z2n)
(a) = JF (a) ∈ GL(Cn)
⇒ rang[
∂(h1, .., hn)
∂(zn+1, ..., z2n)
(b, a)] = n
y por el teorema del mapeo impl´ıcito ∃ ∆(b, δ) ×∆(a, r) ⊆ Cn × U polidisco abierto y
∃G : ∆(b, δ) −→ ∆(a, r) mapeo holomorfo tal que
G(b) = a y H−1(0)
⋂
[∆(b, δ)×∆(a, r)] = Graf(G),
es decir: z′ = F (z′′)⇐⇒ z′′ = G(z′) en ∆(b, δ)×∆(a, r).
Por lo tanto : G = (Fupslope∆(a, r))−1.
1.3. Campos vectoriales holomorfos y sistemas de
ecuaciones diferenciales
Definicio´n 1.13 Sea U ⊆ Cn abierto. Un Campo Vectorial Holomorfo es una funcio´n
Z : U −→ Cn
si z ∈ U , Z (z) = (Z1 (z) , Z2 (z) , ..., Zn (z)) tal que :
1. Z1, Z2, ..., Zn ∈ O (U)
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2. Si z ∈ U entonces Z (z) ∈ Cn es un vector cuyo punto de aplicacio´n es z.
Notacio´n:
X (U) = {Z : U ⊆ Cn −→ Cn, Z es un campo vectorial holomorfo en U}
Definicio´n 1.14 Sea U ⊆ Cn abierto y Z ∈ X (U). Un punto z0 ∈ U es llamado
Punto Singular de Z si y so´lo si Z (z0) = 0, caso contrario z0 es llamado punto regular
de Z.
Notacio´n:
Sing (Z) = {z0 ∈ U, z0 es punto singular de Z}
Definicio´n 1.15 Sea U ⊆ Cn abierto, Z ∈ X (U) , z0 ∈ U y su expansio´n en serie de
potencias Z es
Z(z) =
∑
|α|≥0
c1α (z − z0)
α ,
∑
|α|≥0
c2α (z − z0)
α , ....,
∑
|α|≥0
cnα (z − z0)
α

Sea k ≥ 0, El Jet de Orden k o k-JET de Z = en z0 se define como:
Jkz0 (Z) =
 k∑
|α|=0
c1α (z − z0)
α ,
k∑
|α|=0
c2α (z − z0)
α , ....,
k∑
|α|=0
cnα (z − z0)
α

Observacio´n 1.3
1. Si J0z0 (Z) =
(
c1,(0,0,..,0), ..., cn,(0,0,..,0)
)
luego : z0 ∈ Sing (Z) si y so´lo si J
0
z0
(Z) = 0
2. z0 ∈ Sing (Z) entonces J
1
z0
(Z) = Z ′ (z0) (z − z0), donde J
1
z0
(Z) es llamado Parte Lineal
de Z.
Definicio´n 1.16 Sea U ⊆ Cn abierto, Z ∈ X (U).
1. La EDO asociada al campo holomorfo Z es dada por:
z′ = Z (z) (1.2)
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2. Una solucio´n de la EDO (1.2) es una funcio´n holomorfa ϕ : D −→ U, donde
D ⊆ C es un disco abierto, tal que
ϕ′ (T ) = Z (ϕ (T )) , ∀ T ∈ D
Observacio´n 1.4 1. z′ = dz
dT
, T ∈ C
2. Z = (Z1, ..., Zn) ∈ X (U) y z = (z1, ..., zn) entonces (1.2) es equivalente a:
z′1 = Z1 (z1, ..., zn)
z′2 = Z2 (z1, ..., zn)
.. .. ..
z′n = Zn (z1, ..., zn)
3. ϕ = (ϕ1, ..., ϕn) es solucio´n de (1.2) entonces:
ϕ
′
1 = Z1 (ϕ1 (z) , ϕ2 (z) , .., ϕn (n))
ϕ
′
2 = Z2 (ϕ1 (z) , ϕ2 (z) , .., ϕn (n))
.. .. ..
ϕ
′
n = Zn (ϕ1 (z) , ϕ2 (z) , .., ϕn (n))
Definicio´n 1.17 Sea U ⊆ Cn abierto, Z ∈ X (U), z0 ∈ U, T0 ∈ C
1. El P.V.I asociado a Z, z0 y T0 es dado por:
z′1 = Z (z)
z (T0) = z0
(1.3)
2. Una solucio´n de (1.3) es una funcio´n holomorfa ϕz0 : D −→ U donde D ⊆ C
donde D ⊆ C es un polidisco abierto tal que:
T0 ∈ D
ϕ
′
z0
(T ) = Z (ϕ (T )) , ∀T ∈ D
ϕz0 (T0) = z0
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1.4. Ecuaciones no lineales con parte lineal no nula
Sea U ⊆ Cn abierto, Z ∈ X (U) y z0 ∈ U entonces podemos definir su flujo local
ϕZ : Dδ [0]×∆
[
z0, r
′
]
−→ ∆ [z0, r]
(T, z1) −→ ϕZ (T, z1) = ϕz1 (T )
Definicio´n 1.18 Sean U1,U2 ⊆ Cn abierto, Z1 ∈ X (U1) , Z2 ∈ X (U2) , p1 ∈ U1, p2 ∈ U2
y consideremos los flujos locales asociados
ϕ1 : Dδ [0]×∆
[
p1, r
′
]
−→ ∆ [p1, r]
ϕ2 : Dδ [0]×∆
[
p2, r
′
]
−→ ∆ [p2, r]
Decimos que Z1 es localmente topolo´gicamente (respect. anal´ıticamente) conjugado a Z2
alrededor de p1 y p2, lo que denotamos Z1 ≈top Z2 (Z1 ≈anal Z2) si y so´lo si existen
vecindades abiertas V1 ⊆ ∆
(
p1, r
′
)
, V2 ⊆ ∆
(
p2, r
′
)
de p1 y p2 y ∃h : V1 −→ V2 homeo-
morfismo (respect. biholomorfismo) llamado Conjugacio´n Topolo´gica (respect. Anal´ıtica)
local tal que :
h (ϕ1 (T, z)) = ϕ2 (T, h (z)) ∀ (T, z) ∈ Dδ (0)× V1
La siguiente proposicio´n proporciona un criterio bastante u´til para determinar si dos
campos son conjugados, sin necesidad de usar los flujos.
Proposicio´n 1.6 Sean U1,U2,V1,V2 ⊆ Cn, Z1 ∈ X (U1) , Z2 ∈ X (U2) , p1 ∈ V1 ⊆
U1, p2 ∈ V2 ⊆ U2 y h : V1 −→ V2 biholomorfismo son equivalentes:
1. h es una conjugacio´n anal´ıtica local entre Z1 y Z2 alrededor de p1 y p2
2. h
′
(z)Z1 (z) = Z2 (h (z)) ∀ z ∈ V1
Prueba:
1)⇒ 2) Por hipo´tesis :
h (ϕ1 (T, z)) = ϕ2 (T, h (z)) ∀ (T, z) ∈ Dδ (0)× V1
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h
′
(ϕ1 (T, z))
∂ϕ1
∂T
(T, z) =
∂ϕ2
∂T
(T, h (z)) ∀ (T, z) ∈ Dδ (0)× V1
T = 0
h
′
(ϕ1 (0, z))
∂ϕ1
∂T
(0, z) =
∂ϕ2
∂T
(T, h (z)) ∀z ∈ V1
h
′
(z)Z1 (ϕ1 (0, z)) = Z2 (ϕ2 (0, h (z))) ∀z ∈ V1
h
′
(z)Z1 (z) = Z2 (h (z)) ∀z ∈ V1
2)⇒ 1) Dado z ∈ V1 definimos :
Ψ : Dδ (0) −→ V2 ; Ψ (T ) = h (ϕ1 (T, z))
Ψ : Dδ (0) −→ V2 ; Ψ (T ) = h (ϕ1 (T, z))
Ψ (0) = h (ϕ1 (0, z)) = h (z) luego Ψ es solucion del PV I
w
′
= Z2 (w)
w (0) = h (z)
cuya solucio´n viene dada por ϕ2 (T, h (z)) ∀ T ∈ Dδ (0).
Por unicidad : h (ϕ1 (T, z)) = Ψ (T ) = ϕ2 (T, h (z)) ∀T ∈ Dδ (0)
1.5. Series de potencias formales y convergentes
En la siguiente seccio´n se definira´ una serie formal de potencias, sus operaciones y
proposiciones que utilizaremos ma´s adelante en la demostracio´n del Teorema Poincare´-
Dulac en C2.
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Definicio´n 1.19 Una serie formal de variables X1, X2, ..., Xn con coeficientes en C, es
una expresio´n de la forma :
A =
∑
|α|≥0
aαX
α1
1 X
α2
2 ...X
αn
n
Donde aα ∈ C, ∀ α = (α1, α2, ..., αn) ∈ Nn El conjunto de de tales series formales
sera´ denotado por C [[X1, X2, ..., Xn]].
Observacio´n 1.5 Si denotamos C [X1, X2, ..., Xn] al conjunto de todos los polinomios
con coeficientes complejos y variables X1 , X2 , ... , Xn entonces:
C [X1, X2, ..., Xn] ⊂ C [[X1, X2, ..., Xn]]
Sean A,B ∈ C [[X1, X2, ..., Xn]],
A =
∑
|α|≥0
aαX
α1
1 X
α2
2 ...X
αn
n B =
∑
|α|≥0
bαX
α1
1 X
α2
2 ...X
αn
n
Definimos la suma y el producto como:
A+B =
∑
|α|≥0
(aα + bα)X
α1
1 X
α2
2 ...X
αn
n
AB =
∑
|α|+|β|≥0
aαbβX
α1+β1
1 X
α2+β2
2 ...X
αn+βn
n
Proposicio´n 1.7 Se cumple:
1. (AB)C = A (BC) , ∀A,B,C ∈ C [[X1, X2, ..., Xn]]
2. A (B + C) = AB+AC y (A+B)C = AC+BC, ∀A,B,C ∈ C [[X1, X2, ..., Xn]]
3. α (AB) = (αA)B = A (αB) , ∀A,B,C ∈ C [[X1, X2, ..., Xn]] ∀α ∈ C
4. AB = BA, ∀A,B,C ∈ C [[X1, X2, ..., Xn]]
5. ∃ E ∈ C [[X1, X2, ..., Xn]] talque AE = EA = A, ∀A ∈ C [[X1, X2, ..., Xn]]
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Prueba:
3) Sean A =
∑
|I|≥0
aIX
I1
1 ...X
In
n , B =
∑
|J |≥0
bJX
J1
1 ...X
Jn
n y α ∈ C.
α (AB) = α
∑
|I|≥0
aIX
I1
1 ...X
In
n
∑
|J |≥0
bJX
J1
1 ...X
Jn
n
 = α
 ∑
|I|+|J |≥0
aIbJX
I+J

=
∑
|I|+|J |≥0
αaIbJX
I+J =
∑
|I|+|J |≥0
(αaI) bJX
I+J =
∑
|I|≥0
αaIX
I1
1 ...X
In
n
∑
|J |≥0
bJX
J1
1 ...X
Jn
n
= (αA)B.
4)
AB =
∑
|I|≥0
aIX
I1
1 ...X
In
n
∑
|J |≥0
bJX
J1
1 ...X
Jn
n =
∑
|I|+|J |≥0
aIbJX
I+J =
∑
|J |+|I|≥0
bJaIX
J+I = BA
5) Sea E =
∑
|J |≥0
bJX
J tal que bJ = 1 si J = (0, .., 0) y bJ = 0 si J 6= (0, .., 0)
AE =
∑
|I|≥0
aIX
I1
1 ...X
In
n
∑
|J |≥0
bJX
J1
1 ...X
Jn
n =
∑
|I|+|J |≥0
aIbJX
I+J =
∑
|I|≥0
aIX
I1
1 ...X
In
n = A
Definicio´n 1.20 Dado A =
∑
|α|≥0 aαX
α1
1 X
α2
2 ..X
αi
i ..X
αn
n ∈ C [[X1, X2, ..., Xn]] defini-
mos ∂A
∂Xi
∈ C [[X1, X2, ..., Xn]] como
∂A
∂Xi
=
∑
|α|≥0
aααiX
α1
1 X
α2
2 ..X
αi−1
i ...X
αn
n
Definicio´n 1.21 Definimos el operador ∂
∂Xi
∂
∂Xi
: C [[X1, X2, ..., Xn]] −→ C [[X1, X2, ..., Xn]]
A −→ ∂A
∂Xi
Proposicio´n 1.8 Se cumple:
1. ∂(A+B)
∂Xi
= ∂A
∂Xi
+ ∂B
∂Xi
, ∀A,B ∈ C [[X1, X2, ..., Xn]]
2. ∂(αA)
∂Xi
= α ∂A
∂Xi
, ∀A ∈ C [[X1, X2, ..., Xn]] , ∀α ∈ C
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3. ∂(AB)
∂Xi
= ∂A
∂Xi
B + A ∂B
∂Xi
, ∀A,B ∈ C [[X1, X2, ..., Xn]]
De manera ana´loga podemos definir las derivadas parciales de orden superior.
Definicio´n 1.22 Sea A =
∑
|α|≥0 aαX
α1
1 ...X
α1
1 ∈ C [[X1, X2, ..., Xn]] definimos:
DA =
(z1, ..., zn) ∈ Cn;∑
|α|≥0
aαz
α1
1 ...z
αn
n ∈ C

DA esta formado por los puntos en Cn tal que
∑
|α|≥0 aαz
α1
1 ...z
αn
n es convergente. Donde
DA 6= ∅ ya que (0, ..., 0) ∈ DA.
Vamos a buscar condiciones tal que DA tenga interior no vacio y asi tener un abierto en
DA. Denotamos R
+
0 = [0,+∞〉.
Definicio´n 1.23 Sea A =
∑
|α|≥0 aαX
α1
1 ...X
α1
1 ∈ C [[X1, X2, ..., Xn]] definimos el con-
junto
ΓA =
(r1, ..., rn) ∈ (R+0 )n ;∑
|α|≥0
|aα| r
α1
1 ...r
αn
n < +∞

Observe que ΓA 6= Φ ya que (0, ..., 0) ∈ ΓA.
La siguiente proposicio´n nos permite encontrar un abierto en DA.
Proposicio´n 1.9 Si (r1, ..., rn) ∈ ΓA entonces ∆ [(0, ..., 0) , (r1, ..., rn)] ⊆ DA.
Prueba: Sea (z1, ..., zn) ∈ ∆ [(0, ..., 0) , (r1, ..., rn)] y k ∈ N, se cumple
k∑
|α|=0
|aα| |z1|
α1 ... |zn|
αn ≤
k∑
|α|=0
|aα| r
α1
r1
...rαnrn
Luego la serie de nu´meros complejos
∑
α≥O
aαz
α1
1 ...z
αn
n es absolutamente convergente y por
lo tanto convergente, luego (z1, ..., zn) ∈ DA
Definicio´n 1.24 Si A =
∑
|α|≥0 aαX
α1
1 X
α2
2 ...X
αn
n ∈ C [[X1, X2, ..., Xn]]
definimos a la serie formal A˜ de te´rminos no negativos en X1, X2, ..., Xn como
A˜ =
∑
|α|≥0
|aα|X
α1
1 X
α2
2 ...X
αn
n
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y definimos Â a la serie formal de te´rminos no negativos en X como
Â =
∑
|α|≥0
|aα|X
α1Xα2 ...Xαn .
Definicio´n 1.25 Definimos los siguientes operadores
Φ : C [[X1, X2, ..., Xn]] −→ R
+
0 [[X,X, ..., X]]
A −→ Φ (A) = A˜
Ψ : C [[X1, X2, ..., Xn]] −→ R
+
0 [[X]]
A −→ Ψ(A) = Â
Proposicio´n 1.10 Si Ψ(A) = Â es convergente en DR [0] entonces (R, ..., R) ∈ ΓA.
Prueba: Dado k ∈ N, se cumple
k∑
|α|=0
|aα|R
q1 ...Rαn =
k∑
|α|=0
|aα|R
|α| =
k∑
n=0
∑
|α|=0
|aα|
Rn ≤ ∞∑
n=0
∑
|α|=0
|aα|
Rn < +∞
luego
∑
|α|≥0
a|α|R
α1 ...Rαn < +∞ y por tanto (R, ..., R) ∈ ΓA.
Observacio´n 1.6 Por la proposicio´n anterior tenemos, sea A ∈ C [[X1, ..., Xn]], si
Ψ(A) = Â es convergente en DR [0] −→ ∆ [(0, ..., 0) , (R, ..., R)] ⊆ DA. luego A es con-
vergente en ∆.
Sean: A =
∑
|α|≥0
aαX
α1
1 ...X
αn
n ; B =
∑
|α|≥0
bαX
α1
1 ...X
αn
n Definimos
Â ≤ B̂ ←→ |aα| ≤ |bα|
Observacio´n 1.7 Sabemos que dado A ∈ C [[X1, ..., Xn]] se puede escribir A =
∑
n≥0An,
donde:
An =
∑
|α|=n
aαX
α1
1 ...X
αn
n
es un polinomio homoge´neo de grado n en las variables X1, ..., Xn. Se cumple:
Â ≤ B̂ ←→ Ân ≤ B̂n, ∀n ≥ 0.
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Proposicio´n 1.11 Se cumple ∀A,B ∈ C [[X1, ..., Xn]] ; β ∈ C
1. Â+B ≤ Â+ B̂
2. β̂A = |β| Â
3. ÂnBm ≤ ÂnB̂m
4. ÂB ≤ ÂB̂
Prueba:
3) Sean An =
∑
|I|=n
aIX
I y Bm =
∑
|J |=n
bJX
J
AnBm =
∑
|I|+|J |=n+m
aIbJX
I+J
ÂnBm =
∑
|I|+|J |=n+m
|aIbJ |X
I+J ≤
∑
|I|+|J |=n+m
|aI | |bJ |X
I+J = ÂnB̂m
4) Como (AB)n =
∑
|I|+|J |=n
aIbJX
I+J , se tiene
(̂AB)n =
∑
|I|+|J |=n
|aIbJ |X
I+J ≤
∑
|I|+|J |=n
|aI | |bJ |X
I+J =
(
ÂB̂
)
n
Se sigue que ÂB ≤ ÂB̂
Cap´ıtulo 2
Teorema de Linealizacio´n y
Poincare´-Dulac en C2
2.1. Conjugacio´n formal y resonancias
Sea U ⊆ C2 abierto, 0 ∈ U, Z ∈ X (U) con singularidad a´ıslada en 0.
Z(z) = (λ1z1 +
∑
|α|≥2
a1,αz
α, λ2z2 +
∑
|α|≥2
a2,αz
α)
Z con parte lineal no nula, es decir:
Z ′ (0) =
 λ1 0
0 λ2
 6= 0
Su EDO asociado es:
z′1 = λ1z1 + A1 (z) (2.1)
z′2 = λ2z2 + A2 (z)
donde
Aj (z) =
∑
|α|≥2
aj,αz
α; (j = 1, 2)
A continuacio´n se demostrara´ el teorema de linealizacio´n de Poincare´.Para la demos-
tracio´n de este teorema un cambio de coordenadas formal del tipo pertubacio´n de la
identidad .
22
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Teorema 2.1 Dada la EDO
z′1 = λ1z1 +
∑
|α|≥2
a1,αz
α (2.2)
z′2 = λ2z2 +
∑
|α|≥2
a2,αz
α
Existe un cambio formal de coordenadas del tipo perturbacio´n de la identidad
z1 = w1 +
∑
|α|≥2
ξ1,αw
α (2.3)
z2 = w2 +
∑
|α|≥2
ξ2,αw
α
que transforma (2.2) en la EDO
w′1 = λ1w1 +
∑
|α|≥2
b1,αw
α
w′2 = λ2w2 +
∑
|α|≥2
b2,αw
α
En donde ξj,α y bj,α satisfacen la relacio´n:
bj,α = 0, si δj,α = λj − α1λ1 − α2λ2 6= 0
ξj,α = 0, si δj,α = λj − α1λ1 − α2λ2 = 0.
Prueba: Sea ξ (w) = (ξ1 (w) , ξ2 (w)) =
(∑
|α|≥2 ξ1,αw
α,
∑
|α|≥2 ξ2,αw
α
)
Vamos a procurar
que ξ transforme (2.2) en la EDO
w′1 = λ1w1 +B1(w)
w′2 = λ2w2 +B2(w).
Como zj = wj + ξj(w) tenemos
λjzj + Aj(z) = z
′
j
= w′j +
2∑
k=1
∂ξj
∂wk
(w)w′k
= λjwj +Bj(w) +
2∑
k=1
∂ξj
∂wk
(w)(λkwk +Bk(w)).
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=⇒ λj(wj + ξj(w)) + Aj(ξ(w)) = λjwj +Bj(w) +
2∑
k=1
∂ξj
∂wk
(w)(λkwk +Bk(w)).
Cancelando y reordenando tenemos
λjξj(w)−
2∑
k=1
λkwk
∂ξj
∂wk
(w)− Bj(w) =
2∑
k=1
∂ξj
∂wk
Bk(w)− Aj(ξ(w)), (2.4)
como wk
∂ξj
∂wk
(w) =
∑
|α|≥2 αkξj,αw
α, tenemos:
λjξj(w)−
2∑
k=1
λkwk
∂ξj
∂wk
(w)− Bj(w) =
∑
|α|≥2
λjξj,αw
α −
2∑
k=1
λk(
∑
|α|≥2
αkξj,αw
α)−
∑
|α|≥2
bj,αw
α
=
∑
|α|≥2
[(λj −
2∑
k=1
λkαk)ξj,α − bj,α]w
α.
Denotando δj,α = λj −
∑2
k=1 λkαk y reemplazando en (2.4) para j = 1, 2 obtenemos:∑
|α|≥2
(δj,αξj,α − bj,α)w
α =
∂ξj
∂w1
(w)B1(w)+
∂ξj
∂w2
(w)B2(w)−Aj(ξ(w)) =
∑
|α|≥2
cj,αw
α. (2.5)
Trabajando en el lado derecho de (2.5): |α| = 2 ⇒ cj,α = −aj,α. Si |α| > 2 entonces cj,α
es funcion de a1,α′ , a2,α′ , b1,α′ , b2,α′ , ξ1,α′ y ξ2,α′ , donde |α
′| < |α|. Igualando terminos en
(2.5) tenemos:
|α| = 2 : δj,αξj,α − bj,α = −aj,α (j = 1, 2)
Si δj, α = 0 entonces hacemos ξj,α = 0 y bj,α = aj,α. Si δj, α 6= 0 entonces hacemos
bj,α = 0 y ξj,α = −
aj,α
δj,α
. Para |α| = 3 tenemos δj,αξj,α − bj,α = cj,α (j = 1, 2), donde
cj,α depende de a1,α′ , a2,α′ , b1,α′ , b2,α′ , ξ1,α′ y ξ2,α′ , donde |α
′| = 2, los cuales ya han sido
calculados en el paso anterior. Si δj, α = 0 entonces hacemos ξj,α = 0 y bj,α = −cj,α. Si
δj, α 6= 0 entonces hacemos bj,α = 0 y ξj,α =
cj,α
δj,α
. Por induccio´n el se sigue.
Observacio´n 2.1
Dada la EDO (2.2) el procedimiento anterior nos permite construir el cambio de
coordenadas y la EDO transformada.
El teorema anterior no nos da informacio´n sobre la convergencia de las series
formales
∑
|α|≥2 ξj,αw
α y
∑
|α|≥2 bj,αw
α.
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Note la importancia de los δj,α = λj − α1λ1 − α2λ2 Si δj,α = 0; ∀j = 1, 2; ∀ |α| ≥ 2
entonces ξj,α = 0; ∀j = 1, 2; ∀ |α| ≥ 2 luego el cambio de coordenadas es la identidad
y no hemos ganado nada.
El otro extremo ocurre cuando δj,α 6= 0; ∀j = 1, 2; ∀ |α| ≥ 2en este caso la EDO se
convierte en
w
′
1 = λ1w1,
w
′
2 = λ2w2.
Es decir (2.2) se linealiza por un cambio de coordenadas formal.
Definicio´n 2.1 Decimos que (λ1, λ2) ∈ C∗ × C∗ es un par resonante si y solamente
si, ∃n α1, α2 ∈ N con α1 + α2 ≥ 2 tales que λ1 = α1λ1 + α2λ2 o λ2 = α1λ1 + α2λ2.
Ejemplo 2.1 Sea (−1, 2i) ∈ C∗ × C∗no es un par resonante.
En efecto: Sea α = (α, α) ∈ N2 con α1 + α2 ≥ 2
δ1,α = λ1 − α1λ1 − α2λ2 = −1 + α1 − α22i = (−1 + α1)− α22i 6= 0
δ2,α = λ2 − α1λ1 − α2λ2 = 2i+ α1 − α22i = (1− α2) 2i+ α1 6= 0
Definicio´n 2.2 Decimos que un par (λ1, λ2) ∈ C∗×C∗ esta en el dominio de Poincare´ si
y so´lo si λ2
λ1
/∈ R−, caso contrario decimos que (λ1, λ2) esta´ en el dominio de Siegel.
Denotaremos de la siguiente manera:
DP =
{
(λ1, λ2) ∈ C
∗ × C∗;λ2/λ1 /∈ R
−
}
,
DS =
{
(λ1, λ2) ∈ C
∗ × C∗;λ2/λ1 ∈ R
−
}
.
Proposicio´n 2.1 Si (λ1, λ2) ∈ DP son equivalentes:
1. (λ1, λ2) es un par resonante.
2. ∃ u´nico m ≥ 2 tal que λ1 = mλ2 o λ2 = mλ1.
Prueba:
(1 ⇒ 2) Supongamos existen α1, α2 ∈ N con α1 + α2 ≥ 2 tal que λ1 = α1λ1 + α2λ2 ;
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λ2/λ1 = (1− α1) /α2 /∈ R− por tanto α1 = 0 y es u´nico α2 ≥ 2 y λ1 = α2λ2.
(2⇒ 1) ∃ u´nico m ≥ 2 tal que λ1 = mλ2 o λ2 = mλ1. En el primer caso podemos escribir
λ1 = 0λ1 +mλ2 ,α1 = 0, α2 = m;α1 + α2 = m ≥ 2 en el segundo caso: λ2 = mλ1 + 0λ2
,α1 = m,α2 = 0;α1 + α2 = m ≥ 2.
Proposicio´n 2.2 Si (λ1, λ2) ∈ DS son equivalentes:
1. (λ1, λ2) es un par resonante.
2. Existen m1,m2 ∈ Z+ talque: m1λ1 +m2λ2 = 0.
Prueba:
(1 ⇒ 2) Supongamos existen α1, α2 ∈ N con α1 + α2 ≥ 2 tal que λ1 = α1λ1 + α2λ2;
λ2/λ1 = (1− α1) /α2 ∈ R− por tanto (α1 − 1) > 0 y 0 = (α1 − 1)λ1 + α2λ2.
(2 ⇒ 1) Por hipo´tesis existen m1,m2 ∈ Z+ tal que: m1λ1 + m2λ2 = 0 entonces λ1 =
(1 +m1)λ1 + m2λ2 donde α1 = 1 + m1, α2 = m2 entonces α1 + α2 ≥ 2 por lo tanto :
(λ1, λ2) es un par resonante.
2.2. El teorema de linealizacio´n de Poincare´
En la presente seccio´n, vamos a demostrar que si (λ1, λ2) ∈ DP es un par no resonante,
entonces existe un biholomorfismo que transforma la EDO.
z′1 = λ1z1 +
∑
|α|≥2 a1,αz
α
z′2 = λ2z2 +
∑
|α|≥2 a2,αz
α
en su parte lineal
z′1 = λ1z1
z′2 = λ2z2
Proposicio´n 2.3 Si (λ1, λ2) ∈ DP es un par no resonante entonces
δ = inf {|δj,α| , |α| ≥ 2; J = 1, 2} > 0 donde δj,α = λj − α1λ1 − α2λ2.
Prueba:
CASO 1: Im
(
λ1
λ2
)
6= 0 dado α = (α1, α2) ∈ N2 con |α| ≥ 2 tenemos dos posibilidades:
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α1 6= 1; |δ1,α| = |(1− α1)λ1 − α2λ2| = |λ2|
∣∣∣(1− α1) λ1λ2 − α2∣∣∣
≥ |λ2|
∣∣∣Im((1− α1) λ1λ2 − α2)∣∣∣
=
∣∣∣(1− α1) Im(λ1λ2)∣∣∣ = |1− α1| ∣∣∣Im(λ1λ2)∣∣∣ ≥ Imλ1λ2 .
α1 = 1; |δ1,α| = |α2λ2| = α2 |λ2| ≥ |λ2|
Concluimos que : |δ1,α| ≥ min
{
|λ2| ,
∣∣∣Im(λ1λ2)∣∣∣}.
Analogamente
|δ2,α| ≥ min
{
|λ1| ,
∣∣∣∣Im(λ2λ1
)∣∣∣∣} .
CASO 2: Im
(
λ1
λ2
)
= 0. Como (λ1, λ2) ∈ DP se tiene que
λ1
λ2
> 0 ma´s au´n como (λ1, λ2)
es par no resonante λ1
λ2
, λ2
λ1
/∈ {2, 3, 4, ...} , |δ1,α| = |λ2|
∣∣∣(1− α1) λ1λ2 − α2∣∣∣
α1 ≻ 1, |δ1,α| = |λ2| |1− α1|
∣∣∣λ1λ2 − α21−α1 ∣∣∣ ≥ |λ2|(λ1λ2 − α21−α1) ≥ |λ2|(λ1λ2)
α1 = 1 entonces α2 ≥ 1 y se cumple
|δ1,α| = |λ2|| − α2| ≥ |λ2|
α1 = 0 entonces α2 ≥ 2 y se cumplen
|δ1,α| = |λ2||
λ1
λ2
− α2|
Denotemos a = λ1
λ2
y [a] =ma´ximo entero de a. Si a > α2 entonces α2 ≤ [a] ≤ a
|λ2||
λ1
λ2
− α2| = |a− α2| = a− α2 = (a− [a]) + ([a]− α2) ≥ a− [a] > 0
Si a < α2 entonces a < |a|+ 1 ≤ α2, luego
|λ2||
λ1
λ2
− α2| = |a− α2| = α2 − a = (α2 − |a| − 1) + (1 + |a| − a) ≥ 1 + |a| − a > 0
Si hacemos C1 = min{|λ2|
λ1
λ2
, |λ2|, |λ2|(a − [a]), |λ2|(1 + |a| − a)} > 0 entonces
|δ1,α| > C1, ∀|α| ≥ 2.
Ana´logamente se prueba que existe C2 > 0 tal que |δ2,α| > C2, ∀|α| ≥ 2. De estas dos
u´ltimas desigualdades, el resultado se sigue.
Otro resultado que usaremos, proviene de la teor´ıa de funciones de varias variables
complejas y cuya demostracio´n se puede encontrar en el libro de Gunning-Rossi.
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Teorema 2.2 (Teorema de la Funcio´n Impl´ıcita)
Sea f : ∆ (z0, r) ⊆ C2 −→ C funcio´n holomorfa en ∆(z0, r) tal que:f (z0) = 0 y
∂f(z0)
∂z2
6=
0. Entonces ∃ polidisco abierto ∆(z0, R) = DR1 (z
1
0) × DR2 (z
2
0) ⊆ ∆(z0, r) y ∃ u´nico
funcio´n holomorfa tal que:
ϕ : DR1
(
z10
)
−→ DR1
(
z20
)
; tal que, ϕ
(
z01
)
= z02 y f (z, ϕ (z)) = 0; ∀z ∈ DR1
(
z10
)
.
Teorema 2.3 Si (λ1, λ2) ∈ DP es un par no resonante entonces el cambio formal de
coordenadas dado en el teorema es convergente en una vecindad del origen.
Prueba: ∑
|α|≥2
(δj,αξj,α − bj,α)w
α =
∂ξj
∂w1
(w)B1(w) +
∂ξj
∂w2
(w)B2(w)− Aj(ξ(w))
Como (λ1, λ2) ∈ DP es un par no resonante entonces B1 (w) = B2 (w) = 0∑
|α|≥2
δj,αξj,αw
α = −Aj (w1 + ξ1 (w1, w2) , w2 + ξa (w1, w2)) .
Denotando: Pj (w1, w2) =
∑
|α|≥2 δj,αξj,αw
α1
1 w
α2
2 tenemos:
P̂j (w1, w2) ≤ Âj
(
w1 + ξ̂1 (w1, w2) , w2 + ξ̂2 (w1, w2)
)
. (2.6)
De la proposicio´n , δ = inf {|δj,α| , |α| ≥ 2; J = 1, 2} entonces:
P̂j (w1, w2) =
∑
|α|≥2 |δj,α| |ξj,α|w
α1
1 w
α2
2 ≥ δ
∑
|α|≥2 |ξj,α|w
α1
1 w
α2
2 = δξ̂j (w1, w2)
De (2.6) para j = 1, 2 tenemos :
δξ˜j (w) = δξ̂j (w,w) ≤ Âj
(
w + ξ̂1 (w,w) , w + ξ̂2 (w,w)
)
= Âj
(
w + ξ˜1 (w) , w + ξ˜2 (w)
)
≤ Âj
(
w + ξ˜1 (w) + ξ˜2 (w) , w + ξ˜2 (w) + ξ˜2 (w)
)
= A˜j
(
w + ξ˜1 (w) , w + ξ˜2 (w)
)
entonces
ξ˜1 (w) + ξ˜2 (w) ≤ δ
−1
2∑
j=1
A˜j
(
w + ξ˜1 (w) , w + ξ˜2 (w)
)
. (2.7)
Por lo visto anteriormente es suficiente probar que ∃,R ≻ 0 talque ξ˜1 (w) + ξ˜2 (w) sea
convergente en DR (O).
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Denotemos
F (w) = δ−1
∑2
j=1 A˜j (w) =
∑
n≥2 fnw
n; donde ;fn = δ
−1
∑
|q|=n (|a1,α|+ |a2,α|)
S (w) = ξ˜1 (w) + ξ˜2 (w) =
∑
n≥2 δnw
n; donde ;δn = δ
−1
∑
|q|=n (|ξ1,α|+ |ξ2,α|)
De esta manera por (2.7) tenemos: S(w) ≤ F (w + S(w))
Observe que F es una funcio´n holomorfa en una vecindad del 0 ∈ C,mientra que S es una
serie formal. En una vecindad del 0 ∈ C2, definimos f a valores complejos como:
f(w, v) = v − F (w + v).
Observe que:
f(0, 0) = 0
∂f
∂v
(w, v) = 1− F ′(w + v)
⇒
∂f
∂v
(0, 0) = 1 6= 0.
Por el Teorema de la funcio´n impl´ıcita existe una funcio´n anal´ıtica
ϕ : DR(0)→ DR′(0) tal que R < ǫ ϕ(0) = 0 y f(w,ϕ(w)) = 0 ∀w ∈ DR(0).
⇒ ϕ(w) = F (w + ϕ(w)); ∀w ∈ DR(0).
Adema´s
ϕ′(w) = F ′(w + ϕ(w))(1 + ϕ′(w)); ∀w ∈ DR(0)
ϕ′(0) = F ′(0 + ϕ(0))(1 + ϕ′(0)) = 0
Por lo tanto:
ϕ(w) =
∑
n≥2
cnw
n; ∀w ∈ DR(0),
luego tenemos ∑
n≥2
cnw
n =
∑
n≥1
fn(w + c2w
2 + c3w
3 + . . .)n.
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Igualando te´rminos de orden n
c2 = f2
c3 = 2c2f2 + f3
c4 = c
2
2f2 + 2f2c3 + 2f3c2 + f4
...
entonces cn ≥ fn ∀n ≥ 2 ; ϕ(w) es una serie de terminos no negativos.
Ahora como
S(w) ≤ F (w + S(w))
se tiene que δn ≤ fn ≤ cn , ∀n ≥ 2.
Como
∑
n≥2
cnw
n es convergente entonces S(w) =
∑
n≥2
δnw
n es convergente en DR(0).
Es decir ξ˜1(w) + ξ˜2(w) es convergente en DR(0)
⇒ ξ˜1(w), ξ˜2(w)son convergentes en DR(0),
⇒ ξ1(w1, w2) y ξ2(w1, w2) son convergentes en △((0, 0), (R,R))
⇒ ξ (w1, w2) es convergente, asi queda probado el Teorema.
Teorema 2.4 (Teorema de Linealizacio´n de Poincare´) Sea U ⊆ C2 abierto, 0 ∈ U
y Z ∈ X (U) tal que 0 es una singularidad a´ıslada de Z. Si la parte lineal de Z en 0 es NO
NULA y sus autovalores es un par no resonante en el dominio de POINCARE´, entonces
Z es localmente anal´ıtico conjugado a su parte lineal.
Prueba: Ahora sea ξ(w) = (w1 + ξ1(w), w2 + ξ2(w)) el cambio de coordenadas tipo per-
turbacio´n de la identidad que transforma la EDO asociada a Z a
(λ1w1, λ2w2)
Sabemos que ξ es holomorfa en una vecindad del 0 y ξ′(0, 0) =
 1 0
0 1
 ∈ GL(C2)
Por el Teorema de la funcio´n inversa; existen abiertos(polidiscos) △1,△2 ⊆ C2 de 0
tal que:
ξ|△1 : △1 →△2 es un bioholomorfismo
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Si denotamos h = ξ|−1△1 como w = h(z)
⇒ w′ = h′(z)z′
⇒ (λ1w1, λ2w2) = h
′(z)Z(z)
⇒ W (w) = h′(z)Z(z)
Entonces h es una conjugacio´n anal´ıtica entre Z y W .
El Teorema de Linealizacio´n de Poincare´ en C2 se puede extender a Cn cuya prueba
se vera´ en el cap´ıtulo 4.
El siguiente teorema fue publicado en PESQUIMAT XII, cuya prueba fue realizada en
el curso de Tesis 2, con el profesor Renato Benazic y los alumnos Claudio Espinoza y
Liliana Jurado.
2.3. Teorema Poincare´-Dulac en C2
Sea U ⊆ C2 abierto ,0 ∈ U y Z ∈ X (U) tal que 0 es una singularidad a´ıslada de Z. Si
la parte lineal de Z en 0 es no nula y sus autovalores (λ1, λ2) ∈ DP es un par resonante,
entonces ya no es posible transformar la EDO asociada a Z en una EDO lineal.
Teorema 2.5 (Poincare´-Dulac en C2) Sea U ⊆ C2 abierto, 0 ∈ U, Z ∈ X (U) tal que
0 es singularidad a´ıslada de Z. Si la parte lineal de Z en 0 (Z ′(0, 0) = diag[λ1, λ2]) es
no nula y sus autovalores (λ1, λ2) ∈ Dp es un par resonante entonces Z es localmente
anal´ıtico conjugado al campo W ∈ X (U) definido por:
W (w1, w2) = (λ1w1 + aw
m
2 , λ2w2)
W (w1, w2) = (λ1w1, λ2w2 + bw
m
1 )
en donde m ≥ 2 es tal que λ1 = mλ2 o (λ2 = mλ1).
Prueba: De acuerdo al teorema anterior tenemos que existe un cambio formal de coor-
denadas ∑
|α|≥2
δj,αξj,α − bj,αw
α =
∂ξj
∂w1
(w)B1(w) +
∂ξj
∂w2
(w)B2(w)− Aj(ξ(w)).
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Como (λ1, λ2) ∈ Dp es un par resonante, ∃ ! m ≥ 2 tal que λ1 = mλ2 o λ2 = mλ1.
Trabajando en el primer caso y denotando α0 = (0,m) tenemos que δ1,α 6= 0, ∀α 6= α0
y δ2,α 6= 0, ∀|α| ≥ 2. Esto implica que b1,α = 0, ∀|α| ≥ 2, α 6= α0 y b2,α = 0, ∀|α| ≥ 2.
Entonces
B1(w) =
∑
|α|≥2
b1,αw
α = b1,α0w
α0
B2(w) =
∑
|α|≥2
b2,αw
α = 0.
Adema´s como δ1,α0 = λ1 − 0 · λ1 −mλ2 = 0 ⇒ ξ1,α0 = 0. Reemplazando en la igualdad
inicial tenemos:
j = 1 :
∑
|α|≥2
δ1,αξ1,αw
α − b1,α0w
α0 =
∂ξ1
∂w1
(w)b1,α0w
α0 − A1(ξ(w))
j = 2 :
∑
|α|≥2
δ2,αξ2,αw
α =
∂ξ2
∂w1
(w)b1,α0w
α0 − A2(ξ(w)).
Como
ξj(w) =
∑
|α|≥2
ξj,αw
α ⇒
∂ξj
∂w1
(w) =
∑
|α|≥2
ξj,αα1w
α1−1
1 w
α2
2
⇒ w1
∂ξj
∂w1
(w) =
∑
|α|≥2
ξj,αq1w
α ⇒
∂ξj
∂w1
(w) =
∑
|α|≥2
ξj,α
α1
w1
wα
⇒
∂ξj
∂w1
(w)b1,α0w
α0 =
∑
|α|≥2
α1b1,α0
wm2
w1
ξj,αw
α,
reemplazando y ordenando obtenemos:
j = 1 :
∑
|α|≥2
(δ1,α − α1b1,α0
wm2
w1
)ξ1,αw
α = b1,α0w
α0 − A1(ξ(w))
j = 2 :
∑
|α|≥2
(δ2,α − α1b1,α0
wm2
w1
)ξ2,αw
α = −A2(ξ(w)),
denotando
Pj(w1, w2) =
∑
|α|≥2
(δj,α − α1b1,α0
wm2
w1
)ξj,αw
α
⇒ P1(w1, w2) = b1,α0w
α0 − A1(ξ(w)) y P2(w1, w2) = −A2(ξ(w)).
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Afirmacio´n: Aˆj(ξ(w)) ≤ Aˆj(w1 + ξˆ1, w2 + ξˆ2(w)).
Es trivial pues
Aˆj(ξ(w)) =
∑
|α|≥2
|aj,α|(w1 + ξ1(w))
α1(w2 + ξ2(w))
α2
≤
∑
|α|≥2
|aj,α|(w1 + ξˆ1(w))
α1(w2 + ξˆ2(w))
α2 = Aˆj(w1 + ξˆ1, w2 + ξˆ2(w)).
Entonces:
Pˆ1(w1, w2) =≤ ˆb1,α0w
α0 + ˆA1(ξ(w))
≤ |b1,α0 |w
α0 + Aˆ1(w1 + ξˆ1, w2 + ξˆ2(w))
Pˆ2(w1, w2) = ˆ−A2(ξ(w)) = Aˆ2(ξ(w)) ≤ Aˆ2(w1 + ξˆ1(w), w2 + ξˆ2(w)),
luego, tomando w1 = w2 = w, tenemos
P˜1(w) = Pˆ1(w,w) ≤ |b1,α0 |w
m + Aˆ1(w + ξ˜1(w), w + ξ˜2(w))
P˜2(w) = Pˆ2(w,w) ≤ Aˆ2(w + ξ˜1(w), w + ξ˜2(w))
Sumando ambas expresiones tenemos
P˜1(w) + P˜2(w) ≤ |b1,α0 |w
m + Aˆ1(w + ξ˜1, w + ξ˜2) + Aˆ2(w + ξ˜1, w + ξ˜2)
≤ |b1,α0 |w
m + Aˆ1(w + ξ˜1 + ξ˜2, w + ξ˜1 + ξ˜2) + Aˆ2(w + ξ˜1 + ξ˜2, w + ξ˜1 + ξ˜2)
= |b1,α0 |w
m + A˜1(w + ξ˜1 + ξ˜2) + A˜2(w + ξ˜1 + ξ˜2).
En conclusio´n, tenemos
P˜1(w) + P˜2(w) ≤ |b1,α0 |w
m + A˜1(w + ξ˜1 + ξ˜2) + A˜2(w + ξ˜1 + ξ˜2).
Luego:
2∑
j=1
P˜j(w) ≤ |b1,α0 |w
m +
2∑
k=1
A˜k
(
w +
2∑
j=1
ξ˜j(w)
)
...(1)
Recordemos que
P˜j(w) =
∑
|α|≥2
|δj,α − α1b1,α0w
m−1||ξj,α|w
|α|...(∗)
Para continuar probaremos el siguiente Lema.
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Lema 2.1 Para ǫ > 0 suficientemente pequen˜o tenemos que
inf {|δj,α − α1b1,α0w
m−1| ; (j, α) 6= (1, α0) ∧ |w| < ǫ} > 0.
Prueba: Tomando
ǫ =
∣∣∣ 2λ2b1,α0 ∣∣∣ 1m−1 > 0; tenemos que |w| < ǫ⇒ ∣∣∣ b1,α0wm−1λ2 ∣∣∣ < 12 .
Sea K = Re
(
b1,α0w
m−1
λ2
)
⇒ |K| < 1
2
.
Caso 1 Si j = 2
Entonces (j, α) 6= (1, α0)
⇒
∣∣Sj,α − α1b1,α0wm−1∣∣ = ∣∣λ2 − α1λ1 − α2λ2 − α1b1,α0wm−1∣∣
= |λ2|
∣∣∣∣1− α1m− α2 − α1 b1,α0λ2 wm−1
∣∣∣∣
≥ |λ2|
∣∣∣∣Re(1− α1m− α2 − α1 b1,α0λ2 wm−1)
∣∣∣∣
= |λ2| |1− α1m− α2 − α1K|
≥ |λ2| (α1m+ α1K + α2 − 1)
≥ |λ2| (α1(m+K) + α2 − 1)
≥ |λ2|
(
α1
(
2−
1
2
)
+ α2 − 1
)
= |λ2|
(
3
2
α1 + α2 − 1
)
≥ |λ2| (α1 + α2 − 1)
≥ |λ2|
Caso 2 Si j = 1
Entonces α 6= α0 = (0,m)
Analicemos el valor de |m− α1m− α2 − α1K|
Si α1 = 0 :
α0 6= α ⇒ α2 6= m
⇒ |m− α1m− α2 − α1K|
= |m− α2| ≥ 1
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Si α1 = 1 :
|m− α1m− α2 − α1K| = |α2 +K|
≥ α2 +K
≥ α2 −
1
2
≥ α1 + α2 −
1
2
− 1
≥ 2−
3
2
=
1
2
Si α1 ≥ 2 :
|m− α1m− α2 − α1K| ≥ α1m+ α2 + α1K −m
= m(α1 − 1) + α2 + α1K
≥ 2(α1 − 1) + α2 −
α1
2
=
3α1
2
− 2 + α2
= α1 + α2 − 2 +
α1
2
≥
α1
2
≥ 1
Entonces ∣∣δj,α − α1b1,α0wm−1∣∣ = ∣∣λ1 − α1λ1 − α2λ2 − α1b1,α0wm−1∣∣
= |λ2|
∣∣∣∣m−1 m− α2 − α1 b1,α0λ2 wm−1
∣∣∣∣
≥ |λ2|
∣∣∣∣Re(m− α1m− α2 − α1 b1,α0λ2 wm−1
)∣∣∣∣
= |λ2| |m− α1m− α2 − α1K|
≥
|λ2|
2
(Por el paso anterior).
En conclusio´n; si ǫ =
∣∣∣ 2λ2b1,α0 ∣∣∣ 1m−1 , entonces:
inf
{∣∣δj,α − α1b1,α0wm−1∣∣ ; (j, α) 6= (1, α0) ∧ |w| < ǫ} ≥ |λ2|2 > 0 
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En (∗) veamos el Lema:
P˜j(w) =
∑
|α|≥2
∣∣δj,α − α1b1,α0wm−1∣∣ |ξj,α|w|α|
≥
∑
|α|≥2
|λ2|
2
|ξj,α|w
|α|
=
|λ2|
2
ξ˜j(w)
Esto es va´lido pues cuando (j, α) = (1, α0) tenemos que ξ˜1,α0 = 0
⇒
2∑
j=1
P˜j(w) ≥
|λ2|
2
2∑
j=1
ξ˜j(w) (2).
Usando (1) y (2):
|λ2|
2
2∑
j=1
ξ˜j(w) ≤ |b1,α0 |w
m +
2∑
j=1
A˜j
(
w +
2∑
j=1
ξ˜j(w)
)
Denotando b =
2 |b1,α0 |
|λ2|
, S(w) =
2∑
j=1
ξ˜j(w) y F (w) =
2
|λ2|
2∑
j=1
A˜j(w)
⇒ S(w) ≤ bwn + F (w + S(w)) ;λ > 0
∀ |w| < ǫ =
∣∣∣∣ 2λ2b1,α0
∣∣∣∣ 1m−1
Como S(w) ≤ F (w + S(w)) + bwm.
En una vecindad del 0 ∈ C2, definimos f a valores complejos como:
f(w, v) = v − F (w + v)− bwm.
Observe que:
f(0, 0) = 0
∂f
∂v
(w, v) = 1− F ′(w + v)
⇒
∂f
∂v
(0, 0) = 1 6= 0
UNMSM FCM 37
Por el Teorema de la funcio´n impl´ıcita existe una funcio´n anal´ıtica
ϕ : DR(0)→ DR′(0) tal que R < ǫ ϕ(0) = 0 y f(w,ϕ(w)) = 0 ∀w ∈ DR(0).
⇒ ϕ(w) = F (w + ϕ(w)) + bwm; ∀w ∈ DR(0).
Adema´s
ϕ′(w) = F ′(w + ϕ(w))(1 + ϕ′(w)) + bmwm−1; ∀w ∈ DR(0)
ϕ′(0) = F ′(0 + ϕ(0))(1 + ϕ′(0)) = 0.
Por lo tanto:
ϕ(w) =
∑
n≥2
cnw
n; ∀w ∈ DR(0).
Luego tenemos ∑
n≥2
cnw
n =
∑
n≥1
fn(w + c2w
2 + c3w
3 + . . .)n + bwm
Igualando te´rminos de orden “ n ”
c2 = f2 ∨ c2 = f2 + b
c3 = 2c2f2 ∨ c3 = 2c2f2 + b
c4 = c
2
2f2 + 2f2c3 + 2f3c2 + f4
...
entonces cn ≥ fn ∀n ≥ 2 ; ϕ(w) es una serie de te´rminos no negativos.
Ahora como
S(w) ≤ F (w + S(w)) + bwm
⇒ S2 ≤ f2 ∨ S2 ≤ f2 + b = c2 + b
S3 ≤ 2S2f2 ≤ 2c2f2 = c3 ∨ S3 ≤ c3 + b
S4 ≤ S
2
2f2 + 2f2S3 + 2f3S2 + f4 ≤ c
2
2f2 + 2f2c3 + 2f3c2 + f4 = c4
Prosiguiendo tenemos Sn ≤ cn ∀n ≥ 2.
Como
∑
n≥2
cnw
n es convergente entonces S(w) =
∑
n≥2
Snw
n es convergente en DR(0).
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Es decir ξ˜1(w) + ξ˜2(w) es convergente en DR(0)
⇒ ξ˜1(w), ξ˜2(w)son convergentes en DR(0)
⇒ ξ1(w1, w2) y ξ2(w1, w2) son convergentes en △((0, 0), (R,R))
Ahora sea ξ(w) = (w1 + ξ1(w), w2 + ξ2(w)) el cambio de coordenadas tipo perturbacio´n
de la identidad que transforma la EDO asociada a Z a
(
λ1w1 + b1,(0,m)w
m
2 , λ2w2
)
Sabemos que ξ es holomorfa en una vecindad del 0 y ξ′(0, 0) =
 1 0
0 1
 ∈ GL(C2)
Por el Teorema de la funcio´n inversa; existen abiertos(polidiscos) △1,△2 ⊆ C2 de 0
tal que:
ξ|△1 : △1 →△2 es un biholomorfismo
Si denotamos h = ξ|−1△1 como w = h(z)
⇒ w′ = h′(z)z′
⇒ (λ1w1 + b1,α0w
m
2 , λ2w2) = h
′(z)Z(z)
⇒ W (w) = h′(z)Z(z)
Entonces h es una conjugacio´n anal´ıtica entre Z y W .
El Teorema de Linealizacio´n de Poincare´-Dulac en C2 se puede extender a Cn cuya
prueba se vera´ en el cap´ıtulo 4.
Cap´ıtulo 3
Formas Normales de Ecuaciones
Diferenciales Formales
3.1. Campos vectoriales formales
Definicio´n 3.1 La n-upla λ = (λ1, λ2, .., λn) de autovalores de A es llamada resonante,
si existe j ∈ {1, 2, .., n} y existe β = (β1, β2, .., βn) ∈ Nn con |β| ≥ 2 tal que:
λj =
n∑
i=1
βiλi
donde utilizaremos la notacio´n 〈β, λ〉 para expresar
n∑
i=1
βiλi por tanto λj = 〈β, λ〉
El nu´mero |β| =
∑
βi es llamado el orden de la resonancia de la relacio´n λj = 〈β, λ〉 ;
|β| ≥ 2
Ejemplo 3.1 Sea λ = (λ1, λ2, λ3) ∈ C3
1. 0 = λ1 + λ2 es una resonancia de orden 3 ya que 0 = λ1 + λ2 si λ3 = 1× λ1 + 1×
λ2 + 1× λ3 tal que λ3 = 〈β, λ〉 donde λ = (λ1, λ2, λ3) y β = (β1, β2, β3) = (1, 1, 1)
2. 3λ1 = 2λ3 no es una resonancia ya que no es posible expresar λj = 〈β, λ〉 para
algun j y β = (β1, β2, β3)
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Retomando a la serie de potencias valuadas formales, denotamos con C [[z1, z2, .., zn]] al
conjunto de todas las series de potencias formales con coeficientes en C.
S (z) ∈ C [[z1, z2, .., zn]] ; z = (z1, z2, .., zn)
y so´lo si S (z) es de la forma:
S (z) =
∑
|α|≥0
sαz
α ∀α ∈ Nn
Definimos por polinomio homoge´neo en las variables z1, z2, ..., zn y de grado k a una
expresio´n de la forma :
Sk (z) =
∑
|α|=k
pαz
α
Denotemos por Hk [[z1, z2, .., zn]] el conjunto de todos los polinomios homoge´neos en las
variables z1, z2, ..., zn de grado k, es decir:
Hk [[z1, z2, .., zn]] =
∑
|α|=k
hαz
α; hα ∈ C

Por lo tanto toda serie de potencias formal puede ser escrita como una suma infinita de
polinomios homoge´neos, es decir:
S (z) =
∑
k≥0
Sk (z) ; Sk (z) ∈ Hk [[z1, z2, .., zn]]
El orden de S (z) ∈ C [[z1, z2, .., zn]] ;S (z) 6= 0 sera´ denotado por ord (S) y es el menor
nu´mero entero no negativo r tal que Sr ∈ Hr no es identicamente cero, es decir :
ord (S) = r si y so´lo si S0 ≡ ... ≡ Sr−1 ≡ 0 y Sr 6= 0
Si S (z) = 0 diremos que ord (S) = −∞
Se cumplen las siguientes propiedades :
1. ord (S + T ) ≥ min {ord (S) , ord (T )} ; ∀S (z) , T (z) ∈ C [[z1, z2, .., zn]]
2. ord (cS) = ord (S) ; ∀S (z) ∈ C [[z1, z2, .., zn]] no nulo y ∀ c ∈ C no nulo
3. ord (ST ) = ord (S) + ord (T ) ; ∀ S (z) , T (z) ∈ C [[z1, z2, .., zn]]
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Denotemos por P [[z1, ..., zn]] el conjunto de todos los polinomios en las variables z1, ..., zn
es decir:
P [[z1, ..., zn]] =
{
m∑
k=0
Pk (z) ;Pk (z) ∈ Hk [[z1, z2, .., zn]] , ∀ 0 ≤ k ≤ m
}
Denotaremos por Cn [[z1, ..., zn]] al conjunto de todos los campos vectores valuados for-
males, es decir:
Cn [[z1, ..., zn]] = C [[z1, ..., zn]]× ...× C [[z1, ..., zn]] (n veces)
Sea Z (z) ∈ Cn [[z1, ..., zn]] es una n-upla
Z (z) = (Z1 (z) , ..., Zn (z)) ; Zj (z) ∈ C [[z1, ..., zn]] ∀ 1 ≤ j ≤ n
Definicio´n 3.2 Definimos el siguiente operador,
′ : Cn [[Z1, ..., Zn]] −→ Cn×n [[Z1, Z2, ..., Zn]]
Z −→ Z ′ =

∂Z1
∂z1
· · · ∂Z1
∂zn
...
...
...
∂Zn
∂z1
· · · ∂Zn
∂zn
.

El orden de Z (z) = (Z1 (z) , Z2 (z) , ..., Zn (z)), Z (z) 6= 0 denotado por ord (Z) y es el
mı´nimo de los ord (Zi), es decir:
ord (Z) = min {ord (Z1) , ord (Z2) , ..., ord (Zn)} .
Sea Zj (z) ∈ C [[z1, ..., zn]] ∀ 1 ≤ j ≤ n entonces podemos escribir Zj (z) =
∑
k≥0 Pj,k (z),
donde cada Pj,k (z) es un polinomio de grado k.
Denotamos:
Z(k) (z) = (P1,k (z) , .., Pn,k (z))
entonces se cumple:
Z (z) =
∑
k≥0
Z(k) (z) .
La parte lineal de Z (z) es el campo homoge´neo Z(1) (z) = (P1,1 (z) , ..., Pn,1 (z)) y puede
ser representado por Az; A ∈ Cn×n es decir Z1 (z) = Az.
Por otro lado denotaremos Hnk [[z1, ..., zn]] como:
Hnk [[z1, ..., zn]] = Hk [[z1, ..., zn]]× ...×Hk [[z1, ..., zn]] .
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Las pruebas de las siguientes proposiciones se puede encontrar en [14].
Proposicio´n 3.1 Si Z(k) (z) ∈ H
n
k [[z1, ..., zn]] y Q(r) (z) ∈ H
n
r [[z1, ..., zn]] con k, r > 1
entonces
Z(k)o
(
I +Q(r)
)
(z) = Z(k) (z) +W (z)
donde W (z) ∈ P n [[z1, ..., zn]]; ord (W ) > max {k, r} .
Proposicio´n 3.2 Si Z (z) =
∑
k≥r Z(k) (z) ∈ X [[z1, ..., zn]]; ord (Z) = r y
Q(r) (z) ∈ H
n
r [[z1, ..., zn]] entonces
Zo
(
I +Q(r)
)
(z) = Z(r) (z) +W (z)
donde W (z) ∈ X [[z1, ..., zn]]; ord (W ) > r.
3.2. Ecuaciones diferenciales formales
Dado un campo vector formal Z, consideremos la ecuacio´n diferencial ordinaria:
z′ = Z (z) ; z′ =
dz
dT
, T ∈ C
donde Z (z) = (Z1 (z) , Z2 (z) , ..., Zn (z)) , z = (z1, z2, ..., zn). Asumiremos en todo lo
sucesivo que ord (Z) = 1. Escribamos entonces:
Z (z) = Az +
∑
k≥2
Z(k) (z)
Proposicio´n 3.3 La ecuacio´n diferencial
z′ = Az +
∑
k≥r
Z(k) (z) ; r ≥ 2
puede ser transformada en la ecuacio´n diferencial :
w
′
= Aw +
[
Z(r) (w)−
(
Q
′
(r) (w)Aw − AQ(r) (w)
)]
+ W˜ (w)
por el cambio de variables:
z = w +Q(r) (w) ;Q(r) (w) ∈ H
n
r [[w1, ..., wn]] ; (r > 1)
donde ord
(
W˜
)
≥ r + 1.
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Prueba: Sea z = w +Q(r) (w) entonces: z
′ =
(
I +Q
′
(r) (w)
)
w
′
(
I +Q
′
(r) (w)
)
w
′
= Aw + AQ(r) (w) +
∑
k≥r
Z(k)
(
w +Q(r) (w)
)
= Aw + AQ(r) (w) +
∑
k≥r
[
Z(k)o (I +Q (r))
]
(w)
= Aw + AQ(r) (w) + Z(r) (w) +W (w)
tal que W (z) ∈ X [[z1, ..., zn]]; ord (W ) > r multipliquemos por la izquierda a ambos
lados de la ecuacio´n; la matriz
(
I +Q
′
(r) (w)
)−1
(
I +Q
′
(r) (w)
)−1
= I −Q
′
(r) (w) +
(
Q
′
(r) (w)
)2
− ...
tenemos entonces:
w
′
= Aw + AQ(r) (w) + Z(r) (w) +W (w)−Q
′
(r) (w)Aw −Q
′
(r) (w)AQ(r) (w)
−Q
′
(r) (w)Z(r) (w)−Q
′
(r) (w)W (w) + ...
= Aw +
[
Z(r) (w)−
(
Q
′
(r) (w)Aw − AQ(r) (w)
)]
+ W˜ (w)
donde W˜ (w) = W (w) − Q
′
(r) (w)AQ(r) (w) − Q
′
(r) (w)Z(r) (w) − Q
′
(r) (w)W (w) + ... es
un campo vectorial formal con ord
(
W˜
)
≥ r + 1.
Corolario 3.1 La ecuacio´n diferencial ordinaria:
z′ = Az + Z(2) (z) + ...+ Z(r−1) (z) + Z(r) (z) +
∑
k≥r+1
Z(k) (z)
puede ser transformada en :
w
′
= Aw + Z(2) (w) + ...+ Z(r−1) (w) +
[
Z(r) (w)−
(
Q
′
(r) (w)Aw − AQ(r) (w)
)]
+ W˜ (w)
por el cambio de variables:
z = w +Q(r) (w) ; Q(r) (w) ∈ H
n
r [[w1, .., wn]] (r > 1)
donde ord
(
W˜
)
≥ r + 1.
Prueba: Se sigue la misma idea de la prueba de la proposicio´n anterior.
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Observacio´n 3.1 Un cambio de coordenadas del tipo z = w +H (w) es llamado pertu-
bacio´n de la identidad.
La Proposicio´n 3.2.1 y su corolario nos dice que H (w) es un campo polinomial de grado
r; el cambio de coordenadas z = w + Q(r) (w) transforma el cambio polinomial Z(r) (w)
en
[
Z(r) (w)−
(
Q
′
(r) (w)Aw − AQ(r) (w)
)]
y deja invariante a Z(2), ..., Z(r−1). Es decir si
queremos que la ecuacio´n transformada no posea te´rminos de grado r, necesitamos elegir
un apropiado Q(r) (w) ∈ H
n
r [[w1, w2, ..wn]] , (r > 1) .
Definicio´n 3.3 Dada A ∈ Cn×n y r > 1 definimos:
LA : H
n
r [[z1, z2, ..zn]] −→ H
n
r [[z1, z2, ..zn]]
Qr (z) −→ LA (Qr (z))
donde LA
(
Q(r) (z)
)
= Q
′
(r) (z)Az − AQ(r) (z) ; z = (z1, z2, .., zn)
Hr [[z1, z2, .., zn]] es un C- espacio vectorial generado por {zα; |α| = r} , α = (α1, α2, .., αn)
De esta manera Hnr [[z1, z2, .., zn]] es un C-espacio vectorial cuya base es dada por
{zαes ; |α| = r, s = 1, 2, ..., n}; donde es es el vector cano´nico de Cn. Es facil verfificar
que LA es una transformacio´n lineal H
n
r [[z1, z2, .., zn]] en H
n
r [[z1, z2, .., zn]].
Lema 3.1 Si A ∈ Cn×n es una matriz diagonal entonces la matriz asociada a la trans-
formacion linal LA : H
n
r [[z1, z2, ..zn]] −→ H
n
r [[z1, z2, ..zn]] tambien es diagonal.Los au-
tovectores de LA son los monomios z
αes, y sus autovalores dependen linealmente de los
autovalores de A, es decir:
LAz
αes = [〈α, λ〉 − λs] z
αes
donde λ1, ...λn son los autovalores de A y 〈α, λ〉 =
∑
αjλj
Prueba: Como A ∈ Cn×n es matriz diagonal con autovalores λ1, ...λn, tenemos que:
λ1 0 · · · 0
0 λ2 · · · · · ·
...
...
. . .
...
0 · · · 0 λn

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Por definicio´n:
LA (z
αes) = (z
αes)
′
A (z)− A (zαes) ; |α| = r, s = 1, .., n
(zαes)
′
A (z) =

0 0 · · · 0
...
...
...
...
α1
z1
zα α2
z2
zα · · · αn
zn
zα
...
...
...
...
0 0 0 0


λ1z1
...
λszs
...
λnzn

=

0
...
(α1λ1 + ...+ αnλn) z
α
...
0

= 〈α, λ〉 zαes
Por otro lado tenemos, A (zαes) = z
α (Aes) = z
αλses = λsz
αes
Luego reemplazamos y tenemos:
LA (z
αes) = 〈α, λ〉 z
αes − λsz
αes = [〈α, λ〉 − λs] z
αes
Como {zαes |α| = r, s = 1, 2, ..., n} es una base de H
n
r [[z1, z2, ..zn]], se sigue que la
matriz asociada a la transformacio´n lineal LAes diagonal.
Observacio´n 3.2 Si todos los autovalorees de LA son diferentes de cero, entonces es
inversible.
Corolario 3.2 Si A ∈ Cn×nes una matriz diagonal cuyos autovalores son no resonantes
entonces la transformacio´n lineal
LA : H
n
r [[z1, z2, ..zn]] −→ H
n
r [[z1, z2, ..zn]]
es inversible para todo r > 1.
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Prueba: Sea S (z) ∈ Hnr [[z1, z2, ..zn]] S (z) =
∑
|α|=r
n∑
i=1
aα,sz
αes
LAS(z) =
∑
|α|=r
n∑
i=1
LA(aα,sz
αes)
LAS(z) =
∑
|α|=r
n∑
i=1
(〈α, λ〉 − λs)aα,sz
αes
Los autovalores son no resonantes entonces 〈α, λ〉 − λs 6= 0. Existe L
−1
A tal que:
L−1A S(z) =
∑
|α|=r
n∑
i=1
aα,s
(〈α, λ〉 − λs)
zαes
Corolario 3.3 Si A ∈ Cn×nes una matriz diagonalizable y sus autovalores no presentan
resonancias de orden r ≥ 2 entonces dado Pr ∈ H
n
r [[z1, z2, ..zn]] existe una u´nica solucio´n
Qr ∈ H
n
r [[z1, z2, ..zn]] de la ecuacio´n
LA (Qr (z)) = Pr (z)
para todo r > 1.
Prueba: Sea S(z) ∈ Hnr [[z1, z2, ..zn]]. Como
LAL
−1
A S(z) =
∑
|α|=r
n∑
i=1
(〈α, λ〉 − λs)aα,sz
αes = S(z)
L−1A LAS(z) = L
−1
A
∑
|α|=r
n∑
i=1
(〈α, λ〉 − λs)aα,sz
αes = S(z).
Por tanto LA es biyectivo por lo tanto sobreyectivo entonces dado un Pr ∈ H
n
r [[z1, z2, ..zn]]
existe un Qr ∈ H
n
r [[z1, z2, ..zn]] tal que:
LA (Qr (z)) = Pr (z)
3.3. Dominio de Poincare´ y Siegel en Cn
Consideremos el espacio complejo n-dimensional
Cn = {λ = (λ1, ..., λn) ;λj ∈ C, ∀ 1 ≤ j ≤ n}
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estamos considerando Cn como el conjunto formado por todas las posibles n-uplas de
autovalores de A ∈ Cn×n, donde A es cualquier matriz compleja cuadrada de orden n.
Definicio´n 3.4 Dados s ∈ {1, ..., n} y m = (m1, ..,mn) ∈ Nn, definimos el conjunto
Hs,m =
{
(λ1, ..., λn) ∈ C
n;λ(s) = 〈m,λ〉 ,
n∑
j=1
mj ≥ 2,mj ≥ 0
}
que es llamado el plano resonante.
Observe que haciendo variar m y el indice s, se obtiene un conjunto numerable de planos
resonantes.
Definicio´n 3.5 Una n-upla λ de autovalores de A ∈ Cn×n pertenece al dominio de
Poincare´, si la capsula convexa formada por los n-autovalores λ1, ...λn en el plano com-
plejo no contiene al cero.
Definicio´n 3.6 Una n-upla λ de autovalores de A ∈ Cn×n pertenece al dominio de
Siegel, si la capsula convexa formada por los n-autovalores λ1, ...λn en el plano complejo
contiene al cero.
Teorema 3.1 Asumamos que la n-upla λ = (λ1, ..λn) de autovalores de A ∈ Cn×n per-
tenece al Dominio de Poincare´. Cada punto del dominio de Poincare´ satisface no mas
un nu´mero finito de relaciones resonantes λs = 〈m,λ〉 ; m ∈ Nn , |m| ≥ 2 y tiene una
vecindad que no intersecta los otros planos resonantes.
Prueba: En el plano de nu´meros complejos existe una recta L ,que pasa por el origen de
tal manera que la capsula convexa formada por los autovalores de A ∈ Cn×n no contiene
al cero y no intersecta a la recta L. Sea L⊥ la recta ortogonal de L. Consideremos las
proyecciones ortogonales de los autovalores sobre L⊥, que se encuentra a una distancia
d > 0, del plano de nu´meros complejos. Por una rotacio´n de coordenadas adecuada
hacemos que la recta L es el eje Y y la recta L⊥ es el eje X.
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Observe que todos los autovalores tienen parte real positiva. Dado λ = (λ1, ..., λn) ∈ DP
sea ProyX (AutA) = [a, b] ; a > 0, b > 0 a ≤ ProyXλj ≤ b; ∀1 ≤ j ≤ n. Sea
λj = (αj, βj) , a ≤ αj, ∀1 ≤ j ≤ n
〈m,λ〉 =
(
m∑
j=1
mjαj,
m∑
j=1
mjβj
)
: m ∈ Nn
Entonces ProyL⊥ 〈m,λ〉 = ProyX 〈m,λ〉 =
∑m
j=1mjαj
Afirmamos:
ProyX 〈m,λ〉 > ProyXλj; para cada 1 ≤ j ≤ n,m ∈ Nn, |m| ≥ N donde N es suficiente-
mente grande.
En Efecto: Como a > 0 y b > 0 entonces existe N ∈ N talque Na > b
n∑
j=1
amj ≤
n∑
j=1
mjαj
entonces: a |m| ≤ ProyX 〈m,λ〉 como b < aN ≤ a |m|, tenemos que:ProyX 〈m,λ〉 > b ;
sabemos que ProyXλj ≤ b para cada 1 ≤ j ≤ n luego: ProyX 〈m,λ〉 > ProyXλj; para
cada 1 ≤ j ≤ n ; m ∈ Nn, |m| ≥ N . Concluimos que si existe j ∈ {1, .., n} tal que
λj = 〈m,λ〉 ; m ∈ N
n, |m| ≥ N entonces ProyX 〈m,λ〉 = ProyXλj, m ∈ Nn, |m| ≥
N (contradicion) .
Veamos ahora que tiene una vecindad que no intersecta a los otros planos resonantes.
UNMSM FCM 49
Dado ǫ > 0 ; definimos Lǫ = ∪Bǫ (x) ; x ∈ CapA.
Afirmacio´n: Lǫ es convexo.
En efecto: Sean p,q∈ Lǫ entonces:
p ∈ Bǫ (x) ; x ∈ CapA
p ∈ Bǫ (y) ; y ∈ CapA
Sea z = (1− t) x+ ty ∈ CapA; para t ∈ [0, 1]:
|(1− t) p+ tq − z| = |(1− t) (p− x) + t (q − y)|
≤ (1− t) |p− x|+ t |q − y|
< (1| − t) ǫ+ tǫ
= ǫ
Entonces (1− t) p+ tq ∈ Bǫ (z); para cada t ∈ [0, 1]
(1− t) p+ tq ∈ Lǫ; para cada t ∈ [0, 1].
Afirmacio´n: ProyXCapA = [a, b] entonces ProyXLǫ ⊂ 〈a− ǫ, b+ ǫ〉
En Efecto:
Sea p ∈ Lǫ Entonces existe x ∈ CapA tal que p ∈ Bǫ (x)
|Rep−Rex| ≤ |p− x| < ǫ
Para cada λ ∈ CapA a ≤ ProyXλ ≤ b ProyXλ = Reλ por lo tanto a ≤ Reλ ≤ b; para
cada λ ∈ CapA tenemos −ǫ+Rex < Rep < Rex+ ǫ x ∈ CapA
Por lo tanto: a− ǫ ≤ Rex− ǫ ≺ Rep ≺ ǫ+Rex ≺ ǫ
De ahi tenemos que a− ǫ < Rep < ǫ+ b; p ∈ Lǫ, esto prueba finalmente que ProyXLǫ ⊂
〈a− ǫ, b+ ǫ〉.
Afirmacio´n: |βi − λi| < ǫ; para cada 1 ≤ i ≤ n entonces Capβ1,...,βn ⊂ Lǫ
En efecto:
Sea β ∈ CapA entonces β = t1β1 + ...+ tnβn ; ti ≥ o ,
∑n
i=1 ti = 1
Sea x ∈ CapA; x = t1λ1 + ...+ tnλn y |βi − λi| < ǫ
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|β − x| = |t1 (β1 − λ1) + ...+ tn (βn − λn)|
≤ t1 |β1 − λ1|+ ...+ tn |βn − λn|
< t1ǫ+ ...+ tnǫ
= ǫ
entonces β ∈ Bǫ (x) , luego β ∈ Lǫ
De las afirmaciones tenemos :
|βi − λi| < ǫ; para cada 1 ≤ i ≤ n entonces Capβ1,...,βn ⊂ Lǫ
Entonces ProyXCapβ1,...,βn ⊂ ProyXLǫ ⊂ 〈a− ǫ, b+ ǫ〉
Afirmacio´n: Si β = (β1, ..., βn) ∈ DP tal que |βi − λi| < ǫ; para cada 1 ≤ i ≤ n
entonces β /∈ Hj,m para ningun m ∈ Nn , |m| ≥ N .
En efecto:
Sea βi = (αi, χi); para cada 1 ≤ i ≤ n entonces:
a− ǫ < ProyXβi < b+ ǫ ; tomemos ǫ <
Na−b
N+1
Si m = (m1, ...,mn) ∈ N
n , |m| ≥ N
ProyX 〈m, β〉 =
n∑
i=1
miαi >
n∑
i=1
mi (a− ǫ) = |m| (a− ǫ) ≥ N (a− ǫ) > b+ ǫ.
Supongamos que existe i ∈ {1, .., n} y existe m ∈ Nn, |m| ≥ N tal que β ∈ Hi,m entonces:
βi = 〈m, β〉 ; |m| ≥ N luego ProyXβi = ProyX 〈m, β〉 > b+ǫ lo que es una contraddiccio´n
Por lo tanto queda probado que β /∈ Hi,m
Teorema 3.2 Asumamos que la n-upla λ = (λ1, ..λn) de autovalores de A ∈ Cn×n per-
tenece al Dominio de Siegel Dado λ = (λ1, ...λn) en el Dominio de Siegel y dado ǫ > 0,
existe un plano resonante H tal que dist (λ,H) < ǫ.
PRUEBA: Una demostracio´n de este resultado se puede encontrar en [1]
Cap´ıtulo 4
Teorema Normalizacio´n
Poincare´-Dulac en Cn
4.1. Preliminares
En el contexto de la seccio´n 1.5 denotaremos por:
C [[Z1, ..., Zn]] =
f = ∑
|α|≥1
aαZ
α; aα ∈ C; f es una serie formal

Cn [[Z1, ..., Zn]] =
F =
∑
|α|≥1
a1αZ
α, ...,
∑
|α|≥1
anαZ
α
 ; aiα ∈ C; F es una serie (vector) formal

De ahora en adelante vamos a utilizar z1, z2, ..., zn en vez de Z1, Z2, ..., Zn.
Definicio´n 4.1 El operador mayorante es un operador no lineal que actu´a sobre las
series formales y series (vector) formales reemplazando todos los coeficientes por sus
mo´dulos.
M : Cn [[z1, z2, ..., zn]] −→ C
n [[z1, z2, ..., zn]]
para n=1
M :
∑
|α|≥1
cαz
α −→
∑
|α|≥1
|cα|z
α
para n>1
M :
∑
|α|≥1
a1αz
α,
∑
|α|≥1
a2αz
α, ...,
∑
|α|≥1
anαz
α
 −→
∑
|α|≥1
∣∣a1α∣∣ zα,∑
|α|≥1
∣∣a2α∣∣ zα, ...,∑
|α|≥1
|anα| z
α

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Definicio´n 4.2 La norma mayorante ρ ‖.‖ρ sobre el espacio de las series formales
C [[z1, z2, ..., zn]] definido como:
‖f‖ρ =Mf(ρ, ρ, ..., ρ) <∞.
Denotemos por Bρ al conjunto de todas las series formales que tiene norma mayorante
finita, es decir
Bρ =
{
f ∈ C [[z1, z2, ..., zn]] ; ‖f‖ρ <∞
}
.
No es dif´ıcil probar que Bρ es un subespacio.
Observacio´n: Sea f (z) =
∑
|α|≥0
aαz
α ∈ C [[z1, z2, ..., zn]], f se puede escribir como
f (z) =
∑
n≥0
fn (z) donde fn (z) =
∑
|α|=n
aαz
α es un polinomio homoge´neo de grado n.
‖f‖ρ =
∥∥∥∥∥∥
∑
n≥0
∑
|α|=n
aαz
α
∥∥∥∥∥∥
ρ
=
∑
n≥0
∑
|α|=n
|aα| ρ
α
 =∑
n≥0
‖fn‖ρ
Definicio´n 4.3 La norma mayorante ρ ‖·‖ρ sobre el espacio de las series (vector) for-
males Cn [[z1, z2, ..., zn]] es definido como:
‖F‖ρ = ‖F1‖ρ + ‖F2‖ρ + ...+ ‖Fn‖ρ
para F (z) = (F1 (z) , F2 (z) , ..., Fn (z)) =
∑
|α|≥1
a1αz
α,
∑
|α|≥1
a2αz
α, ...,
∑
|α|≥1
anαz
α
 .
Denotemos por Bρ al conjunto de campos formales que tiene norma mayorante finita, es
decir
Bρ =
{
F (z) ∈ Cn [[z1, z2, ..., zn]] ; ‖F‖ρ <∞
}
No es dif´ıcil probar que Bρ es un subespacio.
Proposicio´n 4.1 El espacio Bρ con norma ‖·‖ρ es completo.
Prueba: Primero probemos Bρ con norma ‖·‖ρ es completo. Previamente recordemos el
espacio l1
l1 =
{
x = (xi)
∞
i=1 ; xi ∈ C ∧
∞∑
i=1
|xi| <∞
}
.
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Se define la norma en l1
|x| =
∞∑
i=1
|xi| .
Se demuestra que l1 es completo con la norma |·|. La demostracio´n la puede encontrar
en [8].
Por otro lado consideremos una biyeccio´nψ : Nn = N× N× ...× N→ N biyeccio´n.
Para α = (α1, α2, .., αn) ∈ Nn existe un βi ∈ N tak que ψ (α) = βi entonces α = ψ−1 (βi).
Dado f ∈ C [[z1, z2, ..., zn]] entonces f (z1, z2, ..., zn) =
∑
|α|≥1
aαz
α
Para (z1, z2, ..., zn) = (1, 1, ..., 1) tenemos:
f (1, 1, ..., 1) =
∑
|α|≥1
aα =
∑
i∈N
aψ−1(βi)
(∑
i∈N
∣∣aψ−1(βi)∣∣ <∞
)
. De f (1, 1, ..., 1) se tiene la
sucesio´n infinita
(
aψ−1(β1), aψ−1(β2), ..., aψ−1(βn), ...
)
.
Si ρ = 1, sea la funcio´n Φ definida:
Φ : B1 −→ l1
f → Φ (f) =
(
aψ−1(β1), aψ−1(β2), ..., aψ−1(βn), ...
)
.
Sea f, g ∈ B1 y λ ∈ C entonces:
f (z1, ..., zn) =
∑
|α|≥1
aαz
α y g (z1, ..., zn) =
∑
|α|≥1
bαz
α
(f + g) (z1, ..., zn) =
∑
|α|≥1
(aα + bα) z
α y (λf) (z1, ..., zn) =
∑
|α|≥1
(λaα) z
α
Evaluando en (z1, ..., zn) = (1, ..., 1)
f (1, ..., 1) =
∑
|α|≥1
aα =
∑
i∈N
aψ−1(βi), se tiene la sucesio´n infinita
(
aψ−1(β1), ..., aψ−1(βn), ...
)
g (1, ..., 1) =
∑
|α|≥1
bα =
∑
i∈N
bψ−1(βi), se tiene la sucesio´n infinita
(
bψ−1(β1), ..., bψ−1(βn), ...
)
(f + g) (1, ..., 1) =
∑
|α|≥1
(aα + bα) =
∑
|α|≥1
aα+
∑
|α|≥1
bα, esta igualdad se cumple ya que cada
serie es absolutamente convergente por lo tanto convergente.
(f + g) (1, ..., 1) =
∑
i∈N
aψ−1(βi)+
∑
i∈N
bψ−1(βi) =
∑
i∈N
(
aψ−1(βi) + bψ−1(βi)
)
se tiene la sucesio´n
infinita
(
aψ−1(β1) + bψ−1(β1), aψ−1(β2)bψ−1(β2), ...
)
=
(
aψ−1(β1), aψ−1(β2), ...
)
+
(
bψ−1(β1), bψ−1(β2), ...
)
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(λf) (1, ..., 1) =
∑
|α|≥1
λaα = λ
∑
|α|≥1
aα = λ
∑
i∈N
aψ−1(βi) =
∑
i∈N
λaψ−1(βi) se tiene la sucesio´n
infinita
(
λaψ−1(β1), λaψ−1(β2), ..., λaψ−1(βn), ...
)
= λ
(
aψ−1(β1), aψ−1(β2), ..., aψ−1(βn), ...
)
.
Que cumple:
Φ (f + g) =
(
aψ−1(β1) + bψ−1(β1), aψ−1(β2)bψ−1(β2), ...
)
= Φ(f) + Φ (g)
Φ (λf) =
(
λaψ−1(β1), λaψ−1(β2), ...
)
= λΦ (f)
Φ (f) = 0↔
(
aψ−1(β1), ...
)
= (0, 0, ...)↔ aψ−1(βi) = 0; i = 1, 2, .., n↔ f ≡ 0.
Sea (c1, c2, ...) ∈ l1 tal que
∑
i∈N
|ci| <∞. Como ∃ψ : Nn → N biyeccio´n . Dado i ∈ N
∃ αi = (αi1, ..., α
i
n) ∈ N
n tal que ψ (αi) = i entonces αi = ψ−1 (i) y |αi| ≥ 1. Sea la
serie formal f (z1, ..., zn) =
∑
|αi≥1|
cαiz
αi tal que
∑
|αi≥1|
|cαi | =
∑
i∈N
|ci| <∞.
Por lo tanto es Φ sobreyectiva.
Como l1 es de Banach y Φ es un isomorfismo entonces B1 es de Banach. Para el caso
general para un ρ arbitrario, definimos la funcio´n Ω.
Ω : B1 −→ Bρ
f → Ω (f) = f (ρz)
Que cumple:
Ω (f + g) (z) = (f + g) (ρz) = Ω (f) (z) + Ω (g) (z)
Ω (λf) (z) = (λf) (ρz) = λΩ (f) (z)
Ω (f) (z) = 0 ↔ f (ρz) = 0 ↔ f (ρz1, ..., ρzn) =
∑
|α|≥1
aα(ρz1)
α1 ...(ρzn)
αn = 0 ↔
f (ρz1, ..., ρzn) =
∑
|α|≥1
aαρ
|α|≥1zα ↔ ρ|α|≥1
∑
|α|≥1
aαz
α = 0↔ f = 0
Sea f˜ ∈ Bρ → sea f (z) = f˜
(
z
ρ
)
→ Ω (f) (z) = f˜ (ρz)
Como B1 es de Banach y Ω es un isomorfismo entonces Bρ es de Banach.
Lema 4.1 Bρ con norma ‖.‖ρ es completo.
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Prueba: Sea (Fm) ⊆ Bρ una sucesio´n de Cauchy ∀ǫ > 0 , ∃k0 ∈ N tal que k, r > k0
‖Fk − Fr‖ρ < ǫ
‖F ik − F
i
r‖ρ < ‖(F
1
k , F
2
k , ..., F
n
k )− (F
1
k , F
2
k , ..., F
n
k )‖ρ = ‖Fk − Fr‖ρ < ǫ
(F im) ∈ Bρ es de cauchy → ∃F
i ∈ Bρ.
Por lo tanto ∀ǫ > 0 , ∃si ∈ N tal que m > si →
∥∥F isi − F i∥∥ρ < ǫn ; ∀1 ≤ i ≤ n tomemos
s = max {s1, s2, .., sn} ; ‖F
i
s − F
i‖ρ < ǫ/n.
Entonces ∀ǫ > 0 ; m > s ‖Fm − F‖ρ = ‖(F
1
m, F
2
m, ..., F
n
m)− (F
1, F 2, ..., F n)‖ρ
= ‖F 1m − F
1‖ρ − ‖F
2
m − F
2‖ρ − ... ‖F
n
m − F
n‖ρ < ǫ/n+ ǫ/n+ ...+ ǫ/n = ǫ.
Por tanto Bρ con norma ‖.‖ρ es completo.
Para los siguientes ca´lculos veamos las siguientes definiciones.
Sean a = (a1, a2, ..., an) , b = (b1, b2, ..., bn) ∈ Rn
Definimos a ≤ b si y so´lo si ai ≤ bi; ∀i ∈ {1, 2, ..., n}
Sean f (z) =
∑
|α|≥1
aαz
α, g (z) =
∑
|α|≥1
bαz
α ∈ C [[z]] con coeficientes positivos.
Definimos f ≤ g si y so´lo si aα ≤ bα; ∀α ∈ Nn
Sean F (z) = (F1, F2, ..., Fn) (z), G (z) = (G1, G2, .., Gn) (z) ∈ Cn [[z]] con coeficien-
tes positivos.
Definimos F ≤ G si y so´lo si Fi ≤ Gi; ∀i ∈ {1, 2, ..., n}
Sea F (z) ∈ Cn [[z]] con coeficientes no negativos. Sean a, b ∈ Rn
Definimos F (a) ≤ F (b) si y so´lo si a ≤ b.
Sea α = (α1, ..., αn) ∈ Nn. Definimos en operador Dα
Dα =
∂|α|
∂zα11 ...∂z
αn
n
: C [[z1, z2, ..., zn]] −→ C [[z1, z2, ..., zn]]
∑
|α|≥0
aαz
α −→ Dα
∑
|α|≥0
aαz
α =
∑
|α|≥0
aαD
αzα
Sea f (z) ∈ C [[z1, z2, ..., zn]] su expansio´n es
f (z) =
∑
|α|≥0
Dαf (0) zα; z = (z1, z2, ..., zn)
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Sea g (z) , h (z) ∈ C [[z1, z2, ..., zn]] la derivada del producto es
Dα (gh) =
∑
|β|≤|α|
(
α
β
)
Dα−βgDβh
Lema 4.2 Se cumplen las siguientes propiedades:
1. Para dos series f(z) , g (z) ∈ C [[z1, z2, ..., zn]] y para algu´n ρ
‖fg‖ρ ≤ ‖f‖ρ ‖g‖ρ
donde todas las normas son finitas.
2. Si f (z) ∈ C [[z1, z2]] y G (z) = (g1, g2) (z) ∈ C2 [[z1, z2]] entonces se cumple
M (foG) ≤ ((Mf) o (MG))
3. Si F (z) ∈ C [[z1, z2, ..., zn]] y G (z) = (g1, ..., gn) (z) ∈ Cn [[z1, z2, ..., zn]] entonces se
cumple
M (FoG) ≤ ((MF ) o (MG))
4. Si G (z) , G (z) ∈ Cn [[z1, z2, ..., zn]] dos series formales entonces para la composicio´n
tenemos
‖F ◦G‖ρ ≤ ‖F‖σ , donde σ = ‖G‖ρ
Prueba.
1. Sea
f (z) =
∑
|α|≥0
aαz
α y g (z) =
∑
|β|≥0
bβz
β
f y g se puede escribir como :
f =
∑
n≥0
fn y g =
∑
n≥0
gn. Donde fn =
∑
|α|=n
aαz
α y gn =
∑
|α|=n
bαz
α
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Afirmacio´n: ‖fmgs‖ρ ≤ ‖fm‖ρ ‖gs‖ρ.
En efecto:
Sea fm =
∑
|α|=m
aαz
α empezemos suponiendo que gs so´lo tiene dos te´rminos gs =(
bIz
I + bJz
J
)
tal que I 6= J y |I| = |J | = s.
Donde todas las n-uplas α + I son diferentes dos a dos y las n-uplas α + J son
diferentes dos a dos disjuntas tal que |α + I| = m + s y |α + J | = m + s. Se
agrupara´ los te´rminos homoge´neos y se tendra´:
∥∥fm (bIzI + bJzJ)∥∥ρ =
∥∥∥∥∥∥
∑
|α|=m
aαbIz
α+I +
∑
|α|=m
aαbJz
α+J
∥∥∥∥∥∥
ρ
=
∥∥∥∥∥∥
∑
|α|=m+s
(aα−IbI + aα−JbJ) z
α +
∑
|α|=m+s
aαz
α
∥∥∥∥∥∥
ρ
=
∑
|α|=m+s
|aα−IbI + aα−JbJ | ρ
α +
∑
|α|=m+s
|aα| ρ
α
≤
∑
|α|=m+s
|aα−IbI |+ |aα−JbJ | ρ
α +
∑
|α|=m+s
|aα| ρ
α
=
∑
|α|=m
|aα| ρ
α
(
|bI | ρ
I + |bJ | ρ
J
)
= ‖fm‖ρ ‖gs‖ρ
Para gs en general gs =
∑
|α|=s
bαz
α en el producto de fmgs agrupando los te´rminos
homoge´neos de manera ana´loga al caso particular y aplicando la definicio´n de ‖.‖ρ
y la desigualdad triangular seguira´ que:
‖fmgs‖ρ ≤ ‖fm‖ρ ‖gs‖ρ
Luego:
‖fg‖ρ =
∥∥∥∥∥∑
m≥o
(
m∑
j=0
fm−jgj
)∥∥∥∥∥
ρ
=
∑
m≥o
∥∥∥∥∥
(
m∑
j=0
fm−jgj
)∥∥∥∥∥
ρ
≤
∑
m≥o
m∑
j=0
‖fm−jgj‖ρ
≤
∑
m≥o
m∑
j=0
‖fm−j‖ρ ‖gj‖ρ =
(∑
n≥o
‖fn‖ρ
)(∑
n≥o
‖gn‖ρ
)
= ‖f‖ρ ‖g‖ρ
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2. Sea f (z) =
∑
|α|≥0
1
α!
Dαf (0) zα y gi (z) =
∑
|α|≥0
1
α!
Dαgi (0) z
α para i ∈ {1, 2}
s (z) = (fo (g1, g2)) (z) =
∑
|α|≥0
1
α!
Dαf (0)
∑
|α|≥0
1
α!
Dαg1 (0) z
α
α1 ∑
|α|≥0
1
α!
Dαg2 (0) z
α
α2
s (z) =
∑
|α|≥0
1
α!
Dαs (0) zα
r (z) =MFoMG (z) =
∑
|α|≥0
∣∣∣∣ 1α!Dαf (0)
∣∣∣∣
∑
|α|≥0
∣∣∣∣ 1α!Dαg1 (0)
∣∣∣∣ zα
α1 ∑
|α|≥0
∣∣∣∣ 1α!Dαg2 (0)
∣∣∣∣ zα
α2
r (z) =
∑
|α|≥0
1
α!
Dαr (0) zα
Afirmacio´n: M (s) ≤ r es decir
∣∣ 1
α!
Dαs (0)
∣∣ ≤ 1
α!
Dαr (0); ∀α ∈ N2.
En efecto:
Para α = 0
1
α!
Dαs (z) = s (z)
1
α!
Dαs (0) = s (0) =
∑
|α|≥0
1
α!
Dαf (0) (g1 (0))
α1 (g2 (0))
α2
∣∣∣∣ 1α!Dαs (0)
∣∣∣∣ =
∣∣∣∣∣∣
∑
|α|≥0
1
α!
Dαf (0) (g1 (0))
α1 (g2 (0))
α2
∣∣∣∣∣∣
Por otro lado:
1
α!
Dαr (z) = r (z)
1
α!
Dαr (0) = r (0) =
∑
|α|≥0
∣∣∣∣ 1α!Dαf (0)
∣∣∣∣ (|g1 (0)|)α1 (|g2 (0)|)α2 .
Por lo tanto: Para α = 0
∣∣ 1
α!
Dαs (0)
∣∣ ≤ 1
α!
Dαr (0). Para α = (1, 0)
1
α!
Dαs (z) =
∑
|α|≥0
1
α!
Dαf (0)D(1,0) [(g1)
α1 (g2)
α2 ] ,
donde:
D(1,0) [(g1)
α1 (g2)
α2 ] =
(
(1, 0)
(0, 0)
)
D(1,0) (g1)
α1 D(0,0) (g2)+
(
(1, 0)
(1, 0)
)
D(0,0) (g1)
α1 D(1,0) (g2)
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= α1
∑
|α|≥0
1
α!
Dαg1 (0) z
α
α1−1∑
|α|≥0
1
α!
Dαg1 (0)α1z
α1−1
1 z
α2
2
 g2
+g1α2
∑
|α|≥0
1
α!
Dαg2 (0) z
α
α2−1∑
|α|≥0
1
α!
Dαg2 (0)α1z
α1−1
1 z
α2
2

∣∣∣∣ 1α!Dαs (0)
∣∣∣∣ =∣∣∣∣∣∣
∑
|α|≥0
1
α!
Dαf (0)
[
α1 (g1 (0))
α1+1
(
D(1,0)g1 (0)
)
g2 (0) + g1 (0)α2 (g2 (0))
α2−1
(
D(1,0)g2 (0)
)]∣∣∣∣∣∣
Por otro lado:
1
α!
Dαr (z) =
∑
|α|≥0
∣∣∣∣ 1α!Dαf (0)
∣∣∣∣D(1,0) [(Mg1)α1 (Mg2)α2 ]
1
α!
Dαr (0) =
∑
|α|≥0
∣∣∣∣ 1α!Dαf (0)
∣∣∣∣ [α1 (|g1 (0)|)α1−1 (D(1,0) |g1 (0)|) |g2 (0)|+ |g1 (0)|α2 (|g2 (0)|)α2−1 (D(1,0) |g2 (0)|)]
Por lo tanto: Para α = (1, 0)
∣∣ 1
α!
Dαs (0)
∣∣ ≤ 1
α!
Dαr (0)
Veamos en general la prueba sea α ∈ N2∣∣∣∣ 1α!Dαs (0)
∣∣∣∣ ≤ 1α!Dαr (0)
O que es lo mismo probar
|Dαs (0) | ≤ Dαr (0)
Antes probemos la siguiente afirmacio´n
Afirmacio´n:
|Dαgv1 |(0) ≤ Dα(Mg)v1(0) ∀α ∈ N2, ∀v1 ∈ N. (4.1)
En efecto: Por induccio´n sobre v1 ∈ N
v1 = 1
g =
∑
|β|≥0
gαz
β
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Mg =
∑
|β|≥0
|gβ|z
α
Se tiene |Dαg|(0) = |gα| y D
αMg(0) = |gα|
Supongamos se cumple para un v1 ∈ N es decir |Dαgv1 |(0) ≤ Dα(Mg)v1(0)
Veamos para v1 + 1
|Dαgv1+1|(0) = |Dαgv1g|(0)
= |
∑
β≤α
(
α
β
)
Dα−βgv1Dβg|(0)
≤
∑
β≤α
(
α
β
)
|Dα−βgv1 |(0)|Dβg|(0)
Por hipotesis
≤
∑
β≤α
(
α
β
)
Dα−β(Mg)v1(0)Dβ(Mg)(0)
= Dα(Mg)α(Mg)(0)
= Dα(Mg)v1+1.
Ahora veamos la prueba en general: En efecto
|Dαs (0) | = |
∑
|v|≥0
Dvf (0)Dα(gv11 g
v2
2 ) (0) |
≤
∑
|v|≥0
|Dvf (0) ||Dα(gv11 g
v2
2 ) (0) |
=
∑
|v|≥0
|Dvf (0) ||
∑
β≤α
(
α
β
)
Dα−βgv11 (0)D
βgv22 (0)|
≤
∑
|v|≥0
|Dvf (0) |
∑
β≤α
(
α
β
)
|Dα−βgv11 (0)D
βgv22 (0)|
=
∑
|v|≥0
|Dvf (0) |
∑
β≤α
(
α
β
)
|Dα−βgv11 (0)||D
βgv22 (0)|
Por (4.1)
≤
∑
|v|≥0
|Dvf (0) |
∑
β≤α
(
α
β
)
Dα−β(Mg1)
v1(0)Dβ(Mg2)
v2(0)
=
∑
|v|≥0
|Dvf (0) |Dα((Mg1)
v1(Mg2)
v2) (0) = Dαr(0).
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3. Antes de ver la prueba veamos la siguiente afirmacio´n
Afirmacio´n:
|Dα(gv11 g
v2
2 ..g
vn
n )|(0) ≤ D
α(Mg1)
v1(Mg2)
v2 ..(Mgn)
vn(0) ∀vi ∈ N (4.2)
En efecto: Por induccio´n sobre n
n=1; Por (4.1) se tiene
|Dαgv11 |(0) ≤ D
α(Mg1)
v1(0).
Supongamos que se cumple para un n es decir
|Dα(gv11 g
v2
2 ..g
vn
n )|(0) ≤ D
α(Mg1)
v1(Mg2)
v2 ..(Mgn)
vn(0).
Veamos para n+ 1
|Dα(gv11 ..g
vn
n g
vn+1
n+1 )|(0) = |D
α(gv11 ..g
vn
n )(g
vn+1
n+1 )|(0)
= |
∑
β≤α
(
α
β
)
Dα−β(gv11 g
v2
2 ..g
vn
n )D
β(g
vn+1
n+1 )|(0)
≤
∑
β≤α
(
α
β
)
|Dα−β(gv11 g
v2
2 ..g
vn
n )||D
β(g
vn+1
n+1 )|(0).
Por hipotesis
≤
∑
β≤α
(
α
β
)
Dα−β((Mg1)
v1(Mg2)
v2 ..(Mgn)
vn)(0)Dβ(Mgn+1)
vn+1(0)
= Dα((Mg1)
v1(Mg2)
v2 ..(Mgn)
vn)(Mgn+1)
vn+1)(0)
= Dα(Mg1)
v1(Mg2)
v2 ..(Mgn)
vn(Mgn+1)
vn+1)(0).
Ahora veamos la prueba de 3; siguiendo las notaciones de la prueba de 2
|Dαs()0| = |
∑
v≥0
Dvf(0)Dα(gv11 g
v2
2 ..g
vn
n )|(0)
≤
∑
v≥0
|Dvf(0)||Dα(gv11 g
v2
2 ..g
vn
n )|(0)
≤
∑
v≥0
|Dvf(0)|
∑
β≤α
(
α
β
)
|Dα−β(gv11 g
v2
2 ..g
vn−1
n−1 )|(0)|D
β(gvnn )|(0)
= Dαr(0).
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4. MG (ρ) = (MG1, ...,MGn) (ρ) = (MG1 (ρ) , ...,MGn (ρ)) = y ≤ σ = (σ1, ..., σn) ,
σi = ‖G‖ρ
‖FoG‖ρ = ‖F1oG‖ρ + ...+ ‖FnoG‖ρ ≤ ((MF1) o (MG))ρ + ...+ ((MFn) o (MG))ρ
=MF1 (y)+ ...+MFn (y) ≤MF1 (σ)+ ...+MFn (σ) = ‖F1‖σ+ ...+‖Fn‖σ = ‖F‖σ
Lema 4.3 Si A ∈ Mat (n,C) es una matriz diagonal de autovalores no resonantes en
el dominio de Poincare´ entonces el operador LA tiene inversa acotada en el espacio de
campos vectores con la norma mayorante.
Prueba.
LA : C
n [[z1, z2, ..., zn]] −→ C
n [[z1, z2, ..., zn]]∑
k,α
ckαz
αek −→
∑
k,α
ckα (< α, λ > −λk) z
αek.
Entonces: L−1A : C
n [[z1, z2, ..., zn]] −→ Cn [[z1, z2, ..., zn]]∑
k,α
ckαz
αek −→
∑
k,α
ckα
(< α, λ > −λk)
zαek
L−1A
(∑
k,α
ckαz
αek
)
=
∑
k,α
ckα
< α, λ > −λk
zαek∥∥∥∥∥L−1A
(∑
k,α
ckαz
αek
)∥∥∥∥∥
ρ
=
∥∥∥∥∥∑
α
c1α
(< α, λ > −λ1)
zα
∥∥∥∥∥
ρ
+ ...+
∥∥∥∥∥∑
α
c1α
(< α, λ > −λn)
zα
∥∥∥∥∥
ρ
≤
1
infα |< α, λ > −λk|
∥∥∥∥∥∑
α
c1αz
α
∥∥∥∥∥
ρ
+ ...+
∥∥∥∥∥∑
α
cnαz
α
∥∥∥∥∥
ρ

=
1
infα |< α, λ > −λk|
∥∥∥∥∥∑
k,α
ckαz
αek
∥∥∥∥∥
ρ
.
Entonces: ∥∥L−1A ∥∥ρ ≤ 1infk,α |< α, λ > −λk|
como los autovalores se encuentran en el dominio de Poincare´ se puede acotar por un
β > 0 por el Teorema 3.1 por lo tanto : entonces:∥∥L−1A ∥∥ρ ≤ 1infk,α |< α, λ > −λk| <∞
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Definicio´n 4.4 Sea F = (F1, F2, ..., F2) : Cn −→ Cn un campo holomorfo definido en
algu´n disco cerca al origen; F (0) = 0 El operador ARGUMENTO SHIFT es el
operador:
SF : C
n [[z]] −→ Cn [[z]]
h (z) −→ F (z + h (z))
SF actua sobre la serie (vector) h que no posee te´rmino independiente; h (0) = 0.
Consideremos el espacio de Banach Bρ indexado con el para´metro real ρ ∈ R+. Sea Bρ
un subespacio de Bσ, ∀ 0 < ρ < σ es natural considerar la inclusio´n idρσ : Bρ −→ Bσ que
es continua. Sea S un operador definido en todo espacio para un suficiente valor pequen˜o
ρ; consideremos una familia de operadores Sρ : Bρ −→ Bρ, vamos a omitir el sub´ındice
en la notacio´n Sρ = S.
NOTACIO´N:O (xn) =
∑
i≥n
aix
i; ai ∈ R
+
0
Definicio´n 4.5 El operador Sρ = S es una contraccio´n fuerte si:
1. ‖S (0)‖ρ = O (ρ
2) .
2. S es Lipschitz sobre la bola Aρ =
{
‖h‖ρ ≤ ρ
}
⊂ Bρ con la ρ−norma mayorante
para algu´n ρ con la constante de Lipschitz no mayor que O (ρ) .
Lema 4.4 Sea F : Cn −→ Cn es holomorfa cerca al origen tal que F (0) = 0 y
(
∂F
∂z
)
(0) =
0. Entonces el argumento de shift es una contraccio´n fuerte.
Prueba:
1. h = 0 y
(
∂F
∂z
)
(0) = 0
‖SF (0)‖ρ = ‖F (z)‖ρ =
∥∥∥∥∥∥
∑
|α|≥2
a1αz
α,
∑
|α|≥2
a2αz
α, ...,
∑
|α|≥2
anαz
α
∥∥∥∥∥∥
ρ
=
∥∥∥∥∥∥
∑
|α|≥2
a1αz
α
∥∥∥∥∥∥
ρ
+
∥∥∥∥∥∥
∑
|α|≥2
a2αz
α
∥∥∥∥∥∥
ρ
+...+
∥∥∥∥∥∥
∑
|α|≥2
anαz
α
∥∥∥∥∥∥
ρ
= O
(
ρ2
)
para ρ un suficientemente pequen˜o.
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2. Sea h,h ∈ Aρ = {‖h‖ ≤ ρ} ⊂ Bρ, dos campos de vectores.
g = SFh− SFh = F ◦ (id+ h)− F
(
id+ h
)
(4.3)
puede representar como:
g (z) =
∫ 1
0
(
∂F
∂z
)(
z + th (z) + (1− t)h (z)
) (
h (z)− h (z)
)
dz
por el Lema 4.2, desde que t ∈ [0, 1], tenemos:
‖g‖ρ ≤
∥∥∥∥(∂F∂z
)∥∥∥∥
σ
∥∥h− h∥∥
ρ
(4.4)
donde:
σ =
∥∥z + th (z) + (1− t)h (z)∥∥
ρ
≤ ‖z‖ρ +
∥∥th (z) + (1− t)h (z)∥∥
ρ
≤ ‖z‖ρ +max
(
‖h‖ρ ,
∥∥h∥∥
ρ
)
Donde ‖h‖ρ ≤ ρ,
∥∥h∥∥
ρ
≤ ρ entonces σ ≤ ρn+ ρ = (n+ 1) ρ
∂F
∂z
es una matriz cuyos te´rminos son de orden ≥ 1 por lo tanto aplicando la norma
de una matriz . ∥∥∥∥∂F∂z
∥∥∥∥
σ
≤ Cσ
∥∥∥∥∂F∂z
∥∥∥∥
σ
≤ C (n+ 1) ρ = O (ρ) (4.5)
De (4.3),(4.4) y (4.5) se tiene∥∥SFh− SFh∥∥ρ ≤ O (ρ) ∥∥h− h∥∥ρ . (4.6)
De esta manera queda probado el Lema.
En C [[z1, z2, ..., zn]] definimos el subconjunto m
m = {f ∈ C [[z1, z2, ..., zn]] ; f (0) = 0} =
∑
|α|≥1
cαz
α

Afirmacio´n: m es un ideal maximal.
En efecto: Sean f, g ∈m y λ ∈ C tal que f (z) =
∑
|α|≥1
cαz
α g (z) =
∑
|α|≥1
dαz
α
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(f + g) (z) = f (z) + g (z) =
∑
|α|≥1
cαz
α +
∑
|α|≥1
dαz
α =
∑
|α|≥1
(cα + dα) z
α ∈m
Sea r (z) ∈ C [[z]], f (z) =
∑
|α|≥1
cαz
α ∈m
(rf) (z) = r (z) f (z) = r (z)
∑
|α|≥1
cαz
α; (rf) (0) = r (0) f (0) = 0 entonces rf ∈m.
Por tanto m es un ideal en C [[z]]. Adema´s, es un ideal maximal, pues si un ideal U
contiene a m y U 6= C [[z]], entonces hay una funcio´n g (z) =
∑
|α|≥1
dαz
α ∈ U g (z) /∈ m.
Como g (z) /∈m, g (0) = β 6= 0. Entonces h (z) = g (z)−β es tal que h (0) = g (0)−β = 0,
luego h (z) ∈m ⊂ U . Pero g (z) esta´ tambie´n en U ; luego β = g (z)− h (z) ∈ U y por lo
tanto 1 = ββ−1 ∈ U . Luego para cualquier t (z) ∈ C [[z]], t (z) = 1.t (z) ∈ U , por tanto
U = C [[z]].
En C [[z1, z2, ..., zn]] definimos el subconjunto mk+1
mk+1 =
f ∈ C [[z]] ; f (z) = ∑
|α|≥k+1
cαz
α

es un ideal en C [[z1, z2, ..., zn]].
Para algu´n finito k ∈ N el k-orden jet ser describe como el cociente.
JkCn =
C [[z]]
mk+1
Donde JkCn es un anillo cociente. Como C [[z]] es conmutativo y tiene elemento de unidad
JkCn tambie´n es conmutativo y tiene elemento unidad.
Definicio´n 4.6 La truncacio´n de una serie formal de orden k-finito es la proyeccio´n
cano´nica:
jk : C [[z]] −→ JkCn
f −→ fmodmk+1
Es decir sea : f =
∑
|α|≥0
cαz
α tal que g=fmodmk+1
g = f +mk+1
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g =
k∑
|α|≥0
cαz
α +mk+1.
El nombre natural proviene de la identificacio´n de JkCn con un polinomio de grado ≤ k
en variables z1, ..., zn.
Sea g, h ∈ C [[z]] y a ∈ C se cumple:
jk (g + h) = jk (g) + jk (h)
jk (ag) = ajk (g)
Lema 4.5 Sea F = (F1, F2, ..., Fn) y el conjunto C = {F ; j
mFi = 0} entonces C es
cerrado.
Prueba.
jk : C [[z]] −→ JkCn
f =
n∑
|α|≥0
cαz
α −→ jk (f) =
 k∑
|α|≥0
cαz
α

Entonces si Fm = (Fm1 , F
m
2 , ..., F
m
n ) tal que F
m ∈ C es decir jk (Fmi ) = 0 donde
jk (limFmi ) = lim
(
jkFmi
)
= 0
Por lo tanto
lim (Fm) = (limFm1 , limF
m
2 , ..., limF
m
n ) ∈ C
4.2. Teoremas Principales Poincare´ - Dulac en Cn
Teorema 4.1 (Teorema de Linealizacio´n de Poincare´) Sea U ⊆ Cn abierto; 0 ∈ U
y Z un campo holomorfo en U tal que 0 es una singularidad a´ıslada de Z. Cuando la
parte lineal de Z en 0 es no nula y sus autovalores (λ1, ..., λn) ∈ DP determinan una
n-upla no resonante. Entonces Z es localmente equivalente a su parte lineal.
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Prueba: Sea Z (z) = A (z)+F (z) ; z ∈ U . Donde A (z) = (λ1z1, ..., λnzn) ; ord (F ) ≥ 2
Sabemos que probar Z localmente equivalente a su parte lineal A es equivalente a probar
que existe H = I + h biholomorfismo tal que:
∂H
∂z
A (z) = Z (H (z)) (4.7)(
id+
∂h
∂z
)
A (z) = Z (z + h (z))
A (z) +
∂h
∂z
A (z) = A (z + h (z)) + F (z + h (z))
∂h
∂z
Ah (z)− Ah (z) = F (z + h (z))
LAh = SFh
h = L−1A oSF (h) . (4.8)
Para que se cumple (4.8) sera´ suficiente probar que L−1A oSF : Bρ −→ Bρ es una
contraccio´n fuerte.
Afirmacio´n: L−1A SF : Bρ −→ Bρ es una contraccio´n fuerte para un ρ suficientemente
pequen˜o.
En efecto: Veamos primero que L−1A oSF esta bien definido
1. Por el Lema 4.4 SF es una contraccio´n fuerte para un ρ < r y L
−1
A es un operador
acotado cuya cota es independiente de ρ.
Sea h ∈ Bρ∥∥L−1A oSF (h)∥∥ρ ≤ O (1) ‖SF (h)‖ρ ≤ O (1)O (ρ) ‖h‖ρ = O (ρ) ‖h‖ρ . (4.9)
Por otro lado como
l´ım
x→0
O (x) = 0 para ǫ = c < 1, ∃δ0 > 0 tal que x < δ0 se tiene O (x) < c
(4.10)
Por (4.9) y (4.10) sea ρ < {δ0, r} se tiene∥∥L−1A oSF (h)∥∥ρ ≤ O (ρ) ‖h‖ρ < c ‖h‖ρ <∞.
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Entonces L−1A oSF esta bien definido sobre Bρ.
Veamos que L−1A oSF es lipschtiz, sean h1, h2 ∈ Bρ∥∥L−1A oSF (h1)− L−1A oSF (h2)∥∥ρ = ∥∥L−1A oSF (h1 − h2)∥∥ρ ≤ O (1) ‖SF (h1 − h2)‖ρ
≤ O (1)O (ρ) ‖h1 − h2‖ρ = O (ρ) ‖h1 − h2‖ρ
Por lo tanto: ∥∥L−1A oSF (h1)− L−1A oSF (h2)∥∥ρ ≤ O (ρ) ‖h1 − h2‖ρ . (4.11)
Como L−1A preserva el orden ∥∥L−1A oSF (0)∥∥ρ = O (ρ2) . (4.12)
Para ρ < {δ0, r} por (4.11) y (4.12) tenemos que L
−1
A oSF es una contraccio´n fuerte.
Por el teorema del punto fijo existe un h ∈ Bρ que verifica (4.8).
Por lo tanto existe H = id + h holomorfa que conjuga el campo Z y su parte lineal,
adema´s como ∂H
∂z
(0) 6= 0 ∈ GL(Cn) por el Teorema de la funcio´n inversa H en una
vecindad cercana al origen es un biholomorfismo.
Entonces H es una conjugacio´n ana´litica por lo tanto Z y su parte lineal son localmente
equivalentes.
En el caso resonante consideremos el campo Z (z) = A (z) + F (z) ; ord(F ) ≥ 2 con
A que tiene autovalores en el dominio de Poincare´
Sin perdida de generalidad si es necesario podemos tomar el campo cZ (c 6= 0) tal que
los autovalores de A satisfacen a condicio´n :
1 < Reλj < r; ∀j = 1, 2.., n (4.13)
para algun r ∈ N.
Teorema 4.2 (Dulac) Sea U ⊆ Cn abierto; 0 ∈ U y Z un campo holomorfo en U tal
que 0 es una singularidad a´ıslada de Z que cumple (4.13). Cuando la parte lineal de Z
en 0 es no nula y sus autovalores (λ1, ..., λn) ∈ DP determinan una n-upla resonante.
Entonces Z es localmente equivalente a un campo polinomial m-jet; m ≥ r + 1.
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Prueba: Supongamos que los autovalores de A cumplen la condicio´n (4.13).
H = h+ I es una conjugacio´n anal´ıtica de Z y Z + g si se cumple:
(
∂H
∂z
)
(Z) = (Z + g)H (4.14)(
∂h
∂z
)
A (z)− Ah = (F (id+ h)− F ) + g (id+ h)−
(
∂h
∂z
)
F. (4.15)
Consideremos ahora los tres operadores :
TF : h −→ F (id+ h)− F
Sg : h −→ g (id+ h)
ψ : h −→
(
∂h
∂z
)
F.
Entonces la ecuacio´n diferencial (4.15) puede escribirse de la forma siguiente:
LAh = TFh+ Sgh+ ψh
donde : TF = T, Sg = S, tenemos
h =
(
L−1A TF + L
−1
A Sg + L
−1
A ψ
)
h.
Estrategia: En este caso a diferencia del caso anterior LA no es invertible, para eso
haremos nuestros calculos en un subespacio de banach en el que LA sea invertible y(
L−1A TF + L
−1
A Sg + L
−1
A ψ
)
sea una contraccio´n.
Sea C del Lema 4.5, consideremos el conjunto
Bm,ρ = C ∩ Bρ = {F = (F1, F2, ..., Fn) /j
mFi = 0} ∩ Bρ
Observemos que es un subespacio en el espacio de Banach Bρ con la norma mayorante
||.||ρ. Como C es cerrado por el Lema 4.5, Bm,ρ es de Banach.
Afirmacio´n: Si g es un campo holomorfo cerca al origen cuyo ord(g) ≥ m+ 1 entonces
S : Bm,ρ −→ Bm,ρ
h −→ g(id+ h)
es una contraccio´n fuerte para un ρ suficientemente pequen˜o.
En efecto : Veamos primero que S esta bien definido
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1. g es un campo holomorfo existe un r > 0 talque g(z) = (
∑
|α|≥m+1
a1αz
α, ...,
∑
|α|≥m+1
anαz
α)
es absolutamente convergente en Br (0) = {w; |w| < r} entonces
‖g‖s <∞ para s <
r
2
(4.16)
Sea h (z) = (
∑
|α|≥m+1
b1αz
α, ...,
∑
|α|≥m+1
bnαz
α)
z + h (z) = (
∑
|α|≥m+1
z1 + b
1
αz
α, ..., zn +
∑
|α|≥m+1
bnαz
α)
T (x) = ‖z + h (z)‖x = x+
∑
|α|≥m+1
∣∣b1α∣∣ x|α| + ...+ x+ ∑
|α|≥m+1
|bnα| x
|α|
l´ım
x→0+
T (x) = 0 para ǫ =
r
4
, ∃δ0 tal que x < δ0 se tiene T (x) < ǫ =
r
4
. (4.17)
Tomemos ρ < menor
{
r
2
, r
4
, δ0
}
‖S (h)‖ρ = ‖g (id+ h)‖ρ = ‖g‖σ donde σ = ‖z + h (z)‖ρ .
Como ρ < δ0 por (4.16) y (4.17) σ = T (ρ) = ‖z + h (z)‖ρ < ǫ =
r
4
y ‖g (id+ h)‖ρ =
‖g‖σ <∞.
2. Sea h ∈ Bm,ρ entonces ord (S (h)) = ord (g (id+ h)) ≥ m+ 1.
Por (1) y (2) S = Sg esta bien definido. Por otro lado por el Lema 4.4 S es una contraccio´n
fuerte.
Afirmacio´n:
T : Bm,ρ −→ Bm,ρ
h −→ F (id+ h)− F
es una contraccio´n fuerte para un ρ suficientemente pequen˜o.
En efecto :Veamos primero que T esta bien definido
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1. F es un campo holomorfo existe un r1 > 0 talque F (z) = (
∑
|α|≥2
a1αz
α, ...,
∑
|α|≥2
anαz
α)
es absolutamente convergente en Br1 (0) entonces
‖F‖s <∞ para s <
r1
2
(4.18)
Sea h (z) = (
∑
|α|≥m+1
b1αz
α, ...,
∑
|α|≥m+1
bnαz
α)
z + h (z) = (
∑
|α|≥m+1
z1 + b
1
αz
α, ..., zn +
∑
|α|≥m+1
bnαz
α)
T (x) = ‖z + h (z)‖x = x+
∑
|α|≥m+1
∣∣b1α∣∣ x|α| + ...+ x+ ∑
|α|≥m+1
|bnα| x
|α|
l´ım
x→0+
T (x) = 0 para ǫ =
r1
4
, ∃δ0 tal que x < δ0 se tiene T (x) < ǫ =
r1
4
(4.19)
Tomemos ρ < menor
{
r1
2
, r1
4
, δ0
}
‖T (h)‖ρ = ‖F (id+ h)− F‖ρ = ‖F‖σ + ‖F‖ρ donde σ = ‖z + h (z)‖ρ .
Como ρ < δ0 por (4.18) y (4.19) σ = ‖z + h (z)‖ρ < ǫ =
r1
4
, ‖F‖σ <∞ y ‖F‖ρ <∞
entonces
‖F (id+ h)− F‖ρ <∞
2. Sea h ∈ Bm,ρ entonces ord (T (h)) = ord (F (id+ h)− F ) ≥ m+ 1
Por (1) y (2) T = TF esta bien definido.
Por otro lado sea h1, h2 ∈ Bm,ρ
‖T (h1)− T (h2)‖ρ = ‖S (h1)− S (h2)‖ρ (4.20)
Por (4.20) y el Lema 4.4 T es una contraccio´n fuerte.
Afirmacio´n: El operador L−1A preserva el orden de los monomios, y sobre el espacio Bm,ρ,
es invertible para un m suficiente grande.
En efecto :
L−1A (Bm, ρ) :
∑
|α|≥m+1,k
ckαz
αek −→
∑
|α|≥m+1,k
ckα
< α, λ > −λj
zαek (4.21)
UNMSM FCM 72
preserva el orden. Sea |α| > r + 1 , donde r es fijo y por (4.13):
1 < Reλj
αj < Re (αjλj)
|α| < Re (< α, λ >)
Reλj < r < r + 1 < |α| < Re (αλ)
0 < Re (< α, λ > −λj) .
Por tanto < α, λ > −λj 6= 0. Entonces L
−1
A es invertible y es acotado sobre Bm,ρ siguiendo
el mismo procedimiento del Lema 4.3.
Tambien
Reλj < m < |α| < Re (< α, λ >)
|α| −m < |Re (< α, λ > −λj) | ≤ |α, λ > −λj| (4.22)
Por la desigualdad del Lema 4.3 y (4.22) se tendra´:
∥∥L−1A h∥∥ρ ≤ O( 1m
)
‖h‖ρ (4.23)
para todo h ∈ Bm,ρ y m ≥ r + 1.
Afirmacio´n:
L−1A oS : Bm,ρ −→ Bm,ρ
es una contraccio´n fuerte para un m ≥ r + 1 y un ρ suficientemente pequen˜o.
En efecto :Veamos primero que L−1A oS esta bien definido.
1. S es una contraccio´n fuerte sobre Bm,ρ con cota O (ρ) para un ρ < r2 y L
−1
A es
acotado por (4.18) por una cota independiente de ρ.
Por otro lado
l´ım
x→0+
O (x) = 0 para ǫ = c1 <
1
4
, ∃δ1 tal que x < δ1 se tiene O (x) < ǫ = c1.
(4.24)
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Sea h ∈ Bm,ρ∥∥L−1A oS (h)∥∥ρ ≤ O (1) ‖S (h)‖ρ ≤ O (1)O (ρ) ‖h‖ρ = O (ρ) ‖h‖ρ . (4.25)
Por (4.24) y (4.25) para ρ < menor {r2, δ1} se tiene∥∥L−1A oS (h)∥∥ρ ≤ O (ρ) ‖h‖ρ < c1 ‖h‖ρ <∞. (4.26)
2. Sea h ∈ Bm,ρ =⇒ S (h) ∈ Bm,ρ, como L
−1
A preserva el orden ord(L
−1
A oS (h)) ≥ m+1
De (1) y (2) L−1A oSF esta bien definido sobre Bm,ρ.
Sea h1, h2 ∈ Bm,ρ y por (4.26) tenemos∥∥L−1A oS (h1)− L−1A oS (h2)∥∥ρ ≤ O (ρ) ‖h1 − h2‖ρ ≤ c1 ‖h1 − h2‖ . (4.27)
Por otro lado,
∥∥L−1A oS (0)∥∥ρ = O (σm+1) = O (ρ2) donde σ = O (ρ2) (4.28)
De (4.27) y (4.28) L−1A oS es una contraccio´n fuerte.
Afirmacio´n:
L−1A oT : Bm,ρ −→ Bm,ρ
es una contraccio´n fuerte para un m ≥ r + 1 y ρ suficientemente pequen˜o.
En efecto: Siguiendo el mismo procedimiento de la afirmacio´n anterior, para ρ <
{r3, δ0, } se tiene L
−1
A oT es una contraccio´n con cota c2 <
1
4
.
Solo queda probar que
L−1A oψ : Bm,ρ −→ Bm,ρ
es una contraccio´n para un m ≥ r + 1. Consideremos los vectores normalizadores :
hkβ = ρ
−|β|zβek ∀k = 1, 2, .., n ; ∀ |β| ≥ m y de ahi espanderemos en el espacio Bm,ρ.
Afirmacio´n: ∥∥L−1A ψhkβ∥∥ρ ≤ O (ρ) ‖hkβ‖ρ (4.29)
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para |β| ≥ m y todo k donde ‖hkβ‖ρ = 1.
En efecto:
ψhkβ =
(
∂hkβ
∂z
)
F = ρ−|β|

0 0 · · · 0
...
...
...
...
β1
z1
zβ β2
z2
zβ · · · βn
zn
zβ
...
...
...
...
0 0 0 0


F1
...
Fk
...
Fn

=
n∑
i=1
ρ−|β|
βi
∂zi
zβFiek
donde ‖Fi‖ρ = O (ρ
2) sustituyendo en la definicio´n de la norma mayorante tenemos:
‖ψhkβ‖ρ ≤
n∑
i=1
βiρ
−1O
(
ρ2
)
‖hkβ‖ = βO (ρ) ‖hkβ‖
Desde que el operador z
β
zi
Fi de orden no menor a |β|+ 1 por (4.23) se tiene:∥∥L−1A ψhkβ∥∥ρ ≤ β|β|O (ρ) ‖hkβ‖ = O (ρ) ‖hkβ‖
uniformemente para todo β con |β| ≥ m ≥ r + 1. Por lo tanto queda probado (4.29).
Afirmacio´n: ψ y L−1A es lineal.
En Efecto:
ψ (h+ g) =
(
∂(h+g)
∂z
)
F = ∂h
∂z
F + ∂g
∂z
F = ψ (h) + ψ (g)
ψ (ch) =
(
∂(ch)
∂z
)
F = c∂h
∂z
F = cψ (h)
L−1A (ah+ bg) = L
−1
A
a ∑
|α|≥m
ckαz
αes + b
∑
|α|≥m
dkαz
αes
 = ∑
|α|≥m
ackα + bdkα
< α, λ > −λj
zαes =
a
∑
|α|≥m
ckα
< α, λ > −λj
zαes + b
∑
|α|≥m
dkα
< α, λ > −λj
zαes = aL−1A (h) + bL
−1
A (g)
As´ı tenemos que ψ y L−1A es lineal por lo tanto se tiene L
−1
A ψ es lineal.
Afirmacio´n:
L−1A oψ : Bm,ρ −→ Bm,ρ
para un ρ suficientemente pequen˜o L−1A oψ esta bien definido.
En Efecto: Veamos primero que L−1A oψ esta bien definido
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1.
h =
∑
s,|α|≥m+1
ckαz
αek =
∑
k,|β|≥m+1
dkβhkβ
‖h‖ρ =
∑
k,|β|≥m+1
|dkβ|‖hkβ‖ρ
‖L−1A ψ (h) ‖ρ = ‖L
−1
A ψ
 ∑
k,|α|≥m
ckαz
αek
 ‖ρ = ‖L−1A ψ
 ∑
k,|β|≥m
dkβhkβ
 ‖ρ
= ‖
∑
k,|β|≥m
dkβL
−1
A ψ (hkβ) ‖ρ ≤
∑
k,|β|≥m
|dkβ|‖L
−1
A ψ (hkβ) ‖ρ
≤
∑
k,|β|≥m
|dkβ|O(ρ)‖hkβ‖ρ = O(ρ)‖h‖ρ.
Como ‖h‖ρ <∞ para un ρ < {δ1} existe un c3 <
1
4
.
‖L−1A ψ (h) ‖ρ < c3‖h‖ρ.
2. Sea h ∈ Bm,ρ como ord(h) ≥ m + 1 se tiene ordψ(h) = ord
(
∂h
∂z
)
F ≥ m + 2 por lo
tanto como L−1A preserva el orden
ord(L−1A ψh) ≥ m+ 1.
De (1) y (2) L−1A oψ esta bien definido. Por otro lado L
−1
A ψ es lineal lo que implica que
L−1A oψ es una contraccio´n.
Por las afirmaciones anteriores para ρ <
{
δ1, δ2, δ3,
1
2
}
se tiene:
L−1A oS : Bm,ρ −→ Bm,ρ es una contraccio´n con cota c1
L−1A oT : Bm,ρ −→ Bm,ρ es una contraccio´n con cota c2
L−1A oψ : Bm,ρ −→ Bm,ρ es una contraccio´n con cota c3
Entonces L−1A o (T + S + ψ) : Bm,ρ −→ Bm,ρ es una contraccio´n.
Por el Teorema del punto fijo para contracciones entonces existe un u´nico h ∈ Bm,ρ tal
que verifica:
h = L−1A o (T + S + ψ)h.
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Por lo tanto existe H = id+h holomorfa que conjuga el campo Z y Z+g , adema´s como
∂H
∂z
(0) 6= 0 ∈ GL(Cn) por el teorema de la funcio´n inversa H en una vecindad cercana al
origen es un biholomorfismo.
Donde :
Z = Z1 + Z2 + ...+ Zr−1 + Zr + ...+ Zm−1 + Zm + Zm+1 + Zm+2 + ...
g = −Zm+1 − Zm+2 − ...
Z + g = Z1 + Z2 + ...+ Zr−1 + Zr + ...+ Zm−1 + Zm.
Entonces H es una conjugacio´n ana´litica por lo tanto el campo Z y el campo polinomial
Z + g, son localmente equivalentes cerca al origen.
Conclusiones
Como conclusiones de este trabajo de tesis podemos decir lo siguiente:
Para la prueba de el teorema de linealizacio´n de Poincare´ y el teorema de Dulac se uso
formas normales y resultados de Ana´lisis Funcional como Espacios de Banach, obeservar
que existen otras te´cnicas de probar estos teoremas.
La importancia de estos teoremas esta´ que cuando uno estudia una EDO compleja si
sus autovalores cumplen ciertas condiciones es equivalente a estudiar su parte lineal o un
campo polinomial y as´ı evitamos estudiar con la EDO original que podr´ıa tener infinitos
te´rminos.
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