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Abstract. Admissibility of a subset S 0 of a Coxeter system ðW ; SÞ is a condition implying that S 0 is the set of Coxeter generators of a Coxeter subgroup W 0 of W , in such a way that the root system of W 0 , as permutation set, abstractly embeds in that of W . We give an algorithm determining whether a subset S 0 is admissible, in terms of a (previously known) finite state automaton which is constructed using the set of elementary roots of Brink and Howlett. This note is a continuation of the paper [6] on embeddings of permutation root systems of Coxeter systems. The main point here is to give conditions for existence of such embeddings in a simpler form which permits their verification in examples.
Let ðW ; SÞ be a Coxeter system with standard length function l and T as its set of reflections. Admissibility (in W ) of a subset S 0 of involutions of ðW ; SÞ is a condition from [6] which implies that S 0 is a set of Coxeter generators of a Coxeter subgroup W 0 of W , in such a way that the root system of W 0 (regarded as a W 0 -set) 'abstractly embeds' in that of W ; the roots of W 0 are realized as certain pairwise disjoint subsets of roots of W , with natural W 0 -action induced by the embedding of W 0 in W and the action of W on subsets of its roots. Further, the reflection s a A W 0 in an abstract root a of W 0 is given by the product s a ¼ Q b A a r b of the reflections r b A W of roots b in W satisfying b A a, where the product is taken in a suitable order. Admissibility implies the following length compatibility condition: if l 0 is the length function of ðW 0 ; S 0 Þ, then for x; y A W 0 with l 0 ðxyÞ ¼ l 0 ðxÞ þ l 0 ðyÞ, one has lðxyÞ ¼ lðxÞ þ lðyÞ. The admissible subsets S 0 of ðW ; SÞ such that each element of S 0 is a product of a finite set of pairwise commuting elements of S were described (in terms of conditions on S 0 expressed in terms of the Coxeter graph of ðW ; SÞ) in [6] . In general, a set S 0 of non-trivial involutions of W is admissible if and only if each of its subsets of cardinality at most two is admissible, but it remains a subtle problem to describe the admissible subsets (for example, even in type A). Under the condition that each element of S 0 is a longest element of a non-trivial finite standard parabolic subgroup, the condition of admissibility simplifies to the above length compatibility condition (this situation is studied in [10] ) but we do not know a similar classification to that above even in this case.
The main results of this note are characterizations of admissibility which imply that if S is finite, there is an algorithm for deciding whether a finite subset S 0 of ðW ; SÞ is admissible in W (resp., admissible in hS 0 i, which is a weaker condition with similar implications). A principal ingredient is a (known) finite-state automaton X which may be constructed using the elementary roots of Brink and Howlett [5] , and which accepts the language of reduced expressions of elements of ðW ; SÞ. Simple properties of the automaton X imply the following regularity property of powers of elements in W : if S is finite, there is a (computable) positive integer M such that for any w A W , if lðw Mþ1 Þ ¼ ðM þ 1ÞlðwÞ, then lðw m Þ ¼ mlðwÞ for all m A N. Using the automaton X and this regularity property, we provide characterizations (Theorems 1, 2) of admissible sets, which can be readily adapted into algorithms as stated.
Throughout this note, we assume familiarity with basic properties of Coxeter systems as may be found in [1] , [3] and [8] . First we provide background on admissible sets, elementary roots and the associated automata, and then give the statement and proof of the main results. An interesting point, which is not essential for the development here, is the existence of a module (associated to the automaton) for a degenerate Hecke algebra.
Admissible subsets. For any set R with (left) action ðg; rÞ 7 ! g Á r by a group G, we regard the power set PðRÞ as an abelian group under symmetric di¤erence A þ B ¼ ðA U BÞnðA V BÞ, and give it the natural G-action
A function N : G ! PðRÞ is called a (set-valued) cocycle if NðxyÞ ¼ NðxÞ þ x Á NðyÞ for all x; y A G.
The notion of a compatible sequence in a group G, with respect to a set-valued cocycle N : G ! PðRÞ for some set R, is defined in [6] : a sequence ðg 1 ; . . . ; g n Þ of elements of G is said to be compatible if the sets g 1 . . . g iÀ1 Á Nðg i Þ appearing on the right in the formula
are pairwise disjoint. We usually say more loosely that the expression g 1 g 2 . . . g n is compatible. The following definition, which is fundamental for this paper, is also taken from [6] . Definition 1. A subset S 0 of G is called an admissible subset of G (with respect to N), or said to be admissible in G, if the following conditions hold.
(i) For any s A S 0 , s 2 ¼ 1 G and NðsÞ 0 q (so s is an involution).
(ii) Let r, s be distinct elements of S 0 and m r; s ¼ jhrsij A N d2 U fyg. Then the expression ðrsr . . .Þ i is compatible (for N) for any i A N with i c m r; s .
(iii) If r; s A S 0 are distinct, g A G and NðgÞ V NðxÞ 0 q for some x A hr; si, then NðgÞ V ðNðrÞ U NðsÞÞ 0 q.
The principle consequence of admissibility is the following, which can be formulated in several di¤erent ways (see [6] 
Admissibility in Coxeter systems. Fix for the rest of the paper a Coxeter system ðW ; SÞ with standard length function l and reflections T :¼ fwsw À1 j w A W ; s A Sg. Give T the W -action by conjugation; thus ðw; tÞ 7 ! w Á t :¼ wtw À1 . The function N : W ! PðTÞ defined by NðwÞ :¼ ft A T j lðtwÞ < lðwÞg is a cocycle, which we call the reflection cocycle of ðW ; SÞ (see [7] ). In the notation here, the cocycle condition is NðxyÞ ¼ NðxÞ þ xNðyÞx À1 , and N is characterized amongst the cocycles of W on PðTÞ by the condition NðsÞ ¼ fsg for s A S. For a subgroup G of W , we say that a subset S 0 of G is admissible in G if it is admissible with respect to the cocycle N G : G ! PðTÞ given by restriction of N. If G, H are subgroups of W with G J H and S 0 J G, then admissibility of S 0 in H implies admissibility of S 0 in G. We say simply that S 0 J W is admissible if it is admissible in W . The notion of compatibility of an expression in W is always taken with respect to N, unless otherwise indicated. A sequence ðw 1 ; . . . ; w n Þ in W is compatible if and only if lðw 1 . . . Proof. The assumptions imply that NðwÞ J W K V T for all w A W K , and in particular this holds for all w A W 0 . Also, for any g A W , it is well known that we may write
Using these remarks, the lemma follows from the definitions. r
The question of admissibility of S 0 in hS 0 i is more delicate, but it is true that S 0 is admissible in hS 0 i if and only if each finite subset S 00 of S 0 is admissible in hS 00 i. For finite S 00 , admissibility of S 00 in hS 00 i can be checked with ðW ; SÞ replaced by some finitely generated Coxeter system ðW K ; KÞ with S 00 J W K . For the above reasons, we shall focus on providing an algorithm testing admissibility in G of a finite subset S 0 of G, when S is finite, i.e. determining whether the conditions of Definition 1 (i)-(iii) hold. Observe that it is trivial to check whether (i) holds. For distinct r; s A S 0 , it is trivial to check whether condition (ii) holds if m r; s is finite, but not obviously so if m r; s ¼ y, and similarly for checking condition (iii) for a fixed g A G; however, if G is infinite, one has to check (iii) for infinitely many g.
Assumption.
In the remainder of this note, we assume, except where otherwise stated, that S is finite.
In view of the occurrence of orders of elements of W in the definition of admissibility, we need to remark first that these orders are algorithmically computable. For by a theorem of Tits [1, Theorem 4.5.3] any finite subgroup of W 0 is conjugate to a subgroup of one of the (finitely many) finite standard parabolic subgroups of ðW ; SÞ. Hence the orders of finite subgroups of W 0 are bounded above by the maximum of the orders of finite standard parabolic subgroups. Therefore, there is an algorithm which, given a finite subset X of W , determines whether the subgroup G generated by X is finite and if so, determines its elements. In particular, there is an algorithm to compute the order of w for any w A W . (We are using here without comment the fact that the word problem in W is solvable, again by a well-known result of Tits [1] ; we also use below that NðxÞ is computable for x A W .)
Remark. In the above setting, there is, more precisely, an algorithm which given a finitely generated Coxeter system ðW ; SÞ (specified by a finite set S and the Coxeter matrix of ðW ; SÞ) and an element of W (specified as a word in S) determines the order of w in W .
An important point about most of the algorithms involving Coxeter groups in this paper (and many elsewhere as well) is that they enjoy a similar 'uniformity in ðW ; SÞ'. We shall give a precise statement of this uniformity only for the most important algorithms; in other situations, we shall just loosely say that the algorithm is 'uniform', and leave the reader to formulate and check this more carefully.
Elementary reflections. One says that a reflection t A T dominates a reflection t 0 A T if for all w A W , lðtwÞ < lðwÞ implies lðt 0 wÞ < lðwÞ. A reflection t is said to be elementary if the only reflection t 0 which t dominates is t 0 ¼ t. We denote the set of elementary reflection by E. It is the set of reflections in the set of elementary roots in the sense of [5] .
The following theorem collects in convenient form all the facts concerning the elementary reflection which we shall require in this note.
(a) E is a finite subset of T. (d) For t A T, one has t A E if and only if either t A S or there exists r A S such that lðrtrÞ ¼ lðtÞ À 2, rtr A E and hr; ti is finite.
Proof. See [1, (4.5)-(4.6)] and [5] . r
The elementary reflections may be computed (uniformly in ðW ; SÞ) using (d); much more e‰cient (uniform) algorithms for computing them are described in [4] . The arguments we give in this note use only that E is a (uniformly computable) subset of T satisfying (a)-(c); we shall give further examples and applications of such subsets in a subsequent paper.
Automata. We recall the notion of a finite state automaton. Let R be a finite set, called an alphabet, and R Ã be the free monoid on R. Elements of R Ã are called words, and subsets of R Ã are called languages. A finite state automaton for R consists of a finite set A (the elements of A being called states), a designated 'start state' a 0 A A, a transition function m : A Â R ! A, and a subset of A, the elements of which are called accept states (the other states being called reject states). The automaton begins in the start state a 0 and reads a word w ¼ r n . . . r 1 one letter at a time from the right, transitioning in turn to states a i (i ¼ 1; . . . ; n) defined by a i ¼ mða iÀ1 ; r i Þ after reading the ith letter r i . The automaton is said to accept the word w if it is in an accept state after reading all letters of w (i.e. if a n is an accept state) and otherwise it rejects w.
The automaton defines a directed edge-labelled graph with vertices given by the states and one edge from a to mða; sÞ, with label s, for each a A A and s A R. We generally specify automata by describing their graph, and indicating which is the start vertex (state) and which vertices are accept states.
A subset of R Ã is called a regular language on R if it is the set of all words in R Ã accepted by some finite state automaton for R. The set of regular languages on R is a Boolean subalgebra of the Boolean algebra of subsets of R Ã . Given an automaton for R, with states A, there is a natural A-indexed partition of R Ã into regular languages; the regular language corresponding to a A A is the set of all w A R Ã such that after reading w beginning in the start state, the automaton is in state a (in fact, this partition does not depend on the accept states of the automaton).
Automata accepting reduced expressions. Here, we recall the construction from E of an automaton (described in slightly di¤erent terms in [1] ) which accepts the language of reduced expressions of elements of ðW ; SÞ. Define a directed graph W 0 , with edges labelled by elements of S, as follows.
and let W :¼ W ðW ; SÞ denote the full, edge-labelled subgraph of W 0 on the vertex set A U fyg. Note that for each vertex v of W and each s A S, there is a unique edge beginning at v with label s. This graph W is therefore the graph of an automaton X ¼ X ðW ; SÞ , with q as starting state and all vertices except y as accept states. If the automaton is in state A and reads letter s, then it enters the state given by the terminal vertex of the edge with initial vertex A and label s. Clearly, X accepts the language of reduced expressions of elements of W .
The (uniformly computable) constant M :¼ maxfjAj j A A Ag will play a significant role in this note.
Remark. It is easy to see that for any J J S with W J finite, one has
where w J is the longest element of W J , and hence that
It is trivial that M ¼ M 0 for finite Coxeter groups and it is not hard to show that M ¼ M 0 also holds for a‰ne Weyl groups. Equality does not hold in general as the following example (found by Bob Howlett using Magma [2] , but easily checkable by hand) shows.
In 
Observe that H is generated as (unital) ring by ft s g s A S . In fact, H is a degenerate Hecke algebra [3] ; it is also the ring associated to the set-valued cocycle N : W ! PðTÞ by the general construction [6, (1. 
In other words, there is a surjective morphism of left H-modules H ! M determined by t w 7 ! m N E ðwÞ .
Remark. An obvious question here is that of whether there are other 'natural' subsets A 0 of PðEÞ such that the equation (3) defines a H-module structure on the free Zmodule with basis t A for A A A 0 .
Regularity of powers. Let y; x 1 ; . . . ; x n be elements of W . For m ¼ 0; . . . ; n, we define The following is also obvious from the definitions.
(b) Let x n for n A N be a sequence of elements of W such that x 1 . . . x n is compatible for all n A N. Then there is some A A A and m A N such that N E ðx 1 . . . x n Þ ¼ A for all n A N dm .
Now we state the following regularity properties of powers. We shall need only the simplest property (a). Proof. For (a), assume that lðw Mþ1 Þ ¼ ðM þ 1ÞlðwÞ. Then
By Lemma 3 (a), there exists j with 0 c j c M and Remark. It is shown in [9] that for any w A W , there is an integer r so that lim n!y lðw n Þ=n ¼ r. Together with the lemma, this suggests the question whether, for arbitrary x; w A W , the sequences lðw n xÞ À nr, N E ðxw n Þ and N E ðw n xÞ for n A N are eventually periodic (loc. cit. shows that the first sequence is bounded in N).
Characterization of admissibility. The following theorem is the first main result of this note. For any subset G of W , set A G :¼ fN E ðgÞ j g A Gg. 
which, as already noted, is uniformly computable. It is easy to deduce from Theorem 1 and our earlier remarks that there is an algorithm which, given as input the finite set S, the S-indexed Coxeter matrix of ðW ; SÞ, and a finite subset S 0 of W (specified by a set of reduced expressions for its elements) determines whether S 0 is admissible (in W ), and if so, determines the Coxeter matrix of ðhS 0 i; S 0 Þ. In general, it is not immediately clear if there is an algorithm for computing the finite subset A G of A, say from a set of generators of G, even for a finitely generated group G: the possible existence of such an algorithm is an interesting problem even for G a cyclic group (compare the remark following Lemma 4). Hence, although Theorem 1 assures that, for fixed ðW ; SÞ and fixed G, an algorithm testing finite subsets S 0 of G for admissibility exists, it is not clear whether one can explicitly find such an algorithm in any particular example. The second main result, which is considerably more delicate than Theorem 1, circumvents this di‰culty in the special case that G is the group generated by S 0 . In order to formulate it, we introduce some additional automata Y ðW ; S; S 0 Þ , defined by simple modification of X ðW ; SÞ .
Automata accepting compatible expressions. For any subset S 0 of W , let S 0Ã denote the free monoid on S 0 , and V denote the set of all elements v of W such that there is a compatible expression v ¼ s 1 . . . s n with all s i A S 0 . We let
Suppose that S 0 is finite. Recall the graph W ¼ W ðW ; SÞ of X ðW ; SÞ . Let G 0 be the directed graph with the same vertex set A as W, and edges labelled by S 0 defined as follows. For A a vertex of W, and s A S 0 , with reduced expression s ¼ r n . . . It is an immediate consequence of (6) that Y accepts the language of compatible expressions on S 0 , i.e. the set of all products s n . . . s 1 in S 0Ã such the corresponding expression s n . . . s 1 is compatible in W . Observe that Y ðW ; S; S 0 Þ reduces to X ðW ; SÞ in case S 0 ¼ S. Also, the set B is uniformly computable (but in general, it may be only a proper subset of A G where G is the submonoid of W generated by S 0 ). But since A :¼ N E ðvÞ A B by (g) for w, which is already inductively established, this follows from our assumption (ii) and Proposition 2 (b) just as one proves the condition of Definition 1 (iii) in the proof of Theorem 1. In this way, the modified lemma is proved inductively. Then by (g), it follows immediately that B ¼ A W 0 , so (ii) becomes the same as Theorem 1 (ii) and admissibility of S 0 follows. r Since B is uniformly computable, Theorem 2 implies that there exists an algorithm which, given as input the finite set S, the S-indexed Coxeter matrix of ðW ; SÞ, and a finite subset S 0 of W (specified by a set of reduced expressions for its elements) determines whether S 0 is admissible in W 0 :¼ hS 0 iÞ, and if so, determines the Coxeter matrix of ðW 0 ; S 0 Þ.
Remark. Elementary roots are defined even for non-finitely generated Coxeter systems, and still have the properties Proposition 2 (b)-(d) (but not (a)). Theorems 1 and 2 hold as stated even for infinite S and S 0 (but of course, they cannot be regarded as a¤ording algorithms for testing admissibility in that situation).
Comparison of automata from an admissible subset. Suppose that S 0 is a finite admissible subset of ðW ; SÞ, where S is finite. Let W 0 :¼ hS 0 i and let T 0 denote the set of reflections of the Coxeter system ðW 0 ; S 0 Þ. For t A T 0 , we have by Proposition 1 the subsets R t of T given by R wsw À1 ¼ wNðsÞw À1 for s A S 0 and w A W 0 . We let E 0 denote the set of elementary reflections of ðW 0 ; S 0 Þ. Using E 0 , we define the finite state automaton X 0 :¼ X ðW 0 ; S 0 Þ for S 0 , accepting the language of reduced expressions of ðW 0 ; S 0 Þ, in the same way as X ðW ; SÞ was defined. On the other hand, by Proposition 1 (c), the embedding of W 0 in W gives rise to another finite state automaton Y :¼ Y ðW ; S; S 0 Þ accepting the language of reduced expressions of ðW 0 ; S 0 Þ. It is natural to ask what is the relation between the partitions of S 0Ã into regular languages given by the two automata X 0 and Y; for example, whether the two partitions coincide, or one is finer than the other in general. Similarly, one may ask if there is a relation between the natural labelling of the nonterminal states of X 0 and Y (by subsets of E and E 0 respectively). In regard to the latter question, note that from Proposition 1, we have in general that for w A W 0 , SÞ and it is natural to ask further if a is injective. The above questions may be especially interesting or tractable for the classes of admissible sets S 0 studied in detail in [6] or [10] (where S 0 consists of longest elements of finite standard parabolic subgroups, or commutative finite standard parabolic subgroups).
