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Editorial
The

Computer

Science

and

Information

Technology

deals

with

Data

Compression, Cryptography, Error Detection and Correction. More recently it is expected that it can
serve Network Coding. Traditionally, Computing studies occupy two partitions-Sciences and Engineering,
separated by a line roughly at the Computer Architecture level. A more effective Organization for Computer
Science and Engineering requires an intrinsically interdisciplinary framework that combines academics and
systems-oriented computing perspectives. Researchers have been developing such a framework, which reaggregates Computer Science and Computer Engineering, then repartitions the resulting single field into
analysis and synthesis components. The framework is based on the notion that Science is foremost about
dissecting and understanding . Engineering is mostly about envisioning and building. It must be examined that
the idea of modeling in a Computer and with the aid of a Computer is Technically possible. For modeling, we
believe that Computer is the basic Infrastructure to centralize communication. Any communication between
people about the same concept is a common revelatory experience about informational models of that concept.
Each model is a conceptual structure of abstractions formulated initially in the mind of one, and while
communicating if it is different from those in the mind of other, there is no common model and no
communication. The introduction of Computers Science and Technology paved the way for the emergence of
new Technologies. Computer Engineers over the next two decades will be called upon to develop Technologies
that foster a cleaner, healthier, safer and sustainable Global Environment. "Engineers will be able to act as
independent operators interacting with colleagues around the world," is a common saying in the Technical
society . Engineers can design at home with advanced CAD systems or in collaboration with their Global
colleagues in virtual Worlds. They will be able to use home-based Fabrication Technology to test many of their
designs. They will bring these Global professions together to keep the promise of Technology serving people.
They will inspire men and women everywhere to believe that grand challenges are a rally cry for a profession
that is ready for the adventure of making the difficult doable. The main aim of the Conference is to
communicate high quality original research work, reviews, short communications, in the fields of Computer
Science and Information Technology.
The Computer had a great effect on Communication. The idea of modeling in a computer and with the aid
of a Computer is the basic Infrastructure to centralize communication. Any communication between people
about the same concept is a common revelatory experience about informational models of that concept.
Researchers are working on applying their wireless and mobile research to Transportation, Health care,
Educational collaboration and Environmental Sustainability. Projects already underway include safe and
efficient Road Transportation, Autonomous Driving, Wireless Medical Implants, Mobile Video Delivery,
Multiparty Wireless Videoconferencing and Energy Harvesting.
The Conference sometimes is conducted in collaboration with other Institutions. IOAJ encourages and invite
proposals from Institutes within India and Abroad to join hands to promote research in various areas of
disciplines. These Conferences have not only promoted the International exchange and cooperation, but have
also won favorable comments from National and International participants, thus enabled IOAJ to reach out to a
Global Network within three years time. The Conference is first of its kind and gets granted with lot of
blessings.

The Conference designed to stimulate the young minds including Research Scholars, Academicians, and
Practitioners to contribute their ideas, thoughts and nobility in these disciplines of Engineering. IOAJ received a
great response from all parts of country and abroad for the presentation and publication in the proceeding of the
conference.
I sincerely thank all the authors for their invaluable contribution to this Conference. I am indebted towards
the Reviewers and Board of Editors for their generous gifts of time, energy and effort. It’s my pleasure to
welcome all the participants, delegates and organizer to this International Conference on behalf of IOAJ family
members.
I wish all success to the paper presenters. The papers qualifying the review process will be published in
the forthcoming IOAJ journal.

Convenor :Prof. (Dr.) Srikanta Patnaik, President & Chief Mentor
Mobile No: +91 8093080761
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Abstract— Cloud computing is the use of computing resources (hardware and software) that are delivered as a service over
a network (typically the Internet). The name comes from the use of a cloud-shaped symbol as an abstraction for the complex
infrastructure it contains in system diagrams. In Mobile devices with mobility different challenges comes like resource
scarceness, finite energy and low connectivity. To overcome these challenges, a Mobile Cloud Computing (MCC)
architecture which connects mobile devices to the Cloud Computing. The MCC architecture includes a mobile client and a
middleware design. Our system attempts to exploit the capabilities of the mobile and cloud technology by introducing MobiCloud: Cloud Based Intra-College Information Communication System Using Mobile Clients. In our system, all the
computing power and data storage move into the cloud. It will not only provide benefits only to the Android users but also
for desktop users. Our motivation for this research primarily comes from the lack of a clear method-logy to develop portable
applications for Clouds and mobile devices.
Keywords— Mobile - Cloud computing,SOAP,Android,Web Services,SaaS, Private Cloud,Glassfish Application Server.

I. INTRODUCTION
As mobile network infrastructures continuously
improve,
their data transmission
becomes
increasingly available and affordable, and thus they
are becoming popular clients to consume any Web
resources, especially Web Services. Today, mobile
devices like iPhone, Blackberry, Android, have
included applications that consume Web Services
from popular websites, such as Google, Facebook,
and Twitter. [1]
However, there are problems in
connecting mobile devices to existing Web Services.
Firstly, Web Services need to provide optimization
for mobile clients. For example, the size of the WS
messages needs to be reduced to fit the bandwidth of
mobile clients. Secondly, mobile clients have to adapt
to different kinds of WS, for example, SOAP and
RESTful Web Services [2]. The growing number of
mobile clients and availability of Web Services also
drives the needs of customizing and personalizing
services. Cloud Computing is a technology that uses
the internet and central remote servers to maintain
data and applications. Cloud computing allows
consumers and businesses to use applications without
installation and access their personal files at any
computer with internet access. This technology
allows for much more efficient computing by
centralizing data storage, processing and bandwidth.

2)

3)

4)

5)

these costs. Since cost cutting is a major concern
these days, the concept of cloud computing is
having its day under the sun.
Greater freedom for the cloud users as they can
access data and applications from just about
anywhere via multiple devices (like terminals,
mobile, net books etc). Since the terminals can
be quite basic, this helps bring down overall
hardware costs as well.
Centralized and agile process might sound like a
dream for some technocrats but it really is true.
You can now use cloud computing to ensure that
everyone is on the same page when it comes to
computing standards, there is practically no
down-time and just one implementation of a new
application can result 100% implementation.
Security in cloud computing is much better than
a scattered network and that is one of the reasons
why clouds are working.
Clouds are also comparatively easy to manage
and bring down the costs as well as headache of
maintenance disparate servers. In fact network
managers love cloud computing as it puts
everything together in a very organized manner.

III. WHAT IS MOBILE CLOUD COMPUTING?
Mobile Cloud Computing aims at using cloud
computing techniques for storage and processing of
the data on mobile devices, thereby reducing their
limitations [4]. Mobile-Cloud computing both the
data storage and data processing happen outside of
mobile device that is when we combine the concepts
of cloud computing in mobile environment .With
Mobile Cloud Computing, user will get benefits in
number of ways and help them to run their business

II. WHY CLOUD COMPUTING?
1) Bringing down computing costs in organizations.
Most businesses are groaning under the costs of
high end hardware for their employees as apps
become more and more resource hungry. Using a
cloud to store apps which is accessible to users
from a basic terminal brings in a control factor to
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application without large amount of capital
investment in infrastructure and services. In Mobile
Cloud computing, there will be no need of
downloading and installing an application on mobile
handsets (Android phones). User can access them
directly in a cloud and display through a mobile
browser. One important feature of mobicloud
applications is functional collaboration. For example,
mobile social network based data requires
collaborations among mobile users. So, mobicloud
will serve as not only an advantage that will
interconnect information sources gathered from both
cloud computing service domain and mobile
computing domains, but also a knowledge center to
help mobile users in their daily activities.

platform on which the application is running. This
eliminates the need to install and run the application
on the cloud user's own computers simplifying
maintenance and support. To accommodate a large
number of cloud users, cloud applications can be
multitenant, that is, any machine serves more than
one cloud user organization. It is common to refer to
special types of cloud based application software
with a similar naming convention: desktop as a
service, business process
as a service, test
environment as a service, communication as a
service. The pricing model for SaaS applications is
typically a monthly or yearly flat fee per user, so
price is scalable and adjustable if users are added or
removed at any point. Let us take another example of
SaaS. – Google Drive: Google Drive is everywhere
you are on the
web, in your home, at the office and on the go. So
wherever you are, your stuff is just there. Google
drive is a cloud service which lets you store your
documents, photos or any data.
-Facebook: Facebook is another cloud based service
(a social site) which lets you share photos, chat etc.
V. SYSTEM ARCHITECTURE
5.1 System Components
5.1.1 SOAP
SOAP is a simple XML-based protocol to let
applications exchange information over HTTP. Or
more simply: SOAP is a protocol for accessing a Web
Service. SOAP stands for Simple Object Access
Protocol .SOAP is a communication protocol. SOAP
is used for communication between applications.
SOAP is a format for sending messages. It
communicates via Internet and is platform
independent, language independent. SOAP is based
on XML .SOAP allows you to get around firewalls.
It is a W3C recommendation .SOAP provides a
way to communicate between applications running on
different operating systems, with different
technologies and programming languages.

Figure1. Mobile - Cloud Computing [3].\

Cloud computing providers offer their services
according to
three fundamental models.
• Infrastructure as a service (IaaS)
• Platform as a service (PaaS)
• Software as a service (SaaS)
Our system uses SaaS for the implementation of
loud.

5.1.2 Web service
Web service" as "a software system designed to
support
interoperable
machine-to-machine
interaction over a network". It has an interface
described in a machine-process able format
(specifically Web Services Description Language,
known by the acronym WSDL) [3]. Other systems
interact with the Web service in a manner prescribed
by its description using SOAP messages, typically
conveyed using HTTP with an XML serialization in
conjunction with other Web-related standards.

4.1 SaaS
In the SaaS model, cloud providers install and operate
application software in the cloud and cloud users
access the software from cloud clients. The cloud
users do not manage the cloud infrastructure and

5.1.3 Glassfish Application Server :
It is an Application Server which can also be used as
Web Server (Http Server).
5.1.4 Web server/cloud: Cloud in the architecture is
used for:

IV. CLOUD SERVICES
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1. Storage of Student, Teaching and Non-teaching
Staff information such as personnel details, login
details, etc.
2. E-Library information details.
3. Back up of messages, group’s data and other
service information.
5.1.5 Android Platforms And Personal Computer:
Students will have to use Android phones for
application usage whereas Teaching and Nonteaching staff will use the personal computers.
Android is an open source mobile operating system
developed and supported by Google and Open
Handset Alliance (OHA). The OHA is a business
alliance for developing open standards for mobile
devices
that include Google and eighty other companies such
as HTC, Dell, Intel, Motorola, Qualcomm, etc. The
Android OS kernel is based upon a modified version
of the Linux kernel. The Android SDK provides the
tools and APIs necessary to develop applications on
the Android platform using the Java programming
language. The main strength of the Android operating
system is its Open Source license. Application
developers prefer android as it provides equal access
and performance for all applications running on it.
Android is more economical than other mobile
operating systems .Personal computers used by the
staff can have operating system like Windows,
Solaris ,Linux.
5.2 SYSTEM REQUIREMENTS
5.2.1 Hardware Requirements
 Processor –Intel Pentium 4/above
 Memory 512 MB RAM/above
 Hard drive 20 GB/ above
 Graphics memory : 64MB/above
 WiFi Availability (Access points) and
Mobile
 Devices with Wi-Fi connectivity

Figure2. System Architecture

5.2
SERVICES
PROVIDED
BY
THE
APPLICATION
We are going to develop a system for digitalization of
the college teaching learning process. The system will
provide the different functionalities to students, staff
members
and
the
non
teaching
staff.
System will provide following features:
1) Manage notes –Used for managing personnel
documents and notes of the user.
2) Messaging – Used for sending personnel
messages among the user.
3) Groups- Used for creating and managing
personnel and other groups.
4) Message Broadcasting- Used for sending a
message to more than one user.
5) General Notifications- Latest news in college can
be updated and this is sent to the users and via
notifications.
6) Message Boards-Works like a notice board of the
college.

5.2.2 Software Requirements
 Windows, Solaris, Linux
 Java, XML, MySQL
 Glassfish Server
 Android XML Layout
5.3 Assumption and Dependency
The application offers reliability, time saving and
easy control. It can be used as a base for creating
similar applications. This architecture can be used in
different colleges and institute for automating their
day to day activities with assumption that
1) Each Student must register in college private
cloud in order to access different features which
system offer.
2) Each student must have android phones in order to
use application.
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7) Event Management-Different events in the college
like Technical, Cultural, and Sports are managed.
8) Knowledge Share-Exchange of data amongst
students, teachers and both.
9) Email Services-Mailing service is provided in this
feature.
10) SMS Services –Sending messages from teaching
and non teaching staff to students, parents.
11) Chat Services- Chatting among staff and
students is possible using this feature.
12) Ask Me or Tiny Forums- A meeting or medium
where ideas and views on a particular issue can
be exchanged.
13) E-library - A website that makes books and
other reading material available to users.

VI. SECURITY:
6.1 Encryption /Decryption In this project we are
using the encryption-decryption algorithm for the
security purpose. Both MD5 and SHA-1 are
commonly employed as a means to verify the ntegrity
of a file and are also used widely for the supposedly
secure storage of passwords[5].When the user enter
his/her PIN username and password for the
authentication. Username and password is encrypted
using SHA-1 algorithm before sending to the server
side and at the server side the encrypted pin is
decrypted first and then matches it with the server
side database.
6.1.1 SHA-1:
In cryptography, SHA-1 is a cryptographic hash
function designed by the National Security Agency
and published by the NIST as a U.S. Federal
Information Processing Standard. SHA stands for
"secure hash algorithm". The three SHA algorithms
are structured differently and are distinguished as
SHA-0, SHA-1, and SHA-2. SHA-1 is very similar to
SHA-0, but corrects an error in the original SHA hash
specification that led to significant weaknesses. The
SHA-0algorithm was not adopted by many
applications. SHA-2 on the other hand significantly
differs from the SHA-1 hash function. SHA-1 is the
most widely used of the existing SHA hash functions,
and is employed in several widely-used security
applications and protocols. [5].

Figure3. Services provided by the application

V. SYSTEM FLOW
7.1External Interface
5.1.1 User Interface
There will be efficient user interface and would have
a proper provision for accessing the web services on
mobile having Android platform or laptop PC’s
[Fig.4].
User Classes and Characteristics
1) Student: Student will login the system and use the
different functionalities provided by the system.
2) Teaching Staff: Teaching staff are responsible for
uploading the study material for students, notices,
events, important messages, etc on the system.
3)

Non Teaching Staff: Non teaching staff is
responsible for posting information about the latest
updates about the college (like exam forms,
scholarship forms, etc) on the system.

Figure4. System Flow
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internet rather than on individual devices, providing
on-demand access. Thus, the system will improve the
teaching learning process and provide digitization to
the college.

VII.ADVANTAGES
Our system offers the following advantages:
1. Mobile Cloud Computing will help to overcome
limitations of mobile devices in particular of the
processing power and data storage.
2. It can also become a one-stop option for getting
latest information for users of mobile devices
since Mobile Cloud users such as students can
simultaneously act as provider for sending the
latest updates , ongoing things in the college ,use
e-library services, and provide software, data
storage ,etc. as a service.
3. Time saving and easy control for e.g. instead of
waiting for the important notices that are
displayed on the notice boards the feature is
provided in our system which is more faster than
the traditional way.
4. Improving data storage capacity and processing
power.
5. It can be used as a base for creating similar
applications.

IX. FUTURE SCOPE
In future our system plans on including an
Attendance Monitoring feature whereby every
student will be periodically notified regarding his/her
attendance record for a specific duration. Moreover,
the mobile application can also be ported to popular
Symbian OS, IoS, Blackberry platform (v .5),
Google Appengine, and Amazon EC2 platform based
phones using this architecture.
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,

Abstract- Search engine spamming is a practice of misleading the search engine and increasing the page rank of
undeserving websites. The black hat search engine optimization (SEO) techniques leads to untrustworthy results for search
engines. In this paper, we have characterized some commonly used black hat techniques, and we have proposed a new way
to counter those techniques using link based spam detection combined with the page rank algorithm. This technique helps us
to discover target page and trace down the entire graph responsible for spreading spam.
Keywords- spam detection, black hat techniques.

1.

INTRODUCTION

With increasing dependencies on World
Wide Web (WWW), we rely on search engines to
provide us right information at the right time. Search
Engine Optimization (SEO) is the practice of building
a web site search engine friendly, so that it can be
found easily on the search engine with its relevant
keywords. There are many free lancing SEO
companies, which provide such facilities. The main
role of these companies is to list the websites on
search engine. Some of those small SEO providers or
other people also use some automated tools and/or
other unethical techniques commonly known as black
hat techniques to increase the traffic on website [1].
These kinds of people, which use black hat
techniques to increase the page rank of an
undeserving websites, are known as spammers giving
rise to spam [2]. Due to their regular spamming, the
search
engine
result
becomes
unreliable,
untrustworthy and annoying.
The spam technique is mainly classified into
two basic categories, namely; boosting technique and
the hiding technique [3]. The boosting technique is
the technique, which is used to make the page look
more relevant to the search engine. The boosting
techniques are further classified as keyword stuffing
and link building as shown in Fig. 1. Keyword
stuffing is also known as on page technique. During
the on page, the target keyword is stuffed into the
web pages i.e. the HTML page, PHP page or any
other available source page on the web server. These
keywords are stuffed into HTML tag i.e. META tag,
H1 tag, HEADER tag etc. Each tag is rated explicitly
by the search engine and the summation of all the
ratings provides the total keyword density for the
particular page. Even the sub directory, URLs and
contents are rated and included in calculating the
keyword density for the website.

Figure 1: Boosting Techniques

Link building or the off-page SEO are the other
measures on which the search engine relies to
measure the importance of a website. The various
factors affecting search engine results are:
• Trusted links: Some websites such as DMOS or
Yahoo are considered as trusted sites, which are
trusted source for the search engines. And the in-bond
links from such sources have greater impact as
compared to the other inbound links. This can be
achieved by directory submission or directory
cloning.
• Link Population: The total number of in-bound
links also adds to the search engine result. This can
achieved by blog or forum posting or through digital
marketing.
• Traffic: Traffic can be achieved via honey pot i.e.
by submitted the links of our target page in some
relevant discussion on some blog or forum sites in
order generate the traffic by attracting people.
Another way is through link farming i.e. creating
many pages targeting the target pages.
• Converging graphs is also deciding factor
responsible for the page rank of a particular site.
Hiding techniques are the techniques that are used to
hide the boosting techniques [3]. These techniques
are responsible for generating traffic from the user
and misguiding the crawlers as shown in Fig. 2.
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The following picture in Fig. 4 shows an example of
Spamming technique used with the facebook. Here,
the data is taken from some application owner of the
facebook and the target site is camouflage with the
facebook basic appearance [7] [10]. This is an easy
way to gain a child attention and increase the traffic
on target site.

Figure 2: The hiding techniques

Figure 4: Example of spam on facebook.com

Through hidden links a lot of anonymous traffic is
generated. This can also be done by redirecting the
domain to other domain. Redirecting can be done
directly or through scripting but cloaking is specially
used to show the search engine the different content
from the user’s browsers content [4]. These
techniques have become old and the crawlers grew
advance enough to counter most of those techniques.
However, there are various recently introduced
techniques, which are advance enough to hide
themselves from the crawlers and give rise to
Spamdexing. These techniques use the attractive
platform, where it’s easy to conceal and generate
some heavy traffic by camouflaging with the website.
These techniques fool the website user to generate
traffic. These techniques are discussed in detail in the
subsequent sections. We have identified various stateof-the-art spamming techniques and we have also
introduced a method to counter some of those
techniques.
2.

• Throwaway Domains: Create new domains with
short term that are very popular keywords such as
obamainindia.com, i.e Obama in India. These
domains are used to practice some black hat
techniques such as redirecting or clocking and are
short life domain used to redirect to the target page
[8].
• Cloaking with the flash: Cloaking with the scripts,
that are not read by the search engines such as flash.
When an flash embedded website is visited by the
crawler, the crawler view its texts field only, like the
header tag, Meta tag etc. but unable to predict, where
it’s flash will redirect the user. So such websites may
lead user to some other domain whereas the crawler
may not pursue the target. Some of the flash
advertisements are also embedded into sites, which
leads to the target site.
• Automatically Generated Keyword Pages: It has
been found that many product selling websites create
pages automatically according to the keywords
applied on the search engines.
• Blog Spam: They use content management system
(CMS) and install it in their websites with the spam
protection on. Now, all they need to wait for someone
to spam on them, then they parse the keyword on it,
remove the link, and then they append their own links
on it. It has proven as one of the most legitimate
looking spamming technique.
• No follow: This tag is default for the blogs and
forum sites, when a link is pasted on the websites.
The human browsers only can follow it but not the
search engine crawlers [6].
For example: <a href=http://www.exampleabc.com
rel=”nofollow”>your solution</a> In this way, the
search engines can stop creating low valued
backlinks. The backlinks are the inbound links, which
are considered relevant according to the search
engine. Now a days, automated tools are used to
comment and blog links, which is not followed by the
crawlers but generates a lot of traffic for the target
page.
• Spam Blog (Other Way): They create many blogs
which have irrelevant data as compared to the target
page. The spammers comment their various blog
links on blogs, forums, message boards, guestbook
etc. Further, it is searched by users from the search

STATE-OF-THE-ART SPAMMING
TECHNIQUES

With increasing age of search engine spammers,
a variety of new techniques have been evolved, some
of the commonly identified techniques are shown in
Fig 3.
• Social sites: Many social sites such as the twitter
and facebook are targeted by the spammers.
According to the spam analytical report in 2009, the
3% of the message on the twitter are spam [5]. The
links are scattered so as to increase the traffic on the
webpage. This technique is the finest way to increase
the traffic on the website.

Figure 3: Evolving techniques
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engine but on clicking on their links they are
redirected to the target page as shown in Fig. 5[9].

Figure 6: Converging Node

2) Refining the Result: The generated list may
contain the false positive results too that can either be
the good links posted on the same website or the
spam links. Since the spam result is cloaked, we can
use an automated program that will use a real browser
to visit all the primary provided URL and then record
the secondary URL. Now, the software result can be
associated with crawlers result. If both ends to the
same page then it may be a good page else it may be
the spammed page. Further, the result is transferred to
the human expert i.e. the manual investigation to
confirm its spamming URL.
3) Labeling the spammed site: Since it takes time
for the spammed site to take effect on the search
engine result, we have sufficient time to mark the
URLs and related doorway URLs. These now can be
banned from the search result along with its target
page.
B. Combining Spam detection with page rank
Page rank is always being an important constituent
in manipulating the search engine result. We propose
architecture to combine the detected spamming
webpage with page rank as shown in Fig. 7. A new
spam detection aspect is introduced in the
architecture, which involves database of social sites,
root and link based techniques. It uses online result to
calculate the inbound links of target website and its
targeting websites. With this cumulative process, we
can identify the whole graph. The page rank affects
the whole graph and if the page is back linked by
some higher page rank website then it also acquires
page rank from the same site [11]. With the concept
of page rank algorithm, if one can charge the penalty
i.e. negative page rank to the page detected as the
spam then it will decrease the page rank of all the
links associated with the web page. In this way, it will
turn spammer’s technique against spammers. Result
from our detection method is marked with some
negative page rank. The same page rank can then be
used with the page rank algorithm to find the page
rank of the targeting node or the reference node. This
cumulative process continues until all referred pages
have the negative page rank impact. In this way, the

Figure 5: Spam Blog technique

3.

PROPOSED SPAM DETECTION
TECHNIQUE

Many websites use the no follow, cloaking,
spam blogs, social sites etc. methods to spam, where
the crawler fails to detect the spamming. As already
discussed the spamming websites detect and serve the
crawlers and the browsers differently. So, it is not
possible to detect the spamming through the crawlers
alone. Spammed pages are linked with non-spammed
pages i.e. good sites making complex graph structures
with the spammed ones and making it almost
impossible to detect it by complete automated process
[5]. Therefore, human interference is required. We
have already some older data i.e. links of previously
detected spam sites detected by the users of social
networking websites or other spam detecting data
sources.
We propose a spam detection technique,
which uses identified link from the social sites, refine
the result and then label them as spam. Let us
consider the previously identified spamming link as
the root link.
A. Spam Detection
1) Starting with the root link: Since the crawlers
are cloaked to the different results, we can use a real
browser to search and manipulate the result. First, we
use the link to visit the target URL from the spam
link with a real browser. Then, we can use target
URL and the root URL to find different guest books,
blogs, and forums etc. containing link. By querying
links: target (Query for the search engine to find the
inbound links), we can acquire inbound links for
target link. Thereafter, we will have new URLs,
which can be used to find inbound links for them and
so on. The iterative process can be automated until
the graph converges as shown in Fig. 6. Now, we
have a list of all such links in the graph.
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page rank of the spammers graph decreases and
thereafter it results in lowering website’s position in
the search engine result.

4. CONCLUSION
With changing WWW, various new web
spamming techniques are evolving. We should
always keep guards on in order to fight against
spamming. Search engines are not merely an example
of Web mining in the current scenario; today’s search
engine should be an intelligent enough to know right
data to mine upon. We are required to make use of
knowledge over knowledge to capture and counter
the new minds creating the untrusted web search
engine results. The proposed technique can be used to
identify the target websites and their graph patterns.
We can improve our search engine result and can also
intimate the social sites, blogs and forum about the
identified spams.
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Abstract— Anycast routing can communicate with the nearest member in the group of servers. Anycast communication is a
new internet service defined in IPV6.In this paper, ant colony algorithm is used to regulate the pheromone on the best path for
the purpose of QoS Anycast communication. To avoid falling into local optimal path, the algorithm uses resetting method and
candidate set strategy to expand the searching space of ant colony QoS Anycast routing problem aims at choosing a physical
routing path to meet its requirements.
Index Terms— Ant colony optimization; Anycast; Quality of Service (QoS); Routing.

definition of the any cast routing with multiple QoS,
and Section 3 proposes anycast routing algorithm
based on ant colony algorithm.

I. INTRODUCTION
Many effective Anycast routing algorithms are
becoming important as the rapid expansion of the
Internet leads to increased use of replicated servers
and other any cast services. The popularization of
real-time multimedia applications has led to a need for
quality of service (QoS) to maintain desired level of
quality.
Quality-of-Service (QoS) is desirable for current
Internet routing services. QoS is defined as the
attributes or criteria, which contribute towards the
end-to-end performance of the service in reflecting
users' requirements. There are various QoS
parameters defined for Internet routing such as
end-to-end delay, load-balance, throughput and
reliability etc. QoS requirements and Internet traffics
may interfere each other, so to meet the QoS
requirement, dynamic and adaptive routing services
are used. The objective of QoS anycast routing
problem is that choose a feasible routing path which
can meet the QoS requirements.
The problem of finding a optimal path from a source
node to any member of destination group is complex.
To reduce the computational complexity, many
heuristic methods for multicast or anycast routing
problem are presented. But these algorithms are too
complex and cannot obtain best global solution.
Ant colony optimization (ACO) is a new natural
optimization algorithm which simulates the behaviors
of ants’ colony.
The traditional ACO algorithm can solve various
complex optimization problems, such as TSP,
flow-shop scheduling problem, etc. Until now, ACO
algorithm has been used to communication and
network routing mechanism to provide quality of
service. This paper will develop an efficient ant colony
algorithm for QoS any cast routing. The rest of the
paper is organized as follows: Section 2 gives a formal

II. ANYCAST ROUTING PROBLEM
FORMULATION
Communication network is defined as a directed
graph G=(V,E) with node set V and edges set E, and I
VI=n , IEI=m . For each edge (i,j)ЄE has four
parameters, namely bandwidth capacity bi j ,delay di j,
package loss rate
pli j, and cost Ci j. (i,j).
Given an anycast packet with anycast (destination)
address A, let G(A)= {d1,d2,. .. , dq} (q<n) denote the
group of designated recipients, S= {S1,S2,….,Sk}
(k<n)denote the group of source hosts that may send
packets with anycast address A. Each source node has
a bandwidth requirement of B units, delay
requirement of D units, package loss rate of PL units
on each edge that it uses to send data to destination.
The ARP problem is that of finding a set of paths
{P1,P2, ... , Pk} (k<n) from each member of S to any
member of G(A). Each path pi(i=1,2, . . . ,k) represents
the path from the node Si Є S to one of the member
node of G(A).
The functions of bandwidth, delay, package loss rate
and cost of a feasible path p can be formulated as
followings:
Bandwidth (p)= minbi,j i, j= 1 ,2,…,n
(5)
Delay( p)= Σni=1 Σnj=1dij i, j=I,2,…,n
(6)
Package _Ioss(p) = Σni=1 Σnj=1plij i, j = 1 ,2,..., n (7)
Cost(p)= Σni=1 Σnj=1cij i, j=I,2,…,n
(8)
A feasible path which can meet the condition of
bandwidth, delay and package loss rate constraints
and its cost is minimum in all paths from G s(A) to
G(A) to achieve the objective of any cast routing
algorithm with QoS requirements is choosen. The
paths selected by any cast routing algorithm with QoS
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requirements must simultaneous satisfy following
conditions:
Bandwidth (Pi) ≥B
i=1,2…,k
(9)
Delay (pi)≤D
i=1,2,.., k
(10)
Package_ loss (Pi) ≤P L i=1,2,.., k
(11)
Min Σk i=1Cost (Pi)
i=1,2, …,k
(12)

Where Pg (O<pg<1) is the global pheromone volatile
factor, Q is constant which is used to control the
amount of pheromone value deposited by the globally
best ant, f is objective function values of path
constructed by the globally best ant.
B. The Improvement for ACO Algorithm
In order to avoid falling into a local optimal path, we
made some improvement base on ACO algorithm.
1) After there were T1 iterations which all ants
searched a same path continuously, we reduce the
pheromone value Q1(0<Q2<1) times on that path and
then keep going on. If there were still T2 (T2>T1)
iterations, algorithm re-initialize and reduce the
pheromone value Q2 (0<Q2<1) times on all found
path. The reason of resetting is that the algorithm has
fallen into a local optimal path and cannot search any
other path.
2) Sometime there are some edges which heuristic
values are very big and after those edges are selected,
ants can't finish their trips. That is to say those ants
cannot arrive at a member node and all died. In order
to avoid happed frequently, after an iteration finished
and there is more than K percent died ants, we reduce
the pheromone value Q3(0<Q3<1) times and heuristic
value Q4 (0<Q4<1) times on the path which died ants
is greatest in number. The reason of adjusting is that
ants selecting those edges are not help to arrive at a
target node.
3) Sometime algorithm only can find some path
repeatedly which have found by other ants and cannot
find any other new paths. In this situation, algorithm
will be reinitialized again and again. If algorithm has
re-initialized more than T3 times, we end the
algorithm so we can save runtime of the algorithm.

III. OUR ALGORITHM
A. Three Main Rules of Algorithm
The three main rules of our algorithm are as follows:
1) The selection rule of next node.
In the process of selecting next node, ant k on node i
chooses the node j to move to according to formula
(13).
j= arg max {ταi,u(t).ηβi,U(t)}
q≤qo
(13).
=J
Where α and β are parameters which determines the
relative importance of pheromone and heuristic value
(α >0, β>0). q is a random number uniformly
distributed in [0,1], and qo is a parameter that
determines an ant in node i how to select a next node
to move to allowed k is the set of nodes not to be
selected by ant k on node i. J is a random variable
selected by the probability distribution given in
formula (14), which gives the probability with which
ant k in node i moves the node j.
pkij(t) = ταi,u(t).ηβi,U(t)/ Σ ταis(t).ηβis(t) j Є allowedk (14)
=0
otherwise
Where τ ij(t) is the pheromone concentration of edge
e(i,j),
1'fij is the heuristic information to move an ant from
node i to node j. The 1'fij is formulated as follows:
η=ξ bandwidth + (1-f1.packet_loss ij)/fd.delayij+fc.cos tij
(15)
2) The local updating rule
To increase the searching ability to other edges the
local updating rule is used to reduce the effect of
selected edges upon on after ants. After an ant comes
node j from node i, the pheromone of edge e (i,j) is
changed by using the local updating rule of formula
(16).
τ(i, j) ←(1- Pl). τ (i, j) + pl . ∆τ (i, j)
(16)
Where, PI (0<pl<1) is the local pheromone decay
parameter,
∆τ (i, j)=log(bandwidth!bandwidth.max)+1/costij is
the pheromone value deposited by ant crossed the edge
e(i,j), is the local pheromone volatile factor.
3) The global updating rule
After all ants have finished once path selection, only
the globally best path which objective function value is
smallest is selected to update global pheromone. Thus,
we may reserve the current optimal path. The
pheromone level is updated by using the global
updating rule of formula (17).
τ(i, j) ← (1- Pg)· τ (i, j) + Pg • τ (i, j )
τ(i, j)= Q|f (i, j) Є p=0 (i, j) Є≠ p

C. Algorithm's Description
The ACO-AR algorithm proposed in this paper is
described as follows:
Input:- The network G = < V,E > and any cast request
R =(s,D,QoS), QoS ={B,D,PL}.
Output:- An optimal routing path that satisfies the
QoS
Request R or no path.
Step 1: Coding all nodes in network.
Step 2: Initializing all the parameter in the algorithm,
i.e.
T, m , τ0, η, α, β, рg, рl, ƒc, ƒd, ƒl, λh and λb. Each ant is
positioned on a starting node.
Step 3: Constructing candidate set.
Step 4: Finding a path that satisfies the QoS request in
G.
While (number of iteration! =T1or number of
re-initialization
!=T3) {
For (each ant) {
While (next node is not belongs to a target node) {

(17)
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Selecting a next node according formula (13) and
(14);
If (cannot select any other node) ant died;
}
}
Else if (current path satisfy QoS constraint)
Updating local pheromone to selected path
According formula (16);
Carrying on selecting next node;
Else giving up the selected node and selecting
Another one again;
Updating global pheromone to the best path in this
iteration
Using formula (9) computing the objective function
values of each path constructed by ant.
}
Step 5: Report the global best path. If global best path
is
Empty, the request path to meet the needs of QoS
constraints cannot be found.

Colony algorithm (ACO). An improved ACO
algorithm for multiple QoS any cast routing is
proposed in this paper. In algorithm, a felicitous
estimate method of the optimization path is designed
to search a reasonable Anycast routing path, and the
load balance is considered. The algorithm the results
of the simulating experiment show that the algorithm
can efficiently avoid falling into local optimal path
and find the global-best solution by adjusting the
pheromone in the iteration-best path and
re-initializing the algorithm, and also can be utilized
to satisfy the need of the clients for bandwidth, delay
and cost .
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Abstract—This paper gives the comparative study of different researches which have implemented text categorization in
one or the other way. It also brief us that, how many methods we have, which could be used for efficient text categorization
in accordance to the different needs. Text categorization is a method which classifies texts under different categories or
classes or labels. The overall efficiency could be improved by using feature selection method. There are different methods
used for Categorization purpose such as conventional SVM, Decision Tree, and on the other hand some novel nonconventional methods like Probabilistic Latent Semantic Analysis (PLSA), Latent Dirichlet Allocation (LDA) are also used.
Although all techniques have their own pros and cons, A comparative studies here will let us know which implementation is
used under what factors and where else it could be used.
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I.

INTRODUCTION

phrase, enter the search terms, results order to
match the one we want.
There are many research works have been done in
Text Mining and Text Categorization. Here some of
them are briefed. Some of the Text Mining
applications and techniques are summarized in [2].
An accomplishment of Information Extraction and
Categorization in the text mining application to
extract terms from the document using Porter's
Algorithm for inflectional stemming is discussed in
[3]. A novel, graph mining approach for text
classification is defined in [4]. All the transform
based technique for word and line segmentation from
digitized images and business card reader system and
license plate recognition system is presented
in[5].There are papers such as News Article Category
Browsing Based on Text Categorization, Technique,
used in Sasarn search Engine for Thai language[6],
Web Text Categorization for Large-scale Corpus[7],
A Comparison between Keywords and Key-phrases
in Text Categorization using Feature Section
Technique[8], Automatic Text Categorization and
Summarization using Rule Reduction[9], A Survey of
Cross-Domain Text Categorization Techniques[10]
which also explain the variety of text categorization
techniques and their applications.

Text categorization is the main reason which could
seriously affects search results. Moreover, most of the
approaches suffer from the high dimensionality of
feature space. To overcome this problem, various
feature selection methods or text categorization
techniques are implemented and experimented large
numbers of methods are evaluated on even larger
amount of data. Automatic text categorization has
many practical applications; there are application
which includes indexing of information retrieval from
document and automatically extracting metadata. For
the text domain, features are a set of terms extracted
from document. The document must be analyzed to
determine the ambiguous words because those words
create confusion in the classification. In the scientific
and technical work, keywords are also appended to
documents to briefly describe and indicate what they
are about. These keywords are a useful form of
metadata because it reduces documents into a few
important phrases that can be interpreted individually
and independently of each other [1].The standard way
a text categorization creates a stop list of words
would include words such as ‘and’, ‘but’, ‘they’ etc.
These words occur very frequently in normal text and
as such are not useful in distinguishing one document
from another with respect to given query. Once these
stop words have been removed one is left with a
restricted vocabulary of words or word stems which
should provide an acceptable amount of document
discrimination power. A phrase is a group of words
which from a constituent and function as a single unit
in the syntax of a sentence and lower on the
grammatical hierarchy than a clause. Most phrases
have an important word defining the type and
linguistic features of the phrase. The search for a

II. TEXT CATEGORIZATION
Text Categorization is a process of automated
classification of text documents under some
predefined classes or categories. It takes into
consideration various classification algorithm for
building the required model. For textual data, features
are some important terms to the documents which
describe document differently in a significant way.
There are many prior works that has been done which
proposed and compared among different algorithms.
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In this paper, we present comparative study of text
categorization algorithms for different type of textual
data. We consider six algorithms: decision tree, Naive
Bayes (NB), Decision tree, Support Vector Machines
(SVM) Probabilistic Latent Semantic (PLSA), Latent
Dirichlet Allocation (LDA) and Expectation Maximization Algorithm. A decision tree is a simple
structure where non-leaf nodes represent the
conditional tests of attributes or features and leaf
nodes contain the class label in which each data
predicted into. The Naive Bayes classifier is a
probabilistic learning method that derives from
Bayesian theorem. The Naive Bayes (NB) algorithm
was first proposed and used for text categorization
task by D. Lewis (1998)[11]. NB is based on the
Bayes’ theorem in the probabilistic frame-work. The
basic idea is to use the joint probabilities of words
and categories to estimate the probabilities of
categories given a document. NB algorithm makes
the assumption of word independence, i.e., the
conditional probability of a word given a category is
assumed to be independent from the conditional
probabilities of other words given that category.
Support Vector Machines (SVM) is the machine
learning algorithm introduced by Vapnik [12]. SVM
was first applied for text categorization task by
Jaochim [13]. SVM is based on the Structural Risk
Minimization principle with the error-bound analysis.
The method is defined over a vector space where the
problem is to find a decision surface that “best”
separates the data points in two classes. Probabilistic
latent semantic analysis (PLSA) was proposed by
Hoffman in the year1999. [14] PLSA does not need
labelled information, and thus does not consider the
available prior knowledge of the domain. Latent
Dirichlet Allocation (LDA) is a generative
probabilistic model for words in documents. It is
similar to a PLSA (Probabilistic Latent Semantic
Analysis). LDA have a tendency to learn clustering of
words that form semantic themes like words
describing the same concept can be allocated to the
same topic.

theoretical reasons for the apparently implausible
efficacy of naive Bayes classifiers. [15]
For an instance the documents d contains the
following different words F= (F1, F2... Fn),
Suppose that there are k classes C= C1,C2,...or
Ck.

(1)
Given an unknown document say X (i.e., having
no class label), the classifier will predict that X
belongs to the class having the highest posterior
probability condition on X. [16]. While NB classifier,
sometimes generate highly inaccurate results with
higher dimensions.
IV. K NEAREST NEIGHBOR
In machine learning, k-nearest neighbor algorithm
(kNN) is used for classifying data set, patterns, etc.
based on nearest training iinstance in the feature
space. It is a type of instance-based learning, where
the function is only computed locally while all the
other computation is postponed till classification is
done. In kNN an object is classified by a majority
vote of its neighbors, with the object being assigned
to the class most common amongst its k nearest
neighbors, where k is small integer. For say, if k = 1,
then the object is simply assigned to the class of its
nearest neighbor.
(2)
The efficiency of KNN classifier mainly depends
on two things: Firstly, an optimum selection of K to
deal with both non-uniformly distributed data or
noisy data, Secondly; it depends on the distance
metric used. The main advantage of KNN algorithm
is that it generalizes with accuracy on many areas and
its the learning phase is fast. It is slow during instance
classification because all the training instances have
to be visited. [17] KNN algorithm efficiency degrades
with increase of noise in training data.

III. NAIVE BAYES
Naive Bayes classifier is a simple probabilistic
classifier based on applying Bayes' theorem with
strong (naive) independence assumptions. Bayesian
classifiers have also performed high accuracy and
speed when applied to large databases. There are
some probability models, where NB(Naive Bayes)
classifiers trained to fine precision under supervised
learning setting. There are many practical real time
applications where NB models use maximum
likelihood for parameter estimation. I.e. NB model
can work without actually using Bayesian methods
concept It worked well in complex real world
situations. In 2004, an analysis of the Bayesian
classification problem showed that there are sound

V. DECISION TREE
Decision tree technique is also used for
classification purpose. Decision trees are classifying
the documents based on feature values (words which
describe documents significantly). Each node
represents a feature of a document in an instance to
be classified, and each branch represents a value that
the node can assume. All instances are classified
starting at the root node and sorted based on their
feature values of the documents. Leaf nodes tell the
final classification of the documents. There are
different methods for finding the feature that best
divides the training sets such as information gain and
gini index. Methods like information gain gives clear
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information that, which features of documents are
most important for classification. There are many
popular decision tree approaches are ID3, CART
(Classification and Regression Tree), etc. A decision
tree can be represented more compactly as an
influence diagram, focusing attention on the issues
and relationships between events. Are simple to
understand and interpret. People are able to
understand decision tree models after a brief
explanation. There are different pros and cons one
should consider while using decision tree for
classification purpose such as every possible
scenarios can be added, even the worst and expected
values can be determined. Important insights can be
generated based on situation. It uses a white box
model, so clear insight is available at all levels. In aid
to these there are certain cons also such as if data
including large number of categorical variables with
uneven number of levels, then the information gain
select one with the more levels.[18] Sometimes
Calculations can be very complex especially, if many
values are uncertain and/or if many outcomes are
linked.

Where xi belongs to n-dimensional real vector, yi
is either 1 or −1, indicating the class to which the
point belongs. It is a linearly separable problem with
hyperplane equation

Where w is a weight vector and b is the bias value.
SVM perform good parameter tuning automatically.
It show good performance in almost all experiments,
SVMs removes the requirement of feature selection
to large extent, making the application much easier. It
is the best suited technique for textual data
classification.
VII. PROBABILISTIC LATENT SEMANTIC
ANALYSIS(PLSA)
PLSA sometimes also called as probabilistic latent
semantic indexing. PLSA was proposed by Hoffman
in the year 1999 [14] unlike prior techniques PLSA
is a probabilistic cum statistical technique for the
analysis of co-occurring data. It is evolved from
latent semantic analysis, adding a sounder
probabilistic model. PLSA is an unsupervised method
that can used to find out topics from a collection of
documents .PLSA is based on a mixture
decomposition derived from a latent class model.
This result in a more principled approach which has a
solid foundation in statistics.It does not need any
prior label information, or any prior knowledge of the
domain. It is a non-conventional but also an efficient
way for document classification. The aim of
probabilistic latent semantic analysis (PLSA) is to
discover the unobservable probabilities in a
maximum likelihood framework. In PLSA every
document is treated as a combination os several
topics, and these topics are latent semantic variables
obtained from maximum likelihood principle (or say
extracted features). Every document generates
multiple topics. [10]
First we assume that we have a collection of text
documents D={d1,... ,dN} from which we have
determined the co-occurrence table of counts
N=(n(di,w))ij using the vocabulary W={w1,... ,wM} .
Further assume that with every
Observation <di, wj>an unobserved class variable zk
belongs to {zl, ..., zK } is associated. A class zk can be
considered as a concept a document talks about. [14]
Every document can talk about multiple concepts to
different extend. Assume that we have an vase
consisting of 3-tuples <di , zk ,wj>. Note that zk is
regarded as being unobservable. By the definitions,
one may define a generative model for the
observation pair <di,wj>by the following scheme:

VI. SUPPORT VECTOR MACHINE
In machine learning, Support Vector Machine,
sometimes also called as Support Vector Network, is
a supervised learning technique. It analyzes different
patterns in data and mainly used in classification and
regression. The simple SVM takes input and finds out
which of the two possible classes forms the output.
Support vector machine is a machine learning
systems that use hypothesis space of linear function
in a high dimensional feature space, trained with a
learning algorithm. It is a non-probabilistic binary
linear classifier. In addition to linear classification
SVMs can be efficiently used for nonlinear
classification (using Kernel Function or kernel Trick).
A SVM constructs a hyper planes set in a high
dimensional space, which can be used for
classification. These hyperplanes can be biased or
unbiased on the basis of requirements. Multi-class
SVM is a modification to simple SVM which assign
labels to instances, where the classes are drawn from
a finite set of several features.

Figure1:Linear SVM classification.



Given a training data D, with a set of points which
take following form

select a document di with probability P(d)
pick a latent class zk with probability P(zk|di
)
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generate a word wj with probability
P(Wj|Zk)

Fugure3. LDA representation using plate notation
Figure2. PLSA representation

It is also projected to be helpful the way in which
probabilistic models can be scaled up to provide
useful inferential technology in domains involving
multiple levels of structure.

PLSA also has application in information retrieval
and natural language processing, etc. It can be easily
extended and embedded in other more complicated
models, while it is not a well-defined generative
model. It provides linear outcomes in various
documents. It is prone to over-fitting problem so one
need to be very careful while training.

IX. CONCLUSIONS
This paper presented four conventional and two
non-conventional
method
of
textual
data
classification. This is a survey for comparative study
of text document classification techniques which has
many real world applications. We have also included
in brief pros and cons of these text categorization
techniques; efficiency of every technique depends on
the underlying factors on which these techniques are
dependent. Different techniques are efficient in
different area , like SVM gives efficient results in
textual data for supervised learning , while LDA and
PLSA are unsupervised learning model and perform
better in information retrieval applications, Decision
tree is more suited in analysis based problem rather
than unstructured language processing.

VIII. LATENT DIRICHLET ALLOCATION
Latent Dirichlet allocation (LDA) is a generative
model that allows sets of observations to be explained
by unobserved sets which explain why some parts of
the data are similar. It inherits some properties from
topic model and was first represented as graphical
model for topic discovery [19].
It is similar to a PLSA (Probabilistic Latent
Semantic Analysis). [20] The fundamental idea is that
documents are represented as random mixtures over
latent topics, where each topic is characterized by a
distribution over words. [10] This model learns
different say 'x' topics, where 'x' can be any integer.
While the topic is characterized as a distribution, over
the words.[21] Large number of sets of all the words
used in the training set of documents. It tends to learn
the clustering of words that form semantic themes
like words describing the same thing.
LDA model can be described by two parameters,
that is to say, α and β. α is the parameter for the
Dirichlet distribution that is used to generate the topic
distributions for individual documents. β is a set of
multinomial distributions over the words for
individual topics. [10] Given the model parameters α
and β., to generate a document with N words W =
{wI,w2, ....WN ) under LDA, we take the following
generative process:
Sample topic proportion Θ-Dirichlet α, For each
word W belongs to{W1, ....,WN,}, Sample a topic,
Zn from Θ, The principal advantages of generative
models like LDA include their modularity and their
extensibility. [10]

Table 1. Summarization of all above techniques
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Abstract—
Speech synthesis is the artificial production of human speech. Synthesized speech can be created by
concatenating pieces of recorded speech that are stored in a database. During the past few years various speech synthesizing
systems have been developed which requires prosodic modeling to make the synthesized speech more natural. Due to
unavailability of adequately large and properly annotated databases for Indian languages, prosodic models for these
synthesizers have still not been developed properly. With inadequate prosodic models in place, the quality of synthetic
speech generated by these synthesizers is poor. In this work a Tamil language speech synthesizer, that do not require
extensive prosodic models, by using a new “syllable-like” speech unit suitable for concatenative speech synthesis is
developed. Initially continuous speech recordings are segmented in to syllable like units and stored in a database using a
Formant based syllable segmentation algorithm. When a text input is given, it is syllabified and matching speech units from
the database are extracted and concatenated to form a continuous speech. After concatenating the speech units there is no
need for prosodic modeling since each sound unit contains the required prosodic feature.
Keywords-speech synthesis component; formant; prosodic modeling.

synthesis for Amharic language was developed by
Nadew Tademe[4]. In [5] Bhatti.S ,et al, introduced a
statistical methods for speech recognition by
extracting formants of the speech and analyzing their
behaviour. In [6], a technique for building a syllable
based continuous speech recognizer when unannotated transcribed train data is available was
presented.

I. INTRODUCTION
The present growth in the field of information and
communication technologies has diverted the focus of
many researchers towards the speech technologies.
Speech technology comprises of many subfields like
speech synthesis, speech recognition, speaker
recognition, speech compression, speaker verification
and Multimodal interaction. The basic units of the
speech synthesis and speech recognition system are
syllable, phoneme and word. This study mainly
focuses on syllable segmentation or syllabification
with the aim to further develop a speech synthesis
tool in Tamil language.
Over the last few years an extensive number of
researchers have been working hard to improve the
performance of the Speech Recognition and Synthesis
systems. In many of the researches in the area of
speech recognition the syllables are considered as the
basic units since it contains more temporal
information than the phonemes. The syllable serves
as an important interface between the lower-level
(phonetic and phonological) and the higher-level
(morphological and lexical) representational tiers of
language [1]. The syllable boundaries in the
continuous speech signal are more precise and well
defined than the phoneme boundaries so their
segmentation can be done more accurately [2]. The
number of possible syllables in most of the languages
is huge which makes the storage and management
process more difficult [3]. In some of the speech
synthesis systems instead of storing the syllable like
smaller speech units in the database the speech
parameters like MFCC and formant frequencies are
stored. During run time best parameters that exactly
or closely match the given text will be used for the
synthesis of the speech. Formant based speech

II.

SYLLABLES – THE BASIC SPEECH
UNITS

Syllables are considered as the basic unit of
organization for a sequence of sounds. A syllable
contains a vowel with consonants in the initial and
the final margins. One of the main reason for
choosing the syllable as the basic unit is that the
Tamil language is syllable-centric. When a syllable
database is constructed using the proposed algorithm
it can be used for developing both speech recognition
system and synthesis system. In Fig 1.the role of the
syllable database in both the systems is shown. The
syllable based approach to speech synthesis and
recognition (see e.g. [8], [10],[9]) is motivated by the
fact that syllables create perceptually and acoustically
coherent units and that they also represent the basic
prosodic units. The syllable based approach to speech
synthesis and some related problems is described,
e.g., in [8], [10]. Even though the number of the used
syllable segments can be reduced so that it can be
used for real implementations, it nevertheless stays
high (see [7]). It has, of course, some negative
consequences, especially for data sampling,
extracting the segments and their editing and
equalizing.
The method proposed in the paper is based on the
idea of constructing a syllable database by
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segmenting the syllables from continuous speech.
The data storage space required to store the syllable

speech units will be high. Hence instead of storing the
syllable-like speech units, the reflection

Fig 1. Block diagram of Speech Synthesis & Recognition process

coefficients and the residual signal of the speech
units can be stored. The residual signal and reflection
coefficients will require less amount of storage space
than the original speech signal. Speech recognition by
analysing the residual signal can be implemented
easily and more accurately.
III.

can be considered as a one of the efficient
dimensionality reduction technique in speech signal
processing. Therefore in speech analysis it is needed
to first apply a silence removal method. Before
proceeding the silence removal process the speech
signal is windowed using hamming window of length
50ms. The two simple audio features namely the
signal energy and the spectral centroid are used for
silence removal from the speech signal. Initially the
two feature sequences are extracted from the given
input speech signal and thresholds are determined for

SILENCE REMOVAL

The computational speed of any signal processing
application can be increased by using a
dimensionality reduction technique. Silence removal
each sequence. Speech segments are detected based
on the simple thresholding technique.

time energy of the original and the filtered signal is
plotted and in Fig 2(b) the spectral centroid of the
original and the filtered signal is plotted and in Fig
2(c) the original wave form is shown.

Signal Energy of the ith frame is defined using the
formula

1 N
2
E i  
 xi n  ,N
N n1

IV.
is the length of

SEGMENTATION OF SPEECH

A. Formant Analysis using LPC parameter
Linear predictive analysis of speech for formant
extraction poses many merits and some demerits.
There are two methods for estimating formants from
the predictor parameters. The widely used and the
method used in this study for formant analysis is
factoring the predictor polynomial and based on the
roots obtained, formants are extracted. The other
method is to obtain the spectrum and choose the
formants by a peak picking method. The advantage of
using the linear predictive method of formant analysis
is that the formant center the frequency and the
bandwidth can be determined accurately by factoring
the predictor polynomial [11]. Initially the predictor
order p is chosen using the formula given below.
p = round(fs/1000)+2 , where fs is the sampling
frequency in Hz.

the sample.
The spectral centroid, Ci is defined as the center of
gravity of the spectrum. ,

where Xi(k) is the DFT of the ith frame.
The energy and the spectral centroid will be low in
the silent region of the speech signal. The Fig. 3
shows the results obtained after pre-processing stage
using the proposed algorithm. In Fig 2(a) the short
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Fig.2 Waveform showing the Silent regions after Pre-porocessing.

In linear prediction an estimate   n x ˆ for a sample
value is given as a linear combination of previous
sample values.
P

give an adverse effect on the output of the proposed
syllable segmentation algorithm.
More complex peak detection methods consume large
time for large data sets, require constant user
interaction and they produce highly variable results.
In this study the alternating nature of the derivatives
along with the user defined threshold are used to
identify local peaks in the frequency vector quickly
and robustly. Finally using the LPC analysis the
reflection coefficients is extracted from the smaller
speech units and the coefficients are utilized to
compute the residual signal. Twelfth-order
autocorrelation coefficients are found, and then the
reflection coefficients are calculated from the
autocorrelation coefficients using the LevinsonDurbin algorithm. The original speech signal is
passed through an analysis filter, which is an all-zero
filter with coefficients as the reflection coefficients
obtained above. The output of the filter is the residual
signal. The reflection coefficients and residual signal
are stored in the database. The residual signal and
reflection coefficients require less number of bits to
code than the original speech signal.

After performing the LPC analysis on the speech
signal, to identify the missing fundamental frequency
auto correlation is performed on the speech signal.
Autocorrelation is the cross-correlation of a signal
with itself. Autocorrelation is a widely used tool for
finding repeating patterns, such as the presence of a
periodic signal which has been buried under noise, or
identifying the missing fundamental frequency in a
signal implied by its harmonic frequencies.
B. Identifying Peaks in the F1-Formant Frequency
Identifying and analyzing peaks in a given time-series
is important in many applications, because peaks are
useful topological features of a time-series [12]. The
local peaks or valleys (local extrema) in the
frequency vector is found using a magnitude
threshold to determine if each peak is significantly
larger (or smaller) than the data around it. The
problem with the strictly derivative based peak
finding algorithms is that if the signal is noisy many
spurious peaks are found. To avoid the detection of
spurious peaks in the frequency vector, it is smoothed
using an average filter. Fig. 4 shows the plots of the
raw frequency vector and the smoothed frequency
vector with identified peaks. From the figure it is very
clear that by smoothening the frequency vector, the
spurious peaks are eliminated whose presence will

V. SPEECH SYNTHESIS
During synthesis phase the syllable parameters
corresponding to the text units are extracted from
database. The residual signal of each syllable unit is
passed through a synthesis filter which is the inverse
of the analysis filter. The output of the synthesis filter
is the original signal. Finally all the speech units are
concatenated together. The waveform of the each
syllable unit and their concatenated waveform for the
Tamil word ‘murpay;’ is shown in the Fig.5
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Fig 4. (a) Raw F1 Frequency with peaks (b) Smoothed F1 Frequency with peaks

VI. CONCLUSION
[4] NadewTademe, Formant based speech synthesis: Synthesizing
Amharic vowels, VDM verlag,2009. ISBN.3639178947.

In this paper a new syllable like unit for oncatenative
waveform synthesizers in Tamil language is
developed. It is been shown that how the automatic
segmentation algorithm has indeed created a speech
unit database which plays a major role in both Speech
synthesis and speech recognition kind of applications.
During syllable segmentation if their positions are
tagged and stored in the database, it could be used at
the time of synthesis to select most appropriate
speech units corresponding to the given text input.
Issues related to prosody and intonation are yet to be
addressed and are likely to improve the quality of
synthesis.
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Fig 5. a) waveform of syllable ‘m’ b) waveform of syllable ‘u’ c) waveform of syllable ‘rp’ d)waveform syllable ‘a y;’ e)Waveform of
Concatenated speech

.
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Abstract-Diabetic is one the important cost related problems. And also it gives the numerous eye problems for humans like
Diabetic retinopathy. In this work a new method have been proposed to segment the diabetic retinopathy eye. Segmentation
is one of the important modules of any image processing technique. In this work we have proposed the Mean Shift lgorithm
(MSA) to segment the Human eye. The performance of the proposed system has been verified and validated with another
standard algorithm. This technique is a novel technique to segment the Diabetic retinopathy and also the proposed
technique shows significant results.
Key words: Segmentation, Diabetic Retinopathy, Mean Shift Algorithm

1. INTRODUCTION
Diabetic retinopathy is a complication of diabetes and
a leading cause of blindness. It occurs when diabetes
damages the tiny blood vessels inside the retina, the
light-sensitive tissue at the back of the eye. A healthy
retina is necessary for good vision. If you have
diabetic retinopathy, at first you may notice no
changes to your vision. But over time, diabetic
retinopathy can get worse and cause vision loss.
Diabetic retinopathy usually affects both eyes.
Diabetic retinopathy has four stages:
1.
Mild Nonproliferative Retinopathy. At this
earliest stage, micro aneurysms occur. They are
small areas of balloon-like swelling in the retina's
tiny blood vessels.
2. Moderate Nonproliferative Retinopathy. As the
disease progresses, some blood vessels that nourish
the retina are blocked.
3.
Severe Nonproliferative Retinopathy. Many
more blood vessels are blocked, depriving several
areas of the retina with their blood supply. These
areas of the retina send signals to the body to grow
new blood vessels for nourishment.
4. Proliferate Retinopathy. At this advanced stage,
the signals sent by the retina for nourishment trigger
the growth of new blood vessels. This condition is
called proliferate retinopathy. These new blood
vessels are abnormal and fragile. They grow along
the retina and along the surface of the clear, vitreous
gel that fills the inside of the eye. Figure 1 shows the
normal eye anatomy.

Fig.1. Normal Eye Anatomy

By themselves, these blood vessels do not cause
symptoms or vision loss. However, they have thin,
fragile walls. If they leak blood, severe vision loss
and even blindness can result. Blood vessels damaged
from diabetic retinopathy can cause vision loss in two
ways:
1. Fragile, abnormal blood vessels can develop and
leak blood into the center of the eye, blurring
vision. This is proliferate retinopathy and is the
fourth and most advanced stage of the disease.
2.Fluid can leak into the center of the macula, the part
of the eye where sharp, straight-ahead vision
occurs. The fluid makes the macula swell, blurring
vision. This condition is called macular edema. It
can occur at any stage of diabetic retinopathy,
although it is more likely to occur as the disease
progresses. About half of the people with
proliferate retinopathy also have macular edema.
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Proposed Work Sequence The Block diagram of
the proposed system of Segmentation of diabetic
retinopathy is shown in Figure
3. The different process sequence is involved in this
process is also given in below.The Original image
is obtained from the image centre and then it will
be incorporated by using pre processing algorithm
using density and magnitude. The proposed method
flow diagram is shown in Figure 2 in a sequence
manner. Figure 3 represents the finding mean shift,
Figure 4 shows the mean shift clustering function
and Figure 5 shows the mean shift vector function.
Fig.5. Mean Shift Vector

3. Pre-processing
Step 1: Calculate the average magnitude

Step 2: Calculate the density of the edge length. The
density of the edge length is calculated from

Where C(i,j) is the number of connected pixels at
each position of pixel. Step 3: Calculate the Initial
position of map from summation of density of edge
Length and average magnitude.
Fig. 2. Work Sequence flow chart

Step 4: Calculate the thresholding of the initial
position map. If

Then P(1, 2) is the initial position of the edge
following. And then we obtained the initial position
by setting Tmax to 90% of the maximum value.
4. RESULTS AND DISCUSSION

Fig.3. Mean Shift Finding

To further evaluate the efficiency of the proposed
method in addition to the visual inspection, the
proposed boundary
segmentation
method
numerically using the Hausdorff distance and
theprobability of error in image segmentation. The
objects surrounded by the contours obtained using the
five snake models and the proposed method are
compared with that manually drawn by skilled
doctors from the Medical Hospital. Showing the
results it shows the Error difference value is very
minimal and also negligible. So the proposed
techniques produced nearer to the optimal value.
Fig.6 shows the output results of the proposed
technique .

Fig.4. Mean Shift Clustering
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5. CONCLUSION
Segmentation is one of the important modules of any
image processing technique. In this work we have
proposed the Mean shift algorithm to segment the
diabetic retinopathy Human eye. The performance of
the proposed system has been verified and validated
with existing problem. This technique is a novel
technique to segment the eye and also the proposed
technique shows significant results and compared
with the other conventional techniques. In future we
have a proposal to implement other algorithms to
segment the same eye image and also to compare
with the results of each other.
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Abstract— With the wide spread utilization of Biometric identification systems, establishing the authenticity of biometric
data itself has emerged as an important issue. Reliability and accuracy in hiding the biometric data is a dominant concern to
the security in a biometric based systems. Image watermarking is major domain for hiding the biometric information, in
which the watermark data is made to be hidden within an host image imposing imperceptible changes to the image .Despite
the progress in digital image watermarking ,the main objectives of majority of research is to make a reliable improvement in
robustness to attack. A reversible blind watermarking scheme is used for iris-palmprint multimodal biometric system.
Individual unique features for iris and palm-print are extracted and fused using a image fusion technique. Then ,the fused
biometric feature image is watermarked into a cover image. The performance of iris –palmprint recognition can be enhanced
using an efficient feature selection method . Various watermarking techniques such as DCT, DWT, DWT-SVD are
implemented with fused biometric feature image and performance of watermarking are measured over different metrics.
Watermarked images are found robust over different attacks and they are capable to reverse the biometric features.
Keywords- Image Watermarking ; Iris, Palmprint ; Multimodel Biometric.

rely on the memory of their users. Moreover, they do
not change significantly over time and it is difficult
for a person to alter own physiological biometric or
imitate that of other person’s. Multimodality, that is,
the use of several biometric traits for person
authentication, is often seen as a way to solve some
of the problems raised by the use of biometrics .
Like other biometric traits, palmprints also satisfy the
critical properties of biometric characteristics such as
universality,
uniqueness,
permanence
and
collectability]. Moreover, the use of palmprints over
other biometric technologies has several advantages.
It provides relatively stable and unique features.
Collection of data is easy and non-intrusive. Cooperation required from the subject to collect data is
low. It uses a low cost device and provides high
efficiency using low resolution images. Palmprint
based systems have high user acceptability [13].
Recently palmprint based recognition systems have
received wide attention from researchers and efforts
have been made to build a palmprint based system
based on structural features of palmprints such as
principle lines, wrinkles, datum points, minutiae
points, ridges and crease points[18]. The human iris is
an annular part between pupil and sclera and its
complex pattern contains many distinctive features
such as arching ligaments, furrows, ridges, crypts,
corona, and freckles. At the same time the iris is
protected from the external environment behind the
cornea and the eyelids. No subject to deleterious
effects of aging, the small-scale radial features of the
iris remain stable and fixed from about one year of
age throughout one’s life. The reader’s two eyes,
directed at this page, have identical genetics; they
will likely have the same color and may well show
some large scale pattern similarities; nevertheless,

I. INTRODUCTION
Digital watermarking is the technology of
embedding information (watermark or host signal)
into the multimedia data (such as image, audio, video,
and text), called cover signal , in order to produce
watermarked signal for use in certain applications
such as copyright protection, content authentication
,copy protection, broadcast monitoring, and so on. It
is realized by embedding data that is invisible to the
human visual system into a host image. Thus digital
image watermarking is the process by which
watermark data is hidden within a host image
imposing imperceptible changes to the image. The
root of watermarking as an information hiding
technique can be traced from ancient Greece as
steganography .The application of watermarking
ranges from copyright protection, file tracking and
monitoring. Watermarking techniques have been used
in multimodal biometric systems for the purpose of
protecting and authenticating biometric data and
enhancing accuracy of recognition. A multimodal
biometric system combines two or more biometric
data recognition results to increase the reliability of
personal recognition systems that discriminate
between an authorized person and a fraudulent
person. Multimodal biometric systems find
applications in law enforcement, e-commerce, smart
cards, passports and visa etc.
Biometrics refers to the identification of
humans by their characteristics or traits. To be
specific, in Computer Science, biometrics is used as a
form of identification and access control. It is also
used to identify individuals in groups that are
under surveillance. The main advantage of biometrics
is that these are not prone to theft and loss, and do not
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they have quite different iris pattern details. All these
advantages let the iris recognition be a promising
topic of biometrics and get more and more attention
[21,23,20]. Even though iris is seen as the most
reliable biometric measure, itis still not in everyday
use because of the complexity of the systems. In an
iris recognition system, iris location is an essential
step that spends nearly more than half of the entire
processing time [22]. The correctness of iris location
is required for the latter processes such as
normalization, feature extraction and pattern
matching. For those reasons, to improve the speed
and accuracy of iris location becomes nontrivial. The
United Arab Emirates expellees tracking and border
control system [23] is an outstanding example of the
technology.
Digital watermarking technology is the
process of embedding useful information into a
digital media(especially image, audio, or video) for
the purpose of copy control, content authentication,
etc.[5][6] An effective watermarking algorithm
should at least meet the following two characteristics:
imperceptibility, the difference between the
watermarked image and original image cannot be
distinguished by human eyes, and robustness, the
unauthorized individuals or groups can not eliminate
the watermark from the embedded data[2]. The
strength of robustness determines the watermarking
algorithm’s capacity of change during transmission
and storage, including intentional (such as malicious
attacks) and unintentional (such as compression,
noise, filtering and rotation, etc.)[8].

significant research and investment over the last
decade, and at this point, iris capture has become a
mainstream technology with wide acceptance. In
India, over 50 million people have been enrolled
using iris recognition systems in Andhra Pradesh and
Orissa. Feedback on these systems has been positive
both from enrolling agencies and state government
officials.The iris presents a potential means to issue
the majority of children a unique number linked to
their biometrics, since the iris stabilizes at a very
young age. Unlike fingerprints, the iris is said to be
fully developed at the time of birth itself.
C. APPLICATION SCENARIO
A multimodal biometric system combines
two or more biometric data recognition results to
increase the reliability of personal recognition
systems that discriminate between an authorized
person and a fraudulent person. Multimodal biometric
systems find applications in law enforcement, ecommerce, smart cards, passports and visa etc. The
defense and intelligence communities require
automated methods capable of rapidly determining an
individual’s true identity as well as any previously
used identities and past activities, over a geospatial
continuum from set of acquired data. A homeland
security and law enforcement community require
technologies to secure the borders and to identify
criminals in the civilian law enforcement
environment. Key applications include border
management, interface for criminal and civil
applications, and first responder verification.
Enterprise solutions require the oversight of people,
processes and technologies. Network infrastructure
has become essential to functions of business,
government, and web based business models.
Consequently securing access to these systems and
ensuring one’s identity is essential. Personal
information and Business transactions require fraud
prevent solutions that increase security and are cost
effective and user friendly. Key application areas
include customer verification at physical point of
sale, online customer verification etc. Based on
applications and facts presented in the previous
sections, followings are the challenges in designing
the multi modal systems. Successful pursuit of these
biometrics challenges will generate significant
advances to improve safety and security in future
missions.

A. PALMPRINT
Palmprints contain more information than
fingerprint, so they are more distinctive; palmprint
capture devices are much cheaper than iris devices.
Palmprints also contain additional distinctive features
shown in Fig. 1.3, such as principal lines and
wrinkles, which can be extracted from low-resolution
images; a highly accurate biometrics system can be
built by combining all features of palms, such as palm
geometry, ridge and valley features, and principal
lines and wrinkles, etc. It is for these reasons that
palmprint recognition has recently attracted an
increasing amount of attention from researchers.
B. IRIS
The iris of the eye is a protected organ, which
controls the diameter of the pupils – the centre part of
the eye – and the amount of light entering the eye.The
front, pigmented layer of the iris, contains random
patterns that are visible and highly stable. These
patterns are also highly intricate, and unique to every
individual. The iris faces very little wear, and can
consequently serve as a secure, always available
passport that an individual can present for
verification. The field of iris biometrics has seen

D. DATA SOURCE
The touchless palmprint image database
mainly consists of the hand images collected from the
students and staff at IIT Delhi, India. This database
has been acquired in the Biometrics Research
Laboratory during January 2006 - July 2007 using a
digital CMOS camera. The acquired images were
saved in bitmap format. This database contains left

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
27

A Robust Watermarking Scheme for Iris – Palmprint Based Multimodal Bio-Metric System

and right hand images from more than 230 subjects,
using a very simple touchless imaging setup, and
made available freely to the researchers. All the
subjects in the database are in the age group 14-56
years and voluntarily contributed at least 5 hand
image samples from each of the hands. In addition, a
new folder 'Segmented' is also made available. This
folder contains automatically segmented and
normalized images from each of the two hands from
more than 230 users. Each of the 150 X 150 pixel
images is named as 'XXX_Y.bmp, where XXX
represents user identification number and Y
represents image sample number. A standard test
image database consisting of lena, mandrill
,cameraman and living room in bitmap format is used
as cover image for the purpose of watermarking .

position
in watermarking algorithm. The secret
number is as a seed to feed into pseudo random
number system in which a size of n ( N ´ N / 64 )
non-repeated random numbers is generated. Since it
is time consumption in the pseudo random number
system.
B. MIDDLE-BAND DCT WATERMARKING
Discrete-Cosine-Transform or DCT is a
popular transform domain watermarking technique.
The DCT allows an image to be broken up into
different frequency bands namely the high, middle
and low frequency bands thus making it easier to
choose the band in which the watermark is to be
inserted. The middle frequency bands are chosen
because embedding the watermark in a middle
frequency band do not scatter the watermark
information to most visual important parts of the
image i.e. the low frequencies and also it do not
overexpose them to removal through compression
and noise attacks where high frequency components
are targeted. The middle-band frequencies (FM) of an
8*8 DCT block can be shown below.

E. IMAGE QUALITY MEASURES
Image quality measures are figures of merit
used for the evaluation of imaging systems or of
coding/ processing techniques. It is expected that
such measures could be instrumental in predicting the
performance of vision-based algorithms such as
feature extraction, image-based measurements,
detection, tracking, and segmentation, etc.,
tasks.some of IQM are PSNR , Structural Content,
Normalized Cross Correlation and Maximum
difference.
II.

WATERMARKING SCHEMES

A. BLOCK –BASED DCT WATERMARKING

Showing mid-band coefficient used for watermarking

The DCT is a very popular transform
function used in signal processing. It transforms a
signal from spatial domain to frequency
domain. Due to good performance, it has been used
in JPEG standard for image compression. DCT has
been applied in many fields such as data
compression, pattern recognition, image processing,
and so on. In image watermarking ,an c o v e r r
image is transformed by the DCT, it is usually
divided into non-overlapped N x N block. In general,
a block always consists of 8x 8 components. Each
block has 64 coefficients ,The watermark bit stream
is embedded into eight coefficients in lower band of
each block shown .

DCT is taken for each 8x8 block of the
image. DCT based watermarking techniques add a
pseudo number sequence in the mid frequency band
of the image to be watermarked. A strength factor k is
used which gives robustness to the watermark. The
value of k should be intelligently decided otherwise
imperceptibility of the watermarked image with the
original un watermarked is reduced showing the
distortions.
For each DCT block, the middle
frequency components FM are added to the pseudo
number sequence,and multiplied by a gain factor k.
Coefficients in the low and high frequencies are
copied over to the transformed image unaffected.
Each block is then inverse-transformed to give final
watermarked image.
For extraction of the watermark in the
image, the image is broken up again into same 8*8
blocks, and a DCT performed. The same PN
sequence is then compared to the middle frequency
values of the transformed block. If the correlation
between the sequences exceeds some threshold T, a
“1” is detected for that block; otherwise a “0” is
detected. Again k denotes the strength of the
watermarking, where increasing k increases the
robustness of the watermark. The PN sequence

The eight lower -band coefficients.
For the purpose of scattering watermark into the
host image and prompting security, A pseudo
random system is used to generate a random
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approach of DCT watermarking is used to extract the
watermark from cover image.

system or more likely to be detected by automated
image analysis system. Enhancement algorithms are
used to reduce image noise and increase the contrast
of the region of interest.

C. DWT- BASED WATERMARKING

Histogram-equalization method usually
increases the global contrast of the image, especially,
when the usable data of the image is represented by
close contrast values. Through this adjustment, the
intensities can be better distributed on the histogram.
This allows for areas of lower local contrast to gain a
higher contrast. Histogram equalization accomplishes
this by effectively spreading out the most frequent
intensity values.Palmprint biometric is rich in
features like geometry features, line features, datum
points, delta features and minutiae features. The
Palmprint image is pre-processed to get the desired
Region of Interest (ROI) / palmprint. Sobel Code
operators are applied to the palmprint to extract
Sobel-Palmprint. The palmprint line feature that
includes principal lines, wrinkles and ridges is
extracted using Sobel Code operators. The Sobel
Code operators are convolved with the palmprint
image and Sobel-Palmprint features are extracted.

A wavelet-based watermarking is proposed
in which a visually recognizable watermark is added
to the wavelet coefficients of an image. This
watermark can be a binary, gray-scale or an RGB .
The extracted watermark is visually recognizable to
claim ownership. The embedded watermark is hard to
detect by human visual perceptivity. In this method
pixels of watermark are embedded in wavelet
coefficients corresponding to the points located in a
neighborhood with maximum entropy. Embedding
the watermark in such pixels makes it possible to use
maximum amount of watermark due to human eye
insensitivity to areas with high entropy. It is often
desired to retrieve the embedded information without
reference to the host data; this is known as blind
watermarking.
In case of two-dimensional image, after a DWT
transform, the image is divided into four corners,
upper left corner of the original image, lower left
corner of the vertical details, upper right corner of the
horizontal details, lower right corner of the
component of the original image detail (high
frequency). Then continue to the low frequency
components of the same upper left corner of the 2nd,
3rd inferior wavelet transform.

DWT Decomposition model
Decompose image by using Haar wavelet
transform and Load the watermark into the suitable
subband of the original image. Convert the watermark
into a stream of bits (‘0’ &’1’).The watermark will
match the size of the matrix Convert every image
from RGB to matrix color format.For Extraction,
Divide channels R, G and B into a set of n*n nonoverlapping subblocks, respectively
Compute the
middle pixel value m and the mean value µ of the
subblock and Recover the watermark bit by
comparing m with µ accordingly.

E. IRIS FEATURE EXTRACTION
The Hough transform is a standard computer
vision algorithm that can be used to determine the
parameters of simple geometric objects, such as lines
and circles, present in an image. The circular Hough
transform can be employed to deduce the radius and
centre coordinates of the pupil and iris regions. An
automatic segmentation algorithm based on the
circular Hough transform is employed. Firstly, an
edge map is generated by calculating the first
derivatives of intensity values in an eye image and
then thresholding the result. From the edge map,
votes are cast in Hough space for the parameters of
circles passing through each edge point. A maximum
point in the Hough space will correspond to the

D. PALMPRINT FEATURE EXTRACTION
Image enhancement techniques are used to
refine a given image so that the desired features
become easier to perceive for the human visual
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radius and centre coordinates of the circle best
defined by the edge points. The homogenous rubber
sheet model devised by Daugman remaps each point
within the iris region to a pair of polar coordinates
(r,θ) where r is on the interval [0,1] and θ is angle
[0,2π].

Experiment results in IQM With Test Image

Daugman’s rubber sheet model.
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Abstract - Digital Watermarking is a technique which embeds a watermark signal into the host image in order to
authenticate it. When compared to spatial-domain watermark, frequency domain watermark is more robust and compatible
to popular image compression standards. Thus frequency-domain watermarking obtains much more attention. To embed a
watermark, a frequency transformation is applied on the host data. Modifications are later on made to the transform
coefficients. The much favorable frequency image transformations include the Discrete Fourier Transform (DFT), Discrete
Cosine Transform (DCT), discrete wavelet Transform (DWT) and others. The image is first divided into square blocks of
size 8x8 for DCT computation. From 12 predetermined pairs, a pair of mid-frequency coefficients is chosen for
modification. After dividing the image into blocks of size 8x8, certain blocks are selected and then the middle range
frequency DCT coefficients are modified, using either a linear DCT constraint or a circular DCT detection region. Peak
Signal to Noise Ratio (PSNR) and Similarity Ratio (SR) are computed to measure image quality.
Index Terms – Digital Watermarking, Multimodal Image, Image fusion, DCT, Image Authentication.

being applied in both stenography and digital
watermarking. The characteristic differences are
witnessed in the robustness seen in digital
watermarking when compared with stenography

I. INTRODUCTION
A digital watermark is a type of marker
embedded in a noise tolerant signal used for
identifying ownership of the copyright of signals.
“Watermarking" is the process of hiding computer
aided information in a carrier signal. Though the
hidden information hardly needs to have any relation
with the carrier signal, they are found to be used to
verify the authenticity or integrity of the carrier
signal or to reveal the identity of its owners.

II. LITERATURE SURVEY
Out of the various watermarking techniques in
existence, Literature exposes two domains through
which secure information is hidden in an image by
embedding, i.e., the spatial domain and the
transform domain. When the data is embedded in the
Least Significant Bits of each pixel of an image, then
it is referred as spatial domain watermarking and if
the data is embedded by modulating coefficients of
frequency domain image obtained using some
transform like Discrete Cosine Transform (DCT) or
Discrete Wavelet Transform (DWT) then it is
referred to as transform domain watermarking

More prominently, digital watermarking is
found to be used for banknote authentication and
tracing copyright infringements. Digital Watermarks
can be deciphered only under certain conditions i.e.
while using the specific algorithm, and is
unpredictable otherwise. If a carrier signal is
distorted in a way by the digital watermark such that
it becomes perceivable, then it will be of no use.
Traditional watermarks can only be applied to visible
media (images or videos), whereas the same is not
true for digital watermarking, since the signal can be
audio, video, 3D models, pictures or texts. The size
of the carrier signal is not anyway proportional to the
content of the digital watermark, unlike the metadata
added to the carrier signal. A carrier signal can carry
multiple watermarks at the same time.

Spatial domain methods [1] are capable of
hiding data imperceptibly in host images. Yet they
lack robustness and when compared to transform
domain counterparts they are vulnerable to frequency
attacks like JPEG Compression, median filtering,
blurring etc. Transform domain techniques on other
hand are resilient to frequency based attacks, the
reason being the distortions introduced by the
watermarks into the transform coefficients spreads
across all the pixels in the spatial domain there by
making changes less visually significant.

The characteristics of a digital watermark
depend on the instance or the occasion to which it is
being applied. Robust digital watermark is required
for marking media files with copyright information,
such that it less prone to modification. Stenographic
techniques to concealing data in noisy signals is

Vatsa et al [2] presented watermarking of
biometric images by combining wavelet and LSB
based watermarking techniques. Techniques in [3]
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and [4] use block pyramid based adaptive
quantization watermarking and ridgelet transformed
face image watermarking respectively. However, for
large sized watermarks [5] the robustness is very
low. Watermarking techniques lately have been used
in conjunction with evolutionary computation [6].
However, in most of these methods, the original
image is required for watermark extraction or the
quality of the extracted watermark is low if the
watermarked image is exposed to image processing
attacks.

Imperceptibility requirement is quite easily met
by most algorithms but robustness to different image
processing attacks is still a challenge and algorithms
address only a subset of attacks in literature.
III. BACKGROUND CONCEPTS
Information to be embedded in a signal is called
a digital watermark, where as in some contexts the
phrase digital watermark means the difference
between the cover signal and watermarked signal.
Host signal is the signal where the watermark is to
be embedded. The three distinct steps in
watermarking system are embedding, attack and
detection. In embedding a watermarked signal is
produced when an algorithm accepts the host and the
data to be embedded. The watermarked signal is then
transmitted or stored, usually in an another person. If
a modification is made by this person, then it is
called an attack. The term 'attack' arises from
copyright protection application, since the third
parties may attempt to remove the digital watermark
through modification.

Koch et al introduced first efficient
watermarking scheme by dividing the image into
square blocks of size 8x8 for DCT computation. A
pair of mid-frequency coefficients from 12
predetermined pairs is chosen for modification. DCT
coefficients are modified by satisfying a block site
selection constraint as developed and described by
Bors and Pitas. Based on a Gaussian network
classifier decision, certain blocks are selected after
dividing the image into blocks of size 8x8.
Using either a linear DCT constraint or a
circular DCT detection region, the middle range
frequency DCT coefficients are then modified.
Swanson introduced a DCT domain watermarking
technique based on the frequency masking of DCT
blocks. The first frequency domain watermarking
scheme was developed by Cox. Later on, a lot of
watermarking algorithms in frequency domain have
been proposed.

Some possible examples for modification are,
lossy compression of the data, intentionally adding
noise or cropping an image or video. Detection,
mostly called as extraction is an algorithm applied to
the attacked signal to extract watermark from it. If
the signal remain unmodified during transmission,
then the watermark can be extracted. The extraction
algorithm is able to produce watermark correctly in a
robust digital watermarking application even if the
modification were strong where as in a fragile digital
watermarking, the extraction algorithm fail if any
change is made to the signal.

Based on fragile watermarking, a new remote
multi modal biometric authentication framework was
proposed by Tuan [7]. A facial image is used as a
host image to embed other numeric biometrics
features, then transfer multi-biometrics over
networks to a server for authentication. Ahmed [8]
proposed
a
phase-encoding
based
digital
watermarking technique for fingerprint template
protection and verification.

Fig:1 Digital Watermarking

To maintain image quality, lattice and blockwise image watermarking techniques is combined,
along with cryptographic techniques to embed
fingerprint templates into facial images and viceversa protecting the biometric template was
accomplished by Nikos [9]. An integer wavelet based
Multiple logo watermarking scheme was proposed by
Yuan et al [10]. Using the Arnold transform the
watermark is permuted and embedded by modifying
the coefficients of the HH and LL subbands. A DWT
based blind watermarking scheme by scrambling the
watermark using chaos sequence was put forward by
Qiwei et al [11].

If a digital watermark resists benign transformations
and fails detection after malignant transformations
then they are called semi-fragile. They are most
commonly used to detect malignant transformations.
If the digital transformations resist a designated class
of transformations then they are called robust. In
copy protection application to carry copy and no
access control information, robust watermarks are
used.
A. Embedding methods
If the marked signal is obtained by an addictive
modification then the digital watermarking method
is referred to as spread-spectrum. Spread Spectrum
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watermarks are widely known for their robustness
and also tend to have a low information capacity due
to host interference.
Even though Quantization watermarks have a high
information capacity due to reject of host
interference, they suffer from low robustness. If a
digital watermarking method has the marked signal
embedded by additive modification similar to spread
spectrum method but is particularly embedded in
spatial domain, then the watermarking method is
referred to a amplitude modulation.

should be particularly robust to JPEG compression.
Recent researches proposed different kinds of DCTbased image watermarking techniques. These
schemes perform well under general JPEG
compression. However, when the watermarked
images have to be compressed with higher
compression ratio, the embedded watermarks may be
destroyed seriously.
Watermark generation, Watermark Embedding
and Watermark detection are the three significant
phases of Watermarking. The resultant watermark is
generated by fusing fingerprint and iris images,
having half the resolution than that of the original
image. Frequency domain watermarks are more
robust and compatible to popular image compression
standards when compared to spatial domain
watermarks. A frequency transformation is applied
on the host data to embed a watermark. Further
ahead, modifications are made to the transform
coefficients.

B. Generic watermarking system:
Digital watermarking algorithm are mainly
composed of watermark embedding algorithm,
extraction algorithm and detection algorithm. Phases
of a general watermark system phases are shown in
Figure 2.

Fig 3 Watermark embedding in frequency domain

Fig:2 Watermark Life Cycle

C. Multimodal Biometric Watermarking
Watermarking techniques have been used in
multimodal biometric systems for the purpose of
protecting and authenticating biometric data and
enhancing accuracy of recognition. A multimodal
biometric system combines two or more biometric
data recognition results to increase the reliability of
personal recognition systems that discriminate
between an authorized person and a fraudulent
person. Multimodal biometric systems find
applications in law enforcement, e-commerce, smart
cards, passports and visa etc.

Fig 4 Watermark detection/extraction in frequency domain

The frequency domain watermarking schemes
have gained popularity due to their compatibility
with the image compression standards, specially the
JPEG standard. When the watermarked image is
subject to lossy compression, the compatibility
ensures those schemes a good performance and
become attractive and find themselves being useful
in practical application on the Internet.

Though robustness is an essential requirement
for copyright applications, they have no role in most
authentication applications. A brief explanation of
each of these schemes along with application areas is
stated here.

The frequency domain watermark should be
embedded into the mid band of the transformed host
image is a widely accepted fact. Less influence on the
quality of the original image is found with
Watermarks in high frequency band, on contrary
better robustness is found with watermarks in low
band since a large portion of high frequency
components may be quantized to zero under JPEG

IV. PROPOSED WATERMARKING SYSTEM
For digitized images to be safely and efficiently
transmitted on the Internet, watermarked images
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compression. A tradeoff between the imperceptibility
and robustness is observed in a mid-bind scheme.
A. Watermark generation
In this study six different types of image fusion
techniques using DCT are implemented. Image to be
fused are divided into non-overlapping blocks of size
NxN as shown in Fig-2. DCT coefficients are
computed for each block and fusion rules are applied
to get fused DCT coefficients. IDCT is then applied
on the fused coefficients to produce the fused
image/block. The procedure is repeated for each
block coefficients. IDCT is then applied on the fused
coefficients to produce the fused image/block. The
procedure is repeated for each block.
DCTcm: The AC coefficients are chosen based on
largest contrast measure and the DC coefficients are
averaged.
-------- (4)
DCTch: It is very much similar to DCT ah. The
lowest AC components including DC coefficients are
averaged and the remaining AC coefficients are
chosen based on largest

Fig 5 Image Fusion using DCT

The following fusion rules are used in image
fusion process. Let the X1 be the DCT coefficients of
image block from image I1 and similarly let the X 2
be the DCT coefficients of image block from image
I2
Assume the image block is of size NxN and X f be
the fused DCT coefficients.
DCTav: In this fusion rule, all DCT coefficients from
both image blocks are averaged to get fused DCT
coefficients. It is very simple and basic image fusion
technique in DCT domain.
DCTe: It is similar to DCTcm. DC components are
averaged together. AC coefficients correspond to the
frequency band
DCTma: The DC components from both image
blocks are averaged. The largest magnitude AC
coefficients are chosen, since the detailed coefficients
correspond to sharper brightness changes in the
images such as edges and object boundaries etc.
These coefficients are fluctuating around zero.

having largest energy is chosen.
-------- (7)
B. Watermark Embedding
The most popular domain for image processing
since classic times is still, the Discrete-CosineTransform, or DCT. Since the DCT allows an image
to be broken into different frequency bands, by
enabling watermarking information to be embedded
into the middle frequency bands of an image.
Since the choice of middle frequency bands have
the option to avoid the most visually important parts
of the image, such that they are not vulnerable to
removal by over exposure through compression and
noise attacks. A similar technique utilizes the
comparison of middle band DCT coefficients to

Where k1, k2 = 1 ,2, …..,N-1
DCTah: The DC Coefficients including the lowest
AC Components are averaged and the remaining AC
coefficients are selected based on largest magnitude.
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encode a single bit into a DCT block. We can begin
by defining the middle-band frequencies (FM) of an
8x8 DCT block as shown below in figure.

size 8×8. Transform each block into DCT frequency
domain independently based on the DCT
transformation. Arrange the extracted binary
message to form the watermark image.

For DCT with block size (M x N), the connection
between the spatial domain image pixels
X ( i,j ) and the transform domain coefficients Y(u,v)
is

V. RESULTS & DISCUSSION
The results of the proposed watermark techniques are
shown below. The size of the block for calculating
the DCT coefficients is varied with different values
and during each run the visual quality of the
watermarked image is inspected. The visual quality
of watermarked image is measured using the Peak
Signal to Noise Ratio, which is defined in equation
(9). The PSNR value of watermarked image is
indicates that there is very little deterioration in the
quality of original image.

An image is first divided into blocks and DCT is
performed on each block. The watermark is then
embedded by selectively modifying the middlefrequency DCT coefficients. The advantages are high
robustness and exploiting the Human Visual System
features and we use dct over dst as the difference is
in the expected boundary conditions. DST goes to
zero on the boundary: sin (pi), sin (0), etc. DCT has
a zero derivative on the boundary, as cos'(0), cos'(pi),
cos'(2 pi), etc. So the basic functions are all sin () or
all cos ().

Where MSE stands for Mean Squared Error between
original and distorted images and is defined in
equation (10).

Where OI stands for Original image and DI stands
for the distorted image.

ALGORITHM
1. Read the image
2. Break it into 8x8 blocks.
3. Perform block image transformation
(Discrete Cosine Transform).
4. Put the message in the binary form
5. Count the number of occurrences of '1' in
the message and sort the watermark blocks
according to that.
6. Find out the variance of each scanned image
block and sort it according to its variance.
7. Out of each individual block select the
middle frequency coefficients.
8. Put difference between the 2 values that
indicate the embedded bit
9. Assemble the blocks again and perform
inverse Discrete Cosine Transform on the
blocks.
10. Display the watermarked image and the
original image and check for discrepancies.

The comparison between extracted and original
watermark can be done by computing Similarity
Ratio (SR) between these two patterns as defined in
equation(3), which is the metric used for identifying
robustness of the watermarking process.
----------- (11)
Where ‘S’ denotes number of matching pixel values
and ‘D’ denotes number of different pixel values.
Fig 6. (a) Results of Image Fusion Process (b) Results of
Watermarking process (c) Sample screenshot showing Image quality
measures

TABLE 1: PERFORMANCE METRICS

VI. CONCLUSION
C. Watermark Extraction
For extracting the watermark image from the
watermarked image the reverse process of the above
mentioned algorithm is used. Divide the
watermarked image into non-overlapping blocks of

This study has discussed a new robust
watermarking scheme, which provides a complete
algorithm that embeds and extracts the watermark
information effectively. In this method, a binary
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watermark pattern is constructed from the fused
image obtained by fusing the Fingerprint and Iris
images. The watermark embedding process does not
degrade the visual quality of the image. The method
designed makes use of the Discrete Cosine
Transform which provides a frequency spread of the
watermark within the host image. Experimental
results demonstrate that watermark is robust against
the attacks.
REFERENCES
[1]

Liu, R. and Tan, T. (2002) An SVD-based watermarking
scheme for protecting rightful ownership, IEEE Transactions
on Multimedia, Vol.4, No.1, Pp. 121-128.

[2]

Trappe, W., Wu, M., Wang, Z.J. and Liu, K.J.R. (2003)
Anti-collusion fingerprinting for multimedia, IEEE
Transactions on Signal Processing, Vol. 51, No.4, Pp.1069–
1087.

[3]

Shen, M., Zhang, X. and Sun, L., Beadle, P. J. and Chan,
F.H.Y. (2003) A method for digital image watermarking
using ICA, 4th International Symposium on Independent
Component Analysis and Blind Signal Separation (ICA
2003), Nara, Japan, Pp. 209-214.

[4]

Bloom, J.A., Cox, I.J., Kalker, T., Linnartz, J.P.M.G.,
Miller, M.L. and Traw, C.B.S. (1999) Copy protection for
DVD video, Proceedings of the IEEE, Vol.87, No.7,
Pp.1267-1276.

[5]

De Strycker, L., Termont, P., Vandewege, J., Haitsma, J.,
Kalker, A., Maes, M. and Depovere, G. (2000)
Implementation of a real-time digital watermarking process
for broadcast monitoring on a TriMedia VLIW processor,
IEE Proceedings - Vision, Image and Signal Processing, Vol.
147, No.4, Pp.371-376.

[6]

Chen, B. and G.W. Wornell (2001) Quantization index
modulation: a class of provably good methods for digital
watermarking and information embedding, IEEE
Transactions on Information Theory, Vol.47, No.4,
Pp.1423-1443.

[7]

Barni, M., Bartolini, F. and Piva, A. (2002) Multichannel
watermarking of color images, IEEE Transactions on
Circuits and Systems for Video Technology, Vol. 12, No.3,
Pp. 142 – 156.

[8]

Moulin, P. and Ivanovic, A. (2003) The zero-rate
spreadspectrum watermarking game, IEEE Transactions on
Signal Processing, Vol. 51, No.4, Pp.1098 – 1117.

[9]

Eggers, J.J., Bauml, R., Tzschoppe, R. and Girod, B. (2003)
Scalar Costa scheme for information embedding, IEEE
Transactions on Signal Processing, Vol.51, No.4, Pp.10031019.

[10] Liu, Y. and Smith, J.O. (2004) Watermarking sinusoidal
audio representations by quantization index modulation in
multiple frequencies, Proceedings of the IEEE International
Conference on Acoustics, Speech, and Signal Processing.

[11] Holliman, M. and Memon, N. (2000) Counterfeiting attacks
on oblivious block-wise independent invisible watermarking
schemes, IEEE Transactions on Image Processing, Vol.9,
No.3, Pp.432-441.



International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
37

Idiosyncratic watermarking

IDIOSYNCRATIC WATERMARKING
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Abstract— Highly structured techniques prevail over the market that reflects the copyrighted version of the documents.
Watermarking data for copyright protection is an accepted technique adopted for digital information widely. This subject has
been already quite exhaustively researched and several techniques have been established for protecting copyright for images,
documents and etc., In our view, none of the watermarking techniques are good in hasty detection. That is the elapsed time
between the time of document that has been leaked and the time of detection is little high. So, Due to above mentioned
failures a new technique has been proposed so that to cover and maintain the drawbacks prevailed in the previous system and
hence the technique called Idiosyncratic Watermarking is proposed. This technique is robust because it acquires the
following properties: faster detection of leaked documents, Simple, Offline detection up to certain extent. The main part of
this technique is single pixel image.
Keywords-Watermark,copyright,digital documents,robust,single pixel image

This paper introduces a technique to solve this big
headache as well as presence of insider threat. To start
off with few basics terms are explained.

I. INTRODUCTION
An enterprise data leak is a scary proposition.
Security practitioners have always had to deal with
data leakage issues that arise from email, IM and other
Internet channels. But now with the proliferation of
mobile technology, it's easier than ever for data loss to
occur, whether accidentally or maliciously.
Demanding market conditions encourage many
companies to outsource certain business associated
activities to a third party. This model allows
companies to focus on their core competency by
subcontracting other activities to specialists, resulting
in reduced operational costs and increased
productivity. Security and business assurance are
essential for these kind of outsourcing. In most cases,
the service providers need access to a company's
intellectual property and other confidential
information to carry out their services. For example a
human resources person may need access to employee
databases with sensitive information (e.g. social
security numbers), a patenting law firm to some
research results, a marketing service vendor to the
contact information for customers or a payment
service provider may need access to the credit card
numbers or bank account numbers of customers.
The main security problem in this is that the
service provider may not be fully trusted or may not
be securely administered. Business agreements for
them try to regulate how the data will be handled by
service providers, but it is almost impossible to truly
enforce or verify such policies across different
administrative domains. Due to their digital nature,
relational databases are easy to duplicate and in many
cases a service provider may have financial incentives
to redistribute commercially valuable data or may
simply fail to handle it properly. Hence, we need
powerful techniques that can detect and deter such
dishonest.

A.Digital Watermarking
A digital watermark is a kind of marker covertly
embedded in the document such as audio or image
data. It is typically used to identify ownership of the
copyright of such signal.
Digital watermarks may be used to verify the
authenticity or integrity of the Document or to show
the identity of its owners. It is prominently used for
tracing copyright infringements and for banknote
authentication. Like traditional watermarks, digital
watermarks are only perceptible under certain
conditions.
B.Visible or invisible watermark
Invisible digital watermarks are generally
undetectable to the human eye and ear, but can be
detected by devices that are equipped with the
appropriate software.
Visible watermarks are similar to watermarks used
on paper, such as a copyright notice, a verification
message stating who owns the material, or the
addition of a digital stamp.
C.Tracking pixel
A web bug is an object that is embedded in a web
page or email and is usually invisible to the user but
allows checking that a user has viewed the page or
email. Common uses are email tracking and page
tagging for Web analytics.
Alternative names are web beacon, tracking bug,
tag, or page tag. Common names for web bugs
implemented through an embedded image include
tracking pixel, pixel tag, 1×1 gif, and clear gif.
Originally, a web bug was a small (usually 1×1
pixel) transparent GIF or PNG image (or an image of
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the same color as the background) that was embedded
in an HTML page, usually a page on the web or the
content of an email.
Whenever the user opens the page with a
graphical browser or email reader, the image or other
information is downloaded. This download requires
the browser to request the image from the server
storing it, allowing the server to take notice of the
download. As a result, the organization running the
server is informed when the HTML page has been
viewed.
Most cases, watermarking is a better way to
protect authenticity of a document. So far most of the
watermarking techniques are not good enough to
catch leaker red-handed.

The image or other content does not have to be
invisible: any element requested from the third party
can be used for tracking. Typically, nowadays buttons
of social media sites are becoming common.
II. PROBLEMS STATEMENT AND SOLUTION
A. Problems with existing system

The main drawbacks are as follows:
1. Obscures Image
Worthwhile watermarks need to obscure the
document just enough to make it unusable. Key areas
of the illustration or document may end up hidden.
Good watermarks protect the document without
obscuring its appeal: they're often faint but visible
enough to be intimidating.
2. Offline data detection
Ordinarily watermarked document cannot be
detected if it goes to offline.
3. Late detection
Added likely demerit is though it detects but it will
be too late for the organization to take any action
because leaked is locked.
B. Proposed Solution
According to our paper, as stated early about
tracking pixel it is the main concept behind this
paper. Whenever allocating a document to the user
embed an executable file in it. Whenever User other
than the legitimate opens we will get the alert from
the IP address which other than organization range
can conclude that document is leaked.
However merely getting alert is not a big deal but
we have to destroy the secure document immediately.
Since the presence of executable in the document
antivirus document could trash it easily without any
user intervention.
If not get the internet connectivity the script in the
file will be executed. So this method will enable
offline data detection up to certain extent. As it’s
premeditated in such a fashion that it takes logs and
searches for internet connection every 10 minutes if it
gets connectivity. It will alert the tracker and can
catch the leaked document name as well as IP address
it contains.

Figure 1: System Architecture

C. Conclusion and future enrichments
In a perfect world there would be no need to hand
over sensitive data to employee that may unknowingly
or maliciously leak it. And even if we had to hand
over sensitive data, in a unspoiled world we could
watermark each object so that we could trace its
origins with absolute certainty. However, in many
cases we are working with existing watermarking
techniques that may not be 100% trusted, and we may
not be certain whether an object leak has happened or
not.
In spite of these difficulties, we have shown
it is possible to assess the likelihood that an objected
leaked and detection of area where data exist is
responsible for a leak.
Our model is relatively simple, but we believe it
captures the essential trade-offs. The technique we
have presented can support main organization that can
improve the chances of identifying a leaked data.
Our future work is the extension of our technique
to other file type such as audio and video that are not
studied in this paper.
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AN IDEA FOR SMART CARD AUTHENTICATION USING
FINGERPRINT MATCHING ALGORITHM
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Abstract-In recent technology smart card (Debit Card/Credit Card) is used for many of the activities such as marketing,
online transactions, in ATMs etc. But due to theft/cracking of smart card passwords there would be an unusual loss of
property. Hence in this paper i introduce some combinational techniques of securing the smart card using a biometric
algorithm. This algorithm uses fingerprint recognition as a reliable method among biometric feature recognition technology
which is widely applied in personal identification for the purposes of high degree of security that can be used to authenticate
and secure the transactions using smart card.
Keywords- Smart Card, Fingerprint Matching, Authentication.

I.

1.
2.

INTRODUCTION

Fingerprint recognition is widely used reliable
method among biometric feature recognition
technology for personal identification for the
purposes of high degree of security. In most
applications, some additional requirements, for
example, the high verification or recognition speed,
small size of storage space for features, and enough
accuracy have to be met. Consequently, it is not
practically possible to store the total fingerprint as a
feature into a template owing to the limitation of
storage space and processing speed. As a result, we
have to extract the most reliable features in the
fingerprint.

3.

4.

Capture of the fingerprint.
Pre-processing, to eliminate the redundant
information and to adopt the sample to next
block requirements.
Feature Extraction, where minutiae pores or
any information related with the justness of
the fingerprint is obtained.
Matching of the features obtained with the
template previously computed in the
enrollment phase. This matching will
provide percentage of similarity that will be
used to determine whether the user is same
as enrolled user.

II. ALGORITHM
A. Computation of Orientation
Template Fingerprint

The use of fingerprint verification for smart cards
is a salient example among the various applications of
fingerprint identification technology. Smart cards, a
kind of IC cards, are being adopted in many
application cases, such as mobile phones, credit
cards, which require high degree of security.
Fingerprint verification technology can meet this
security requirement. However, smart cards are much
inferior to personal computers or workstations in the
capacity of storage space and processing speed
because they inherently consist of the DSP (digital
signal processor) or single chip microprocessor.
Therefore, it is essential to save the storage space for
features and speed up the processing on designing a
fingerprint verification system that can be applied in
smart cards.

Field

of

Orientation field is the set of directions of those
pixels located in the ridges, which is stable feature
information, independent of fingerprint capture
equipments and distinct with respect to that of a
different finger. A. R. Rao has proposed an algorithm
to estimate the orientation at every pixel of texture
images. In this paper, we utilize this algorithm to
estimate the orientation field.
The steps to estimate the orientation field in are as
follows:
1) Divide the input fingerprint image into blocks of
size W×W.
2) Compute the gradients x G and y G at each pixel in
each block.
3) Estimate the local orientation of each block using
the following formula:

A. Fingerprint Biometrics Steps
In Order to perform Automatic Fingerprint
Identification System (AFIS) several techniques have
been applied, different authors propose many
different algorithms but the steps followed for
fingerprint identification are similar as follows:
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III.

EXPERIMENTAL RESULTS

In our experiments database consists of
fingerprint impressions of 640 bytes of storage are
required for a 508×480 fingerprint image and 896
byte for an 832×768 fingerprint image. For those
images, our algorithm will regulate the blocks to the
size of 64×64 due to their large resolution 500 dpi
(dots per inch). Consequently, our algorithm will
require about 200~300 bytes for the features of
minutiae and orientation fields (assuming there are
20~60 minutiae in a fingerprint), which is smaller
than that of the method. So, our algorithm is very
appropriate for applications in IC cards or chips.

where W is the size of each block, and x G and y G
are the gradient magnitudes in x and y directions
respectively. Then,θ (i, j) is regularized into the
degree range of – 90* ~ +90* . Finally, we obtain the
orientation field image consisting of orientations at
every pixel.

The performance of a biometric system can be
shown as a Receiver Operating Characteristic (ROC)
curve that plots the Genuine Accept Rate against the
False Accept Rate (FAR) at different thresholds on
the matching score. For example, at a 1% FAR, the
hybrid matcher gives a Genuine Accept Rate of 92%,
while the other gives genuine accept rate of 70%80%. The results of our experiments reveal that our
algorithm is very efficient in preventing the error of
false matching. That is to say, our algorithm greatly
reduces the FAR, except that we reduce the constraint
of the orientation field in computing matching score.

B. Minutiae Extraction
Minutiae extraction intends to identify minutiae
and record their attributes including coordinates,
directions and types, into the template. It is difficult
to reliably extract minutiae from the input fingerprint,
especially from the low-quality fingerprints. The
performance of the minutiae extraction algorithm
highly depends on the quality of the input images.
However, in reality, about 10% of acquired
fingerprints are of poor quality due to variations in
impression or skin condition, ridge configuration,
acquisition devices, and non cooperative attitude of
subjects, etc. For those poor images, some spurious
minutiae may exist even after fingerprint
enhancement and post-processing. It is necessary to
develop an algorithm to work with these spurious
minutiae.
C. Fingerprint Matching
Matching is a crucial step of fingerprint
recognition. To improve the accuracy, some
approaches were taken to improve the accuracy of
similarity measure by employing new features which
can distinguish the genuine match from the impostor
match. In the matching process, we employ the
algorithm belonging to the light category according to
FVC protocol, which is less memory and time
consuming comparing with the on-line algorithms.
Firstly, we get the raw similarity measure between
two minutiae sets. Then, similarity of ridge width
between two fingerprints was calculated, and was
combined with the similarity of minutiae sets.
Finally, we judge whether the match between two
templates belongs to the genuine match or the
impostor match by a fuzzy calculation of the quality
contrast between both fingerprints image, and
complete the matching process by calculating the
final similarity measure with the global statistical
features.

Figure 1: Minutia Pattern

Figure 2: ROC Curve
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IV.

CONCLUSION

In this paper, we have proposed an improved
minutia-based pattern matching algorithm, which
achieves good performance in both efficiency and
accuracy neither sacrificing the processing speed nor
greatly increasing the size of storage space for
features. The primary advantage of the proposed
method is its small size in storing extra features and
easy implementation.
Another advantage of our algorithm is its more
precise registration scheme, which supports the
fingerprint rotation scale to 2π. Through the
orientation field and computation of Ps (p, q), we can,
to some extent, tackle the trouble that the number of
matched minutiae between two identical fingerprints
is comparable with that of occasionally matched
minutiae between two different fingerprints.
Therefore, our method can achieve good performance
without classification to fingerprints, which also
helps to authenticate IC cards.
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Abstract—Transportation is one of the major need for human beings, where most of us are being a part of this. Since, we
are the major users of different modes of transportation in our daily life; we are familiar about the transportation issues. One
of the major sources of road accidents is the drowsy driving behavior of the driving person. This paper proposes a nonintrusive solution for drowsiness detection. It aims at providing a better solution in an easy and efficient manner. It uses the
physical measures and detects the fatigue behaviour. They are eye state analysis and yawning analysis. Thus, this paper
includes eye detection and mouth detection for drowsiness detection.
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environment which matters significance in real time
scenarios.

I. INTRODUCTION
Drowsy driving is a serious problem that leads to
thousands of automobile crashes every year.
Drowsiness is defined as a state of decreased
awareness or alertness associated with a desire or
tendency to fall asleep [17]. Drowsiness is therefore
the brain’s last step before falling asleep. Drowsiness
is believed to be a major factor in 20 percent or more
of road crashes [18]. The World Health Organization
has revealed in its first ever Global Status Report on
Road Safety that more people die in road accidents in
India than anywhere else in the world, including the
more populous China. Calling road fatalities an
"epidemic" that will become the world's fifth biggest
killer by 2030, the report said while rich nations had
been able to lower their death rates, these were
sharply on the rise in the third world. According to
the industry reports, drowsy driving accounts for
about 50,000 accidents every year in India. People
feel most drowse during the peak sleep hours between
11 p.m. and 8 a.m. Some even feel sleepy during
afternoon hours especially from noon to 2 p.m. The
most common symptoms of drowsiness are drooping
eyelids, drifting vehicle, varying speed, repeated
yawning, irrelevant conversation, and misjudging
traffic signals [19]. According to the statistics
collected from the Road accidents, in India, it is said
that nearly 400% of accident are due to drowsiness.
According to the National Highway Traffic Safety
Administration, drowsy driving is a factor in more
than 100,000 crashes, resulting in 1,550 deaths and
40,000 injuries annually. The notable thing is that
the people who met with accident as a result of
drowsiness never accept their cause of accident. So,
this problem is raising an echo in current scenario. In
order to monitor a driver’s sleepiness, our proposed
system detects drowsiness by means of an effective
non-intrusive method. It works well in dynamic

II. EXISTING SYSTEM
In order to afford alert on driver’s drowsiness,
different techniques have been proposed in different
domains. They are generally distinguished under two
categories. Either intrusive or non-intrusive method.
Intrusive methods involve physiological measure of
driver’s behaviour via physical contact with the
driver. These may provide accurate results. But they
are only suitable for laboratory environment. And
also this may be exasperating to the driving
personnel. So, the other non-intrusive approach is
practically preferred. It may have different measuring
parameters like eye detection and eye state analysis,
mouth detection and yawning analysis, monitoring
the vehicle motion on the lane, steering wheel
gripping pressure analysis, head movement analysis
etc. This paper focuses on analyzing non-intrusive
technique which aims at providing better results to
work in a dynamic environment. The analysis of
drowsy driving behaviour by means of performing
face detection as the basic step for eye detection [1].
In which, eyes are detected by constructing a
threshold on roundness of iris and analyses the eye
state for drowsiness detection. Iris obstruction by
eyebrows, eyelashes, eyelids, Lightning reflections,
specular reflections, Poor focus, partially captured
iris, Out-of image iris, and Off-angle iris motion may
occur. Several techniques exist, which detect
fatigueness based on the fuzzy fusion of blinking
features that are extracted from a high frame rate
video [5]. The different features used in the system
have been selected by data-mining on a consistent
database. Another detection algorithm which
proceeds from face detection, performs eye detection
and calculates eye blink pattern from “Eye blink
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pattern detection algorithm”[6]. Indeed, the presence
of glasses may affect the core components of the
system including face detection, eye detection.
Determining the level of drowsiness by using eye
blinking is done by detecting eye positions and
measuring eyelid movements. Illumination based
approaches also exist [7] which uses an infrared
image that remained stable regardless of whether it
was used during the day or at night. The camera lens
with an infrared band-pass filter removes all visible
light and only allowed infrared light in. The light
source of infrared light is sunlight during the day and
Infrared Light-Emitting Diodes (IR LEDs) during the
night or on cloudy days. IR illumination cameras are
used to detect the drowsy behaviour by means of dark
pupil effect. Although IR based approaches perform
reasonably at night time, it was noted [Hartley,
Horberry, & Mabbott, 2000] that those methods often
malfunctioned during daytime under the presence of
sunlight. Moreover, when eyes are closed, the
reflection in IR range disappears, making eye
detection a difficult task. Another difficulty of IR
based approaches is the necessity of installing an IR
LEDs setup and maintenance. The range of focusing
plays a major role in heavy vehicles like buses where
the distance between the driving personnel and front
mirror exist. There are also techniques which [11][15]
performs detection and tracking of driver’s face,
detection and tracking of the mouth contour and the
detection of yawning based on measuring both the
rate and the amount of changes in the mouth contour
area. The above said techniques are collectively
called physical measuring techniques. They include
eye state analysis [2][4][8][10][14], yawning analysis
[11][15], vehicle based analysis[9]. Even though
these techniques are constructive, they are little
difficult algorithms to perform and of high execution
time and cost.There exist several efficient techniques
which are proposed under physiological measuring
methods [3][13][16][17]. They are successful
typically at inert environment. They are suitable for
laboratory (inert) environment. Ever since, they are
reliant on physical contact with the driving person.
So, this paper mainly concentrates on non-intrusive
mechanism, which don’t drop any line to physical
contact and provides efficient and easy learning
algorithm to detect drowsiness.

detection. Eye detection and eye state analysis are
described in section C and D defines the mouth
detection. Mouth detection is done in similar steps as
the concept of eye detection. In section E, the final
stage of predicting drowsiness is described. It is the
final stage involving prediction of fatigueness.Fatigue
behaviour is predicted by combining the two
mechanisms namely eye state analysis and yawning
analysis by means of a simple detection algorithm.
Thus, this paper proposes an easy detection algorithm
which is also feasible to perform.
A. Design Flow diagram

Figure.1 Design flow diagram

B. Face Detection
Face detection is performed by means of local SMQT
features and split up SNoW classifier. The feature
window (16×16) is fixed; We reduce the size of the
image to make processing at fast manner and achieve
time consumption in practical cases. This is done by
simple linear image interpolation technique with a
factor of 1.2.
C. Eye detection
Face detection is performed as the essential step for
eye localization. The location of the eyes are detected
by RGB to gray conversion, binary image conversion,
and number of connected components is analysed.
After performing eye detection, eye state analysis is
performed using duration of eye closure. Normally
duration of eye closure is 0.15 to 0.25 seconds. By
measuring duration of eyelid closure, the abnormal
blink rate is measured and drowsy driving behaviour
is analysed and detection is made.

III. SYSTEM CONCEPT
This paper proposes a new mechanism based on a
simple “3 step detection algorithm” for drowsiness
detection. Thus, it aims at analysing a combined
process for detection mechanism. In this approach,
we examine two different non-intrusive methods.
They are described in the sections arranged as
follows. In Section A, the basic flow diagram of the
proposed architecture is defined; in B, brief
description of face detection is presented. The face
detection is done in prior, before performing an eye

D. Mouth detection
The next step towards yawning detection is to find
the
location of mouth and the lips. The mouth
map will then go through some post processing steps
such as conversion, erosion, dilation and finding the
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biggest connected components in the same way as the
eye detection scheme. The geometrical features of the
face and relative location of the mouth with respect to
eyes are used in this step to verify the validity of the
detected mouth. Yawning detection is performed in
two main steps: in the first step we detect the yawn
component in the face independent of the mouth
location. This component is basically the hole in the
mouth as the results of wide mouth opening. In the
second step we will use mouth location to verify the
detected component.

In fig.3, the capturing of face by web camera, that has
been processed to reduce the window size is shown.
This will reduce the processing time. It is the initial
state. Likewise, it takes successive frames for face
detection. So that, state of the eyes can be detected
dynamically and accurately.
The main advantage of this algorithm is it works even
for cases wearing spectacles and also at lighting
conditions.

E. Drowsiness detection
The Drowsiness is detected using Eye and Yawn
detection. Using the eye state analysis and mouth
detection, we can identify the person is in sleepy
condition or not. If the person is under the sleepy
condition we use smiley with closed eyes to notify
the drowsiness condition or else we use another
smiley with open eyes to notify that the person is
in active condition.
F. Experimental results & discussion
Thus the results obtained for the proposed
algorithm is shown below. If drowsiness is
detected, graphical measure with detection results
are shown. Experimental analysis were made with
author’s own images.
Figure.3 Face with reduced window size

Here 3 states are discussed.

If the person is in drowsy state, the blink rate of the
driving person is measured and then analysed by
comparing with threshold value of normal blink rate.
If any dissimilarity is noticed, then drowsiness is
detected.

State 1 : ALERT STATE
(Eyes open)
State 2: DROWSY STATE
(abnormal blink
rate)
State 3: DROWSY STATE (Yawning)
In fig.2 given below, the initialisation of the video
application has been shown. i.e. when no face is
shown, the algorithm displays “No Face has been
detected”.

Figure.4 Results of eye detection

The results of eye state analysis and abnormal blink
rate detection is shown in fig.4 and fig.5

Figure.2 Initialising the application
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Figure.5 Results of drowsiness detection due to abnormal
blink rate

Figure.7 Graphical measure of state 3

The final detection result is shown in fig.8 shown
below.

The results of state 3, mouth detection and
yawning analysis is shown in fig.6.

Figure.8 Results of drowsiness detection

G. Conclusion and Future work
This proposed work has a better solution for
critical dynamic environment. This concept works
even in the case of wearing spectacles and since it
is implemented in laptop’s webcam, it is cost
effective and can also be implemented using
mobile cameras which itself have high pixel
quality now-a-days. Bottlenecks of this paper are
over lighting conditions which we are trying to
overcome through illumination compensation
algorithm. Our future enhancement includes
combining this with two more non-intrusive
measuring techniques namely detection based on
head rotation analysis and steering wheel gripping
pressure in order to improve the efficiency of the
algorithm.

Figure.6 Result of state 3- yawning detection

The main significance of this paper is the
combination of two non-intrusive detection
techniques. The graphical measure of the result is
shown in fig.7. Smiley with open eyes indicate the
active state of the person. Smiley with closed eyes
indicate the drowsy state of the person.
Drowsiness is meant for both abnormal eye
blinking and yawning.
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Abstract— Increase in the usage of internet from mailing a friend to e-learning, e-commerce, e-medicine, etc., internet have
tremendous growth as well as flaws such as raise in internet traffic leading to congestion .There are information security
related active attack which cause internet traffic and make a resource unavailable to user . DoS and DDoS are an active
attack that threatens the availability of a resource. In this project we focus on how to overcome the traffic caused by DDoS
attack. To mitigate the effect of DDoS we have used signature that is been generated whenever a client is logging in.
Signature uses a lightweight hash algorithm which has an advantage of reduction in number of codes used with a lower
development cost. Log is created for each operation on network and this file can be kept at any location. Also we have
situation where traffic is completely controlled by limiting user’s request/response. There is a backend Database used for
holding information regarding users.
Keywords — Lightweight hash algorithm, service signature verification.

I.

prevented users from having steady connectivity to
major e-commerce Web sites such as Yahoo,
Amazon, eBay, E*Trade, Buy.com, ZDNet and CNN
[12]. Despite substantial discussion of the Internet's
impact on individual activities, there is an
absence of a
theoretically
grounded
measure of Internet usage for
the
provisioning of information required by decisionmakers [11].

INTRODUCTION

A. Increase in the usage of internet
The internet is a global system of
interconnected computer networks that use the
standard Internet protocol suite (often called TCP/IP,
although not all applications use TCP) to serve
billions of users worldwide. It is a network of
networks that consists of millions of private, public,
academic, business, and government networks, of
local to global scope, that are linked by a broad array
of electronic, wireless and optical networking
technologies. The Internet carries an extensive range
of information resources and services, such as the
inter-linked hypertext documents of the World Wide
Web (WWW) and the infrastructures support email.
Most traditional communications media
including telephone, music, film, and television are
reshaped or redefined by the Internet, giving birth to
new services such as Voice over Internet
Protocol (VoIP)
and Internet
Protocol
Television (IPTV). Newspaper, book and other print
publishing are adapting to site technology, or are
reshaped into blogging and web feeds. The Internet
has enabled and accelerated new forms of human
interactions through instant messaging, Internet
forums, and social networking. Online shopping has
boomed both for major retail outlets and
small artisans and
traders. Business-tobusiness and financial services on the Internet
affect supply chains across entire industries [9]. As
Internet is increasingly being used in almost every
aspect of our lives, it is becoming a critical resource
whose disruption has serious implications. Blocking
availability of an Internet service may imply large
financial losses, as in the case of an attack that

Figure 1. Internet Usage(1981-2012)

B. DDoS
Distributed Denial of service (DDoS) attacks
is designed to disrupt network services, by
intentionally blocking or degrading the available
resources used by them. One of the major problems
for DDoS detection methods is the difficulty of
differentiating DDoS attack packets from legitimate
packets [13], since attackers mimic their attack traffic
amongst legitimate traffic in order to hide their
attack. This makes DDoS attacks a very serious threat
to computers users [14]. A Distributed Denial of
Service (DDoS) Attack is composed of four elements,
as shown in Fig. 2:
• The real attacker.
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• The handlers, which are compromised hosts with a
special program running on them, capable of
controlling agents.
• The attack daemon agents or zombie hosts, who are
compromised hosts that are running a special
program and are responsible for generating a stream
of packets towards the intended victim. Those
machines are commonly external to the victims own
network, to avoid efficient response from the victim,
and external to the network of the attacker, to avoid
liability if the attack is traced back.
• A victim or target host.

the type, length, TTL, port numbers etc, can be
adjusted. The variety of the properties of attack
packets can be beneficial for the attacker, in order to
avoid detection.
DoS attacks based on protocol features take
advantage of certain standard protocol features. For
example several attacks exploit the fact that IP source
addresses can be spoofed. Several types of DoS
attacks have focused on DNS, and many of these
involve attacking DNS cache on name servers. An
attacker who owns a name server may coerce a victim
name server into caching false records by querying
the victim about the attackers own site [18].
Distributed denial-of-service (DDoS) attacks pose an
immense threat to the Internet, and many defense
mechanisms have been proposed to combat the
problem. Attackers constantly modify their tools to
bypass these security systems, and researchers in turn
modify their approaches to handle new attacks. The
DDoS is quickly becoming more and more complex,
and has reached the point where it is difficult to see
the forest for the trees. On one hand, this hinders an
understanding of the DDoS phenomenon. The variety
of known attacks creates the impression that the
problem space is vast, and hard to explore and
address. On the other hand, existing defense systems
deploy various strategies to counter the problem, and
it is difficult to understand their similarities and
differences assess their effectiveness and cost, and to
compare them to each other [10].
The Light-Weight Hash function is used to
verify the digital signature of the particular clients.
The lightweight instance conjecturally provides at
least 64-bit security against all attacks. By using this
hash function we have to perform the digital
signature. The digital signature of the uploaded and
downloaded file can be stored in server side. The
need for lightweight (that is, compact, low-power,
low-energy) cryptographic hash functions has been
repeatedly expressed by professionals, notably to
implement cryptographic protocols in RFID
technology. At the time of writing, however, no
algorithm exists that provides satisfactory security
and performance. The ongoing SHA-3 Competition
will not help, as it concerns general-purpose designs
and focuses on software performance. Lightweight
hashes are indeed necessary in all applications that
need to minimize the amount of hardware and the
power and energy consumption [5].
The scope of the project is to prevent the network
from the attackers, in order to maintain the security
and traffic control. By using this process we prevent
the attack insist from the attacker. In security basis
the adaptive device is not allowed. The end-to-end
principle is a powerful method. This method is used
to forwarding the packet. The traffic control not
allows the packet rate to increase. The owner has to
restrict their own packets by using traffic control
method. Trace back method is used to store a back
log of packet hashes. This control handover is

Figure 2. Architecture of DDoS attack

The following steps take place while preparing and
conducting a DDoS attack:
1. Selection of agents: The attacker chooses the
agents that will perform the attack. These machines
need to have some vulnerability that the attacker can
use to gain access to them. They should also have
abundant resources that will enable them to generate
powerful attack streams. At the beginning this
process was performed manually, but it was soon
automated by scanning tools.
2. Compromise: The attacker exploits the security
holes and vulnerabilities of the agent machines and
plants the attack code. Furthermore he tries to protect
the code from discovery and deactivation. Self
propagating tools such as the Ramen worm and Code
Red soon automated this phase. The owners and users
of the agent systems typically have no knowledge that
their system has been compromised and that they will
be taking part in a DDoS attack. When participating
in a DDoS attack, each agent program uses only a
small amount of resources (both in memory and
bandwidth), so that the users of computers experience
minimal change in performance.
3. Communication: The attacker communicates with
any number of handlers to identify which agents are
up and running, when to schedule attacks, or when to
upgrade agents. Depending on how the attacker
configures the DDoS attack network, agents can be
instructed to communicate with a single handler or
multiple handlers. The communication between
attacker and handler and between the handler and
agents can be via TCP, UDP, or ICMP protocols.
4. Attack: At this step the attacker commands the
onset of the attack. The victim, the duration of the
attack as well as special features of the attack such as
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performed at each activated adaptive device on the
network path of an IP packet.

proposed methodology are that it can minimize
memory requirements, provide security and
performance. The advantage of the ciphers is their
simplicity and their performance flexibility. We use
real network traffic information to discover the selfsimilar pattern for legitimate traffic, and use this
information as a benchmark for our prediction
algorithm, to determine if any new traffic that enters
the network is DDoS traffic or legitimate traffic.

II. SYSTEM ANALYSIS
A. Existing System
In our existing system we had to check the IP-address
of the particular client and server. IP-address has to
be checked by giving the source and destination
address of the particular clients. To overcome this
process we have to insert the digital signature
process. The signature has to store in server side only.
The digital signature of the particular client can get
by giving the port number for that particular client.
The signature verification is done by using the hash
algorithm. The traffic can be monitored by the
network traffic control method. The traffic can be
measure to introduce the traffic ownership process.
The network users known source and destination IPaddress of the network packet. By using this traffic
method we prevent misuse and malicious
interference. The inclusion of this method is the
adaptive device. Adaptive device is used to re-route
the packets. The adaptive device can provide
contextual information about the particular client.
Disadvantages that are present in existing system are
packet loss on intermediate links could be measured
for network debugging purposes, Collateral damage
caused by misconfigurations or malicious behavior of
users, Traffic control not allows the packet rate to
increase.
B. Methodology

III.

SYSTEM DESIGN

Always when a user needs to access the server he
must have been registered to the server. The
registered user is given a key which is sent to his
mail.
When a user sends request to server, the signature of
sender is verified.
The traffic monitoring system checks for the pattern
of request from sender monitors and reply with action
when the request is not a attack.
Log is created for each operation on network and this
file can be kept at any location.

In our proposed system we have to introduce the trace
back method. The method is based on packet marking
approach to avoid storing state at routers. Instead of
inserting its entire IP address into the packet, each
node inserts only the part of the IP address to indicate
its presence on the path.
This method supports the network forensics by
sampling the traces of suspicious network activity.
Before forwarding a packet the router inserts the IP
address of its output interface into the packet.
In this router inserts its outer-interface IP address into
the forward packet. Upon receiving an attack packet,
the victim disposes whose elements are the routers
that compose the attack path. To reconstruct the
attack path, the following procedure is used. Initially
the victim checks for the presence of all neighbor
routers in the received attack packet. Then we have to
introduce the k-nn classification method to indicate
the status of the networks. The network statuses are
attack, pre-attack and normal.
Differential attacks cover all attacks that
exploit non-ideal propagation of differences in a
cryptographic algorithm. A large majority of attacks
on hash functions are at least partially differential.
The Security requirements of hash function are
collision resistance, second pre-image resistance and
also the pre-image resistance. The advantages of our

Figure 3. System Architecture

The Light-Weight Hash function is used to verify the
digital signature of the particular clients. This is
mainly used to maintain the security of the system
performance. Hash functions can serve many
different purposes, within applications ranging from
digital signatures and message authentication codes to
secure passwords storage, key derivation, or forensics
data identification.
The lightweight instance conjecturally provides at
least 64-bit security against all attacks. The primitives
used in hash functions are Message Authentication
Code, Pseudorandom generator, stream cipher,
random Access Stream cipher and Key Derivation
Function. By using this hash function we have to
perform the digital signature. The digital signature of
the uploaded and downloaded file can be stored in
server side.
IV.

RESULTS

Each time a user is logged in, digital
signature is been generated. Code generated using
digital signature is different whenever a log in is
attempted by user. The code is then sent to the mail of
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the intended user. Using this code the server
information can be accessed by the user.

verifying whether an intended user is logged in or
not.

Figure 7. Database

V.

CONCLUSION

Figure 4.code in mail

This paper propose a new distributed traffic
control system that enables ISPs to deploy new
applications within the network and to safely delegate
the partial network control to network users. Proposes
a model to measure the effectiveness of filtering
malicious traffic along with an effective trace back
technique to control DDOS attacks generated. To
appear in top-conference on cryptographic hardware
support of randomized hashing. The methods based
data mining are suitable for the detection. Then, the
current network status is classified to determine the
class to which it belongs to. Hence, our method can
classify the current network status well to detect
DDoS attacks early.

The figure 4 indicates that the traffic has not occurred
with status normal, source and destination IP address
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Abstract — This proposed work aims to provide a powerful Integrated Development Environment (IDE) client for Oracle
database server. Using this client tool user does not require more knowledge of oracle database. With the intuitive Database
(DB) tool Graphical User Interface (GUI) increase your code quality and reduce the development process time. By using this
client software IDE, users can access and maintain the oracle software in an easy way and even help them to use the oracle
client before implementing a real software development project which is running on oracle database. This GUI is designed
using the strategy called Model-View-Controller (MVC). MVC paradigm is an intuitive and widely accepted strategy in UI
design, be it web or rich client UI (using swing, flex, java FX, etc.). Results can show whether this software is useful to help
software developer and oracle user to access the oracle database in efficient way.
Keywords— Oracle Client, Oracle database, MVC, IDE, User and Software developer.

reducing the user effort to access the oracle database
in command line client (SQL*Plus). Using this client
tool user does not require more knowledge of oracle
database.
The Design Standard used to develop this tool is
Model-View-Controller (MVC). MVC is a widely
adopted pattern, across many languages and
implementation frameworks, whose purpose is to
achieve a clean separation between three components:
 Model: Business logic & Processing
 View: User Interface (UI)
 Controller: Navigation & Input.
A number of patterns for GUI applications have
been proposed by the software community. The wellknown MVC provides a good starting point for the
developers. MVC paradigm is an intuitive and widely
accepted strategy in UI design, be it web or rich client
UI [5].

I. INTRODUCTION
Most organizations today use a database to
automate their information systems. A database is an
organized collection of information treated as a unit.
The purpose of a database is to collect, store, and
retrieve related information for use by database
applications. A database management system (DBMS)
is software that controls the storage, organization, and
retrieval of data. A relational database is a database
that stores data in relations (tables). A table is a twodimensional representation of a relation in the form of
rows (tuples) and columns (attributes). A tuple is an
unordered set of attribute values. Each row in a table
has the same set of columns.
Oracle Database is an RDBMS. Oracle Database
has extended the relational model to an objectrelational model, making it possible to store complex
business models in a relational database.
Structured Query Language (SQL) is the setbased, high-level declarative computer language with
which all programs and users access data in an Oracle
database. SQL provides an interface to a relational
database such as Oracle Database. SQL*Plus is the
Oracle tool used to run SQL statements against Oracle
Database [3]. The user should have knowledge about
Oracle and SQL. The non expert database users
cannot access the database using SQL*Plus.
To overcome this problem Graphical User
Interface tool introduced. Several GUI tools exist.
Even though they serve better, they are having
difficulty in the case of debugging, segregation of
table. Also non-computer professionals such as
Accountant or Statisticians, Social Analysts find it
difficult to interact with and in handling the errors.
The main objective of this project is to provide a
powerful and customized Integrated Development
Environment (IDE) client for Oracle database server.
This software can save more time and money by

II. SYSTEM ARCHITECTURE
The user interacts with the GUI tool such as
when a table is required the user can click the
intended icon. This software validates the user input
by using appropriate swing actions. The dialog box
allows the user to update the values of the database,
and the frame panel simply reflects the changes as the
final textual display. If any error found then the
software will provide a detail description. If there is
no error found in validation the Query will be passed
to the Oracle Server. The function of oracle server is
to execute the query and return the result. This
software can import html, excel files into oracle
database and export tables into xml, html, excel files.
This software is developed using Java. Java can be
characterized by concurrent, object oriented
programming language.
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The following figure shows the architecture of
this Oracle management Tool.






Figure. 1. Architecture of oracle management tool using MVC.



The features of this software and their functions are
described below.
 Create Table
This feature enables the user to create the
table with appropriate properties. Keys,
constrains, indexes can be created using the
options provided. There is an option for
entering comments about the table columns.
 DDL View
Generate Data Definition Language (DDL)
statements that show the database object
details in SQL statements that you have
designed in the schema or database.
 Database Objects
It supports the following database objects
such as table, sequence, trigger, procedure,
function, package, synonyms and index.
 View Data
For using this feature, we can able to view
more than one table at a time by selecting
table name from the combo box.
 Insert
Using insert feature, we can able to insert
one record by using GUI insert dialog.
 Delete
Using delete feature, we can able to delete
one or more than one record at a time by
selecting the row from the delete GUI
dialog.
 Update
It enables the user to update one record at a
time by changing the field data from the
update GUI dialog.
 Alter Column
Once you selected the alter column menu
item, the alter column panel appears where
we can alter the selected table column. This
panel contains add and remove column















option button at the bottom. Every row of
the table contains change button at the first
column in the alter panel.
Import/Export
Using this feature we can import Excel sheet
and export table data into excel, html, xml.
Table Segregation
In this feature we will segregate the different
types of tables. This segregation of tables is
based on the data type of column like nested
table, large object (LOB) and user defined
object.
Conversion
This feature helps User and database
developer for converting Oracle database
from/to flat files (XML) and Excel files and
vice versa .
Query Filter
There are three significant types of data
filter setting options available such as
Logical, Range and List settings.
Commit / Rollback
The most important use of database
operation is commit and rollback. This
specialty is helpful to user who will mislead
to delete, update and modify data from the
table.
Advance Search
Using this feature, we do not need to type
full name of the column and table name for
search.
Database Object Search
In case of database object search, we can
search the database objects of table name,
procedure, package, sequence, trigger, view,
synonyms, index, and database link.
Lookup
For using this feature, we can able to get all
table names and all the column name of the
particular table.
Change Schema
For changing the schema name, we need to
press the change schema menu item in the
File menu. Once we selected the schema
menu item, one dialog menu will appear
where we have to select schema name and
its login password.
Change Login
Once we selected the change login menu
item, one user login dialog will appear
where we have to enter the oracle server IP
address and oracle login credentials. The
login credentials are correct, and then tool
will change the database login.
Table Relations
By selecting the relation menu in the table
menu option, we can get two types of table
relation menu items such as Primary and
Reference key relations.
Tools
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 If a setting is List, it will filter a table
column with respect to list of values that are
given by a user.

It Provides Pie and Bar chart report
generation for the database schema.
III.

RESULTS AND DISCUSSIONS

The user can create table with appropriate
properties using the options provided as shown in
fig.2. By clicking the plus symbol button we can add
more columns. Using the keys panel user can define
primary key, foreign key and unique key. Users no
need to type the column name but the user can select
the field name from the list to act as primary key or
foreign key or unique key.

Figure. 4.Query Filter.

Use of import (fig.5) through excels have many
advantages over other oracle import tools like
SqlDeveloper, Toad, Razar, etc.
 It provides adjustable import parameters,
including source data formats for all the
fields and destination data formats for the
selected fields, commit options, number of
records to skip, etc.
 It shows the position where errors have
occurred in excel sheet.
 Before loading the data, it will show all the
constraints problems like Primary, Foreign,
Unique and Condition check constraints. It
also shows table dependency problem.
 If other than primary and unique keys all
remaining fields are having same values in
more than two rows, this tool immediately
raises the duplication record problem.
 User setting option is helpful when user
wants to filter the excel records before
importing into database table.

Figure. 2. Table Creation

The following figure depicts the view of selected
table content. If the user wants to view all content of
the table he/she can use this option. We can edit the
table data using Insert, Delete and Update buttons.

Figure. 3. View and Edit Table Data.

The Query filter option used to view selected
content from the table is shown in fig.4. There are
three significant types of data filter setting options
available such as Logical, Range and List settings.
 In case of Logical setting, it will filter a table
column with respect to mathematical logical
relationship like <, >, <=, >=,! = and ==.
 If a setting is Range, it will filter a table
column with respect to values between
minimum and maximum.

Figure. 5. Excel Import Feature.

The Excel Export (figure 6) feature will support
for exporting one or more table from a particular
schema at a moment. It has an option, which provides

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
56

Customized Integrated Development Environment for the Oracle Database

how many tables can be loaded in a single work
sheet. This will be helpful if user wants to limit
number of tables in a single excel sheet.

Figure 8. Database object Search

User can create sequence as shown in figure9.
Sequences are used to generate unique integers. By
choosing detail menu item, we can see the sequence
details of minimum value, maximum value,
increment by, last number, cache size, cycle flag is on
or off and order flag is on or off. By choosing drop
menu item, we can drop the selected sequence from
schema or database.

Figure. 6. Excel Export

Fig.7 illustrate about Xml export. This tool
provides export customization feature where user can
select how many fields they want to export. It shows
mandatory (primary, foreign key fields) and optional
fields while user selecting fields. In case mandatory
means the selected field contents must be present in
database table. At a time user can export only one
table from database to XML file.

Figure 9. Sequence Creation

In GUI for Oracle, there is an option for SQL
Runner using which user can type and execute
different queries if he/she is having knowledge of
SQL (Structured Query Language). The syntax
highlighting feature is provided. The following figure
shows how to execute the query in SQL Runner. The
result will be displayed in separate panel.

Figure. 7. XML Export

In case of database object search (figure.8), we
can search the database objects of table name,
procedure, package, sequence, trigger, view,
synonyms, index, and database link. And also we can
search the entire above object together.
 For performing the database object search,
we no need to enter the full name of the
object name. So we can enter any continuous
characters of that searching object name.
 Search results will highlight the examined
contents that help the user to identify the
object name.
 The result of the search will be portraying
that object name belongs to which type of
the objects.

Figure 10.SQL Runner

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
57

Customized Integrated Development Environment for the Oracle Database

IV.

CONCLISION

This Oracle client GUI provides efficiency in
many ways to use Oracle Database. By using this tool,
database access time will be reduced significantly to
those who are using it. At present this tool supports
the latest oracle release of ORACLE 11gR2SERVER
and also earlier version of ORACLE SERVER (10g,
9i). This software is developed to provide customized
environment for the non-expert database users.

[6]

Bernardi,M.L., Di Lucca, G.A, Distance, D., “Improving the
Design of Existing Web Applications”, IEEE International
Conference on Quality of Information and Communications
Technology(QUATIC),2010.
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We are planning to develop Future oracle client
IDE which includes more number of automated
technologies to make the database access as much
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Abstract- Mobile Cloud Computing combines the two great solutions into one, cloud computing and mobile network. It is a
huge shift from mobile phone as a calling device to mobile phone as an information processing system, even it will be act as
mobile servers in future. The new era of mobile world gives different types of services relevant to the exact location. The
mobile users expect these location services without disclose their exact privacy information to the untrusty location based
servers. The well known privacy preserving technique is the cloaking method based on k-anonymity concept. The cloud
based cloaking gives an enhancement to this technique in the MCC enviornment, it transforms the cloaking task from device
to the cloud. The experimental result shows that the cloud based approach uses less memory of the device, enhanced privacy
and low battery consumption than the existing techniques.
General Terms-Mobile Cloud Computing, Location Based Services, Spatial Cloaking

authentication [9] [10], cloud based intrusion
detection and response system [11], cloud based
privacy [12], etc. The core idea of the system is to run
the security systems in the cloud servers and run light
weight process in the mobile device. Out of these
different techniques, privacy preservation is an
important issue both in terms of legal compliance and
legal trust. The most popular privacy breaches are
reported while using the location based services in the
mobile devices.Location based services (LBS) [12]
has become a popular mobile services due to the wide
use of GPS (Global Positioning System), RFID
(Radio Frequency Identification), etc. In order to
entertain LBS, users need to provide exact location
information to the services provider. Privacy concern
arises if the intruders can configure out who issues
the LBS request or where the request issuer is. The
LBS faces a privacy issue when the mobile users
provide private location information and other
important information.
The remainder of the paper is organized as follows.
The section 2 describes the survey on different
cloaking techniques. The section 3 gives the proposed
a solution for enhancement and the section 4
describes the performance study.
And also a
conclusion and future work is made.

1. INTRODUCTION
The Cloud computing [1] will have major impact on
the mobile world and apart from a usual calling
device, user expect the mobile phone as personal
information processing tool. Mobile Cloud
Computing (MCC) [2] or cloud computing for mobile
world [3] is a booming technology for future mobile
applications. MCC [2] can be defined as a
combination of mobile web and cloud computing,
where the data storage and processing will happen
outside of the mobile devices. So the mobile devices
do not need to be a powerful device since all the
computing tasks are transferred and processed in the
cloud servers. The mobile phones offer advanced
services such as web browsing, instant message, web
camera, connectivity options, [4] etc., even it can be
act as mobile servers, so the security is becoming
more and more important. The security related issues
are of two types [2] [5]: the security for mobile users
and the security for data. The mobile devices are
exposed to numerous security threats and also have
privacy issues for users. Although both the mobile
users and the application developers benefit from
storing large amount of data on the cloud servers than
in the local systems, should be careful of dealing with
the integrity, authentication and digital rights of
stored data. There are two types of security systems
are provided, device based systems and cloud based
systems [6]. In the device based security systems, run
the security system inside the device i.e., it is a
resource consuming process. In MCC, this is not
preferable. The basic idea of the cloud based mobile
security is that, the security systems are run in the
cloud for ensuring security of the device. The
importance of cloud based mobile security is
investigated by analyzing different techniques. The
most popular types are cloudAV (in-cloud Antivirus)
[7], cloud based SIM (Subscriber Identity Module)
DRM (Digital Rights Management) [8], implicit

2. RELATED WORKS
With the booming trends of positioning techniques,
social computing [13] and the wireless short range
techniques, the many of mobile users are using
location based services. The LBS faces privacy issue
when mobile users provide private information such
as location, identity information, etc. With the
widespread use of location services and social
services in mobile devices and recent advances in
location tracking technologies, the severity to
numerous privacy threats are getting increasing. With
untrustworthy LBS providers, the revealed private
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identity or location information could be misused by
intruders. Privacy-preserving techniques [12] are
mainly based on any of the three concepts. (a)
Dummies. Users protect their location privacy by
reporting their exact locations with a set of fake
locations, termed dummies, to a location based
server. It cannot provide high quality services due to
the large amount of fake information. (b) Space
transformation. The user location information and
data are transformed into another space in which their
exact or approximate spatial relationships are
maintained to answer location-based queries. But it
reveals the exact location to the issuer. (c) Cloaking.
The main idea of the cloaking technique is to blur a
user's exact location into a cloaked area that satisfies
the user's privacy requirements, K-anonymity and
minimum area. It provides aggregate location
information to the server and gives better privacy
than the other two techniques.
In terms of
architecture models, existing spatial cloaking
techniques can be categorized into three models,
centralized, distributed and peer-to-peer. For the
centralized architecture model, a trusted third party,
termed location trusted server (LTS) is placed
between the end user and the location-based service
provider. The LTS is responsible for blurring users'
exact locations into cloaked areas. This architecture
model could pose a scalability issue and privacy
issue. For the distributed model, the users maintain a
complex data structure to make the cloaked region
through fixed communication infrastructure. But this
model cannot be applied to highly dynamic location
based mobile applications. For the peer-to-peer
model, mobile users are work together to make
cloaked areas.
The P2P k-anonymity model [14] is the Universal
model constitutes the initial peer and other k-1 mobile
peers to a group of k users to achieve the privacy with
two important requirements: k and Amin, where k is
the indistinguishable degree for the group and Amin
is the minimum resolution of the cloaked area. In this
model the k-anonymity[14] is preserved. The P2P kanonymity algorithm has select a central peer as an
agent, the agent will discover other k-1 different
peers via single-hop or multi-hop to compose the
group of k users, find a cloaked region with group of
k users, adjust the cloaked region. Once the cloaked
region is less than Amin, the region will be expanded.
This model achieves the user’s privacy effectively.
But the P2P k-anonymity algorithm builds on a
strong inner trust and only considers the anonymity to
server. Another problem of this model is the variable
network topology which brings a high disconnect rate
and brings down the systems availability since it
cannot be applied to highly dynamic mobile
applications.
In the mobile-aware cloaking model [14], all peers
are anonymous peers. The algorithm consists of three
phases: Peers discovering, Mobile-aware selection
and Adjustment. In phase1, the initiator will

broadcast a ‘hello message’ to its one hop or multi
hop neighbors to discover new peers and add those
new peers in a set T. In Phase 2, calculate the
disconnect probability of two moving peers, i.e., S =
r / D where r is the transmission range and D is the
distance between two peers and then the strongest
connection peers are selected as next peer. If the
discovered peers are not up to k, expand the peer set.
In Phase 3, area covering all peers is computed and k
value is checked. Phase 1 and Phase2 will be repeated
until k peers and minimum area covering the peers
are satisfied. The mobile-aware algorithm improves
the system connectivity and selecting a relatively
stable peer as its next hop.
The
in-network
resource-aware
location
anonymization algorithm is established [15] for
wireless sensor networks. In this system, each sensor
node blurs its sensing area into a cloaked area, in
which the k-anonymity has to be preserved. The
location anonymization algorithm has three phases:
Broadcasting, Cloaked area, Validation. The
broadcast step is to ensure that each sensor node
knows an adequate number of objects i.e., at least k
objects to compute a cloaked area. In phase 2, the
cloaked area step, to preserve the privacy
requirements and to minimize the computation cost
each sensor node blurs its sensing area into a cloaked
area by using a greedy approach based on the
information stored in peer list. In phase 3, the
validation step is to avoid reporting aggregate
locations with a containment relationship to the
server. The resource aware algorithm ensures that
each sensor node finds adequate number of persons
and uses greedy approach to find cloaked area thus it
aims to minimize communication and computation
cost. The quality-aware algorithm [15] aims to
minimize the size of the cloaked area in order to
maximize the accuracy of the aggregate locations.
This model takes the cloaked area computed by the
resource-aware algorithm as an initial solution, and
then refines it until the cloaked area reaches the
minimal possible area, which still satisfies the kanonymity privacy requirement. The quality-aware
algorithm initializes a variable current minimal
cloaked area by the input initial solution by the
resource-aware algorithm and it ends with the current
minimal cloaked area contains the set of sensor nodes
that constitutes the minimal cloaked area. In general,
the algorithm has three steps: Search space step,
Cloaking area, and Validation step.
Casper cloaking [16] is based on the bottom up
generation method and it works on the statistics of the
user locations. It employed a grid structure that
hierarchically decomposes the whole space into
levels. The root of the grid is at the level zero that
covers the whole space and has only one grid cell.
The Casper cloaking algorithm first locates the
request issuer in a corresponding grid cell and checks
the number of users in the grid cell. If it satisfies the
k-anonymity then the grid cell as the cloaking region.
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If not it checks for the horizontal or vertical cells and
check the total number of users in cell plus horizontal
cell or cell plus vertical cell. The horizontal sum is
checked against the vertical sum, if the greatest sum
is greater than k, and then selects it as the cloaked
region. The above check is not meet the k-anonymity
goes up the parent grid. Casper cloaking works well
in the traditional architecture model because it can
generate the smallest possible cloaked region safely
and quickly and it provides good quality of services.
A simple approach for in-device cloaking [16] is to
keep the grid structure inside the mobile device and
do cloaking on the client side i.e., mobile devices are
responsible for generating the cloaked area. In this
model mobile client indexes a grid structure which
partitions the space recursively. For each grid cell,
collect the number of users from the cloud at a given
time. The cloud will keep all updated user locations.
As mobile users are moving constantly, the total
number of users inside grid cells is changing over
time. Once a client generated a cloaked region, device
send the cloaked region as part of the request to LBS
with identity information appropriately removed. The
key is that we do not reveal that the issuer is in a cell
before we are sure that the number of users in the cell
is kept the k-anonymity concept. This cloaking
algorithm always works on a current node, which is
set as the root of the grid. It then asks for the live
numbers of users in its four child grid cells from the
cloud servers. If the child cell c containing the request
issuer does not meet the k-anonymity, it will check
the sum of live number of users in c and in the
horizontal neighbor or vertical neighbor. If this sum
is no less than k, return the region as the union of grid
cell c and the neighbor which has live number of
users no greater than k and also require that the live
number of users in horizontal or vertical be less than
k as well. When the bottom level of the grid is
reached, it stops by returning the bottom cell
containing the issuer. There two optimization
techniques to this model. 1) Instead of asking the live
number of users for the grid cells, can ask for a sub
tree of certain depth, then the communication
overhead can be reduced. 2) To avoid starting from
root node, use the upper and lower bounds to guide
when to communicate with the cloud and when to go
lower levels. This method maintains low
communication cost with good quality of service.
In the dual active mode design [17], instead of
passively searching other peers for location
information, the mobile clients can actively send their
own locations as well as broadcast their gathered
locations to other peers. The dual-active algorithm is
composed of four phases: Broadcasting, Receiving,
Updating and Querying phases. The mobile devices
are automatically execute the broadcasting phase in

increased by one. In the receiving phase, the user
receives record from his direct neighbors. When the
users are densely located, many redundant records are
received. So the user filter redundant records based
on hop and initial time values. The updating phase is
executed to calculate the mean time between the
current system time and the initial time of each
record. If this mean time is larger than the pre-defined
maximum time, it implies that these records have
expired and should be removed by the user. In the
querying phase, when launching a query, user can
immediately begin the location cloaking calculation if
the number of the candidate peers satisfies kanonymity requirement. If the anonymities are not
enough or the cloaked region does not fit for the
privacy requirements then the mode enables user to
recheck the situation periodically.
The survey infers that, the drawbacks of the
traditional cloaking techniques are getting improved
by using different types of enhancements. In the
mobile-aware cloaking techniques the privacy and
connectivity are getting improved. In the case of
resource-aware cloaking, it aims to minimize the
communication and computational cost, while the
quality-aware algorithm aims to minimize the size of
the cloaked areas in order to generate more accurate
aggregate locations. In-device cloaking device will be
advantageous in many situations; it aims to provide
safer cloaking with minimized communication cost.
The dual-active approach uses the least anonymizing
time and the best anonymization success rate at the
expense of acceptable communication cost. While
using the location based services, privacy
preservation by spatial cloaking is very important
task. In the case of centralized architectural models
this task is done by the LTS and in the distributed
one, it is done by base stations or fixed infrastructure.
In the peer to peer architecture, the cloaking task is
done by the mobile devices itself. When considering
the MCC environment, it is a tedious task for thin
mobile clients and has to keep the grid structure up to
date within the device. So there should be a measure
to reduce this burden on thin client to ensure more
involvement of cloud. Now a day, the mobile devices
are responsible for creating spatial cloaking regions
and send this region to the location based server. It
provides better privacy protection but it need to keep
the grid structure up to date within the device. In
MCC, the mobile phones are assumed to be thin
clients, i.e., resource less devices, and all the
processing wants be transfer from client side to cloud
side. So this cloaking management is a difficult task
for thin clients, has to be transfer from device to
cloud.

the background periodically. Then the user begins to
send own location record and also send all the records
from his candidate peer list with the hop value
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3. PROPOSED CLOAKING METHOD

3.1 System Requirements
The input to the system is range queries and the
output is the corresponding location based services.
This system is developed in the Android operating
system. The Android development tools run on all
flavors of computers of relatively recent vintage:
Linux, Mac OS, or Microsoft Windows XP or later.
An Android device such as a smart phone is useful
but is in fact not essential to getting started since the
software contains virtual device emulators that allow
to develop and test. The software required for
Android development is free and readily available on
the Web: the Java Development Kit (JDK) 5 or 6, the
Eclipse IDE with the Android plugin is not
technically essential since everything it does can be
done using the command line, but it simplifies so
many things. The cloud application google map is
used for display the result.

A mobile user wants to access the range queries like
“nearest hospital”, “nearest hotel” etc., from the
untrustworthy location based server and it may lead
to major privacy issues. In the proposed system, a
mobile user initiates an encrypted location based
request to the cloud. The cloud employed a grid
structure for the entire space. Then cloud indexes all
updated user locations. The cloud has a large number
of distributed virtual servers. The immediate server
receives the encrypted request from mobile clients.
According to the geographical location of the mobile
device, the request is forwarded to the corresponding
location based servers. Before sending request to the
LBS, cloaking is done by the cloud servers.
The cloaking algorithm is run by the cloud servers.
For each grid cell, check the number of users at a
given time. Based on the k-anonymity concept the
cloaking is done in the cloud. The cloaked area with
the query is send to the LBS. The request from the
mobile device is transferred to the cloud servers. If
the immediate cloud server is busy then the request is
transferred to the other servers. The answer set from
the LBS is send back to the cloud servers and then
back to the mobile device by using the session id. The
answer can retrieve from the nearest cloud server.
The cloud server lists the location based services in
the specified region. The architecture is shown in
Figure 1.

3.2 System Design
The proposed system mainly consists of three
modules 1) Location Based service provider 2) Cloud
servers with load balancing and cloaking algorithms
3) Thin mobile device with encryption and filtering
algorithms. The module diagram is shown in Figure
2.

Figure 2: Module Diagram 1

The service provider has to update their service
information. The cloud has to keep the updated
services of the service providers. If N servers are
available, then load balancing between the locations
based servers has to be encountered. If LBS1 is busy
then the query is implicitly forwarded to the LBS 2
etc. i.e., in general the end user can access the
services of LBS 1 from LBS 1,2,…N. When
considering the location based services, it can classify
as proximity services, rescue services, hotel
information, browsing, etc. The cloaking and load
balancing must be performed by the cloud servers.
One of the main task of cloud server is to make the
cloaked regions which satisfy the k-anonymity and
minimum cloaked area. The device has to be run light
weight process as a proxy server for accessing
services.The thin mobile devices are free from the
burden of the cloaked region management. The
encryption and filtering algorithms has to be run in
the mobile device. The encypted queries are send to

Figure 1 : Cloud Based Cloaking

The mobile device sends a query to the cloud server
S1, call it as immediate server. Large numbers of
location based services are provided by the service
providers. These services can be accessed by the
cloud. The cloud servers are responsible for the
cloaking and these region plus query are sending to
the untrustworthy service providers.
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the cloud servers and for the exact answer from the
answer set, filtering is encountered.

intruders may be in the group. The proposed
system is a remedy for this attack.

3.3 Working Scenario
The mobile user send the range query to the cloud
server. The cloud has large number of distributed and
virtualized servers. The query is received by the near
by cloud server, call it as immediate server. The
immediate server execute an algorithm to find the
nearest location based server for the specified service.
If the specified service is not in the vicinity of the
immediate server, then forward this query to the other
cloud servers by using the load balancing and live
migration technique. The cloud servers are
responsible for making the cloaked region for
preserving the privacy of the mobile users. The
cloaked regions are send to the location based servers
i.e., the cloud servers making groups of k users by
keeping the k-anonymity concept. For the time being
each mobile users has unique session ids for return
the answer set from the location based servers. The
entire system working scenario is shown in Figure3.

4. PERFORMANCE STUDY
4.1 Extending battery life time:
4.2 The application performance management
(APM) metric is used for measuring the amount of
power consumed by a cloaking task. First, we could
interrogate the APM metric before the cloaking task
at the device, interrogate it again after the task
completes, and report the difference. Alternately, we
could completely charge a battery, repeatedly run the
task until thebattery dies, and divide 100% battery
life by the number of Battery executions required to
drain the battery. These experiments done in both the
device based and cloud based cloaking techniques, it
shows that upto 45% of energy consumption can be
reduced for cloud based cloaking.
5. IMPROVING DATA STORAGE CAPACITY:
The MCC is developed for storing large amount of
data on the cloud through wireless networks. In the
cloaking procedure all the live user density
informations and cloaking algorithm are stored on the
cloud. So with cloud, the user can save considerable
amount of storage space on the mobile device.
6. AVOID INTERNAL ATTACK:
6.1 The most of the existing algorithms are build on
a strong inner trust between the mobile devices and
only consider the anonymity to the service provider.
But there is a big chance for intruders may be in the
group. The proposed system is a remedy for this
attack.
7. CONCLUSION AND FUTURE WORK
With the rapid growth of mobile devices and the
huge shift from the mobile as a calling device to
mobile as a computer or server in future, the
importance of mobile cloud computing is day by day
getting increased. In the mobile cloud computing
environment, the importance of privacy is identified.
The different techniques for preserving privacy, while
dealing with location based services are analyzed.
The proposed method, the cloud based spatial
cloaking is an enhancement to the existing cloaking
methods. This technique provides not only improved
privacy but also reduced memory storage for the thin
mobile device.
For improved privacy, different levels of cloaking
are suggested for the future work. First level cloaking
is performed at client side and then second level
cloaking at the server side or preferably different
levels at the server side itself.

Figure 3: Working Scenario Diagram 1

3.4 Advantages
The direct communication between mobile
client and the untrustworthy service provider
is not needed. So the privacy getting
improved. The communication delay can be
reduced by replacing the peer search through
mobiles by user density information from
cloud. Filtering in the mobile device for the
exact answer set is not needed. Free the
mobile device from the cloaking then the
resource utilization is improved. The
updated grid structure is not maintained in
the device itself. The most of the existing
algorithms are build on a strong inner trust
between the mobile devices and only
consider the anonymity to the service
provider. But there is a big chance for
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Abstract-Video inpainting is a growing area of research. In this paper we are discussing a video inpainting technique which
will be useful in cases where a set of frames are missing or damaged. This technique mainly involves three steps: creating
new frames, graphical model construction, estimating the correct frame. Here we limit the distance of the motion trajectory
where the motion is not continuous and hence we make sure that the motion continuity is efficient. Shape context descriptor
and isomap algorithm is used for finding the matching frame and clustering of the frames in the graphical model.
Keywords- inpainting, motion continuity, isomap, shape context.

objective function removes local inconsistencies and
heuristics of using large patches and it will rank the
quality of completion. Fixed size cubes with three
dimensions are used as the unit of the similarity
measure function which is the Sum of Squared
Differences. Though both spatial and temporal in
formations are handled simultaneously the multiscale nature of results will cause blurring and it is
very slow.
A user-assisted video layer segmentation technique
[3] that decomposes an input video into color and
illumination videos was proposed by Jia. It uses a
tensor voting technique to address the spatio–
temporal issues in background and foreground. Image
repairing is used for background inpainting, and
occluded objects are reconstructed by synthesizing
other available objects. However, a synthesized
object created under this approach does not have a
real trajectory. This approach is only suitable for
periodic motion.
In efficient object based video inpainting technique
[4] proposed by Zhao video recorded by stationary
cameras are considered. Pixels most compatible with
the current frame is used for background inpainting
and all available objects are used for foreground
inpainting. A fixed sliding window includes a set of
all continuous objects and defines a similarity
function which measures the similarity between two
continuous object templates. It can cover large holes
and cases where the occluded objects are completely
missing from frames. But insufficient number of
postures can cause artifacts.
Cheung introduced video epitome [5] which contain
the basic structure and motion characteristics of video
which is useful for video inpainting. It is a
probabilistic patch based model where patches are
used for synthesizing images and videos. Patches
from a part of the image is stitched together to
synthesize new image with similar texture. It fills
missing or occluded regions of the video data.
Epitomes provide a representation which retains the
natural flow of input data and it computationally and

INTRODUCTION
Image inpainting strongly corresponds to image
interpolation. It has been widely used in many areas
such as restoring old and damaged images, zooming
and super-resolution, primal-sketch based perceptual
image compression and coding, and the error
concealment of image transmission, etc. Video
inpainting also has become equally important with
the increased usage of videos in various applications.
Most of the primitive video inpainting algorithms
incorporated the image inpainting techniques directly.
This had many problems since for video inpainting
the motion continuity of the object also has to be
considered. Also video inpainting involves
considering large number of pixels and search spaces.
Video inpainting algorithms can be classified into
texture synthesis based methods, patch based
methods and object based methods depending upon
the way in which the damaged parts are restored.
In this paper an object based video inpainting
approach is given, which uses shape context
descriptor to find the similar frames of a video. This
includes the use of isomap based clustering to
develop a graphical model representation of the
video.
RELATED WORKS
Inpainting concept was first introduced by Bertalmio
[1]. Though there are many efficient image inpainting
algorithms available video inpainting is still a major
area of research. There are a number of automatic
video inpainting algorithms available. The
conventional video inpainting algorithms generally
fall under the patch based algorithms and template
based algorithms.
Wexler [2] in his approach introduced video
inpainting as a global optimization problem. Here
frames which do not exist in the dataset are
constructed from various space time patches selected
from different parts of the video sequence. The global
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statistically advantageous over the patch libraries. It
can be trained directly on corrupted or degraded data
when the data is repetitive. Here the results are of low
resolution and can contain over smoothing artifacts.
Another manifold based approach was proposed by
Ding [6]. It uses local linear embedding to map the
image to a low-dimensional space. Here at first a set
of descriptors with the necessary information to
reconstruct the frame was found. Secondly, the
optimum values for the descriptors were found and
at last the frames were reconstructed based on the
estimated values. Here Wexler’s approach of finding
the best matching patch from the adjacent frames
was used for filling, difference being in the
searching technique used. Rank Minimization
Interpolation (RMI) was used to find the descriptors
for the missing area thereby reducing the
computational complexity. It is non-iterative and
computationally attractive but cannot handle scaling
information and causes blurring and ghost image
artifacts where the object’s motion is not periodic.
Lin [7] in his work virtual contour guided video
object inpainting using posture mapping and
retrieval proposed a technique which includes virtual
contour construction, key posture selection and
mapping and synthetic posture generation. It is
based on the assumption that the trajectory of the
occluded objects can be approximated by linear line
segmentation during the period of occlusion. Mosaic
based schemes and correspondence maps are used
for background inpainting. It avoids the problem
caused due to the insufficient number of postures.
But the synthetic posture generation technique used
here is not suitable for generating complex postures
and it do not deal with illumination change
problems.

peaks and valleys of the projected distribution, it is
possible to synthesize the new frame.
It is not necessary that always the difference should
be projected on the y-axis. If the object moves in
another direction the difference can be projected
along the x-axis also. This method is of low
complexity and is more preferred.
2) Graphical model construction:
Once all the frames are constructed in the next step
we will plot the entire frame onto a feature space.
This will give the graphical representation object’s
motion. Next the adjacent frames are linked together.
The distribution can be better understood by
calculating the distance between the postures in the
feature space. The shape context descriptor [9] is
used to get the better description about each object.
The value of shape context descriptor is obtained for
each frame and this will provide us with the details of
similarity between two frames. In shape context
descriptor we take a set of feature points on each
shape known as feature points.
For each point pi on the first shape we must find the
best matching point qj on the second shape. This can
be considered as a correspondence problem. a set of
vectors originating from a point to all the feature
points in the selected shape is considered. This set of
vectors is a rich description and as the number of
vectors increases the representation of the shape
becomes exact.
In determining shape correspondences we must find
points with similar descriptors. The shape contexts at
two points are compared. Since taking all points
makes the shape context very descriptive we use nbin histograms. The costs of two sampled points of
different frames are defined as given below:
( ,

IMPLEMENTATION

)= ∑

( )

( )

( )

( )

where, ℎ (k) and ℎ (k) denote the kth bin of the two
sampled points pi and qj respectively. Value of Nbin
is set to be 60 for all sequences and r is the radius of
the circle with Nbin. The best match between two
different postures can be accomplished by
minimizing the following total matching cost:
( ) = ∑ ( , ( ))
where π is a permutation of 1,2,3…n. Because of the
one-to-one matching requirement, shape matching
can be considered as an assignment problem that can
be solved by a bipartite graph matching method. The
shape context distance between the frames can be
computed as follows
1
1
( , )=
( , ( ))
( , ( ))

Here we describe the proposed a video inpainting
scheme where similar frames of missing frames are
found inorder to restore any damaged or missing
frames. Here we create new frames inorder to deal
with the shortage of frames. This mainly involves
three steps: 1) creating new frames 2) graphical
model representation 3) estimating the correct
frame. We discuss the steps in detail in the following
sections.
1) Creating new frames:
Video inpainting is mainly required in cases where
we may lose a set of frames or in cases where a set
of frames may be damaged. Creating new frames
will help us in cases where there is a shortage for
frames. Here we combine together parts of different
frames to obtain new frames which can be used to
replace the damaged or missing frames [8]. Taking
any two frames we align the two frames and then we
take the difference between the two frames and
project the difference onto the y-axis. Then, from the

Where Np and Nq are the number of sample points on
the shapes P and Q respectively. After finding the
similarity between frames using the shape context
descriptor next the similar frames are clustered using
a non-linear dimension reduction method known as
isometric feature mapping or isomap. Here each
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frame is taken as the input feature point and the
degree of similarity determines the distance between
the points.
The isomap algorithm used is as follows:
Step 1: Construct the neighborhood graph. A graph
G is defined over all data points by connecting
points i and j if they are closer than ( -isomap)
and if i is one of the k nearest neighbors of j (kisomap).Set edge lengths equal to dx (I,j)
Step 2: Compute the shortest paths in G. The
Floyd’s algorithm can be used for this step to find
DG.
Step 3: Construct d-dimensional embedding. Apply
classical MDS on DG to find the d-dimensional
embedding and later find the Eigen vectors.
The advantages of using isomap algorithm include
that it is non linear, non iterative polynomial time
and it guarantees global optimality.

CONCLUSION
The method discussed above provides better motion
continuity for the video reconstructed when
compared with the existing patch based video
inpainting algorithms since here the new frame is
reconstructed from the existing frames. Here since
we are using the shape context descriptor the most
similar frame is chosen. It has limitations since for
isomap algorithm the dimensionality reduction
perception is low.
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Abstract-An Obstruction Avoidance Generously Mobility (OAGM) model has been introduced for controlling ad-hoc
sensor networks with the presence of obstacle shapes like rectangle or square.It is used to operate emerging fields like
military and healthcare services. According to this model, the ability to send a message to a group of users simultaneously,
based solely on their geographic location, is desirable by using Mission Critical Mobility model. The OAGM model is
developed by grasping the critical situations of military and healthcare services by incorporating the node movement model,
hierarchical node organization, placement of obstacle that affect the movement of nodes and also signal propagation. Hybrid
Bellmanford-Dijkstra- Dijkstra- algorithm is used to find the shortest path of the node movement process. The varying
number of parameter sets with DSR protocol is analyzed for MCM and OAGM mobility model. The results show OAGM
performance is better than MCM.
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needs to be studied in the presence of mobility. Each
mobile node of a MANET is treated as an
autonomous peer and the random mobility patterns of
mobile nodes need to be analyzed to investigate the
dependency of performances of various topology
networks. This network is a Resource constrained
communications network with limited energy,
computational resources and memory. There are
several mobility models are introduced to analyze the
Manet performance some mobility model is created
to give a real world scenario for applications to
MANET.The properties of these mobility models are
analyzed using different mobility metrics and to study
the performance of protocol metrics including
routing, service discovery and mobile peer to peer
applications.

1. INTRODUCTION
In wireless networks the operations today are
includes cellular systems, cordless phones, wireless
LANS, data systems, paging systems and satellite
systems.These systems are mainly differentiated by
their applications which support for user mobility and
coverage areas.In ad-hoc network is a collection of
wireless mobile hosts forming a temporary network
without the aid of any established infrastructure or
centralized control.The networks like ad-hoc and
sensor network are mainly developed to the military
services. From the year 1970’s and 1980’s DARPA
funded much work in the design of Ad-hoc packet
radio networks, with that designs the performance of
these networks are not satisfied. Here the ad-hoc
networks is considered because of new applications
and improved technology. These networks are now
used in many commercial applications like home
networking, nomadic computing, disaster relief,
public events and temporary offices.
The IEEE802.11 and HIPERLAN type1 wireless
LAN standards are supporting ad-hoc network. In an
ad - hoc network the topology of the network depends
on the location of different users, which changes over
time. The propagation range of a given mobile is
limited,while in forwarding a packet to its final
destination. Multiple wireless hops is used in mobile
hosts to find end to end connection between the hosts.
It is a technical challenge to provide reliable high
speed end to end communications. The current
research in ad-hoc network design mainly focuses on
distributed routing.
The important concept of ad-hoc network is mobility
. The mobility of nodes is the key attribute of mobile
ad-hoc networks and the performance of MANET

2.The Classifications of Mobility Models:
The mobility models are an imitation of the
movement of real mobile nodes that change the speed
and direction with time. It accurately represents the
characteristics of the mobile nodes in MANET is the
key to examine whether a protocol is useful in a
particular type of mobile scenarios.
There are two types of mobility patterns are traced
and syntactic models.Trace based mobility models
are deterministic when the absence of traces the
synthetic mobility models are proposed to represent
the movements of mobile nodes realistically in adhoc networks.
In syntactic models are classified based on mobility
patterns (i.e) Individual movement and Group
movements. Mobility models try to characterize
mobile traversing patterns with the individual and in
group movement the group’s movement patterns with
individualized average.In syntactic mobility models
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the classifications are based on randomness,
constrained topology based model and statistical
model. In constrained topology based models the
nodes are having only partial randomness where the
movement
of
nodes
is
restricted
by
obstacles,pathway,speed limits,signal problems and
other. When the nodes are allowed to move anywhere
in the simulation terrain and the speed and directions
are not restricted,then it is termed as a randomness. It
is called as a statistical mobility model.The
classification of mobility models is divided into four
categories they are
 Models with temporal dependency
 Model with special dependency
 Model with Geographic Restrictions
The random or statistical models, nodes can move
randomly and it can be classified based on the
properties of randomness is like random waypoint,
random walk and random direction. The mobility
models and their performance metrics are in need to
be detailed in designing ad-hoc sensor networks that
are the ultimate frontier in wireless communications.
The mobility performance metrics are mainly focused
on the characteristics of patterns and it can be used to
easily analyze the performance of communication
protocols.
The Mobility performance metrics are direct mobility
mobility measure metrics, link and path-based
metrics,network connectivity, Quality of service,
Energy performance, Mobility prediction metrics.
Group mobility models like individual, group,
autoregressive, flocking, virtual game-driven, Nonrecurrent, Time-variant community. The mobility
model is basically applicable for mobile and ad-hoc
deployed in ground, airborne, space and/or undersea
where all nodes are mobile and mobility models.

may be uncorrelated or may be correlated.The
patterns also correlated or uncorrelated and then the
link failures can be independent or dependent. The
Statistics depend upon the mobility models of mobile
nodes.The probability density function (pdf) of the
individual or joint node mobility pattern needs to be
determined knowing the statistical parameters of the
mobility model.
4. Obstruction Avoidance Generously Mobility
Model:
The main objective of Obstruction Avoidance
Generously Mobility (OAGM) model is to
realistically stimulate Manet and Sensor Network that
can be operated in emergency situations according to
human behavior. HYBRID BELLMAN-FORDDIJKSTRA algorithm for finding shortest path have
used in node movement OAGM model, which
depends according to the environment. The source
and destination nodes are selected randomly
anywhere from the simulation area by using the
recursive function. The obstacles present in the path
of the source and destination nodes are avoided by
taking the vertex and edges from the obstacles.
Work flow of Proposed OAGM model
Step1 : Placement of Obstacle in the form of
Rectangle or Square
Step2 : Random simulation of N nodes(where
N is pre-defined) and select source and
destination nodes randomly
Step3: Initialise min and max speed
Step 4: Select the source nodes initial point,
obstacle vertex position and store this details
in file
Step4 : Movement process from one node to
another is performed using graph theory based
shortest path algorithm
Step5 : Compute between current node and
neighbor node using Hybrid Bellman ford
Dijkstra Algorithm
Step6: Check whether any obstacle is available
if available then go to step4
Step8: If obstacle is not available,check if it
has reached the destination node
Step 9: If destination is not reached and
speed<max speed then go to step 6
Step 10: If destination is reached stop the
process.

3. Formulation of mobility models:
The characteristics of nodes in a MANET is consists
of a stochastic process and each node movement
consists of a number of random length intervals
called mobility epoch during which a node moves in
a constant direction and speed. According to the
mobility models the speed/direction may vary and it
depends upon epoch to epoch. We need to examine
the following parameters in order to articulate a
mobility model.
The epoch lengths may be the same or different, and
the distribution may be independent and identically
distributed and their characteristics like mean,
variance.A mobile node may or may not pause at the
end of an epoch before starting a new epoch.The
direction of mobile node may be uniformly
distributed and may remain constant for the duration
of epoch or they may not be uniformly distributed
between 0 and 2π.The speed during each epoch may
be a distributed random variable with a certain mean
and variance and may remain only for the duration of
the epoch.The Speed, Direction and epoch length

a. Obstacle Construction
In OAGM model, rectangle or square shapes are used
to specify the obstacles. In order to specify the
obstacle the vertex, edges and coordinates are to be
defined. The obstacles affect the node movements
and the signals propagated through them. The nodes
know the locations of all the obstacles that are fixed
before simulation.
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realizing that obstacle P is in the way. From the
vertices of the edge (P1, P3) that is the first one
obstructing node U’s way to the point D, the one
closest to D is P1. Therefore, P1 is set as the next
intermediate destination.
In order to reach P1, node U repeats the same process
with S as its starting point and P1 as the destination.
Obstacle Q obstructs node U to reach P1
immediately, so the closest to P1 edge p2 is selected.
Then, the same process dictates that node U can move
directly to S, since there are no obstacles between S
and p1. Then it reaches the destination D.
In the proposed OAGM model, a destination point is
set randomly, each node moves its way around the
obstacles following a recursive process in order to
reach it. If there is an unobstructed line of sight
connecting the node with the destination point, the
node follows this direct line to get to the desired
destination. If there is an obstacle in the way, the
node sets as its next intermediate destination the
vertex or boundary of the visible obstacle that is
closest to the destination and repeats the same process
all over again with starting point its initial position
and destination of the chosen vertex. We set
undirected graph G (V,E)=Φ where V is a vertex set
and E is an edge set. The computing shortest path
from S to D is using Graph Theory Technique.
Once getting the Graph,we use the Hybrid BellmanFord-Dijkstra Algorithm to calculate the shortest
paths between the destination point D and other
vertices of V.Thus,we get the shortest movement path
from S to D which is shown in figure 1.

b. Node Movement Process
In the OAGM model, the initial placement of nodes
and the destination points are selected with the nodes
randomly based on a uniform distribution. Each node
can move anywhere in the simulation terrain. Once
the destination is determined, the node will compute
the shortest path avoiding obstacles between the
current and destination points by using recursive
functions. Then, the node moves to the destination by
following the shortest path with random speed and
repeats until it reaches the new destination.
In this OAGM model, considers the corners and
edges of the squares or rectangle. Although a certain
things are verified in mathematical form and it is
analyzed and no proof is obtained in the realistic
mobility model. By this model we believe that it will
provide a realistic balance with rectangle balance
with a realistic mobility model which exists with
random mobility models.

c. Hybrid bellman-ford-Dijkstra Algorithm
It is a combination of Bellman and Dijkstra
algorithm. It finds a cheapest path from source S in a
graph G with general edge costs. Dijsktra works for
non-negative edges and also search type algorithm. In
this type of algorithm a single pass on all vertices and
edges reachable from S.
Algorithm
Recall the basic Bellman-Ford(BF) and Dijkstra
Algorithms
Initialization
d(v) ← ∞, for all v є V
π(v) ← nil, for all v є V
d(s) ← 0
Relax(u, v)
if d(u) + c(u, v) < d(v)
d(v) ← d(u) + c(u, v)
π (v) ← u
Plain scan
for each edge (u, v) E
Relax(u, v)
Dijkstra scan
S←є
while (there is a vertex in V \ S with d < ∞) do
find vertex u in V \ S with the minimal value of d
S ← S є {u}

Figure:1. The diagram shows how the model unobstructed line
connection to Source and destination point

In Figure 1 represents an example of how a node
moves towards its destination point around the
obstacles in the network area according to the OAGM
model. The node U located in point S has set D at its
destination point. The algorithm check is processed.
If the direct line connecting S to D is unobstructed,
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for each edge (u, v) E /* scanning u */
Relax(u, v)
Dijkstra(G, s)
Initialization
Dijkstra scan
return(d, )
Bellman-Ford(G, s)
Initialization
i←0
do
i++
Plain scan
until ((there was no change of d at Plain scan) or (i =
|V |))
if (i < |V |) return(d, )
else return(”There exists a negative cycle reachable
from s.”)
Algorithm
follows:

Bellman-Ford-Dijkstra

(BFD)

is

accordingly. The proof for BFD-p is similar. The
above node movement mechanism resembles in a
natural way how people behave and move their way
around obstacles restricting their movement. When a
person moves towards a destination point, it is
rational to assume that they will try to go around the
ﬁrst observed obstacle in front and then over the
vertex or boundary closest to the desired destination.
Even if eventually this will not be the most efficient
choice in terms of the total distance covered until the
destination is given that the overall obstacle
placement is in most cases unknown, making this
decision is the best a person can move into restricted
area.
d.Hierarchical node organization
The nodes are organized in groups with a
pre-defined leader/group.
Group Size (i.e) Each group contains certain
no of nodes.
Group Size is a parameter that can be act
based on specific characteristics of the scenarios.
Each member group is set the destination
selection and a point within a constant distance from
its leader’s destination point referred as distance and
begins towards it.

as

Bellman-Ford-Dijkstra (G, s)
Initialization
i←0
do
i++
Dijkstra scan
until ((there was no change of d at Dijkstra scan) or (i
= |V | − 1))
if (i < |V | − 1) return(d, )
else return(”There exists a negative cycle reachable
from s.”)
Notice that BFD may be considered as a particular
version of BF, since at each round, Relax is executed
on all edges reachable from S.

e.Selection of source and destination
The source and destination nodes are
selected randomly from the total number of nodes
simulated.
We have taken approximately 5% of nodes
in communication at any given time during the
simulation interval.
Total 10% of the nodes will be either source
or destination and remaining 85% of the nodes will
work as forwarding nodes.

Lemma 1:
If there is no negative cycle reachable from s in G,
BFD correctly computes the cheapest path value for
all v V and the cheapest path tree in at most neg(G, s)
+ 2 rounds. Otherwise, it reports on the existence By
proposition 2.2, if there is no negative cycle reachable
from s,d values equal opt values at all vertices after
neg(G, s) + 1 rounds of BFD.By Fact 2.1(2), at the
round numbered at most (neg(G, s) + 2), there is no
change of d values, and BFD stops. Since neg(G, s) ≤
|V | − 3, this should happen not later than after round
|V | − 1.Since Dijkstra scan executes Relax on all
edges reachable from S, it maybe considered a
specific implementation of Plain scan. Therefore,
BFD may be considered a specific implementation of
the generic BF. Since BF is known to produce the
cheapest path tree from s, this holds for BFD as well.
If there exists a negative cycle reachable from s, then
by Fact 2.1(3), even at round |V | − 1 there would
exist an edge (u, v) reachable from s with d(u) + c(u,
v) < d(v). Since Dijkstra scan executes Relax on all
edges reachable from S, there would be a change of d
at round |V | − 1. BFD will then stop and report

Signal Propagation
In order to make the integration of the
obstacle completely natural, the propagation model in
used to modify the effect of the physical layer
phenomena likes evaporation, multi-path propagation,
diffraction and reduction, etc., caused by the presence
of obstacles is also taken into account. More
speciﬁcally, the Two Ray Ground Propagation Model
implemented in NS-2 is modiﬁed to ensure that when
a signal is propagated through an obstacle, it suffers
an attenuation randomly taken from a uniform
distribution between ﬁxed values. This model is
actually a simplified version of propagation model
used for Obstacle Mobility Model. The values used to
test or verified are calculated from the range between
6 and 50 dB [5, 16].
In this model the group mobility is followed. The
separation of sub-regions of the simulation area is
done using the following diagram. The movements
are passed by the edge of the obstacle and follow the
edge and boundary until it reaches the destination. In
this OAGM, the general problem of finding the pdf
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fXY(x,y) of the node distribution for the OAGM
model is calculated by unit square area with an
obstacle of edge e located at its center, is reduced to
calculating fXY(x,y) for the trapezoid ABCD as
depicted in Fig. 2. Based on this area, fXY(x,y) in the
remaining area can be obtained by replicating the
results according to the axes of symmetry of the area
(Fig. 3).
The trapezoid ABCD is further divided into nine subregions, based on the different shapes of the
integrated parts. Each of the sub-regions R1 to R9
results in areas A(x,y,xs,ys,d) for the unobstructed
movement and Qo(x,y,xd,yd) for the obstructed
movement that have different shapes and thus require
different calculations. Therefore, the fXY(x,y) is
calculated for each of the sub regions R1 to R9 and
the results are plotted symmetrically to the whole free
space area.

Figure 3:Sample Namfile of 50 nodes

Generated packets (GP):
50
100
150
200
3480
5798
9272
11586

Simulation Result
We implement the mobility model in NS2.30.The
analysis of simulation results has been performed by
means of the Trace Graph. The Studied Scenario of
ad-hoc sensor network consists of 50 to 150 nodes
with the interval of 50 nodes and with speed 0 to
10ms intervals of 2ms and the protocol is DSR with
the parameters defined below in Table 1 and in
Figure 3 sample Nam file of 50 nodes with an
obstacle in the center of the simulation
terrain(1000x1000).
Duration
300s
Traffic
Sources
Transport
protocol
MAC
protocol
N/W
interface

Table2:Generated Packets
Here, the mobility models use the nodes 50-250(with
the interval nodes of 50) with different Speed 0 to 10
ms with the time interval of 2ms (maximum speed =
10 m/s). The Generated Packets (GP) remains same
even in the change of number of Speed varies.
Received Packets (RP)
It is defined as the number of packets received at the
destination successfully. It is declared as Rf i.e count
of packets received from flow f.

CBR, Packet 512 byte, interarrival time-0.25s
UDP
Mac/802.11
Phy/wireless phy

Propagation
model
Radius
of
node
Antenna

Two ray ground

Mobility
Models
No of Nodes

MCM, Proposed OAGM

Speed

250
13898

m/s

250m
Table3: Received Packets
Omni/Antenna
In Table3 shows the packets received at the
destination. The proposed OAGM mobility models
use the nodes 50-250 (with the interval nodes of 50)
with different Speed 0 to 10 ms with the time interval
of 2ms (maximum speed = 10 m/s). The node
50,100,150 the received packets are high when
comparing generated packets to 200 and 250 nodes.

50-250(interval nodes of 50)
0-10m/s(interval
2m/s)

speed

of

Dropped Packets (DP)
The ratio of the data packets not delivered to the
destinations to those generated from the sources.
Mathematically, it can be expressed as:

Table 1: Simulation Parameter set
Mission Critical Model (MCM) and proposed
Obstruction Avoidance Generously Mobility
(OAGM) model with one obstacle in the center of the
simulation area as Scenario 50 nodes, 100 nodes, 150
nodes, 200 nodes, 250 nodes.
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count of packets received from flow f and Nf is the
count of packets transmitted to f.
where DP is the Number of Dropped Packets, i is
unique packet identifier, ri is time at which a packet
with unique id i is received, si is time at which a
packet with unique id add to it and N is the number of
connections, flows, i is sent .

Table 5: Packet Delivery Ratio%
In Table 5 shows the percentage of packets delivered
to the destination successfully. The proposed OAGM
mobility models use the nodes 50-250(with the
interval nodes of 50) with different Speed 0 to 10 ms
with the time interval of 2ms (maximum speed = 10
m/s).The node 50,100,150 the delivery ratio is high
when compared to 200 and 250 nodes.

Table 4: Dropped Packets
In Table 4 shows the drop the packets i.e not received
at the destination. The Proposed OAGM mobility
models use the nodes 50-250 (with the interval nodes
of 50) with different Speed 0 to 10 ms with the time
interval of 2ms (maximum speed = 10 m/s). The node
50,100,150 the Dropped Packets are low when
comparing generated packets to 200 and 250 nodes.
Control Overhead (CO)
The control overhead is defined as the total number
of control packets (i.e Nf) exchanged successfully.

Average End to End Delay(ED)
This includes all possible delays caused by buffering
during route discovery latency, queuing at the
interface queue, retransmission delays at the MAC,
and propagation and transfer times. It can be defined
as,

where D is the number of successfully received
packets, i is unique packet identifier, ri is time at
which a packet with unique id i is received, si is time
at which a packet with unique id i is sent and D is
measured in m/s. It should be less for higher
performance.

Table 4: Control Overhead
In Table 4 shows the Packets Exchanged
successfully. The Proposed OAGM mobility model
and MCM model giving the same result by using the
nodes 50-250 (with the interval nodes of 50) with
different Speed 0 to 10 ms with the time interval of
2ms (maximum speed = 10 m/s). The node
50,100,150 the Control overhead are low when
comparing generated packets to 200 and 250 nodes.

Table 6 Average End to End Delay
In Table 6 shows the Average End to End Delay. The
Proposed OAGM mobility models use the nodes 50250(with the interval nodes of 50) with different
Speed 0 to 10 ms with the time interval of 2ms
(maximum speed = 10 m/s).The node 50,100,150 the
delay time is low when compared to 200 and 250
nodes.
Performance Analysis of Proposed OAGM and
MCM model

Packet Delivery Ratio (PDR)
The ratio of the data packets delivered to the
destinations to those generated from the sources.
Mathematically, it can be expressed as,

where p is the Ratio of successfully delivered
packets, C is the total number of flow or connections,
f is the unique flow id serving as index, Rf is the
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Figure 5. PDR-200 nodes
Figure 6.PDR-250
nodes
In Figure 2,3,4,5and6 shows the Packet delivery
Ratio.The proposed OAGM and MCM mobility
models use the nodes 50-250 (with the interval nodes
of 50) with different Speed 0 to 10 ms with the time
interval of 2ms (maximum speed = 10 m/s).The
Proposed OAGM model gives better result than the
MCM model.

Figure 2. PDR-50 nodes
Figure 3.PDR-100 nodes
Figure 4.PDR-150 nodes

Figure7. ED-50 nodes
Figure 8.ED-100 nodes
Figure 9.ED-150 nodes
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Abstract-Cloud computing is used in various places due to its various features. As it is widely used there are also some
threats to cloud computing in which security and creditability always have a major concern. In cloud, Users directly access
every resource from the centralized storage system, that brings major effect to them rather than using traditional internet
system. Here the user will login to cloud by using his user name and password. Once he login to his account he will have full
access to his account. We will not ensure the creditability of the user after he had been authenticated. There are some
situations where false authentication is possible due to password leak. In this situation we cannot stop the intruder to access
the account without any restrictions. So we need some additional mechanism to ensure the creditability of the user. Hence
this paper presents the concept of user behavior authentication, discusses how to authenticate and control user behavior in
the cloud computing environment according to the user's behavior, include establishment of behavior authentication set,
mechanisms of behavior authentication and control, corresponding mode of Stochastic Petri Nets, False Negative rates and
algorithm performance etc.
Keywords: Cloud Computing, Behavior Authentication analysis, Authentication Mode, Property Analysis, Re-authentication.

I. INTRODUCTION
The cloud is the next stage in the evolution of
the Internet. It provides the means through
which everything from computing power to
business processes to personal collaboration is
delivered to you as a service wherever and
whenever you need it. Cloud computing has
various features such as low investment, easy
maintenance, Flexibility and fast deployment,
reliable service. At the same time, cloud
computing can also reduce operating costs,
improve operational efficiency. Most of the
countries invest money for cloud computing due
to its applications in various areas. Cloud
computing is internet based computing where we
get everything as service. We must pay for cloud
based on our use in it. There are three kinds of
cloud services model, namely, Software as a
Service (SaaS), Platform as a Service (PaaS) and
Cloud Infrastructure as a Service (IaaS). The
basic structure of cloud consists of five layers
that are known as resources provide layer, cloud
services provide layer, information transport
layer, professional service provider layer, end
user layer from the bottom. The cloud service
layer integrates the services of the cloud and
provides them to the users

This is the basic structure of cloud in various
applications. It also have various issues need to
be solved of which authentication will have a
major concern. The authentication will have a
fairly mature technology, but we cannot hold
back the phenomenon of failed authentication
due to some user’s subjective reasons like
password leak.
Some reasons are: 1) Mismanagement of
passwords. 2) Easy to guess by others. 3)
Through public relations 4) Password stealing5)
by using the phishing sites. 6) Loss of the cell
phones which they use to login often. Due to this
authentication is perfect but it will not ensure the
creditability of the user. This will be a
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tremendous problem in cloud computing. So we
combine the user authentication with user
behavior for checking whether he is the lawful
owner.We confirm this by checking whether the
behavior is consistent with Behavior body
accreditation.We will not ensure whether the
user is credible even if he is successfully
authenticated. We often see some account has
been closed due to inappropriate behavior. Every
year a list of students name was published by
Tsinghua University Library due to their
inappropriate behavior. Some other reasons for
false authentication is due to Not Trust User(
NTU) like a person who left the company but
not give up his authority. There are some
situations where the original user itself
incredible. Therefore, the credibility of user
behavior must also be certified, it is called
Behavior Credible Certification.

(5) Behavioral contract abnormal: Some users
will try to violate the user behavior. At this
time, we also need to authenticate the behaviors,
we call this set it’s used to check behavioral
contract abnormal as behavioral contract
authentication set Q.
So we need to have behavior security collections
which can be used as a verification proof.
.There will be no history of records for newly
registered users, so the behavior authentication
set T, C and H are empty sets.
Definition 2: Set of sufficient behavior
authentication (SU),If authentication fails based
on a authentication set SU, which certainly
results in user behavior authentication failure,
but, If that user behavior authentication failure is
not necessarily due to authentication failure
based on the authentication set, then we call SU
Set of sufficient behavior authentication, in the
above authentication sets, S and Q isSU.
Definition 3:There will be a set of necessary
behavior
authentication(NE),If
the
authentication have to be succeed It will be
based on NE, then we call NE Set of sufficient
behavior authentication, in the above
authentication sets, T, C and H is NE.

II. BEHAVIOR AUTHENTICATION SET
Definition 1:User behavior authentication is the
validation process subjective to the user subject.
The service provider will get the user
preferences and the user behavior evidences
during the time of registration which will be
used for verification of user behavior later. User
will use the legal channels to get recover their
username and password so the cheater will look
to get the maximized benefits as soon as
possible.

3. Main Idea of user behavior authentication
and control
3.1. The process of user behavior authentication
Of behavior authentication includes the
following three major process:
(1)Before user accessing the ISP,there have three
behavior authentications, namely the user
Identity authentication(AI), behavior state
authentication(AT) and behavior authentication
predictions
based
on
historic
authentication(AP).If the behavior prediction is
successful they will be allowed to proceed
further or elseit will have a subsequent game
risk analysis for decision-making. Prediction is
based on the principle of Bayesian networks; the
following prediction formula is an example of
security behavior authentication:

2.1.Different Behavior abnormal
(1) Behavioral state abnormal: There are some
situations where the state of the user will vary
from his regular authentication state. If the
behavioral
state
changes
require
reauthentication identity. We call this set of
behavioral state as the behavioral state
authentication set T;
(2) Behavioral content abnormal: Content of the
user will not be the same for every user. We call
this set of behavioral content as behavioral
content authentication set C.
(3) Behavioral habit abnormal: Every user will
have their unique behavior in their habits. User’s
habit will vary up to a certain level with every
user. We call this set it’s used to check
behavioral habit abnormal as behavioral habit
authentication set H
(4) Behavioral security abnormal: Some user
will try to get major security issues. According
to the current intrusion detection rules, we can
gain the behavioral security authentication set S.

Where T and S respectively represent the results
of overall behavior authentication and behavior
Security authentication, n is the number of
statistics.
(2) The user will have four real time behavior
authentication to access the ISP,namely behavior
habit authentication(AH), behavior security
authentication(AS),
behavior
content
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authentication(AC) and behavior contract
authentication(AQ).
(3) After user accessing the ISP, here has total
behavior authentications (AA)and updating of
authentication grade, which make preparation
for the future behavior authentication and game
control of accessing. The user behavior
authentication will have another state namely
uncertainty state other than true or false state in
the identity authentication. The following figure
represents the basic real-time strategy of
behavior authentication.

describeUser behavior. The SPN model of user
behavior
authentication
step
and
the
corresponding control processshown in Figure 3,
where three different colors represents three
different time authentication periods.
Green represents authentication before the
behavior; purple represents authentication in the
behavior;orange represents authentication after
the behavior. Description of transition and status
see Table 1.
1. Transition t1 denotesthe user access in the
SPN model;
2. Transition T2 accepts user accesses in the
SPN model;
3. Transition T3 denotes User identity
authentication in the SPN model, if identity
authentication success, then gain user behavior
state with the transition t6to denote;
4. Full behavior authentication after the
behavior, including gain user behavior evidence
t50,make behavior authenticationconcurrently
t51---t5n;
5. Determine trust of behavior authentication
with the transition t22 to denote, If successful
update trust authentication set ordon’t update it
with the transition t23to denote;
6. Transition t7 denotes the Behavior state
authentication in the SPN model
(1)If behavior state authentication fails, then
make identity re-authentication by asking
security questions.
(2)Identity re-authentication with the transition
t9 to denote, If it fails, then stop accessing,
elsewhether to continue to access through the
game risk analysis for decision-making and turn
to t10;
(2)If behavior state authentication success, then
make behavior authentication prediction with t24
denotes to get historicalauthentication results,
t25 denotes authentication prediction.
7. Real-time behavior authentication with the
transition t11 to denote, regularly gain user
behavior evidence with the transition
t12.
8. The real time authentication will have one of
the following actions.
(1) Make real-time behavior authentication
based on SU, including authentication based on
behavior security and contract, with the
transition t140 and t141 respectively;
(2) Make real-time behavior authentication
based on NE, including authentication based on
behavior habit and behavior content, with the
transition t130 and t131 respectively;

3.2. Strategy of Behavioral control takes control
measures
according
three
different
authentication results. (1) For user of
authentication failure, ISP break through the
TCP connection and other methods to interrupt
the user's continued access to server. (2) For user
of authentication success, ISP allow user
continue access to server.
(3) For user of authentication uncertainty, If no
re-authentication for behavior subject, It will ask
few security questions to the users (Which were
given by him during the time of registration) for
which he has to answer in order tocontinue to
access, otherwise the game risk decision to be
needed to decide whether to allow user continue
to access. Basis of game making[4] is: if ISP’s
benefits obtained:
Then allow user continue to access, else refuse
to access. Wherey * and 1−y * is respectively
themixed Nash equilibrium strategy of users do
not deceiving and deceiving, dec0acc Sloss is
average losswhen ISP receiving the user's cheat
accessing, n _ decaccS income is average normal
earnings when ISPreceiving the user's no cheat
accessing.
4. Model of user behavior authentication and
control
4.1. Stochastic Petri Net model of user behavior
authentication and control
As the user's behavior is random, authentication
process is concurrent, so we select SPN to
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9. Confirm authentication based on SU with the
transition t20 to denote; If authentication fails
based on one of set SU, which results in user
behavior authentication failure, stop user access,
to t4; If authentication success based on all set
SU, making behavior authentication based on
NE with the transitiont15to denote;
(1) If authentication success based on all set NE,
allow user continue to access, turn to t16;
(2) If authentication not success based on all set
NE, which show that the abnormal behavior may
occur, requiring further
Decision-making with the transition t18 to
denote;
10. Confirm if had identity re-authentication
before with the transition t19 to denote, if had it
before then don’t have identity re-authentication
Again and turn to t10 to make risk decisionmaking based on game theory. If had no it
before then make identity
Re-authentication and turn to t8
11. Check user access state with the transition
t17 to denote, if the user does not continue to
access the system, turn to t4 and end user
Access or turn to t12 and continue access;
12. Decision-making based on game theory with
the transition t10 to denote; if result of decisionmaking is refusing access then interrupts user
access or turns to t16 and continue access.

users request same kind of service False
Negative of behavior security authentication
may be due to user scan port, modify file
permissions or user’s excessive downloading
files. As the direct control action of behavior
authentication only has five, namely, identity
authentication,
identity
re-authentication,
behavior security re-authentication, behavior
contract authentication and risk decision based
game theory. Let the five FalseNegative rates of
authentication control respectively is I p, I p,S
p,Q p and G p, then False Negativerates of
behavior authentication p is:
From the above analysis we can see, when
increase behavior authentication, False Negative
rates ofuser authentication will greatly reduce.
The rate of reduction is * * * RI G Q S p ppp.
(2) Analysis and Improvement of behavior
authentication performance
Analysis performance
In above model, there have two parallel
processes, namely (t51-t5n) and (t130-t140 ...),
we can calculate performance equivalent using
the following formula [5]:

It has one iteration process, namely (t12-t20-t15t18-t19-t10-t16-t17-t12), we can calculate
performance equivalent using the formula
;
there have ten choice processes, , we can
calculate performance equivalent

Using the formula
4.2. Effect and Performance Analysis
With the SPN theory, we can analyze the
efficiency of behavior authentication and
performance and prove the characters of
reachability.
(1) Analysis of False Negative rate of behavior
authentication which refers to the ratio of no
success of behavior authentication, Lead to False
Negative of identity authentication may be due
to subjective reasons such as losing password; If
two different users have same operating system
and IP address it may also leads to false negative
of behavior state authentication and also if two

By these simplification we can be calculate total
model
equivalent time. The behavior
authentication works by comparing the behavior
evidences with the user behavior. Firstly, we
standardize different scope and size of behavior
authentication evidence before behavior. The
evidence expression being specific value within
certainscope can be converted into new evidence
expression within [0,1] by the piecewise
programmingstatement:
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IV.REAUTHENTICATION AND ALERT
In this, we need to re-authenticate the
user if the user behavior has been differs from
his original behavior. The preferences of the user
and the security questions will be given by the
user at the time of user registration. Once the
user behavior differs from the original behavior
the system prompts for re-authentication by
means of security questions. If he answers the
question he will be provided access to proceed
further or else an alert message will be sent to
the user and restrict him to access the server
further and he will be logged off.

Here max et is the largest value and min et is the
smallest value among all evidences. Now all the
evidences are expressed within [0, 1] and
increase along the positive direction. Secondly,
because of the number of user behavior
authentication failure is less than the number of
user behavior authentication success, to improve
the search speed, make ascending order
according to deviation degree of abnormal
behavior in set of behavior authentication. Third,
in order to improve the efficiency of behavior
authentication, as long as identity re-certification
successful it is no longer repeated.

V.CONCLUSION:

III. OVERALL MODULE:

The user behavior authentication will be
an efficient way to find the creditability of the
user and also restricts the hacker/intruder to
access the account up to certain level. This
method is easy to implement and also reduces
the false negative authentication. This system
can be added to the existing technology to
provide more security to access the cloud
computing environment. Hence this system will
provide an efficient way to reduce the improper
access to the cloud computing environment.

The user behavior authentication process will
consists of set of process which need to be
followed in order to provide access mechanism
to the user allow him to continue further.
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Abstract— This paper presents a concept of an automated visual inspection and classification methods for micro-parts.
Using confocal laser scanning microscopy, high-resolution 3D-height maps with depth selectivity are obtained. The
identification of surface imperfections is done with a set of conventional image processing techniques. Afterwards, these
kinds of surface defects are classified by the use of classification methods like decision trees.
Keywords: Micro-Production, Deep-Drawing, Machine Vision, Quality Control, Height Maps.

homogeneous continuum. It was suggested that the
material response is dominated by the size and
orientation of individual grains. the simulation of an
uniaxial tensile test and a three-point bending test,
that the yield stress decreases, when the grain size is
less than the thickness of the ultra-thin metal sheet
[6]. We can conclude that we have different material
behaviour in addition to the thickness of the sheet.
This means that conventional models as well as
analytical and empirical methods cannot simply be
transferred to micro manufacturing. Vollertsen
proposed five types of size-effects [7]:

1. INTRODUCTION
Micro systems technology is one of the most
important cross-sectional technologies and the trend
of miniaturization will last the next decades [1]. In
comparison to chip manufacturing and the use of
Lithographic technologies like LIGA -processes,
mechanical micro manufacturing is not very
advanced. Therefore, the development of micro
manufacturing technologies and micro production
concepts is still an active field of research. The most
challenging issue of high performance micro
processes is the balance of accuracy and efficiency
[2]. The use of machine vision techniques should
support the process configuration and assure the
process reliability. Conventional vision-based quality
inspection systems primarily rely on two-dimensional
detection and shape estimation algorithms. This paper
outlines a machine vision based quality concept for
the surface inspection of micro-parts which are
manufactured in the CRC 747 using three
dimensional height maps. With identifying the
systematic surface defects, our focus is the analysis of
possible causes for the fast adjustment of the process
parameters.

Pure volume size-effects: A decreasing volume of
the micro-part causes a decreasing number of micro
structural features which can change the failure
probability distribution for a specific lot of parts.
Surface to volume size-effect: Decreasing part volume
cause an increasing ratio surface to volume.
Forces relation size-effects: The van der Waals forces
and the surface tension are very small in comparison
with gravity and can be neglected in conventional
macro processes.
Grain size to thickness size-effect: The grain size is
generally associated with the material properties and
determined by the casting condition.
Surface structure scalability size-effect: The surface
structure cannot be downscaled like the part
dimensions.

2. Comparison between macro and micro
manufacturing
The application of macro processes on the micro
fabrication is not thoroughly feasible. For example,
Vollertsen examined the deep drawing of microcylindrical flange cups in comparison to macro-ones
with the same shape [3].

2.2 Measurement uncertainty and tolerances
The exact knowledge about geometry, forces and
surface roughness or flow characteristics is required
to guarantee high quality (micro) products.
Micro manufacturing processes are characterized by
high process variability and increased significance of
measurement uncertainty [8]. The measured data is
always a result of a superposition of process variation

2.1 Size-effects
The major distinction that exacerbates downscaling of
conventional macro metal-forming processes to the
micro-level is based on micro size-effects [4,5]. At
micro-level, material behavior is changed. The
influence of the single grain size increases and the
material can no longer be considered as a
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and measurement variation. In order to verify
tolerances which are necessary to ensure product
functionality, the measurement needs to be
sufficiently exact. In general, measurement
uncertainty becomes larger while the tolerance
conformance zone for process variations becomes
smaller.

One of the most important measurement aspects is
observing the shrinkage. It discloses the
reproducibility of the fabrication technique [11].
Referring to the classification of different types of
material defects, Figure 2 shows a general view with
schematic examples. Referring to the non destructive
testing concept of this paper, especially the surface
imperfections mentioned in DIN ISO 8785 like
cracks, grooves, scratches and blisters are the objects
of this study.
3 Surface inspection of a micro-cup
The procedure of the developed surface inspection
process is illustrated in Figure 4. The examined
micro-part “micro-cup” is the product of a deepdrawing process, which is manufactured at the
Bremer Institut für angewandte Strahltechnik (BIAS).
An image of this micro-cup acquired by a scanning
electron microscope is shown in Figure 3. Especially
deep-drawn parts cause many problems in surface
inspection, because even smallest impurities in the
raw material induce crackings, blisters and cavities
during the process.

Figure 1: Illustration of relationship between tolerance and
measurement uncertainty [9].

The reduction of the conformance zone in the micro
dimension due to a constant measurement uncertainty
is shown in Fig 1.
2.3 Quality control
The second aspect which offers a difference between
macro and micro manufacturing is the quality control.
Results and experiences with existing methods and
techniques cannot easily be transferred to the micro
dimension. Resolution, measuring range and image
quality restrict the applicability in the field of micro
technology.
Figure 3: Sample of deep-drawn “micro-cup”
front (BIAS)

The biggest issue in quality control of micro
manufacturing processes is the lack of production
accompanying methods such as customized statistical
process control for micro manufacturing. Such
methods have to consider that we have higher
uncertainties of
geometric measurement in micro manufacturing.
Sometimes we have to deal with unstable processes,
which cannot be qualified for normal SPC.

The marked pathway in Figure 4 describes the
structure of the actual approach. The investigated
micro-cup was manufactured in a micro forming
machine (MUM), which is illustrated in Figure 5. The
final version of the automated classification system
includes the DHM measurement system, which is
used to generate high-dimensional image. The result
is also a three dimensional height map. The
measurement system is a confocal laser microscope,
which generates high-resolution three dimensional
images. Based on these images, position and shape
deviations on the surface of the micro component
should be identified and finally classified with an
artificial neural network. The detection of surface
defects for quality assurance is one of the most
challenging and complex problems of industrial
image processing [11].

Figure 2: Types of material defects [10].
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Figure 5: Micro forming machine (BIAS)
The diameter is about 1 millimetre with a sheet
thickness of about 20 microns [12]. In comparison to
macro deep-drawing, there are still small crinkles on
the flange of the micro-part. Figure 6 compares the
manufacturing between a macro- and a micro-cup.

Figure 4: Micro-cup Evaluation Architecture
The surface can be inhomogeneous and brightness
fluctuations are common. Anyway, the objective is to
detect the defects without identifying regular objects
as failure parts. In the following sections, our
approach of surface testing for the quality evaluation
within the CRC 747 is shown. Detecting these
manufacturing failures requires the use of robust and
flexible machine vision techniques. Especially the
high production rates of deep drawing processes with
more than 1 million parts per week require very fast
surface inspection routines in order to fit the cycle
times. For this reason, the digital holographic
microscopy (DHM) as a holographic interferometric
metrology is intended to be used in-line, but is not yet
completely installed. At the moment, confocal laser
scanning microscopy is applied off-line but also
delivers high-resolution images with depth
selectivity. Thereby, the reconstruction of
topologically complex objects is possible and similar
to the expected height maps of the DHM.

Figure 5: Comparison of micro and macro deep
drawing cups [12].

The drawing velocity of the micro-cup is 1.0 mm/s.
The realisation of bulk production requires an
automated measurement system in order to identify
the small surface defects.
3.2 Confocal laser microscopy
The great advantage of a confocal laser scanning
microscope to a conventional microscope is the
rejection of the light that does not come from the
focal plane. This enables optical slicing and
construction of high resolution three dimensional
images. Figure 7 shows the working principle of a
confocal laser scanning microscope.

3.1 Micro Deep Drawing
The investigated cup was manufacturing by a micro
deep drawing process. This process is defined as the
forming of a sheet metal part using pressure, so that a
hollow is created, which is one-sided open. mostly
used for this purpose. Micro-cups or sleeves with a
diameter of one millimetre or smaller can be
produced by micro deep drawing.

Figure 7: Working Principle of a confocal laser microscope .
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3.3 Height maps
The result of the laser scanning is an high resolution
height map, in which the surface structure of the
object is described. The height map is a raster image,
which represents the surface elevation of the analyzed
object in 3D.

Figure 10: Segmented area of the height map with
a surface defect.
Figure 8: Height map of the micro-cup back.

3.4.2 Preprocessing
Processing the whole image is inefficient, since a
large area of the height map represents non-relevant
background information, which exhibits measurement
noise of the laser unit. To distinguish between object
and background neighbourhood operations are used.
In the first step, the standard deviation of the average
value of each pixel’s neighbourhood is computed.
Here, neighbourhood patterns are expressed as 20x20
matrices. For example, figure 11 shows a simplified
3x3 neighbourhood pattern. In this case, pixel P at
row x and column y in the image has eight
neighbours N.

Figure 8 illustrates a height map of a micro-cup. The
cup is embedded in a noisy environment. The
brightest part of the object displays the nearest part of
the object to the laser unit. Figure 8 displays a
manufacturing error. In this case, a wrinkle exists on
the surface. To detect this manufacturing error
automatically, classical image processing methods are
applied.
3.4 Image processing
In order to detect surface defects of the micro-cup,
several classical image processing methods are
applied. Figure 9 illustrates the sequence of the
different image processing steps.

Figure 11: Neighbourhood Pattern 3x3
The standard deviation from the average value of the
pattern is computed and stored at position (x,y) of a
new result matrix. This operation is executed for each
pixel in the height map.
The identified object area is still affected by
measurement noise. To decrease the influence of the
noise, a median filter is used. By applying this
nonlinear filter algorithm, the influence of the
measurement noise is reduced without edge
smoothing.
The result of the filter operations describe a mapping
of the surface structure, which is illustrated in Figure
12. The red area represents a sector where high
surface differences are situated.

Figure 9: Image Processing Steps
egion Identification
3.4.1 Image acquisition and segmentation
To choose the relevant parts and to ensure efficient
processing, the image is segmented into smaller
areas. Figure 10 shows the height map of the
segmented area, which is marked in Figure 8 and
contains the wrinkle.

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
84

Automated Visual Inspection and Classification of Micro-Parts using image Processing

Figure 13 illustrates the investigated image segment
with possible defect regions, which are marked as
black areas. These regions are analyzed and evaluated
in the following defect classification step.
3.4 Classification Concept
The exact classification of material surface defects is
an essential part of the intended micro quality
assurance system of the CRC 747. The fast and
efficient classification should support the technical
engineers in the task of process configuration. As
mentioned before, besides the low degree of
automation the process configuration is the most
costly part in micro production. Therefore the test
runs for the process parameter adjustment should be
evaluated by the machine vision system with only
few samples.

Figure 12: Profile of mean deviations as detection
for noise.
3.4.3 Feature Extraction
Surface defects like cavities, blisters or wrinkles are
characterized by an abrupt change of the pixel values
in the height map. These changes are mostly
characterized by an edge on the surface of the microcup. An edge represents a possible surface defect,
when the difference in the pixel values between the
edge and the surrounding object surface exceeds a
specific value. Additionally, the shape of the edge has
to be connected. Single edges, which are not
connected, can represent cracks or scratches. The
focus of our implementation is to identify wrinkles
and open cavities on the surface of the micro
component. The objective of the following steps is to
extend the prototypical implementation with the
ability to detect and classify scratches and cracks.

5. CONCLUSIONS

3.4.4 Region Identification
After detecting the edges on the surface, possible
defect regions have to be determined. A connected
edge represents a defect region when the embedded
area has a particular size and the change of the pixel
values between the edge and the surrounding area
exceeds a predefined threshold.
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Abstract— This paper presents presents an effective method for detecting and tracking vehicles during night time
driving.The proposed method detects vehicles based on detecting and locating vehicle headlights and taillights using image
segmentation and pattern analysis techniques. To effectively extract bright objects of interest,a segmentation based on
automatic multilevel thresholding is applied on road scenes.The extracted bright objects are then processed by spatial
clustering and tracking procedure and locate vehicles in trafﬁc scenes.Kalman ﬁlter, which is a robust predictor, can be
chosen for tracking vehicles in a noisy environment.Also Kalman ﬁlter utilizes the location of the bounding boxes detected
in previous frames to predict the location of these bounding boxes in current frame.This enables the system to assign a
unique colour to each vehicle.
Keywords: Trafﬁc information system,trafﬁc surveillance,night time surveillance,vehicle tracking,kalman ﬁlter.

has high computational costs.Tsai et al. [15] proposed
an approach for detecting vehicles in still images
based on color and edge features. This approach can
detect vehicles without motion information, allowing
static or slowly moving vehicles. To detect salient
objects in nighttime trafﬁc surveillance, Beymer et al.
[16] presented a feature-based technique that extracts
and tracks the corner features of moving vehicles
instead of their entire regions.However, this
technique suffers from high computational costs, and
is unable to classify the types of vehicles
detected.This paper proposes fast bright- object
segmentation process based on automatic multilevel
histogram thresholding is performed to extract pixels
of bright objects from the captured image.A spatial
clustering process then groups these bright
components to obtain groups of vehicle lights for
potential moving cars and motorbikes.

I. INTRODUCTION
Detecting road environment and recognizing vehicles
are important research area.Accordingly many
researchers developed various techniques for
identifying vehicles in cities. Object detecting and
tracking are important in any vision based
surveillanvce system.Previous studies on this topic
have discussed trafﬁc surveillance,driver assistance
systems and autonomous vehicle guidance and road
trafﬁc information systems.Due to the falling costs
and growing power of computers, vision based
technologies have become popular solutions for
surveillance and transportation
system.Many
researchers have developed valuable techniques for
detecting and recognizing vehicles and obstacles in
trafﬁc images [2]-[21]. To more efﬁciently obtain
trafﬁc information from mov- ing vehicles,
techniques based on frame differencing [3][9] have
been applied to differentiate moving vehicles from otionless background scenes based on change
detection.Other studies [3],[4] use spatialtemporal
difference features to seg- ment moving vehicles,
while the methods in [5][9] utilize techniques based
on background subtraction to extract moving
vehicles. These methods can be efﬁciently applied to
daytime trafﬁc scenes with stationary and unchanged
lighting conditions. However, spatialtemporal
difference features are no longer reliable when
vehicles stop or move slowly in congested trafﬁc
areas, and vehicles may be falsely detected as
background regions and missed.Researchers in [10][15] developed feature based techniques to detect and
track slowly moving vehicles.Gardner and Lawton
[10] and Sullivan et al. [11] applied 3-D vehicle
shape models to detect and track vehicles in trafﬁc
scenes. Although 3-D models can provide high
accuracy in detecting vehicles in less crowded trafﬁc
scenes, it requires a large set of vehicle models and

II. BRIGHT OBJECT EXTRACTION
From the input image sequence, objects of the
moving vehicles are segmented and detected from
night time trafﬁc scenes.Fig. 1 shows samples of
typical nighttime trafﬁc scenes.In addition to the
vehicle lights, some lamps, trafﬁc lights, and signs
are also visible sources of illumination in the image
sequences of nighttime trafﬁc scenes. Therefore,
performing vehicle detection and recognition for
nighttime trafﬁc surveillance requires an effective
approach for correctly and rapidly locating and
extracting the salient features of vehicle lights under
poorly illuminated conditions.Hence using multilevel
histogram
thresholding,bright
objects
are
segmented.We ﬁrst extracted the grayscale image of
the bright objects to the Y -channel.As a result,

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
87

Multiple vehicle tracking and traffic surveillance System

lighting objects can be appropriately extracted from

con- tained lighting components is denoted as
jCSkj.
3) The locations of a certain component Ci employed
in thespatial classiﬁcation process are their top,
bottom, left,and right coordinates, denoted as tCi
,bCi , lCi and rCirespectively.
4) The width and height of a bright component Ci
aredenoted as WCi and HCirespectively.
5) The horizontal distance Dh and the vertical
distance Di between a pair of ith and jth lighting
components are deﬁned as

Fig. 1. Typical examples (a) Sample nighttime trafﬁc scene 1:
An urban road. (b) Sample nighttime trafﬁc scene 2: A
highway

other objects contained in nighttime trafﬁc scenes.
Grouping of bright components is as follows:
III. SPATIAL CLUSTERING PROCESS

If two bright components are overlapping in the
horizontal or vertical direction, then the value of the
Dh(Ci;Cj) or Dv(Ci;Cj) will be negative. 6) Hence,
the measures of overlapping between the hori- zontal
and vertical projections of the ith and jth bright
components can be respectively computed as

To extract/obtain potential vehicle light components
from the detection zone a connected component of
bright object is performed.Spatial clustering process
is applied on the connected components to cluster
them into groups.To screen out nonvehicle
illuminating objects, such as street lamps and trafﬁc
lights located at the top side of trafﬁc scenes, we
apply a detection area for each trafﬁc scene. This
detection area is the midline of the trafﬁc-scene
image and bounded by the most left and right lanes,
as Fig. 2 shows. These lane boundaries were
determined by performing a lane detection process in
the system initialization. The connected component
extraction and spatial classiﬁcation processes are only
performed on the bright objects located in the
detection area, as Fig.3 indicates.

Fig. 4 shows the image coordinate system used for
vehicle detection. Modelling of driving lanes is given
by

where l ranges from 1 to L and y denotes the vertical
coordinate; ml and cl are the slope and intercept of
the lth driving lane, respectively; and L represents the
number of driving lanes.The lane width associated
with a bright component Ci at a distance on the image
coordinate, denoted by LW(Ci), can be obtained by

Fig. 2. Illustration of detection area of trafﬁc scenes

Fig. 3. Illustration of extracted bright components in the
detection area

Fig. 4. Illustration of the approximated lane widths in the
image coordinate

Grouping of bright components is as follows:
1) Ci denotes the ith lighting component to be
processed.
2) CSk denotes the kth set of bright components
CSk=fCi; i = 0; 1; :::; pg, while the amount of its

where CY (Ci) represents the vertical position of the
compo- nent Ci on the image coordinate and is
deﬁned by CY (Ci) = (tCi + bCi)=2: The bright
component Ci is identiﬁed as a potential vehicle light
component if it satisﬁes
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the following conditions.
1) Since most vehicle lights have a nearly circular
shape,the enclosing bounding box of a potential
vehicle lightcom- ponent should form a square shape,
i.e., the size-ratio feature of Ci must satisfy the
following condition:

After detecting potential vehicle component tracker
as- sociates this with the subsequent frames based on
spatial temporal features.The features used in
tracking process are as follows:
1)Pt i denotes the ith potential vehicle component
appearing in the detection zone in frame t. The
location of Pt j employed in the tracking process is
represented by its central position, which can be
expressed by

where the thresholds RL and RH for the size-ratio
condition are set as 0.8 and 1.2, respectively.
2) A vehicle light object should also have a
reasonable area compared to the area of the lane.
Thus, the area feature of Ci must satisfy the following
condition:

2) The tracker TPt i represents the trajectory of Pi,
which has been tracked in sequential frames 1 to t,
and is deﬁned as

where the thresholds AL and AH for the area
condition are determined as AL = LW(Ci)=8)2 and
AH = LW(Ci)=4)2, respectively. Accordingly, if two
neighboring bright components Ci and Cj satisfy the
following conditions, they are categorized as a
homogeneous potential vehicle light set and are
merged and clustered as a potential vehicle light set
CS.
1) They are horizontally close to each other, i.e.,

3) The overlapping score of the two potential vehicle
components Pt i and Pt j , detected at two different
times t and t 0, can be computed using their area of
intersection

where the threshold Thp is chosen as 0.6 to reﬂect the
vertical alignment characteristics of compound
vehicle lights.
IV. TRACKING AND IDENTIFICATION OF
POTENTIAL VEHICLES AND MOTORBIKES
This method is applied to potential vehicle light sets
to identify actual moving vehicles and motorbikes. A
component-based tracking and grouping procedure is
applied to analyze the motion information of these
potential vehicle components based on consecutive
image frames. The proposed vehicle tracking and
identiﬁcation process includes three phases. First, the
phase of potential vehicle component tracking
process is associated with the motion relation of
vehicle components in succeeding frames by
analyzing their spatial and temporal features. Then,
the phase of motion-based grouping process is
applied to the tracked vehicle components to
construct whole moving vehicles. These moving
vehicles are then tracked in the vehicle tracking
phase. Finally, the vehicle recognition phase
identiﬁes and classiﬁes the types of tracked vehicles.
A. Tracking Process of Potential Vehicle
Components

B. Tracking Process of Vehicle Component Groups
When a potential vehicle represented by a component
group is being tracked across the detection area, the
segmentation process and the motion-based grouping
process can cause some occlusion problems, such as
follows: 1) Two vehicles that are simultaneously
moving parallel on the same lane are too close to each
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other (particularly large vehicles, such as buses, vans,
or lorries, parallel moving with nearby motorbikes),
and they may be occluded for a while because this
may not be completely avoided in the spatial
coherence criterion based on the lane information
during the motion-based grouping process, and 2)
some large vehicles may have multiple light pairs and
therefore may not be immediately merged into single
groups during the motion-based grouping process.The
vehicle detection system can be improved
drammatically by taking advantage of the temporal
continuity. We use here a feature-based tracker which
tracks a vehicle as a line. Each line is represented by
the middle point between the headlights hlM, its
length hlS (both in world coordinates), and the
vehicle type t. Because the roads are assumed to be
quite straight, the trajectory of the vehicles can be
approximated by a linear function. Thus, a simple
Kalman ﬁlter is incorporated into the system as a
prediction mechanism. When a vehicle changes lane,
the trajectory is not anymore linear. We detect the
lane changement by a shift in the perpendicular
direction of the trajectory and a shift in the innovation
of the Kalman ﬁlter. The vehicle detection system can
be improved dramatically by taking advantage of the
temporal continuity. We use here a feature-based
tracker which tracks a vehicle as a line. Each line is
represented by the middle point between the eadlights
hlM, its length hlS (both in world coordinates), and
the vehicle type t. Because the roads are assumed to
be quite straight, the trajectory of the vehicles can be
approximated by a linear function.

Fig. 6. Illustration of the proposed real-time system
The processing architecture of the real time vision
system is shown in ﬁg.7. Frame rate of the system is 30FPS
and each frame measures 320 by 240 pixels.

VI. SIMULATION RESULTS
The simulation results of moving vehicles in a
particular lane and headlight extraction of each
vehicles is as shown in the ﬁg.8.

Fig. 8. a)Moving vehicles in a particular lane b)Headlight
detection of moving vehicles

Fig. 5. The tree structure of region blobs to handle the
occlusion in tracking

process. The overall structure of the tree (a) before
occlusion occurs in the frame t,(b) after the R3 and
R4 occluded in the frame t+1.
V. PROPOSED METHODOLOGY
Fig. 7. Block diagram of the proposed nighttime trafﬁc
surveillance system

Architecture of the proposed system is shown in ﬁg.6.
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VI. CONCLUSION
[9] J. Zhou, D. Gao, and D. Zhang ” Moving vehicle detection for
automatic trafﬁc monitoring”, IEEE Trans. Veh. Technol.,
vol. 56, no. 1, pp. 5159,Jan. 2007.

This paper has proposed an effective nighttime
vehicle detection and tracking system for identifying
and classifying moving vehicles for trafﬁc
surveillance. The proposed approach uses an efﬁcient
and fast bright-object segmentation process based on
automatic multilevel histogram thresholding to
extract bright objects from nighttime trafﬁc image
sequences.Using the tree structure associated with
moving regions and Kalman ﬁltering estimate the
position of vehicles results in an accurate and
efﬁcient surveillance system which can track and
handle the occlusions of the vehicle in a real time
manner.
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Abstract - Online Art community and Art Auction Forum is a web application, which is used to display and sell art works of
artist irrespective of their nationality, gender and other narrow considerations through auction. Artist can register online to
become a member in the art community and each artist can upload the digital copy of their art work under the respective
categories. They can host their art work either for auction or for fixed price. Customers can register online and they can
browse art works that are organized in different categories systematically. Each customer can create their own gallery to
view their favorite art works without much difficulty and each user has the right to purchase an art work using the integrated
payment gateway and participate in auction by submitting their bids. Artcratis, the ability to do the online auction of any art
that uploaded by artist and user can do bidding either online or offline, also shopping is possible in this portal. For each and
every art, rating and review are available and that will be depending on user comment about this particular art. Ratings are
purely the decision taken based on the comments given by the user, finalized for rating by artcratis. This portal has some
legitimate portion available for deciding the rating. Artcratis implements different modules such as user log in, artist log in,
artist gallery, user art gallery, user auction gallery, customer comment screening, legitimate, comment and review, rating and
forum.
Keywords : RFID, Artcratis, e-Commerce security; web API, program verification, Aspect-oriented Programming (AOP),
Aspect.NET, Aspects.

application consists of the following modules:
Administrator Module, Artist Module, Customer
Module, Arts Module, Category and Subcategory
Module, Comment Module, Art Auction Module,
Critic Module.

I. INTRODUCTION
The website requirement specification give
the complete description about the ArtsCratis.in, it is
the website that provides the facility through which
user can easily purchase the genuine and unique art
online. This document explains the functionality of
the ArtsonCratis.in. The intended audiences of the
document are developers, testing team and users.
This Website requirements specification contains
details about all the featured in the website. Online
Art Community and Art Auction Forum is a web
application and it is very helpful for the art lovers
and others who want to purchase arts. This
application helps the end-users to search their arts
and paintings and they can place order for the
selected pieces. The end-user can also get the
information about the art. Art is all about
imagination, beauty and emotional satisfaction.
These galleries contain some best artworks which
helps you to find the one for your collection to
decorate your home and office. To buy a product
from our Art Gallery is very easy. A user just needs
to create an account and has to enroll for the auction
that is conducted every week. All the users come on
conference for the bidding process. The user can see
all the items for auction on his homepage. Top of the
conference screen highest bidder’s number and the
highest price is displayed. The user’s screen is
refreshed every ten seconds to keep him/her
updated. When 5 minutes have passed and the user
with the highest bid price wins the item. The web
site provides login access to all the users and has
customized home pages as per their roles. The

II. RELATED RESEARCH
An Internet connection is necessary to access the
system. If Artist have a log in then only he can
access and upload his work. Three person can give
review to his art work there should be genuine
review for that some specific conditions are there.
The mobile RFID technology for E-business
as focusing on design and implementation. For
starting the service, an RFID tag is attached to a
poster and it carries EPC code information and the
mobile phone equipped RFID reader functions is
required in the E-shopping place and the delivery
authentication place. . If someone presses the hot key
button only to run the RFID reader function he can
access mobile internet service without manipulating
inconvenient key any more. After he purchased some
items by using the mobile RFID service he can easily
trace the item and authenticate the delivered item
without helping by another device. The service model
to be designed for offering the E-shopping service
and to support it five steps are required such as tag
recognition, location service, contents service, tracing
service, and delivery authentication service.
Aspect-oriented
Programming
(AOP)
Methodology has been investigated in the design and
implementation of a web application: Online music
Store. The Aspect.NET Framework is implemented as
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an add-in to visual studio.NET Aspect-oriented
programming is programming based on identifying
and creating of aspects. Aspect .NET framework and
Aspect oriented Programming in Aspect C# and then
developing a web application of Aspect Oriented
Programming using Aspect .NET tool and Microsoft
Visual C#. This investigation on web applications
with AOP is done with the Aspect.Net framework.
AOP is supported by java also but the Microsoft
.NET platform is based on the principles of peer-to
peer multi-language programming. The objective of
this project is to design a web application with user
interface which will enable them to browse, search,
get recommendations and buy the items of their
choice.
e-commerce application areas such as
inventory analysis, sales, accounting, and purchasing
are only part of a larger framework that supports the
selection, purchase, and delivery of a product to a
customer. This framework can be modeled as a
collection of information flows from one point to the
next in the business process chain. Search Result The
shopper chooses from the Search Result Page the part
that is sought. The part number is captured and
inserted into the fragment and sent to the XML
Integrator Servlet. In Product Summary The shopper
obtains as the result of the process the Product
Summary, which provides the details of the selected
parts and accessories.
Web applications increasingly integrate
third-party services. The integration introduces new
security challenges due to the complexity for an
application to coordinate its internal states with
those of the component services and the web client
across the Internet. Progress in web technologies has
led to rapid growth of hybrid web applications that
combine the Application Programming Interfaces
(APIs) of multiple web services (e.g., search APIs,
map APIs, payment APIs, etc.) into integrated
services like personal financial data aggregations
and online shopping websites. The pervasiveness of
these applications, however, brings in new security
concerns. The web programming paradigm is
already under threat from malicious web clients that
exploit logic flaws caused by improper distribution
of the application functionality between the client
and the server. The security goal of these systems
and the technical challenges in achieving it, which
are described below. Security invariant.
There are many business models used in
electronic commerce (EC) like e-shop, eprocurement, e-mall, elect- tonic marketplace,
virtual communities, value chain ser-vice providers,
value chain integrators, collaboration plat-forms, and
information brokerage. In all of these models the
business processes can be modeled as a set of steps
that are ordered according to the control and data
flow dependencies among them. Electronic
commerce processes should be ubiquitous. To
achieve this they should be able to run in

environments with scarce resources, and they should
also have an open architecture.
III. PROBLEM STATEMENT
Artists are required to provide the arts information to
the customers in an informative and attractive
manner. As existing system does not provide the
facility and liberty to customer to view arts online
and maintain arts database, this application is
developed to fill this loop hole in this existing
process. To stay competitive in this globalized
world, artists must be able to upload his artwork
online.
IV. SYSTEM ARCHITECTURE
A system architecture or systems
architecture is the conceptual model that defines the
structure, behavior, and more views of a system. An
architecture description is a formal description and
representation of a system, organized in a way that
supports reasoning about the structure of the system
which comprises system components, the externally
visible properties of those components, the
relationships (e.g. the behavior) between them, and
provides a plan from which products can be procured,
and systems developed, that will work together to
implement the overall system 3-Tier architecture
generally contains UI or Presentation Layer, Business
Access Layer (BAL)or Business Logic Layer and
Data Access Layer (DAL).
 PresentaionLayer(UI)
Presentation layer contains pages like .aspx
or windows form where data is presented to
the user or input is taken from the user.
 Business Access Layer (BAL) or Business
Logic
Layer
BAL contains business logic, validations or
calculations related with the data, if
needed.
 DataAccessLayer(DAL)
DAL contains methods that helps business
layer to connect the data and perform
required action, might be returning data or
manipulating data (insert, update, delete
etc).
Three-tier (layer) is a client-server architecture in
which the user interface, business process (business
rules) and data storage and data access are developed
and maintained as independent modules or most often
on separate platforms. The Architecture of Online ecommerce is based on three-tier architecture.
The three logical tiers are
• Presentation tier - ASP.NET Web forms, Master
Pages, Images
• Middle tier – C# classes.
• Data tier - Database
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•

The main reason for considering three-tier
architecture for the Artcratis is as Follows:
Flexibility:
• Management of data is independent from the
physical storage support,
• Maintenance of the business logic is easier,
• Migration to new graphical environments is
faster.
• If there is a minor change in the business logic,
we don’t have to install the entire system in
individual user’s PCs.
Reusability:
Reusability of business logic is greater for
the presentation layer. As this component is
developed and tested, and use it in any other project
and would be helpful for future use.

•

Art should be well criticized with the entire
variable. So we need to have some real good
well known critics in the side.
Artists that require a critic rating within the
critics scope. Artist has response to your
Reviews.

Customer Flowchart:
In this web application options are available
like search, top navigation bar, customer login, what
new, artist of the Week, contact us. If customer want
to search any artist or art then go for select art. If
customer select artist then customer can view the
artist of the week. If customer want to select art then
customer can go to art information and also available
options like check reviews, comments, related art,
artist info, other works by the artist, discussion
forum. If customer want to check reviews then goes
through critics review & user review. If customer
rated any art before then he can’t rate it again.
Otherwise submit rating form and go back to art
Information. If customer want to comment then
customer should be in login and then customer can
leave the Comment. Customer can select an art
through related art. If he/she want to know artist
information it comes under comments, reviews, all
his work sorted by highest rating, all artist work
sorted by highest rating. Discussion form comes
under art information. For that customer should be
logged in and it will open one new form, in that select
the type of thread so can post reply on that thread and
in this form user can post question for discussion
after that it will go to the art page. If user want to
know top navigation bar then go to Literature,
Painting, Music, Movies and Other Artifacts. It has
two options. One is genre and other is new art
released. If user want genre then select genre and by
rating, highest grosser it will ask like what is new. If
the user wants to view the past art or new art view
that might be interesting then he/she should be in
logged in. otherwise he/she should sign up. if he/she
likes that art then select art otherwise go to
homepage.
• customer can search for art work of his/her
interest. Search redirect to Art or artist.
• post comment and rate artist work.
• buy the work through normal buying or
participating auction process.

Team Work:
• Team work is optimized

Fig.1 The model of 3-tier architecture.

Security :
• More secured architecture since the client
cannot access the database directly.
The users of this application are artist and
buyer who need to upload and display the online
arts. They can access the functionalities of this
application through the latest versions of web
browsers running on the computer with internet
access.
Online Art Community and Art Auction
Forum is developed such like that it supported
across multiple platforms and browsers. As a web
application on client side and any web server of
latest version on server side can be used..
Artist Flowchart: Artist can do following major
function
• Upload his/her art work
• Get his/her work reviewed by specialist or
website critique
• Sell his/her work through normal sell or
auction
• Allow user to post comment and rate his/her
work.
Critique Flowchart:
• Provide the review comment for art work
provided by artist.

New Rater Method to find genuine reviewer
Precondition
• Only member who created an account are
allowed to review. Sign up process is free.
• Each reviewer will be considered a
legitimatize reviewer if he/she has more
than 30 reviews.
• If a reviewer just makes false reviews. He or
she can be banned from our website.
• In order to ensure that user need to follow
strict guidelines with novel procedure.
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•

•

The New rater will go through the following
process.
• He/she rates the selection.
• Checks done on his/her previous rating.
• Did he/she rate the same authors yes no.
• If No, accept his/her rating.
• If yes, how many? If 10+ rating, Ignore
his/her rating(will be considered based).
• If 1-3 ratings, How many times has he/she
rated in total? If 10+ times then Accept the
rating Else ignore.
• If 4-6 ratings, How many times has he/she
rated in total? If 15+ times then Accept the
rating Else Ignore.
• If 7-10 ratings, How many times has he/she
rated in total? If 20+ times then Accept the
rating Else Ignore.
• Ignore rating can become an acceptable
rating provided above conditions are met.
How can distinguish between a person who likes his
work a lot and only reads his/her work, for that
reason there must be separate rating one of the critics
and one of the ordinary people. If the ordinary people
feels his/her work is good his/her comments will be
displayed but it must not be common comments such
as "great work" etc. If an ordinary person's comments
are good as judged by the writer he/Yes will get some
points. But the points assimilated by each user are
going to depend on the various authors’ approval and
not just one author. Hence there are two criteria that
are shown along the author's work:
• Genuine critics points and comments.
• Ordinary People Comments about his/her
work.

Each critic fills up a special agreement
explaining him all the terms and conditions
for disqualification.
User Art gallery Process:
• This process is conducted for paintings,
photographs and posters.
• Artist must have 10+ arts for display to
qualify for online art gallery registration.
• Chatting with an artist can be in audio, video
or just type text.
V. CONCLUSION
In the world of art, the main problem fading
the artist and the customer is that, the scarcity of
chances of interaction between them makes the
artist and the customer, far apart. An Artist has to
wait for years, before his/her masterpiece is
appreciated. Such delay in accepting a man of
genius makes his/her life a saga of despair.
Therefore the first thing have done through the
work is to bridge the gap between both parties.
The Online Art Community and Art
Auction Forum is developed in such a way that it
provides the comprehensive solution to those
customers who are interested to purchase arts and
those artists who are interested to sell their arts
online.
REFERENCES
[1]

[2]

Ordinary people will get his/her points after his/her
review points are accepted by varying range of
authors. Points given by just one author to one unique
fan shows he/she is based so weight age decreases
consequently. For ex: First time a person reviews and
comments on artists work. He/She will get five points
(max. rating as recommended by the artist) and next
time the same artist even if he/she gives max rating
the weight age of the points for the person will
decrease to three points and so on.
Legitimate Rater :
• Once a person graduates into a legitimate
rater. His/her rating is considered very
important as all his/her ratings will now be
seen in critics section.
• However a legitimate rater can be banned
from our website if he or she misuses their
power and bases their rating for one artist.

[3]
[4]

[5]

Myunghee Son, Yongjoon Lee, Cheolsig Pyo. Design and
Implementation of mobile RFID
technology in CDMA
network.
Ms. Deepika Jangid, Ms. Ruchi Dave. Investigating the
Web Application of AOP Using Aspect.Net Framework.
Available online at: www.ijarcsse.com
John Mylopoulos, End-to-end E-commerce Application
Development Based on XML Tools.
Rui Wang, Shaz Qadeer, How to Shop for Free Online
Security Analysis of Cashier-as-a-Service Based Web
Stores.
Ibrahim Cingil, Nesime Tatbul An Adaptable Workﬂow
System Architecture on the Internet for Electronic
Commerce Applications.

[6] Wikipedia, "Secure Electronic Transaction," http://en.
wikipedia.org/wiki/Secure_Electronic_Transaction
[7]

Aspect-oriented Programming
http://www.en.wikipedia.org/wiki/Aspect-oriented
programming

[8]

Aspect Oriented Programming in .Net
http://www.codeproject.com/KB/architecture/aop.aspx

/



International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
95

Remove the Impluse through ACWM and Nonlocal Means

REMOVE THE IMPLUSE THROUGH ACWM AND NONLOCAL
MEANS
1

ROSEBELL JOHN & V. KARUNAKARAN
1,2

2

Department of Computer Science and Engineering, Karunya University, Coimbatore, Tamil Nadu, India,

Abstract-There are many filtering methods that are used for removing the impulse noise from images but they fail to remove
all types of noises from the images. To overcome this problem a new method is introduced here. This proposed method will
eliminate all types of noises. In this method first find out the presence of noise in the pixel and then remove the noise
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I.

The AMF preserves detail and soft non-impulsive
noise, at the same time as the standard median filter
does not. The disadvantage of this method is that it
will not detect the noise in the edge. The tri-state
median filter introduced for save the image details
while removing the noise from the image. Through
center weighted median (CWM) filter and standard
median filter the presents of the noisy pixel we can
identify. But the problem is that visually
disappointing the quality of the image. In the case of
WM the mask of weight is assign to each pixel
according to the spatial position in the window [15]. It
will remove the unwanted content from the image.
But the problem is that it will degrade the image
quality. In PSM, this method is try to remove the all
the noise from the image but it will also not improve
the quality of the image. The PWMAD filter the noisy
pixel is effectively separate from good pixel. But the
edge will not consider there for noise in the edge is
not consider.
The ROR-NLM is a frame work used for
eliminates both impulse noise and Gaussian noise. In
this case ROR value is calculated for each pixel,
according to ROR value the pixels is divided into four
clusters. Then find the absolute deviation of each
cluster and compare the value with threshold value. If
the absolute deviation is greater than the threshold
value then the pixel is consider as noisy pixel. Then
make a flag matrix with zeros and once. According to
the noisy pixel the flag matrix will update as one for
noise pixel and zero for good pixel. These processes
will do iteratively. Then restore the image through
median filter. Then the image is passed through
nonlocal means. The NML will remove both impulse
noise and Gaussian noise. The problem of this method
is to that while removing the noise from the image the
quality of the image will degrade. To overcome this
problem, instead of restoring image through median
filer an ACWM filer is used, there for the output will
produce better image.

INTRODUCTION

Noise is the effect of errors in the image
accomplishment method that result in pixel values that
do not replicate the correct intensities of the real
picture. The noise in the image will degrade the
quality of the image and loose the desirable
information from the image [5]. There are number of
ways that noise can be entering into an image. For
example: if the image is taken straight away in a
digital format, electronic communication of image
data can set up noise.
Through denoising we can remove the noise from
the image. Remove noise from image is one of the
most primary, generally studied, and unexplained
problems in image processing, the goal of denoising is
to repress the noise in the image while saving the
reliability of edge and needed information in the
image. Denoising is divided into two types: linear and
non linear filtering. In linear filtering noise removal
techniques is ultimately applied to the image pixel
without checking the presents of noise and non noisy
pixels [14].
The most robust filtering method is median filter.
In this method the noisy pixel is replace with median
value of the pixels [6]. It will provide high
computational efficiency. The problem with this
method is that it will remove the desirable details of
the image. Other methods are used to improve the
quality of the image, while the density of the noise is
high. The examples are tri-state median (TRI) filter
[7], Adaptive Median Filter (AMF) [4], Weighted
Median (WM) filter [1], Center Weighted
Median(CWM) filter [2], Progressive Switching
Median (PSM) filter [8], Pixel-Wise Median Absolute
Deviation (PWMAD) filter [11], Rank-order based
Adaptive Median (RAM) filter [12], Robust
Estimation Algorithm(REA) [17], Adaptive Rank
Order Filter [10], Minmax Detector Based (MDB)
filter[3,19], Decision Based Adaptive Median Filter
(RAMF) [18], robust outlyingness ratio-nonlocal
means(ROR-NLM) [20].

The respite of this paper is designed as follows.
ACWM filter is explained in section II. The new
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mechanism is introduced in section III. The NL- IV. NON-LOCAL MEANS
means for impulse noise is described in section IV.
Calculate the weight [13] of the each pixel through,
Section V gives a brief conclusion of this paper.
finding the vector distance of two pixels. Then add
that value to each pixel. Then find the weighted
II. ACWM FILTER
average [13] of the pixels and add that value to the
In this method different weight is assign to the noisy pixel [16]. The degree of the noise in the pixel
center pixel. Then find out the median value of that will reduce through each time weigh is added to the
pixel.
window along with the center weight.

After finding the median value of the window
find out the difference between median value and
each pixel.

Compare the calculated difference with predefined
threshold value.

If the calculated difference is greater than the
predefined threshold value then that pixel is consider
as noisy one, otherwise that pixel is denoised pixel.
The overall flow of proposed method is shown in
fig.1.
III.

NEW MECHANISM

Gaussian noise is noise that has a prospect
density utility of the normal distribution. In the case
of impulse noise there are two types fixed valued and
random valued. In random valued impulse noise the
noisy pixel is consist of 0 or 255, but in the case of
fixed value the noisy pixel is consider as zero and
255. In this paper we try to remove impulse noise
from the image. First finds out the noisy pixel from
the image. To do that calculates the Noise Estimating
Ratio (NER) for the each pixel.

After calculating the NER value, using that divide
the pixels into three groups. Then find out the
Absolute Deviation (AD) of the each segment.

Fig.1.Over all flow
For calculating the weights to each pixel find out the
Euclidean distance of the two pixels. According to the result of
Euclidean distance calculate the weight of the pixel.

Then compare the calculated absolute deviation with
predefined threshold value. If AD is less than the
threshold value then that pixel is consider as good
pixel. If the AD is greater than the threshold value,
consider that pixel as noisy pixel [9]. After finding the
noisy pixel restored the image through Adaptive
Center Weighted Median (ACWM) filter. Then pass
this restored image to non-local means for remove the
noise.

This is used for replace the impulse noise from the image
through adding small degree of filtering. Comparison of different
denoising methods is shown in fig.2.
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Fig.2 Result of different denoising methods
TABLE I. COMPARE THE PSNR VALUE OF VARIOUS DENOISING METHODS ON LENA IMAGE
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The ACWM filter and NLM is a good method to
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PSNR value. If the density of the noise is high it will
easily remove the noise from the image.
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Abstract: Classifying the images become very complex process, if it contains blurry and noisy content. There are several
methods for classifying images, but most of them are not able to produce good classification accuracy. This paper presents
the classification of blurry and noisy images using Bayesian classifier. More specifically,the proposed system consists of two
phases. In the first phase, feature extraction is done ie., both local and global features are extracting. Then combining both
the features and put in the feature vector. Before the second phase Sequential Forward Selection (SFS) is applied inorder to
reduce the memory complexity, this algorithm select only best features from the feature vector thereby limiting the storage
space and time complexity. These features are clustered using Monte Carlo approach. In the second phase, clustered features
are given to the Bayesian classifier to produce better classification result.
Index Terms: Blurry Image, Noisy Image, Sequential Forward Selection, Bayesian Classifier

I. INTRODUCTION:

II.

FEATURE EXTRACTION

In the last decades, one can easily find
growing researchers interest in the field of image
classification. Image classification plays important
role in various fields such as in medical field, image
segmentation, facial recognition, image retrieval etc.
There are several image classification methods. The
comparison of different classification methods are
shown in Table 1. Most of the methods fail to provide
better classification result when the images contain
blurry and noisy content. Most of the methods extract
either local or global features but here inorder to
provide better classification result both features are
extracted and combined. The proposed system aims
to provide an efficient hierarchical classification [1]
of blurry and noisy images. Feature vectors are
obtained from global and local pathway solutions.
Here we apply the global pathway for essential
capture and the local pathway for highlight detection.
The global pathway starts with the spatiotemporal
layout representation and then from that essential
capture is obtained. The local pathway starts with
pseudorestoration and then highlight detection. Here,
highlights are hierarchically detected using an affine
invariant approach. The extracted features are framed
as a feature vector. Inorder to limit the number of
features Sequential Forward Selection is used. This
algorithm selects only best features from the feature
vector. These features are clustered using Monte
Carlo Clustering. The Clustered labels are fed to the
bayesian classifier to hierarchically classify scene
oriented data. The flow of proposed system is shown
in Fig. 1
This paper is organized as follows: The
feature extraction is given in section II. In section III
classification of blurry and noisy images are
illustrated. Experimental evaluations are given in
section IV. Conclusion is presented in the session V.

Feature extraction is mainly used for reducing
dimensionality in image processing. When the
dimensionality is very high then it is very difficult to
extract features especially when the images contain
blurry and noisy content. Here mainly concentrating
on extracting both local features and global features.
Finally the extracted local and global features are
combined using log linear model. Firstly, we can see
the extraction of local features and secondly the
extraction of global features and then finally the
combination of both local and global features.
A. Extraction of Local Features
The extraction of local features consists of
two steps. First step is pseudorestroration and the
next step is highlight detection. Pseudorestoration is
done directly to the blurry and noisy images. There
are several methods for pseudorestoration. Some
methods are sensitive to noise such as inverse and
pseudo-inverse filter.

Fig 1. Proposed System
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Through combination of Gabor filtering and
principal component analysis, visual context is
obtained. Visual context is nothing but essential of
the scene. This visual context can easily be obtained
from blurry and noisy images without identifying
regions or objects. Fig. 2 shows global pathway and
local pathway.

Wiener filter can overcome this limitation
can be overcome by wiener filter. Wiener filtering [6]
is a technique of restoring images even in the
existence of blur as well as noise. Here we are using
wiener filter for restoring blurry and noisy images.
For Wiener Filter:G( , )=

(1)

where and
are Fourier transforms of the autocorrelation
functions
of
u(m,n)
and
respectively.
After
applying
pseudorestoration, partially restored images will get
for extracting local features. Second step is highlight
detection [1] ie., probability of finding a set of local
features directly from that restored images. Highlight
detection is done using affine invariant detector [7].
In Harris affine detector, the edges of restored object
are detected. The similar regions in images taken
from different perspectives can be identified by this
detector. The regions detected are called invariant and
covariant. Scale-invariant Harris-Laplace Detector
are used to identify initial region points.

(a)Blurry and Noisy
Image Image

(b) Pseudorestored

Table I Comparison of Classification Methods
Ref
No

Type
of
Features

Classification
Method

Accurac
y Rate

[5]

Local
features

Bag of Regions

62%

[2]

Local
features

Linear
Discriminant
Analysis(LDA)

70%

[3]

Local
features

Support Vector
Machine(SVM)

71.1%

[4]

Wavelet
features

Artificial Neural
Network(ANN)

72.5%

(c) Highlight
Detection

(d)Spatiotemporal
Layout

(e) Essential Capture
Fig. 2 Global Pathway and Local Pathway

B. Extraction of Global Features

C. Combining Global and Local Features

The extraction of global features consists of two
steps. Firstly spatiotemporal layout extraction [1], this
can be done directly from the image even it contain
blurry and noisy content. The layout extraction is
based on multiscale-oriented Gabor filters[1]. Then
PCA is applied to output magnitude of multiscaleoriented gabor filter. The prinicipalcomponent are
estimated by extracting eigenvectors of the
covariance matrix. After spatiotemporal layout
extraction next step is essential capture. Essential
capture [1] is nothing but what observers gather from
a single glance over an image. Then explored, the
details contained in the image.

After extracting both global and local features,
inorder to get good classification result we have to
combine both the features and put together in the
feature vector. Here global and local features are
combined, by using log linear model [1] because of
their flexibility. Let C denote category, and and
denote the local and global features.
p(C| ,

)α exp[χ log p(C| ) + log p(C| )(2)

where χ coefficient adjusts the proportion of the local
pathway.When χ set to zero, the model uses only
global features. Here it is not set to zero. The location
of the object is correctly detected by local features
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but fail to give correct scale estimate. In such cases
the wrongly estimated scale can be corrected by
global features. Thus by combining both global and
local features will be able to produce significant
improvement in performance.

where x is number of images correctly classified and
n is total number of images. Performance analysis is
illustrated in Graph 1.
Table II Data Set
Categories

No of
images

Indoor city

10

No of images
correctly
classified
8

Highways

10

10

Mountains

10

9

Outdoor

10

10

Buildings

10

10

III. CLASSIFICATION:
After combining both global and local features,
we concentrate on Sequential Forward Selection
(SFS) [10] algorithm to limit the number of features.
This algorithm provides only the best features that
can provide better classification accuracy in less time
period. Sequential Forward Selection is the simplest
greedy search algorithm. The implemented SFS can
be outlined as follows:
1. Initialize the set
2. Set
={ }
3. Next
best
feature is chosen as
=argmax[H( +Z)]
4.
= +
is updated where L=L+1
5. Go to 3
Next step is clustering of images ie randomly
local features are selected and put into the global
features those local features fit with global features
are put in one group. Here clustering has been done
using Monte Carlo approach [8]. Then finally
clustered features are given to Bayesian
classification, it determines the probability of a
particular class and provides better classification
accuracy. The advantage of this classifier is, it does
not need large feature vectors to describe a scene.
Bayesian classifier is probabilistic classifier based on
bayes theorem [9].

Table III Performance Analysis
Bayesian

No of tested images
No of succeeded
images

50
47

Classification
Rate
94

V. CONCLUSION:
The proposed system mainly consists of two
phases 1) Feature extraction 2) Classification. The
system was tested with 50 images includes
mountains, highways, buildings, indoor and outdoor
cities. After feature extraction Sequential Forward
Selection is used inorder to limit thenumber of
features and thus reduce the storage space. The main
advantage of SFS is it avoids redundant features.
Then here finally images are classified using
Bayesian classifier. Compared with others it provides
better classification result, because it is probabilistic
based classifier. The advantage is it does not need
large feature vector to classify the images and also it
reduces misclassification rate. The overall
classification rate is 94%.

IV. EXPERIMENTAL EVALUATION
Table II illustrate data set, it include five
different categories. The algorithm was tested with 50
images consist of highways, buildings, mountains,
indoor city and outdoor city. Firstly multiple images
are given as input to system. This image parallelly
goes through local pathway and global pathway. Then
the extracted features are combined together and form
feature vector. From that feature vector pick the best
features using Sequential Forward Selection. The best
features are then clustered and then finally the
clustered features are given to the Bayesian classifier.
The performance is measured in terms of
classification rate. Among 50 images 8, 10, 9, 10, 10
are correctly classified as indoor cities, highways,
mountains, outdoor cities and buildings respectively.
The overall performance rate is 94%. Table III shows
theperformance rate. The classification rate can
calculated as the percentage of correctly classified
images from the total number of images. It is given
below:

Classification rate=

Criteria

* 100 (3)

Graph 1. Performance Analysis
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Abstract—Due to the enormous digital medical images in internet and with advancement in remote medical treatment,
compression of medical images has become necessity and relevant. The purpose of medical image compression is to express
the images with less data so that it can be efficiently stored and transmitted. But compression of medical images is different
from the compression of other images since an efficient medical compression must be able to preserve all diagnostically
important information required for a true diagnosis. The diagnostically important region i.e. the region of interest (ROI) is
segmented from the whole image using edge detection method and compressed using Contourlet transform with a lower
compression ratio and lossy wavelet transform is applied to the non-ROI which is the less important region of the medical
image. In order to further achieve good compression in ROI, multiple regions were identified in ROI using fuzzy based
Clustering algorithm and thresholded each of these regions according to the requirement of image quality at each cluster.
This method is able to achieve overall a good compression ratio along with preserving good image quality at the ROI
Keywords-Fuzzy based clustering algorithm, Contourlet Transform, Wavelet Transform, Edge Detection

I.

existing compression schemes, transform coding is
one of the most effective strategies [1].

INTRODUCTION

In recent years, advances in information technology
and telecommunications have played a crucial role as
catalysts for significant developments in the sector of
healthcare. These technological advances have played
a very strong role in the field of medical imaging.
The number of digital medical images has increased
rapidly on the Internet. The necessity of fast and
secure diagnosis is vital in the medical world. Due to
rapid increase in medical data produced by hospitals
and because of the high cost of providing a large
transmission bandwidth and huge amount of storage
space, compression of images is becoming
increasingly important. The purpose of medical
image compression is to express images with less
data to save storage space and transmission time,
based on the premise that true information in the
original image will be preserved. Especially in
medical imaging application diagnosis is effective
only when the compression technique preserve all
relevant and important information needed.
Compression schemes can be divided into two groups
lossless compression and lossy compression. In
lossless compression methods, the images are
encoded in full quality and can be reconstructed
without any change in pixel intensity but the
compression ratio achieved is low. Lossless
compression is therefore also called reversible
compression. In lossy compression methods,
encoding is achieved with an acceptable degree of
deterioration in the reconstructed image, with a high
compression ratio. Lossy compression is of two types
Predictive Coding and Transform Coding. Lossy
coding can achieve higher compression. Among the

II. LITERATURE SURVEY
There are various transforms like discrete cosine
transform, discrete wavelet transform, Contourlet
transform that are used for effective compression. In
this section, a review on compression techniques
using different transform like discrete cosine
transform (DCT), discrete wavelet transform (DWT),
and Contourlets transform are reviewed and their
effectiveness on medical image compression have
been studied.
Compression using Discrete Cosine Transform
(DCT) [2] divides up the image into 8 by 8 pixel
blocks and then calculates the discrete cosine
transform (DCT) of each block. A quantizer rounds of
the DCT coefficients according to the quantization
matrix. This step produces the "lossy" nature, but
allows for large compression ratios. This compression
technique uses a variable length code on these
coefficients, and then writes the compressed data
stream to an output file. For decompression, it
recovers the quantized DCT coefficients from the
compressed data stream, takes the inverse transforms
and displays the image. DCT is given by the equation
2.1:
D(u, v) 

N M
2 2
 (2x  1) u   (2 y  1) v 
C(u)C(v)P( x, y) cos
 cos 2M 
N M
 2N
 

i 1 j 1

(2.1)

 1
,i  0


where c(i)   2

(2.2)

 1, i  0
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Elham Shahhoseini [3] presents a new lossy
technique based on wavelet transform for
compression of breast ultrasound images. The method
used to perform lossy image compression via wavelet
thresholding consists of the following processes: The
images are initially transformed by wavelet transform
at one level. Then the threshold value, Thr, based on
the transform coefficients is defined by (2.3).

Thr  C (r )
cnew  ci i  Thr , C (i)  0

reconstructed image and M*N is the size of original
image.
For a lower compression ratio, DCT based image
compression yielded higher quality image than
Wavelet. While the DCT-based image JPEG coders
perform very well at moderate bit rates, at higher
compression ratios, image quality de-grades because
of the artifacts resulting from the block-based DCT
scheme.
The observation from literature survey revealed
superior performance of Contourlet transform over
other transforms in terms of PSNR and compression
ratio. There is a superior overall performance of
Contourlet against wavelet transform at higher
compression ratios. However at lower compression
ratios wavelet transform is still suitable a approach.
Contourlets offer a much richer set of directions and
shapes, and thus they are more effective in capturing
smooth contours and geometric structures in images
especially in medical images.

(2.3)
(2.4)

where n is the number of detail coefficients, C is the
wavelet coefficient vector and r is the remaining rate
in percent. Then the renewed wavelet coefficients
Cnew is as described in (2.4). In this work, the
compression process is done at 10% and 20%
remaining rate.
SeyyedHadi Hashemi-Berenjabad et al [5] present a
new Contourlet based lossy image compression
method for medical ultrasound images. In this
algorithm Contourlet transform
for
image
decomposition is used. After decomposition, a
threshold is chosen from Contourlet coefficients.
Then, a thresholding process is applied on the
coefficients and routine quantization process is
performed. In this algorithm choosing the threshold
plays a significant role. So, in order to minimize the
important information loss the most frequently
occurring Contourlet coefficient of the image is
selected as the threshold. After thresholding the
coefficients is quantized. Huffman coding is applied
on quantized coefficients and the coded bit-stream is
generated. This threshold based process reduces the
number of coefficients necessary to reconstruct the
image. Scalar quantization is selected due to its
simplicity and performance. The coded bit-stream
includes coefficients and Contourlet
filter
information. Using rich set of basic functions, the
Contourlet transform effectively capture the smooth
contours that are dominant feature in images [8].
The objective performance is measured by peak
signal-to-noise-ratio (PSNR) of the reconstructed
image. PSNR measured in decibels (dB) is given by:

III.

PROBLEM DEFINITION

In medical image compression applications, diagnosis
is effective only when compression techniques
preserve all the relevant and important image
information needed. The diagnosis part (Region of
Interest) is more important than other regions.
Generic coding schemes compress image as a whole
that can produce a high compression ratio but with
considerable loss of overall quality. The problem is to
achieve high compression ratio while preserving good
image quality at Region of Interest (ROI). Therefore
the images are to be segmented into ROI which is
considered important, and background, which is less
important. By allowing ROI to be coded with high
fidelity than the background, a high compression ratio
with good quality at ROI can be achieved. It has been
observed in literature survey that natural image like
medical image compression have superior
performance of Contourlet transform, a new
extension to the wavelet transform in two dimensions
using non separable and directional filter banks.
Therefore, Contourlet transform has to be applied for
the compression at ROI and wavelet transform has
been applied to non-ROI in order to achieve high
compression ratio.

2


PSNR  10 log 10 MAX
MSE

Where MAX is the maximum gray level value of the
image and MSE is the mean square error between the
original
image and reconstructed image which is defined by

MSE 

1
MN

M 1 N 1

  x ( m, n )  x

q

( m, n)

2

m  o n o

Where x(m,n) is the original image and xq(m,n) is the
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IV.

C. Clustering Algorithm
Given a set of observations (x1, x2, …, xn), where
each observation is a d-dimensional real vector, kmeans clustering aims to partition the n observations
into k sets (k ≤ n) S = {S1, S2, …, Sk} so as to
minimize the within-cluster sum of squares.

PROPOSED METHOD

A. Algorithm
1) Select the medical image to be compressed .
2) Preprocessing
3) ROI is identified using edge detection method
4) Segment the image into ROI and non ROI
regions.
5) Fuzzy based clustering algorithm used to
separate
ROI into clusters
6) Apply Contourlet transform on ROI
7) Apply different threshold to different clusters
in ROI
8) Apply lossy wavelet transform on non ROI
9) The reconstructed image is obtained following
the inverse steps.
10) Reconstructed image is then compared with
original image using PSNR.

(1)
Our first set of observation is intensity of the pixels,
rather than defining number of clusters, we define a
value which could differentiate the boundary value of
each cluster.
Iteration begins.
1) Categorize each pixel to one of the available
clusters.
2) Finally the value converges and a set of clusters
and the corresponding pixels are obtained.
Now we use c means clustering and there the spatial
parameter of the clusters obtained in the previous step
will be used as the observation set.
Iterate and find out the final clusters.
Each of the clusters identified using clustering
algorithm is then compressed using Contourlet
transform.

B. Preprocessing
The input image is a MRI of Brain. Preprocessing
phase of the images is necessary to improve the
quality of the images and make the images more
reliable for segmentation. Preprocessing step is
preparation step for better segmentation. As a
preprocessing step, the area around ROI is sharpened
by rounding of values that are close to black. As a
result more prominent edges are formed. Segmenting
of image into ROI and non-ROI is based on edge
detection. Edges are detected using Sobel operator
and they are dilated to form the ROI as shown in
figure 4. This is then used a as mask to extract the
actual ROI from the preprocessed input image.
Compression of such a large ROI may not be of great
benefit. Therefore, fuzzy based clustering algorithm
is used to segment the ROI into multiple ROI’s. ROI
has been identified using edge detection which is then
segmented from the input image as shown in figure.
The non ROI part has been segmented from the input
image as shown in figure 5.
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D. Contourlet Transform
The Contourlet transform is a directional transform,
capable of capturing contours and fine details in
images. The Contourlet expansion is composed of
basis function oriented at various directions in
multiple scales, with flexible aspect ratios. Using this
rich set of basic functions, the Contourlet transform
effectively capture the smooth contours that are
dominant feature in images. Contourlets possess the
main features like multi-scale and time-frequency
localization and also offer high degree of
directionality and anisotropy. Contourlet can
decompose the image into different scales and can
decompose each scale into any arbitrarily power of
two's number of directions and different scales can be
decomposed into different number of directions.
So, the contourlet uses a double filter-bank structure,
namely pyramidal directional filter banks (PDFB)
which is composed of Laplacian Pyramid (LP) and
Directional Filter Banks (DFB). LP implements
multiresolution decomposition to generate multiscale
representation of the image. PDFB uses DFB to
process subband images from LP and reveal
directional details in each scale level. This two stage
filter bank is illustrated in figure 6.
The multiscale decomposition of Directional Filter
Bank can be achieved by Laplacian Pyramid. The LP
decomposition at each level generates a low pass
subband and a high pass subband. The low pass sub
band is a down sampled coarse version (1/4 size of
the original) of the original image and the high pass
subband is a detail image (same size of the original)
containing the difference between the original and the
prediction, resulting in a band pass image. The
process can be iterated by decomposing the coarse
subband repeatedly. The directional filter bank is a
critically sampled filter bank that can decompose
images into any power of two's number of directions.
The DFB is designed to capture the high frequency
that represents directionality of images [6]. After
compressing each of the clusters, it has been assumed
different priorities for the clusters. That is, a small
threshold has been given to the cluster that is
supposed to have good image quality at the
reconstructed image and a large threshold for the one
that is assumed to have low quality.
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E. Wavelet Transform
Non-ROI has been compressed with high
compression ratio using wavelet transform. Non-ROI
consists of 4 segments as shown in figure 5. Each of
these has been compressed using wavelet transform.
Discrete Wavelet Transform (DWT) is used to
separate smooth variations and the details of the
image. Two dimensional wavelet transform is usually
performed by applying a separable filter bank to the
image. Typically, a low pass filter and a high pass
filter are used (h and g, respectively). A group of
transforms coefficients resulting from the same
sequence of low pass and high pass filtering
operations, both horizontally and vertically are called
subbands. Applying the one dimensional transform in
each row, produce two subbands in each row (L and
H subbands). Then applying a one dimensional DWT
column-wise on these L and H subbands
(intermediate result), produce four subbands LL, LH,
HL, and HH. LL is a coarser version of the original
input signal called approximation image. LH, HL,
and HH are the high frequency subbands containing
the detail information (details images) . The number
of decompositions performed on original image to
obtain subbands is called subband decomposition
level. Fig. 4.3 shows the two levels decomposition of
an image by two dimensional DWT [7].

applications for video compression in medical
images.
ACKNOWLEDGMENT
All glory and honor be to the Almighty God, who
showered His abundant grace on me to make this
report a success. I wish to express my deep sense of
gratitude to Our Prinicipal, Dr. V.H. Abdul Salam
and Our Head of Department Dr.P.P Abdul Haleem
for their support which helped me in completing the
this report. Words are inadequate in offering my
thanks to Mr. Shaiju Panchikkil, Assistant Professor,
who had been a source of inspiration for her timely
guidance and encouragement in the conduct of my
preparation of this report. Finally, yet importantly, I
would like to express my heartfelt thanks to my
beloved parents for their blessings, my friends for
their help and wishes for the successful completion of
this report.
REFERENCES
[1]

[2]

[3]

V. RESULTS AND DISCUSSION
Compression results obtained is tabulated as shown in
Table
Name of Image Compression
PSNR
Ratio
MRI
Brain 40.0098
31.448
Image

[4]

[5]

Using the proposed method of segmenting the image
into ROI and non-ROI and compressing them with
different compression ratio it has been observed the
desired image quality at the ROI and overall good
compression has been achieved. More compression
can be achieved by segmenting the ROI using fuzzy
based clustering algorithm and thresholding each
clusters with different thresholds according to the
requirement of image quality at each cluster. In
future this work can be extended to real time

[6]

[7]

Y. Wu, “Medical image compression by sampling dct
coefficients," IEEE Transactions on Information Technology
in Biomedicine, vol. 6, no. 1, pp. 86-94, 2002.
M. R. B. Puja Bharti, Dr. Savith Gupta, “Comparative
analysis of image compression techniques: a case study on
medical images," in International Conference on Advances in
Recent Technologies in Communication and Computing,
2009. ARTCom '09. IEEE, 2009, pp. 820-822.
E. Shahhoseini, N. Nejad, H. Behnam, and A. Shahhoseini,
“A new approach to compression of medical ultrasound
images using wavelet transform," in 2010 Third International
Conference on Advances in Circuits, Electronics and MicroElectronics (CENICS),. IEEE, 2010, pp. 40-44.
A. Mohammed and J. Hussein, “Hybrid transform coding
scheme for medical image application," in 2010 IEEE
International Symposium on Signal Processing and
Information Technology (ISSPIT). IEEE, 2010, pp. 237-240.
S. Hashemi-Berenjabad, A. Mahloojifar, and A. Akhavan,
“Threshold based lossy compression of medical ultrasound
images using contourlet transform," in 2011 18th Iranian
Conference of Biomedical Engineering (ICBME). IEEE,Dec
2011, pp. 191-194.
M. Do and M. Vetterli, “The contourlet transform: an
efficient directional multiresolution image representation,
"Image Processing, IEEE Transactions on, vol. 14, no. 12, pp.
2091-2106, 2005.
R. Loganathan and YS Kumaraswamy.,”An improved active
contour medical image compression technique with lossless
region of interest”,in 3rd International Conference on Trendz
in Information Sciences and Computing (TISC), 2011, pages
128{132. IEEE, 2011.

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
108

Compression of brain Mr Image using contourlet transform with multiple regions of Interest identified using fuzzy based clustering
algorithm

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
109

A Survey on Healthcare Models

A SURVEY ON HEALTHCARE MODELS
NISHA WILVICTA. J1 & E. GRACE MARY KANAGA2
1,2

Department of Computer Science and Engineering, Karunya University, Coimbatore, India

Abstract – In today’sworld, population is increasing at a very fast pace. Along with the population new epidemics are also
emerging. These diseases need to be controlled at a steady pace else it would lead to a calamity. Trying to regulate the
epidemic after the outbreak would costa lot of human lives. Hence modeling the impact of various epidemicson the
population is very essential to identify the methods to regulate them.Modeling would try to reduce the patient mortality rate
as well as the cost of patient care. Healthcare models primarily are used to study the impact of various diseases as well as to
model the quality of the health care provided to the human population.This survey paper studies and compares the various
healthcare models that can be used to model the disease transmission.
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I.

technologies are added to a health care system, the
economic feasibility of the same have to be evaluated
for which economic decision models is used.
The economic decision models are
increasingly becoming popular due to the availability
of sophisticated software to perform the modeling.
The enhanced processing power of computers and the
refined mathematical techniques has increased the
popularity of this model [1].
Markov model is an economic decision
model.This model differs from other models due to
state and the transition probabilities that it
considers.At any instant of time the healthcare system
is considered as a set of Markov states [1]. Markov
modeling depicts the presentation and analysis of
random processes over a period of time. The
transition of the patients from one disease state to
another depicts the progression of disease from one
state to another within a given time period. The
resource utilization in each state can be used to study
the cost-effectiveness and cost-utility [2]. The main
drawback of this model is that Markov model is a
representation language. Since it considers the states
and transitions it is impossible to show a real-world
scenario.

INTRODUCTION
Health care refers to the diagnosis, treatment
and prevention of an illnessor disease. Providing
proper health care helps to reduce the health care cost
and also to improve the standard of the health care
provided to the individuals.Proper healthcare
provided at the accurate time helps to save the lives
of millions of people. The health care systems refer to
the various organizations that provide the health care
to the individuals. Proper health care models aims to
improve the well-being and health of the population.
The healthcare models can be used to study the effect
that an epidemic has on a community. Healthcare
models primarily focus on the inpatient care,
outpatient
care,
surgery,
emergencydepartment,pharmacy department, hospital
staffing, infection spread, disease outbreak, etc.

II. HEALTHCARE MODELS
Healthcare models are primarily used to
model the healthcare systems. It can be used to
analyze the efficient usage of the resources in the
healthcare system to provide quality healthcare
service to the patients. The healthcare models can be
used to identify disease transmission vectors at an
early stage and thereby reduce the morality rate. The
primary objective of healthcare models is to reduce
the patient mortality and morbidity rate by providing
quality health care to the patients. .The classification
of the healthcare models is depicted in Figure 1. The
various health care models can be categorized into
economic models, operational research models and
infection spread models.

B. Operational Research
Operational Research (OR) is a subfield of
mathematics. It focuses on the use of analytical
methods to improve the decision-making process [3].
Although OR has been widely used in various
sectors, the usage of OR in health sector is very
limited. One of the major reasons for the same is the
low level of mathematical background of the
healthcare professionals and the lack of in-house OR
experts. Employing external OR experts for
healthcare modeling would incur a lot of cost [4].OR
basically aims to find an optimal or near-optimal
solution to complex decision-making process
[3].ORaims to improvise the complex decisionmaking process. The major areas where OR can be
used are the scheduling of

A. Economic Models
Economic models primarily deal with the
economic evaluation of the healthcare system. It
basically does a cost and effect analysis of the
system. It evaluates the usage of the various resources
available in the healthcare systems. Whenever new

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
110

A Survey on Healthcare Models

Healthcare Models

Economic Models

Mathematical Models

Operational Research

Infection Spread
Models

Cellular-Automata Based Models
Agent-Based Models

Individual-based Models

Network-based Models

Figure.1 Classification of the Healthcare Models

outpatients, bed allocation, hospital infrastructure
management and disease propagation study [3].
C. Infection Spread Models
Infection spread models primarily focus on the
disease transmission dynamics and the disease
transmission vectors. The various factors by which an
infection spreads are studied to identify the methods
by which the spread of the disease can be regulated.
The transmission dynamics is modeled to study the
propagation of disease. As prevention is better than
cure, the infection spread models would prove to be a
major step towards taking preventive measures to curb
the spread of diseases [5].
The infection spread models can be used to study
the effect of contagious diseases at various levels
including a household level to an institutional level. It
can be also applied at a community level [5].
The infection spread models can be classified into
mathematical modeling, individual-based modeling,
agent-based modeling and network based modeling.
These models are discussed in the forthcoming
sections.
1)

Mathematical Models
A mathematical model is the representation of the
real world using mathematical notations [6]. The
mathematical notations can be used to represent parts
of the real world and the relationships between the
parts.
Mathematical modeling of infectious diseases can
be used to study the various infection spread
scenarios. In healthcare scenarios the mathematical
modeling can be used to perform the economic
evaluations and also for service planning [7].
Equation-Based Model (EBM) is a kind of
mathematical modeling. The global laws of equations
are applied to each of the individuals in the healthcare

model. To describe a large system large number of
equations would be required. The major drawback
with EBM is the system of equations becomes less
manageable as the system becomes quite large [8].
SIR(Susceptible-Infected-Recovered) model is a
classic example of EBM that is used in healthcare
modeling. This model was proposed by McKendrick
and Kermack based on differential equations. SIR
model can be used to study the propagation of disease
in a population. The population is divided into 3
classes namely, (1) Susceptible-the group of healthy
people who can get infected by the disease, (2)
Infected-the group of people who are infected and
who can transmit the disease to the other people, (3)
Recovered-the group of people who have recovered
from the disease and are considered to be immune to
the disease. The people can move between the classes
[12].
The classic epidemic SIR model is depicted by
the following equations:

A person becomes infected with a probability of
β. The rate at which an infected person recovers is
given by γ [12].
The SIR model is deterministic. The basic
SIR model can be further extended by adding
additional classes. This led to the evolution of SEIR
(Susceptible-Exposed-Infectious-Recovered),
and
MSEIR
(Immunized-Susceptible-InfectiousRecovered).
The major drawback of the mathematical
models is that it can be applied to a fixed population
structure only. It does not consider the interactions
that can happen between the individuals [9].
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2)

Cellular-Automata Based Models
Cellular-automata based models incorporate the
spatial and temporal parameters to model the epidemic
spread [11].A cellular-automatonconsists of a graph
where each node is called a cell.The graph is
represented as a two-dimensional lattice where each
cell evolves as a result of a global update function
which is applied uniformly across all the cells. Each
cell represents an equal-sized area in space that
contains a specific population. The cells can be in any
one of the states as specified in the SIR model [10].
The cells evolve as a result of an update function. The
update function would consider the current state of the
cell and the state of the cells with which the cell
would interact [9].
As the model evolves, the cellular-automata
model would determine the overall dynamic behavior
of the system. The major drawback of this model is
that it does not consider the social behavior and the
dynamic interactions that can happen between the
individuals [9].
3)

Individual-Based Models
Individual-based models concentrate on the
individual interactions that can happen within a
community [13]. Individual-based models can be used
to study the transmission of diseases in a better
manner by studying the transmission probabilities.
The transmission probability would depend on the
distance between the susceptible and infected
individuals [14].
To study the disease transmission, each individual
is associated with a disease model that describes the
health status of the individual [14]. The rules are
defined at anindividual level to study the local
interactions and abstractions [12].
The individual-based model has the disadvantage that
it can be applied to only a fixed-sized community
[14].
4)

Network-Based Models
Modeling is applied to a social network of people.
The social network refers to a group of people who
interact with each other. The interactions between the
people can be used to study the spread of epidemics in
a group of people [25].
A realistic network of the interactions between
groups of people is determined. The transmission of

the disease is modeled within the network. Then the
various control strategies are also mitigated to identify
the major causes of the disease spread [24].
Each individual in the network is represented as
the node in the graph. The contact between two
individuals is represented as an edge between the
interacting nodes.The number of outgoing edges from
a node determines the number of contacts between the
individuals [24]. The random contact between the
individuals in a network is analyzed to understand the
transmission of disease [25].
The network-based model can be used to study
the transmission of pandemic influenza, influenza-like
illnesses, and avian flu [25].
The network-based models have the advantage
that they provide a realistic view of the transmission
of epidemics network. These models do not require
the intense computations that are required for the
simulations of agent-based model [24].
5)

Agent-Based Models
Agent-Based Models (ABM) provide a powerful
simulation technique to model the spread of
epidemics. Agent-based modeling proceeds from the
bottom-up approach. A system is modeled as a
collection of agents, their interactions and behaviors.
Agents are autonomous decision-making entities
which can assess a situation and can make decisions
based on the environment [15].
Agents can be reactive, proactive, social, truthful,
and benevolent. Agents can act on their own without
the intervention of the human agents [20]. Each
individual agent is modeled separatelyand they are
grouped together to form a system.
Agent-based modeling findstremendoususein
simulating the various flows like traffic
flows,customer flows in a market , the organizational
risks, epidemiological modeling [15].The major
advantages of using ABM are that it is flexible and it
provides a natural description of the system. It
captures the interactions among the individuals [15].
ABM has the disadvantage that ABM has to be
built for a specific purpose. ABM looks at a system
from the level of its constituent units. Trying to model
a large system using ABM would be time-consuming
and would be very computation-intensive [15].

Table I. COMPARISON OF THE HEALTHCARE MODELING TECHNIQUES

MODELING METHOD
Mathematical Modeling
Individual based Modeling

i.
ii.

MERITS
Deterministic

DEMERITS
Does not study the population dynamics and
the variable population structure

Rules
are
defined
at
individual level.
Captures
the
local
interactions and adaptive
behavior.

Can be applied only to a fixed-sized
community.
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Cellular-automata
Modeling
Network-based Modeling

Agent-Based Modeling

based

Reflects
the
heterogeneous
environment found in nature.

Neglects the social behavior and dynamics of
interactions between the individuals.

Provides a realistic view of the system
and is less computation-intensive

Becomes tedious in case of large networks.

i.
ii.
iii.

Captures
emergent
phenomena.
Provides a natural description
of the system.
Flexible

ABM can be used to model the emergency
department. It can be used to model the efficient
scheduling of the physicians. The efficient scheduling
of the physicians would help in reducing the waiting
time of the patients. Reduction in the waiting time of
patients would in turn reduce the chances of infection
spread from an infected individual to an uninfected
person.[17-18]. ABM can be used to improve the
quality of health care provided to the patients [16].
ABM can be used for modeling the spread of
various epidemics and pandemics [9]. ABM can be
applied at a community level as well as an
institutional level. At an institutional level ABM is
used to model the hospital emergency department
[22].
The comparison of the various healthcare
modeling techniques have been described in Table 1.
Of all the modeling techniques ABM is considered as
a novel technique to model the spread of epidemics
and infectious diseases. . ABM provides a natural and
realistic description of the system. Since ABM
incorporates agents, the dynamic interactions between
the individuals can be realistically represented. ABM
can be made flexible to add random agents into the
system. Due to the dynamic interactions that can be
represented by ABM, the spread of contagious
diseases can be realistically represented. The realistic
presentation of the system using ABM enables the
analyst to study the transmission of contagious
diseases and epidemics in a very effective and simple
manner. The analyst gets a very detailed description of
the system which proves to be useful in taking the
preventive measure. The effect of the disease spread
can be studied to find the effective methods to control
the transmission of disease.
III. CONCLUSION
The various healthcare models have been studied
in this paper.As the growth rate of human population
increases, the rate of the spread of infections will also
increase. Identifying the disease transmission modes
after the epidemic outbreak would be an expensive
method. This would cost a lot of patient life and health
care cost also. Modeling the disease spread even
before the epidemic break would help to reduce the
patient mortality and healthcare cost.These healthcare
models prove to be a good technique to understand the

i.
ii.

Should be built for a specific
purpose.
Computation intensive and timeconsuming

spread of various diseases and epidemics. These
healthcare models prove to be a noble way to control
the spread of contagious diseases.
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Abstract—This paper presents a non-intrusiveapproachfordrowsinessdetection,basedon oxygen level in blood and
computervision.It is installed in a car and it is able to work under real operation conditions. An pulse oxi meter is fixed to the
driver’s body. An IR camera is placed infront of the driver, in thedashboard,in order to detec this face and obtain drow siness
clues from their eyes closure. It works in a robu stand automatic way, without priorcalibration. The presented system is
composed of 3stages. The first one is pre-processing, which includes face and eye detection and normalization. These cond
stage performs pupil position detection and characterization, combining it with an adaptive lighting filtering to make the
system capable of dealing without door illumination conditions.The final stage computes PERCLOS from eyes closurein
formation. In order to evaluate this system, an oUt door database was generated, consisting of several experiments
carriedoutduringmorethan25driving hours. A study about the performance of this proposal, showing results from this test
bench, is presented.
Index Terms—Intelligent Transportation Systems, Driver Drowsiness, PER centage of eye CLO Sure(PERCLOS),Illuminationin dependence.

The third category is base don visualas sessment.
Computer vision can bean aturaland no nintrusive
technique for monitor ring driver’sstate from face
images. The seap proaches are effective due to
sleepinessis reflected through the face and eyes
appearance. There are different kinds of algorithms
proposed in the literature: methods based on
standard
cameras
[14],[15];
IR
cameras
[5],[16]and[17];and stereo cameras [16],[17]. Most
of them pursuit to measure two different
parameters:headposeandPERCLOS. Someofthemare
commercial, such as :Smart Eye[16]or Seeing
Machines [17].However, the seproductsare stillbou
ndtoe nviron ments under control and requ ire hard
calibration processes.
The validation for the experimental protocol is
Con duct edinlaboratory,indr ivingsimulators, for
ovious
safety
reasons.
Realroad
test
saremorerealbutitimplies higher risk [18]. Thereare
not so many outdoordriving condition databases
available in the literature. However,in ordertova
lidatethepropo sedsyst em,it is important to have a
balanced quantity of records of users in both
scenarios.
This paperprese ntsanon-intrusiveapproa chfo
rmonitoring driver drowsiness, based on computer
visiontechn iques, insta lledonarealcar. A n IRster
eocame raisplacedin front of the driver, in the das
hboar d, toobtain PERCLOS. Henceit has
beenshowntobethebestparameter for out door
conditions. The system is bound to real-time and
robustness restrictions. Our proposal does not need a
calibration process and includes techniques to
overcome the typical problems of image processing
algorithms, such as: changes of lighting conditions,

I. INTRODUCTION

Sleep in ess during driv in ghas been proventobe
one of the maincauses of traffic accidents.
Specifically, Klaueretal. [1]hasshownthatdrivingwhen
the user is sleepy increases the risk of having an
accident between four and six times, compared to
driving when the user is a wake . Further more, the
risk of suffering an accident is higher at night[2]orin
situations with sleep deprivation[3].Infact,atleast1520% of all vehicle accidents have been estimated to be
sleepiness related[4].Therefore, it is convenient to
develop a system which monitors the physical and
mental state of the driver It should alert at the critical
moment when the driver is getting fatigued,
preventing accidents. In the last decade, diverse
techniques have been developed for monitoring
drivers. The techniques used to detect driver’s sleep in
ess can be generally divided in to three main
categories [5]. The first category includes methods
based on biomedical signals [6]and [7].Usually,they
require electrodes attached to the body, which of ten
causes an no yance to the driver .Most of the marefar
from being in traduced in the market[8].
These category includes methods based on driving
behaviour. They basically evaluate variations in
several signals recorded by CAN bus[9],[10],which
are easy to acquire. That is the reason why some of
these systems have entered the commercial market
[11], [12] and [13] butthere are few detailsa
vailableabout them to perform a proper
comparison. They are subjected to constraints
related to the kind of vehicle ord river, so the seusual
lyrequire long train in gperiods.
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user appearance and fast head movements. For the
evaluation of the proposed system, several
experiments have been carried out with a twofold
objective: (a) To gathera database inout door driving
conditions and (b)to exhaustively validate the
proposed system, using proper data. In section II the
simulator, the method used to study the drivers state
and the generation of the ground truth are described.
Section III depicts the algorithm used to detect
drows in essin drivers. After that, resultsassociated
with a video sequence and it scompar is on with the
ground tru this Presented in sectionIV. Finallyin
section V conclusions and future works are
presented.

II. DETECTION OF
OXYGEN LEVEL
A.PulseOximeter:

slightly more opaque and so less light reached the
detector. With each heart pulse the detector signal
varies. This variation is converted to electrical pulse.
This signal is amplified and triggered through an
amplifier which outputs +5V logic level signal. The
output signal is also indicated by a LED which
blinks on each heart beat.
III. ALGORITHM FOR VISUAL-BASEDD
ROW SINESS DETECTION
The
system
architecture
flowchart
is
showninFig.2.The input image, which is taken from
the IR sensitive camera, corresponds to a driver’s
face, who can be affected by different states of
drowsiness. The input image is processed to detect
face and eyes applying Viola and Jones algorithm
and a Kalman filter to track the irposition. Once the
eye sared etected, ir is centre location module is
executed. It is based on integral projections. Then
the eyes closure is calculated by using a Gaussi an
Model. From this parameter, PERCLOS is
estimated[19].

BLOOD

The pulse oximeter is designed to give digital output
of blood oxygen level when the finger is placed on it
and this connected to an lcd to display the oxygen
level.It works on the principle of light modulation
by blood flow through The sensor consists of a
super bright red LED and light detector. The LED
needs to be super bright as the maximum light must
pass spread in finger and detected by detector.

Fig2General diagaram
A. Face and Eyedetection
In this stepeyes position will be located
throughout the whole image sequence. It is a very
complicated challenge because of the different face
colours, expressions, poses, relative sizes and very
uneven
illumination
conditions.
Among
allthetechniquesrelatedtofaceandeyedetection,Viola
&Jones[21]detector
wasselected,
becauseface
detection performance is high in front al and few
later al face positions. Eye search is carried out in
two steps. The first one cons is tsin looking for the
face. Assoonas the area is found, the eye detector is
applied on it. Detection failures between consecutive
images are smooth educing a Kalmantracker. It gives
robustness to the PERCLOS measurement when
dealing with fast face movements. It is easyto

Now, when the heart pumps a pulse of blood
through the blood vessels, the finger becomes
slightly more opaque and so less light reached the
detector. With each heart pulse the detector signal
varies. This variation is converted to electrical pulse.
This signal is amplified and triggered through an
amplifier which outputs +5V logic level signal.The
output signal is also indicated by a LED which
blinks on each heart beat.the finger. The sensor
consists of a super bright red LED and light detector.
The LED needs to be super bright as the maximum
light must pass spread in finger and detected by
detector. Now, when the heart pumps a pulse of
blood through the blood vessels, the finger becomes
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implement And its computational load I slow,which
is one of the restrictions of this system. The
improvement using this filter is consider able, since
it keeps the ROI enoughst ability to get good
measurements.

(a)

C. Eyeclosureevaluation
The eye closure evaluation algorithm is composed of
integral projections, horizontal land vertical, from
the detected eye area, to have an estimation of there
is centre. Eye closure, or height, is evaluated
measuring the standard deviation of the data and
modeling he m by a Gaussian (Fig.6).From the
empirical experience, the integral projections appe
are d to be Gaussian. Thevarianceisestimated forboth
directions, the vertical onec orresponds to the eye
height, which isused to obtain the PERCLOS.
To evaluate the eye closure percentage, a previous
alibration process is needed. The calibration process
is automatically carried out during the first
10seconds of the exercise. The driver hasto lookat
the road, when he is a wake , in relaxed position and
the algorithm calculates then ominal eye
closurevalue. Using this nominal value, the in
stantaneous percentage of eye closure is evaluated. It
is computed from the ratio between there is height in
the current frame and its nominal value.The eye
closure percentage issued in then step, which
evaluates PERCLOS.

(b)
Fig. 3. Face and eyes detection in real conditions

B.Eye Image Filtering
Once the ROI
is
calculated for each eye,
morphologic transformations are appliedin order to
remove bright artifacts. Therefore, a normalization
to enhance gray levels Is used. In Fig.4 three images
are shown. The first one is the original image, the
second shows the result of a Hatfilter[22],and the
third shows the normalized image. Anormalization
isused in stea do fan equalization, since the latter has
some side effects, like non-linear gray level
distortion, illumination and shadow transformation,
that are not convenient for this application.

(a)

(b)

(c)
(a)

Fig. 4. (a) Original eye detection; (b) Hat transform; (c)
Normalized image

(b)

(c)

Fig.6.Sampleofaspect-ratiooftheeyeclosure

This transformation depends on the illumination
conditions, which is very challenging when dealing
without door conditions. Therefore, an adaptiveal
gorithm is developed to geta better image in which
evaluate the eye closure. This adaptive approach his
composed of a sequence of filters. An example of this
sequencial processing is shownin Fig.5.

Whenthedriver’sheadisturnedandthealgorithmdoes
notdetectany PERCLOS decreasesduetothefact
thatitisacluethatthedriverisawake.
D.Drowsinessparameteresti
mation
PERCLOS is one of the most important
parameters for driver drow siness detection. Its
howmuch and how Long the eye sare opened
computing the average in a temporal window, whose
duration is commonly accepted to be 20 secs. To
make this measurement more accurate , it is
necessary to distinguish between blink and
PERCLOS. Blinking time has to bere moved from
the estimation. Certaincommonly accepted thre
sholds are already defined for eye closure, to
introduce the measurements in the accumulators
needed to estimate this parameter without blinking.

Theappliedmasksare5pixelssquare,beingtheirelements
zero, exceptforthecentral row, which settoones
exceptforthecentralelement.Itincreasesitsvaluefrom1
to6,dependingoftheusedfilter.Thisfilteringerasessome
of the artifacts, shadowsandlightings that can be found
on the image. Ittakesonlythemainobjects oftheimage,
being mostofthetimes, there is andtheuppereyelid
The filters are sequencially applied until the
eyeclosure evaluation falls below acerta in threshold,
which is experimentally setto30 pixels. It is valid for
all the tested users, although it is dependent of the
kind of Lensused and the distance between the face
and the camera. The other stopping Criteria is the
maximum number of applied filters, which is setto 6.
Whenanyof the conditionsare achieved,the current
imageistakenforthePERCLOSevaluation.

V.CONCLUSION AND FUTURE WORKS
This paper presents an non-in trusive approach for
monitor- ing driver drowsiness, based on computer
vision techniques, installed on arealcar, capable of
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and the risk of high way accidents.”Slee,vol.24,pp.401–
406,2001.

dealing with real operation conditions. Most of the
previously addressed works can only deal within
door conditions, like natural is tics imulators or night
conditions, in which the illumination is under
control. The proposed system is user-independent
and can evaluate PERCLO Sindicatorinre altime, in
both, simulation and real operation scenarios.
Results obtained with our system are similar even
better than other commercial ones[17], [16], Being
more flexible and open source.The commercial
system soften requirea non-trivial calibration
procedure, to adjust the detection.The proposed
PERCLOS estimation method has demonstrated to
be accurate, showing specificity of 92.21% and a
sensitivity of 79.84%in average, considering only
this parameter. The fusion of this indicator with
other driving indicators improves the results,
reaching
a
recall
rate
of
90.68%
.Thecomputervisionalgorithms, onotneedacalibration
setuptode termine
he eye sclosure. However,
PERCLOS assessment needs a nominal eye closure
value. This nominal value is dependent on the
constraints of the driver’s eye and thes elected
camera lens, although it is estimated in aninitial
automatic process, which makes this system flexible
to be install ledin any vehicle. The developed system
is robust against strong illumination variations,and
complies real time computation equirements. This
system has been widely tested, not only for out door
conditions, but for controlled illumination conditions
in a natural is ticsimulator[19].Generating a ground
truth for drows in essdriver signal by Psychologists
experts is the key to correctly evaluate the recallrate
of any method related to drowsing esss detection.
The application of appearance-based techniques by
using SVM classifiers could complement the
characterization algorithm simple mented, in order to
improve the eye aperture estimation. In addition,
SVM classifier could be used to improve eye
blinking detection. The data fusion with other
indicators like blink frequency, Fixed gaze, lane
deviation and amplitude of wheel turns, could
improve the performance of the system.
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Abstract— Image denoising is the process which is used for removing the noise from an image. Different filters are used for
denoising an image. Non-local means (NLM) filter is one of the algorithms which are used for filtering an image. The main
problem of basic NLM filter is the high computational cost and complexity. The basic NLM algorithm can be improved by
different ways. In this paper we are using Conditional Random Sampling (CRS) for reducing the dimensionality.
Keywords-NLM,denoising,filtering, conditional random sampling, dimensionality reduction.

The Euclidean distance for the noisy
neighborhoods will raise the following equality [2],

I. INTRODUCTION
Noise in an image can be defined as the
random variation of brightness or color information
in images. There are different image denoising
algorithms used and they are classified as spatial
domain filtering and transform domain filtering. The
transform domain filtering can achieve better
performance but it needs higher computational cost.
Spatial domain filtering can be further classifies as
into linear and nonlinear filters. Linear filters are easy
to design and implement. Non-local means filter is
one of the filter which is used in spatial domain
filtering. Non-local means filter is averaging all
observed pixels to recover a single pixel. NLM filter

E vNi   vN j 

1 
w(i, j) 
e
z(i)

w (i, j )v ( j )

j I

depend on the

similarity calculated between the pixels i and j. The
similarity between the two pixels i and j depends on
the similarity of the intensity grey level vectors

v( N i ) and v( N j ) . The weighted Euclidean distance
be

expressed

as

following

||v ( Ni )v( N j )|| 22 ,a
h2

Fast NLM [3] is one of the methods which
are used to improve the basic NLM algorithm. The
original NLM algorithm has high computational cost
because it calculates weights for both similar and
dissimilar windows. In fast NLM the dissimilar
windows are ignored. The dissimilar widows are
ignored by setting their corresponding weights to zero
because there is no use to compute the zero-weights
of dissimilar windows. A preclassification technique
is needed for computing the most of the pixel and the
similar windows are selected. The gain in
computation time is depends on the image content.
This algorithm produces much sharper denoised
images with few artifacts.
Tanaphol Thaipanich et. al [4] introduced the
Adaptive NLM (ANL) algorithm. In this method it
first employs the SVD method and the K-means
clustering (K-means) technique for robust block
classification of a noisy images. And the local
window is adaptively adjusted for matching the local
property of the block. Finally, a rotated block
matching algorithm is used for better similarity
matching. The block classification is achieved by
applying the Singular Value Decomposition (SVD).
The Principal Component Analysis (PCA)
[5] is used with the NLM to reduce the
dimensionality of an image. In PCA the
neighbourhood vectors are projected onto a lower
dimensional subspace. And then the neighbourhood

estimated value will be NL[v](i), for a pixel i, can be
computed as the weighted average of all the pixels in
the image [2],

can

 2 2

|| v ( N i )  v ( N i ) || 22 , a
Z (i )   e
h2
j

v  v i  i  I  is the noisy image, then the

wi, j  j

2,a



The basic NLM algorithm is introduced by A. Buades
et al. [1] [2] for image denoising. And the
performance of NLM is enhanced by fast NLM [3],
NLM with PCA [4], and NLM with SURE [5]. If

Where the weights

2

Where Z (i) is the normalizing constant and can be
expressed as in [2],

II. RELATED WORKS



2,a

 uNi  uN j 

And the weight can be calculated as in [1],

has better results but it needs more computation time for the
weight calculation. There are so many changes have been
done for improving the performance of NLM.

NL[v](i)=

2

[2]

|| v( N i )  v( N j ) || 22 , where a>0 is the standard
deviation.
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similarity weights are computed using the distance in
this subspace. When the neighbourhood vectors are
projected onto lower subspace then it will save the
computational cost. And can also be easily applied to
other denoising and segmentation algorithms.
SURE [6] stands for Stein’s Unbiased Risk
Estimate and which is used for monitoring the Means
Square Error (MSE) of the NLM algorithm. By using
the SURE it is possible to assess the MSE without the
knowledge of noise free signal.

1. The Sampling/Sketching Procedure
Sketching procedure works as follows:
 First generate a sample of random
permutation mapping.
 Then for each data point (row) in A, apply
the mapping on the column IDs of the nonzero entries and store the Ki entries with the
smallest permuted IDs.
That is, if the permuted ID of a non-zero
entry is less than or equal to Ki, we store this
entry.
2. The Estimation Procedure
The estimation task for CRS is simple. After
constructing the conditional random samples from
sketches K1 and K2 with the effective sample size
Ds, can compute any distances from the samples and

III. IMPLEMENTATION
Dimitri Van De Ville and Michel Kocher
proposed NLM with dimensionality reduction and
SURE based parameter selection [7] Here in this
paper we are using Conditional Random Sampling
(CRS) [8] as dimensionality reduction method instead
of PCA. CRS is specifically designed for sampling
massive sparse data. Figure 1 describes the flow of
this algorithm.

multiply them by

to estimate the original space.

Figure 2 represents the denoising performance of an
image.

Figure2: Denoising

B. Stein’s Unbiased Risk Estimate (SURE)[5][6]
SURE is one easy way for estimating the
MSE of an image degraded by additive Gaussian
noise. By using this principle, one can select optimal
parameters for regularization in inverse problems, in
denoising
strategies for wavelet thresholding, or
using a numerical procedure for denoising approaches
in general.
The mean squared error (MSE) of a
denoised image with respect to its noise-free version
can be calculated. The value of MSE is estimated
from the denoised image. SURE can be used to
estimate the value of MSE.
The value of the MSE can be estimated
using the following equation,

Figure 1: Flow chart.

A. Conditional Random Sampling
CRS is simpler than stable random
projections and performs stable random projections
when the data are reasonably sparse. CRS is
applicable for approximating many kinds of summary
statistics, including multi-way associations, pair-wise
distances for any α > 0, particularly suitable when
the datasets are sparse. This technique can be applied
for both static data and dynamic data.
CRS is a two-stage procedure, and it
includes sketching stage and an estimation stage. In
the sketching stage, it scans the data matrix once and
stores a fraction of the nonzero elements in each data
point, as sketches. In the estimation stage, it generates
conditional random samples.

MSE ( ) =

=

Euclidean norm
Then we can define the peak signal- to-noise
ratio (PSNR) as,
Where

PSNR (MSE ( )) =-10
 peak intensity value of the image
SURE provides a mean for unbiased
estimation of the true MSE. That can be specified by
the following expression,
Where
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SURE (

=

-

+2

C. NLM Algorithm[6]
NLM filter is used for denoising an image
which is added with white Gaussian noise. Let y = x
+ n and y is the observational model, x is the vector
representation of the noise-free image containing N
pixels and n is the zero-mean white Gaussian noise
of variance
I. The pixel-based NLM algorithm is a
spatially adaptive filter that maps the measured data
Y into as follows:

Figure3: Results

CONCLUSION

=

The method discussed above provides better
performance in denoising an image. It takes less time
for weight calculation and also the time complexity is
reduced. This method can enhance the performance
of NLM algorithm.

Where s1 is the search region around I and
is the Weights that compare the neighborhoods
around pixels k and I. Then we can calculate the
weight as,
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Abstract ─This paper presents the comparative study of various orthogonal tansforms used for the image compression. The
orthogonal transforms are used for analysis of global properties of the data into frequency domain.The major four
orthogonal transforms such as Discrete Cosine transform (DCT), Discrete Hartley transform (DHT), Discrete Walsh
transform (DWT) and Discrete Kekre transform (DKT),which are used specially for the compression of images where
tolerable degradation is required.These transforms has fixed basis images which gives good compromise between
information packing ability and computation space complexity. The paper is also extended some background of wavelet
transforms and data compression to identify benefits from the advantages of orthogonal transforms and analysis of wavelet
transform to improve the performance of compression algorithm.
Keywords─Orthogonal transform, Wavelet transform, Discrete Cosine transform(DCT), Discrete Kekre transform(DKT),
Discrete Hartley transform(DHT), Discrete Walsh transform
( DWT).

I.

classified into lossless compression and lossy
compression [2].In lossless compression schemes, the
reconstructed image is numerically identical to the
original image after compression. Lossless image
compression is particularly useful in applications
such as image archiving and facsimile transmission.
In lossy compression, eventhough the reconstructed
image is not similar to original image, most of the
applications today use lossy image compression only
because of its high compression ratio compared with
lossless image compression.It is not necessary or
even desirable that there be error-free reproduction of
the original image. For example if some noise is
present, then the error due to that noise will usually
be significantly reduced via some denoising method.
In such case small amount of noise introduced by
lossy compression is acceptable.Lossy compression
has another application of fast transmission of still
images over the internet.
Currently many Orthogonal transforms are available
under lossy scheme compress the image by reducing
the size of the imageupto tolerable degradation of
quality of image.The four basicorthogonal transforms
are DCT, DHT, DWT, DKT. DCT was first proposed
by Ahmed et al. in 1974 [3]. It is used to transform
digital image data from the spatial domain to the
frequency domain. DHT was first proposed by Robert
Bracewell in 1983 [4].It involves magnitude and
phase compression which improves the better
performance and the magnitude and phase is
processed separately. Here the quantization of
frequency samples in less bits has increased the
compress ratio. In DWT isa method for compressing
the image, here to compress a 2D image of size N×N
requires only additions and no multiplications is
required [5].DKT is a orthogonal transform used to

INTRODUCTION

Image compression is an application of data
compression that encodes the original image with few
bits [1]. Data compression becomes more and more
significant for reducing the data redundancy to save
more hardware space
and transmission bandwidth. In computer science and
information theory, data compression or source
coding is the process of encoding information using
fewer bits or other information-bearing units than an
unencoded representation. Compression is useful
because it helps reduce the consumption of expensive
resources such as hard disk space or transmission
bandwidth. The objective ofimage compression is
minimizing the size of graphic file without degrading
the quality of the image. The reduction in file size
allows more images to be stored in a given amount of
disk or memory space. It also reduces the time
required for images to be sent over the Internet or
downloaded from web pages. There are several
different ways in which image files can be
compressed. The two most common compressed
graphic image formats are the JPEG format and the
GIF format. The JPEG method is more often used for
photographs, while the GIF method is commonly
used for line art and other images in which geometric
shapes are relatively simple.
Image compression is a widely addressed research
area for an efficient transmission and storage of
images. It consists of large amount of information
that requires much storage space, large transmission
bandwidth and long transmission times. Therefore it
is advantageous to compress the image by storing
only the essential information needed to reconstruct
the image. Image compression techniques can be
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compress the image efficiently which is of any
size[6].

based image retrieval. For full 2-Dimensional DCT
for an NxN image:

II.

Number of multiplications required are N2(2N)and
Nnumber of additions required areN2(2N-2).
Unfortunately, the DCT coefficients, i.e., the entries
in it are evaluated to infinite precision. In traditional
coding methods based on the DCT, all compression
and all losses are determined by quantization of the
DCT coefficients. Even for lossless image
compression, this problem cannot be avoided,
because storing the coefficients to their full precision
would not yield any compression. What is proposed
is to evaluate all entries of the DCT matrix out to
only B digits past the decimal point. This means that
the DCT coefficients will have precision out to 2B
digits past the decimal point. A major consequence of
this action is that the resulting DCT matrix is no
longer unitary, and the inverses of the DCT matrix
and its transpose must be evaluated explicitly.

ORTHOGONAL TRANSFORMS

A. Discrete Cosine Transform (DCT)
The discrete cosine transform (DCT) is a technique
for converting a signal into elementary frequency
components. Like other transforms, the Discrete
Cosine Transform attempts to decorrelate the image
data. After decorrelation each transform coefficient
can be encoded independently without losing
compression efficiency. The Discrete Cosine
Transform (DCT) has been shown to benear optimal
for a large class of images in energy concentrationand
decorrelating. It has been adopted in the JPEG and
MPEG coding standards .However, lossless usually
result from the Quantization of DCT coefficients,
where this quantization is necessary to achieve
compression.
The
DCT
decomposes
the
signalintounderlying spatial frequencies, in which
itallows furtherprocessing techniques to reduce the
precision of the DCTcoefficients consistent with the
Human Visual System (HVS)model. The DCT
coefficients of an image tend themselves as anew
feature, which have the ability to represent the
regularity,complexity and some texture features of an
image and it can bedirectly applied to image data in
the compressed domain .This may be a way to solve
the large storage space problem andthe computational
complexity of the existing methods.The two
dimensional DCT can be written in terms of pixel
valuesf(i, j) for i,j= 0,1,…,N-1 and the frequencydomain transformcoefficients F(u,v):[7]

B. Discrete Hartley Transform (DHT)
Discrete Hartley transform is an integral transform
closely related to the fourier transform. It has some
advantages over the fourier transform in the analysis
of real signals as it avoids the use of complex
arithematic. The DHT has other applications in signal
and image reconstruction related to traditional phase
retrieval problems. These can be understood by
examining the analytic properties of the DHT in the
complex plane.
The discrete Hartley transform has the advantage of
solving the problem of phase wrapping [8]. The
magnitude and phase compression using this
transformation have proved better performance. It has
nonlinear filter for smoothing the resulting image
would be suitable for image enhancement. Here the
overall compression ratio is acceptable compresses to
about 15-30% the size of the original image.The DHT
contains information about the phase without a
computational complexity. The picture data are
represented by the DHT as follows :
i. Magnitude :
M (f) = | s(f) | =
(f) + (f)
The magnitude is compressed by combining two
methods :
 Substitution of blocks by noise of a
specific distribution.
 Quantization.
The entire image is divided into square blocks with
the size L. In each block the maximum value is
determined and Ineach block the maximum value is
determined and and compared to a threshold t. If the
value is smaller than the threshold, the first method is
applied, otherwise second one is used.
ii. Phase : expressed in V(f)
V(f) = SH(f) / M(f) = cos
+ sin
The discrete Hartley transform has very good
application in Biometrics, particularly in the field of
Palm Print Recognition. One particular research

The DCT tends to concentrate information, making it
useful forimage compression applications and also
helping in minimizing feature vector size in Content
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observation tells that the discrete hartley transform
performs better at 100% fractional coefficient or with
no cropping that it does at any other value. DHT has
an appreciable amount of Hardware saving and much
less computations compared to the DCT.
Discerete Hartley transform is a attractive alternative
to the Discrete Fourier transform (DFT), because of
its real valued computation and properties similar to
those of the DFT. An interesting property of the DHT
is that the same Kernel is used for both the Transform
and its Inverse Transform.

size NxN, which need not to be an integer power of 2.
[10] All upper diagonal and diagonal elements of
DKT matrix are 1, while the lower diagonal part
except the elements just below diagonal is zero.
Generalized NxNDiscrete Kekre transform matrix
can be shown as :

C. Discrete Walsh Transform (DWT)
Discrete Walsh
transform (DWT) shows almost
comparableresults when compared to the popular
discrete Cosine transform (DCT) in terms of
compression efficiency, Peak Signal to Noise Ratio
(PSNR) and visual results. The DWT is a best choice
which compromises between the computational
complexity and compression efficiency. The great
advantage of the DWT is its relatively very low
computational complexity when compared to DCT.
However there is nodefinitestudy reported in literature
regarding the statistical distributions of DWT
coefficients ofnatural images.

The formula for generating the element Kxy of DKT
matrix is

The DWT is an orthogonal non sinusoidal transform
whichis also having comparable performance in
image compression applications when compared to
DCT. TheDWT is popular because of its very low
computationalcomplexity.

DKT is also used for the novel content based image
retrieval techniques. The database image features are
extracted by applying DKT on gray plane and color
planes.

Discrete Walsh transform is defined as a set of N
rows, denoted Wj, for j = 0,1, .... , N - 1, which have
the following properties:




Wj takes on the values +1 and -1.
Wj[0] = 1 for all j.
WjxWkT= 0, for j k and WjxWkT = N, for j
= k.
 Wj has exactly j zero crossings, for j = 0, 1,
...N-1.
Each row Wj is even or odd with respect to its
midpoint.

For taking Kekre Transform of an NxN image, the
number
ofrequired multiplications are (N-1) and number of
additionsrequired are 2N(N-1).

Table I. Comparativemeasure of orthogonaltransform
[11].

Discrete Walsh transform matrix is defined using a
Hadamard matrix of order N. The DWT matrix row is
the row of the Hadamard matrix specified by the
Walsh code index, which mustbe an integer in the
range [0, ..., N - 1]. For the Walsh code index equal to
an integer j, therespective Hadamard output code has
exactly j zero crossings, for j = 0, 1,..., N - 1.
For the full 2-Dimensional Walsh transform applied
to image of size NxN, number ofadditions required
are 2N2(N-1) and absolutely no multiplications are
needed in Walsh transform.

The computational complexity of all the four basic
orthogonal transforms for any N×N image and
256×256 image of size is shown in Table I.
All the basic orthogonal transforms is arehaving
some disadvantage in which there computational

D. Discrete Kekre Transform (DKT)
The Discrete Kekre transform is a novel noninvolutional orthogonal transform.DKT can be of any
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complexity for compressing image of size N×N. To
overcome
these
problems
a
method
of
wavelettransforms is proposed for efficient image
compression.

of wavelet
obtained from
those orthogonal
transforms is expected to give better compression.
The Wavelet transforms formed from the orthogonal
transforms produces the best image compression
method. Because it is observed that the the accuracy
of compression done by orthogonal transforms also
not that much efficient when compression ratio is
more. Hence it is expected that generate the wavelet
transforms to compress the image efficiently.The
comparison the Wavelet Transforms with the
orthogonal transforms to check performance is made
by taking the Data loss in thecompressed image of all
transforms with percentage of compression done.

III. ANALYSIS OF THE WAVELET
TRANSFORM
Wavelets are the mathematical functions that cut up
data into different frequency components, and then
study each component with a resolution matched to
its scale.The wavelet analysis procedure is to adopta
wavelet prototype function, called an analyzing wave
or mother wave.[12] Other wavelets areproduced by
translation and contraction of the mother wave. By
contraction and translation infiniteset of functions can
be generated. This set of functions must be
orthogonal and this conditionqualifies a transform to
be a wavelet transform. Thus a transform is qualified
to be a wavelettransform if and only if it satisfies the
condition of orthogonality. Thus there are only few
functionswhich satisfy these conditions. Principal
advantage of wavelet is that they provide timefrequencylocalization.
Temporal
analysis
is
performed with a contracted, high-frequency version
of theprototype wavelet, while frequency analysis is
performed with a dilated, low-frequency version
ofthe same wavelet. The exact shape of the mother
wave strongly affects the accuracy andcompression
properties of theapproximation. Because the original
signal or function can be represented in terms of a
wavelet expansion (using coefficients in a linear
combination of the wavelet functions), data
operations can be performed using just the
corresponding wavelet coefficients. And if you
further choose the best wavelets adapted to your
data,or truncate the coefficients below a threshold,
your data is sparsely represented. This sparse coding
makes wavelets an excellent tool in the field of image
compression.
For any orthogonal transform, we can generate
wavelet transform matrix of size of N2×N2. For
example, from orthogonal transform of size 5×5, we
can generate corresponding Wavelet transform matrix
of size 25×25. In general M×M Wavelet transform
matrix can be generated from N×N orthogonal basic
transform such that M = N2
The idea of Hybrid wavelet transform comes into
picture in view of combining the positive traits of the
different orthogonal transform wavelets to exploit the
strengths of the both the transform wavelets for
compressing the image efficiently with very less
information loss.
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The analysis shows the Performance of the
orthogonal transforms represented are not that much
efficient in the compressing efficiency and
computational complexity.Hencehence a new method
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Abstract—The dependence on information technology became critical and IT infrastructure, critical data, intangible
intellectual property are vulnerable to threats and attacks. Organizations install Intrusion Detection Systems (IDS) to alert
suspicious traffic or activity. Monitoring and identifying risky alerts is a major concern to security administrator. The present
work is to design an operational model for minimization of false positive alarms, including recurring alarms by security
administrator.Intrusion detection is the process of monitoring computers or networks for unauthorized access, activity, or
data modification, so that action may be taken to prevent an intrusion attempt or a threat to be the potential possibility of a
deliberate unauthorized attempt to access information,manipulate information, or render a system unreliable or unusable.
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I. INTRODUCTION

none of their objectives are fulfilled; where as, a
victim perceives an attack as unsuccessful
if there are no consequences that result from the
attack. Unsuccessful attacks from the perspective of
an intruder may still have one or more consequences
for a victim. A new technique of proactively
detecting intrusion is to lure attacker to attack and
record their signature. Then by means of intrusion
prevention these attackers can be dealt carefully. This
technique is called as deception. There are two types
of intrusion detection schemes: anomaly based and
rule-based. Anomaly-based IDS (Intrusion Detection
System) model watches for activities that are
different from a user's or a system's accepted normal
behaviour. A rule-based (or signature-based) IDS
model, on the other hand, watches for activity that is
similar to known patterns of attacks.

Intrusion detection (ID) is a rapidly evolving and
changing technology. Intrusion detection systems first
appeared in the early 1980s [1].While statistics on the
growth of attacks provide a more solid basis for
justifying the need for intrusion detection (ID), case
histories can often be more persuasive. Over the past
few years, the growing number of computer security
incidents on the Internet has reflected the growth of
the Internet itself. Because most deployed computer
systems are vulnerable to attack, intrusion detection
(ID) is a rapidly developing field. Intrusion detection
is an important technology business sector as well as
an active area of research. In the 1980s, intruders
were the system experts. They had a high level of
expertise and personally constructed methods for
breaking into systems. Use of automated tools and
exploit scripts was the exception rather than the rule.
Today, absolutely anyone can attack a network due to
the widespread and easy availability of intrusion tools
and exploit scripts that duplicate known methods of
attack. Intrusion is defined as "any set of actions that
attempt to compromise the integrity, confidentiality,
or availability of a resource." An intrusion detection
system (IDS) inspects all inbound and outbound
Manuscript received December 13, 2010; revised
March 13, 2011.Network activity and identifies
suspicious patterns that may indicate a network or
system attack from someone attempting to break into
or compromise a system. Typically, says that an
intrusion has taken place when an attack is considered
successful from the victim’s perspective, i.e., the
victim has experienced some loss or consequence. A
successful attack is enabled by the presence of
vulnerability in the victim’s system that is exploited
by an intruder with an objective. The term intrusion
to mean a successful
attack. An attack is
unsuccessful from the perspective of the intruder if

A. Classification of Intrusion Detection System
There are two basic types of intrusion detection
system: host based and network-based. Each has a
distinct approach for monitoring, securing data and
systems.Host-based IDS’s examine data on individual
computers that serve as hosts, while network-based
IDSs examine data exchanged between computers.
William Stallings [8] classified IDSs based on
various parameters, Rule-based Detections and
Statistical Anomaly Detection. Statistical anomaly
detection systems are grouped into Profile based
detections and threshold detection. IDS based on
concept of processing misuse detection or anomaly
detection. IDS based on Anomaly detection create
behavior model for the monitored infrastructure
including its users. Any deviation from normal
behavior, beyond defined threshold, marks the action
as suspicious.Alternately, a set of signatures stored in
a knowledge base will be used by misuse detection
IDS to identify intrusion attempts.
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The behavioural approach uses a statistical model
and it’s based on a profile of normal behavior of the
user, in light of several random variables. During the
analysis, we calculate a rate of deviation between
current behavior and past behavior. If this rate
exceeds a certain threshold, the system said it was
attacked. For example, an employee working in a
company which connects the night at certain times, in
addition to the day might bring IDS to report unusual
behavior.
The main advantage of behavioural, IDS is to
detect new types of attacks. Indeed, the IDS is not
programmed to recognize specific attacks but to
report any abnormal activity. The latter uses the
profile constructed from past events to compare to
current events of the collector. However, this
approach can lead to many false alarms as it cannot
detect certain attacks.

i. Scenario approach
This approach consists to look into the activities
of the supervised entity fingerprints or signatures of
known attacks. Each of these signatures described an
attack very specific and each attack can be detected
by one or a sequence of events obtained from one or
more sensors (collecting information). These are used
to classify the events of attacks that can come from
either a host
(eg: audit files, track order
fulfillment, etc...) or a network. This is very similar to
antivirus tools and has the same drawbacks as these.
It is easy to see that this type of IDSs can only detect
attacks that they have the signatures.
They also require regular updates to their signature
database and their effectiveness depends on the
contents of this database. If the signatures are false or
improperly designed, the entire system is therefore
ineffective. This model is very simple to implement
and optimize.

II. LITERATURE REVIEW
A. Security Concerns
Despite nearly universal efforts to protect
corporate networks, today’s distributed organizations
are still susceptible to a multitude of attacks. IT
executives are challenged to extend security beyond
the corporate backbone to protect a variety of
potential
vulnerabilities,
including
Internet
connections, communication channels between
remote and corporate offices and links between
trusted business partners. Unfortunately, the
preventive measures employed to secure corporate
resources and internal traffic doesn’t provide the
breadth or depth of analysis needed to identify
attempted attacks or uncover potential threats across
the organization.

Fig. 1: Detection model for the scenario approach

ii. Behavioural approach
This approach was proposed by J. Anderson [2]
in 1980, then revised and extended in. It consists to
detect if a user has an anomalous behavior with
respect to its habits.

B. Network Security Management
Network Security Management is a process in
which one establishes and maintains policies,
procedures, and practices required for protecting
networked information system assets. Security is the
process of staying informed. The goals of security
include Confidentiality (ensuring only authorized
users can read or copy a given file or object), Control
(only authorized users can decide when to allow
access to information), Integrity (only authorized
users can alter or delete a given file or object),
Authenticity (correctness of attribution
or
description), Availability (no unauthorized user can
deny authorized users timely access to files or other
system resources), and Utility (fitness for a specified
purpose).

Fig. 2: Detection model for the behavioral approach
International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
127

Analysis of Intrusion Detection System for Securing and Monitoring the Network

on Windows work differently. All operating system
kernel traps are intended to be executed only by
Windows subsystem shared libraries and not directly
by applications. Windows exploits largely obey this
programming practice, so library call enforcement
would detect most current Windows attacks. This
exploit design is largely an artifact arising from the
obfuscated set of Windows kernel traps. The kernel
trap interface is not widely published and may change
between operating system releases. Yet, details of the
Windows trap interface, called the “Native API”, are
available to interested attackers [7].These attackers
can convert an attack that calls subsystem library
functions into an attack that directly invokes
Windows kernel traps. Although library call
verification may detect today’s attacks, with little
effort attackers can alter their Windows exploits to
bypass the library call interface.Recent intrusion
detection systems monitor a combination of kernel
traps and function call return addresses stored on the
call stack [3, 8]. It is important to understand the
utility of function call monitoring given the
knowledge that the function call interface is
circumvent able [3]. In many simple IDS
implementations all the components are combined in
a single device or application.

III. INTRUSION DETECTION SYSTEM
Intrusion detection technology is technology
designed to monitor computer activities for the
purpose of finding security violations [1]. An
Intrusion detection system (IDS) is software and/or
hardware designed to detect unwanted attempts at
accessing, manipulating, and/or disabling of
computer systems, mainly through a network, such as
the Internet. These attempts may take the form of
attacks, as examples, by crackers, malware and/or
disgruntled employees [2]. A successful attack
subverts the execution of a vulnerable process in a
manner undetectable to an execution monitor. The
two threat models meeting this definition. Bypass
attacks exploit design deficiencies of a detection
system to avoid the execution monitor and generate
arbitrary unmonitored system calls [6]. The system
calls executed by the attack may not be allowed by
the execution monitor; unfortunately, the monitor
never intercepts the calls of a bypass attack.
Transformational attacks, such as a mimicry attack
[3, 4, 5], alter a detected attack so that it goes
undetected by the model-based detection system yet
carries the same malicious intent. A transformational
attack is allowed by the program model.IDS cannot
directly detect attacks within properly encrypted
traffic. An intrusion detection system is used to detect
several types of malicious behaviours that can
compromise the security and trust of a computer
system. This includes network attacks against
vulnerable services, data driven attacks on
applications, host based attacks such as privilege
escalation, unauthorized logins and access to
sensitive files, and malware. An Intrusion detection
system (IDS) is software or hardware designed to
detect unwanted attempts at accessing, manipulating,
and disabling of computer systems, mainly through a
network, such as the Internet. These attempts may
take the form of attacks, as examples by hackers,
malware or disgruntled employees. IDS cannot
directly detect attacks within properly encrypted
traffic. An intrusion detection system is used to detect
several types of malicious behaviours that can
compromise the security and trust of a computer
system. This includes network attacks against
vulnerable services, data driven attacks on
applications, host based attacks such as privilege
escalation, unauthorized logins and access to
sensitive files, and malware (viruses, Trojan horses,
and worms).IDS can be composed of several
components: Sensors which generate security events,
a Console to monitor events and alerts and control the
sensors, and a central Engine hat records events
logged by the sensors in a database and uses a system
of rules to generate alerts from security events
received. There are several ways to categorize IDS
depending on the type and location of the sensors and
the methodology used by the engine to generate
alerts. Current exploits against processes executing

A. Misuse detection
Misuse detection sets up the attack behaviors
based on known attack behaviors during the
Development stage. The misuse detection is similar to
antivirus software. The antivirus software compares
the scanned data with known virus code. If system
finds un-normal attributes, the virus is existence and
removes it. Hence, misuse detection collects the
known attack behaviours from attribute database. If
the attack behavior is similar to the one in database,
the misuse detection can defend it before the intruder
destroys our system.
B. Anomaly detection
Anomaly detection is different from misuse
detection. The system constructs user model based on
normal users have behaviors. When user has
misbehaviors, the system notifies users that has an
intruder. The main drawback of anomaly detection is
that the detection is depended on the latest attack
models, so it can’t identify new attack behaviors.
The intruder attack methods will be changed, so
anomaly detection system collects normal behaviors
and detects intruding using normal behaviors. The
anomaly detection system has a party with clearly
defined correct user behaviors. The problem is
intruder uses normal behaviors to attack the system.
IDS system monitors the packages transmissions on
the network. While malice behaviors have happen,
IDS will send an alert to the network manager or use
a related method to defense the attacks.
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IV.

CONCLUSION
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Abstract—Human Resource department (HR) plays vital and tedious role in recruiting manpower for organization and
forced to use more accurate talent evaluation applications for selecting multi-talented personnel based on resumes, received
in huge quantity but most of the talent evaluation applications are based on evaluating talent but not risk factors. This paper
presents the solution for selecting appropriate talented personnel resumes without risk factors using association rule mining
(ARM) technique of data mining. The automated intelligent agent based system (AIAS) built using knowledge-based system
for decision making process on logical rules and facts obtained from domain expert and past learning experiences using
ARM technique which guides the HR Department. The practical experimental results obtained from AIAS encourage HR
department to take prompt decisions for recruiting talented personnel accurately without wasting interviewers time of
employer and employee. The proposed system also reduces frequent resignations, improves performance of talented
personnel without training cost and continuous monitoring.
Keywords- Human Resource department; talented manpower; association rule mining; automated intelligent agent based
system; knowledge based system;

The experimental results of our practical
implementation is shown in section 4 including
algorithmic steps.

I. INTRODUCTION
Recruiting multi-facet talented workforce in
organization is a challenging task for HR department
to place the organization at zenith in competitive
market, for this HR department make use of excellent
talent evaluation resume filtering tools [1]. Most of
the tools are built using data mining techniques [3],
[5]. HR department decision mostly depends on
performance of job seeker in technical test, group
discussions, written test and other skills. The talent
evaluation can be achieved with the help of
knowledge based and decision making systems but
risk factor cannot be achieved [6].
In this paper we have discussed two important factors
one is talent evaluation system at early stage is
unacceptable and second is risk factors faced after
recruiting talented people in the organization by HR
department. The first thing is few talented personnel
will be lost, if talent evaluation system applied at
early stage and the other consequences are frequent
resignations, training cost, continuous monitoring [2]
which incurs unnecessary inconsistencies to HR
department and obstruction for speedy development
of organization in competitive market.
The proposed two tier system architecture of
automated intelligent based agent system (AIAS)
helps to evaluate talent and risk factors for achieving
excellent accuracy in recruiting multi-facet talented
personnel in the organization by HR department. The
rest of the paper is organized as follows: In section 2,
we reviewed recent research advances in talent
evaluation applications and their consequences [4] in
perspective of risk factors involved [5]. The Section 3
describes operational phases of AIAS to validate
talent and risk factors involved, then shortlist
candidate resumes for recruiting talented personnel.

II. LITERATURE SURVEY
Recent studies reveal recruiting of talented personnel
for suitable job and right personnel with appropriate
skills to be justified [2] with the aid of talent
evaluation tools. We surveyed some of the talent
evaluation systems and their architectures that
matched with our system architecture [6] resume
talent evaluation system that filters unnecessary
resumes and presents to the interviewer. HR talent
evaluation system designed which show methods that
emphasizes on recruiting process using web-based
system by filtering resumes based on requirements of
organization [1]. Most of the tools are built using data
mining techniques [3]. The additional techniques for
talent evaluation system other than data mining such
as neural network, support vector machine, and
statistical methods not particularly useful for HR
department for decision making. Rough set theory to
some extent using rules that show presence of
uncertainty and vagueness, but accuracy of decision
making reduced.
Recruiting talented people by HR Department in
project oriented organization involves sentiments of
the employees and employee adaptability in
organization
[2].
Importantly
performance
management to improve skills of employees in the
organization which is not easy to handle depends on
psychological contract needs to be captured by HR
department and avoid frequent resignations in the
organization [4]. HRM based evaluation systems
now-a-days integrated with CRM, BPR techniques
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but unable to handle risk factor which is very
important to handle economic crisis
Identifying Association rules which is of interest
among frequent and infrequent Items [7] from the
database, patterns with low support often provide
valuable new insights. Disk- based data structure built
to evaluate patterns with high support and low
support among rare items [8], helped us to identify
negative and positive association rules.
Finally our survey concludes that there is struggle in
the market for searching best architectures and
sophisticated resume processing tools to improve
accuracy for evaluation of talent but not risk factors
involved.

A. Employee profiles database
The recruiter provides appropriate form requesting to
enter the information for job seekers based on
appropriate selection of type of job, qualification,
experience and other relevant fields provided. The
information given by job seekers will be stored in this
database. The fields displayed in the form are
mandatory to be entered for job seekers otherwise
form will not be accepted.

B. Data preprocessing
Data entered in the form is sensitive and stored at
different areas. Before applying mining technique
ensure that data is in rich quality. If not the data has
to be cleaned from inconsistencies, incompleteness
and noisy data that may erupt unexpectedly in the
database even after taking precautions.

III. COMPONENTS OF AUTOMATED
INTELLIGENT BASED SYSTEM (AIAS)
The working of two-tier architecture of our proposed
system with tightly coupled strategy is shown in
figure 1. The major components of the system
architecture are:
· Employee profiles database.
· Data preprocessing.
· Data Transformation.
· Pattern evaluation.
· Job posting rules.
· Domain expert and mined pattern(Historical data).
· Knowledge derived.

1) Data selection
Select relevant attributes from employee profile for
assisting the mining process. We have considered
eight different attributes for talent evaluation and
categorized them as Excellent, Good, Average, Poor
based on which talented candidate performance is
checked.
2) Data cleaning
The other attributes like age, name, phone number,
and email-id are neglected which are of less
importance for evaluation of talented personnel.
3) Data enrichment
Employee Profile attributes are again categorized into
sub attributes into different types like Degree
(B.Tech/B.E), PGDegree (MCA/M.Tech/MBA),
Branch (ECE/CSE/CIVIL /IT/EEE), Experience (02/1/2-4/10/10+).
C. Data Transformation
The data used in data enrichment is modified into
appropriate format using data reduction techniques.
For example the average marks of two or more
candidates are same like 79.56%, in such cases the
higher level of comparison in done based on marks
obtained in precedence subject and average is
transformed to either 79% or 80%.
D. Pattern Evaluation
Patterns derived from employee profiles are stored
using disk-based data structure to evaluate patterns
with high support and low support count among rare
items [8], which helped us to identify negative and
positive association rules. This technique is applied to
Candidate profile database (CPDB) and later to New
database (NDB) resulting to discover both positive
and negative association rules with skewed support
based on risk factor refer figure 2. Finally new rules
are derived to shortlist talented candidate resumes

Figure 1. Shows System Architecture of Automated Intelligent
based Agent System.
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based on risk factor using domain expert and mined
patterns (historical data) as explained later.

10. Generate the final list for selection of candidates
(FCLSDB).

E. Domain expert and mined patterns
Historical data of the organization from which
patterns are mined by applying association rule
mining techniques [10][12] which satisfies minimum
support and confidence pre-defined by recruiters for
patterns then final association rules are framed.
F. Knowledge derived (Rules)
The patterns that are derived from employee profiles
consists of both negative and positive association
rules [7],[8], are evaluated by adding the existing
patterns to historical data patterns and new patterns
are derived by applying association rule mining
technique [8]. Finally original rules are framed
and updated in the domain expert database utilized
for future use. The cycle follows as given in figure 1.
in a top-down approach and updates if required.
G. Job posting rule
The recruiter post job rules based on requirement of
the organization.
IV. IMPLEMENTATION OF AIAS &
EXPERIMENTAL RESULTS
The accuracy of the automated intelligent agent based
system (AIAS) computed using the formulae given
below.

Figure 2. Shows the working of Automated Intelligent based
Agent System (AIAS) for evaluating talented personnel.

1. Recruiter posted the pre-requisite and Internal Job
rules (hidden) in the database.
2. Job Seeker provides information by selecting
appropriate job from pool of jobs posted and
requirements given in the database by the recruiters.
3. Push the profiles into Candidate profile database
(CPDB).
4. Filtering involves redundancies, inconsistencies,
incomplete, noisy and syntactical errors in profiles
(data cleaning process).
5. Derive both negative and positive association rules
after applying apriori algorithm with automated or
user defined (variable support, depends on number of
records identified) confidence evaluated later.
6. Compare the rules derived with the constraint rules
placed by recruiter.
7. Build the selected candidate list
8. Augment the CLDB to HDB (History Database)
Generate New database (NDB) Note: (updation if
required) to knowledge based database (historical
database).
9. Reapply association rule mining algorithm with
automated pre/user-defined support and confidence.
(Perform comparison) generate new rules, and avoids
risk factor.

Figure 3. Display the form for job seekers to fill in the details.

The recruiter and job seeker time saved by filtering
talented resumes at later stage instead of initial stage
as shown in figure 2 of step 5, by finding negative
and positive association rules [8]. Step 6 compares
the rules derived with the constraint rules placed by
recruiter. The risk factors involved after recruiting a
person in organization is well thought-out by using
domain expert’s knowledge (historical database)
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keeping in view of job posting rules for prompt
decision making process in step 9. The practical
implementation where job seeker fills up the form
online and provides the complete information which
is stored in the database for evaluating best resume is
shown in figure 3.
The Use case diagram for talent evaluation system is
shown below using rational rose which depicts the
typical scenario of the automated intelligent based
agent system (AIAS)









Social values and myths have to be
identified without hurting his/her feelings in
ethnic cultures.
Relationship with colleagues and family.
Periodic promotions and demotions.
Skewed
support
based
on higher
qualification.
Same resume re-applied for job in preceding
years.
Identify fraudulent resumes based on name,
photo, email-id, phone number and other
factors [14].

The automated intelligent agent based system (AIAS)
can also be used to understand psychology of talented
personnel and predict their behavior if integrated with
the above issues mentioned which finally helps and
encourage low talented personnel in the organization
for better management. Finally reduce the work of
HR department.
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Figure 4. Depicts the USE CASE diagram how the process
interact in Talent Evaluation System (AIAS).

V. CONCLUSION
AIAS talent evaluation system developed helps HR
department not only to take prompt decisions for
recruiting talented personnel accurately without risk
factor. Avoid wasting interviewer’s time of employer
and employees but also, guides the HR department to
manage organization talents for talented personnel
recruited instead of keeping them on bench and
continuous monitoring.
Issues and challenges yet to be done and incorporated
in the Knowledge based database (historical database)
are:
 Background
knowledge
of
talented
personnel to be incorporated related to
additional qualifications, hobbies, interest.



International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
133

Neural Networks in Brain Hemorrhage Diagnosis

NEURAL NETWORKS IN BRAIN HEMORRHAGE DIAGNOSIS
NAJMUS SAHER S & SENTHIL KUMAR R
1,2

Dept. of CSE, The Oxford College of Engineering, Bangalore

Abstract- Medical Image analysis and processing has greatsignificance in the field of medicine, especially in Non-invasive
treatment and clinical study. Medical Image Processing has emerged as one of the most important tools to identify as well as
diagnose various disorders. Diagnosing brain hemorrhage, which is a condition caused by a brain artery busting and causing
bleeding in the surrounded tissues is currently done by medical experts using a CT scan. This paper investigates the
possibility of diagnosing brain hemorrhage using an image segmentation of CT scan images using fuzzy c means method
and feeding of the appropriate inputs extracted from the brain CT image to an artificial neural network for classification.
Aim of this paper is to design, develop and evaluate an easy to use, intelligent and accurate system which enables users like
radiologists or medical students as well as doctors to feed brain CT images to diagnose whether there is a hemorrhage and
specify the type of hemorrhage using segmentation algorithm such as Fuzzy C means along with neural network for
hemorrhage classification.
Keywords; Medical Image Processing, Image segmentation, fuzzy c means, Neural network, Brain Hemorrhage.

A. Image Segmentation
Image segmentation is a vital method for
mostmedical image analysis tasks. Segmentation is
animportant process to extract information from
complex medical images. Segmentation has wide
application in medical field. Having good
segmentations will help clinicians and patients as
they provide vital information for 3-D visualization,
surgical planning and early disease recognition.

I. INTRODUCTION
The human brain is the most complex of all the
human organs and it is also the most prone to
complex abnormalities.Brain hemorrhage is a type of
a stroke which is caused by an artery in the brain
bursting and causing bleeding in the surrounded
tissues. “The Dana guide to Brain Health” [1] states,
in each year cerebral hemorrhages are affecting 7
people out ofevery 100,000 in the west while 220 out
of every 100,000 in Asia. High blood pressure,
alcohol usage, and smoking are known risk factors
while heredity also plays a major role in causing
brain hemorrhage. Additionally more than 80% of
people are suffering due to being born with weak
spots in their major brain arteries. [1].
Spontaneous brain hemorrhage accounts for
about10% of all strokes and is fatal in about 50% of
the cases.Hypertension accounts for about half of
these hemorrhages,the rest are due totumors,
aneurysms and vascular malformations, inflammatory
and degenerative vasculopathies and hematologic and
iatrogenic disorders of coagulation. In some patients
no cause is ever found.Hypertensive brain
hemorrhage occurs in the deep graynuclei of the
hemispheres, the cerebellum, and the pones and
results in specific clinical syndromes depending on
thelocation.
However
according to medical specialists
earlydiagnosis
of
the
condition
and
obtainingimmediateandrelevant treatment can be a
lifesaver for affected patients. The main techniques
and tools which help in diagnosing of this disease is
the human brain Computed Tomography [CT] image
obtained from the CT scan and an expert such as an
experienced doctor who will be able to extract
theimportant symptoms of the disease from the image
by naked eye.

B. Why Neural Networks?
An Artificial Neural Network (ANN) is a
mathematical
structure
which
consists
of
interconnected artificial neurons that mimics the way
a biological neural network or brain works. An ANN
has the ability to learn from data that can be used in
tasks such as regression, classification, clustering and
more. Artificial neural networks (ANN) have been
developed as generalizations of mathematical models
of biological nervous systems.
One type of network sees the nodes as ‘artificial
neurons’.An artificial neuron is a computational
model inspired in the natural neurons. Natural
neurons receive signals through synapses located on
the dendrites or membrane of the neuron. When the
signals received are strong enough, the neuron is
activated and emits a signal though the axon. This
signal might be sent to another synapse, and might
activate other neurons.

Figure 1. Structure of a Neuron
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Even though a lot of improvements on medical
image processing has been done, we believe that, still
there is room for further research in the area of brain
hemorrhage due to the low accuracy level in the
current methods and algorithms given above, coding
complexity of the developed approaches
such
as
simulated
annealing
algorithms,
impracticability in to the real environment when
calculations are being done according to the genetic
biological values [3] and lack of other enhancements,
additionally most of the approaches have been taken
in diagnosing a few limited types of brain
hemorrhages such as Intracerebral Hemorrhage [7].

II. MANUAL SYSTEM
Most of the leading Hospitals and Scan Centers have
highly sophisticated medical Imaging Systems for
clinical diagnosis. The Radiology department and
scan center takes on the references of other experts
and physicians for diagnosis. The arrow diagram
shown in figure 2 will give a clear indication of the
process followed in radiology department and scan
center. Computerized Tomography [CT] is used to
obtain the CT images. This is based on a combination
of X-rays as they can be passed through the different
parts of a patient’s body. CT will use a rotating X-ray
device and detectors to make a slice. [2]. Magnetic
resonance imaging [MRI] is based upon signals
resulting from water molecules, which contains
between 70% and 80% of the average human brain.
Comparing both CT and MRI images, MRI is the
most frequently used method for brain imaging and
related research. At the same time bones can be well
segmented in CT data using simple thresholding
techniques because of the contrast between the bones
and the surrounded tissues

IV.

WORK FLOW OF PROTOTYPE

The overall design of this system consists following
major steps.Figure 3 describes the flow between the
steps.

Figure2. Flow of Operations followed in the Clinical Scanning
Procedure

III. RELATED WORK
With the technological improvement in artificial
intelligence, image processing, and genetic
technology many techniques were used for
integrating the medical expertise with a computer
aided system. Loncaric and Majcenic (1997)
proposed a Multiresolution probabilistic approach for
the segmentation of CT head images. Prastawa et al.
(2003) describes a framework for automatic brain
tumour segmentation from MR images.The use of
Digital Image processing tools for the identification
of Hemorrhage and Infarct in the human brain, by
using a semi-automatic seeded region growing
algorithm for the processing of the clinical images is
proposed by T Kesavamurthy (2006). Medical Image
Processing has emerged as one of the most important
tools to identify as well as diagnose various disorders.

Figure 3. Block Diagram of the process









Once the brain CT soft image is converted in
to a jpeg, the image will be uploaded into the
system.
Then the image will be preprocessed in order
to get a clear image to be processed in the
segmentation module.
The image segmentation process isolates the
objects in the brain image, in order to extract
features of each object in the next step.
Then the unnecessary noise and objects will
be removed if it is needed and mark the
objects that will be used to extract features.
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[2] Knol. [2009], A patient undergoing an MRI
examination of
the
head
[electronic
print].
Available
at:
http://knol.google.com/k/brain-ct-mri

The features will be extracted to feed the
neural network as an input to train or
recognize the type of the hemorrhage.
Finally the type of hemorrhage will be
identified according to the trained neural
network in the training phase

[3] Loncaric, s., Majcenica, Z. [1997].Multiresolution Simulated
Annealing for Brain Image Analysis. Medical Imaging 1999:
Image Processing. 3661, p1139-1146
[4] Prastawa et al. [2003. A brain tumour segmentation framework
basedon outlier detection. Medical Image Analysis 8, p275283.

V. CONCLUSION

[5] Kesavamurthy, T., SubhaRani, S. [2006]. Hemorrhage in
anteriorhigh parietal region. Calicut Medical Journal,
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Available
at:
http://cogprints.org/5089/1/e1.pdf

Many of the existing approaches diagnose the limited
number of brain hemorrhage types so here we are
using neural networks for diagnosing other types of
hemorrhages as well. This paper investigates the
possibility of diagnosing brain hemorrhage using an
image segmentation of CT scan images using Fuzzy C
meansand feeding of the appropriate inputs extracted
from the brain CT image to an artificial neural
network for classification.
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Abstract- Many software applications today are written as web-based applications to be run in an Internet browser.
Selenium has the support of some of the largest browser vendors who have taken (or are taking) steps to make Selenium a
native part of their browser. It is also the core technology in countless other browser automation tools, APIs and
frameworks.. Apache JMeter may be used to test performance both on static and dynamic resources (files, Servlets, Perl
scripts, Java Objects, Data Bases and Queries, FTP Servers and more). It can be used to simulate a heavy load on a server,
network or object to test its strength or to analyze overall performance under different load types. You can use it to make a
graphical analysis of performance or to test your server/script/object behaviour under heavy concurrent load. JMeter operates
at the protocol-level, on the other hand, Selenium works at the user-level. The aim of this paper is to design an automatic
software testing framework for web applications based on the Selenium and JMeter. With the use of the software framework,
we efficiently improve the extensibility and reusability of automated test. The results show that the new software framework
improves software products quality and develop efficiency. And avoid the testing cost. This paper also illustrates how to
design web-based test automation framework in details
Keywords-selenium; web; jmeter;Web applications automation testing framework

I. INTRODUCTION

strength and analyze the overall performance, beyond
that, it takes some kinds of test result reports.

The acceptance test of web applications often
involves some manual tasks. Doing it manually, the
operating personnel human error can occur easily. At
the same, it wastes the time and it takes too much of
time [1]. The web application is an application that is
accessed by users over a network such as the Internet
or an intranet. The term may also mean a computer
software application that is coded in a browsersupported programming language (such as JavaScript,
combined with a browser-rendered mark-up language
like HTML) and reliant on a common web browser to
render the application executable [2]. This requires
the web application tests to be of comprehensiveness,
expansibility and efficiency. The web applications
also were emerging in diversification and pluralism
[3]. It also increases complexity and workload for the
web application testing. More attention should be
paid to the web application testing efficiency,
reusability, and comprehensiveness.
Aim at some problem mentioned above, the
paper presents the test automation framework that
was integrated by the two kinds of test automation
tool Selenium and Jmeter.
Common web test automation tools, such as QTP
WinRunner,LoadRunner,Robot,SilkTest, Selenium
are used widely in automation test [4].Selenium can
be said to be the most comprehensive of open source
Web test automation tools, especially well support to
the Web application which employed the Back Base
framework.
[5] pressure test tools. However, Jmeter developed by
Apache organization is an open source pressure test
tool based on Java. It can be used on the server, the
network or other object to simulate huge loading, in
different pressure under a variety of testing their

II. BASICS OF SELENIUM AND JMETER
Selenium Remote Control (RC) is allows you to
write automated web application UI tests in any
programming language against any HTTP website
using any mainstream JavaScript-enabled browser
[7]. Selenium RC comes in two parts. (1) A server
which automatically launches and kills browsers, and
acts as a HTTP proxy for web requests from them.(2)
Client libraries for your favorite computer language.
The Selenium Server which launches and kills
browsers, JavaScript-enabled browser interprets and
runs the Sleekness commands passed from the test
program, and acts as an HTTP proxy, intercepting
and verifying HTTP messages passed between the
browser and the AUT. Jmeter simulates the client to
send request to server (web server, or database
server), Can load and performance test many different
server types [8].
III.

TESTING
IMPLENTATION

AUTOMATION FRAMEWORK DESIGN

AND

The information about the same type of web
applications abstracts way from the web-based test
automation framework and form into a single
configuration file. By doing so, we ensure that test
automation framework and the application to be
tested should be avoided interfere with each other,
relatively independent. The test automation
framework divides diversity interface elements and
polygonal interface elements into non-variance
elements and variable collection of space. It ensures
that this test automation framework can be
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compatible with the same type of many applications,
doesnot need any modification.
We have designed a test automation framework by
employing selenium test tools with supporting a
variety of Web browser for solving web applications
compatibility across the browsers (Figure1). It
provides testers with a simple interface. In order to
provide testers with tool to simulate browser to send a
variety of reasons of request functions to a web
application server, Jmeter function was integrated
into the test automation framework designed in this
paper. It will do not cause any inconvenience to the
performance test in which the browser was opened
and PC resources were occupied. Performance testing
is in general testing performed to determine how a
system performs in terms of responsiveness and
stability under a particular workload. It can also serve
to investigate,measure, validate or verify other quality
attributes of the system, such as scalability, reliability
and resource usage. At the same time, a test
automation framework can prepare a mass of data for
performance test by directly configure data resources.
In order to ensure universality, the test automation
framework designed in our work not only provides
testers with unified test cases, but also leaves the
extensibility space for introducing other test tools in
the future. By using new test automation framework
testing engineer can easily modifying the test type
and switch across different type of tests without
changing any elements.

to collect the test result and expected result. Another
is to compare against the expected result.

a) Model (Overall Entity)
These classes in the below are entity, and they relate
to the testsuite XML, application background XML.
b) Function Description
Functional testing is a type of black box testing that
bases its test cases on the specifications of the
software component under test. Therefore, we define
a set of functions for the new test automation
framework
c) Overall Process Flow
The testing framework has basic five steps:
1) By using xmlObjectConvertor() to convert the test
case to Test Case entity, convert the test steps of test
case to Test Case Action entity, convert the assertion
of test case to Assertion entity, convert the
application background xml to Application Data
entity[9];
2) To combined the test cases with application data;
3) By using translate () function to translate the case
to TestToolCase;

Figure 1. A web-based test automation framework

4) To call the specific action worker for specific
testing tool to do the TestToolAction with the do
Action () function;

A. General Structure of the Integrated Automation
testing Framework.
The integrated auto testing framework designed in
this paper includes five components listed the
following.(Figure2):(Translator,Actionworker,Compa
rator,testresult and Collector).

5) To collect the test result for the specific testing tool
by collectTestResult() function, and collect the
expected test result by collectExpectedResult(),then
compare the test result with the expected result with
compare() function.

Depending on the tool employed in doing the
actual testing. Action Worker function is to call the
corresponding tool to do the specific actions.
Comparator function is to compare the test result with
the expected result. Comparator has two parts. One is

B. The hierarchical structures of The Integrated
Automation Testing Framework
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than one application in the developed testing frame
work. It provides testers with a simple interface.
The main advantage of such a framework is the low
cost for maintenance. If there is change to any test
case then only the test case file needs to be updated
and the Driver Script and Start-up script will remain
the same. Ideally, there is no need to update the
scripts in case of changes to the application. Figure
3. Overall Entities
A) Translator
Translator has two levels. Translate the test case
which is prepared by tester to a tool test case which
can be recognized by a specific test tool.
The translator layer process flow like the following:

1) To get a translator name with a specific test type
by getTranslatorName () function;
2) To translate the test case to a scope test case with a
specific translator name by get Translator Instance ()
and translate () functions;
3) To get a translator name with a specific test tool by
get Tool Translator Name () function;

B) Action Worker
This component creates a specific action Worker and
then does the specific actions

V. CONCLUSION
C) Comparator
This component can make sure whether the test case
is successful or not. This component collects the test
result and collects expected result, and then do the
comparison on the two kinds result. The main steps
are listed in the following:

The new testing automation framework incorporated
by Selenium and Jmeter can share the test steps and
test data among different type of testing, such as
functional testing, UI testing, Performance testing,
loading test and so on. It is suitable to switching in
various types of testing for web applications. It wires
multiple browsers and a variety of operating system.
It can be widely used in web application test
automation.

1) To get an instance test result collector to collect
TestResult().GetTestResultCollectorInstance
()
function with get Test Result Collector Name ();
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Abstract-Object tracking is applicable in fields such as video compression, surveillance, robotics etc. This paper presents a
technique to track the object in an accurate and robust way. In this technique, Background Subtraction (BGS) is used for
detecting the object. Besides using region or boundary features, this technique combines both region and boundary features
for tracking the object in complex scenes. In region based object tracking, color and texture features are considered. These
features can quickly and roughly locate objects. In boundary based object tracking, edge and frame difference features are
included. Boundary features provide more accurate shape information. This paper shows object tracking techniques using
both region and boundary features with BGS significantly improves the performance under different situations. This
technique considerably reduces the time of tracking as compared to previous object tracking techniques.
Key Words-BGS; object tracking; region and boundary based object tracking; region and boundary based object tracking
using BGS.

I.

complementary fashion to alleviate the disadvantage
of each other [3]. Thus it can achieve more robust
performance in many challenging cases than current
models. This will give an efficient computational
cost. This method will significantly improve the
performance under different situations, especially for
objects in low-contrast and complex scenes. But the
time taking for tracking is considerably high, so new
technique using BGS is achieved. This technique
considerably increases the performance in low
contrast and complex environment in a limited
amount of time. BGS is used to extract the object in
each frame [2]. This will limit the comparisons to the
extracted part of the object. Thus the number of
comparisons can be reduced to small number.

INTRODUCTION

Object tracking is a famous technique involved
in many computer applications. Object tracking is
defined as the process of segmenting an object of
interest from a video scene and keeping track of its
motion, orientation, and occlusion etc., to extract
useful information [1]. The first relevant step of
information extraction is the detection of the moving
objects in video streams. Next steps are the tracking
of such detected objects from frame to frame and
analysis of object tracks to recognize their behavior.
The use of object tracking is applicable in the tasks of
traffic monitoring, motion-based recognition, humancomputer interaction, automated surveillance,
navigation etc.
Tracking performance is highly dependent on
whether the selected features can efficiently
distinguish the object of interest from the
background. Earlier approaches uses either region
features (color and texture) or boundary features
(edge and frame difference) for object tracking [3].
Region features will quickly and roughly locate
objects that we want to track, while boundary features
will provide more accurate information about object
shape. When the objects have similar features to the
background, it is difficult to track the object using
either region or boundary features [3]. So in order to
get a best result, a new object tracking model is
considered in low-contrast and complex scenes. It
systematically combines both region and boundary
features [3].
In order to represent the object in tracking, a
geometric shape like rectangle is considered [9].
Once the object boundary can be successfully
extracted from the first frame, the complete object
boundary from the subsequent frames can be
extracted. This method fuses different features into
two types of energy terms and combines them in a

II. PROPOSED METHOD
In region and boundary based contour
tracking [3], the object is detected in the first frame.
The user is provided an option to select the object that
he wants to track. In order to track the object, the
location of object in each frame has to be found out.
The object location in subsequent frames can be
found out by comparing the each pixel in the current
frame with the previous frame. The number of
comparisons is very large as each pixel in each frame
is considered. Thus the time taking for tracking is
comparatively high. In order to reduce the time taken
for comparisons,
technique called region and
boundary based contour tracking using BGS is
developed. This method is to track object using a
combination of region and boundary features mainly
in low-contrast and complex scenes in small amount
of time.
Before doing tracking, the location of the
object in each frames have to be calculated. Initially
the objects in each frame are extracted using
background subtraction. Then the comparisons are
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doing only to that region where the objects are
located. This reduces the time taken for comparisons
to a greater extent than region and boundary based
contour tracking [3]. This significantly improves the
performance under different locations, especially for
objects in low-contrast and complex environments.
Processing a video stream to segment
foreground objects from the background is a critical
first step in many computer vision applications [10].
This segmentation can be achieved using BGS. BGS
is largely useful mainly because of the computational
efficiency, which allows applications such as traffic
monitoring, video surveillance and human-computer
interaction, to meet their real-time goals. The
fundamental process of the BGS based approach is to
subtract the current image with a pre selected
background image. To detect the motion objects, we
choose a background image from the image
sequences first. Then, each image under process is
subtracted by the background image. Theoretically,
the nonzero regions in the subtraction result are the
locations of the motion objects.
There are many difficulties in developing a
good background subtraction algorithm [11]. A good
algorithm must be robust against illumination
changes. Secondly, it should not detect non-stationary
background objects such as snow, rain, and shadows
cast by moving objects. Finally, if there are changes
in background such as starting and stopping of
vehicles, then the internal background model must
react quickly. Here BGS method is used at pixel level
and region level [2]. The statistical models of
gradients and color (gray) are separately used to
classify each pixel as belonging to background or
foreground at the pixel level. The foreground pixels
obtained from the gradient based subtraction are
grouped into regions in region level. Based on
decisions made at the region level, pixel based
models are updated. The proposed method provides
the solution to some of the common problems that are
not addressed by most background subtraction
algorithms such as repositioning of static background
objects, quick illumination changes and initialization
of background model with moving objects present in
the scene [2].
The proposed approach is shown in figure 1.
In this method, the user is provided an option to
select input video. It is divided into frames .After
selecting the video; the user can play the video. Then
target object can be marked by the user from the first
frame. Each frame is considered for tracking the
object. BGS is used to extract the object from each
frame. BGS is done between every two consecutive
frames. Using BGS, the object and background are
separated from the second frame onwards and the
object extracted is stored separately. Then
comparison is done between the object to track and
the extracted object. Comparison is done to determine
whether the region corresponds to either object or
background.

Fig 1.Flow diagram of proposed method

After extracting the object using BGS, the
object tracking is performed [3]. Object region
extracted is considered to characterize whether the
corresponding region belongs to object or
background. First the region features (color and
texture) are extracted and region energy functional is
computed. After that the boundary features (frame
difference and edge strength) are extracted and
boundary energy functional is computed. Then
complete energy functional is formulated as the
weighted sum of region energy and boundary energy
functional. For region energy functional, texture
descriptors (Local Binary Pattern and Local
Variance) for pixels have to be considered. After that
the similarity probability of color feature (2) and
texture feature (1) are calculated[3] .

Where LBP is Local Binary Pattern and VAR is
Local Variance.

Where N denotes the size of the sample set, h denotes
the kernel width and Epanechnikov kernel K is given
as K(d)=0.75(1- d )2..Then the color and texture
features[3] are combined using equation (3).

where L ε {obj,bck } and texturek(k=1,2,……K) are
the texture features at the kth scale. Then the
posterior probability of the region features are
calculated [3] using equation (4) and (5).
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By applying (4) and (5),the region energy functional
is formulated[3] as

III. EXPERIMENTAL RESULTS
By experimental results, it is shown that the
proposed technique handles occlusion, illumination
changes, relocation of the background objects etc.,
very accurately. Also tracking is done in an accurate
and robust way in limited amount of time. The
comparison of the time taking for tracking in [3] and
the proposed method using different videos is given
in table 1.

For boundary feature,the posterior probability of
frame difference is calculated [3] by (7).

Table 1. Comparison of time

Then calculate the metric function of boundary
feature using (8) and estimate the boundary energy
functional[3] by (9).

After finding out the complete energy functional by
(10) by substituting (9) and (6),the level set function
is initialized[3].

By substituting the level set equation in contour
evolution equation, the object can be successfully
tracked. The result of the proposed approach is given
in fig 2 and fig 3..

IV. CONCLUSION
In this paper, a new tracking technique using
background subtraction is proposed for accurate and
robust object tracking. This model combines region
and boundary features. In order to track the object,
the location of object in each frame has to be found
out. The object location in subsequent frames can be
found out by comparing the each pixel in the current
frame with the previous frame. The number of
comparisons is very large as each pixel in each frame
is considered. Thus the time taken for tracking is
comparatively high. In order to reduce the time taken
for comparisons, technique background subtraction is
used for extracting the object in each frame. Then the
comparison is restricted to that selected area only.
The experimental results showed the improved
performance of the method when compared with
region and boundary based contour tracking in low
contrast and complex scenes in a short time limit.

Fig 2.Tracking in Progress
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Abstract-Analysis synthesis filters or wavelet filters are mainly used for compressing natural images. Here compression of
natural images is performed using hybrid FIR-IIR filters. Compression ratio, Bits per Pixel and PSNR values are used to
determine the performance of the compressed images. Encoding, Decoding in the FIR part and Dyadic wavelet
decomposition and reconstruction in the IIR part are the main stages of this method. To provide better clarity images
Directional filters are used.
Keywords- FIR-IIR filters, Bits per Pixel, PSNR, Directional filters.

I. INTRODUCTION

II. RELATED WORK

A digital image used for compression is
basically a 2-Dimensional array of pixels. The main
aim of Image compression is to reduce the number of
bits required to represent an image while keeping the
resolution and the visual quality of the reconstructed
image close to the original image. While the inverse
process called decompression is applied to the
compressed image to get the reconstructed image.
The applications of image compression includes the
areas of tele - videoconferencing, remote sensing ,
document and medical imaging and facsimile
transmission which depend on the efficient
manipulation, storage and transmission of grayscale,
binary, and color images. There are several quality
measures to determine the quality of the images
compressed. Some of them includes compression
ratio, PSNR (Peak Signal to Noise Ratio), MSR
(Mean Squared Error) etc. A good objective quality
measure should reflect the distortion on the image,
for example, blurring, noise. The main advantage of
the proposed method is that it reduces the memory
needed for the storage of such images. FIR-IIR filters
are used to provide better performance measures such
as PSNR when compared with the biorthogonal
filters[8],[9]. Linear-phase FIR biorthogonal wavelet
filters have been particularly popular, as underscored
by their use in the JPEG2000 standard [3]. They are
easy to implement and have been shown to have
higher compression performance for natural images
than orthogonal filters. IIR filters have also been
considered
and
shown
to
have
complexity/performance advantages [4], [5], as have
hybrid FIR–IIR filters [6], [7], though to a lesser
extent. Here the image is initially compressed used
FIR filters which is again passed as the input to IIR
filters results in another compressed image. Fine
details of compressed images can be obtained
through the use of directional filters [11].

Images can be compressed by using several
compression methods such as Progressive
Coefficients
Significance
Methods
(PCSM)
including ‘ezw’, ’spiht’, ’aswdr’ [1],[2] etc and
Coefficients Thresholding methods. This work aims
at compressing the images by selecting the PCSM
compression method named ‘aswdr’ and calculating
the compression ratio, bits per pixel and PSNR. The
image compression is done by using two filters: FIR
and IIR. Using FIR the image is obtained and
decomposed using the haar wavelet. The ‘bior 4.4’
filter is used for the compression method. In the case
of IIR there are two levels of decomposition. The
wavelet transform mode is converted from discrete to
symmetric mode. The two level decomposition of the
image is done using the 9/7 filters. Then the
coefficients at level 1 and level 2 are obtained. Using
this the coefficient error is calculated. The various
reconstructed branches are obtained which is
combined together to obtain the image. The energy
retained as well as the null coefficients value are
calculated.
III. IMPLEMENTATION
The main objective of this method is to
maximize the compression performance of natural
images. To obtain that we are using the filters FIR
and IIR. The hybrid FIR-IIR filters provided better
compression ratio and PSNR values when compared
with the earlier methods. ’Bior 4.4’ is the wavelet
used here. Image is decomposed using the ‘haar’
wavelet. As a part of some enhancement we are using
the directional filters to obtain the fine details. It
includes several steps in the FIR AND IIR parts such
as.
FIR:
1.Selecting input image
2.Choose compression method
3.Encoded input image
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IIR:
4.Decode the image and obtain compressed
FIR image
5.Compressed FIR undergoes a two level
decomposition
6.Reconstruct the image
ENHANCEMENT
7.Passed through directional filters
The flow diagram for the proposed method is shown
in Fig 1.

Fig 2.Input image

This image is the first variable input argument given
by the user. Based on the way in which the argument
is given the image is checked to see whether its
representation is in the form of character or cell etc. If
the argument for the input image is given as a
character then on loading the images the color map
and format of the images are determined. Then the
size of the images is calculated to find the number of
levels of decomposition.
B. CHOOSE COMPRESSION METHOD.
The compression methods are divided in
three categories. We can select any of these
compression methods.

Progressive Coefficients Significance Methods
(PCSM) : ezw, spiht, aswdr

Coefficients Thresholding Methods (CTM-1)

Coefficients Thresholding Methods (CTM-1)
Here we are using the PCSM method ‘aswdr’. It
passes through several loops.
C. ENCODED OUTPUT.
The output that is obtained after the
compressed method is selected is an encoded file with
the extension ‘.wtc’. This will be saved as a file in
non readable format as the output runs. This must be
decoded to get the compressed image.
D. DECODE TO OBTAIN COMPRESSED FIR
IMAGE
The compressed encoded file is decoded
here to get the output. Decoding is done by passing
the input argument of the FIR filter as the encoded
file. The wavelet tool box compression manager is
used to encode and save the file which is later
decoded to obtain the final compressed FIR image
shown in Fig 3.This may be converted to grayscale
for further decomposition in the IIR part.
Fig 1.Implementation block diagram

A.SELECT INPUT IMAGE
True color images are taken for
compression which are later converted to grayscale.
The images are selected by the user and based on the
path, the images they are displayed. The size to which
the images need to be compressed should be specified
at the beginning.
Fig 3.Compressed FIR image
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E.COMPRESSED FIR UNDERGOES A TWO
LEVEL DECOMPOSITION
Simple reoptimization of the filter
coefficients does not result in consistent
improvement,due to the constrained nature of the
exact reconstruction conditions for FIR filter banks
[10] is given by
G0 (Z) = -H1 (-Z)
(3.1)
G1 (Z) = H0 (-Z)
(3.2)
G0 (Z) H0 (Z) + G1(Z) H1(Z) = 2Z-K
(3.3)
where H0 (Z) and H1 (Z) are the low- and high-pass
analysis filters, respectively, and G0 (Z) and G1(Z)
are the low- and high-pass synthesis filters,
respectively. However, employing the more general
perfect reconstruction conditions.
G0 (Z)H0 (-Z) + G1 (Z) H1 (-Z) = 0
(3.4)
G0 (Z) H0 (Z) + G1 (Z) H1 (Z) = 2
(3.5)
In the single stage decomposition (Fig 4) the
image is decomposed into four subsections. Then the
coefficients at various levels are calculated. It
includes the horizontal, vertical, diagonal and
approximation coefficients.

wavelet reconstruction. This is done by giving the
name of the wavelet. Thus the reconstruction error
can be obtained using the reconstructed image.

Fig 6. Reconstruction coefficients

To obtain the energy for compression we
calculate the threshold at the horizontal, vertical,
diagonal directions. Better compression can be
obtained if different thresholds % are allowed for
different subbands. The wavelet transform mode of
the images are usually in discrete wavelet transform
mode. The DWT provides a compact representation
of a signal’s frequency components with strong
spatial support. DWT decomposes a signal into
frequency subbands at different scales from which it
can be perfectly reconstructed.
The subjective quality associated with the
coded images is typically consistent with the PSNR
results. It should also be noted that there is
performance variation among natural images. The
energy retained and null coefficients indicate how
much the compressed image is close to the original
image

Fig 4.First level of decomposition

In the second stage of decomposition (Fig 5)
the first section of image is again decomposed into
four subsections. Then the coefficients at various
levels are calculated. It includes the horizontal,
vertical, diagonal and approximation coefficients.

Fig 7.Final compressed image

F. DIRECTIONAL FILTERS FOR CLARITY OF
IMAGE
Directionality can be applied to images by
using Directional Filter Banks (DFB). In DFB either
horizontal or vertical directional decomposition is
used. By taking advantage of the wavelet which have
non linear approximation property along with the
Directional Filter Banks which removes major
portion of the artifacts we introduce the hybrid
wavelets
and
directional
filter
banks
(HWD).Wavelets have been applied to low bit rate
compression and denoising but are not efficient in
retaining texture and fine details.HWD removes the
problem of artifacts that are caused by setting some
transform coefficients to zero for non linear
approximation. In a nonlinear approximation

Fig 5.Second level of decomposition

Using the coefficients obtained at the two
levels of decomposition the image is reconstructed.
Then the reconstructed average at the two levels are
added together and all of % the reconstructed details
gives the full reconstructed image. Another way to
reconstruct the image is using the multilevel 2D
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experiment for natural images HWD scheme is
capable of retaining textures and fine details in the
results when compared to the wavelets, while the
artifacts in present in the smooth regions is
comparable to that of wavelets.
IV. EXPERIMENTAL RESULTS
Inorder to provide better compression results
we use the directional filters which provides
increased PSNR value. Initially we calculated the
compression ratio (CR),bits per pixel(BPP) ,PSNR
value of the compressed image. We then calculated
the PSNR value to compare the performance after
passing through the directional filters. The
comparison these measures is shown here. The
compression ratio is calculated using

Fig 5.Compressed image after filtering

The above image is then filtered using
the directional filters which resulted in an increase in
PSNR with 36.91 db.
V. CONCLUSION
A detailed explanation of implementing
compression using FIR-IIR is explained here.Here we
are using the directional filter banks for clarity of
compressed
images.
Decomposition
and
reconstruction in the successive stages provide better
quality images while using the FIR and IIR Filters.
The hybrid wavelets and directional filter banks are
capable of retaining textures and fine details when
compared with the wavelets. They are used for
coding of pure texture images. This would
significantly reduce the artifacts introduced in non
linear approximation. It will result in a good coding
performance.

The larger the PSNR value indicate a
smaller difference between the original and the
reconstructed image. It can be calculated using the
following equation where 255 denotes the maximum
number of pixels of an image
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Abstract— Under increasing pressure to define and control IT services, IT organization are trying to identify, define and
control the elements which combine to deliver IT services to business. These elements are combination of hardware,
software, business process, and their linkage. There are Number of IT Assets, their complex relationships and the frequent
changes that they undergo has to update. It puts an organization at risk of not being able to accurately record, track and
report on their IT Assets. With this background, there is a requirement of automating the process of updating and
maintaining IT components. Auto discovery is one such automation which helps in identifying and manage asset properly.
Today’s auto discovery solutions make it possible to discover and populate the Asset and their Relationship Information thus
assisting the enforcement of Configuration Management processes.
In this survey paper attempts to study the current context in which Auto Discovery solutions are being proposed
and used in large organizations, and the potential areas where they can automate the collection and update of Configuration
Information. And paper also highlights the areas which are still left unanswered or need improvement for Auto Discovery .
Keywords-c Auto discovery; Asset; configuration management AMT,OPMA,DTrace.

I.

discovery

INTRODUCTION

Over the past several decades, numerous
technologies have been developed for auto discovery
of assets. Infrastructure Management covers the
identification recording, and reporting of IT
components, including their versions, constituent
components and relationships. For auto discovery
efficiently need to understand
Asset and
Configuration
Management.
The
goal
of
Configuration Management is to provide enterprise
capabilities to accurately map and report on all IT
assets, their constituent relationships and linkages to
IT Services. Asset Management is a sub set of
Configuration Management and has a financial and
contractual focus. Asset Management maintain details
on assets above a certain value, their business unit,
their location and other attributes Most of the
organizations start with Asset Management and then
move towards Configuration Management Despite
the core role that Configuration Management plays
for IT Service Management, most of the
organizations struggle for an accurate and integrated
view of their technology components and how these
components link together to deliver Business
Services. Information continues to be maintained in
several disparate non interlinked repositories and
spreadsheets. The other bane for Configuration
Management is the challenge to keep the repository
information up-to-date and accurate.
Over the past several decades, numerous
technologies have been developed for auto discovery
of assets. To help understanding the current problems

and

examine

several alternative solutions to manage
them. In particular, we survey the literature over the
past few several decades, numerous technologies
have been developed for better infrastructure
management by focusing our attention on which one
would be effective one for an organization.
The paper is organized as follows. Section II
introduces some of different
types of auto
discovering solutions. Section III describes detail of
each type of auto discovering technologies. Section
IV discusses current threats targeting technology. In
Section V we present solutions, focusing on those
criteria on which Organization make use of a
technologies for Management. Finally, Section VI
draws some conclusions.
II. TYPES OF AUTO DISCOVERY SOLUTIONS
Auto discovery solutions also referred to as Auto
asset management have a long history and started
with the network and system domains where tools
were designed to record the technical information
about the network and system components. These
solutions were designed almost entirely to collect
technical information about specific domains like
network or system information. Over years the
solutions for it space have matured considerably with
the current generation of tools offering the
capabilities to discover all types of asset information
and link them together to form a Service map(Figure
1).

affecting
Management,
we
review
advantages and disadvantages specific to auto
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discover the asset. such as Intel AMT and Open
Platform Management Architecture
III.

DETAILED STUDY

This section provides a comprehensive overview
of techniques for management
A. Windows Management ware Instrumentation
Windows Management Instrumentation (WMI) is
the infrastructure for management data and operations
on Windows-based operating systems. WMI is the
Microsoft implementation of Web-based Enterprise
Management (WBEM), which is an industry initiative
to develop a standard technology for accessing
management
information
in
an
enterprise
environment. The WMI uses the CIM to represent
systems, applications, networks, devices, and other
managed components. The WMI can be used to
monitor both software and hardware and to automate
tasks in a Windows environment.
Effective
management
requires
wellinstrumented computer software and hardware
components so that subsystem components can be
monitored and controlled. Microsoft is committed to
simplifying instrumentation of hardware and software
for the Microsoft® Windows® environment.
Microsoft is also committed to providing consistent
access to an instrumentation for both Windows-based
management systems and legacy management
systems hosted in other environments.
The Windows Remote Management architecture
consists of components on the client and server
computers. The following figure 2 shows the
components on both computers, how the components
interact with other components, and the protocol that
is used to communicate between the computers.

Figure 1. Auto Discovery – Service Map

A. Agent less Approach
In this approach, a network scan is carried out at
periodic intervals and collects basic OS, hardware and
software information about the assets which are
connected to the network. The data collected from
such a scan can be used to get an estimate of the
networked assets, their type and some high level asset
information. Data from this type of scan can also be
used for analyzing how many assets have agents
installed on them
This mode of data collection cannot cover assets
which are non-networked or not connected. Last but
not the least it might be the only automated way of
collecting asset information about those assets who do
not support agents.
The primary benefit of the agent less approach is
that it is not necessary to install, upgrade and
maintain additional software programs on each
computer from which information is needed.
Software products that use this approach may have a
faster rollout and lower total cost of owner than
software products that require agents on a substantial
number of computers. Any network protocol that
returns useful information can be employed,
providing only that the protocol server is already
installed. for example Mostly used agent less
approach are SNMP, Windows Management
Instrumentation (for Windows platform), DTrace (for
Solaris 10 platform).
B. Agent based Solution
In agent based solutions, agents are installed on
Assets and these agents collect detailed hardware and
software information about the Asset. The solution
works for networked assets (workstations and servers
etc.) as well as for the mobile or handheld assets.
Quite frequently vendors bundle the functionality of
remote software/patch management and license
management to these solutions to enable control on
software and patches deployed on assets.
An agent-based is a class of computational
models for simulating the actions and interactions of
autonomous agents with a view to assessing their
effects on the system as a whole. For example OCS
Inventory, Symantec™ Control Compliance Suite
C. Hardware based Solutionn
In hardware based solution , an supported chipset
micro-controller are added to a remote end point that
will help infrastructure manager to monitor and

Figure 2 : Windows Remote Management Architecture
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B. DTrace
Define DTrace is a comprehensive dynamic
tracing framework created by Sun Microsystems for
troubleshooting kernel and application problems on
production systems in real time. Originally developed
for Solaris, it has since been released under the free
Common Development and Distribution License
(CDDL) and has been ported to several other Unixlike systems
DTrace, a new facility for dynamic
instrumentation of production systems. DTrace
features the ability to dynamically instrument both
user-level and kernel-level software in a unified and
absolutely safe fashion. When not explicitly enabled,
DTrace has zero probe effect the system operates
exactly as if DTrace were not present at all. DTrace
allows for many tens of thousands of instrumentation
points. A C-like high-level control language to
describe the predicates and actions at a given point of
instrumentation.
DTrace can be used to get a global overview of a
running system, such as the amount of memory, CPU
time, file system and network resources used by the
active processes. It can also provide much more finegrained information, such as a log of the arguments
with which a specific function is being called, or a list
of the processes accessing a specific file
DTrace Architecture
The core of DTrace — including all
instrumentation, probe processing and buffering
resides in the kernel. Processes become DTrace
consumers by initiating communication with the inkernel DTrace component via the DTrace library.
While any program may be a DTrace consumer,
dtrace is the canonical DTrace consumer. it allows
generalized access to all DTrace facilities. Schematic
representation of DTrace subsystem shown in figure
3



Providers and Probes
The DTrace framework itself performs no
instrumentation of the system; that task is
delegated to instrumentation providers.
Providers are loadable kernel modules that
communicate with the DTrace kernel
module using a well-defined API.
 Actions and Predicates
Enabling Control Block (ECB) has an
optional predicate associated with it. ECB
has a list of actions if predicate is satisfied
processing advances to the next ECB.
 Buffers
Each Dtrace consumer has a set of in-kernel
per-CPU buffers. When ECB action
indicated data to be recorded, then its done
in consumer's per CPU buffer. If no space in
buffer then drop count is incremented and
the next ECB is tackled.
 EPID
(Enabled
Probe
Identifier)
Data record layout in per CPU buffer. 1 to
many mappings with ECBs. The data record
layout in the per-CPU buffer is an enabled
probe identifier (EPID) followed by some
amount of data
 DIF
Actions and predicates are specified in a
virtual machine instruction set that is
emulated in the kernel at probe firing time.
The instruction set, “D Intermediate Format”
or DIF, is a small RISC instruction set
designed for simple emulation and on-thefly code generation
C. OCS inventory
OCS Inventory NG or Open Computer and
Software Inventory Next Generation is free software
that enables users to automatically inventory their IT
assets. OCS-NG collects information about the
hardware and software of networked machines
running the OCS client program ("OCS Inventory
Agent"). OCS can be used to visualize the inventory
through a web interface. Furthermore, OCS allows
the possibility of deploying applications on the
computers according to search criteria. Agent-side
IpDiscover and snmp scan make it possible to
identify the entire network of computers and devices.
The basic operating principle of OCS flows,
OCS server receives inventories which are sent by
agents in XML format, and stored data in MySQL
database. The Agents contact the server and not vice
versa. The Server only listens during this process.
Exchanges between agents and server are made in
http and/or https. Software deployments and snmp
scans are made in https only.
OCS Management server is made up of 4 main
components which is shown in figure 4
 Database server
which stores inventory information (mysql).
 Communication server

Figure 3 : DTrace Architecture

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
151

Survey of Infrastructure Planning and Resource Management

which handles HTTP communications
between database server and agents
(Apache, perl and mod_perl).
 Administration console
which allows administrator to query the
database server using their favorite browser
(Apache, php).
 Deployment server
which stores all package deployment
configuration (Apache, ssl).
D. Symantec™ Control Compliance Suite
Symantec Control Compliance Suite (CSS)
provides a comprehensive compliance and risk
management solution that enables security leaders to
communicate IT risk in business-relevant terms,
prioritize remediation efforts based on business
criticality, and automate time-consuming manual
assessment processes to improve their organization's
overall security and also provide solution delivers a
proven, content-aware solution to discover, monitor,
protect and manage confidential data wherever it is
stored or used. It allows organizations to measurably
reduce their risk of a data breach, demonstrate
regulatory compliance and safeguard customer
privacy, brand equity and intellectual property.

E. Intel Active Management Technology
Intel Active Management Technology (AMT) is
a hardware based mechanism for remote discovery,
configuration, troubleshooting and protection of
computing assets in any operational state.
Intel AMT is part of the Intel Management
Engine, which is built into PCs with Intel vPro
technology. Intel AMT is designed into a secondary
(service) processor located on the motherboard. And
achieved using a micro-controller located within the
graphics and memory controller hub that has access
to different subsystems in a computer. This controller
is powered by auxiliary power which is available at
all system power states. This hardware along with its
Management Engine (ME) firmware is able to
provide the capabilities mentioned above Fig.6
illustrate the architecture of Intel AMT.

Figure 6 : AMT Architecture

Some of technical methodology supported by AMT


Figure 4 : OCS Architecture

Symantec Control Compliance Suite monitor’s
various aspects of computer operating systems,
applications, and devices. These aspects can include
events, processes, and performance. An ability helps
to ensure that servers and devices work and reduces
the costs of server and network monitoring.
CSS consists of a number of components that
work together. The components collect, store, and
analyze data from the network, then transmit that data
to clients in a usable form. In some instances, a single
computer can serve in more than one role. Other roles
require a dedicated server

Asset Management
The AMT is capable of obtaining accurate
hardware information from the management
engine as shown in Fig 7 After retrieving
hardware details the AMT stores the details
in a database. The AMT is able to generate
reports from the data stored in the database.
The system is also able to detect hardware
changes made to remote machines and
prompt the system administrator.

Figure 7 : Intel AMT Asset Gathering



Figure 5 : CCS Infrastructure Architecture

Isolating remote machines from the network
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This is an innovative method of isolating a
PC from the network while maintaining the
administrative control over the PC. The Intel
AMT Network Filters shown in Fig.8, can be
configured remotely via the ARPMS, so that
the PC does not transmit any packet out of
the network card except to the management
server.
Real-time asset discovery and management
Using this feature, the administrator is able to
discover all AMT enabled PCs within a given
IP address range and perform management
functions on the PCs discovered. A prior
registration of PCs is not required to perform
such functions

features businesses need to easily and flexibly
support business objectives. Proprietary management
solutions can overload systems with non-essential
features, lock organizations into specific vendor
solutions, increase management costs and eliminate
flexibility.
Open standards for client management solutions
with new open source tools designed to accelerate
adoption of the Distributed Management Task Force
(DMTF) Desktop and Mobile Architecture for
System Hardware (DASH) standard.
The Desktop and Mobile Architecture for System
Hardware(DASH) Initiative is a suite of
specifications developed by the DMTF that delivers
open standards-based Web services management for
desktop and mobile client systems.
DASH enables several specific benefits, as outlined
below.
 Remote Diagnostics
Help desk operators or administrators can
remotely diagnose problems by remotely
powering on a client system and redirecting
the serial output to their remote console and
also specify the system boot from a
diagnostic disk or device to perform
troubleshooting remotely.
 Discovery
From a management console, administrators
can automatically discover the client
systems they can manage with DASH. A
managed client can then be queried in a
standard way. The console can also
determine if a client supports DASH and
which specific capabilities or features are
accessible.
 Asset Inventory
From their management tool or console,
administrators can view hardware and
software inventory for clients in the system.
For example, an admin can check the
configuration of hardware components like
memory or hard drives, or see what software
and versions are installed. This inventory
can be viewed whether a client system is
powered on or off.
 Remote System Health Monitoring
Administrators can remotely monitor the
health of hardware components in the
system, such as temperature, chassis
intrusion, and fan operation.

Figure 8 : Intel AMT Network Filters

F. Open Platform Management Architecture
Open Platform Management Architecture (OPMA)
is an open, royalty free standard for connecting a
modular, platform hardware management subsystem
(an "mCard") to a computer motherboard. Platform
hardware management generally refers to the remote
monitoring of platform hardware variables such as
fan speed, voltages, CPU and enclosure temperatures
along with a wide range of other sensors. It also
implies the ability to remotely control the power state
of the platform and to reset the system back into an
operational state should it "hang". A significant
advantage of OPMA over previous generation
management subsystem attachment methods is that
OPMA does not consume a PCI socket. OPMA cards
are also smaller and lower cost than their PCI
predecessors.
OPMA was created as a joint technology
development effort between AMD(Advanced Micro
Devices) and
various
platform
management
subsystem technology companies.
Open standards-based client management tools
and technology provide the essential management

IV.

THREATS IN TARGETING
TECHNOLOGY

A. Windows Management ware Instrumentation
 Managed code providers cannot define
methods: Instrumented applications running
on .NET Framework and providing data to
WMI
cannot
use
the System.Management/System.Manageme
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nt.Instrumentation class methods to define
and implement methods. A provider can still
execute the method of an original WMI
provider. For example, a .NET Framework
instrumented provider can still execute
the StopService method for an instance of
the preinstalled WMI classWin32_Service.
 Instrumented applications cannot expose
writeable properties on new classes that are
not wrappers of underlying unmanaged
WMI classes. A user of a class created by an
instrumented application cannot change
instance data and then write the data back
using a Put operation.
 Cannot create qualifiers on instrumented
classes. WMI qualifiers are similar in
concept to managed code attributes, but
there is no direct mapping between them.
There
are
attributes
in
the
System.Management.
Instrumentation namespace, but these are not
represented by qualifiers on the WMI class
definition. Instead, managed code defines
several
attribute
classes
in
System.Management.
Instrumentation that allow developers to
define the mapping in a declarative syntax.
Some frequently-used attribute classes
are Instrumented
Attribute and Instrumentation
Class
Attribute
 Cannot define properties of instrumented
objects as key properties.
 Cannot create an event consumer provider in
managed code.
 WMI in .NET Framework does not support
Refreshers.
 WMI is slow to query data and if you are
trying to use it during start up it can delay
you starting as the WMI service takes a long
time to come up. However, WMI
information is richer, as in you need to
sometimes make several API calls to get the
same amount, some information is a lot
easier to get at and the filtering syntax can
dramatically reduced.
 The System.Management.Instrumentation na
mespace does not support the inheritance of
classes if the derived class is in a different
namespace than the parent class.
 The WMI infrastructure and providers on
native and managed (.NET) stack have not
been verified for use in a cluster
environment and hence are not supported in
a cluster environment.
B. DTrace

DTrace can't be able to configure and read
the CPU performance instrumentation
counters would be quite valuable for
fetching low level hardware metrics.

DTrace can drop events if the system
becomes too busy, and even abort tracing
entirerly.

DTrace detects system busy it degrading
system performance it will either drop
events or abort execution This can happen if
attempt to analyze too many events

Bad for security. If DTrace was used as a
security auditing tool, then the bad
guys already know one way to defeat the
auditing system. There is no supported way
to turn off this saftey measure (no, really,
you don't want to turn it off).

DTrace has low overhead while in use, it
isn't zero overhead. If tracing events that
happen less than 1000 times a second, then
that overhead should be negligible.start
tracing events that occur much more
frequently then you will start to notice the
DTrace overhead - which could reach 50%
of the CPU capacity.

DTrace provider could be created per restify
server. This will work and remaining tooling
will function correctly, but providers were
never designed to be lightweight, and (in
particular) are currently limited at 32 per
process. Once the limit is reached, providers
will silently fail to be created.
 DTrace provider across all restify servers -but to make the provider itself (and in
particular, its probes) less dynamic.
C. OCS Inventory
 Monitor periodically
In OCS agent the monitored host is simply
pushing data from itself to the system
monitoring application. it can be done
periodically, or by request from the system
monitor asynchronously/
 Notification
OCS agent-based monitoring, a host cannot
inform that it is completely "down" or
powered off, or if an intermediary system
(such as a router) is preventing access to the
system.
 Loading take time
when setting up a monitoring infrastructure
for the first time and not all monitoring
mechanisms have been implemented.
The system monitor can do all the polling in
whatever simple means are available. As
the OCS agents become smarter.
D. Symantec™ Control Compliance Suite
 Should spend large investment for deploying
agents
 Each end host should be deployed with
agent
 Not suitable for small organization
D. Intel Active Management Technology
 AMT chipset should be provide for each
host for management.
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Context kernel instrumentation- DTrace can
instrument virtually all of the kernel,
including delicate subsystems like the
scheduler and synchronization facilities
 Data integrity
 DTrace always reports any errors that
prevent trace data from being recorded. In
the absence of such errors, DTrace
guarantees data integrity, there are no
windows in which recorded data can be
silently corrupted or lost.
 A high-level control language
Predicates and actions are described in a Clike language dubbed “D” that supports all
ANSI C operators and allows access to the
kernel’s variables and native types.
 Speculative tracing
DTrace has a mechanism for speculatively
tracing data, deferring the decision to
commit or discard the data to a later time.
The feature eliminates the need for most
post processing when exploring sporadic
aberrant behavior.
 Heterogeneous instrumentation
Tracing framework have historically been
designed around a single instrumentation
methodology.
In
DTrace,
the
instrumentation providers are formally
separated from the probe processing
framework by a well-specified API.
C. OCS Inventory
 Inventory
Help a network or system administrator keep
track of the computers configuration and
software that are installed on the network
 No overloads on network
 Web interface
 Web Service
Access inventory data collected by OCS
Inventory NG through the OCS Inventory
SOAP Web Service
 Supported multiple Operating Systems
 Architecture
3 Tier architecture using current standards,
HTTP/HTTPS protocol and XML data
formatting.
 Network scans
Ipdiscover feature is used to detect devices
on network, even protected by a firewall.
 Host plug-in
On the agent side, a plug-in can be as simple
as a VBS script under Windows or shell
script under Unix, retrieving data to enhance
inventory .
D. Intel Active Management Technology
Intel AMT includes the following features
 Access monitor
An independent Auditor user that cannot be
changed or deleted by an administrator and

For better Configuration and maintaining of
AMT should be done by an agent.

V. SOLUTION FOR ORGANIZATION MAKE
USE OF A TECHNOLOGIES
Major feature that provide motivational
inspiration for organization to use this technology for
proper management.
 Windows Management Instrumentation
 Automation interfaces
Because WMI comes with a set of
automation interfaces ready to use, all
management features supported by a WMI
provider and its set of classes get the
scripting support for free out-of-the box.
Beyond the WMI class design and the
provider development, the Microsoft
development and test teams are not required
to create, validate and test a scripting model
as it is already available from WMI.
 .NET Management interfaces
Because
the
System.Management
namespace relies
on
the
existing
COM/DCOM plumbing, the created WMI
provider and its set of WMI classes becomes
automatically available to all .NET
applications independently of the language
used.
 Support for Queries
WMI offers support for WQL queries out of
the box. It means that if a provider is not
designed to support queries, WMI supports
it by using an enumeration technique out of
the provider.
 Code template generator
To speed up the process of writing a WMI
provider including all COM/DCOM
interfaces and related definitions, the WMI
team developed the WMI ATL Wizard to
generate the code template implementing a
provider. The code generated is based on the
WMI class model initially designed by the
developer.
B. DTrace
 Dynamic instrumentation
Static instrumentation always induces some
disabled probe effect to achieve the zero
disabled probe effect required for production
use,
DTrace
uses
only
dynamic
instrumentation.
 Unified instrumentation
DTrace can dynamically instrument both
user and kernel-level software, and can do so
in a unified manner whereby both data and
control flow can be followed across the
user/kernel boundary.
 Arbitrary
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configurable list of auditable events and also
Configurable alerts associated with the
auditable events and an audit log.
Alarm clock
With the host wake up feature it is possible
to set an alarm clock within Intel AMT to
wake up the host processor when it is in a
sleep state or when it is powered down.
Discovery
To discover the platform version and
capabilities of an Intel AMT platform or a
platform
supporting
Intel
Standard
Manageability
Event Manager
The Event Manager feature is responsible
for dealing with internal alerts that occur in
both the host platform and the Intel AMT
device, regardless of the power state.
Fast Call for Help
The Intel AMT Fast Call for Help feature
enables the user to initiate a help request via
a keystroke from inside or outside the
enterprise network to IT support or a remote
service provider.
General Info
The General Info Interface provides general
information for various
management
applications.
Hardware Asset
This feature enables an application to query
Intel AMT about the hardware available on
the platform, such as BIOS features, CPUs,
memory, add-in cards, media, and more.
Remote Access
The Remote Access feature enables a
management console to securely access Intel
AMT platforms even if they are located
outside the enterprise network. This is
achieved by creating a secure TLS-based
tunnel via an Intel vPro Gateway, also
known as a Management Presence Server
(MPS).
Remote Control
The Remote Control feature provides the
ability to turn a host platform on and off. In
support of this, it provides boot control
settings and the ability to configure a boot
device.
Storage Administration and Operations
The storage feature enables ISV applications
to allocate and use Non-Volatile Memory
(NVM) that Intel AMT manages locally on
the client platform. Data placed in an NVM
memory block are persistent.
System Defense

The System Defense feature enables
management console applications to define
and enforce network security policies.
VI.

CONCLUSION

Auto discovery tools market is maturing with tool
vendors adding more functionality to these solutions
to identify, track and update Change and
Configuration information and integrating the solution
with Change and Configuration Management process
life cycle. As we have seen various technological
methodology for Auto discovery solutions can support
and automate important aspects of Change and
Configuration Management process, but they are not
the alternative to these processes itself.
Finally feature of technology that motivate
Auto Discovery piece of Configuration Management
coming of age and it holds a significant promise of
making Configuration Management possible in real
world.
IT Managers should fully leverage the capabilities of
auto discovery tools, but such an implementation
should be a carefully thought piece of the entire
Change and Configuration Management puzzle.
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Abstract: A major feature of the cloud services is that users’ data are usually processed remotely in unknown machines that
users do not own or operate. While enjoying the convenience brought by this new emerging technology, users’ fears of
losing control of their own data (particularly, financial and health data) can become a significant barrier to the wide adoption
of cloud services. In order to realize scalable, flexible, and fine-grained access control of outsourced data in cloud computing
also in existing system the data users cannot access the data files of their interest .
This paper presents hierarchical attribute-set-based encryption (HASBE) by extending ciphertext-policy attribute-setbased encryption (ASBE) with a hierarchical structure of users.. Flexible and fine-grained access control is strongly desired
in the service-oriented cloud-computing model. The cloud service provider manages a cloud to provide data storage service.
Data owners
encrypt their data files and store them in the cloud for sharing with data consumers. To access the shared data files, data
consumers download encrypted data files of their own
interest from the cloud and then decrypt them.

systems, thus they save cost on IT infrastructure and
human resources; on the other hand, computing
utilities provided by cloud computing are being
offered at a relatively low price in a pay-as-you-use
style. For example, Amazon’s S3 data storage service
with 99.99% durability charges only $0.06 to $0.15
per gigabyte-month, while traditional storage cost
ranges from $1.00 to $3.50 per gigabyte-month
according to Zetta Inc.
Although the great benefits brought by cloud
computing paradigm are exciting for IT companies,
academic researchers, and potential cloud users,
security problems in cloud computing become serious
obstacles which, without being appropriately
addressed, will prevent cloud computing’s extensive
applications and usage in the future. One of the
prominent security concerns is data security and
privacy in cloud computing due to its Internet- based
data storage and management. In cloud computing,
users have to give up their data to the cloud service
provider for storage and business operations, while
the cloud service provider is usually a commercial
enterprise which cannot be totally trusted. Data
represents an extremely important asset for any
organization, and enterprise users will face serious
consequences if its confidential data is disclosed to
their business competitors or the public. Thus, cloud
users in the first place want to make sure that their
data are kept confidential to outsiders, including the
cloud provider and their potential competitors. This is
the first data security requirement

I. NTRODUCTION
CLOUD computing is a new computing paradigm
that is built on virtualization, parallel and distributed
computing, utility computing, and service-oriented
architecture. In the last several years, cloud
computing has emerged as one of the most influential
paradigms in the IT industry, and has attracted
extensive attention from both academia and industry.
Cloud computing holds the promise of providing
computing as the fifth utility after the other four
utilities (water, gas, electricity, and telephone). The
benefits of cloud computing include reduced costs
and capital expenditures, increased operational
efficiencies, scalability, flexibility, immediate time to
market, and so on.
Cloud computing types





Public cloud
Community cloud
Hybrid cloud
Private cloud

Different service-oriented cloud
computing models have been proposed, including
Infrastructure as a Service (IaaS), Platform as a
Service (PaaS), and Software as a Service (SaaS).
Numerous commercial cloud computing systems
have been built at different levels, e.g., Amazon’s
EC2, Amazon’s S3 , and IBM’s Blue Cloud are IaaS
systems, while Google App Engine and Yahoo Pig
are representative PaaS systems, and Google’s Apps
and Salesforce’s Customer Relation Management
(CRM) System belong to SaaS systems. With these
cloud computing systems, on one hand, enterprise
users no longer need to invest in hardware/software
systems or hire IT professionals to maintain these IT

II. RELATED WORK
A. Key-Policy Attribute Based Encryption
Data confidentiality is not the only security
requirement. Flexible and fine-grained access control
is also strongly desired in the service-oriented cloud
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computing model. A health-care information system
on a cloud is required to restrict access of protected
medical records to eligible doctors and a customer
relation management system running on a cloud may
allow access of customer information to high-level
executives of the company only. In these cases,
access control of sensitive data is either required by
legislation (e.g., HIPAA) or company regulations.
Access control is a classic security topic which dates
back to the 1960s or early 1970s, and various access
control models have been proposed since then.
Among them, Bell-La Padula (BLP) and BiBa are
two famous security models. To achieve flexible and
fine-grained access control, a number of schemes
have been proposed more recently. Unfortunately,
these schemes are only applicable to systems in
which data owners and the service providers are
within the same trusted domain. Since data owners
and service providers are usually not in the same
trusted domain in cloud computing, a new access
control
scheme
employing
attributed-based
encryption is proposed by Yu et al., which adopts the
so-called key-policy attribute-based encryption (KPABE) to enforce fine-grained access control.
However, this scheme falls short of flexibility in
attribute management and lacks scalability in dealing
with multiple-levels of attribute authorities.

The cloud service provider manages a cloud
to provide data storage service.Data owners encrypt
their data files and store them in the cloud for sharing
with data consumers. To access the shared data files,
data consumers download encrypted data files of their
interest from the cloud and then decrypt them. Each
data owner/consumer is administrated by a domain
authority. A domain authority is managed by its
parent domain authority or the trusted authority.Data
owners,data consumers,data authorities, and the
trusted authority.Data owners, data consumers,
domain authorities, and the trusted authority are
organized in a hierarchical manner as shown in Fig.
1.
The trusted authority is the root authority and
responsible for managing top-level domain
authorities. Each top-level domain authority
corresponds to a top-level organization, such as a
federated enterprise, while each lower-level domain
authority corresponds to a lower-level organization,
such as an affiliated company in a federated
enterprise. Data owners/consumers may correspond
to employees in an organization. Each domain
authority is responsible for managing the domain
authorities at the next level or the data
owners/consumers in its domain.
In our system, neither data owners nor data
consumers will be always online. They come online
only when necessary, while the cloud service
provider, the trusted authority, and domain authorities
are always online. The cloud is assumed to have
abundant storage capacity and computation power. In
addition, we assume that data consumers can access
data files for reading and downloading.

B. Ciphertext-Policy Attribute Encryption
In contrast to KP-ABE, ciphertext-policy ABE
(CP-ABE) turns out to be well suited for access
control due to its expressiveness in describing access
control
policies. In proposed system, a hierarchical attributeset-based encryption (HASBE) scheme is used for
access control in cloud computing. HASBE extends
the ciphertext-policy attribute- set-based encryption
(CP-ASBE, or ASBE for short) scheme by Bobba et
al. with a hierarchical structure of system users,so as
to achieve scalable, flexible and fine-grained access
control.

IV. IMPLEMENTATION
We have implemented an efficient scalable and
secure cloud storage services using number of
command line tools as follows:
hasbe-setup: Generates a public key and a master
key
hasbe-keygen: Given and , generates a private key
for a key structure. The key structure with depth 1 or
2 is supported
hasbe-keydel: Given and of DA , delegates some
parts of DA ’s private keys to a new user or DA in its
domain. The delegated key is equivalent to generating
private keys by the root authority.
hasbe-keyup: Given , the private key, the new
attribute and the subset, generates a new private key
which contains the new attribute.
hasbe-enc: Given , encrypts a file under an access
tree policy specified in a policy language.
hasbe-dec: Given a private key, decrypts a file.
hasbe-rec: Given , a private key and an encrypted
file, re-encrypt the file. Note that the private key
should be able to decrypt the encrypted file.
The scheme can be extended to support any depth of
key structure. The cost of this operation increases

III. SYSTEM MODEL
As depicted in Fig. 1, the cloud computing
system under consideration consists of five types of
parties: a cloud service provider, data owners, data
consumers, a number of domain authorities, and a
trusted authority.

Fig:1 SYSTEM MODEL
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linearly with the key structure depth, and the setup
can
be completed in constant time for a given depth.
Except for this experiment, all other operations are
tested with the key structure depth of 2.
Top-Level Domain Authority Grant:
It is performed with the command line tool .
The cost is determined by the number of subsets and
attributes in the key structure. When there is onlyone
subset in the key structure, the cost grows linearly
with the number of attributes. While the number of
attributes in the key structure is fixed to be 50,the
cost also increases linearly with the number of
subsets . With the command hasbe-keydel , a domain
authority DA can perform New User/Domain
Authority Grant for a new user or another domain
authority in his domain. The cost depends on the
number of subsets and attributes to be delegated.
Assume the domain authority DA has a private key
with 50 attributes. When DA wants to delegate 45 of
the attributes, the cost grows linearly with the number
of subsets to be delegated.
User Revocation operation consists of two
steps: Key Update and Data Re-encryption. Key
Update is implemented with the command hasbekeyup. The root authority or domain authority can
assign a new attribute to the user or domain authority.
Adding a new attribute to one subset of private key
can be done in constant time as the complexity is
O(1). If the new attribute needs to be assigned to
several subsets, the cost is linear with the number of
the subsets.
Data Re-encryption is performed with the
command hasbe-rec. The data owner can re-encrypt
the data file. For example, there is an encrypted file
named test-cpabe which is encrypted with a policy
and and the data owner re-encrypts it with the
command hasbe-recpub_keyprv_keytest.cpabe c ,
then the new encrypted data file is associated with a
policy a and band c . When a user is revoked, the
associated data file can be re-encrypted in this way,
and the new attributes can be assigned to valid user
with command hasbe-keyup . The cost of operation
Data Re-encryption depends on the number of
attributes on the access tree, which is same as the
encryption operation, so we do not give the analysis
here. The data owner can use the command hasbeenc to encrypt a file to create a new encrypted file.
The time for this operation depends on the access tree
structure.
To access the file, decryption should be done
with the command hasbe-dec.The time of decryption
is different depending on the access tree and key
structure. Here we assume that there is just 1 subset
with 50 attributes in the key structure associated with

the private key. The decryption time is proportional
to the number of leaf nodes needed for decryption,
and the level of the access tree has no impact on the
decryption time.
V. CONCLUSION
In this paper, we introduced the HASBE
scheme for realizing scalable, flexible, and finegrained access control in cloud computing. The
HASBE scheme seamlessly incorporates a
hierarchical structure of system users by applying a
delegation algorithm to ASBE. HASBE not only
supports compound attributes due to flexible attribute
set combinations, but also achieves efficient user
revocation because of multiple value assignments of
attributes.We formally proved the security of HASBE
based on the security of CP-ABE by Bethencourt et
al.. Finally, we implemented the proposed scheme,
and conducted comprehensive performance analysis
and evaluation, which showed its efficiency and
advantages over existing schemes.
REFERENCES
[1] Zhiguo Wan , Jun’e Liu and Robert H.
Deng“ HASBE:A
Hierarchical Attribu
Based Solution for Flexible and
Scalable Access Controlin Cloud Computing”,IEEE 2012.
[2] Shucheng Yu ,Cong Wang , Kui Ren and Wenjing Lou
“Achieving Secure, Scalable, and Fine-grained Data Access
Control in Cloud Computing” IEEE INFOCOM , 2010.
[3] Cong Wang , Qian Wang , Kui Ren , Ning Cao and Wenjing
Lou “Towards Secure and Dependable Storage Services in
Cloud Computing”.
[4]

Vipul Goyal,Omkant Pande ,Amit Sahai and Brent Waters
“Attribute-Based Encryption for Fine-Grained Access Control
of Encrypted Data”, 2006.

[5]

Rakesh Bobba , Himanshu Khurana and Manoj
Prabhakaran“Attribute-:SetsA
Practically
Motivated
Enhancementto Attribute-Based Encryption”,July 27,
2009.
[6] ChristianVecchiola,Suraj Pandey and Rajkumar Buyya“HighPerformance CloudComputing:A View of Scientific
Applications.
[7] John Bethencourt,Amit Sahai and Brent Waters “ CiphertextPolicy Attribute-Based Encryption ” , IEEE Symp 2007.
[8]

Vipul Goyal ,Abhishek Jain ,Omkant Pandey and Amit
Sahai“Bounded Ciphertext
Policy Attribute Based
Encryption.

[9]

Dan Boneh , Xavier Boyen and Eu-Jin Goh_ “ Hierarchical
Identity Based Encryption with Constant Size Cipher Text ”
May 20, 2005.

[10] Guojun Wang, Qin Liu and Jie Wu “ Hierarchical AttributeBased Encryfor Fine Grained Access Control in Cloud Storage
Services ” , 2010.


International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
159

Improving Accuracy of Software Effort Estimation using analogy based effort Estimation

IMPROVING ACCURACY OF SOFTWARE EFFORT ESTIMATION
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Abstract - The aim of this paper is to get the exact effort estimation for software projects. The effort
estimation derived by using the analogy based techniques and the data mining Hierarchical Clustering (BRICH).
To predict the exact effort required to software development is depends on the existing dataset from the
historical projects. In this paper reveals that the feature weighting techniques and improving the algorithms for
accuracy of the estimation. We proposed a feature subset selection based on Analogy Based Software Effort
Estimation Models and BRICH Clustering Algorithm used with Desharnais Dataset.
Keywords:- Effort Estimation, Clustering, Feature Weighting, Dataset.

absent, in this situation this method is very useful to
the estimators. Large community of software
professionals believed their own past experience than
using the estimation models developed by other
professionals.

I. INTRODUCTION
Software Engineering is the technological and
managerial discipline concerned with systematic
production and maintenance of software products
that developed and modified on time and within cost
estimates [26]. The primary goals of the software
engineering are to complete the project within the
budget and the time period. So that to meet best effort
estimation strategies and experts to do. Software
Effort Estimation is often occurring phenomenon in
our every day lives. And the effort estimation
parameters are the cost, resources, personnel and
equipment. Some other limits like time, schedule and
other similar attributes. A good estimation is the right
mix of the parameters and their attributes. Software
project success based on the good software effort
estimation otherwise it cause the failure on it. And
the ingredients of a good estimation are activity
scope, work environment, consistency, the usage of
tools and learning strategies for the past experience.
When develop software the scope is, the size of the
software in terms of functionality and in terms of
lines of code delivered. The environment in which the
activity execute, impact on the overall estimation.



Analogy Method

In this method use the experience of the past projects.
It compares the proposed project to previously
completed and similar projects.
 Bottom-Up Method
This method estimates the each component of the
software project individually and combines all the
results and it produces the final estimation value.
Here we need to define each component and activity.
 Top –Down Method
In this method refers the Work Breakdown Structure
(WBS). It working through the main modules, sub
modules and individual functions.
 Algorithmic Method
Experts observed some data patterns and based on it
this method conceptualized. In this pattern
transformed into mathematical formulae that used to
derive the software estimations.

A. Estimation Approaches The two major approaches
in effort estimation are the heuristic approach and
parametric approach.

Parametric Approach

Heuristic Approach



In this approach, the professionals experiment and
find solutions from the
frequently occurring
problems. And it derived from the software experts,
software gurus and experienced professionals
developed and evaluated through repeated projects.





 Expert-Based
When the quantified and empirical data are

Larry Putnam’s SLIM (Software Life-Cycle
IModel).
Galorath’s SEER-SIM based on the Jensen
Model.
Object Factories SELECT Estimator based on
the Object Matrix model.
Barry Boehm’s COCOMO II based on the
ingenious model.
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The main objective of the Discretization is to
converting or partitioning continuous attributes,
features or variables to discretized. Entropy based
Discretization methods determines the continuous
features separately.

COSMIC’s (Common Software Measurement
International Consortium) COSMIC-FFP.
Function Point by Allan Albrecht and later by
International Function Point Users Group
(IFPUG).
Knowledge Plan from Software Productivity
Research.

D. Similarity Measures
Using the Minkowski distance we measure the
similarity between the attributes of the different
projects.

II. PROPOSED METHODOLOGY
Software effort
estimation is the process of
predicting the more accurate data behind the project
schedule, manpower, equipment and the project cost
require completing the project as soon as possible as
per the customer needs. More design opinions
available to do estimation in the market. But nobody
can say this is the perfect approach to get the accurate
results. As per environment we need to change the
estimation strategies and methods to get the accurate
results. The existing analogy-based effort estimation,
the immediate neighbors of a project offer stable
conclusions about that project. Here the test
assumptions by deriving the binary tree clusters of
effort estimation data then compare the difference
between the super trees versus smaller sub trees. In
existing GAC clustering generates trees of Clusters
with small variance of the data project. GAC (Greedy
Agglomerative Clustering) Clustering form links
between quite distinct clusters merely because they
have the minimum average-linkage clustering, so that
we proposed, BIRCH Clustering algorithm to group
the data at suitable for very large databases. It
incrementally and dynamically clusters incoming
multi-dimensional metric project data points produce
the best quality clustering of software project.
BIRCH can typically find a good clustering with a
single scan of the data. BIRCH clustering algorithm
proposed in the database area to handle "noise" (data
points that are not part of the underlying pattern)
effectively. The Birch algorithm builds clustering
feature tree (CF tree) while scanning the projects at
one time.

Clustering is a collection of data objects that are
similar to one another and treated collectively as a
group. Partitioning the dataset into clusters are called
data clusters. Biology, Marketing, Insurance, Land
use and Image segmentation are the applications of
the clustering. Partitioning clustering (K-Means),
Hierarchical clustering (BIRCH,ROCK)
and
Density-based clustering (DBSCAN) are the main
clustering methods. A good clustering method must
provide the high intra-class similarity and the low
inter-class similarity.
Balanced Iterative Reducing
and Clustering(BRICH) is the Hierarchy clustering.
When we using the BRICH clustering within a single
scan of the dataset gives a good clustering result. And
without scanning whole data it will manage the
clustering decisions. Based on the knowledge about
the dataset it gives the parallelism. In this clustering
algorithm proposed in the database area that
addresses outliers (data points regarded as “noise” or
irrelevant of the project). BRICH has the four phases.
Phase I - Scan all the data and build an initial inmemory CF Tree
Phase II - Condense into desirable range by building
a smaller CF tree
Phase III - Global Clustering
Phase IV - Clustering Refinement

A. Subset selection
To improve the set of training projects subset
selection applied. Outlier methods characterized for
selection mechanism. It removes the small percentage
of the training data, to improve the quality of the
training sets.

The Birch algorithm builds a dendrogram called
Clustering Feature tree (CF tree) while scanning the
data set. CF Tree represents a cluster of objects and is
characterized by3-tuple (N, LS, SS). N is the number
of data points in the cluster, Linear Sum(LS) of the N
data points and the square sum (SS) of the N data
points.

B. Feature Weighting Schema
Here we develop the feature weighted scheme, it
assigns the feature weights to find or search through
all subsets of F features to filter the irrelevant features
from the projects, including their preferred
correlation-based method.
C. Discretization Methods
Feature weighting schemes require an
Discretization of continuous columns[2].

initial
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I.

Original Data

Effort,
Transactions,
Entities,
PointsAdjust,
Envergure, PointsNonAjust, Langage are 12
attributes from the sample dataset.
II.

OUTLIER PRUNING

II. FEATURE WEIGHTING DATA
IV. DISCRETIZATION

Sample Dataset
http://promise.site.uottawa.ca/SERepository/datase
ts/desharnais.arff
Attributes are Project, TeamExp, ManagerExp,
YearEnd, Length, Effort, Transactions, Entities,
PointsAdjust, Envergure, PointsNonAjust,
Langage
Linear Regression Model
Effort =-433.25 * TeamExp +408.8057 *
ManagerExp +201.2701 * Length + 4.2361 *
Transactions +7.9056 * Entities +4.4594 *
PointsAdjust + 92.1389 * Envergure + 1777.4579 * Langage +
-278.0786.
1,1,4,85,12,5152,253,52,305,34,302,1
2,0,0,86,4,5635,197,124,321,33,315,1
3,4,4,85,1,805,40,60,100,18,83,1
4,0,0,86,5,3829,200,119,319,30,303,1
5,0,0,86,4,2149,140,94,234,24,208,1
6,0,0,86,4,2821,97,89,186,38,192,1
7,2,1,85,9,2569,119,42,161,25D. Similarity
Measures,145,2
8,1,2,83,13,3913,186,52,238,25,214,1

III. CONCLUSION
In this paper deals with the accurate effort estimation
for software projects. The heuristic effort approach
has taken as an estimation model, within this analogy
based technique used and this technique based on the
existing similar historical projects. And data mining
hierarchical clustering (BRICH) will apply to the
Desharnais dataset. And the results are given for the
subset selection, outlier pruning, Feature Weighting
and Discretization. In future the proposed BRICH
will apply to the sample dataset and show the
improved accuracy for the software effort estimation.

RESULTS
Here the results are displayed for the subset selection,
Outlier Pruning, Feature weighting, Discretization
Methods. Desharnais sample dataset used and
Project, TeamExp, ManagerExp, YearEnd, Length,
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Abstract-Time is an important dimension in search because a lot of queries are time-related and the contents of the
documents are strongly time-dependent. However traditional retrieval system is focused only on the topic similarity that is
not sufficient to search in a large temporal document collection. We propose a framework for handling the time-sensitive
queries and ranking of the documents based on temporal dimension.The clustering documents based on relevant time ranges
provide better search experiences. Experiments on the news documents shows the improvement of quality of search results
compared to the traditional information retrieval approaches.
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temporal dimension but traditional information
retrieval systems do not exploit the temporal content
in documents. Much research is going on the field of
temporal information retrieval
to improve the
retrieval results.
The rest of this paper is organized
as follows. In section 2, an overview of Temporal
Information Reterieval area. In section 3,discuss the
notion of temporal relevance and describes the
ranking ,query reformulation and clustering of Timesensitive queries. In section 4, gives the experimental
settings and evaluation of results. The experimental
results show that our techniques improves the quality
of the search results. In section 5 , discuss the related
work . In section 6 concludes the paper and describes
the future research directions.

I. INTRODUCTION
Day by day the amount of information on the
web is growing rapidly. Web archives containing
millions of documents published long ago in analog
formats are now being digitized and made available
on the Web. The retrieval of the relevant information
from a large number of digital documents by using
conventional database techniques is a tedious task for
the user.The field of Information Retrieval (IR)
addresses this task by developing effective and
efficient ranking algorithms. The IR efficiency deals
with providing fast retrieval of documents or text
with informative content that is relevant to the user’s
information need. Commercial web search engines
are necessary tools on the web, users have become
used by typing the keyword and anticipating the
relevant results. The researches are going on all over
the world to provide a better search experience. But
so many difficulties are there to provide the best
search results. The main reason for that is a web
search engine do not know the user intention and also
users always have difficulties to find the keywords
that express the information needs.
Time plays a key role in the information
retrieval field. One of the main properties of the news
documents or blogs is their temporal dimension.
Each document contains temporal information that is
in both explicit and implicit forms.Explicit data are
metadata that is in the form of creation date or
publication date or review date.Implicit data that are
embedded with the contents of the documents.So
many researches are going on extracting the temporal
information from the documents. Based on the
analysis of the user’s search that a significant fraction
of the queries is temporal intent.1.5% of web queries
are explicitly provided by the temporal information
“U.S. Presidential election 2008.About 7% of web
queries have temporal intent implicitly provided
“tsunami”[9]. Temporal ranking is mainly organized
for news-related queries but can be applied to all
kinds of queries for providing a better search
experience. Users' information needs often have a

II. TEMPORAL INFORMATION RETRIEVAL
Temporal information retrieval is a rapidly
evolving area of research. Among the different
categories of queries, the Time-Sensitive queries are
considered here. Time-Sensitive queries are queries
that had its major effect at the time of the event
happened, for example, news queries. Here time is
considered as the important dimension and the
documents should be retrieved on time-based. For
answering queries traditional approaches use the
content relevance, similarity search and query
expansion techniques. Similarity search alone is not
sufficient for ranking documents in the large
database. All documents in the database are not
uniformly distributed, certain events are concentrated
during a particular period of time and used less or not
used at other times. The existing model fails to
retrieve documents effectively for time sensitive
queries which is an important part of web data
retrieval. To the best of our knowledge , there is a
very little prior work dealing with historical search
over a temporally versioned document collection.
The present research on web extraction is mainly
concerned on Similarity Search method i.e., the query
given by the user is taken as the keyword and parsed
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inside the documents. The documents are retrieved in
order of most matched keywords.
Consider, an example, a journalist is
interested in knowing the details of the tsunami that
happened in the year 2004. Existing retrieval models,
often fail for such temporal information needs. The
user is expecting documents for the relevant time
periods (for example December 2004). Another
example a journalist interested in knowing the details
of titanic sinking , issues the query . Documents with
details on specific accident that occurred in 1912
would often not be among the retrieved results, unless
explicitly mention the time periods. Most of the
search engines provide only recent documents. Here
we have to provide the artificial intelligence
capabilities. The user interest may differ for each
person but the user preferences are not considered
while searching. Even though the news search engine
provides search in the archives and mechanisms of
filtering results by providing the date ranges etc.
Main issues is that the user does not know the
relevant time period for the particular query.Large
collections and lengthy results are another problem
with the searches. Usually most users examine only
first or second page of query results. Relevant results
not only on the first page, but on subsequent pages
and most of the queries are not modified. So that
clustering of the documents and query reformulation
will provide a better search experience. Clustering of
text documents plays a vital role in an efficient
information retrieval.
Time-Sensitive Queries
In this paper, we observe for an important
class of queries over news archives , i.e TimeSensitive Queries. According to Dakka et al [11] the
definition of a time sensitive query as follows: A
query over an archive of time stamped news
documents is time sensitive if relevant documents for
the query are not spread uniformly over time but
rather tends to be concentrated in restricted time
intervals. For such queries, the publication time of the
documents is very important, here we are using the
publication time (creation date) of the document.

Space model, Probabilistic retrieval model, and
Language models. We explore the relationship
between relevance and the time and incorporates
time as part of the language modeling framework
[12]. Publication date associated with documents are
important attribute in the Information Retrieval
systems. Instead of assuming uniform prior
probabilities in these retrieval models, for time based
queries we assign different document prior
probabilities for relevance based on the publication
date of the documents.
Probability Based Ranking
The main research issues are how to identify
the relevant time periods for a query and retrieve
results created within that time.When a query is
“Bhopal gas tragedy”, documents written in 1984
should receive a higher weight than those written in
other years, e.g.1984, according to stronger relevance
in the past.We propose a simple, yet efficient
algorithm for the mining temporal queries and
identify most important time periods for queries
without user input and return the result
accordingly.The primary idea behind our approach is
combintation of both topic similarity relevance score
(keyword/text score) and temporal relevance score.As
a retrieval model in this work we adopt Okapi/BM25
probabilistic retrieval model but this techniques are
not dependent on this choice and are applicable to
other retrieval model like TF-IDF, language models
or similarity-based retrieval models. The estimation
of text relevance for the query q based on the Okapi
BM25 probabilistic model. The Okapi BM25 ranking
formula ranks a set of documents based on the
term-frequency and inverse-document-frequency
(TF.IDF) [13 ]. Based on the BM25 approach and
rank the documents according to their estimated
probability of generating the query.
Temporal Relevance
The estimation of temporal relevance is based on
the probability based model presented in [11] which
is a variant of the time-based model in [3]. Based on
the probabilistic model, derived the posterior
probability of each document in the news archive
document collection D. By applying Bayes’ rule as
p ( q | t ). p ( t )
(3.1)
p (t | q ) 
p (q )
where,q given query , p (t) is the probability that day t
contains a document (relevant to q or not). There are
several ways to estimate p(t|q) that a day t is relevant
is based on the publication time of the documents
from the news archive. The estimation of p(t|q) is
based solely on complete set of relevant documents .
If we know the complete set of documents Rq that
are relevant to the query.Then p(q|t) can be estimated
by the dividing the number of relevant documents
that are published at time t to that of the total number
of documents published at time t in the document
collection. Using the distribution of the relevant
documents over time can directly estimate the p(q|t).

III RANKING AND CLUSTERING OF TIMESENSITIVE QUERIES.
The work on time-aware approaches to information
retrieval have been developed over the past few
years. Hence, this work is the combination of novel
approaches and extension of existing retrieval
models.We motivate and propose a framework for
handling time-sensitive queries and clustering of the
search results. This time-based ranking approach in
which not only considers text relevance but also
ensure good performance. This approach addresses
how to exploit the temporal information in documents
in order to improve the retrieval effectiveness.
Several retrieval models that have been developed to
retrieve information are the boolean model, Vector
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But the main issue is that do not know the relevant
documents for a given query.
Binning [11] technique is used to estimate the
p(q|t). Based on the text relevance obtained by the
Okapi BM25 probabilistic model retrieve the top-k
documents for the query.Then ,use the publication
time of the returned documents to generate time
based probability p(q|t) for each time t. To estimate
p(q|t) ,arrange the documents in the bins ,where the
first bin contain the days with the highest number of
published documents and the second bin contain the
days with second largest number of published
documents, and so on.The relevant documents for the
time-sensitive queries are on the top bins,from that
the relevant time periods for the documents can
identify. The final priority level the each bin is
determined by the distribution function, bin(t) returns
the index of the time t bin.
p(q|t)=F(bin(t))
(3.2)
Following the [11] work estimation of p(q|t)
p (q | t) 



of relevant documents. Here we used N-gram
technique for the query N-gram Language Models
The N-gram- based matching provides fewer
errors. The steps for query reformulation are
1 Identify initial set of n-grams by splitting the text
into individual terms occurring in the document
collection
2. Pre-processing of the terms.
3. Select top relevant documents .
4. Construction of revised query by checking the
original query with the n-grams and retrieve the
queries.
5.Documents are re-ranked based on the revised
query.

 . exp(   . bin ( t ))
  . bin ( t i ))
t  dates ( D )  . exp(
i

Where λ exponential distribution and dates(D) is the
time span of the news archives D.The ranking of
documents based on the overall score obtained by
adding the temporal relevance score and text
relevance score and reranking the documents by
increasing the score.Thereby naturally defining the
relevance of the document as a combination of
topic(text) relevance and time relevance.
Document Clustering and Query Reformulation
Clustering of retrieved documents can lead
to better user interfaces and an effective tool to
manage information overload in the environment of
information exploration. Most of the clustering
algorithms depend on the key similarity metrics of the
documents. But here the clustering of the documents
based on the relevant time periods of the query.
Clustering by time periods can do very easily because
binning technique already identifying the relevant
time ranges of the query. The user can easily see the
main time periods of the query without going
through the long list of rank documents.
In the clustering algorithm first step is to
cluster the results by year, within which identify the
relevant date ranges by identifying the top bins. The
final result is a time-based clustering system that,
presents an alternative view of the retrieved results
clustered by time.The Fig.1 illustrates the workflow
of the system.
The general approach for increasing recall is
through query reformulation. Integrating query
reformulation algorithms [17] that will improve the
performance of information retrieval system. The
main aim of query reformulation technique is to
reduce the query/document mismatch by revising the
query using words obtained from the document
collections or some other statistical relation to the set

Fig. 1 Workflow of the System.

IV EXPERIMENTAL RESULTS
As a data set we use the publicly available
BBC news dataset [14]. This dataset contains a lot of
newspaper articles published in BBC between Aug
1996 and Jan 2000. Since we target a specific class
of information needs, all queries are not useful. So
manually identified some of the queries as timesensitive queries. The queries are constructed based
on the timely nature and only used queries with more
than 15 relevant documents in our collection.We
implemented techniques in a small system using C#
as a programming language. All data are kept in an
SQL Server 2008 database. Documents in the
database are stamped with their publication dates. We
used the SQL Full-Text Search feature to index the
collection with the default stemming and stopwords
removal. To evaluate our approach, we identified a
set of time sensitive queries and associated time
intervals from the dataset as shown in Table 1.
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Table 1. Examples of Time-Sensitive Queries

The Table II shows the performances of the BM25
and time-based models over the BBC news dataset
and for the query “donation scandal” .The tables
show that combining text relevance and temporal
relevance provide better MAP values.
Table II. Recall Level Precision Averages Table.

For this approach, we execute all the queries
in Table 1 and collect the average score of each type
of query. Evaluation of relevance ranking is difficult
since it needs relevance judgements. There are
several ways to evaluate
the performance of
information retrieval systems .We measured the
performance using precision ,recall,precision @ topK documents.Recall is the fraction of the relevant
documents that are are successfully retrieved.
Precision is a fraction of the documents retrieved that
are relevant to the user's information need. The
evaluation of IR systems need a collection of
documents, a query, and a set of relevance judgments.
The experimental results show the effectiveness and
the robustness of the method especially when
combining the content relevance and the temporal
relevance. The exponential distribution is taken as
0.02. The Fig 2 shows the precision and recall of the
input document collection for the time-sensitive
queries
The graph shows that system providing
good precision and recall for the retrieval results.
Clustering was initially used for improving the
precision or recall in an information retrieval system.
The precision-recall measure from information
retrieval can also be used as an external measure for
evaluating clusters.

The document level precision table which
contains the average precision at 4 document levels;
precision at 5,10,15,20 documents.The Table III
shows the performances of the BM25 and time-based
models over the BBC news dataset and for the query
“mad cow disease”. The tables show that time-aware
retrieval models outperforms than the BM25
probabilistic model. The model resulted in
improvement against BM25 over the query in terms
of P@5,P@10,P@15 and P@20 respectively.
Table III. Document Level Precision Table.

Table IV. Document Level Precision Table.

The Table IV shows the performances of the
BM25 and time-based models over the BBC news
dataset and for the query “CDU Scandal”.The model
resulted in improvement against BM25 over the
query in terms of P@5,P@10,and P@15 respectively.
The table shows that P@5 and P@10 as 1 , that
means top-k documents retrieved are relevant. The
results show that incorporating time as a dimension
for ranking query results is needed for time-sensitive
queries.The publication time that is available in the
news documents can be used in retrieval purposes. It
increases the precision of the of the retrieved
documents and reveals the relevant documents.

Fig.2 Precision and Recall Graph

The “recall level precision averages “ table
shows the retrieval effectiveness for BM25
Probabilistic model and time-based model. The table
contains the average precision at standard recall
levels.The precision at the top recall cutoffs, namely
0.0,0.1,0.2,0.30.4 and 0.5.The mean average
precision (MAP) is the average of the precision value
obtained after each relevant documents is retrieved.
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Baeza Yates [10] extracted temporal expressions
from news and indexed with temporal information
retrieved by using a probabilistic model.
There are also work done on constructing
timelines that make use of the temporal data
embedded in time-tagged retrieved documents as a
visualization tool. Most notably one is Google
timeline feature [15], but this feature is not available
now. Google now suggests the normal date range
filter as an alternative. But the problem is user does
not know relevant time periods. IBoogie [16] a
clustering engine that combines metasearch and
clustering
to
provide
organized
search
results. IBoogie grouped the documents with similar
content and the related topics into the same cluster.
IBoogie does not consider the time dimension.

V. RELATED WORK
We can classify the related work mainly
into the following two aspects :the traditional work
on probabilistic models of relevance and the recent
developments in the temporal information retrieval
field. Most of the retrieval systems uses tf.idf score
and document length.Most of the research on
probabilistic models of the information retrieval are
based on the Proability Ranking Principle (PRP)
suggested by Robertson[11].The language models
focused on viewing documents themselves as models
and estimate the probability of the relevance of the
each document to the query. Ponte et al[12] proposed
approach to retrieval based on probabilistic language
modeling.
Recently, a lot of researches are going on the
issues of temporal web search engines and temporal
clustering area. [2, 10, 4].In [3], Diaz and Jones used
document publication dates to create the temporal
profile of the query. Temporal profile relies heavily
on the underlying retrieval model and approach
works well in collections where documents are
uniformly distributed over time.
The relevant time period for the query is explicitly
provided for retrieving the relevant documents that
demands less user interest. In [1], Li and Croft
introduced time-based language models, by assigning
a document prior using an exponential decay function
of a document publication date. The prior probability
exponential related with the time there by the boosts
the score of most recent documents. This work is
focused on handling recency queries, which are
queries that are after recent events or breaking news.
Berberich et al [2] integrated temporal expressions in
query-likelihood language modeling, which considers
uncertainty but the user explicitly specifies the time
as a part of the query.
Nattiya Kanhabua et al [5] considered
implicit temporal queries and
proposed three
methods to determine the time of queries when no
temporal criteria are provided. Metzler et al. [9]
proposed mining query logs and analyze query
frequencies over time in order to determine the time
of queries. This approach is focused on implicitly
year qualified queries. Ruiqiang Zhang et al [6] also
considered Year Qualified Queries (YQQs) by
translating the user’s implicit intention as the most
recent year. This approach is very effective for
recurring event query. Anlei Dong et al [7] they
propose a method based on the search in blog
documents. This work is focused on handling recency
sensitive queries ,focused on recent and fresh
documents.
Most of work focuses on recent documents
very few works are focused on historical
documents.There has also been research that exploits
the temporal aspects of news stream data. Del Corso
et al [4] introduced the time aware ranking algorithm
for news articles and clustering of the news articles.

VI. CONCLUSION
The research problems we have addressed
are among several problems of searching temporal
document collections. In this paper, we discussed
about temporal information retrieval.This approach is
based on the relationship between the publication
time of the document and the keywords. We showed
that temporal information can be successfully
integrated with the retrieval tasks.We have just
presented results for the time sensitive queries. This
subject is an ongoing research topic and can be
applied to all types of queries. Time can be valuable
for placing search results in a timeline for document
exploration, visualization purposes there by the user
is aware about the temporal attributes. In this paper ,
we have studied Time-Sensitive queries where no
temporal criteria is provided and how to increase
retrieval effectiveness of such queries. Time based
ranking methods show better performance compared
to the traditional retrieval methods that depends on
the similarity of the keywords. The clustering of the
results and query reformulation also improves the
overall performance of the Information Retrieval
system.
Our future work primarily concerns
analyzing the contents of the documents and finding
the temporal relevance based on the content time
thereby
significantly improve the current
functionality of search applications. .Future work
includes further improvement on query dating based
on the external knowledge from a source like
Wikipedia. Another interesting direction of future
work is to query expansion using time-dependent
synonyms using more document collections and time
based question answering. Another promising
research direction is in Forensic retrieval (searching
the history) can be performed. Recognizing such
temporal information can be applied in medical and
related search applications
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Abstract- This paper presents the Verifiable Multi-Secret Image Sharing based on ZZZ Scheme [8]. Multiple images are
shared among n participants, where t or more shadows are required for retrieving the secret images and shadows less than t
cannot retrieve the secrets. This scheme involve secret key generation, shadow creation, verification and reconstruction
process. Meaningless shadows are generated using an invertible polynomial and are distributed to the participants. During
reconstruction secret images are recovered using the Lagrange Interpolation Polynomial. Cheating is prevented by both the
participants and the dealer, due to the verifiability property. The correlation analysis is used to identify the correlation
coefficient of the secret images and the share images. Since single share of any participant does not reveal any information
about the secrets, the system is more perfect and secured. The correlation analysis shows that, the proposed system is highly
resistive against various attacks and provides high Security, Confidentiality and Integrity for the communication of secret
images over the public network.

I.

and the secrets are reconstructed without loss based
on the chosen prime.
C.C.Yang et.al [7] Proposed a (t,n) multi-secret
sharing based on Shamir’s secret sharing. The
multiple secrets are shared among n participants,
where at least t or more participants pool their
shadows to reconstruct secrets and participants less
than t cannot recover the secrets.
Shao and Z. Cao [6] proposed, a new efficient (t, n)
verifiable multi-secret sharing (VMSS) based on
YCH scheme [10] with the verifiable property. The
dealer and participants can verify the shares of the
other participants using discrete logarithm. However
the dealer cheating cannot be identified.
Zhao et.al [8] Proposed, a practical verifiable
multi-secret sharing scheme based on the YCH
scheme [10] with verifiable property. It can identify
the cheaters no matter the dealer or the participant.
Noar and Shamir in [4] proposed visual cryptography
in which the secret image is divided into two shadows
based on black and white pixel and reconstructed by
overlaying each other.
Cheng Guo et.al [2] proposed, a multi-threshold
secret image sharing scheme based on Monotone
Span Program. Multiple threshold access structures
are defined and every secret image is associated with
a qualified subset of shadow images. Different
qualified subsets of shadow images with different
access structures can reconstruct different secret
images. A simple 3-LSB substitution is used to
embed shadow data into the cover image.
Authentication mechanism is provided to verify the
integrity of the shadow images.
Mustafa Ulutas et.al [3] proposed a Medical image
security and EPR hiding using Shamir’s secret
sharing scheme. This paper proposes a (t, n) secret
sharing scheme which shares a medical image among
a team of n clinicians such that at least t of them must
combine to reveal the medical image to diagnose.
Steganography is used to hide these shares into n

INTRODUCTION

The development of computer network and Internet
has received a lot of attention in the notion of
Information protection. Encryption is one of the
popular techniques to ensure the security and
Integrity of private information; however traditional
encryption schemes are useless for encrypting
multimedia data such as images. Security of
multimedia information is of the greater concern due
to its huge storage and unsecured transmission
through a public network (for example medical
images, satellite photos) Thus the secret images can
be securely shared by using secret sharing schemes in
which the Confidentiality and Integrity of the secrets
are preserved. Secret sharing scheme is the process of
sharing a secret into multiple shares, and distributes
them among n participants, each of whom is allocated
a share of the secret. The secret can be reconstructed
only when a qualified number of shares are combined
together; individual shares are of no use on their own.
A secret sharing scheme is called a (t, n) threshold
secret sharing scheme for t ≤n if the following two
conditions are satisfied:
i) Knowledge of any t or more shares makes the
secret computable.
ii) Knowledge of any t-1 or fewer shares leaves
completely
undetermined in information
theoretic sense.
In 1979 Shamir[5] and Blakely[1] introduced the
threshold secret sharing concept in which a secret is
shared among a set of authorized participants , where
a qualified subset of t participants pool their shadows
to recover the secret and participants less than t
cannot recover the secret. Multi secret sharing
schemes are introduced to share the multiple secrets.
Jani et al [9] securely shared a color image using
Shamir model making use of modular operation
where a meaningful shares are generated using LSB
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natural cover images since noise like shares may
draw eavesdroppers’ attention. The proposed method
can store longer EPR strings along with better
authenticity and confidentiality properties.
Verifiable multi-secret image sharing for a gray
scale image is proposed in this paper which is based
on [8]. The verifiable property prevents cheating by
both the dealer and the participants, and this scheme
can be used for medical image sharing, military and
intelligence, where multiple secrets can be
reconstructed. The rest of the article is organized as
follows: Section 2 briefs about the related works.
Section 3 explains about the proposed work. Section
4 elaborates each phase of the proposed scheme. The
Experimental and simulation results are explained in
section 5; security analysis is discussed in section 6,
and the conclusion is given in section 7.
II.

from the period [2, N] in random manner such that S0
is relatively prime (Q1-1) and (Q2-1) and computes j
such that
S0X J= 1 mod Φ (N). The dealer also
computes R0 =
mod N and Ii =
mod N for
i=1, 2…n, and for shadow derivation performs the
following steps:
 Case p≤t
1. Choose a prime b and construct (t-1)th degree
polynomial
h(x)
mod
m,
where
0<S1,S2...Sp,c1,c2, . . .ct-p < b as follows:

2.

Compute Yi(Ii) mod b for i=1,2,…,n
Distribute (R0, j, Yi) to the participants.

 Case p>t
1. Choose prime m and construct (p-1)th degree
polynomial h(x) mod b, where 0< S1,S2...Sp <
m as follows:

RELATED WORKS

This section deals with the related work of threshold
multi secret sharing based on Shamir’s secret sharing
and verifiable multi secret sharing.
A. Shamir’s Secret sharing
Shamir [1] introduced secret sharing in 1979. A
(t, n) Secret Sharing Scheme distributes a secret S to
n participants such that atleast t participants can
recover the secret S but less than t cannot gain the
secret S. This Scheme is said to be ideal only if the
participants less than t cannot gain the secret.
Shamir’s approach employs a secret S and a prime
number b to generate a (t-1)th degree polynomial as
given below,

2.
3.

Compute Yi(Ii) mod m for i=1,2…n
Compute h(i) mod m for i=1,2…p-t
Publish (R0, f, Yi, h(i)) to the participants.

Each participant Ui compute
and
provide to all the participants and the dealer. For
secret construction, t participants pool their secret
shares Yi and hence each Participant Ui verifies
others’ secret share’s veracity by using the following
equations:

Then, the original secret images are reconstructed for
both the cases using the Lagrange interpolation
polynomial given below:
 Case P ≤ t

Where S is the secret to be shared and C1, C2 …Ct-1 are
random integers chosen within the range [0, b-1] and,
Where Yi (1≤ i ≤n) represents the shadow value
which is computed by substituting the secret key of
each participant in (1) and are distributed to the
participants by the dealer through a covert channel.
At least t participants pool their shadows to recover
the secret.
B. Verifiable multi secret sharing
Jianjie Zhao et al [8] proposed a verifiable multi
secret sharing scheme in which the cheating by both
participants and dealer is prevented. Let S1, S2...Sp
denotes the P secrets to be shared among n
participants. Initially, the dealer D chooses two big
prime numbers, Q1 and Q2 and computes N = Q1Q2.
Q1 and Q2 are chosen such that N cannot be
factorized easily. The dealer D chooses an integer g
within the range [2, N] such that g is relatively prime
to Q1 and Q2 and publishes {g, N} to all the
participants. Each participant Ui chooses an integer ki
randomly from the range [2, N] as their own private
key and computes
Li =
mod N, then Ui issues
[Li, i] to the dealer D. The dealer must ensure that
each Li are distinct. The dealer selects an integer S0

III. PROPOSED SYSTEM
The proposed Verifiable Multi-secret Image
sharing scheme is based on (t, n) Shamir’s secret
sharing scheme and ZZZ [8] scheme, where the secret
images are shared among n participants and atleast t
participants pool their secret shadows to recover the
original secret images, where as less than t
participants cannot recover the secret images.
In this scheme S1, S2… Sp denotes P secret images
to be shared among n participants, where n denotes
total number of participants and t denotes the
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threshold level of participants who can combine their
shadows to recover the secret images. The multiple
secret images are taken and the shadow images are
generated using invertible polynomial function and
are distributed to each participant. The secret images
are reconstructed using Lagrange Interpolation
polynomial without any loss. Since the participants
generate their own secret keys the dealer cannot cheat
the participants and due to verifiable property the
participant cannot cheat the dealer or other
participants. The block diagram and the modules of
the system are shown in Figure 1. Table 1 illustrates
the symbols used for representation of this scheme.

A. KEY GENERATION
The key generation is the process which generates the
secured key for the participants and the dealer. This
phase is essential for the communication between
dealer and the participants to generate secret keys for
shadow derivation and verification. Both the dealer
and participants generate their own secret keys. The
algorithm for key generation is listed below:

SHADOW DERIVATION

Fig 1. Block Diagram
Table 1. List of symbols





The system is formulated into four phases such
as Initial phase, Construction phase, verification
phase and Recovery phase. In the Initial phase the
secret keys for participants and the dealer are
computed. Shadow derivation is done in construction
phase, and verification phase includes the verification
process by the dealer and the participants. Finally the
recovery phase reconstructs the secret images. The
detailed review of each module is given below.

Computes Yi =h(Ii) mod
b for
i=1,2…n.
Computes h(i) mod b for i=1,2…p-t.
Distributes Yi, h(i) to each participant
Ui.

B. SHADOW VERIFICATION
The shadow verification is done by the participants
who verify the other participants shadows for
reconstruction. The algorithm for verification is given
below:
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Each participant verifies the veracity of
other participant’s shadow
Each participant computes,
(12)

where Ki is the secret key of participant Ui
and provides to the dealer and other
participants.
 Any participant can compute I'if mod N and
Li mod N.
 If both are equal then I'i is true, otherwise
the participant Ui is a cheater.
C. SHADOW INVERSE VERIFICATION
The shadow inverse verification is done by the dealer.
The algorithm is given below:





III. SIMULATION AND RESULTS
The performance and the simulation of the
proposed system are detailed in this section. The
experimental platform was programmed in Matlab
7.9. A simulation for (3, 4) scheme is considered,
where the threshold chosen is 3 and the secrets are
shared among 4 participants.
Secret images used for sharing are given in
Figure 2. This scheme considered the number of
secrets P as 3 with 256x256 grayscale images for the
first case and the number of secrets as 4 for the
second case. Simulation results for the first case (P ≤
t) is obtained with three images [(c)-(e)] as secret
images from Figure 2 and the shadows generated [(a)(d)] are shown in Figure 3. The second case (P>t) are
experimented with the images [(b)-(e)] from Figure 2
and the shadows resulted
[(e)-(h)] are given in
Figure 3. The reconstructed secret images for both the
cases are shown in Figure 4 without any loss.

Dealer verifies the veracity of the
participant’s shadow.
Each participant computes I'i = R0Ki mod N
where Ki is the secret key of participant Ui
and provides to the dealer and other
participants.
Dealer compares I'i with his private key Ii, if
both are equal then I'i is true, otherwise the
participant Ui is a cheater.

D. SECRET IMAGE RECONSTRUCTION
Using the pooled shadows the secret images are
reconstructed
using
Lagrange
interpolation
polynomial for both cases,

Figure 4. Reconstructed secret images; (a)-(d) secrets of case P≤t; (e)-(h) secrets of case P>t
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Table 2. Correlation analysis for the case (P≤t)

S. no
1.

2.

3.

4.

5.

Secrets Name
Sat1
Sat2
Sat3
Sat3
Sat4
Sat5
Place1
Place2
Place3
Mis1
Mis2
Mis3
Mis1
Mis2
Sat1

Secret
HC
0.9382
0.9534
0.9637
0.9637
0.9826
0.9716
0.9640
0.9198
0.9751
0.9918
0.9850
0.9703
0.9918
0.9850
0.9382

VC
0.9505
0.9594
0.9640
0.9640
0.9698
0.9781
0.9441
0.9336
0.9716
0.9904
0.9876
0.9496
0.9904
0.9876
0.9505

Share 1
HC
VC

Share 2
HC
VC

Share 3
HC
VC

Share 4
HC
VC

0.0044

0.0084

0.0075

0.0178

0.0201

0.0267

0.0273

0.0277

0.0302

0.0410

0.0686

0.0685

0.1293

0.1388

0.0364

0.0467

0.0110

0.0092

0.0021

-0.0070

0.0155

-0.0074

0.0081

-0.0037

0.0525

0.0387

0.0674

0.0353

0.0512

0.0239

0.0479

0.0265

0.0413

0.0211

0.0238

0.0165

0.0544

0.0419

0.0205

0.0190

Table 3. Correlation analysis for the case (P>t)

S. no

1.

2.

3.

4.

5.

Secrets Name
Sat1
Sat2
Sat3
Sat4
Sat2
Sat3
Sat4
Sat5
Place1
Place2
Place3
Place4
Mis2
Mis3
Mis4
Mis5
Mis1
Mis2
Sat1
Sat2

Secret
HC
0.9382
0.9534
0.9637
0.9826
0.9534
0.9637
0.9826
0.9716
0.9640
0.9198
0.9751
0.9330
0.9850
0.9703
0.9703
0.9855
0.9918
0.9850
0.9382
0.9534

VC
0.9505
0.9594
0.9640
0.9698
0.9594
0.9640
0.9698
0.9781
0.9441
0.9336
0.9716
0.9718
0.9876
0.9496
0.9496
0.9724
0.9904
0.9876
0.9505
0.9594

Share 1
HC
VC

Share 2
HC
VC

Share 3
HC
VC

Share 4
HC
VC

0.0023

0.0066

0.0102

0.0120

0.0248

0.0282

0.0689

0.0775

0.1295

0.1330

0.0161

0.0118

0.0300

0.0168

0.0162

0.0019

0.0582

0.0290

0.0467

0.0323

0.0722

0.0375

0.0652

0.0487

0.1237

0.0416

0.1053

0.0733

0.1035

0.0366

0.1002

0.0365

0.0430

0.0141

0.0437

0.0203

0.0414

0.0074

0.0572

0.0147

where x and y are the grey value of two adjacent
pixels in the image, cov(x, y) is covariance, D(x) is
variance and E(x) is mean. Table 1 shows correlation
coefficient of various set of secret images for the case
P≤t and Table 2 illustrates for the case P>t. The result
shows that correlation coefficient is reduced
significantly compared to the secret images.

IV. SECURITY ANALYSIS
The security of the system is analyzed by correlation
analysis. To resist against the statistical attack, less
correlation among two adjacent pixels is very
essential and critical. In this section, correlation
coefficient of two adjacent horizontal and vertical
pixels in original image and encrypted image is
examined. the following formulas are used to
calculate the correlation coefficient.

V.

CONCLUSION AND FUTURE WORK

The proposed new secret sharing scheme for multiple
images is based on the concept of a (t, n) threshold,
where any t or more than t authorized recipients of
the secret images can pool their own shadows to
recover the secret images by using the reconstruction
phase of the presented scheme. Since the secret keys
are generated based public crypto system by the
participants
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scheme”, ACM trans., The journal of System and Software,
84, 341-353, 2011.

and the dealer, our scheme prevents the cheating by
the participants and also the dealer. The scheme also
needs no covert channel for the communication. The
correlation analysis shows that single shadow cannot
reveal the information of the secret. Our scheme is for
the gray scale images which can be extended to color
images and 3D models.
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Abstract: With rapid growth in wireless networking technologies, video transmission has grown dramatically in modern
communications and multimedia applications. Many challenges and limitations arise in the way of video content over a
wireless network. When a video stream is passed through underlying communication networks and channels such as packetswitched networks, circuit-switched networks, Broadband ISDN (ATM), Internet and wireless networks it is exposed to high
levels of noisy nature and random bit errors. The noisy nature of the wireless channels and a single bit error in the
compressed video bit-stream might cause the reconstructed video to be severely degrading the service quality of video
communications. This paper describes new schemes for video transmission over wireless channels. In this paper, a new
flexible bit error rate control technique for video transmission over wireless networks is presented. This method mainly
concentrates on Adaptive Plane Selection (ADP) which helps in selection of best compression axis for redundancy reduction.
The coded bits used for transmission is used to deal with high error rate in wireless environments. The algorithms for both
the sender and receiver are given separately. An adaptive algorithm is presented to automatically adjust bit error rate. The
performance of the proposed algorithm is analyzed through various experimental studies. The proposed solution generally
outperforms other error detection mechanisms, and reduces the Bit Error Rate and Peak Signal to Noise Ratio (PSNR) values
to a greater extent.
Index Terms: Adaptive Plane Selection, Video Coding, Bit Error Rate, Peak Signal to Noise Ratio (PSNR), Motion JPEG
(MPEG).

In ARQ, no attempt to correct any error packets is
done, instead only the error detection capability is
provided and the packets received in error be
retransmitted. It leads to variable delays which are
not adequate for real-time services. In order to
overcome
their
individual
drawbacks,
the
combination of these two basic classes of error
control schemes, called hybrid ARQ schemes, have
been developed. Reza Daniel et al. [2] proposed a
class of Read-Solomon (RS) channel codes over
prime fields that have excellent performance with low
complexity and archives nearly error free video
transmission system. It is a low overhead channel
code for reliable transmission of video over noisy and
lossy channels, if delay is tolerable.
Many new algorithms are needed to enable
reliable, flexible, adaptive, and robust video
communication in hostile wireless environments. In
order to obtain high system reliability, a variety of
new error patterns must be developed and corrected.
In almost all existing techniques, regardless of the
design of the transmission system, there will be errors
resulting in the change of one or more bits in a
transmitted frame. In this paper, the implications on
video transmission framework are mainly focused on.
The channel coding is used in order to control
redundancy in the transmitting signals that is
exploited at the receiver by means of an Adaptive
Plane Selection (APS). The new proposed method has
been shown effective for interactive video
transmission since the coded bits of APS are used for
video transmission. This paper presents a novel
solution which enhances the bit error rate detection

I. INTRODUCTION:
Transmission of compressed video over wireless
networks has always been a challenging issue. There
are limitations, political and technical difficulties that
may eventually prevent wireless technologies from
reaching their full potential. The Communication
networks and channels which have been explored as
the platform for video transmission set different
constraints on the transport of video data. The
received video quality is often unacceptable, due to
the severe bandwidth constraints, high error rates and
time varying nature of these channels. To comply
with these constraints, it is necessary to implement
rate control at the video encoder in video
transmission applications. A very few bit errors in
encoded data can cause the decoder to lose
synchronization in the encoded stream. Thus the
transport of multimedia services still remains an
unsolved problem. Various error control techniques
have been proposed in order to minimize the video
quality degradation caused by transmission errors in
wireless channels.
Forward Error Correction (FEC) and Automatic
Repeat Request (ARQ) are two basic categories of
error control techniques [1]. Forward Error
Correction (FEC) employs error correcting codes to
combat bit errors by adding redundancy (parity bits)
to information packets before they are transmitted.
This redundancy is used by the receiver to detect and
correct errors. Even though, FEC schemes maintain
constant throughput and bounded time delay it fails to
guarantee achieve a better Quality of Service (QOS).
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and localization capabilities of standard decoders
with an APS. Initially, the selection of best
compression axis is done. Then the coded bits of best
compressed plane are used for video transmission.
The algorithm was tested on a wide range of video
sequences in order to measure the strength of the
proposed solution and the results obtained confirm
that this new technique outperforms other error
detection mechanisms employed in literature. This
technique has been shown very effective and has been
successfully applied to wireless video transmission.
The APS improves the standard decoder’s bit error
detection rate.
This paper is organized as follows; an
overview of video coding is presented in Section II,
followed by a detailed description of the proposed
error detection algorithm. The simulation results are
delivered in Section IV while the final comments and
conclusions are given in Section V.
II.

amount of video redundancy along each axis. The key
part of the proposed framework is an APS
determination preprocessing module.
A. Video Redundancy Analysis
Redundancy in information theory is the number
of bits used to transmit a message minus the number
of bits of actual information in the message. In
general, it is the amount of wasted space used to
transmit certain data. In a video sequence mainly two
types of redundancy exists. They are spatial and
temporal redundancy. Temporal redundancy exists
between the frames and spatial redundancy exists
within the frame. Data compression is an effective
way to reduce or eliminate unwanted redundancy. It
is necessary to calculate the amount of redundancy
along each axes X, Y and T of a video sequence
before performing video compression. The amount of
statistical redundancy along one axis can be estimated
by the average of Correlation Coefficients (CC)
between frames formed by the two remainder axes
[4]. The bigger the average CC is, the more the
statistical redundancy exists. Let us use pk (i, j) to
represent the pixel to be encoded, located at (i, j) in
the kth frame, then the inter-frame CC between the
kth and the (k+1)th frames can be calculated as (1):

VIDEO CODING: AN OVERVIEW

Video compression is mainly achieved by
exploiting the spatial and temporal redundancy
inherent to video. The similarities in a video are
encoded by only storing differences between frames.
By reducing the number of frames per second, the
video file size can be reduced to a small size. The
most powerful techniques used for compressing video
are interframe and intraframe compression. In
interframe compression, an inter coded frame is
divided into blocks known as macro blocks. Each
block in the current frame is predicted from a block
of equal size in the reference frame. The offset
obtained between the two blocks is known as a
motion vector. To exploit the redundancy, encode
only the difference between the current and previous
motion vectors. This process of motion vector
determination is called Block Motion Estimation
(BME). But these methods hold good only for slow
moving sequences. Also the computation complexity
of BME varies from 50% to 90% of a typical video
coding system. Therefore, intraframe prediction is
used [3]. In intraframe, each frame is coded
independently by using image coding techniques. It
mainly compares the differences from one frame to
the next, and saves bandwidth by only processing
significant changes in particular pixels. The existing
block matching algorithms are incapable to adapt
themselves to the input motion content. The two
types of extension techniques explained above have
measured X and Y axes equally with each other (as
spatial axes) and differently with T axis (as temporal
axis).
This paper proposes a new novel framework of
preprocessing for video coding which is independent
of the assumptions on which the existing algorithms
work by exploring the information redundancy in a
fuller extent. This technique ignores the physical
meaning of X, Y and T axes and focuses on the

((pk (i, j) pk.).(pk1(i, j) pk1(i, j) pk1))
CCK, K1 

i, j

(1)

_
2
2
(pk (i, j)  pk ) . pk1(i, j)  pk1)

i, j

i. j

where i = 0, 1, 2…, and pk and pkl are the
average values of the pixels in the kth and the (k+l)th
frames, respectively.
B. Selection of Best Compression Axis
A video sequence is a three dimensional data
matrix which consists of X, Y (spatial dimension) and
T (the temporal dimension) . The adaptive plane
selection according to video content plays an
important role. In order to find out the best optimal
compression plane, first form frames in XY, TX or
TY plane. A video is nothing more than a three
dimensional data matrix, and the distinction among X
(a spatial dimension), Y (the other spatial dimension),
and T (the temporal dimension) is not absolutely
necessary, in the view point of compression [5]. The
adaptive plane selection according to video content
makes sense and the coding system benefit, as will be
demonstrated in this paper. The procedure for
selecting best plane can be depicted as follows.
Step 1: First, the pixels in a video sequence are
grouped into frames in the XY plane as IXY
Step 2: Then the frames are grouped into a 3D matrix
along the T as frames in the TX plane (as in (2)
below) and in the TY plane (as in (3) below):
{ITX(y) , y=1,2,3 }
(2)
{ITY (x) , x=1,2,3}
(3)
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Step 3: Now calculate correlation coefficient
measured along X, Y and T axes for finding the
amount of redundancy. CX, CY and CT are used to
represent the amount of correlation measured along
X, Y and T axes. The CC along one axis can be
estimated by averaging inter-frame CCs formed in the
other two axes, and mathematically described in eqn.
(4) as:

Cd 



k  2 , 3 ,... Ld

Currently, the sender reads the bit file at the rate
of 30 frames per second, and organizes each bit into
set of smaller packets as byte arrays for sending to
receiver. The corresponding packets are send to the
given IP address. This sender component of the
system can later be replaced with a camera and a realtime MPEG encoder. The receiver collects the video
stream as packets, and converts each packet into a set
of smaller bit files. Once the receiver receives the bit
files it will decode each bit file into image file using
any standard decoding method. From the image file,
the corresponding selected best compression plane
can be found out. For example, if TX plane is used,
then it is represented as video (i,:,:) where i represents
the X axis. If TY plane is used, then i is used in Y
axis and T axis used for XY plane. With the selection
of best axis, there is a controlled redundancy over
channels and thus the errors resulting in the change of
one or more bits in a transmitted frame is reduced.
Here, two different systems for sender and receiver
are used for transmission and reception of video for
evaluating the performance of video. If enough of
packets arrive at the receiver before a playback timer
expires, then the video can be fully reconstructed and
delivered to the user. Figure 1 shows the detailed
system architecture of the proposed system in which
video transmission has been given in an effective
way. The sender and receiver functionalities have
been given separately.

CC (dK 1), K / Ld
(4)

where d ∈{T,X,Y} , CC (dk 1), k and Ld is CC(k-1),k the
number of frames when formed in the axes other than
d.
Step 4: The plane which is having less CC value is
taken as best compression plane and therefore ADP is
determined in eqn. (5) as:
XY , if min{CT , C X , CY }  CT 


ADP  TX , if min{CT , CX , CY }  CY 
TY , if min{C , C , C }  C 

T
X
Y
X 
(5)
Step 4: Each frame is coded independently using
MJPEG [10]. The redundancy can be reduced by
intra-frame coding. Then the encoded frames are
stored as coded bits for doing further procedure.
.
III.
VIDEO TRANSMISSION:
A. Sender and Receiver Functionalities
The sender delivers the coded bits from the best
compression plane via the wireless network.
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B. Transport Protocol and Wireless channel
used

Table I illustrates the CC value of four video
sequences as listed below. From the CC value
obtained for different axis, the best compression axis
is selected.

The transport protocols UDP is widely used for
video transmission in which UDP has a checksum to
verify the integrity of received packet whereas the
modified version of UDP, called UDP- Lite, indicates
the number of bytes covered by the checksum to do
error verification.
A model of Gilbert-Elliot channel is used [6], in
order to simulate the behaviour of the transmission
through a wireless channel whose principle of
operation corresponds with a two-state Markov chain.
As it is observed in Fig.2 there is a Good state where
the BER is Pg, and a Bad state where the BER is Pb.
The probability of error in the Good state is
considerably smaller than in the Bad state one.
Parameters band g represents the probability of
transition from the Good state to the Bad one, and
from the Bad state to the Good one, respectively.

Table I CC along different axis

In Figure 3. the original and reconstructed
videos are shown. There is not much difference
between both, except a very few visible changes.

Figure 2. Two-state Markov process scheme

IV. RESULTS AND DISCUSSION
After transmission through the channel, the
packets are de-encapsulated to obtain the data
referring to each video frame. In order to maintain the
video frame rate, if a frame is rejected and does not
arrive at its destination, it is replaced by the previous
frame. Data frame is decompressed and it is
compared with the corresponding frame of the source
video to evaluate the loss of quality produced after
the compression and transmission process. In order
to quantify this loss of quality, the index of distortion
PSNR (Peak Signal to Noise Ratio) is used, which is
calculated by means of the following expression:

PSNR  20. log 10 (

255
MSE

Figure 3. The input and output video (a) Original source video
(b) Reconstructed video

V. CONCLUSION

)

Since the compressibility of visual signal
depends upon the associated signal redundancy, this
study firstly investigates into the signal correlation
with different compression planes. The
analysis shows that coding in the traditional XY plane
are not always optimal, and therefore we presented a
novel framework for video coding via a APS. An
APS is auto-detected by comparing the correlation
coefficients (CCs) along different axes. The main
advantage of APS is that it avoids redundant features.
The second study investigates the transmission of
coded bits over wireless networks. Figure 4 shows the
simulated values of BER and PSNR values of four
different video sequences. The proposed solution

2
1 M N
MSE 
  [ I ( x, y )  J ( x, y )]
M .N y 1x 1

where MSE is the mean squared error, I(x,y) is the
source frame, J(x,y) is the decompressed frame, and
M x N is the frame dimension in pixels.
where MSE is the mean squared error, I(x,y) is the
source frame, J(x,y) is the decompressed frame, and
M x N is the frame dimension in pixels. The BER is
the ratio of number of erroneous bits detected to the
number of transmitted bits [7].
BER = number of erroneous bits
number of transmitted bits
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generally outperforms other error detection
mechanisms, and reduces the Bit Error Rate and Peak
Signal to Noise Ratio (PSNR) values to a greater
extent. It provides better error rate for video
transmission.

Average PSNR Vs
BER
PSNR (dB)
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Abstract— Most real-world optimization problems are dynamic in nature. The dynamic behavior of optimization
problems has an impact on the final solution. The complexity increases when multiple objectives are considered.
Dynamic Multi-Objective Optimization Problem (DMOOP) considers multiple objectives and the dynamic
characteristics which further increases time complexity. So there is a need for parallelizing DMOOP. This paper
introduces a strategy for the parallel implementation of DMOOP. Dynamic optimization problems can be solved
using Static optimization problems. So the DMOOP is broken down into several Static Single-Objective Optimization
Problems (SSOOP). The results are combined together to formulate several Static Multi-Objective Optimization problems
(SMOOP). The separated subproblems are processed in parallel without dependency. The parallelized algorithm also
focuses on the diversity of search space. Normally Dynamic Multi-Objective Optimization problems give many
solutions. The optimality of the final solution is increased when more solutions exists in the solution set. A Full Outer
Join based approach can be utilized to ensure the diversity and hence it also ensures the optimality of the DMOOP
algorithm. So the goals of the research paper are to parallelize DMOOP and to promote diversity.
Keywords-Dynamic Multi-Objective optimization, Particle swarm Optimization.

genetic algorithms [6, 3, 14] adopted in various
domains. PSO is a heuristic search technique that
simulates the movements of bird flocking which
aims to find food. PSO is a widely used
optimization technique which has a better
performance in terms of its convergence towards
the optimal solution. Several aspects of PSO
discussed in [9], including its way of handling
single objectives and the variance of PSO for
handling multiple objectives. Multi-Objective
Particle Swarm Optimization (MOPSO) is a multi
objective evolutionary algorithm, which optimizes
the objectives together [9,12,8,2]. Various research
works shows the adaptation of MOPSO for
handling dynamic population [4,12,5], in terms of
its size [15], inertia and acceleration of particles
[13]. So, PSO and its variants can bring in greater
efficiency, in optimization. Even though, the above
discussed evolutionary algorithms were chosen for
optimization, DMOOP still lacks in its time
complexity. Complexity increases when the
environment changes. So a parallelized DMOOP
algorithm can
improve the performance.
Identification of Pareto optimal set and Pareto front
are the key for an effective optimization
algorithm. Diversity and convergence properties
improves the optimal and efficiency of the
optimization process. All the above specified
concepts will be supported with better algorithmic
design. The following sections will discuss about
the problems with DMOOP which affects its
performance and parallelized methodology to
improve performance.

I. INTRODUCTION AND RELATED WORK
Many of the real world optimization problems
are dynamic in nature that is they change over
time. Changes may occur at any of the following
parameters such as, decision variables, objectives
and the constraints, as stated in [7]. So, the
optimization problems can be either static or
dynamic. Optimization
problems
may have
multiple objectives to optimize and the objectives
may conflict with each other. The presence of
multiple objectives leads to multiple solutions at
the end. It is, because the decision variables must
provide better result for all the objectives, at all
circumstances. So it is necessary to record all such
solutions in a solution set called Pareto front.
Thus Dynamic
Multi-Objective
Optimization
(DMOO) has decision variables and objective
functions, which change over time. Robot motion
planning, controller design, scheduling are some of
the dynamic optimization problems. Most of the
Dynamic Multi-Objective Optimization Problems
(DMOOP) were solved using their static
counterparts. It is based on the assumption that
the concatenation of static subproblems will give
the solution of dynamic problem [7]. Multi
Objective Optimization Problems (MOOP) solved
by two methods. First, solve the objectives
individually and the later by considering the
objectives altogether. Evolutionary algorithms able
to solve both Static Single-Objective and MultiObjective Optimization problems. Examples of
such evolutionary based algorithms are genetic
algorithms, particle swarm optimization, memetic
algorithms, shuffled frog leaping and ant colony
systems. DMOOP with different dimensions of
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has to choose the best solution from a set of
feasible solutions. When solving these problems
we may be unaware of best solution but the final
outcome must be better than the feasible solutions.

II. MOTIVATION AND PROBLEM
DEFINITION
The objective is to solve the optimization
problems which have both multi-objective and
dynamic characteristics regarding parallelism. So
an algorithm has to be designed, which is efficient
to respond to the dynamic environment. If the
sequential algorithms implementing DMOOP is
parallelized using a cluster the time taken will be
reduced. Using a parallelized system is most
effective instead of depending on a high
performance single processor. There are many
Multi Objective Evolutionary Algorithms objective
optimization problems. For example a Parallel
Single Front Genetic Algorithm (PSFGA) proposed
in [5] master- slave approach and the coordination
among the cooperating subpopulation were used.
Every MOEA has advantages and disadvantages in
terms of their efficiency, the way of handling
population, time complexity etc,. This paper
focuses on the design of an algorithm which
utilizes parallel approach, for the implementation
of DMOOP. There are two ways of parallelizing
an evolutionary optimization algorithm [10]: using
function decomposition
and
using data
decomposition.
Function decomposition
based
parallel algorithms depend on the identification of
tasks which can run separately in a concurrent
manner.
Data
decomposition based
parallel
algorithms depend on the division of sequential
algorithm into different tasks, which operates on
different data. Here a function decomposition based
parallel algorithm for DMOOP will be designed.
Another important factor when solving multi
objective optimization problems is either to solve
all the objectives separately or to solve them
together. Whatever may be the choice from the
above given two cases, complication raises with
DMOOP because of its dynamic nature. So the
better analysis about the objectives will improve the
efficiency of the algorithm when parallelizing it.
Diversity is the major criteria which affects the
optimality of
the
optimization
algorithm.
Promoting diversity in the multi dimensional
search space avoids premature convergence towards
a local optimum. Diversity promotion can be
handled by the way in which the particles are
communicating with each other and the mutation
operator. It is also possible to spread diversity
without using mutation operators. With these
requirements a parallelized, dynamic, diversity
promoting algorithm is designed for solving
DMOOP.

A. Classification of Optimization Strategies
Optimization problems are classified into Single
Objective Optimization Problems (SOOP) and
Multi-Objective Optimization Problems (MOOP).
Each of them is again classified into Static and
Dynamic
Optimization problems.
SOOP
is
classified into Static SOOP (SSOOP) and Dynamic
SOOP (DSOOP). In the same way, MOOP is
classified as Static MOOP (SMOOP) and
Dynamic MOOP (DMOOP). Fig 1 illustrates
the classification of optimization problems.
B. Definitions
• Definition 1 - Optimization: An optimization
problem is a function f (x): R → R such
that (MOEA) available in the literature to
optimize multi- r R | f (r) ≤ f (x) x R Without
loss
of
generality f(x) is considered as a
minimization
problem. The above given
representation describes an optimization problem
presented in[11], The solutions are evaluated
based on the fitness functions whose range lies
within the region R.

Fig. 1. Classification of Optimization problems

• Definition 2 - Multi-Objective Optimization:
A MOOP can be formulated as a vector function,
each of the parameter in
denotes the objectives
to be considered[7]. MOOP is mathematically
represented as,

III. DYNAMIC MULTI-OBJECTIVE
OPTIMIZATION
Optimization problems are used when a given
problem
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Swarm:
space,

Population
of
the
search
on which optimization performed.

Particle: Member of the search space (swarm).
Each particle represents a solution of the
problem to be solved. The location of a
particle is determined by evaluating the fitness
function.
Personal best: A particle’s personal best, so far.
That is, a particle’s location in the search
space, to which it attained a best solution. It
is measured using Fitness function.
Local best: Location of a particle, which is
best in its neighbourhood.
Global best: A particle,
the Entire search space.

which

is best

in

Leader: Particle that is used to guide another
particle towards a better solution in the search
space.
Velocity: It determines the movement of a
particle towards a better solution in the search
space.
Neighbourhood topology: A particle’s local best
evaluation depends on the chosen topology.
Fully connected, Tree are some of the available
topologies.
Multi-Objective Particle Swarm Optimization
(MOPSO): It is a modified version of PSO
for handling multiple objectives. Three main
goals of MOPSO is to maximizing the POS
set, minimizing the distance between true
pareto POF and the obtained POF and to
spread the solutions as much as possible. Leader
selection is a critical task in MOPSO.
Leaders can be selected based on the
techniques such as density estimators,
importance of the objectives etc,. The selected
leaders were stored in an external archive.
The solutions in the external archive will be
the final outcome. The solution set at the
external archives will be refined before
reporting it as the optimal solution set.

• Definition 6 - Pareto Optimal Solution (POS): A
pareto optimal solution is the one which is nondominated for all the objective functions in the
objective space. If a POS remains non-dominated
in the entire time range that is denoted as POS(t).
• Definition 7 - Pareto Optimal Front (POF): The
set of all pareto optimal solutions forms the
Pareto Optimal Front. This will be the solution set
of a DMOOP.
C. Terminologies
Particle Swarm Optimization (PSO): PSO is
one of the evolutionary algorithms, inspired
by social behavior of animals. In bird flocking
each bird will communicate with its neighbor
and move towards the food. In the same way
PSO iteratively
improves
the candidate
solutions by considering the local best and
global best. And the particles will move
towards a best solution in the search space
with
certain
velocity.
The following
terminologies are used in PSO.

IV. PARALLEL IMPLEMENTATION OF
DMOOP To solve the Dynamic Multi-Objective
Optimization problems, this paper presents a function
decomposition based parallel
evolutionary
algorithm. It parallelizes the DMOOP by concurrently processing its static subpopulations. Both
PSO and MOPSO under takes the optimization of
static
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subproblems. At first level of decomposition,
Static SOOPs are optimized by PSO. Optimization
process of PSO depends on the fitness function of
the corresponding objective. The second level
decomposition multiple Static MOOPs will be
generated. Here MOPSO is responsible
for
optimization. MOPSO optimizes the particles with
respect the fitness functions of all the objectives.
The two level optimization process reduces the
number of iterations required at each level. Then
diversity management handled by bringing in Full
Outer Join-Pareto dominance based strategy. The
external archive is the repository for optimal
solutions produced by MOPSO.

5)

Then
several
Static
Multi-Objective
Optimization Problems
(SMOOP)
are
formulated from the result of previous step.
SMOOP are solved using MOPSO.

6) Now Combine the solutions of all SMOOPs
obtained in the previous step using Full Outer
Join approach. Full outer join improves
diversity in the search space.
7) Then filter out the dominated solutions on
pareto dominance basis.
8) At this stage we will be getting the final
Pareto Optimal Front.

The steps involved in the algorithm are,
1) At first, DMOOP is divided into several
Dynamic Single
Objective
Optimization
Problems (DSOOP). The number of DSOOPs
depends on the number of objectives. So each
objective is optimized concurrently without
affecting the other.

9) Terminate the process. This will reduce the time
required by multi objective evolutionary
algorithms.
A. Algorithm
The following algorithm illustrates the parallel
implementation of DMOOP.

2) The next step is to separate DSOOPs into several
Static Single Objective Optimization Problems
(SSOOP). At this stage the division depends on
the time intervals. This step isapplicable for all
DSOOPs.

B. Complexity Analysis
Fig. 2.

Performance of the proposed algorithm measured
against the serial implementation of the Dynamic
Multi-Objective
Optimization
Problem.
Optimization of each Static SOOP is processed
with PSO. This step is carried out by several
processors at the same time. So the measured time
complexity is the execution time required by a
single PSO. In the same way Static MOO altogether
will take the

Parallel DMOOP

3) SSOOPs are solved using PSO algorithm. So
here population will be optimized till the
terminating condition or the specified number
of iterations is met.
4) In the next step all the optimized solutions from
the previous step is joined together.
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Environment, Procedia Computer Science (4), 166- 175,
2011.

complexity of a single MOPSO. So the overall
complexity of
Parallel
DMOO is O(mn).
Complexity of the proposed parallel DMOOP
algorithm depends on the number of particles
involved in the optimization process and the
number of iterations.
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G. D. Errico, T. Cerri, G. Pertusi, Multi-objective
optimization of internal combustion engine by means of 1D
fluid dynamic models, Applied Energy (88), 767-777, 2011.
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Abstract— High Utility Pattern (HUP) Mining over data streams mines information from continuous data. When the data
stream flows through, the cumulative of the old information is required with the current time period information. Hence
incre-mental HUP mining is necessary over data streams. Even though various methods have been proposed to discover
recent HUPs and one of the promising approaches is sliding window method, but they suffer from candidate generation
problem. Hence, they need a large amount of execution time and memory. To solve these problems, HUS (High Utility
Stream)- tree and HUPMS (High Utility Pattern Mining over Stream data) algorithm was used. This algorithm can capture
important information from a data stream in a batch-by-batch fashion inside the nodes of an HUS-tree. Due to this capability
of an HUS-tree, HUPMS can save a significant amount of processing time for removing the old batch information when a
window slides. HUS tree uses transaction data stream that is represented in matrix format which results in unused spaces if
any item is not purchased in a transaction. This increases the complexity in terms of both time and space. To overcome this
limitation, a new structure called LTDS (Linked Transaction Data Stream) is proposed to represent transaction data stream
information. Then HUPMS mining algorithm uses LTDS for mining high utility patterns.

I. INTRODUCTION
FPM depends only on the frequency of the items
pur-chased. It does not depend on the items
purchased, which is most useful to the retailers. The
traditional frequent pattern mining algorithms only
consider the binary (0/1) frequency values of items in
transactions and same profit value for every item.
[14]. Finding only traditional frequent patterns in a
database cannot fulfill the requirement of finding
most valuable customers / itemsets that contribute the
most to the total profits in a retail business.[2] But
HUP(High Utility Pattern) mining mines the patterns
whose utility must be greater than the user specified
threshold. So it is necessary to find those hidden
patterns and contribute high profit to the Business.[5]
Incremental mining is a mining technique which can
be applied for the dynamic environment where a
database grows and changes frequently. Interactive
mining means that repeated mining with different
minimum support thresholds can be possible by
utilizing the same tree structure [3]. More-over, an
HUS - tree has the ”build once mine many” property
for interactive mining [2]. The existing methods
mined the high utility patterns using sliding window
methods where the window size decides the desired
life time of the window. The existing HUPMS
algorithm [3] captures information in a batch by batch
fashion and saves the processing time.
But their drawback is that data stream is
represented in matrix format which increases the
complexity in terms of both space and time and also
needs repeated scan of the database to find out the
high utility patterns.i.e. Even though the item is not
purchased in a transaction, they are represented as
zeros which leads to unused spaces. After tree
construction, the candidate patterns are generated.

High utility pattern mining is a new research
area that takes into account utility or profit in terms of
both predictive and descriptive data mining tasks
[13]. Utility mining is the process of mining the item
sets that contribute the most profit in many
applications. Utility can be classified as internal and
external utilities. Internal utility is the quantity of
each item in the transaction. External utility is the
actual profit of each item in the transaction [15]. The
main goal of High utility mining is to find the item
sets that have the utility greater than or equal to the
user specified threshold [3]. By using this utility
mining, it is easier to make several Business
decisions like maximizing the revenue or reducing
the marketing [9] [14].
Frequent Pattern Mining (FPM) is the process of
finding patterns / itemsets that appear together in a
transaction with frequency no less than the user
specified threshold [11]. In order to perform market
basket analysis there are two methods such as
Frequent item set mining and association rule
induction [11].The above two methods can be used to
find the items that are frequently bought together by
the customers. The main advantage of using these
methods is that it increases the items sold by the
Business experts if those information is expressed in
the form of rules. [7]. In the real world, different
items have different profit [14]. For example, some
items that are sold frequently may have less profit.
But some items which are sold rarely, may have high
profit [4]. Therefore, It is not only required to find
those frequent patterns but also to find those hidden
patterns.[4].
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From those candidate patterns, High Utility Patterns
(HUPs) are mined by calculating utility of the
itemsets by scanning the matrix representation of
Transaction Data Stream (TDS) which increases the
time complexity.

represent the Transaction data stream.It then results in
unused spaces if the items are not purchased in a
particular transaction. And this increases the space
complexity. After tree construction, the candidate
patterns are found. From those candidate patterns,
High Utility Patterns (HUPs)can be retrieved by
calculating utility of those candidate patterns by
scanning the data stream. So, the mining of
HUPs(High Utility Pattern) using existing HUPMS
algorithm requires second scan of the transaction data
stream to calculate the utility value of candidate
patterns. The second scan of Transaction data stream
will increase the time complexity of the mining
algorithm.

To address these issues, a new tree structure
called LTDS (Linked Transaction Data Stream) HUS
tree (High Utility Stream) and a new algorithm called
LTDS HUPMS (Linked High Utility Pattern Mining
over Stream data) algorithm is proposed. In this data
stream is represented in Linked format which removes
unused spaces and reduces space complexity. After
the generation of candidate patterns, the LTDS is used
to calculate the utility, thereby the HUPs (High Utility
Patterns) are mined which satisfies the user specified
threshold. This reduces the second scan of the
database and also improves time complexity.

III.

PROPOSED WORK

A. Linked Transaction Data Stream
High utility Data mining can be made more
efficient by using a Linked representation of Transaction
Data Stream instead of matrix Transaction data stream.
By using this approach, the space for storing
transaction information is reduced. An algorithm is
proposed which takes lesser time for mining HUP
(High Utility Patterns) from LTDS (Linked
Transaction Data Stream). Both LTDS and TDS
(Transaction data stream) uses sliding window
method for the construction of HUS (High Utility
Stream) - tree.

II. RELATED WORK
There were various algorithms proposed to find
the fre-quent patterns. Apriori was the basic
algorithm for finding frequent itemsets proposed by
R.Agrawal and R.Srikant in 1994[16].This algorithm
uses prior knowledge to find out the frequent
itemsets.The downward closure property is used to
prune the infrequent patterns. The property states that
if a pattern is infrequent, then all of its super patterns
must be infrequent.
The drawbacks of Apriori are i) It generates a
large number of candidate itemsets. ii) It performs
repeated scan of the database [16]. To overcome
these issues, FP (Frequent Pattern) growth methods
was used. FP - growth mines the complete set of
frequent itemsets without candidate generation which
adopts a divide and conquers strategy. First, it
compresses the database into a fp-tree. A frequent
pattern tree is a prefix-tree structure storing frequent
patterns for the transaction database, where the
support of each tree node is no less than a predefined
minimum support threshold.[8][7].

Fig. 1. Matrix representation Transaction Data Stream

The drawback of FP-growth is that it cannot be
applied for incremental and interactive mining
because they are based on a static database. Weighted
FPM (frequent Pattern Mining) was used to discover
more knowledge compared to FPM by considering
different weights of the items. These approaches can
be applied only in binary databases. The frequent
pattern mining algorithms use the Apriori principle
that any superset of a nonfrequent itemset is also nonfrequent. [1] Hence High utility Pattern Mining over
stream data (HUPMS) algorithm was proposed to
discover the high utility patterns. A data stream is a
continuous amount of data elements continuously
generated at a rapid rate. Due to this reason, it is
impossible to maintain all the elements of a data
stream [12]. But matrix for-mat in Fig.1 is used to

Fig. 2. Utility Table

B. Transaction Data Stream
A Transaction data stream is a continuous
amount of data generated in applications. Fig.1 and
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Fig.2 shows the matrix Transaction data stream and
their utility (profit) table respectively. From Fig.1 it is
known that it is a n1 x n2 matrix, where n1 is the
product of window size and number of batches in the
window and n2 is the number of items. Lot of space is
wasted by setting zero for the items which are not
purchased in a transaction. In order to overcome this
drawback, a Linked Transaction Data Stream (LTDS)
is created. First , an array of structure with item id ,
utility , and next is initialized with array size as the
number of items. Fig.3 shows the array creation. For
example [2], in transaction T1 two items are
purchased where their id’s are d and e respectively. It
is to be inserted in the array created as shown in Fig.3
using Algorithm.1 For that purpose , as shown in
Fig.4 a transaction node

Fig. 6. Transaction T2

data stream of window1 of the existing matrix
representation of transaction data stream as shown in
Fig.1. Similarly, Fig.8 shows the linked
representation of transaction data stream of window2
of the existing matrix representation of transaction
data stream as shown in Fig.1.

Fig. 7. linked representation of transaction data stream(W1)
Fig. 3. Array Creation

is created for each item in the transaction which
consists of three fields where the first field is the
transaction id , second field is the quantity of the
items purchased and the last field is the pointer to the
next node. Fig.5 shows the tranQsactions
Fig. 8. Linked representation of transaction data stream (W2)

Fig. 4. Transaction Node

of items”d” and ”e”.Next in transaction T2, the
items

Fig. 5. Transaction T1

purchased are "a" and "c".As shown in Fig.6, the
transactions are inserted with the existing linked
representation of Fig.5. Finally, Fig.7 is the linked
representation of transaction
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C. Algorithm 1 : LTDS Construction
Algorithm.1 shows the procedure to construct
the Linked representation of Transaction Data
Stream. The line 8 tests whether the current batch
number exceeds the window size. Here it is assumed
that the window size as 3. It means that only three
batches of information can be inserted into the HUS tree. It is assumed that each batch consists of two
transactions. If the condition is true, the line 10 calls
the Delete procedure.

transactions are removed from LTDS using
Algorithm.3 Then the old batch information is also
removed from HUS - tree using Algorithm 3. Here it
is assumes that the window size as 3 where each
batch consists of 2 transactions. Using Algorithm.3,
those batches are removed from LTDS as well as
from HUS tree.
F. Algorithm 4 : ItemsinTransaction Tk

Otherwise, the Insert procedure is called. In this
procedure, the transactions in which the items are
purchased are inserted along with their quantity into
the LTDS (linked transaction data stream). Then the
batches of information of the transactions are
inserted into the HUS - tree.
D. Algorithm 2 : Insertion of Transaction Tk
The line 5 in Algorithm 2 tests whether the
items purchased matches with the total number of
items in the transactional data stream.
If matches, then their corresponding
transactions are inserted along with its quantity by
creating the transaction node into the LTDS (Linked
Transaction Data Stream). Then, the batches of
information of the transactions are inserted into the
HUS - tree using the LTDS (linked transaction data
stream).

Algorithm 4 describes the procedure to identity
the items purchased in each transaction. Here, the
element is the set of items in the transaction which is
to be retrieved. Initially, we set element as NULL.
The if condition in lines 6 - 8 tests whether the
received transaction is empty or not. The procedure
returns when Tk is empty. For each item in the linked
representation of Transaction data stream (LTDS), a
set is created that consists of the set of transactions
which is non empty. If we perform intersection
between the transaction Tk and the set of transactions
which is non empty and if that condition is true, then
the element is retrieved.
G. Algorithm 5 : ItemsTogetherinTransaction Tk
Using Algorithm 5, the items that occurs
together in a transaction can be found in order to
calculate the utility of the candidate patterns. Using
the constructed LTDS, those itemsets are found
which is then used to calculate the utility of those
itemsets. The use of LTDS representation avoids the
second scan of the database. The if condition in lines
7- 9 tests whether the received set of items is empty
or not.
The procedure returns when X1...Xk is empty.
The lines from 11 - 18 tests the following conditions
for each item in the linked representation of
Transaction data stream (LTDS). The lines from 12 17 tests the following if condition for each index
value. The if condition from

E. Algorithm 3: Deletion &Maintenance of
Transaction Tk

If the current batch number exceeds the window
size, the next transaction cannot be inserted into
LTDS (Linked Transaction Data Stream). The older
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Fig. 9. Applying LTDS (Linked Transaction Data Stream) for
Mining High Utility Patterns (HUP)

I.

Mining Process
The Mining Process as done in [2] involves the
creation of candidate patterns using prefix and
conditional tree. In those candidate patterns, the
utility of some patterns does not satisfy the threshold.
Using Algorithm.5 the utility of those candidate
patterns is calculated by finding the items that occurs
together in a transaction. The main advantage of
using LTDS is that it avoids the repeated scan of the
transaction data stream. After this calculation, the
candidate patterns which satisfies the user specified
threshold are retrieved as high utility patterns.
J. Complexity Analysis
1) Space Complexity: The Linked representation
of the transaction data stream is used for storing the
transaction information eliminates the space occupied
by empty transactions.
2) Time Complexity: In order to retrieve the
items pur-chased, the matrix representation of
transaction data stream takes the time complexity of
O (n2) where n2 is the number items. Also the Linked
representation of the Transaction Data Stream takes
the time complexity of O (n2) to find the items
purchased in a transaction.
If the matrix representation of transaction data
stream is used find the items that occur together, then
the time complexity would be O (n1 x n2) where n1 is
the product of window size and number of batches in
the window and n2 is the number of items. But if the
Linked representation of the transaction data stream
is used, the time complexity is reduced to O (n 2)
where n2 is the number items and thus finds high
utility patterns in lesser time.

lines from 13 - 15 tests whether the set of items
matches with each item and If the condition is true, a
set is created that consists of the set of transactions
which is non empty in the linked representation of
Transaction data stream (LTDS). Then a variable y is
initialized as null. Next it is checked that whether the
items occurs together. Since this is the first set of
items and it is assigned to variable val. Then the
value of y is reinitialized to 1. If this is not the first
set of items, intersection between Si and variable val
is done. Next the lines from 31 - 34 tests whether
variable val is empty or not. If it is non empty, it
retrieves the set of items that occurs together in the
transaction.
H. Applying LTDS for Mining High Utility Patterns
In the construction of LTDS, when the data
stream flows and if the current batch number exceeds
the window size the older transactions with their
quantity are removed. Otherwise, the new batch
information is inserted into the LTDS and LHUS tree is constructed using Algorithm 1. Fig.9 shows the
Application of LTDS (Linked Transaction Data
Stream) for Mining HUPs. If the user gives mining
request, the mining process uses LTDS HUPMS
algorithm which then uses LTDS for construction of
HUS tree.

IV.

CONCLUSION

Thus high utility patterns are retrieved using HUPMS
(High Utility Pattern Mining over Stream Data)
algorithm which is used in many applications to
discover the recent high utility patterns. Since the HUS
tree has the property built once mine many, it is efficient
for both incremental and interactive mining. Our
proposed algorithm of construction of LTDS helps
HUPMS algorithm significantly in terms of both space
and time and thus produces the mined patterns with
reduced scan on the database.
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international conference on data mining (ICDM) (pp.
629632).
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Abstract— Steganography is the art and science of writing hidden messages in such a way that no one apart from the sender
and receiver is aware of the existence of a secret message. For hiding messages different types of media can be used. Audio
steganography uses audio as the cover media. Among the different techniques used for audio steganography, the wavelet
domain technique shows high hiding capacity and transparency. The main problems with the wavelet domain are obtaining
high quality data at the receiver side and reducing the distortion in the stegano media. A new proposal to solve these
problems is introduced the paper. The proposed system uses a Genetic Algorithm (GA) based embedding, which reduces the
distortion of the stegano media and thereby increases the quality of the retrieved data.
Keywords- Audio steganography, Wavelet domain, Speech steganography, Genetic Algorithm, Efficient wavelet masking.

attacks. A good steganographic system must satisfy all
these requirements. Fig. 1, represents the block
diagram for a general steganographic system which
consists of an embedding method and an abstracting
method. The embedding method takes the cover
media and the secret message as its input and
generates the stegano object as the output, where the
secret is hidden. The extracting method extracts the
secret message from the stegano object.

I. INTRODUCTION
Steganography is the art and science of writing
hidden messages so that no one apart from the sender
and receiver even realizes that there is a hidden
message. Steganography hides the data in an
unremarkable media so that it doesn't arouse any
suspicion.
In steganography the existence of the hidden
message is not known, but in cryptography the secret
message is converted into a different form. A
cryptographic message is a meaningless stream of
words or bits, which are rare in a computer world and
hence it arouses suspicion. Cryptography protects the
contents of a message whereas steganography protects
the messages by hiding its existence. Today, computer
and network technologies provide an easy-to-use
communication channels for steganography.
For hiding information, a cover media is required.
The secret message is hidden in the redundant portion
of the cover media. After embedding the secret
message, the stegano media is obtained. This stegano
media must possess the same characteristics as the
cover media, i.e., it must be imperceptible from cover
media. The stegano signal is then transmitted to the
receiver. The receiver then applies the inverse of the
operations that the sender has done, to extract the
secret message.
The three requirements for any steganographic
system are its perceptual transparency, hiding capacity
and robustness [1]. Perceptual transparency means
that the stegano medium must be imperceptible from
the cover medium. The transparency of cover object
and stegano object is often computed using Peak
Signal to Noise Ratio (PSNR) values. Hiding capacity
refers to the amount of information that can hide in
cover media. It is measured in bits per pixel for
images and bits per second for audio. When the hiding
capacity is increased beyond a limit, transparency
decreases. So there must be a trade-off between the
three. Robustness refers to its ability to withstand with

Figure 1. Block diagram for steganography

Among the different types of steganography, audio
steganography is more importantbecause audio and
video can carry more redundant information compared
to other media. Increase of audio traffic on the internet
shows that audio can be transferred at lower rates.
Also audio steganography can also be applied to video
steganography since video is a combination of audio
and image. But embedding data in audio is considered
to be more difficult compared to other media because
of high precision of human auditory system.
Steganalysis is the detection of steganographic
encryption. Steganalysis identifies steganography by
inspecting various parameters of stegano media.
Various techniques are applied for steganalysis. The
properties of electronic media are changed after
hiding any object to it. This results in degradation in
terms of quality and usual characteristics of the
media. In this way steganography can be detected.
However steganalysis is followed by steganography
attacks. Steganography attacks [1] involve detecting,
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extracting, and destroying a hidden object of stegano
media.

Among the different techniques studied, wavelet
domain shows high hiding capacity compared to
other domain. Also subjective experiments in wavelet
domain showed that this hiding scheme is
acoustically more transparent compared to other
domain. Hence the further survey is concentrating on
wavelet domain.

The remainder of the paper is organized as
follows: Section II discusses commonly used audio
steganography techniques. Section III makes a survey
on audio steganography in wavelet domain. Section
IV explains the proposed system in detail and section
V makes an analysis on the results obtained. Finally
Section VI concludes the work presented here.
II.

III.

LITERATURE SURVEY

N. Cvejic, et al. [11], proposes a method based on
wavelet domain. In this method the audio signal is
converted into wavelet coefficients. The data bits are
hidden in the least significant bit portion of wavelet
coefficients. At the receiver side the secret bits are
extracted from the LSB portion of the wavelet
coefficients. This is possible because of perfect
reconstruction properties of filter banks. On applying
the inverse transform the original signal can be
reconstructed. This is a general method of using
wavelet domain techniques for audio steganography.
The method shows large advantage in terms of hiding
capacity and transparency compared to other domain.
S. Shahreza, et al. [12], proposes a method in
wavelet domain based on lifting scheme. The data is
hidden in the LSB's of wavelet coefficients. It doesn't
hide data in the silent parts. Hence the problem with
the silent parts is avoided. The method shows high
hiding capacity and zero error in hiding/unhiding
process. The main advantage of thismethod is its high
hiding capacity and high perceptual transparency.The
method also shows zero error rate compared to other
methods.
P. Shah, et al. [13], proposes an adaptive wavelet
packet based audio steganography using data history.
In this method, data is embedded by adaptively
modifying wavelet packet coefficients of host audio
signal. The method shows superior SNR values, with
good hiding capacity and speed. Also this method
exhibits zero bit error in recovered data which is one
of the most desired features of any steganographic
system.
H. Shahadi et al. [14], proposes a high capacity
and inaudibility audio steganography scheme. The
algorithm is based on discrete wavelet packet
transform with adaptive hiding in least significant
bits.The algorithm has got high hiding capacity and
excellent output quality.
D. Ballesteros et al. [16], proposes a method in
wavelet domain based on Efficient Wavelet Masking
(EWM). EWM is a steganography model which
adapts the secret message to the host signal. Classical
frequency masking schemes are not suited for speech
in speech hiding. The method in the paper is best
suited for speech in speech hiding. Also it uses all of
the host coefficients to hide the secret message,
instead of a selected group of coefficients in other
methods. The method also uses a secret key which
adds additional security.

AUDIO STEGANOGRAPHY TECHNIQUES

A. Temporal Domain
LSB encoding, parity coding and echo hiding are
the maintechniques under temporal domain. LSB[5],
[6] is one of the earliest and simplest methods for
hiding information in audio signals.Eventhough this
is a simple method, an attacker can easily extract the
secret message from the stegano object.Parity coding
technique [3], [4] operates on a group of samples
instead of individual samples. In echo hiding [7]
method data is embedded in the echo part of the host
audio signal. The echo is a resonance added to the
host signal and hence the problem with the additive
noise is avoided here. The main disadvantage of this
method is lenient detection and low detection ratio.
Due to its low embedding rate and low security no
researches are going on echo hiding technique.
B. Frequency Domain
Frequency domain techniques and wavelet domain
technique comes under transform domain. The main
techniques under frequency domain are: tone
insertion, phase coding and spread spectrum
technique.Frequency masking property is exploited in
tone insertion method [8]. A weak pure tone is
masked in the presence of a stronger tone. This
property of inaudibility is used in different ways to
embed information. Phase coding method [9] is based
on the fact that the phase components are not audible
to human as noise components. This method embeds
the secret message bits as phase shift in the phase
spectrum of the original audio signal. The method
tolerates better signal distortion, better robustness but
it does not survive low pass filtering. Spread spectrum
technique[10] technique takes the advantage of
masking property of HAS. A masking threshold is
calculated using a psycho-acoustic model. The spread
signal lies below the masking threshold. Apart from
phase shifting, here the secret message is distributed
along with the host signal. Here the final signal
occupies a bandwidth which is more than what is
actually required for transmission.
C. Wavlet Domain
Wavelet domain [11] is suitable for frequency
analysis because of its multi-resolution properties that
provides access to both most significant parts and
detailsof spectrum. Wavelet domain techniques works
with wavelet coefficients. Upon applying the inverse
transform, the steganosignal can be reconstructed.
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Almost all the methods discussed above hides the
data bits without affecting the transparency of the
stegano audio. But the main advantage of the EWM
method is that, it uses an indirect LSB replacement
which reduces the size of secret message and thereby
increases the hiding capacity compared to the
previous methods. But the problem with this method
is that, while retrieving the data at the receiver side,
the exact secret message cannot be obtained. The
problem is with the quality of retrieved data.
IV.

significant. Thresholding will remove all those values
that are considered as non-significant.
2) Efficient sorting
It is based on the principle that ‘any secret
message may seem similar to host message if its
wavelet coefficients are sorted’. In efficient sorting, a
group of wavelet coefficients of host signal with the
same size as that of the secret message is selected.
The wavelet coefficients of the secret message are
then sorted according to the host signal so that they
resemble the wavelet representation of the host
signal, C(W). Accordingly the sorted message, E(W)
and a secret key K that represents the original
position of sorted secret message is obtained. Then
d(w) is calculated for every pair of coefficients using
the operation given below,
( )
d(w) = 100 ∗ ( )
(1)

PROPOSED SYSTEM

The main aim of the steganographic system is to
hide the data in a cover medium without affecting the
perceptual transparency. Along with this, hiding
capacity and robustness are to be considered. From
the literature survey it is clear that wavelet domain
shows high hiding rate compared to other domain.
The main problem with the wavelet domain is
obtaining high quality data at the receiver side.
The proposed system consists of two main
modules, an embedding module and an extracting
module. The proposed system uses a genetic
algorithm [6] based embedding method along with an
efficient wavelet masking [15] scheme. The use of
genetic algorithm for embedding reduces the
distortion as compared to direct LSB replacement.
The GA based speech hiding is explained below.
A. Embedding module
The embedding module takes two inputs: the host
signal and the secret signal and produce two outputs:
the stegano signal, s[n] and the key k. The embedding
algorithm consists of four main steps. They are:
1. Decomposition and pre-scaling
2. Efficient sorting
3. GA based replacement
4. Reconstruction and post-scaling
The steps are explained below:
1) Decomposition and pre-scaling
Let s[n] represents the secret message and c[n]
represents the host speech. . s[n] and c[n] are
transformed from the time domain to the wavelet
domain i.e., they are decomposed by applying the
discrete wavelet transform at mono-level and the
wavelet coefficients are obtained. Then appropriate
scaling is done for the signals, host and the secret.
The host signals are scaled to a dynamic range of (215-1, 215-1) and the secret message is scaled to a
range of (- 213-1, 213-1) so that the host signal can be
encoded with 16 bit signed format and the secret
message can be represented using a 14 bit signed
format. Let the wavelet coefficients of secret signal
and the cover signal are represented by S(W) and
C(W) respectively.
a)
Thresholding
Thresholding
will
remove
non-significant
coefficients. A threshold value is calculated by a
psycho-acoustic model. Based on this threshold, the
coefficients are classified as significant and non-

The length of d(w) is same as that of the E(W).
The secret message coefficients are now shortened to
five bit coefficients. In the next step this five bit
values are to be embedded in the corresponding host
coefficients.
Let us take an example where C(W)=[63, 992,
2016, 959, 128] and S(W)=[3, 484, 29, 28, 248]. Here
the size of both sets is equal. The result of doing
efficient wavelet sorting is E(W)=[3, 248, 484, 29,
28]. After efficient sorting, a key is obtained which is
stored in K. Here K=[1, 5, 2, 3, 4], since E(1)=S(1),
E(2)=S(5), E(3)=S(2), E(4)=S(3), E(5)=S(4). After
performing the operation mentioned above, the d(w)
is obtained as d(w)=[2, 25, 24, 3, 22]. The maximum
value of d(w)=25 and the minimum value is 0.
3) GA based replacement
To embed the secret message in respective host
coefficients, a genetic algorithm based approach is
adopted in the thesis instead of indirect LSB
replacement used EWM method. GA for a single bit
insertion is given by [6]. For implementing GA based
embedding in the proposed system, Keep the five
least significant bits as constant and perform the
genetic algorithm on the remaining bits i.e. from 5 to
15. Now select the best chromosome, where best one
is the chromosome which has the minimum
difference with the original 16 bit audio sample,
which is the one closer to the host signal. Here
fitness function searches for the best chromosome.
Again best chromosome and the distortion are closely
related, because the best chromosome will always
reduce the distortion.
In the example taken above, after applying GA,
the output will be G(W)=[66, 985, 2016, 963, 118].
While using the LSB method the output will be
G(W)=[34, 1017, 2040, 931, 150]. The difference
between the original signal and the GA embedded
signal is given by Diff(w)=[3, 7, 8, 4, 10]. And the
difference between the original signal and the LSB
embedded signal is given by Diff(w)=[29, 25, 32, 28,
22]. From this it is clear that the output obtained by
GA based embedding resembles the original host
signal more than the LSB embedding method. This
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means that transparency is more in the proposed
method. Better the transparency, lesser the distortion
and proposed method outperforms the previous
methods.

scaling is necessary to obtain the speech signal with
the same initial dynamic range of [-1,1].
V.

4) Reconstruction and post-scaling
When the stego coefficients have been
calculated, the inverse wavelet transform is applied to
the G(w) signal to get its time domain representation.
It gives the g[n] signal, but the reverse scaling is
necessary to obtain the speech signal in the initial
dynamic range. Usually, the output will be in the
range [-1, 1].
The stegano signal now obtained is transmitted
through the network to the receiver. Along with the
stegano signal the key K is also transmitted to the
receiver. The key is necessary to sort the secret to its
correct position. While transmission several factors
effect the stegano signal.

RESULTS AND DISCUSSION

The difference between the stegano signal and the
original host signal is a measure of the performance.
The proposed system is compared with, the efficient
wavelet masking using indirect LSB replacement.
The following figure shows the differences in both
cases: by indirect LSB replacement and by genetic
algorithm embedding.

B. Extracting module
The extracting algorithm has two inputs: the
stegano signal, g[n] and the key K. The secret
message is constructed from the stegano signal using
the key K. The extracting algorithm consists of three
main steps. They are:
1. Decomposition and pre-scaling
2. Recovering
3. Reconstruction and post-scaling
1) Decomposition and pre-scaling
In the decomposition step, the received stegano
signal in the time domain is transformed into
wavelet domain by applying discrete wavelet
transform. Then the corresponding wavelet
coefficients are obtained. The scaling process is
done as before to bring the signal to the dynamic
range of (- 215-1, 215-1). Let the output of this step
be represented by G(W).
2) Recovering
In recovering step the received stegano signal is
converted into binary form and the five least
significant bits are extracted. The five bit secret data
is then converted into the decimal form Se(w), which
is used to construct the fourteen bit data, by
performing the reverse of the operation performed in
the embedding side. The operation is given below:

Figure 2. Difference signals

The difference is smaller in the case of GA based
method. This shows that the transparency of the
embedded signal is higher in the case of GA based
method. This in turn improves the quality of data
extracted at the receiver side. A simple steganalysis
test in wavelet domain is shown in the following
graph, where o represents LSB and + represents GA
based method. The graph shows the values for the
mean, variance, skewness and kurtosis.

E(W) =
(2)
Thus E(W)=[1, 246, 482, 29, 26]. E(W) is then
sorted according to the secret key K and the secret
message coefficients are obtained. In the example
given above, E(W) can be sorted using the key K=[1,
5, 2, 3, 4] and the result is stored in S(W) as
S(W)=[1, 482, 29, 26, 246].

Figure 3. Difference (%) in steganalysis test

1) Hiding capacity: Hiding capacity of the
proposed system is same as that of the EWM [16]
method, since here also five bits of data are hidden in
the host signal. These five bits indirectly represents
the secret message coefficients. Hence a fourteen bit
data is indirectly hidden in each sixteen bit host
sample.
2) Size of the secret key: The size of the secret
key is same as that of the efficient wavelet masking
scheme. The secret key represents the original
positions of the coefficients of secret signal. Hence its

3) Reconstruction and post-scaling
After obtaining the secret message coefficients,
inverse discrete transform is applied and the time
domain secret data is obtained. Here also reverse
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length is proportional to the length of coefficients of
the secret signal.
3) Failure in hiding process: As in the EWM
scheme, here also all host coefficients are used for
hiding and all coefficients of secret signal can be
hidden in the host.
4) Advantages of this approach: Apart from
satisfying the basic three requirements of a
steganographic system, the mainadvantages of this
approach are listed below:
a) The proposed system increases the quality of
retrieved data which is the main problem faced by
wavelet domain.
b) The genetic algorithm will reduce the distortion to
a great extent. The genetic algorithm will find out the
coefficients which are closer to the original
coefficients.
c) Also the insertion position can be changed easily.
Even if the insertion position gets changed the
coefficient value will remain unchanged because of
genetic algorithm based LSB replacement.
VI.

CONCLUSION

Steganography is the process of hiding information
in host signal. Audio steganography uses audio as the
cover media. Commonly used techniques for audio
steganography comes under temporal domain and
transform domain where frequency domain
techniques and wavelet domain techniques comes
under transform domain. Thepaper briefly
discussesdifferent audio steganography techniques
and their advantages and disadvantages. Among the
different techniques reviewed, wavelet domain shows
high hiding capacity and high perceptual
transparency. The proposed method uses GA for
embedding which reduces distortion and thereby
improves the receiver data quality. The method is
implemented in matlab and the results were analyzed.
As a future work lifting scheme can also be
incorporated with this method.
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Abstractt - Trust Management has become a predominant area of interest in the networking especially in Wireless Sensor
Networks(WSN).Trust is the concept in which the nodes in a network seldom checks whether their neighbours are
trustworthy or not. The nodes thus start communication with the trusted nodes only and hence enable security. Trust
management and its concepts are in its infancy in networking where the nodes have to largely communicate with each other
prone to many attacks. Trust has been implemented in areas like Adhoc networks,P2P networks,WSN.This paper introduces
the ideas of trust management in WSN and the issues related to it.
Keywords- Networking;trust;WSN;Trust Management

Since the sensor network are left in unattended
environment security issues must also be considered.
Security is the main concern in the fields of networks
where the nodes have a lot to work with on.Secutity
has been provided in various ways from the
traditional cryptographic methods which provides
security to the data and authentication purposes only.
This traditional security method does not deal with
the nodes which are ungrateful after the
communication has been started .This type of security
mechanism has been regarded as the hard security.
The otherwise called soft security usually refers
to security that protects something from harm in a
quiet many different ways. Soft security can refer to
immediate security measures, such as silent alarms or
motion detectors. Soft security attempts to remove
harm and can lessen the severity of any damage. The
nodes thus when behaves mistrusted can be notified
of their behaviour to the other neighbour nodes. Thus,
sources of mistrust could be if a node is detected
inactive for a long period of time or appears and
disappears from the network often can be considered
un-trusted. Most of the existing works on trust
management for WSN, however, concentrate on the
communication layer of the network. The events that
are important to report for these methods are those
related to the forwarding or dropping of packets in
the communication.
The rest of the paper is organized as follows
section II provides an introductory concept of trust
management and the situations which can be
considered as mistrust of a node. Section III provides
the various trust management schemes that were
evolved over period which discusses about the
applicability of trust management in various ways.
Section IV provides the ideas where the ideas of trust
management can be enhanced and considered.
Section V concludes the paper.

I. INTRODUCTION

Wireless sensor networks are nowadays deployed
in a large number of areas like health monitoring,
security, Military surveillance, battlefield, industrial
automations, to monitor the hazardous places like
chemical plants and places prone to volcanic eruption
in which human being cannot survive to analyse the
changes. The fields in which the sensor networks are
implemented are unattended and hostile environments.
These are tiny equipments consisting of sensing units,
data processing units and communication components
which are used to communicate to other sensor nodes.
The sensor network comprises of a collection of
large of number of sensor nodes which communicates
through short wave radio communication to send the
data to other nodes. The sensor nodes also do some
computational calculations to the raw data obtained
through the processing units. Thus the sensor nodes
send some sort of processed data to other nodes. The
protocols that are implemented in the sensor nodes
should be self healing and self organisable in case of
node failures and the topological changes. The nodes
in the network are of several orders of magnitude ie.
densely populated and they communicate through
multihop communication which proves to be less
energy consumption. They only broadcast the
messages.
The major constraint in the sensor network is the
nodes energy level. The nodes are tiny and are
equipped only with non-replaceable and limited
power sources. In order to achieve maximum service
from the sensor nodes, their energy utilization for
communication and all sort of activities should be
considered. They also maintain a timer to be in sleep
mode and then wake up do their computational or
communication of massages alternatively. This will
enhance the long life of the battery power source.
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A. Data collection
In a wireless sensor network there are a large
number of events that can be used as inputs for a trust
management system. These events may provide the
necessary source of information to model the
behaviour of a certain sensor node. Examples of
events are the number of messages that are
successfully sent from one node to another or the
contents of an aggregation or cumulative report.
Some of the events are related to the specific
protocols and functions that implement the particular
functionalities provided by the network, but others
are more generic and exist regardless of the protocols
and services in the network.
The detection of a node’s misbehaviour in
aggregation processes or in the election of cluster
heads the purpose of the system determines the data
and the information that should be gathered in order
to derive reputation and trust values. yet, it is
important to consider the general events that may
indicate the behaviour of a node in every aspect of
application. This is very much useful for creating the
foundations of a trust system, which can be further
expanded with application-specific mechanisms.
There are a no of events in general which can be
considered important aspects of trust to the system,
like hardware-related errors and sensor readings
deviations. The most part of generic information are
the events that occur on the communication layer.
The format of the message and its number or count in
the network lets us to infer a number of extraordinary
situations that exists in the transmission: the existence
of duplicated or malformed packets, packet creation,
delay of packets, dropping of packets. The duplicated
packets existence indicates the problem in wireless
channel.Eventhough if the load in the network is not
high and the source for the message is near the
destination the source node will be mistrusted. If the
duplicated packets are malformed then it is clear that
it is a malicious node.
The other form of possible source of mistrust is
the creation of packets out of a specific time period or
bound. A sensor network usually produces messages
during a specific period of time or burst time, when
the data packets containing sensor readings are
forwarded to the base station. If a node creates a
packet out of this time period, it may be an indication
of problems inside that node.
Other sources are the existence or raising of
alarms in temperature readings where the physical
surroundings are calm, and the existence of nodes
reporting an answer to a non-existent query of the
base station. A major cause of suspecting the node is
the selective forwarding of packets. If certain packets
get dropped by a specific node, and the overall load
of the section of the network where that node belongs
is not high, it is mostly sure that the node is behaving
maliciously. On the other hand a node can also be
considered mistrusted if the time consumed on

II. NOTION OF TRUST MANAGEMENT

The term trust was first conceptualized by Blaze
et al.[1] who states “Trust provides a unified
approach for specifying and interpreting security
policies, credentials and relationships.”.The primary
idea to build a trust management scheme is to provide
the sensor node with the capability to evaluate the
trust of its neighbouring nodes. A node can assess the
trust of its neighbour and formulate the values of trust
for each neighbour. The value provides information
on how much to trust the neighbour nodes.
The values of trust are computed taking into count the
behavioural aspects of the sensor nodes in the
network. the trust values can be obtained in two ways.
One is the direct information which the node can by
directly observing the nodes at its obtain one hop
distance .The behaviour taken into consideration may
be the nodes success ratio of delivering the packets
which are needed at that time, not duplicating the
packet, delay in delivering the packet and other such
characteristics etc..The second one is the indirect
information which a node can obtain from other than
its one hop neighbours. It is also defined as the
recommendation of the node about its neighbour.
This direct and indirect evaluation can be done by the
peer nodes, among the cluster heads .The base
stations can also compute the trust values of the
cluster heads .

Direct Observation

Indirect observation
or Second Hand
Information

Trust Computation

Trust Value
Figure 1 Trust Computational Model

The trust values obtained can be made to be
maintained by a commander which can be located in
the base station or one among the cluster heads also.
The trust values obtained by a number of sensor
nodes about its neighbours are taken into
considerations and routing is performed only through
these trusted nodes. This concept of trust solves the
security issues of WSN which is one the major
concern when they are employed in a hostile
environment.
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forwarding an incoming message to its
destination is higher than the average of the network,
delaying the routing process. From the point of the
hardware, a node that is not detected as alive for a
particular long period of time [9] should be
considered suspicious of being tampered. A node that
that blinks often in the network. Normal conditions
should not be considered as trusted. For this
particular case, the reason of mistrust should be the
belief that the node is starting to malfunction and
cannot properly provide services to the other nodes.
Regarding to sensor readings, the inherent
redundancy of the network can help on detecting
problems, although the exact nature of the application
will influence over what can be considered a major
deviation from normal readings.

R.A.Shaikh et al in [9] proposed GTMS a
scheme for trust management which employs
clustering within the nodes.Trust is evaluated in
groups in contrast to trust values evaluated for
individual nodes. Two types of topologies are
concentrated one is intragroup topology which uses
distributed approach for assessing trust whereas
intergroup topology employs a centralized approach
for calculating trust. Trust in this concept works in
three phase at the node level, cluster level and then at
base station level. Since GTMS employs clustering it
requires less memory space to store records of trust
in the SN.On using the two topologies the cost of
trust evaluation between distant nodes is reduced.
Moreover this model along with detecting malicious
nodes provides a sort of prevention mechanism also.
Aivaloglou in [10] proposed a model that uses
certificates signed by trust management authorities by
offline for a subset of network nodes. Each node
stores the public keys of the authorities and thus
certificate validation os performed locally. The Trust
management authority establishes trust association
between the nodes. For the purpose of
recommendation the model also employs third parties
like sensor nodes, cluster nodes, gateways or
supervision nodes. These third parties must also be
trusted as recommenders. The model reduces the
referral trust value according to the distance from
already established trust relationships. The valid
certificates from one node to other node are verified
by using the public keys that are stored, which may
be offline and has a trust association with. Supervisor
nodes are also utilized which make available the
results of behaviour based trust values. This model
supports the need of nodes with different roles and
capabilities. It exploits the knowledge already known
about the network topology and information flow.
Since trust is based on different roles and capabilities
it efficiently detects malicious nodes.
[11] TARF uses two components an energy
watcher and trust manager both run on the nodes.
Both the components records the energy cost for its
known neighbour and trust values of neighbour based
on the loop discovery. It also uses broadcast
messages from the base station. These information’s
are taken for calculating the trustworthiness of nodes
to perform routing decisions.TARF is resilient to
attacks by exploiting the replay of routing
information.
Y.B Reddy in [12] proposed an approach for
trust management which employs an agent to each
cluster. The agent maintains the current status of the
node. By maintaining the ratings of each node,
detection of malicious node is possible. The ratings of
the node can be calculated by the ratio of packets
forwarded to packets received. The author introduces
the e-commerce model in which each node votes the
successive nodes based on the calculated ratings of

III. WSN TRUST MANAGEMENT SCHEMES
Gadze et al.in [6]
proposed a distributed
framework and uses the mechanism of election of
trustworthy cluster heads in WSN which is cluster
based. This model uses only the direct information
from the neighbour nodes. Trust was evaluated using
the parameters like packet drop rate, data and control
packets. Each and every node stores a trust table for
all the nodes around it. The values are sent to cluster
heads on demand ie.only on the request of the cluster
head. Since this model is based on direct information
it has reduced bad mouthing attack.
Ganeriwal and srivasta [7] were the first to
introduce the reputation model for sensor networks.
Beta distribution, a mathematical tool was used to
represent and continuously update the trust and
reputation value. This model uses direct and indirect
information to calculate the reputation. The model
also classifies the nodes to be cooperative and non
cooperative. On using the indirect information
weightage is given for the values obtained from the
most reliable nodes. Trust values are computed from
reputation obtained and the trust of a node is decided
based on a limit value or a threshold value. If this
threshold value is low the node is considered non
cooperative or else it is a cooperative one. This
system eliminates the bad mouthing attack. The
reason is it spreads only the positive information
which adds to the disadvantage that information
about misbehaved nodes may not be exchanged.
Chen et al in [8] proposes a task based trust
management for sensor networks. The node also uses
the ratings of sensor nodes. Different ratings are
considered for different tasks while working with
other nodes. The trust ratings are considered to decide
whether the node should cooperate with other node to
complete the task. When a node is malicious the other
nodes does not cooperate with other nodes. Since this
idea deals with the cooperation among the nodes it
recognizes all types of misbehaviour from malicious
to faulty nodes.
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the ratio. Furthermore the model also captures
the reputation which helps in reduces the
computational work at node, this increases the life of
sensor nodes. However this requires the need to
design a special type of Agent node.
Fence Bao et al in [13] proposed a hierarchical
trust management protocol for the purpose of
intrusion detection in a clustered WSN.The model
took into consideration the direct and indirect
information by observing the peer nodes. The model
combines the social and QoS trust which defines the
quality of the parameters taken to calculate the trust
value. Based on the trust values obtained from the
nodes the trustworthiness of the peer nodes in cluster
is evaluated. Here levels of hierarchy are maintained.
The peer nodes evaluate the other peer nodes, the
cluster heads evaluates other cluster heads and the
base station also take part in evaluating the cluster
heads. The obtained trust value is compared ie.
subjective Vs Objective trust and the nodes
trustworthiness are determined.

many tools has also been evolved over time. Trust has
been applied to ecommerce.inernets.Most of the
techniques and tools are based on the probabilities to
compute trust and their management.
This paper only introduces some of the basic
concepts of trust and its impact on the security
measures for the WSN.Many research ideas spring up
in the future which should cope with all the
challenging issues of WSN.
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Abstract- Working on huge collection of data for providing useful detail could help engineering domains to develop systems
in a systematic manner. In software engineering domain the knowledge database is used for giving useful idea in the project
development side. To overcome certain risks in system development the project plan should be tracked in all possible ways
to find the root cause of the problem and its solution. For helping the system analyst we propose specification mining by
using clustering algorithm of data mining to collect information those can help in planning phase. Only essential data are
collected to build the specification mining to avoid the data redundancy.
Keywords – Specification Mining, Clustering Algorithm, Decision Support System, Software Project Management

performing task from the facts and the environment
where the system is being used.

I. INTRODUCTION
Developing systems in engineering areas is a crucial
one due to satisfy the people those who are involved
in it. To follow such business constraint the
development process models are proposed. Then
suitable business process model should be selected to
initiate development activities to reduce the
development effort. So decision support systems and
knowledge based systems are used to take appropriate
actions to reach the business profit.
A. Role of Decision Support Systems
Decisions are essential part of any type of business.
Decisions could be taken at any time of development
phase activities. While preparing the project plan the
project management team will think about problems
or types of risks could disturb the plan. Hence
decision support systems are used to take the
appropriate decisions by recording the solutions taken
for the problems arise in previous projects. Decisions
can be classified as static decisions and dynamic
decisions. The decisions are taken before starting the
developing activities. Such type is static decisions in
the business engineering domain. Static decisions
can be matched in many engineering domains. But
the dynamic decisions could be derived only in few
engineering domains during the construction of
systems.
B. Importance of Knowledge Based Systems
The Knowledge Based systems are the basic resource
for deriving ideas to solve any problems in system
development. This solution is essentially the same as
that concluded by a person knowledgeable about the
domain of the problem when confirmed with same
problem. Knowledge based system is rather than
using algorithm, it proposes to use heuristic approach
where it is of highly specific domain knowledge
about the system which we are implementing in
software development. It does not account for the
data alone, whereas it takes the decisions of

II. PROPOSED METHODOLOGY
A. Data Mining in Software Engineering
Data mining is a powerful new technology, which is
used to extract previously unknown, potentially
useful and knowledgeable data from a huge database.
By using data mining tools we can predict behavior
and future trends to make knowledge driven decisions
in business. Software engineering deals with
development and maintenance of software. It is a
standard to be considered by developers while
developing software. Software development life cycle
has seven phases.

Fig. 1. Phases in SDLC

The above diagram depicts the life cycle
followed during development phase of software.
Obtaining requirements from the customer
individually is a tedious process hence we use
specification mining to reduce the efforts in project
management and system development.
A.ClusteringTechnique
Clustering is a challenging technique that
involves grouping smaller set of similar data from a
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huge database [6]. It is widely used in data mining,
text mining, information retrieval statistical
computational linguistics and corpus based
computation lexicography.
Algorithms used in clustering
Probability based models
Gaussian mixture model
C-means fuzzy clustering
Re-constructive model
Deterministic annealing
K-Means Clustering
In this paper we use a novel specification
technique, k-means algorithm. It works on a simple
idea that is easy to implement which uses two simple
steps. First, from the given set of initial clusters we
assign each point to one of them. Second, each cluster
center is replaced with the mean point of the
respective cluster.
B. Specification Mining
Specification mining is a special approach in software
engineering which extracts knowledge and
information of software products [1]. Here similar set
of package information, from different software
products is stored. It results, more compact, scalable
and manageable mining processes automation of
manual processes, and novel applications of mined
the speciﬁcations for software engineering tasks.
C. Constructing Specification Mining
The proposed system has some prescribed tasks to
reach the solution. The tasks are shown in the below
figure.

From the above flow diagram how a specification
mining can be designed for assisting with project
management team. The data mining algorithm can
provide a simplest way of organizing and processing
the data available in large or distributed databases.
The activities are described in the next chapter.
III. CLUSTERING THE PACKAGE
Software consists of huge number of packages. Those
packages can be extracted by using the testing tool.
The identified packages are classified based on their
properties and similar set of packages are grouped
together [3] & [5].
A. Applying K-Means Algorithm
For collecting the datasets in software a grouped and
separate order that it can be arranged to be displayed.
As we are applying k-means algorithm because it can
able to cluster the software packages in a smart way
that it can group the clusters by finding its mean [4].
The input dataset should have the following details
for clustering software package details.
Dataset:
Developer Name
Package Name
Services
Features
Time for construction
To cluster the software package data the features
record processed in this proposed system [2]. It
accesses the features of many packages for the same
application for making cluster. It is dynamic one due
to system development.
Here we discuss this with an example.
For an example, in any software development the
security is a import feature in software side to
recommend high level security to keep the data
privacy. But it can be in different forms as per the
customers’ requirement.
So, different security
procedures are coming under a single name like
‘Login’. Through this the recommended dataset are
collected to plan for the decisions.
IV. MERITS OF PROPOSED SYSTEM
In this paper we are constructing the specification
mining which reduces the system analyst task and
improves the productivity, quality, and also reduces
the cost of software [7] & [8]. Filtering only essential
data can reduce the amount of data to be processed
for planning a decision. It reduces the efforts and
stress in project management and system
development phase. The proposed system will act as
a decision support system with the help of available
data in software repository.

Fig. 2. System Flow
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V. CONCLUSION
Here we prefer a decision support system based on
data mining approach such that clustering algorithm
to minimize the overhead in project development.
This system constructs a specification mining based
on software package details to find the packages
available for a particular task of the project. The Kmeans algorithm to be applied for matching the
package information to get a suitable cluster. The
main contribution of the paper is to have a
specification mining by retrieving the software
components details.
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Abstract - NUI is an invisible user interface which interacts with the movements and gesture of the user. Kinect is one of the
voice movements and gesture recognition device which captures our movement and perform the various operations without
any physical contact with the device. The main aim is to create Natural User Interface (NUI) as a replacement to
conventional input devices, thus enabling gestures as an input for computers. So we propose a methodology in this paper
which allows user to work with computing system without any peripherals. Interface function should be created between the
system input and the user controlled action sequences. During this sequence this device will sense the physical movements
and it emulates mouse and keyboard like functions. Thus this allows physically challenged people to access computer system
without any hindrance.
Keywords: -NUI, Kinect.

1.

2.

INTRODUCTION

PROPOSED WORK

The main aim is to create a unified control
device for the computer. Using this technology we
have to improve traditional interface devices such as
keyboard and mouse into new generation interface.
Kinect should ensure hassle free working
environment that carries intuitive interface to the
user. It should be of great use to non-technical users
of computer and should provide better technology
than touch screens. It should control multiple monitor
devices without any difficulty.
For designing NUI using Kinect, various
modules are required to interface with the system.
They are Kinect SDK module, Interfaced design
initialization Module, Sensor Data Module, Gesture
Recognition and event Module, Interface Mouse
Control Module, Triggering Keyboard Control
Module, Interface voice recognized Switching
Module. Each one of them helps in interfacing the
Kinect with the system and are useful effective UI
using Kinect hardware. The whole package of Kinect
is used to recognize the gesture events.

Kinect is becoming the most important
development of the human races. The Kinect uses the
most advance technology like artificial intelligence in
recognizing the movements of the body through
sensors. Kinect is the most advanced technology used
by the Microsoft to run various applications through
the effectively invisible methods which is highly
helpful for the upcoming societies and the physically
challenged people. They are effective in ways such as
they can be easily communicated with the user
environment and feels they are not inferior to anyone
[1].
Kinect is a motion sensing input device
which is completely based on the sensing the gestures
or the movements of the body. Kinetic enables
complete control over the user and the system. It
provides Kinect capabilities to developers to build
applications with C++, C#, or Visual Basic by using
Microsoft Visual Studio 2010 and some other
features like Raw sensor streams, Skeletal tracking,
audio capability[6]. Kinect helps in establishing the
total security of the system and for a replacement
over the mouse and the keyboard i.e. to provide a
successful gesture controlling. During this sequence
the skeletal tracking device will sensor the
movements and relate to interface. It is possible to
hang out with just a notebook in our hand.
There have been many research works and
articles done on using NUI with Kinect. The existing
system of Kinect NUI is primarily used for gaming
console in XBOX 360 as per [1]. Kinect can be
programmed and interfaced easily with windows 7
and is given by [5] and [6]. Our idea is to develop a
NUI for windows using Kinect as a complete
alternative for conventional input devices in future. It
can be used to handle keyboard and mouse events
efficiently.

Fig.1 Proposed Block Diagram for Kinect connection

3.

KINECT

It is the 3D image sensing device shown in
the figure 1, is used to sense the gesture movements
given by the user. It was developed by Microsoft for
XBOX 360 gaming console. The Kinect sensor is a
horizontal bar connected to a small base with a
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motorized pivot and is designed to be positioned
lengthwise above or below the video display. The
device features an RGB camera, depth sensor
and multi-array microphone running proprietary
software, which provide full-body 3Dmotion
capture, facial
recognition
and Voice
recognition capabilities. RGB camera captures
images in 2D and along with depth sensor which uses
IR rays to sense the image thus 3D image is obtained.
The multi array microphone captures HD quality
audio for voice commands. The Kinect obtains the
skeletal view of the user and thus their gestures can
be analyzed [2][1].

features, etc are extracted from the Kinect output.
Based on their output, the gestures decided and is
used determining the actions for various gestures. The
Kinect has 4 array microphone that is used to obtain
HD sound. It is used to determine the voice command
function and thus enabling users to control over an
application by voice commands which is the most
efficient and easy means of controlling.
3.2 Kinect Interface
It is used to display the output of Kinect
sensors. The interface can be designed using XML
and C#. The user interface provides the depth data,
RGB camera output, Voice output. In the figure 3, it
shows how the NUI and Kinect are interfaced. Here
the computer applications are controlled by
interfacing with system operating system through
various NUI application program interfaces. Similarly
USB HUB is used to connect KINECT with windows
OS.

Fig.1 Kinect device

3.1 Kinect SDK:
The Kinect sensor is connected to computer
by using the USB port. It converts the raw data into
binary form. It is obtained as output by using Kinect
SDK. This output is used for performing various
operations by linking the SDK with many high level
programming tools. The SDK contains many inbuilt
functions to perform operations on the output data
obtained from the Kinect. The skeletal view of the
image is used to obtain the gestures. The various
library functions and namespaces in Kinect as shown
in the figure 2, are used to obtain the video stream,
the
skeletal
views
and
audio.
Microsoft.Research.Kinect.Nui is the namespace used
for video stream and skeletal view access. The other
one is Microsoft.Research.Kinect.Audio used for
audio. [4][6]

Fig. 3 Interface diagram for Kinect and NUI

3.3 Gesture recognition and Event
Handling:
NUI library is the source for all gesture movements
obtained from Kinect SDK. Through this library one
can define many actions for different gestures. Kinect
can look up to 4 persons individually and can sense
them individually. As shown above Kinect uses
skeletal tracking system and can sense the individual
via their skeletal structure. Moreover it can sense the
color and tone of an individual. It enhances its
security. There are 20 key points in human body that
is sensed by Kinect to detect the different gestures of
an individual. As shown in figure 5, the skeletal
structure combined with the NUI library provides
easy interfacing of Kinect with system and make it as
a NUI. [6]

Fig. 2 Various Namespace for Kinect

The Kinect is connected via the USB port to
the system. It is a sensing device that is placed above
or below. It has pivot along with motors so that it
adjust according to user movements. The Kinect is
initialized first using the SDK and the Kinect sensors
are tested first. Then the video features, depth image
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Fig 7 MOUSE CONTROL

4.2 Triggering Keyboard Control
Here the Kinect detects the different gestures
and match it with the one performed by keyboard. For
each gestures performed based on Kinect library an
event is determined and ASCII values are generated
which is used to give an interrupt to system as done
by the keyboard. The Kinect serves as a replacement
to conventional keyboard. Some sample output is as
shown.
Fig.5 Skeletal tracking system

Fig 8.1 RIGHT HAND MOVEMENT

Fig 8.2 LEFT HAND MOVEMENT
Fig. 6 An initial interfaced output from user

4.

EVENT HANDLING:

4.1 Interface Mouse Control
As shown in figure 7, the Kinect detects the
X and Y coordinates of the user’s gestures by using
the depth sensor. This is used to perform an event.
Based on the X and Y coordinates, ASCII values are
generated as done by the hardware and is used to
perform various events. Thus mouse movements can
be done by different gestures and it serves as a
replacement to conventional mouse.

Fig 8.3 UPWARD MOVEMENT
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4.3 Voice Command Interface
and can be used to secure the system. The
skeletal tracking system used can be changed to track
the robotic tracing system where simple robots can be
used to perform more complicated action via Kinect
securely.

Kinect has 4 array microphone to record HD
sound [3]. This sound can be analyzed clearly since it
noise filtered and echo cancellation is performed in
Kinect. Thus, voice control can be done through
Kinect. This voice command feature is used to trigger
different that can be performed and act as a best input
device for many users. It is more feasible and friendly
to users.
5.

6.3 Gesture Events in Automobiles
Automobiles is the place where much more
automation is required. Kinect can be effectively
implemented on automobiles to control them and for
virtual interactions that makes us to control
automobiles easily. Kinect can be used to automate
the EMU trains using robots or human pilot box that
enhances the control and security of the system.

CONCLUSION

The concept of NUI using Kinect is very
new to every users and they don't want to stick
anymore to keyboards and mouse. WINDOWS will
obey our order with the help of KINECT because of
this gesture recognized and voice command systems
which can be used from little kid to an old people and
they feel more interested to work in these systems. As
the hardware and software technologies mature, there
is plenty of potential for gestural performance to
become more expressive.
6.

6.4 Individual Finger movement detection:
Kinect can’t recognize individual finger
gestures. A wrist mounted IR camera combined with
laser can be used detect individual finger movements.
This can be used to introduce more gestures can make
Kinect more feasible device and is used to enhance
the above three features. But it introduces an
additional device to be worn. It is an IR wireless
camera to sense individual fingers and to introduce
more gestures. [9]

FUTURE ENHANCEMENTS

Since this paper is all about gesture controlling
events for Kinect to perform computer actions the
paper has been designed keeping in mind the future
scopes. Some of the near future scopes of this paper
are as follows.
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6.1 Kinect WINDOWS OS:
In this paper we have just discussed about
controlling the power point application by keyboard
interface console that handles some of the main
events of the keyboard interrupts. This extended in
future which is used to control the entire Windows
OS via Kinect as the main input device. More
gestures can be used to control many operations in
the system.
6.2 Robotics with KINECT:
Kinect can be widely used in robotics. It
reduces the disadvantages of Artificial Intelligence
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Abstract—Video streaming over wireless networks has become very popular because of the growing demands,
availability of higher bandwidth and the support of Quality of Service by wireless standards. IEEE 802.11n
standard has been developed to provide higher throughput and can transport multimedia data effectively. In this
paper, we propose a cross-layer optimization algorithm for video streaming to enhance throughput in an IEEE
802.11n wireless networks taking into consideration the different parameters at the PHY/MAC/APP layers.
The new features supported by IEEE 802.11n are utilized to increase the end-to-end user throughput in a
cross-layered manner. The parameters like encoding rate, packet length, constellation size, Aggregate MAC
Protocol Data Unit (A-MPDU) frame length and the number of spatial streams are considered for both
spatial diversity and spatial multiplexing modes of IEEE 802.11n. Experimental results are observed using a 3x3
Multiple-Input Multiple-Output (MIMO) testbed for both spatial multiplexing mode and spatial diversity mode
at high and low Signal-to- Noise Ratio (SNR) regions respectively. The results reveal that the end-to-end user
throughput can be enhanced by cross-layer optimization of various parameters.
Index Terms — IEEE 802.11n, Cross-Layer Optimization, Multiple Input Multiple Output.

I. INTRODUCTION

to be in spatial multiplexing mode. Spatial
multiplexing is used whenever the wireless stations
are near the Access Point. When the wireless stations
are far away from the Access Point spatial diversity
mode is used to provide reliable and robust streaming
of video. In this mode all the transmitting antennas
transmit the same spatial stream. The Improved
Coding and Modulation schemes specified by IEEE
802.11n denote around 0-31 modulation indexes that
can be used variably according to the channel state.
When higher Modulation and Coding schemes are
employed, the throughput obtained is also higher as it
requires high Signal-to-Noise Ratio (SNR) and small
lower bit error rates.

Video streaming is an important application in
wireless networks as they offer services at a low cost
of infrastructure and also supports mobility. As the
wireless nodes are heterogeneous with dynamically
changing wireless channels, optimization of video
streaming over wireless networks is a difficult task.
IEEE 802.11n is a new WLAN standard capable of
providing higher throughput for a wider range,
reduced signal fading, over the IEEE 802.11a/g
WLAN standards. IEEE 802.11n describes data rates
up to 600 Mbps which exceeds the maximum rate
with the 11a/g standards by more than ten times. Both
MAC and PHY Layer enhancements have been made
over the legacy IEEE 802.11 standard for providing
higher throughput. The PHY layer improvements
include Improved Coding and Modulation, MultipleInput Multiple-Output (MIMO) and Spatial
Multiplexing, Channel Bonding, Beamforming,
Shorter Guard Interval and the MAC layer
improvements include two level Frame Aggregation,
Block ACK and reverse direction. Techniques like
Beamforming, Space Time Block coding increases the
signal strength at the receiver thereby providing
optimal efficiency [7].

PHY layer improvements like Channel Bonding and
Shorter Guard Interval involve binding of two 20
MHz channels used in IEEE 802.11 to a single 40
MHz channel to provide higher bandwidth [7].
Beamforming involves extending the range of
coverage by controlling the transmit power and phase
of the transmitting antennas to create a beam like
pattern towards the receiving nodes [7]. The MAC
enhancements like two level Frame Aggregation and
Block Acknowledgement provide a better throughput
by varying the size of the A-MPDU in the MAC layer
[3].

MIMO supports multiple transmitting and receiving
antennas that can carry spatial streams. MIMO
operates using the Orthogonal Frequency Division
Multiplexing (OFDM) technology. MIMO has two
modes for transmitting data: Spatial Multiplexing
mode and Spatial Diversity mode. When all the
transmitting antennas transmit different spatial stream
on each antenna, it is said

To further improve the performance of video
streaming over the IEEE 802.11n wireless networks
Cross-Layer Optimization is used. Parameters at
different layers of the OSI model are considered
jointly for providing optimized results compared to
the original OSI layered architecture which restricts
the use of parameters across layers [5]. Cross-layer
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optimization solutions require joint optimization of
strategies and protocols of various layers. The
improvement of spectral efficiency and channel
utilization is important as the wireless spectrum is a
scarce resource. It is also important to optimize
throughput based on the application being used [4].

In our work, the proposed system extends the unified
framework presented in [1] for enhancing throughput
in an IEEE 802.11n WLAN for video streaming from
the video server to the wireless stations. Dynamically
changing channel conditions and a number of other
802.11n specific parameters are considered in the
optimization algorithm.

II. BACKGROUND AND RELATED WORK
III. PROPOSED SYSTEM MODEL
In order to provide a better support for the
multimedia applications like video streaming in
wireless networks, Cross-Layer Optimization of
various layers in the OSI stack is required.

A general system model consisting of a video server
connected with an Access Point (AP) and multiple
numbers of wireless stations forming an IEEE
802.11n wireless network is considered as shown in
Fig.1. There exists a high speed wired link between
the AP and the video server. The wireless stations
could be laptops, PDAs, ipads etc. The video is
streamed from the video server to the wireless nodes
through the Access Point. The wireless stations
cannot buffer the video and cannot control the video
being played, but can only view the video being
streamed. In this scenario, the objective is to enhance
the throughput by optimizing various parameters at
PHY/MAC/APP layers. These three layers are
considered important for Cross-Layer Optimization
for video streaming in a wireless network [1, 3].

A general framework for optimizing the quality of the
video being streamed from heterogeneous wireless
stations to a video processing server is presented in
[2]. This general framework is designed such that it
can support different types of wireless networks like
WLAN and WiMAX. The optimization algorithm
proposed in [2] can employ different objective
functions for different wireless channels. The quality
of the video is improved by minimizing the distortion
or the Mean squared Error (MSE) value using Linear
Programming.
A Cross-layer design of MIMO enabled WLAN is
proposed in [8] using network utility maximization.
CSMA/CA and slotted ALOHA protocols are used at
the MAC layer. The utility functions formulated in
[8] are non linear equations solved using Lagrangian
method. The Cross-Layer Design of MAC/PHY is
proposed with different traffic classes. The minimum
contention window size is jointly optimized with
multiplexing-diversity modes of MIMO.
A unified analytical framework that can be applied to
different
Modulation
schemes
and
fading
environments is proposed in [1]. The optimization
equations for the optimal joint adaptation of multiple
parameters are given in a closed form. The
throughput optimization at MAC layer for a single
user system is developed in [1]. Adaptive link layer
strategies and Selective Repeat – Automatic Repeat
Request (SR-ARQ) protocol over generalized fading
channels are more useful for delay sensitive
applications like audio/video streaming. The
framework presented in [1] considers the
APP/MAC/PHY
layers
for
Cross-Layer
Optimization.

Fig.1. System Model

A. Optimization Framework
We consider the optimization framework proposed in
[1] and further extend it for video streaming in IEEE
802.11n wireless networks. L denotes the packet
length including the Cyclic Redundancy Check
(CRC) bits and K denotes the payload bits such that
K=L-C, where C is the length of CRC bits.
Assumptions made in [1] are that the CRC decoder
can detect all types of errors and the
acknowledgements are sent through a separate control
channel. They have also adapted the truncated
selective-repeat ARQ (SR-ARQ) protocol for
retransmissions. The truncated SR-ARQ protocol
provides robustness to errors by retransmitting

An Experimental investigation of link layer
adaptation using IEEE 802.11n WLAN using a 3x3
MIMO testbed is presented in [6]. The investigation
explores how the throughput can be enhanced using
the link layer parameters like Rate adaptation
mechanisms, A-MPDU frame length and physical
layer parameters like the number of spatial streams
and Modulation schemes.
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The constellation size M=2b can be adapted to
maximize mean spectral efficiency in a time varying
dynamic channel. Differentiating (1) with respect to
constellation size and equate to zero. The resulting
equation can be solved to obtain the optimum
constellation value for different fading environments.
In high SNR regions pack more bits per symbol and
permits usage of higher constellation sizes. This
further increases the throughput. The following
equation is solved to obtain optimal value of b.

packets received with errors or lost up to a certain
maximum number of times.

where η is the throughput, Rs is the source data rate,
Ps(b,Ωs) represents the average symbol Error Rate.
a) Optimization of Symbol Rate
The optimal symbol rate is obtained by differentiating
(1)
with respect to encoding rate Rs. The differentiated
equation is equated to zero to obtain optimum Signalto-Noise Ratio per symbol, Ωs. This solution depends
on the range of constellation size and packet length.

d) Cross-Layer Optimization
The parameters considered for Cross-Layer
Optimization are the encoding rate Rs at Application
Layer, packet length L at MAC Layer and range of
constellation size b at PHY layer as in [1]. These
three parameters are considered for enhancing
throughput in [1] using a set of closed form
equations. We extend the set of closed form equations
from [1] for video streaming using IEEE 802.11n
enhancements. Cross-Layer Optimization involves
optimization of the above mentioned parameters
jointly together. A simple algorithm can be used to
obtain the optimization of different parameters under
consideration.

The optimal encoding Rate, Rs* is determined by the
following equation.

where Pr is the mean received power, N0 is the one
sided
noise spectral density, r is the mean received SNR
and W is the transmission bandwidth.
In low SNR regions we use the spatial diversity mode
of MIMO antennas and optimal encoding rate Rs to
enhance throughput. In high SNR regions throughput
is increased by setting the antennas to spatial
multiplexing mode, setting the encoding rate for the
maximum bandwidth that could be allocated and
packing more bits per modulation symbol for an
optimal Modulation and Coding Scheme given by
range of constellation size b.

where η* denotes the optimal throughput.
The proposed Cross-Layer Optimization framework
is as shown in Fig.2. The Access Point is used for
streaming video to the wireless stations using an
optimal data rate that yields maximum throughput.
The Access Point senses the channel and obtains the
information about the channel state in the
environment at that moment. The channel state
information is sent to the optimizer within the video
server. The optimization module in the optimizer runs
the optimization algorithm taking channel state
information as input and generates optimal values for
Encoding Rate Rs*, Packet Length L* and optimal
constellation size M*. The optimal values are then
appropriately placed in the OSI stack at the server
and appropriate changes are made in the device driver
of the Access Point.

b) Optimization of Packet Length
To find the optimal Packet Length assume that L
takes continuous values. By differentiating (1) with
respect to L and equating the resulting equation to
zero involves solving the resulting quadratic equation
we get the optimal packet length L*.

Optimal packet length depends on constellation size
and Average Symbol Error Rate(ASER). ASER
depends on mean SNR/symbol and the amount of
fading. Throughput does not increase after a certain
value of mean received SNR/symbol.
c) Optimization of Constellation Size
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ALGORITHM:
OPTIMIZATION

THROUGHPUT

Input: Range of constellation size b, Packet Length L,
Encoding Rate Rs
Output: Optimal Throughput, opt T

Fig.2. Proposed System Architecture
B. ALGORITHM
The following algorithm deals with the joint
optimization problem
The steps involved in the algorithm are


Monitor the channel conditions for the
current fading Model.



The range of constellation size, b varies
from (1 to 6). A-MPDU size is 65,535 as it
has been proved to yield higher throughput
[6].



For each value of b, identify packet length L
that
gives maximum throughput. Get (b*, L*)
pairs for which throughput is maximum.

C. Complexity Analysis



The proposed algorithm uses bmax value as 6 as the
experimental setup is using a 3x3 MIMO testbed. The
time complexity is thus based on the bmax value. The
time complexity of the proposed algorithm is O(bmax).
Such a linear time complexity is efficient in finding
the optimal throughput.

For each (b*, L*) pair, find the optimal
number of spatial stream depending on the
mode chosen. For High SNR regions, use
spatial multiplexing mode and for Low SNR
regions, use spatial diversity mode.



For the optimal set of parameters (b*, L*,
n*, mode*) find the optimal encoding rate
Rs.



Repeat all the above steps for different
wireless stations every 50 ms.



The parameters (b*, L*, R*, n*, mode*)
gives the enhanced throughput for video
streaming under the current channel
conditions of IEEE 802.11n wireless
networks.

D. Experimental Results
The Experimental results are currently being
evaluated using a 3x3 MIMO testbed with an Access
Point integrated with a video server and three
wireless stations at different locations. The WLAN is
monitored using iperf, a tool for finding the end to
end TCP/UDP throughput. A minimum level of
packet analysis is also done by Wireshark. The
Atheros chipset AR9380 is used with all the wireless
stations. A dedicated IEEE 802.11n Access Point is
used for the experiment. Modifications are made to
various layers using the ath9k Linux driver, which is
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both open source and also supports modifications
required.

length, constellation size and number of spatial
streams that can yield optimal throughput. The
optimization algorithm is simple and effective in
terms of its implementation into the ath9k device
driver. The results are to be shown using a testbed by
implementing the results of the optimization
algorithm into the driver of the AP and enhance
throughput in the IEEE 802.11n WLAN.

Video is streamed from the server to all the wireless
nodes. The wireless nodes receive the video with
different throughput depending on their location from
the Access Point. The throughput at each wireless
node is observed and the optimization algorithm is
run at the video server integrated with access point in
order to enhance throughput at each wireless node. In
order to provide reliability in low SNR regions spatial
diversity mode is used where all the three antennas
are used for sending the same spatial stream. In a
high SNR region, Spatial Multiplexing is used where
all the antennas stream different spatial streams
thereby increasing the throughput experienced at each
wireless station.
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In a low signal-to-Noise Ratio region, the objective is
to minimize the symbol error rate to a smaller value
in order to obtain a higher success probability [1]. In
low SNR regions the value of b is chosen to be 1,
which is the minimum value and value of L does not
vary significantly. Therefore the encoding rate Rs has
to be adapted to bring the received SNR/symbol Ωr to
the optimal Ωs*. The Ωs* value is used for computing
the optimal Rs*as given in (3). The MIMO mode
chosen is spatial diversity mode to provide reliability
and robustness. In a high SNR region, the value of Rs
cannot be increased beyond the maximum bandwidth
available for transmission [1]. Therefore the value of
b and L has to be adapted simultaneously fixing the
value of Rs* to the maximum bandwidth W. By
increasing value of b and L, throughput can be
increased.
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Abstract — Recent years have observed that there is a upsurge interest in applying SVM classification technique in most
domains such as data mining, machine learning and prediction. Existing time series classification method models the
behavior of an application based on its three properties namely stochasticity, linearity and stationarity. It was found that
SVM classification technique predicts the behavior of an application and also enables to determine the accuracy of the
classification. This paper presents better results when compared with the existing time series technique. The confusion
matrix is used to compute the various measures such as specificity, sensitivity and precision.
Keywords-Classification, Time series, Support Vector Machine, Prediction.

I.

classification differs in the methods that are used
to build their respective models. Section 2 presents the
related work done in the area of data prediction.
Section 3 presents existing system. The proposed
methodology is explained in section 4. The
experimental results are presented in section 5.
Section 6 concludes the paper.

INTRODUCTION

In the information era, huge volume of data is
collected and processed by many scientific
applications widely across the globe. Those
applications have tendency to produce large volume of
data. There is invaluable information and knowledge
hidden in such databases. Some kind of automatic
methods are needed to extract the accurate
information. Researchers have been introducing many
algorithms to extract the nuggets of knowledge from
large sets of data. There are several different
approaches which includes classification, association
rule and clustering.
Classification and prediction are two forms of
data analysis that can be used to extract models
describing important data classes or to predict future
data trends. Classification predicts categorical labels
whereas prediction models the continuous valued
functions. Classification and prediction have
numerous applications such as application behavior
prediction, fraud detection, target marketing, water
level prediction, weather forecasting, performance
prediction and medical diagnosis.
Data classification is a two step process. In the
first step, a classifier is built describing a
predetermined set of data classes. This step is the
learning step, where a classification algorithm builds
the classifier by analyzing a training set. In the second
step, the model is used for classification. The
predictive accuracy of the classifier is estimated.
The classification task usually involves training
sets and test sets which consists of data instances.
Each instance in the training set contains one class
label and several features. The goal of the classifier is
to produce the model able to predict the class label
(target value) of data instances in the testing set, for
which only the attributes are known. SVM is a global
classification method that chooses the hyperplane
which has maximum margin. Prediction and

II. RELATED WORKS
Nazanin Saadat and Amir Masoud Rahmani have
proposed an algorithm called Pre-fetching based
Dynamic Data Replication Algorithm (PDDRA) in
[1]. PDDRA reduces data access time and improves
the performance of the grid. Based on the file access
history, it predicts the future needs of grid sites and
pre-fetches a sequence of files to the requester grid
site. This will considerably reduce the response time
for the subsequent site request for the same file.
Ishii et al. have proposed an adaptive historical
approach to optimize the data access in [2]. Data
access operations are optimized based on the
historical behavior of the application. Adaptive
sliding window technique is used to define the
number of future observations which improves the
overall application performance. Distributed systems
consider techniques such as data replication,
migration, distribution and access parallelism to
optimize data access requests.
Aydin et al. [3] have introduced a prediction
algorithm based on fuzzy logic. The proposed
prediction algorithm is used for earthquake prediction
from a synthetic earthquake time series. Fuzzy logic
technique is used to predict the optimal values of
important parameters to characterize time series
events. Gaussian fuzzy membership function is used
in order to determine temporal pattern clusters
without application dependency.
Rahman et al. [4] have presented a predictive
technique for selecting replicas in grid environment.
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By selecting the best replica, the access latency can
be minimized. A predictive framework is used to
transfer data from various sources and predicts
transfer times of sites that host replicas. With this
estimate, users can request replicas from the site
which has the lowest transfer time. Neural networks
are used to predict the best site from which the
required replica could be fetched. Various studies are
aimed at improving the performance of the system by
optimizing data access requests [5].
Jun Yu and Dacheng Tao have proposed adaptive
hypergraph
learning
technique
for
image
classification. It models the high order relationship of
samples by using a hyperedge to link multiple
samples. The hyperedges are generated by linking
images and their nearest neighbors. By varying the
size of the neighborhood, a set of hyperedges are
generated for images and their visual neighbors. This
method learns the labels of unlabeled images and the
weights of hyperedges simultaneously [8].
III.

degree of determinism (DET), maximum length of a
diagonal line (Lmax), degree of divergence (DIV) and
Shannon entropy of the probability density function
of diagonal lines (ENTR).
White Neural Network (WNN) is considered to
evaluate linearity of the series. Space Time
Separation Plot (STP) and Auto Correlation Function
(ACF) are considered to evaluate the stationarity of
the series. When the series is stochastic, linear and
stationary, then it can be modeled using Auto
Regressive (AR), Moving Average (MA) or Auto
Regressive Moving Average (ARMA).

EXISTING SYSTEM

By modeling the system using time series, the
behavior of the system can be easily determined. It
also depicts how the system behaves under different
circumstances. The steps involved in the time series
classification are shown in the Figure 1. After
extracting the application behavior, the sequence of
read and write events are transformed into a
multidimensional time series. Timestamps, number of
blocks transferred and operation types are some of the
parameters considered for data set in order to
optimize data access requests. Timestamps refers the
time interval between consecutive operations. The
operations can be either read or write.

Fig 2: Time series classification Procedure
When the series is stochastic, linear and non
stationary, it can be modeled using Auto Regressive
Integrated Moving Average (ARIMA) model. When
the series is deterministic, then it can be modeled
using Chaos theory. These prediction results will be
evaluated by constructing confusion matrix. The three
outcomes of confusion matrix namely accuracy,
sensitivity and specificity are considered to measure
the performance of the system. The procedure
involved in time series classification is illustrated in
Figure 2.

Fig 1: Time series classification

IV.

A time series is said to be stationary, when its
observations are in particular state of statistical
equilibrium, i.e. they evolve over time around a
constant average and variance. A time series is said to
be linear, when its observations are composed of a
linear combination of past occurrences and noises. A
time series is said to be stochastic, when its
observations are random. Recurrence Plot (RP) was
considered to evaluate the Stochasticity [7]. RP is a
tool to evaluate the visual structures and behavior of
the series. Recurrence Quantification Analysis (RQA)
measures are used to quantify RP visual structures
such as Rate or percentage of Recurrence (RR),

SVM

In machine learning, support vector machines
(SVMs) are supervised learning models with
associated learning algorithms that analyze data and
recognize patterns, used for
classification and regression analysis. The basic SVM
takes set of input data and predicts the output based
on the given application[10]. A SVM constructs a
hyperplane or set of hyperplanes in a high
dimensional space, which can be used for
classification and regression.
The optimal hyperplane is the hyperplane which
has the largest distance to the nearest training data
point of any class. Hence, larger the margin then
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lower the generalization error of the classifier. To
make the separation easier, the original finitedimensional space be mapped into a higher
dimensional space.

V.

EXPERIMENTAL RESULTS

This section includes the data sets that are
considered to conduct experiments as well as results.
Results include model training using SVM,
forecasting future events and accuracy measures.

A. General Classification steps of SVM
The following describes the general way of
classifying any type of datasets using SVM. The
classifying steps include:
1. Attach the corresponding dataset which is
intended to work with.
2. Scale the data, if required.
3. Create training data and test data.
4. Train using SVM.
5. Predict the behavior using the obtained model
and test set.
6. Generate Confusion matrix.
7. Determine accuracy measures: specificity,
sensitivity and precision.

A. Datasets
Storage Networking Industry Association (SNIA)
has provided real time traces that were observed
during one week by enterprise servers at Microsoft
Research, Cambridge [5]. Those data sets deal with
many events, where each event describes input-output
requests including timestamp, type of operation,
number of blocks transferred, disk number and initial
logical block number.

B. SVM based Classification
The SVM algorithm takes a set of input data and
predicts, for each given input, which of two possible
classes forms the output. A SVM training algorithm
builds a model that predicts the category of the data. A
support vector machine constructs a hyperplane or set
of hyperplanes which can be used for classification.
An optimal hyperplane can be achieved by selecting
the hyperplane which has the largest margin.
The Figure 3 represents the basic SVM model
which is composed of two sets of data. The center
margin is the hyperplane and the data point lies in the
plane are support vectors. The SVM classification
procedure is shown in Figure 4.

Fig 4: SVM Classification Procedure
From those traces, three data sets namely: proj,
hm and mds were selected.

Fig 3: SVM Classification

The hyperplane splits the original spaces into two
halves and it is given in equation (1).

h x    T x  
(1)

 is a weight vector and  is a scalar bias.
Points on the hyperplane have h x  = 0, i.e. the
where

hyperplane

is

defined

by

all

points

for

Table 1: Datacenter: 13 servers, 36 logical volumes
and 179 hard disks were monitored over 1 week

T

which  x    .
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The SNIA provides data sets with the interception
of application behavior using read and write events.
After extracting the application behavior, the
sequence of read and write events are transformed
into multi-dimensional time series. Every event is
described by its quintuple, tr = {pid, inode, amt, time,
op} where pid is the process identifier that performed
the operation, inode is the file identifier, amt is the
amount of data read or written to disk, time represents
the time interval between the consecutive operations
and op is the operation type, i.e. read or write. Details
of few sample trace files are tabulated in Table 2.

It is found that the performance measures of svm
algorithm is better than the existing time series
technique.

Fig 4: Accuracy Comparison

Table 2: Example of trace file
B. RESULTS
The datasets such as proj, hm and mds are given
as input. These input data are split into training sets
and test sets. The data is further trained by SVM
which generates SVM model. The future events will
be predicted using svm model and test set. Finally,
confusion matrix is generated and various
performance measures such as accuracy, sensitivity
and specificity are evaluated.
Fig 5: Sensitivity Comparison

Table 3: Confusion Matrix of Time series
classification

Fig 6: Specificity Comparison

Table 4: Confusion Matrix of SVM

VI.

CONCLUSIONS

SVM classification is an effective supervised
learning algorithm and it is used widely in many
scientific applications. The existing time series
classification algorithm models the behavior of an
application and classifies the series based on its
properties. SVM algorithm models the system and
predicts the future events efficiently. The construction
of confusion matrix enables to determine the accuracy,
sensitivity and specificity. It was found that SVM
produces better result when compared with time series

The table 3 and table 4 describes the performance
measures of time series classifiication technique and
svm algorithm. It was found that the svm algorithm
depicts better result when comparing to the time
series classification. The following figure describes
the comparison measures of time series algorithm and
svm classification algorithm. The comparison
measures includes accuracy, sensitivity and
specificity.
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i.e. the obtained accuracy of svm is 1% or higher than
the accuracy obtained for time series technique.
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Abstract-Today, the popular technology in Networking talks about MANET(Mobile Adhoc Network). It makes tremendous
change in wireless network. A mobile adhoc network is an wireless network connected with autonomous mobile nodes
which are self configured and dynamic. Video transmission over mobile adhoc network is very challengeable when
compared to other wireless network. Because of bandwidth problem, frequency difference, channel fading etc. There are
many routing protocols are exist for video transmission. In this paper we discuss about mobile adhoc network, various video
transmission techniques over mobile adhoc network and the methods that are successfully proved in various stages. In this
paper we review the previous methods used for this video transmissions and its impacts and challenges. The paper contains
the valuable information about routing protocols and various attacks that are possible in mobile adhoc network.
Keywords: MANET, Routing Protocols, Routing Security, Cross Layer Design, ARQ in Manet.

Characteristics of MANET.[3]
1. In MANET, each node act as host and router
with autonomous behavior.
2. If a source node and destination node for a
message is out of the radio range the
MANET is capable of multi-hop routing.
3. Distributed nature of operation for security,
routing and host control. There is no
centralized mechanism.
4. The nodes can join or leave any time to
make the network as dynamic.
5. Mobile nodes are having less memory,
power and light weight features.
6. The reliability, efficiency, stability and
capacity of wireless links are often inferior
when compared with wireless links.
7. It needs minimum human intervention to
configure the network.
8. All nodes have identical features with
similar responsibilities and capabilities.
9. High user density and large level of user
mobility.

I. INTRODUCTION

Mobile adhoc network is an wireless network
connected with autonomous mobile nodes which
are self configured and dynamic.
MANET is a popular wireless adhoc network . It
became very popular research topic since 1990s.
Different protocols have been used according to the
usage. Each and every time of transmission drop rate
and time delay can be reduced based on the protocol
used.
Mechanism required for MANET[1][2]
1. Internet facility.
2. Multihop
operation
needs
routing
mechanism.
3. Address allocation mechanism.
4. Mechanism needed for merging of existing
network.
5. Security facilities

Types of MANET[4]
1. Mobile adhoc network
2. Mobile adhoc sensor network
1. Mobile Adhoc Network
A MANET is an autonomous collection of
mobile nodes that communicate over wireless links.
Since the nodes are mobile, the network topology
may change rapidly and unpredictably over time. The
network is decentralized, where all network activity
including discovering the topology and delivering
messages must be executed by the nodes themselves.
That is routing functionality will be incorporated into
mobile nodes.
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demand only. It does not use bandwidth except
when needed. [4]
Examples:
1. AODV-Adhoc On-demand Distance Vector
Routing
2. ABR-Associativity Based Routing
3. DSR-Dynamic Source Routing
4. WEAC-Warning
Energy
Awareness
Clusterhead.
Hybrid protocol
The combination of both proactive and Reactive
protocol is called hybrid type.
Example:
1. ZRP- Zone Routing Protocol
Challenges in video transmission
In this paper the author[6] says that various
challenges in video transmission.
Bandwidth fluctuations:
The main challenge of video streaming in
real time wireless network is bandwidth
fluctuation[6]. Due to multipath discovery and
channel quality the bandwidth fluctuation may occur.
For this reason a cross layer design approach is used.
The MAC(Medium Access layer)layer transmits the
frames according to the priority of the frame. Channel
quality also considered while transmission performed.

II. MOBILE ADHOC SENSOR NETWORK
Unlike, typical sensor networks, which
communicate directly with the centralized controller,
a mobile adhoc sensor network follows a broader
sequence of operational, thus demanding a less
complex setup procedure. A mobile adhoc sensor or
hybrid adhoc network consists of a number of sensor
spreads in a geographical area. Each sensor is capable
of mobile communication and has some level of
intelligence to process signals and to transmit data. In
order to support routed communications between two
mobile nodes, the routing protocol determines the
node connectivity and routes packet accordingly. This
makes a mobile adhoc sensor network highly
adaptable so that it can be deployed in almost all
environments. [2]
Routing Protocols
Routing protocols are the software that
allows routers to determine the routes by itself. These
routers also finds efficient routes among multiple
routes. Routers forwards data from one network to
another network. Companies that produces routers are
cisco, Jupiter, Bay, Nortel, 3com, Cabletron etc.
Routing protocols are classified into three main
category. [3]

Error rate
Error rate[7] is another big problem in
MANET. At the time of video transmission the error
rate is calculated. The error rate may be increased or
decreased based on the performance of the network.
Some times (FEC) Forward Error Correction codes
can be used to rectify this problem.
Unnecessary transmission
In adhoc network every mobile node is
connected to internet through base station on the time
of frame delivery. If any transmission error occur,
then the video frames will be retransmitted.
Unnecessary transmissions can be performed, if the
frame missed its play-back time. It result bandwidth
waste. For each and every transmission the checksum
is calculated at the receiver end. If the checksum is
failed then the frame will be dropped and
retransmitted again.
Time delay
Time delay[7] is an another problem of data
transmission. Time taken for a packet while
transmitting from source to destination is called time
delay. Depends on the mobility proportion the motion
interval (MI) between the nodes may vary from 10
seconds to 100 seconds. The arrival time of the
packet of the destination is not constant, it fluctuates.
Consumed power
Power problem[7] is another important issue
in video transmission. Consumed power by all nodes
will be calculated after simulation . Then that will be
compared. Power consumption can be rectified by
using power saving calculations.

Table- driven/Proactive protocol
In this case all routes are maintained always.
Routes are setup based on traffic. This type of
protocols have list of destinations and their routes
with routing tables throughout the network. The
disadvantage of this protocol is routes are always
available. So it leads busy in traffic. [4]
Examples
1. DSDV-Destination Sequenced Distance
Vector
2. WRP-Wireless Routing Protocol.
3. CGSR-Clusterhead Gateway switch |Routing
4. GSR-Global State Routing
On- demand Reactive protocol
This protocol finds route on-demand by
route request packets. It does not take initiative
for finding routes. It establishes routes on
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WEAC Protocol
The author[8] says that WEAC (Warning
Energy Awareness Clusterhead) VBS-O (Virtual
Base Station –On demand) protocol is suitable for
video transmission. The author compares both H.263
and H.264 standards.
VBS act as a local base station for mobile
nodes. A mobile node is elected from a set of
nominees. That mobile node is act as a local base
station for particular period of time. Channel is
allocated for each mobile terminals by using tokens. .
There may be two standards used for
successful video transmission.
H.263 standard
In 1995, H.263[9] is standardized by the
International Telecommunications union (ITU) for
video data communication. It provides low-bit rate
communication. It can be used for video motions
such as video conferencing, motionless video
communication in MANET. It improves error
recovery by using half pixel precision instead of full.
H.264 Standard
H.264[10] is a high compression standard
written by the ITU-T Video Coding Experts Group. It
is used for multi-picture motion compensation. It
gives variable block size, improvements in data rate
and video quality etc. The main goals of this
standard are to provide compression performance and
video representation addressing video telephony and
non-conversational applications suitable for network
environments.
Finally H.264 is equally suitable for wireless
application, video – on – demand , LAN and mobile
networks.
Time delay Comparison of H.263 standard and
H.264 standard.[11]

Video Transmission using Hybrid ARQ
ARQ(Automatic Repeat Request):
Here the author[12] explains ARQ Scheme
and its types.
If the receiver not received the transmitted
data from the sender within a particular time period
then the receiver will automatically send repeat
request to the sender. This ARQ scheme is very
familiar in adhoc research area.ARQ is a basic error
control technique widely used in various settings to
combat channel errors. Through ARQ retransmission
can be done efficiently.
Hybrid ARQ Scheme
There are two classes of hybrid ARQ. Type I
hybrid ARQ include parity bits for both error
detection and error correction in every transmitted
packet. If the number of erroneous bits in a received
packet is within the error correction capability of the
code, the errors are corrected and the decoded
message is accepted by the receiver. If an
uncorrectable error pattern is detected, the packet is
rejected and a retransmission is requested. The
transmitter resends the packet. A disadvantage of
type-I hybrid ARQ schemes is that the uncorrectable
packets are discarded by the decoder even if they
might contain some useful information.
For type II hybrid ARQ schemes, the
erroneous packet is kept for future use rather than
discarded. In this scheme the redundancy bits are
added though retransmissions, that is the type-II
hybrid ARQ schemes trade off the number of
retransmission for a higher throughput. For real time
services, delay limits the number of retransmissions
that can be used.
Video transmission using Cross Layer Design
The author[12] provides Cross layer
approach for video transmission. Bandwidth
fluctuations and time-varying wireless network
conditions call for a cross-layer design that breaks the
boundaries of traditional protocol stacks to improve
the QoS of H.264 video streaming in wireless
networks. The architecture of the general cross-layer
design, which includes control schemes at the
application, MAC and physical layers. The network

Power consumption of H.263 standard and H.264
standard.[11]

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
222

A survey of video Transmission over Mobile ADHOC Networks.

condition estimator is used to estimate
conditions like the bit-error rate and the available
bandwidth of certain service class. Then the models
in the application layer can minimize the distortion of
the video quality by optimal bit allocation, reducing
the number of bits required for forward error
correction, and determining the priorities of packets
according to the impact of their loss. However,
because of the slower time scale of the application
layer, it is difficult for the layer to respond to rapid
variations in bandwidth. Therefore, he component in
the MAC sub-layer reacts by adjusting the
transmission rate further subject to minimum
distortion. Then MAC sub-layer can map the
streaming frames into one or more service classes and
drops them based on their priorities. It also uses
aggregation and fragmentation mechanisms to adjust
the frame size, and adjust the transmission
parameters.

Modification Attack
A Modification attack is typically launched
by a malicious node with the deliberate intention of
redirecting routing packets, by for example
modifying the hop count value of a routing packet to
a small value. By deceasing the hop count value a
malicious node can attract more network
communication. A typical modification attack is the
black hole attack where a malicious node uses the
routing protocol to advertise itself as having the
shortest path to the node whose packets it wants to
intercept. As a result, the target node will send its
packets through the malicious node when
communicating with the destination node. The
malicious node can choose to either drop the packets
or place itself on the route as the firs step in what is
known popularly as either the man-in-the-middle or a
SYBIL attack.
A modification attack can also be a special
kind of denial-of-service attack. In this situation the
intention is to destruct the entire routing function by
altering the source roués in the header of the routing
packet. This DoS attack is only effective on routing
protocols where intermediate nodes are included in
the packet header, such as DSR.
Impersonation / Spoofing Attacks
In this type of attack a malicious node uses
for example the IP or address of another node in
outgoing routing packets. As a result, the malicious
node can receive packets meant for the other node or
even completely isolate it from the network.
Fabrication Attack
The main purpose of fabrication attack is to
drain off limited resources in other MANET nodes,
such as battery power and network connectivity by,
for example, flooding a specific node with
unnecessary routing messages. A malicious node can
for example send out false route error messages. This
kind of attack is more prominent in reactive routing
protocols where path in maintenance is used to
recover broken links.
In a fabrication attack a malicious node can
also attempt to create routes to nodes that do not
exist. As a result, the routing table of a neighbor node
can become full which prevents the registration of
any new routes. This type of fabrication attack, which
is a DoS attack is only effective on table – driven
routing protocols where each node in the network
keeps an up-to-date route to all other nodes in the
network.
Wormhole Attacks
A Wormhole is a particularly severe attack
on MANET routing. A malicious node captures
packets from one location in a network and tunnels
them to another malicious node, located several hops
away, which forwards the packets to its neighboring
nodes. This creates the illusion that two endpoints of
a wormhole tunnel are neighbors even though they
are located far away from each other in reality. A
strategic placement of a wormhole causes most of the

Security Attacks against Routing in MANETs
Security attacks in MANET routing can be divided
into two main types. Passive attacks and active
attacks. The intention of a passive attak is typically to
listen and retrieve vital information inside data
packets, for example by launching a traffic
monitoring attack. In such an attack, a malicious node
tries to identify communication parties and
functionality which can provide information to launch
further attacks. The attack type is called passive since
the normal functionality of the network is not altered.
An Active attack is performed by a
malicious node with the intention to interrupt the
routing functionality of a MANET.
-Modification attacks
- Impersonation attacks
- Fabrication attacks.
- Wormhole attacks
- Selfish behavior
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network traffic to pass through the malicious nodes
which have formed the wormhole. Once the
wormhole link has been successfully established,
further attacks can be launched by the malicious
nodes such as selective packet drop to disrupt
communication or data sniffing to capture
confidential information for example.
There are two classes of wormhole attacks.
Hidden Mode(HM)
In the former, HM wormhole nodes are
invisible from legitimate nodes as they do not process
routing packets. They simply capture, tunnel and
forward packets to each other and never appear in
routing tables.
Participation Mode(PM)
PM Warmhole nodes are visible during the
routing process since they process routing packets as
any normal node. Aside from relaying routing packets
to its neighbors, a PM wormhole node tunnels routing
packets to the other PM node, giving it the
opportunity to deleteriously control network
performance.
Selfish behavior
This refers to a node which does not
cooperate in any routing. It may for example, be that
it wishes to save energy and so switches to a “sleep
mode” whenever it is not taking part in any network
communication. While such an attack may not be
launched with explicitly bad intentions, it can lead to
serious disruptions in network communications such
as high route discovery delays and dropped data
packets. If the selfish node also happens to be the
only communication link between two MANET
endpoints, communications between these endpoints
will become unavailable.

protocols have their own advantages and
disadvantages. VBS election in WEAC protocol is
very effective. Video transmission using H.264
standard provides reduced time delay and less power
consumption then H.263 standard. The techniques
like ARQ and cross layer design are more effective in
MANET. Finally the paper explains different attacks
that are possible in mobile adhoc network and its
consequences.
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Abstract—Breast cancer is a type of cancer originating from breast tissue with high mortality rate. To reduce this rate early
detection using mammography is the most effective modality. Mammography analyzes the processing of mammograms with
the goal of finding lesions such as micro calcification and masses in the mammogram. Micro calcification is malignant and
is an early sign of breast cancer. But they are difficult to detect by their subtle and unstable nature. Therefore the robust and
efficient Computer Aided Detection system is needed for those detection. The general frame work of detection system
consists of four major steps: 1) image enhancement 2) image segmentation 3) feature extraction and 4) classification. In the
proposed system, the top-hat transform technique, possibilistic fuzzy c-means algorithm and multi-layer-perceptron
technique for classification are used for enhancement, segmentation and classification respectively.
Index Terms— micro calcification, benign, malignant, CAD, PFCM

I. INTRODUCTION
The mortality rate of the breast cancer is very high.
The prevention and avoidance of cancer is highly
impossible, the cause of breast cancer is still
unknown and the only solution is the early detection.
Mammography is the most effective modality for the
early detection of breast cancer out of various
modalities. Micro calcification and masses in the
mammogram are the two types of lesions found in the
images. Early stage of breast cancer is referred as
micro calcification. Doctors need more experience or
training to detect these type of lesions. This give rise
to the development of robust and efficient computer
aided diagnosis technology system has to be
developed for automatic detection of micro
calcification from digital mammograms. The general
frame work is shown in figure1. There are some
various approaches for detecting micro calcification
in mammogram images. Some of the approaches are
reviewed below. Mencattini et al. [4] has proposed a
novel algorithm for image denoising and
enhancement based on dyadic wavelet processing.
Local iterative noise variance estimation is used in
the denoising phase. For the segmentation, an
adaptive tuning of enhancement degree at different
wavelet scales is used for the micro calcification, and
for the mass detection, new segmentation dyadic
wavelet information with mathematical morphology
is used. This approach mainly project on the
enhancement stage. And the wavelet transform is
having lack of translation invariance.

Figure 1 The general frame work of micro calcification
detection system

Approach of Alolfe et al.[1] has been implemented
by selecting the region of interest (ROI) with 32×32
pixels size to identify the clusters of micro
calcifications, the feature extraction stage is based on
the wavelet decomposition of locally processed image
to compute the important features of each cluster and
in the case of classification stage there are, four
methods were used, the voting K-Nearest Neighbor
classifier (K-NN), support vector machine (SVM)
classifier, neural network (NN) classifier, and fuzzy
classifier. In Sarwesh et al. [7] approach, a neuron
based thresholding strategy is used to reduce the
number of candidate pixels. A back propagation
neural network (BPNN) classifier has been used to
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classify the pixels into positive (affected) and
normal ones. The connected component analysis is
used to eliminate false positives and the elongated
component removal algorithms in succession. These
approaches showed how the clustering technique
places an important role in the detection of benign
and micro calcification. But this approach has
preliminary structure. And it needs special features to
remove elongated components in the final stage.
In the proposed system, the determination of micro
calcification is initiated by selecting the region of
interest from the suspicious lesion in mammography
images, followed by top-hat transform based on
mathematical morphology operations used to perform
contrast enhancement. In the second stage, the
resultant Data vector creation of image enhancement
is taken as input for the next stage image subsegmentation, using the clustering algorithm
Possibilistic Fuzzy C-Means, window based features
such as mean and standard deviation technique is
used for the third stage feature extraction. Finally the
artificial neural network, multi-layer-perceptron
(MLP) is used to detect MCs as a classifier.
II. THE PROPOSED SYSTEM
The proposed system consists of four modules image
enhancement, image segmentation, feature extraction
and classification as shown in the figure 2.

Mathematical morphology is a discipline within the
field of image processing that involves the structural
analysis of images. It is based on morphological
operations known as top-hat and bottom-hat
transforms. A top-hat is a residual filter that preserves
those features in an image that can fit within the
structuring element and removes those that cannot,
which can be defined by the equation (1):
where I(x,y) represents the input image, IT(x,y)
represents as transformed image, SE represents the
structuring element, Ө denotes the morphological
erosion operation, ⊕
and –
denotes the
morphological dilation operation, and the image
subtraction operation respectively. [(I(x, y) Ө SE) ⊕
SE] is also known as the morphological opening
operation.
B. Image Segmentation/Clustering
Image segmentation is an important task in the field
of image processing and computer vision. It involves
the identification of objects or regions with the same
features in an image. The goal of image segmentation
is to divide an image into non-overlapping sub
regions that are homogeneous with respect to some
features such as gray-level intensity or texture[6]. In
the proposed method, a novel image subsegmentation approach based on the possibilistic
fuzzy c-means algorithm is used.
The PFCM is one of the most recently developed
partitional clustering algorithms. This hybridized
clustering model is proposed by Pal et al. [5, 8] to
solve the problems of the FCM’s outlier sensitivity
and PCM’s [3] coincident clusters. Clustering
algorithms, where the function to be optimized is
given by equation (2):

A. Image Enhancement
The detection of micro calcification is continued to
be a difficult task mainly because of their fuzzy
nature, low contrast and low distinguishing ability
from their surroundings. The difficulty also depends
on the distribution of MC, shape and size with respect
to MC morphology. Location of MC across distinct
backgrounds, and owing to their low contrast against
the background, micro calcification intensity may be
similar to that of noise or other structures is an
another important factor which also makes the
difficult. Therefore, image enhancement is considered
to be important. In the proposed system, the top-hat
transforms technique based on mathematical
morphology operation [2] are used to perform
contrast enhancement of the micro calcifications.

c

and is subject to the constraints  µik =1∀k; 0 ≤ µik, tik
i1

≤ 1 with the constants a >0, b > 0, m > 1 and η > 1.
The values of a and b represent the relative
importance of membership and typicality values in
the computation of the prototypes, respectively. The
parameters m and η represent the absolute weight of
the membership value and typicality value,
respectively. The effect of outliers can be reduced by
setting, b > a and m > η.
The steps of PFCM algorithm are:

Figure 2 Architecture of the Proposed System
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considered an input vector for the classifier and can
be formed as equation (11):

D. Classification
The classifier is to implement a decision rule that
will indicate to which class a given patterns belongs
(micro calcifications or healthy tissue). To perform
this classification the proposed method based on an
artificial neural network, multi-layer-perceptron is
used to give a good alternative for an intelligent
detection of micro calcifications using mammogram.
MLP is a three-layer feed forward artificial neural
networks [9] called Multi Layer Perceptron (MLP)
has been applied. In the input layer, the number of
nodes is corresponded to the number of input
variables. For malignant lesion and benign ones the
output node represents 1 and 0, respectively. Linear
and hyperbolic tangent sigmoid transfer functions
have been considered as activation functions of input
and hidden layers, respectively. Gradient Descent
(GD) back propagation and Leven-berg-Marquardt
(LM) back propagation are applied to train MLP
neural network. In GD, the value of weight update is
calculated as follows:

C. Feature Extraction
Window-based features, such as the mean and
standard deviation, were extracted and used as an
input vector once the MCs were detected from the
original ROIs.
CBIR systems used texture as an important feature.
The methods of characterizing texture fall into two
major categories: Statistical and Structural. The
primary goal is to determine which texture feature or
combination of texture features is most efficient in
representing the spatial distribution of images.
Mean and standard deviation are the two windowbased features defined in Equations 9 and 10,
respectively.

where n is the iteration count, η is the learning rate,
and p(n) represents the step direction taken in the n-th
iteration. Other training algorithm used in this study
is LM method is reputably the fastest back
propagation algorithm. At each iteration of the
learning process, the updation of weight vector w will
be as follows:

where dk represents search direction, µ represents the
damping parameter of k-th iteration, is a vector of
network errors and J is the Jacobian matrix that
contains first derivatives of the network errors with
respect to the weights.
III. EXPERIMENTS AND RESULTS

where Iµ, Iσ and f(x, y) are the mean, standard
deviation and the gray-level value of a pixel located
in (x, y), respectively. Those features are extracted
from original ROI images within windows; in this
work, block windows with either of sizes (ws), 3 × 3,
5 × 5 and 7 × 7. Each image obtained by this process
is considered a feature that can be used to generate a
set of patterns that represent the MCs and NT classes.
Set of patterns refer as the feature vector (FV) is

To do the experiment of the proposed system, ROI
images were selected from any of mammograms
images provided by the radiographics.rsna.org &
see.xidian.edu.cn. The size of each mammogram
from this database is 1,024 × 1,024 pixels, with a
spatial
resolution
of
200µm/pixel.
Those
mammograms were reviewed by an experience
radiologist, and all the abnormalities were identified
and classified. For this work, ROI images measuring
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256 × 256 pixels were used. The areas in which
abnormalities such as MCs were located were taken
as ROIs.
The morphological top-hat transform is used to
enhance ROI images, with the goal of detecting
objects that differ in brightness from the surrounding
background; it was used to increase the contrast
between the background and the MCs. During image
enhancement, the structuring element as shown in the
figure 3 of different sizes (3 × 3, 5 × 5, 7 × 7) are
applied to perform the top-hat transform. The original
ROI image processed by the top-hat transform is
shown in the Figure 4.

In the Sub-segmentation, PFCM is applied with the
initial conditions with 2 to 4 number of clusters,
Prototypes: initialized as random values and also with
the Euclidean distance function for distance measure.
Figure 5 shows segmented ROI images with
different threshold values obtained after the
membership matrix.

Figure 3 Structuring Element

Figure 5 Segmentation using PFCM

A data vector Z for each ROI is generated for each
of the images obtained from the previous stage. Thus,
a unidimensional vector (xse) is built by mapping the
images to the pixels as in equation (18):

The two window-based features, such as the mean
and standard deviation are extracted from the result of
clustering process.
MLP used to classify the patterns with the purpose
of automatically identifying MCs with the help of
training extracted features in neural network as in the
Figure 6. To evaluate the performance of the
classifiers, different network structures were trained
and tested with the same training data set and the
same testing data set.

q
where se is the size of the SE, x se
is the gray-level of
th
the q pixel of IT, R and C correspond to the size of
the image when the image is decomposed row by
row. Then, the data vector Z can be written as
follows:

For data vector Z, proposed clustering technique is
then applied to obtain a label for each pattern
belonging to each cluster of feature space, where only
one cluster corresponds to MCs appear in a group of
just a few patterns (pixels), and the remaining clusters
correspond to normal (healthy) tissue.

Figure 6 Training extracted features in neural network

Figure 4 Image Enhancement of top-hat transforms

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
228

Micro calcification detection in Mammogram images Using hybridized Clustering model

The successfully obtained results possessed the
following structures:
1. Number of input neurons equal to the
number of attributes in FV: 6.
2. Number of hidden layers: 1.
3. Hidden neurons have set.
4. Output neurons: 1 (all classifications present
two classes).
5. Learning rate: 1.
6. Activation function is sigmoidal with values
between [0,1].
7. All weights randomly initialized.
8. Training phase: back propagation (BP).
9. Test training conditions:
(a) epochs: 2000.
(b) mean squared error (MSE): 0.001.

independent variables and another variable, called
dependent variable, is modeled by a least squares
function, called linear regression equation. This
function is a linear combination of one or more model
parameters, called regression coefficients.

In the paper, patterns extracted from the FV set is
used to train and test the classifiers: 80% of the
patterns were used for training, and 20% of the
patterns were used for testing applications to assess
the performance of diagnostic tests.
The Neural Network (NN) graphical output of
performance is shown in the Figure 7. The plot
performance take training record returned by train,
performance goal, training function name, number of
epochs, and length of training record as inputs and
plots the training performance.
Figure 8 NN graphical output of Regression
IV.CONCULSION
According to the performance of the classifiers, the
proposed method is a promising alternative for
automatically detecting MCs in ROIs extracted from
digitized mammogram images. The method involves
several techniques that contribute to the MCs
detection stage. One of the most difficult stages is the
image segmentation using partitional clustering
algorithm, since the clustering algorithm is applied in
the features space. If the image contains noise or is
non-homogeneous, image segmentation by clustering
cannot be accurate. Thus, an image processing
technique based on mathematical morphology was
used to solve this problem. In the segmentation stage,
important partitional clustering algorithm PFCM is
used. In which the degrees of typicality of each data
point were used to partition an image into two
regions: one region with tissue suspected of
harbouring MCs and the other with normal tissue.
Then, the most atypical data points (pixels) of each
region were identified; these data include possible
abnormalities present in those regions, especially the
suspected region possessing MCs, since these
abnormalities, exemplify the pixels belonging to
potential MCs. Mean and standard deviation features
are extracted and applied to artificial neural networks
for classification. The proposed classifier very nicely
classifies the healthy and malignant tissues.

Figure 7 Neural Network (NN) graphical output of
performance
Finally, Figure 8 shows the results of MC detection
in the ROIs using the neural network graphical output
of regression as methodology proposed in this paper.
Plot regression is a form of regression analysis in
which the relationship between one or more
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[5]
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Abstract -- Testing is the process of executing a program with the intent of finding any errors. Formal specifications help
with program testing, optimization, refactoring, documentation, debugging and repair. It is difficult to write manually, and
automatic mining techniques suffer from 90-99 percent false positive rates. A temporal-property miner has been enabled to
measure the quality of the code. Code churn, author rank, code clones and code readability are some of the main the quality
metrics. In code clones, the detector is based on the randomized algorithms to solve the string-matching problem and some
of its generalizations. The simhash algorithm represents the string’s length by much shorter length, and achieves the
efficiency. Accuracy of the quality metrics has been achieved.
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In the next section, Section2 describes the related
work, Section3 briefly describes about mining
algorithm, classification algorithm been used.

I. INTRODUCTION
Many large, pre-existing software projects are not
yet formally specified. Formal program specifications
are difficult for humans to construct, and incorrect
specifications are difficult for humans to debug and
modify. Accordingly, researchers have developed
techniques to automatically infer specifications from
program source code or execution traces. These
techniques typically produce specifications in the
form of finite state machines that describe legal
sequences of program behaviours. Unfortunately,
these existing mining techniques are insufficiently
precise in practice. Some miners produce large but
approximate specifications that must be corrected
manually. As these large specifications are imprecise
and difficult to debug, a larger set of smaller and
more precise candidate specifications are produced
that may be easier to evaluate for correctness.
An automatic specification miner that balances
true positives as required behaviours with false
positives non-required behaviours is developed. The
code clones are detected based on the randomized
algorithms to solve the following string-matching
problem and some of its generalizations. The
algorithms represent strings of length much
shorter strings called fingerprints, and achieve
their efficiency by manipulating fingerprints
instead of longer strings. The algorithms require a
constant number
of storage
locations,
and
essentially run in real time. They are conceptually
simple and easy to implement.
This paper proposes the sim-hashing algorithm and
naïve Bayesian algorithm to construct the miner and
predict its efficiency. The efficiency of the miner can
be analysed by using sim-hashing algorithm.

II. BACKGROUND
An automatic specification miner balances the true
positives as required behaviours with false positives
as non-required behaviours. A true specification
describes the behaviour that may not be violated on
any program trace or the program contains an error. A
candidate that is violated in the high-quality code but
adhered to in the low-quality code is less likely to
represent required behaviour than one that is adhered
to on the high-quality code but violated in the lowquality code. Lightweight, automatically collected
quality metrics over source code can usefully provide
both positive and negative feedback to a miner
attempting to distinguish between true and false
specification candidates.1
The main contributions of this paper are2:
 Lightweight, automatically collected
software features that approximate source
code quality for the purpose of
specification mining are evaluated for the
predictive miners.
 Code quality metrics are lifted to metrics
on traces and the utility of the lifted
metrics are measured empirically.
 Two
novel
specification
mining
techniques use the automated quality
metrics to learn the temporal safety
specifications avoiding false positives.
A. Temporal Safety Specifications
A partial-correctness temporal safety property is a
formal specification of an aspect of required or
correct program behaviour. Those properties are
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referred to as “specifications”. Such specifications
can be represented as finite state machine that
encodes valid sequences of events. Fig.1 shows the
source code and a specification relating to SQL
injection attacks. In this example, one potential event
involves reading untrusted data from the network,
another sanitizes input data and a third performs the
database query.
Typically each important resource is tracked with a
separate finite state machine [6] that encodes the
specification that applies to its manipulation. A
program execution adheres to a given specification if
and only if it terminates with the corresponding state
machine in an accepting state. Otherwise, the
program violates the specification and contains an
error. This type of partial correctness-specification
correctness is distinct from and complementary to,
full formal behaviour specifications.
A two-state specification is one of the simplest and
most common types of temporal specification. It
states that an event a must always eventually be
followed by event b. This corresponds to the regular
expression (ab)*, which is written as <a,b>. Mining
FSM specifications as shown in the Fig 1 with more
than two-state specifications is historically imprecise
and debugging such specifications manually is
difficult. Two-state temporal properties are by
definition more limited in their expressive power [2],
[1].They can be used to describe important properties
such as <open,close>, <malloc,free> and
<lock,unlock>.
B. Specification Mining
Specification mining seeks to construct formal
specifications of correct program behaviour by
analysing actual program behaviour. Program
behaviour is typically described in terms of sequences
of function calls or other important events. Examples
of program behaviour may be collected statically
from source code or dynamically from instrumented
executions on indicative workloads. A specification
miner examines such traces and produces candidate
specifications, which must be verified by a human
programmer.
Mining even these two simple two-state
specifications remains difficult [5]. Given the large
number of candidate <a,b> pairs generated by even a
restricted set of program traces, determining which
pairs constitute valid policies is non-obvious. Most
pairs, even those that frequently occur together (such
as
<print,print>
or
more
insidiously,
<hasNext,getNext>), do not represent required
pairings: A program may legitimately call hasNext
without ever calling getNext.
Engler et al. note that programmer errors can be
inferred by assuming that the programmer is usually
correct [2]. In other words, common behaviour
implies correct behaviour, while uncommon
behaviour may suggest a policy violation (a principle
that similarly underlies modern intrusion detection.

III. GENERAL TERMS AND DEFINITIONS
Code quality information can be gathered either
from the source code itself or from related artefacts,
such as version control history. By augmenting the
trace language to include information from the
software engineering process, the quality of every
piece of information supporting a candidate
specification is evaluated. Section A describes the
quality metrics used in the software engineering
process whereas Section B describes the mining
algorithm used.
A. Quality Metrics
Two sets of metrics are evaluated. The first set
consists of seven metrics chosen to approximate code
quality. The second set of metrics consists of
previously proposed measures of code complexity.
The metrics in the first set (“quality metrics”) are:
Code Churn: Previous research has shown that
frequently or recently modified code is more likely to
contain errors [5], perhaps because changing code to
fix one defect introduces another, or because code
stability suggests tested correctness. The churned
code is also likely to adhere to specifications. Version
control repositories are used to record the time
between the current version and the last version for
each line of code in wall clock hours. The total
number of revisions to each line is also tracked. Such
metrics can be normalized or given as absolute
ranges.
Author Rank: The hypothesis used here is that the
author of a piece of code influences its quality. A
senior developer who is familiar with the project and
has performed many edits may be more familiar with
the project’s invariants than a less experienced
developer. Source control histories track the author of
each change. The rank of an author is defined as the
percentage of all changes to the repository ever
committed by that author. Rank of the last author is
recorded to touch each line of code. While author
rank may be led astray by certain methodologies
(e.g., some projects may have a small set of
committers that commit on behalf of more than one
author [8]; others may assign more difficult and thus
error-prone tasks to more senior developers).
Code Clones: The hypothesis used here is that, the
code that has been duplicated from another location
may be more error prone because it has not
necessarily been specialized to its new context (e.g.,
copy-paste code) and because patches to the original
code may not have propagated to the duplicate.
Research has shown that cloned code is changed
consistently a mere 45-55 percent of the time [6].
While not at all code cloning is harmful [2], perhaps
because common code clones may be more
comprehensively tested, since that duplicated code
does not represent an independent correctness
argument: If print follows hasnext in 20 duplicated
code fragments, it is not necessarily 20 times as likely
that <hasNext,print> is a true specification.
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Code readability: Buse and Weimer developed a
code metric trained on human perceptions of
readability or understandability [9]. The metric uses
textual source code features-such as number of
characters, length of variable, names, or number of
comments-to predict how humans would judge the
code’s readability. Readability is defined on a scale

from 0 to 1, inclusive, with 1 describing code that is
highly readable. More readable code is less likely to
contain errors. It is also hypothesized as more
readable code is more likely to adhere to
specifications. The research prototype developed by
Buse and Weimer is used to measure the readability
of source code [9].

Figure 1. False Positive Candidate Specifications

Path feasibility: Our specification mining
technique operates on statically enumerated traces,
which can be acquired without indicative workloads
or program instrumentation. Infeasible paths are an
unfortunate artefact of static trace enumeration and it
can be claimed that they do not encode programmer
intentions. Merely discounting provably infeasible
paths may confer some benefit to the mining process.
However, infeasible paths may suggest pairs that are
not specifications: A programmer may have made it
impossible for b to follow a along a path, suggesting
that <a,b> is not required behaviour. Static paths are
preferred first because they are both easier to obtain
and more complete than dynamic paths. In addition, it
is hypothesized that static paths
combined with symbolic execution can provide
additional useful information about behaviour; the
programmer believes to be impossible. The feasibility
of a path is measured using symbolic execution; a
path is infeasible if a theorem prover
reports that its symbolic branch guards are
inconsistent. Path feasibility is expressed as one of
{0, 0.5, 1}; o denotes an infeasible path. 1 a required
path and 0.5 a path, that may or may not be feasible
or required.
Path frequency: Common paths that are
frequently executed by indicative workloads and test
cases are more likely to be correct. First, the
programmer may reason more thoroughly about the
“common case” and second, highly tested code is less
likely to contain errors.
Path density: A hypothesizes used here is that a
method with more possible static paths is less likely
to be correct because there are more corner cases and
possibilities for error. Path density is defined as the
number of traces possible to enumerate in each
method, in each class and over the entire project. A
low path density for traces containing paired events
ab and a high path density for traces that contain only
a suggest that <a,b> is a likely specification. Path
density is expressed in whole numbers and can be
normalized to maximum number of enumerated
paths.
Metrics in the second class (“complexity metrics”)
are:
Cyclomatic Complexity: McCabe defined
cyclomatic complexity [44] to quantify the decision
logic in a piece of software. A method’s complexity

is defined as M=E-N+2P, where E is the number of
edges in the method’s control flow graph, N is the
number of nodes and P is the number of connected
components. There is no theoretical upper bound on
the complexity of a method. The complexity of an
intra-procedural trace is the complexity of its
enclosing method. Previous work suggests that
Cyclomatic complexity correlates strongly with the
length of a function and does not correlate well with
errors in code [7]. Despite this, Cyclomatic
complexity remains in industrial use. Another
hypothesize
followed is that complexity will not helpfully
contribute to our specification mining model.
CK metrics: Chidamber and Kemerer proposed s
suite of theoretically grounded metrics to
approximate the complexity of an object-oriented
design [2]. The following six metrics apply to a
particular class (i.e., a set of methods and instance
variables):
 Weighted methods per class (WMC).
Number of methods in a class, weighted
by a user-specified complexity metric.
Common weights selected in practice are
1, the method length, or the method’s
Cyclomatic complexity.
 Depth of inheritance tree (DIT).
Maximal length from the class to the root
of the type inheritance tree.
 Number of children (NOC). Number of
classes that directly extends this class.
 Coupling between objects (CBO).
Number of other objects to which the
class is coupled. Class A is coupled to
Class B if one of them calls methods or
references an instance variable defined in
the other.
 Response for a class (RFC). Size of the
response set, defined as the union of all
methods defined by the class and all
methods called by all methods in the
class.
 Lack of cohesion in methods (LOCM).
Methods in a class may reference instance
variables in that class. P is the set of
methods in a class that share in common
at least one instance variable with at least
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one other class method. Q is the set of
methods that do not reference instance
variables in common. LOCM is |P – Q| if
|P - Q| > 0 and o otherwise.
The CK metrics are also sometimes used in industry
to measure design or system complexity. Research on
their utility has yielded mixed results-studies have
correlated subsets of the metrics with fault proneness,
though they do not tend to agree on which subsets are
predictive
[7],
[2],
[4].

over a set of locations l. The functions and
terminologies used are shown in the Fig 3.
The Naïve Bayesian algorithm is used to classify
the metrics and traces and predict the accuracy value.
For comparison, Simhash algorithm is used to
implement the mining technique using hash
functions. Simhash has been used successfully in
different areas of research, such as text retrieval, web
mining and so on [8,9]. Simhash is a state of art
fingerprint based data similarity measure for
matching the text with hash patterns and retrieves
those metrics. SimCad is a tool which uses the
simhash algorithm and works. The Code clones
metric is mainly focused on comparison with the
mining techniques because the Simhash algorithm is
proven efficient when used in detecting code clones.
Fig 4 represents the percentage of accuracy obtained
through Rabin-Karp versus percentage of accuracy
obtained through Sim-Hash.
A multi-level indexing scheme is also used to
organize the per-processed code base on which the
code detection algorithm is applied. The indexing
scheme speeds up the potential search and allows the
approach to be scalable by maintaining the indices in
persistent storage (e.g., a database).Sim hash
algorithm works with three phases: pre-processing,
detection and output generation.

B. Mining Algorithm Details
The two mining algorithm extends the previous
WN miner [8,9], notably by including quality metrics
from section III A. The two mining algorithm is
constructed and compared with their efficiency. The
miner takes the input as follows:
1. The program source code P. The
variable ℓ ranges over source code
locations. The variable l represents a set
of locations.
2. A set of quality metrics M1……Mq.
Quality metrics may map either
individual locations ℓ to measurements,
with Mi(ℓ) € IR (e.g., code churn) or
entire traces to measurements, where
Mi(l) € IR (e.g., path feasibility).
3. A set of important events ∑, generally
taken to be all of the function calls in P.
The variables a, b, etc., are used to
range over ∑.
The miner produces as output a set of candidate
specifications C = {<a,b> | a should be followed by
b}.Validity of the candidate specification are
evaluated manually.
The Rabin-karp algorithm first statically
enumerates a finite set of intra-procedural traces in P.
Because any non-trivial program contains an infinite
number of traces, that requires an enumeration
strategy. A breadth-first traversal of paths for each
method m in P is performed. The first k paths are
emitted, where k is specified by the programmer.
Larger values of k provide more information to the
mining analysis with a corresponding slowdown.
Typical values are 10 ≤ k ≤ 30. To gather information
about loops and exceptions while ensuring
termination, it is passed through loops no more than
once. Thus a path through a loop represents all paths
that take the loop at least once; a non-exceptional
path represents all non-exceptional paths through that
method, etc.
This process produces a set of traces T. A trace t is
a sequence of events over ∑; each event corresponds
to a location ℓ.
The miner lifts the quality metrics from individual
locations to traces, where necessary. This lifting is
parametric with respect to an aggregation function A:
Ρ (IR) IR. The functions like min, max, span and
average are used to summarize quality information

1. Pre-Processing
The pre-processing step sets up the environment
and organizes the data over which the detection
algorithm is applied. There are four sub-steps in preprocessing as shown in the Fig.5. The first two substeps: fragment extraction with pretty printing and
source transformation/normalization. The remaining
two sub-steps: simhash generation and indexing are
discussed in detail below.
 Simhash generation:
Fingerprinting is a well-known approach
in data processing that maps an arbitrarily
large data item to a much shorter bit
sequence that uniquely identifies the
original data. In this approach, each code
block will be transformed into an n-bit
fingerprint, the simhash value of that
block.
 Multi-level indexing:
A two level indexing scheme has been
introduced to organize the simhash data
generated. The goal of data organization
is to speed up the neighbour search query
in string matching. The indexing is first
done by the size of the code fragment in
terms of lines of code and then by the
number of 1-bits in the binary
representation of the simhash fingerprint
as shown in the Fig 4. Thus, each of the
first level indices points to a list of second
level indices points to a list of second
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level indices. Each of the second level
indexes in turn points to a list of simhash
values having the same number of 1-bits
in its binary form.

Rabin-karp mined specifications and below 96
percent in the case of SimHash.

The Naïve Bayesian algorithm is used to classify
and predict the accuracy of the metrics mined.
IV. RESULTS
Quality metrics mined by the Rabin-Karp
algorithm for the input code base is tabulated as
below:
Figure 2 . Accuracy Comparision

Accuracy Values against each of the input
code base obtained is plotted as bar chart in the Fig
2.The accuracy values are tabulated as well in the
table 3.

Table 3.Accuracy comparison

True Positive cases and false positive
cases are compared using the graph
represented by the figure 3.
Table 1.Quality Metrics mined by Rabin-Karp
algorithm
Quality metrics mined by the SimHash algorithm
for the input code base is tabulated as below:

Figure 3. True Positive Vs False Positive

V. CONCLUSIONS
Measuring the code quality is becoming an
important part of the software productivity. Program
verification is used to measure the quality of code
patterns in the source code package. As automatic
program verification tools become more prevalent,
specifications become the limiting factor in the
program verification efforts. Candidate policies that
describe the real or common program behaviour are
obtained. The information about the exceptional paths
of the specification traces are mined using the novel
miner. Well known complexity metrics are evaluated
and obtained by the specification mining. Fifteen
different metrics are used to compute the quality
metrics of the candidate specifications.

Table 2.Quality Metrics mined by SimHash
Algorithm
Accuracy obtained by the Naive Bayesian
classification is brought under 89 percent in case of
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The metrics that are computed and obtained
include predicted execution frequency, code clone
detection measure, code churn readability and path
feasibility. The lower rate of false-candidate
specifications is achieved by increasing the
performance of temporal trace based miners. The
algorithm matched the coding standards with the code
patterns in the source lines of code and achieved
accuracy in the range of 89-94 percent. Accuracy of
the traces is obtained for the performance analysis.
The miner maintains a false positive rate under 89
percent. Both the algorithms are compared and rated
by the accuracy values obtained.
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Abstract— In the last few years VANETs have received several ideas related to safety as well as non safety applications for
security enhancement. The security and privacy are more essential in vehicular ad-hoc network for successful
communications. Moreover VANET face several security threats, such as a DOS attack, Sybil attack and etc. These attacks
are sending false information’s and message alteration to the other vehicles in a network. In this paper we proposed a scheme
(CDIR – Classification and Detection of Invalid Request in VANETs) for detecting the attacked packets and to trace the
multiple requests from multiple vehicles. This model is used to classify and detect the packets using position identification
and time stamp value. The timestamp value is based on receiving and sending request time of the vehicle. This is used to
reduce the delay overhead and to enhance the security and privacy for the safety applications.
Keywords-cdir; vanets; timestamp; attacks; attckedpacket

I.

VANET Communication Patterns:

INTRODUCTION

Nowadays, road traffic and accident's are one of
the most important events in the daily routines [1]
worldwide. The passengers and transports of goals
are essential for human development. Thus the new
improvements in this area are achieved every twentyfour-hour period.
VANET'S (Vehicular Ad-Hoc Network) is a
subunit of MANET'S (Mobile Ad-Hoc Network) in
which communication points are mainly [1] [2]
vehicles and RSU (Road Side Unit). The VANET
system vehicles can communicate with each other
vehicles. All vehicles connect to an infrastructure
(RSU and SP) to get some service or information.
This RSU's is to be located along with the roadside.
There are two types of communications in VANET
system, vehicle to vehicle and vehicle to
infrastructure.
In
V2V
communication
is communicating between the two vehicles and more.
The V2I communication is communicating [1]
between the RSU and vehicles or service provider
(SP). Each vehicle should register in the VANET
along with a unique address for communication.
Figure 1 shows the overall architecture of VANET
system.

Many applications are enabled by
VANET’s, mainly focusing on road safety. In this
application, messages are interchanged over VANET
have different concepts and purpose. There are four
different communication patterns are involved,
V2V warning Propagation:
In this situation vehicles are to send a
message to a specific vehicle or a group of vehicles.
For example, when [1] accidents are occurring or
detected, a warning alert message should be sent to
other vehicles to enhance the road safety and reduce
the traffic. On the other hand an emergency vehicle is
coming, a message should be sent for becoming
vehicles. In this way used to provide the best solution
for the emergency vehicle
V2V Group Communication:
In this communication model some vehicles
can be participate [1] in the communication,
vehicles in the same area and time interval.
V2V Beaconing:
Beacon messages are sent periodically to
nearby vehicles. It contains current speed, location,
and vehicles information’s. These messages [1] are
useful to increase neighbor awareness. Only one hop
can communicate in this V2V beaconing.
I2V/V2I:
Warning messages are sent from the
infrastructure (through RSU) or by the vehicle, when
an accident [1] or traffic is occurring. It used to
enhance the road safety.
A. VANET Applications:
In VANETs system classified as two types
of applications. First one is safety applications
and the second one is non-safety applications .These
applications [3] are used to enhance the road safety.

Figure1. VANET Network Structure
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Safety applications are used to improve the drivers
driving experience, for example traffic events, curve
places and dangerous areas that are periodically
broadcasted by the use of OBU (On Board Unit),
which is equipped with each vehicle. Non-safety
applications [1] [2] are used to provide various
entertaining services to drivers and passengers, this
application is also called as value added services.
These services are provided by the [2] use of SP
(Service Provider). For example internet access,
instant messenger, toll payment services and Eadvertisements.

authenticate multiple requests and establish
a different session key. It's based on the elliptic curve
discrete logarithm problem. In this paper the author’s
proposed another algorithm is detection algorithm.
The proposed scheme is only [3] applicable for value
added services in VANET like tollgate and E-service
not to safety applications.
Author’s [4] introduced a novel approach to
enhancing position security in VANETs. GPS is
allowed a vehicle to know about the present location
and speed of the neighbor vehicles. It’s used to [4]
detect the false position information sent from the
vehicles and reduce the chances of attack within its
transmission range. The frequency and velocity value
are used to find the location of the vehicles.
Authors [5] solve the security problem of
DOS attacks in VANETs using OBU. This is
equipped with each vehicle to broadcast a message to
other vehicles. The processing unit is passing
information through the OBU, also using a frequency
hopping model. In this model there are various
options are available to detect the received messages
from vehicles. Switching options are channel
switching, technology switching, FHSS and multiple
radio transceivers.
Authors [6] solve the security problem of
Sybil attack detection schemes. It’s based on two
complementary techniques. The first technique is a
localization verification technique based on received
signal strength, that’s one vehicle, is to check the
authentication of other vehicles by locating the [6]
geographical localizations. The second technique is a
Sybil detection approach based on the ability degree
metric, it’s launched to each and every node.
Authors [7] solve the Sybil attack scheme
based on cryptography mechanism in VANET. In this
scheme authors considering four security aspects for
to detect the Sybil attacks, security aspects are
authentication, non repudiation, privacy and data
integrity. Each vehicle should make sure of message
transmitters authority [7] and also authenticate it. The
non repudiation allows personal information on
vehicles and the identity of the vehicle is attached to
message. The privacy of vehicle information safely
maintained not accessible by other vehicles and data
integrity is maintained for the messages not to be
altered by the attackers.

B. VANET Security Attacks:
VANET facing several security attacks these
attacks are interrupting the VANET communication
services, some of the attacks are explained given
below;
Replay Attack:
An attacker may replay the information that
has been sent to earlier and to take advantage of the
situation [2] when that time of sending.
DOS Attack:
The attacker takes control of a vehicle's full
information and to create jams by use of
communication [2] channel used by the network. This
attack may prevent critical information, which may
send to the other vehicles or RSU.
Sybil Attack:
Sybil attack is creating a large number of
nodes and claims it or act’s like original node and to
tell other [2] vehicles that there is traffic or an
accident ahead, and force them to take an alternate
path.
Selfish Driver Attack:
This attack happens, when the driver can
create a fault messages, and it may be sent to other
vehicles. It creates a traffic jam or creates an
accident by sending false message.
Alteration Attack:
This attack happens, the attacker
may alter an existing data and it delays the
transmission speed of [2] message or replaying the
earlier transmission. It will create traffic and stops the
overall VANETs services.
II. RELATED WORK

III.
Various authors are exposed their methodologies are
used how to detect and correct the attacked packets in
VANETs. In this section we explained a brief
overview of the existing work of the security attacks
and the request sent from vehicles.
Author’s [3] introduced an anonymous batch
authenticated and key agreement scheme for

OUR CONTRIBUITION

We proposed a model CDIR scheme is used
to detect the attacked packet and to trace the multiple
requests from multiple vehicles. This model is
detecting the packets using position identification and
time stamp value. The figure 2 shows the system
model of the proposed scheme.
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5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.

Find T = RRT - RST
If ( f >= high && v>= high && Ts >= T )
Identify (AP or Invalid Request)
IRDetAlg ( R )
Begin if Verify ( Request )
Return true
Else if (f<=low && V<=low && Ts<=T)
Request from Priority queue
Return Invalid Request
Else
CDIR (R)
End if
End if
End
End

A. Request Initiation Phase
After receiving the request, The RSU can be
calculated the time, frequency and velocity of
requesting vehicles.
B. Classification Phase
After calculating the frequency, time and velocity of
requesting vehicles, the classification algorithm has
been proposed. This algorithm uses the condition to
classify the packets are attacked or not. The condition
is
If (f >=high && V >= high && Ts>= T) if the
condition is true the packets are attacked or else the
packets are valid and sent to the RSU.

Figure2. System Model

Timestamp value is based on receiving and sending
request time of the vehicle. In this model position is
identified by bellowing formulae 1

Here F= frequency, Smax is maximum speed, v is
velocity, a is co-efficient which is determined the
road characteristics such as number of lanes and
etc…. This formula is used to find the position of
vehicle, velocity and maximum speed of the vehicle.
Here velocity is calculated by formula 2,

C. IR (Invalid Request) Detection Phase
After classifying the packets, the attacked packets are
detected by the detection algorithm. This algorithm
has been proposed at the time of classification and the
detected packets are sent to the priority queue. The
purpose of the priority queue is used to arrange the
detected request and again it will go to the
classification phase.

Where V is the velocity of requesting a vehicle, d is
distance of vehicle and time T is calculated by the
difference of vehicle request receiving and sending
time.

These three phases are used to identify the invalid
request before the verification time and enhance the
road safety in safety applications in VANETs.

Where RRT is Request receiving time and RST is
request sending time.

IV.
The proposed system module consists of three phases
are A. Request Initiation phase, B. Classification
phase and C. IR detection phase.

In this paper we have worked to identify the invalid
requests are classified and detected by CDIR scheme.
Our scheme is developed to reduce the delay
overhead and enhance the road safety in VANETs
safety applications. In future, this scheme will be
developed by a light weight key agreement algorithm
to enhance the road safety in VANETs.

Algorithm: CDIR
1.
2.
3.
4.

CONCLUSION AND FUTURE WORK

Identifies (IR)
Begin
Find F = a * | v- VMax / 2 |
Find V = d / t

International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
239

Cdir Scheme for safety Applications in Vanets

REFERENCES
[1]

[2]

[3]

[4]

Jose Maria de Fuentes, Ana Isabel Gonzalez-Tablas,
“Overview of Security Issues in Vehicular Ad-hoc
Networks,” IGI Global, Handbook of Research on Mobility
and Computing.
Mushtak Y. Gadkari, Nitin B. Sambre, “VANET: Routing
Protocols, Security Issues and Simulation Tools,” IOSR
Journal of Computer Engineering, Volume 3, Issue 3 (JulyAug. 2012), PP 28-38.
Jiun-Long Huang, Lo-Yao, and Hung-Yu Chien,” ABAKA:
An Anonymous Batch Authenticated and Key Agreement
Scheme for Value-Added Services in Vehicular Ad Hoc
Networks,”IEEE Transactions on Vehicular Technology,
VOL 60, N0.1, January 2011.PP 248-262.

[5]

Halabi Hasbullah, Irshad Ahmed Soomro, Jamalul-lail Ab
Manan, “Denial of Service (DOS) Attack and Its Possible
Solutions in VANET,” World Academy of Science,
Engineering and Technology 65 2010.

[6]

Mohamed Salah Bouassida, Gilles Guette, Mohamed
Shawky, and Bertrand Ducourthial, “Sybil Nodes Detection
Based on Received Signal Strength Variations within
VANET,” International Journal of Network Security, Vol.9,
No.1, PP.22-33, July 2009.

[7]

Mina Rahbari and Mohammad Ali Jabreil Jamali, “Efficient
Detection of Sybil Attack Based on Cryptography in
VANET,” IJNSA, Vol.3, No.6, November 2011.

[8]

Wikepedia“VehicularAd-HocNetwork”,
http://en.wikipedia.org/wiki/Vehicular_ad-hoc_network this
page was last modified on
january 5
2013.

Gongjun Yan, Stephan Olariu, Michele C.Weigle, “Providing
VANETSecurity through active position detection,”
ELSEVIER, Computer Communication 2008.



International Conference on Computer Science and Information Technology, 17th Feb, 2013, Coimbatore, ISBN:978-93-82208-62-4
240

Finite Element Modelling and Analysis of MRI Scan Knee Image using Pro/E and Canny edge Detection Algorithm

FINITE ELEMENT MODELLING AND ANALYSIS OF MRI SCAN
KNEE IMAGE USING PRO/E AND CANNY EDGE DETECTION
ALGORITHM
V.K.BUVANESVARI1 & M.SUGANTHI2
1

Anna University, Chennai, Tamilnadu, India.
Department of Electronics and Communication Engineering
Mahendra College of Engineering, Salem, Tamilnadu India.

2

Abstract- The knee is one of the largest and most complex joints in the body. The knee joins the thigh bone (femur) to the
shin bone (tibia). The smaller bone that runs alongside the tibia (fibula) and the kneecap (patella) are the other bones that
make the knee joint. Manual Material Handling (MMH), especially lifting, poses a risk to many and considered the prime
cause of back pain and various other joint impairments. This in turn leads to increased worker compensation and loss of
productive man-hours. Approximately one third of all jobs in industry involve MMH. Knee pain is one of the most prevalent
and costly work related injure. The study of the Knee image during lifting of loads, the amounts of weight the man can safely
lift are the areas concentrated on by Ergonomists. A biomechanical model of knee image has been developed, that can
optimise the lifting posture for minimum effort. The model has been validated with practical data available from literature.
This model can also be used to predict the lifting capabilities of individuals. This will be of great help to industrial managers
for designing manual lifting tasks. A finite element model to study and analyse the stresses on Knee joint has also been
developed. The effort to be taken for in vivo and in vitro data collection and analysis are reduced considerably in the finite
element modelling.
Keywords: Finite Element Analysis, Knee bone image, Ansys

1.

also be used to improve the appearance of blurred or
anti-aliased video streams. The basic edge-detection
operator is a matrix area gradient operation that
determines the level of variance between different
pixels. Figure 1 shows the general description of knee
image.

INTRODUCTION

The knee joint is the largest joint in the body,
consisting of 4 bones and an extensive network of
ligaments and muscles. Injuries to the knee joint are
amongst the most common in sporting activities and
understanding the anatomy of the joint is fundamental
in understanding any subsequent pathology. The knee
is made up of four main bones- the femur (thigh
bone), the tibia (shin bone), fibula (outer shin bone)
and patella (kneecap). The main movements of the
knee joint occur between the femur, patella and tibia.
Each are covered in articular cartilage which is an
extremely hard, smooth substance designed to
decrease the frictional forces as movement occurs
between the bones. The patella lies in an indentation
at the lower end of the femur known as the
intercondylar groove. At the outer surface of the tibia
lies the fibula, a long thin bone that travels right
down to the ankle joint. Each knee joint has two
crescent-shaped cartilage menisci. These lie on the
medial (inner) and lateral (outer) edges of the upper
surface of the tibia bone. They are essential
components, acting as shock absorbers for the knee as
well as allowing for correct weight distribution
between the tibia and the femur. Edge detection is a
fundamental tool used in most image processing
applications to obtain information from the frames as
a precursor step to feature extraction and object
segmentation. This process detects outlines of an
object and boundaries between objects and the
background in the image. An edge-detection filter can

Fig.1. Knee Image General Description

The edge-detection operator is calculated by forming
a matrix cantered on a pixel chosen as the centre of
the matrix area. If the value of this matrix area is
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above a given threshold, then the middle pixel is
classified as an edge. All the gradient-based
algorithms have kernel operators that calculate the
strength of the slope in directions which are
orthogonal to each other, commonly vertical and
horizontal. Later, the contributions of the different
components of the slopes are combined to give the
total value of the edge strength. Depending on the
noise characteristics of the image or streaming video,
edge detection results can vary. Gradient-based
algorithms such as the Prewitt filter have a major
drawback of being very sensitive to noise. Recent
advances in computing technologies both in terms of
hardware and software have helped in the
advancement of CAD in applications beyond that of
traditional design and analysis. CAD is now being
used extensively in biomedical engineering in
applications ranging from clinical medicine,
customized medical implant design to tissue
engineering [4]. The primary imaging modalities that
are made use of in different applications include,
computed tomography (CT), magnetic resonance
imaging (MRI), optical microscopy, micro CT, etc.
each with its own advantages and limitations as
described in [1]. Using data derived from these
images, computer models of human joints for stress
analysis, dynamic force analysis and simulation;
design of implants and scaffolds etc. have been
reported in published literature [5]. This effort to
model human body parts in a CAD based virtual
environment is also referred to Image processing
technique.
2.

3.

CANNY EDGE DETECTION ALGORITHM

The Canny algorithm can be used an optimal edge
detector based on a set of criteria which include
finding the most edges by minimizing the error rate,
marking edges as closely as possible to the actual
edges to maximize localization, and marking edges
only once when a single edge exists for minimal
response. According to Canny, the optimal filter that
meets all three criteria above can be efficiently
approximated using the first derivative of a Gaussian
function.

(1)

(2)
All the images are having some speckle and other
noises. So there is a need of noise filtering using any
techniques. In this work median filter is used to
reduce the noise. If the scan box is approximately
centered with knee, the median filter is shown below.

Where, the speckle noise reduction can be done using
the below expression

PROPOSED WORK SEQUENCE

A. Pre-processing of Initial Position of Edge
parameters detection
Step 1: Calculate the average magnitude

The Block diagram of the proposed system of Image
segmentation technique is shown in Figure 2. The
different process sequence is involved in this
segmentation is given in below. The Original image
is obtained from the MRI scan image centre and then
it will be incorporated by using CAD modelling and
Image Parameters detection using canny edge
detection algorithm. Both the results have been
compared and analysed and obtained the best optimal
value.

Step 2: Calculate the density of the edge length. The
density of the edge length is calculated from

Where C(i,j) is the number of connected pixels at
each position of pixel.
Step 3: Calculate the Initial position of map from
summation of density of edge Length and average
magnitude.

Step 4: Calculate the thresholding of the initial
position map. If

Fig.2. Flow diagram of proposed method
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Then P(1, 2) is the initial position of the edge
following. And then we obtained the initial position
by setting Tmax to 95% of the maximum value.

To further evaluate the efficiency of the proposed
method in addition to the visual inspection, the
proposed boundary detection method numerically
using the Hausdorff distance and the probability of
error in image segmentation. Where P(O) and P(B)
are probabilities of objects and background in images.
The objects surrounded by the contours obtained
using the five snake models and the proposed method
are compared with that manually drawn by skilled
doctors from the Medical Hospital.

Fig.3. (a). CT scan Noisy Knee image (b). Average Magnitude
Image (c). Density of the Edge Length
(d). Initial Position map (e). Final Thresholding of edge map

(9)
From the above table 2 shows the average results of
probability of Error in Image segmentation of canny
edge detection algorithm and standard value also
predicts the error difference for both the techniques.
Table 2. Average Results of Probability of Error
in Image Segmentation

From the above figure 3(a) to 3(e) and the
analysis we can able to predict the proper and suitable
initial position, then the proposed technique will
follow the edges until the closed and shaped contour
is formed. With the above method, we can able to
predict the dimension parameters of Knee image.
With the help of these dimensions, we are going to
prepare the two dimensional (2D) model of knee
image for further stress analysis using AutoCAD
software. Then the 2D image is to be converted to 3D
image as per our sequence of work. Then 3D model is
to be analysed using Pro/E software.
4.

RESULTS AND DISCUSSION
5.

Empirical quantities of knee bone are shown in table
1.
Table 1: Empirical Quantities of Knee bone
Material
Young’s
Cross
Anterior
7.8
63.7
Posterior
10
20.0
Ligamentum
15
40.0
Transverse
10
3.60
Capsular
705
60.0
Interspinus
10
40.0
Superspinus
8
30.0
Iliolumbar
10
26.4

CONCLUSION

The proposed technique for boundary detection and
applied it to object segmentation problem in medical
images. Our edge following technique incorporates a
vector image model and the edge map information.
The proposed technique was applied to detect the
object boundaries in several types of noisy images
where the well defined edges were encountered.
Several synthetic noisy images were created and
tested for the sake of the known ground truths. The
opinions of the skilled doctors were used as the
ground truths of interesting objects in different types
of medical images including prostates in ultra-sound
images of knee images. The results of detecting the
object boundaries in noisy images show that the
proposed technique is much better. We have successfully applied the edge following technique to detect
the object boundaries in medical images. And also we
have predicted the stress value by using Ansys
software. The proposed method can be applied not
only for medical imaging, but can also be applied to
any image processing problems.
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Abstract-The cloud is a large group of interconnected computers that provides on-demand, self-service, broad network
access, resource pooling, rapid elasticity, and measured service. One promising application area for the cloud is in
healthcare. An advantage of the healthcare cloud is it can be a tool that medical professionals use to coordinate amongst
various medical departments, institutions, and other healthcare related businesses. This leads to the main challenge of the
healthcare cloud: security and accountability of patients’ personal health records. Personal health care information is critical
for effective medical treatment. However, privacy protection cannot be sacrificed in the name of efficiency. To overcome
this problem, in this paper, we propose a trustable distributed accountability framework to control the user data (health
records) distribution in the cloud. In particular, we propose an object-centric approach to automatically trigger an object to
create a log record using dynamic binding between the user data and every access over the distributed data. The legitimacy
of any medical professional who accesses the data can be verified by redirecting to a professional social networking
website’s database and cross-checking with their account details and activity logs. A decentralized Log Manager maintains
distributed log records generated for every user data and is also responsible for handling log file corruptions. We also design
an automated Trusted Auditor to support the data owners to maintain and verify the corrupted log records.
Keywords- healthcare, accountability, cloud auditing, security, automated logging.

research, patient's data and its security, privacy of the
patient's data, various insurance claims etc.

1. INTRODUCTION
Though cloud computing has vast number of
applications to its name, its effect on the health
industry is going to be the most significant one.
Health industry, at present, is plagued by number of
factors. But the most important ones amongst them
are, namely, cost, huge amounts of data which
sometimes becomes very difficult to maintain,
security and privacy. The problem is even worse in
developing nations where the health care system is
not so intact. Even in developed nations like the
United States of America for example, health care
remains quite expensive and thus, out of reach of the
common man. Cloud computing, a fairly new term in
the healthcare industry, promises very well in the
development of health sector and can handle the
shortcomings of the present day healthcare system.

With cloud computing comes the concept of EMR's
(Electronic medical records). As the name suggests,
EMR's are the soft copy of the patient's medical
history which is stored at some place in the cloud. All
the data can be easily retrieved whenever and
wherever required. So, suppose a person is
undergoing some treatment at some hospital in a city
but then later wants to continue the treatment at some
other hospital in some other city. What does one do in
such a scenario? EMR's is the answer. EMR's not
only provide flexibility in terms of medical treatment
but also help in reducing medical errors. EMR's can
also be accessed though a mobile device and thus
provides great ease of access to the patient as s/he no
longer requires to carry the hard copy of the medical
records wherever s/he goes. With cloud computing,
the hospitals can, at any time, increase their data
storage easily and that too, very quickly. All they
would need to do when faced with such a situation is
to simply ask their cloud provider to increase their
data storage in the cloud. There will also be greater
linkage with the insurance companies, state
governments, drug companies etc. Primary care and
home care can also be interlinked. Thus, patient care
also gets improved in the process.

The biggest problem faced by the health care system
at present is the very high cost a patient has to bear
while undergoing a medical treatment. No doubt that
the standard of medical treatment has increased by
leaps and bounds, but at the same time, the cost factor
has also gone up considerably. It has become quite
difficult for a middle class family member to get
medical treatment for some grave illness in the very
best of the city hospitals. With the advancements in
the medical field and also due to the uncontrolled
growth of population, especially in the developing
nations, hospitals are faced with quite a number of
challenges like managing huge amounts of medical

In spite of the various advantages that cloud
computing holds in store for the health sector,
organizations all around the globe are still
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apprehensive about its complete adoption because of
the 'security' and 'privacy' factor. The biggest fear of
these organizations is about how secure and private
the data will remain in the cloud. Also, because of the
sensitivity of the patient data, the health organizations
are worried that if this type of data gets hacked or
accidently leaked then it might create huge problems
for them. Some still argue that this 'security' and
'privacy' issue may ultimately play in favour of cloud
computing. When all the patient data and research
related work will be stored at a single place, it will
become easier to maintain it as well as better security
measures can be adopted to make sure that the data is
never compromised and also to maintain its integrity.

HCX is a distributed web interactive system that
provides a private cloud-based data sharing service
allowing dynamic discovery of various health records
and related healthcare services [2]. In particular,
HCX allows sharing health records between different
Electronic Health Record (EHR) systems. It
automatically adapts to changes in the cloud. It uses
Eucalyptus to provide private cloud infrastructure as
a service and Apache CXF Distributed OSGi
(DOSGi) to build Open Services Gateway-based
services. Eucalyptus supports a variety of
virtualization technologies such as VMware, Xen and
KVM hypervisors for the management and creation
of virtual servers. In the HCX system, Continuity of
Care Record (CCR) format is used to encapsulate
patient health care data to be sent to different OSGi
modules.

To provide a solution to the above security problems,
we propose an approach, namely Trustable
Accountability framework, based on the notion of
information accountability. Unlike privacy protection
technologies which are built on the hide-it-or-lose-it
perspective, information accountability focuses on
keeping the data usage transparent and trackable. Our
proposed
framework
provides
end-to
end
accountability in a highly distributed fashion. One of
the main innovative features of this framework lies in
its ability of maintaining lightweight and powerful
accountability that combines aspects of access
control, usage control and authentication. By means
of this, data owners can track not only whether or not
the service-level agreements are being honoured, but
also enforce access and usage control rules as needed.

CCR is comprised of three main elements: header,
body, and footer. The header contains metadata about
the document such as CCR format version, the
document creation date, document id and patient id;
the body of the document includes detailed patient’s
information such as procedures, immunizations,
family medical history, medical insurance,
medications, vital signs, test results and medical
alerts; the footer provides a list of actors (persons,
organizations and information systems) referenced
throughout the document by an actor id and adds
additional information such as name, address and email. HCX is a promising application. It allows
medical records to be exchanged through a standard
interface and CCR record format. However, it is still
in its development stages.

2. RELATED WORK
This section gives a brief overview of various
healthcare related cloud-based applications. EMS is
an emergency medical system that accesses personal
health records of patients and helps provide timely
care [1]. There are three groups of users in the EMS:
i) Ambulance Paramedics who have access to read
and write data regarding paramedic activities
performed at an incident site; ii) Emergency
department physicians who have access to their
respective authorized portions of medical data and
can use the data to evaluate medical history, patient
allergies and other critical health factors; iii) Nurses
who can access their authorized portion of the data
and provide the required medication to the patients.

DICOM-based system is based on Digital Imaging
and Communications in Medicine to deal with the
high volume of medical images and diagnostic
imaging procedure [3]. DICOM consists of three
major components: DICOM server, Web User
Interface, and DICOM file indexer. A user can
upload, search and browse images via the Web User
Interface. The DICOM file indexer parses the header
of DICOM files as they are uploaded from the client
through the DICOM server or Web User Interface.
The DICOM system design includes a portable
application program interface layer which enables
this open source service to be ported to different
cloud platforms. It was tested with various public
domain images. This prototype’s system design and
implementation shows the feasibility of using cloud
computing to provide a long term offsite medical
image archive solution. In the future, the authors plan
to implement more security using Internet protocol
filtering and also evaluate complete compliance of
Health Insurance Portability and Accountability Act
(HIPAA).

It mainly consists of three components, Personal
Health Record (PHR) platform, EMS application and
a Portal to access the former. The PHR platform is
composed of a user interface and medical record
repository. The user interface allows patients to
access their own medical history data and authorized
healthcare professionals to access appropriate parts of
the data. Authorized healthcare professionals can
interact with PHR and EMS via mobile phones and
personal digital assistants, thus providing timely
assistance to patients.
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HealthATM kiosks are developed for patients to
manage their own personal health data [4]. It
integrates services from Google’s cloud computing
environment. It provides timely access to relevant
health data to patients and strengthens patients’
communication with their care providers. Individuals
can review personal account information and perform
transactions to manage their care online. This
functionality is particularly helpful for patients with
chronic conditions who need to monitor their health
on a daily basis. They mainly serve non-native
English speakers, undocumented individuals,
displaced individuals, elderly persons, migrant farm
workers and homeless individuals. It is also a cost
effective solution of personal healthcare management.

We refer to this type of enforcement as “strong
binding” since the policies and the logging
mechanism travel with the data. This strong binding
exists even when copies of the JARs are created; thus,
the user will have control over his data at any
location. Such decentralized logging mechanism
meets the dynamic nature of the cloud but also
imposes challenges on ensuring the integrity of the
logging. To cope with this issue, we provide the JARs
with a central point of contact which forms a link
between them and the user. It records the error
correction information sent by the JARs, which
allows it to monitor the loss of any logs from any of
the JARs. Moreover, if a JAR is not able to contact its
central point, any access to its enclosed data will be
denied.

A HealthATM kiosk makes use of cloud computing
architectures, both vertically and horizontally.
Horizontally, it can connect and integrate multiple
clouds to function as one logical cloud; while
vertically, it can improve capacity of a cloud by
enhancing individual existing nodes in the cloud.
Currently, the systems cannot be directly handed over
to patients. In order for HealthATM kiosks to be
more effective, constant training, outreach, education
and collaboration are must. A further plan is to
incorporate feeds from different health-related
services in order to include data available from
pharmacies.

Finally, the logger is also responsible for generating
the error correction information for each log record
and sends the same to the log manager. The log
manager is responsible for auditing. Being the trusted
component, the log manager generates the master
key. It holds on to the decryption key for the IBE key
pair, as it is responsible for decrypting the logs. The
log manager is also responsible for handling log file
corruption. In addition, the log manager can itself
carry out logging in addition to auditing. Separating
the logging and auditing functions improves the
performance.

In summary, different cloud-based medical
applications and systems are being investigated. As
seen above, everything from systems designed to
maximize the benefits of treatment to systems
designed to assist patients in managing their own care
are being developed. To the best of our knowledge,
few cloud-based systems provide emotional support
and information sharing between patients. This
motivates us to study cloud-assisted healthcare social
networking.

3.2 Data Flow

3.1Proposed Approach

The overall Trustable Accountability framework,
combining data, users, logger and manager is
sketched in Fig. 1. At the beginning, each user
(patient) creates a pair of public and private keys
based on Identity-Based Encryption [5]. Using the
generated key, the user will create a logger
component which is a JAR file, to store his health
records. The JAR file includes a set of simple access
control rules specifying whether and how the cloud
servers and possibly other data stakeholders such as
medical professionals and pharmacies are authorized
to access the content itself.

The Trustable Accountability framework proposed in
this work conducts automated logging and distributed
auditing of relevant access performed by any entity,
carried out at any point of time at any cloud service
provider. It has three major components: logger, log
manager and trusted auditor. Users (patients) will
send their data along with any policies such as access
control policies and logging policies that they want to
enforce, enclosed in JAR files, to cloud service
providers. Any access to the data by medical
professionals will trigger an automated and
authenticated logging mechanism local to the JARs.

Then, user sends the JAR file to the cloud service
provider that he subscribes to. To authenticate the
CSP to the JAR, we use OpenSSLbased certificates,
wherein a trusted certificate authority certifies the
CSP. We employ SAML-based authentication [6],
wherein a trusted identity provider issues certificates
verifying the user’s identity based on his username.
And also the legitimacy of the medical professional
trying to access the patients’ data can be verified by
cross-checking his details with the database of a
professional social networking website (e.g.
DoctorsHangout, DrConnected, iMedExchange etc).

3. FRAMEWORK DESIGN
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Fig. 1: Trustable Accountability Framework for Healthcare Cloud

Once the authentication succeeds, the service
provider (or the user) will be allowed to access the
data enclosed in the JAR. Depending on the
configuration settings defined at the time of creation,
the JAR will provide usage control associated with
logging, or will provide only logging functionality.
As for the logging, each time there is an access to the
health records; the JAR will automatically generate a
log record, encrypt it using the public key distributed
by the data owner, and store it along with the data.
The encryption of the log file prevents unauthorized
changes to the file by attackers. The data owner could
opt to reuse the same key pair for all JARs or create
different key pairs for separate JARs. Using separate
keys can enhance the security.

cloud environment can be difficult and expensive for
data owners. So, the communication between the data
owners and cloud servers takes place through trusted
auditor. Trusted auditor provides a transparent yet
cost-effective method for establishing trust between
data owner and cloud server. In fact, based on the
audit result from a TA, the released audit report
would not only help owners to evaluate the risk of
their subscribed cloud data services, but also be
beneficial for the cloud service provider to improve
their cloud based service platform. The trusted
auditor performs the every auditing operation.
4. CONCLUSION
We proposed innovative approaches for automatically
logging any access to the patients’ health records by
any medical professional in the cloud together with
an auditing mechanism. Our approach allows the data
owner to not only audit his content but also enforce
strong back-end protection if needed. This paper
presents a model for leveraging cloud computing
communication infrastructure to develop a secure
social healthcare network, and thus enhance personal
healthcare management. With the introduction of
cloud computing into the health industry, capital
expenditure will be converted into operational
expenditure. Use of EMR's will significantly help in
increasing the flexibility and ease of use. Patient's
data will be more secure since it will remain in the
cloud.

In addition, some error correction information will be
sent to the log manager to handle possible log file
corruption. Further, individual records are hashed
together to create a chain structure, able to quickly
detect possible errors or missing records. The
encrypted log files can later be decrypted and their
integrity verified. They can be accessed by the data
owner (patient) or other authorized medical
professionals at any time for auditing purposes with
the aid of the log manager.
The trusted auditor (TA), who has expertise and
capabilities that cloud users do not have and is trusted
to assess the cloud storage service security on behalf
of the user upon request. Users rely on the CS for
cloud data storage and maintenance. They may also
dynamically interact with the CS to access and update
their stored data for various application purposes. The
users may resort to TA for ensuring the storage
security of their outsourced data, while hoping to
keep their data private from TA.
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