The Hilbert transform is an important operator in signal processing, e.g., the definition of the "analytical signal" uses the Hilbert transform. In this paper we analyze the Hilbert transform for bounded bandlimited signals in B ∞ π . Although the common integral representation of the Hilbert transform may diverge for certain signals in B ∞ π , it is possible to define the Hilbert transform meaningfully for bounded signals. We employ a definition that is based on the H 1 -BMO(R) duality. The problem of this abstract definition is that there exists no constructive procedure to calculate the Hilbert transform. However, for the subspace of bounded bandlimited signals, we can give an explicit formula for the calculation of the Hilbert transform. Further, we show that the Hilbert transform of a bounded bandlimited signal is still bandlimited but not necessarily bounded.
INTRODUCTION
In signal processing and communication theory the Hilbert transform is an important operator with many applications [1, 2, 3, 4, 5] . For example, the calculation of the analytical signal, which was introduced by Gabor in his "Theory of Communication" [1] , requires the Hilbert transform. In an analytical signal ψ(t) = u(t) + iv(t) the imaginary part v is the Hilbert transform of the real part u. Based on the analytical signal it is possible to define the instantaneous amplitude and frequency of a signal [3, 4] . Although there are other possibilities to define the instantaneous amplitude and frequency [4] , it was shown in [4] that the only definition that satisfies certain physical requirements is the definition based on the Hilbert transform and the analytical signal.
Classically, the Hilbert transform of a signal f is defined as the principal value integral (Hf )(t) = 1 π V.P.
Of course, the above definition of the Hilbert transform only makes sense if the integral converges. Numerous authors have studied the convergence behavior of the integral, and it is known that there exist bounded signals for which the integral in (1) diverges everywhere. Even if the signal is additionally bandlimited, the integral (1) This work was supported by start-up funds of the Technische Universität München and the German Research Foundation (DFG) under grant BO 1734/21-1. may diverge. However, for the subclass of bounded bandpass signals, the Hilbert transform exists and is bounded. If f is a bandpass signals, the distributional Fourier transform of which vanishes
where A < 4/π is a constant [6, 7] . Probably, observations of this kind led to the conclusion "that an arbitrary bounded bandlimited function does not have a Hilbert transform. . . " [7] .
Since then, several extension of the Hilbert transformation have been proposed and analyzed [8, 9, pp. 44] . For example, the Hilbert transform for general groups [10] or extensions to bounded functions [9] . In [3] a set of conditions was given which is sufficient for the convergence of (1) to a continuous and bounded signal. However, this set of conditions is not necessary for the convergence of (1) to a continuous and bounded signal, and it is difficult to characterize the class of bounded signals that have a bounded Hilbert transform. As for finding an extension of the Hilbert for bounded bandlimited signals, essentially no progress has been made since Logan published his paper [7] in 1978.
In this paper we use an extension of the Hilbert transform which is based on the H 1 -BMO(R) duality. This extension, which will be introduced in Section 5, is valid for general bounded signals, however, provides no constructive procedure for the calculation of the Hilbert transform. In Section 6 we show that, for the subspace B ∞ π of bounded bandlimited signals, there exists an explicit formula for the calculation of the Hilbert transform. An integral part of this formula is an operator that consists of the concatenation of the Hilbert transform and the differential operator. The properties of this compound operator are discussed in Section 4.
NOTATION
Letf denote the Fourier transform of a function f . L p (R), 1 ≤ p < ∞, is the space of all pth-power Lebesgue integrable functions on R, with the usual norm · p, and L ∞ (R) is the space of all functions for which the essential supremum norm · ∞ is finite. For 0 < σ < ∞ let Bσ be the set of all entire functions f with the property that for all > 0 there exists a constant C( ) with |f 
π , which is nothing else than the space of bandlimited signals with finite energy.
We briefly review some facts about stable LTI systems. A linear system T : A → B, mapping signals from the Banach space A to the Banach space B, is called stable if the operator T is bounded, i.e., if
π is an example of a stable LTI system, which has many applications, e.g., in signal processing and communication theory [11] . One possibility to define the Hilbert transform H for signals f ∈ PW 2 π is given by (Hf )(t) := 1 2π
iωt dω, where sgn denotes the signum function. Another example for an stable LTI system is the differential operator D :
MOTIVATION
For all signals in the L p (R) spaces with 1 < p < ∞, the integral in (1) converges for almost all t ∈ R, and the Hilbert transform [6] . The following example illustrates this behavior. Consider the family of PW 2 π -signals {f : 0 < < π} given by
We have f ∞ ≤ C1 with a constant C1 that is independent of , and the limit signal
is a signal in B ∞ π . However, we have that lim →0(H f )(t) = ∞ for all t ∈ R. In particular, we have (Hf )(0) ≥ 2 π log π . Thus, the Hilbert transform operator H as defined in (1) is an unbounded operator on B ∞ π . In fact, there are signals in B ∞ π for which the principal value integral definition of the Hilbert integral is meaningless, because (1) diverges everywhere [13] .
Note that this result does not imply that the Hilbert transform cannot be defined for the space B 
THE OPERATOR Q
In this section we consider the compound LTI system Q = DH, which consists of the concatenation of the Hilbert transform H and the differential operator D. First, we consider Q as an operator acting on PW 
whereĥ
Two other possible representations for the system Q are given by the time-domain convolution integral
and the time-domain sampling representation
where hQ is given by
Compared to the convolution integral representation (5), the sampling representation (6) has the advantage that only the samples {f (k)} k∈Z of the signal f are needed in order to calculate (Qf )(t), t ∈ R. In contrast, in the representation (5) all signal values f (t), t ∈ R, are necessary.
Mixed Signal Representation
Next, we show that in addition to the convolution integral representation (5) and the convolution sum representation (6), the systems Q : PW 
where a −k , k ∈ Z, are certain coefficients. We call this representation mixed signal representation, because for a fixed t ∈ R we need the signal values on the discrete grid {t − k} k∈Z in order to calculate (Qf )(t). However, for different t ∈ R we need other signal values in general. As t ranges over [0, 1] we need all the signal values f (τ ), τ ∈ R. The mixed signal representation (8) will be important for the results in Section 6, where we extend the Hilbert transform to B ∞ π . In order to see the validity of the mixed signal representation (8), we consider the Fourier series of the 2π-periodic extension ofĥQ, i.e.,
where the coefficients a k , k ∈ Z, are given by
Since,
we see that the Fourier series (9) is absolutely and uniformly convergent. Hence, starting with the frequency domain representation (4) of Qf , we obtain
for all t ∈ R. The exchange of the integral and the sum in (12) was justified because the series (9) is uniformly convergent on [−π, π].
Extension of Q to B ∞ π
So far we have considered the LTI system Q only acting on signals in PW 
is also a valid representation of the operator
Theorem 1. There exists a bounded linear operator Q
Proof. We will show that the mixed signal representation (13) , where the coefficients a k are defined as in (10) 
The next theorem shows that the mixed signal representation (8) converges uniformly on all of R to Q E f for all f ∈ B ∞ π .
Theorem 2. For all f ∈ B
∞ π we have
Proof. Let f ∈ B ∞ π . Then we have
Since ∞ k=−∞ |a k | < ∞, according to (11) , it follows that limN→∞ |k|>N |a −k | = 0, and consequently we have (14) after taking the supremum on both sides of (15).
THE HILBERT TRANSFORM FOR BOUNDED SIGNALS
Despite the convergence problems discussed in Section 3 there is a way to define the Hilbert transform for signals in B ∞ π . This definition uses Fefferman's duality theorem, which states that the dual space of H 1 is BMO(R) [14] . Before we give this definition, we briefly review some definitions.
It is a Banach space endowed with the norm
Definition 2. A function f : R → C is said to belong to BMO(R), provided that it is locally in L 1 (R) and The function f ∈ BMO(R) in Theorem 3 is only unique up to an additive constant, because φ ∈ H 1 implies ∞ −∞ φ(t)dt = 0. Therefore, it will be beneficial to identify two functions in BMO(R) that differ only by a constant. We do this by introducing the equivalence relation ∼ on BMO(R). We write f ∼ g if and only if f (t) = g(t) + CBMO for almost all t ∈ R, where CBMO is a constant. By [f ] we denote the equivalence class [f ] = {g ∈ BMO(R) : g ∼ f }, and BMO(R)/C is the set of all equivalence classes in BMO(R).
Theorem 3 (Fefferman). Suppose f ∈ BMO(R). Then the linear functional H
Next we extend the Hilbert transform, using the following definition, which is based on the H 1 -BMO(R) duality [9] . Note that this definition is very abstract, because it gives no information how to calculate the Hilbert transform Hf . In the next section we will provide an explicit formula for Hf that can be used to calculate the Hilbert transform. 
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