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Abstract. This paper considers the two-species chemotaxis-Stokes system with compet-
itive kinetics

(n1)t + u · ∇n1 = ∆n1 − χ1∇ · (n1∇c) + µ1n1(1− n1 − a1n2), x ∈ Ω, t > 0,
(n2)t + u · ∇n2 = ∆n2 − χ2∇ · (n2∇c) + µ2n2(1− a2n1 − n2), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− (αn1 + βn2)c, x ∈ Ω, t > 0,
ut = ∆u+∇P + (γn1 + δn2)∇φ, ∇ · u = 0, x ∈ Ω, t > 0
under homogeneous Neumann boundary conditions in a three-dimensional bounded do-
main Ω ⊂ R3 with smooth boundary. Both chemotaxis-fluid systems and two-species
chemotaxis systems with competitive terms are studied by many mathematicians. How-
ever, there has not been rich results on coupled two-species-fluid systems. Recently, global
existence and asymptotic stability in the above problem with (u ·∇)u in the fluid equation
of the above system were established in the 2-dimensional case ([14]). The purpose of this
paper is to give results for global existence, boundedness and stabilization of solutions to
the above system in the 3-dimensional case when µi
χi
(i = 1, 2) is sufficiently large.
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1. Introduction and results
We consider the following two-species chemotaxis-fluid system with competitive terms:
(1.1)

(n1)t + u · ∇n1 = ∆n1 − χ1∇ · (n1∇c) + µ1n1(1− n1 − a1n2), x ∈ Ω, t > 0,
(n2)t + u · ∇n2 = ∆n2 − χ2∇ · (n2∇c) + µ2n2(1− a2n1 − n2), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− (αn1 + βn2)c, x ∈ Ω, t > 0,
ut + κ(u · ∇)u = ∆u+∇P + (γn1 + δn2)∇φ, ∇ · u = 0, x ∈ Ω, t > 0,
∂νn1 = ∂νn2 = ∂νc = 0, u = 0, x ∈ ∂Ω, t > 0,
ni(x, 0) = ni,0(x), c(x, 0) = c0(x), u(x, 0) = u0(x), x ∈ Ω, i = 1, 2,
where Ω is a bounded domain in R3 with smooth boundary ∂Ω and ∂ν denotes differ-
entiation with respect to the outward normal of ∂Ω; κ ∈ {0, 1} (in this paper we will
deal with the case that κ = 0), χ1, χ2, a1, a2 ≥ 0 and µ1, µ2, α, β, γ, δ > 0 are constants;
n1,0, n2,0, c0, u0, φ are known functions satisfying
0 < n1,0, n2,0 ∈ C(Ω), 0 < c0 ∈ W
1,q(Ω), u0 ∈ D(A
ϑ),(1.2)
φ ∈ C1+η(Ω)(1.3)
for some q > 3, ϑ ∈
(
3
4
, 1
)
, η > 0 and A is the Stokes operator.
The problem (1.1) is a generalized system to the chemotaxis-fluid system which is
proposed by Tuval et al. [33]. This system describes the evolution of two competing
species which react on a single chemoattractant in a liquid surrounding environment.
Here n1, n2 represent the population densities of species, c stands for the concentration
of chemoattractant, u shows the fluid velocity field and P represents the pressure of the
fluid. The problem (1.1) comes from a problem on account of the influence of chemotaxis,
the Lotka–Volterra competitive kinetics and the fluid. In the mathematical point of view,
the chemotaxis term: ∇· (n1∇c), the competition term: n1(1−n1−a1n2) and the Stokes
equation give difficulties in mathematical analysis.
The one-species system (1.1) with n2 = 0 has been studied in some literature. It is
known that there exist global classical solutions in the 2-dimensional setting; however,
in the 3-dimensional setting, only global weak solutions exist. In this one-species system
with µ1 = 0, Winkler first attained global existence of classical solutions to (1.1), κ = 0
in the 3-dimensional setting and κ = 1 in the 2-dimensional setting ([37]), and also
established asymptotic stability of solutions to (1.1) ([38]). Moreover, the convergence
rate has been already studied ([43]). Recently, Winkler [41] attained global existence and
eventual smoothness of weak solutions and their asymptotic behavior for the 3-dimensional
chemotaxis-Navier–Stokes system.
In the analysis of the one-species case the logistic source can enhance the possibility
of global existence of solutions. In the 3-dimensional setting, Lankeit [19] obtained global
existence of weak solutions in (1.1) with n2 = 0, κ = 1 and with additional external force
f in the fourth equation, and also derived eventual smoothness and asymptotic behavior.
Even for more complicated problems, Keller–Segel-fluid systems where −(αn1 + βn2)c is
2
replaced with −c + αn1 in (1.1) with n2 = 0, logistic source is shown to be helpful for
establishing classical bounded solutions. In the 3-dimensional setting, Tao and Winkler
[30] established global existence and boundedness of classical solutions by assuming that
µ1 > 23. In the 2-dimensional case, Tao and Winkler [31] also showed global existence of
bounded classical solutions in the Keller–Segel-Navier–Stokes system with logistic source
with +rn1 − µ1n
2
1 for any µ1 > 0, and their asymptotic behavior were obtained when
r = 0. For more related works we refer to Ishida [16], Wang and the first author [34],
Wang and Xiang [35], Black [3], the first author [5], the first author and Lankeit [6],
Kozono, Miura and Sugiyama [17]. These results fully parallel to those for the fluid free
model; we can find counterpart in [20, 26, 29].
On the other hand, the study on two-species competitive chemotaxis systems with sig-
nal consumption seems pending. We can only find related research with signal production
in which the asymptotic behavior of solutions usually relies on some smallness assump-
tion for the chemotaxis sensitivities (e.g., for the noncompetitive case (a1 = a2 = 0), see
Negreanu and Tello [24, 25], the third author and Yokota [23], the third author [21]; for
the competitive case see Tello and Winkler [32], Stinner, Tello and Winkler [28], Bai and
Winkler [1], Black, Lankeit and the third author [4], the third author [22]).
As mentioned above, the chemotaxis-fluid systems (n2 = 0 in (1.1)) and the chemo-
taxis systems with competitive terms (u = 0 in (1.1)) were studied by many mathemati-
cians. However, the problem (1.1), which is the combination of chemotaxis-fluid systems
and chemotaxis-competition systems, had not been studied. Recently, global existence,
boundedness of classical solutions and their asymptotic behavior were showed only in the
2-dimensional setting ([14]).
The purpose of the present article is to obtain global existence and boundedness of
classical solutions, and their asymptotic stability in the 3-dimensional setting. The main
results read as follows. The first theorem gives global existence and boundedness in
(1.1). In view of known results on logistic chemotaxis-systems, it is no wonder that
an assumption on smallness of χ1 and χ2 related to µ1 and µ2 will be necessary in the
considered 3-dimensional case.
Theorem 1.1. Let Ω ⊂ R3 be a bounded domain with smooth boundary and let κ = 0,
χ1, χ2, a1, a2 ≥ 0, µ1, µ2, α, β, γ, δ > 0. Suppose that (1.2) and (1.3) hold. Then there
exists a constant ξ0 > 0 such that whenever
χ := max{χ1, χ2} and µ := min{µ1, µ2}
satisfy χ
µ
< ξ0, the problem (1.1) possesses a classical solution (n1, n2, c, u, P ) such that
n1, n2 ∈ C(Ω× [0,∞)) ∩ C
2,1(Ω× (0,∞)),
c ∈ C(Ω× [0,∞)) ∩ C2,1(Ω× (0,∞)) ∩ L∞loc([0,∞);W
1,q(Ω)),
u ∈ C(Ω× [0,∞)) ∩ C2,1(Ω× (0,∞)) ∩ L∞loc([0,∞);D(A
ϑ)),
P ∈ C1,0(Ω× (0,∞)).
Also, the solution is unique in the sense that it allows up to addition of spatially constants
to the pressure P . Moreover, there exists a constant C > 0 such that
‖n1(·, t)‖L∞(Ω) + ‖n2(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,q(Ω) + ‖u(·, t)‖L∞(Ω) ≤ C for all t ∈ (0,∞).
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The second theorem is concerned with asymptotic stability in (1.1).
Theorem 1.2. Let the assumption of Theorem 1.1 holds. Then the solution of (1.1) has
the following properties :
(i) Assume that a1, a2 ∈ (0, 1). Then
n1(·, t)→ N1, n2(·, t)→ N2, c(·, t)→ 0, u(·, t)→ 0 in L
∞(Ω) as t→∞,
where
N1 :=
1− a1
1− a1a2
, N2 :=
1− a2
1− a1a2
.
(ii) Assume that a1 ≥ 1 > a2. Then
n1(·, t)→ 0, n2(·, t)→ 1, c(·, t)→ 0, u(·, t)→ 0 in L
∞(Ω) as t→∞.
The strategy for the proof of Theorem 1.1 is to derive the Lp-estimate for ni with
p > 3
2
. By using the differential inequality we can see
∫
Ω
n
p
1 +
∫
Ω
n
p
2 ≤ C
∫ t
s0
e−(p+1)(t−s)
∫
Ω
|∆c|p+1 − C
∫ t
s0
e−(p+1)(t−s)
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
with some C > 0 and s0 > 0. The maximal Sobolev regularity (see Lemma 2.2) will be
used to control
∫ t
s0
e−(p+1)(t−s)
∫
Ω
|∆c|p+1. Combining the maximal Sobolev regularity with
some estimate for |Au|2, we can obtain the Lp-estimate for ni. On the other hand, the
strategy for the proof of Theorem 1.2 is to derive the following inequality:∫ ∞
0
∫
Ω
(n1 −N1)
2 +
∫ ∞
0
∫
Ω
(n2 −N2)
2 ≤ C(1.4)
with some C > 0, where (N1, N2, 0, 0) is a constant solution to (1.1). In order to obtain
this estimate we will use the energy function
E :=
∫
Ω
(
n1 −N1 −N1 log
n1
N1
)
+ b1
∫
Ω
(
n2 −N2 −N2 log
n2
N2
)
+
b2
2
∫
Ω
c2
with some b1, b2 > 0, and show
d
dt
E(t) ≤ −ε
∫
Ω
[
(n1 −N1)
2 + (n2 −N2)
2
]
with some ε > 0. This estimate and the positivity of E(t) lead to (1.4).
This paper is organized as follows. In Section 2 we collect basic facts which will be used
later. In Section 3 we prove global existence and boundedness (Theorem 1.1). Sections 4
is devoted to showing asymptotic stability (Theorem 1.2).
4
2. Preliminaries
In this section we will provide some results which will be used later. The following
lemma gives local existence of solutions to (1.1).
Lemma 2.1. Let Ω ⊂ R3 be a bounded domain with smooth boundary. Suppose that (1.2)
and (1.3) hold. Then there exists Tmax ∈ (0,∞] such that the problem (1.1) possesses a
classical solution (n1, n2, c, u, P ) fulfilling
n1, n2 ∈ C(Ω× [0, Tmax)) ∩ C
2,1(Ω× (0, Tmax)),
c ∈ C(Ω× [0, Tmax)) ∩ C
2,1(Ω× (0, Tmax)) ∩ L
∞
loc([0, Tmax);W
1,q(Ω)),
u ∈ C(Ω× [0, Tmax)) ∩ C
2,1(Ω× (0, Tmax)) ∩ L
∞
loc([0, Tmax);D(A
ϑ)),
n1, n2 > 0, c > 0 in Ω× (0, Tmax).
Also, the solution is unique up to addition of spatially constants to the pressure P . More-
over, either Tmax =∞ or
lim sup
tրTmax
(‖n1(·, t)‖L∞(Ω) + ‖n2(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,q(Ω) + ‖A
ϑu(·, t)‖L2(Ω)) =∞.
Proof. The proof of local existence of classical solutions to (1.1) is based on a standard
contraction mapping argument, which can be found in [37]. Accordingly, the maximum
principle is applied to yield n1, n2 > 0 and c > 0 in Ω× (0, Tmax).
Given all s0 ∈ (0, Tmax), from the regularity properties we see that
c(·, s0) ∈ C
2(Ω) with ∂νc(·, s0) = 0 on ∂Ω.
In particular, there exists M =M(s0) > 0 such that
‖c(·, s0)‖W 2,∞(Ω) ≤M
(see e.g., [42]).
The following lemma is referred to as a variation of the maximal Sobolev regularity
(see [13, Theorem 3.1]), which is important to prove Theorem 1.1.
Lemma 2.2. Let s0 ∈ (0, Tmax). Then for all p > 1 there exists a constant C1 = C1(p) > 0
such that ∫ t
s0
∫
Ω
eps|∆c|p ≤ C1
∫ t
s0
∫
Ω
eps|2c− (αn1 + βn2)c− u · ∇c|
p
+ C1e
ps0(‖c(·, s0)‖
p
Lp(Ω) + ‖∆c(·, s0)‖
p
Lp(Ω))
holds for all t ∈ (s0, Tmax).
Proof. Let s0 ∈ (0, Tmax) and let t ∈ (s0, Tmax). We rewrite the third equation as
ct = (∆− 1)c− c+
(
2c− (αn1 + βn2)c
)
− u · ∇c,
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and use the transformation c˜(·, s) = esc(·, s), s ∈ (s0, t). Then c˜ satisfies

c˜t = (∆− 1)c˜+ f, x ∈ Ω, s ∈ (s0, t),
∂ν c˜ = 0, x ∈ ∂Ω, s ∈ (s0, t),
c˜(·, s0) = e
s0c(·, s0) ∈ W
2,p(Ω), x ∈ Ω,
where
f := es(2c− (αn1 + βn2)c− u · ∇c) ∈ L
p(s0, t;L
p(Ω)).
Therefore an application of the maximal Sobolev regularity [13, Theorem 3.1] to c˜ implies
this lemma.
3. Boundedness. Proof of Theorem 1.1
In this section we will prove Theorem 1.1 by preparing a series of lemmas.
Lemma 3.1. There exists a constant C2 > 0 such that∫
Ω
ni(·, t) ≤ C2
for all t ∈ (0, Tmax) for i = 1, 2.
Proof. The same argument as in the proof of [14, Lemma 3.1] implies this lemma.
Lemma 3.2. The function t 7→ ‖c(·, t)‖L∞(Ω) is nonincreasing. In particular,
‖c(·, t)‖L∞(Ω) ≤ ‖c0‖L∞(Ω)
holds for all t ∈ (0, Tmax).
Proof. We can prove this lemma by applying the maximum principle to the third equation
in (1.1).
Lemma 3.3. For r ∈ (1, 3) there exists a constant C3 = C3(r) > 0 such that
‖u(·, t)‖Lr(Ω) ≤ C3
for all t ∈ (0, Tmax).
Proof. From the well-known Neumann heat semigroup estimates together with Lemma
3.1 we can obtain the Lr-estimate for u with r ∈ (1, 3) (for more details, see [39, Corollary
3.4]).
Now we fix s0 ∈ (0, Tmax) ∩ (0, 1]. The proofs of the following two lemmas are based
on the methods in [42, Lemma 3.1].
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Lemma 3.4. For all p > 1, ε > 0 and ℓ > 0 there exists a constant C4 = C4(p) > 0 such
that
1
p
∫
Ω
n
p
1(·, t) +
1
p
∫
Ω
n
p
2(·, t)
≤ −(µ− ε− ℓ)e−(p+1)t
∫ t
s0
e(p+1)s
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
+ C4ℓ
−pχp+1e−(p+1)t
∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 + C4
for all t ∈ (s0, Tmax), where µ = min{µ1, µ2}, χ = max{χ1, χ2}.
Proof. Let p > 1. Multiplying the first equation in (1.1) by np−11 and integrating it over
Ω, we see that
1
p
d
dt
∫
Ω
n
p
1 = −
1
p
∫
Ω
u · ∇np1 +
∫
Ω
n
p−1
1 ∆n1 + χ1
p− 1
p
∫
Ω
∇np1 · ∇c
+ µ1
∫
Ω
n
p
1 − µ1
∫
Ω
n
p+1
1 − a1µ1
∫
Ω
n
p
1n2.
Noting from ∇ · u = 0 in Ω × (0, Tmax) that
∫
Ω
u · ∇np1 = −
∫
Ω
(∇ · u)np1 = 0, we obtain
from integration by parts and nonnegativity of n1, n2 that
1
p
d
dt
∫
Ω
n
p
1 = −(p− 1)
∫
Ω
n
p−2
1 |∇n1|
2 − χ1
p− 1
p
∫
Ω
n
p
1∆c+ µ1
∫
Ω
n
p
1 − µ1
∫
Ω
n
p+1
1(3.1)
− a1µ1
∫
Ω
n
p
1n2
≤ −χ1
p− 1
p
∫
Ω
n
p
1∆c+ µ1
∫
Ω
n
p
1 − µ1
∫
Ω
n
p+1
1
= −
p + 1
p
∫
Ω
n
p
1 − χ1
p− 1
p
∫
Ω
n
p
1∆c +
(
µ1 +
p+ 1
p
) ∫
Ω
n
p
1 − µ1
∫
Ω
n
p+1
1 .
Now we let ε > 0 and ℓ > 0. By the Young inequality there exists a constant C5 =
C5(µ1, ε, p) > 0 such that
(3.2)
(
µ1 +
p+ 1
p
)∫
Ω
n
p
1 ≤ ε
∫
Ω
n
p+1
1 + C5.
Moreover, the second term on the right-hand side of (3.1) can be estimated as
(3.3) − χ1
p− 1
p
∫
Ω
n
p
1∆c ≤ χ1
∫
Ω
n
p
1|∆c| ≤ ℓ
∫
Ω
n
p+1
1 + C6ℓ
−pχ
p+1
1
∫
Ω
|∆c|p+1
with some C6 = C6(p) > 0. Hence we derive from (3.1), (3.2) and (3.3) that
1
p
d
dt
∫
Ω
n
p
1 +
p+ 1
p
∫
Ω
n
p
1 ≤ −(µ1 − ε− ℓ)
∫
Ω
n
p+1
1
+ C6ℓ
−pχ
p+1
1
∫
Ω
|∆c|p+1 + C5.
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Therefore there exists C7 = C7(µ1, ε, p, |Ω|, s0) > 0 such that
1
p
∫
Ω
n
p
1(·, t) ≤ e
−(p+1)(t−s0)
1
p
∫
Ω
n
p
1(·, s0)− (µ1 − ε− ℓ)
∫ t
s0
e−(p+1)(t−s)
∫
Ω
n
p+1
1(3.4)
+ C6ℓ
−pχ
p+1
1
∫ t
s0
e−(p+1)(t−s)
∫
Ω
|∆c|p+1 + C5
∫ t
s0
e−(p+1)(t−s)
≤ −(µ1 − ε− ℓ)e
−(p+1)t
∫ t
s0
e(p+1)s
∫
Ω
n
p+1
1
+ C6ℓ
−pχ
p+1
1 e
−(p+1)t
∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 + C7
for each t ∈ (s0, Tmax). Similarly, we see that
1
p
∫
Ω
n
p
2(·, t) ≤ −(µ2 − ε− ℓ)e
−(p+1)t
∫ t
s0
e(p+1)s
∫
Ω
n
p+1
2(3.5)
+ C6ℓ
−pχ
p+1
2 e
−(p+1)t
∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 + C8
with some C8 = C8(µ2, ε, p, |Ω|, s0) > 0. Thus from (3.4) and (3.5) we have that there
exists C9 = C9(µ, ε, p, |Ω|, s0) > 0 such that
1
p
∫
Ω
n
p
1(·, t) +
1
p
∫
Ω
n
p
2(·, t)
≤ −(µ− ε− ℓ)e−(p+1)t
∫ t
s0
e(p+1)s
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
+ 2C6ℓ
−pχp+1e−(p+1)t
∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 + C9,
where µ = min{µ1, µ2} and χ = max{χ1, χ2}.
Lemma 3.5. For all p ∈ (1, 2) there exists a constant C10 = C10(p) > 0 such that∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1
≤ C10
∫ t
s0
e(p+1)s(‖n1‖
p+1
Lp+1(Ω) + ‖n2‖
p+1
Lp+1(Ω)) + C10
∫ t
s0
e(p+1)s‖Au‖2L2(Ω) ds
+ C10e
(p+1)t + C10
for all t ∈ (s0, Tmax).
Proof. Fix θ ∈ (1, 2) and put θ′ = θ
θ−1
. We derive from Lemma 2.2 that∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 ≤ C11
∫ t
s0
e(p+1)s
∫
Ω
|2c− (αn1 + βn2)c− u · ∇c|
p+1(3.6)
+ C11e
(p+1)s0‖c(·, s0)‖
p+1
W 2,p+1(Ω)
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holds with some C11 = C11(p) > 0. Lemma 3.2 and the Ho¨lder inequality imply∫ t
s0
e(p+1)s
∫
Ω
|2c− (αn1 + βn2)c− u · ∇c|
p+1(3.7)
≤ C12
∫ t
s0
e(p+1)s
∫
Ω
(np+11 + n
p+1
2 + |u · ∇c|
p+1) + C12e
(p+1)t
≤ C12
∫ t
s0
e(p+1)s
(
‖n1‖
p+1
Lp+1(Ω) + ‖n2‖
p+1
Lp+1(Ω) + ‖u‖
p+1
L(p+1)θ(Ω)
‖∇c‖p+1
L(p+1)θ
′
(Ω)
)
+ C12e
(p+1)t
with some C12 = C12(p) > 0. Here we see from the Gagliardo–Nirenberg inequality and
Lemma 3.2 that there exist constants C13 = C13(p), C14 = C14(p) > 0 such that
‖∇c‖p+1
L(p+1)θ
′(Ω)
≤ C13‖∆c‖
a(p+1)
Lp+1(Ω)‖c‖
(1−a)(p+1)
L∞(Ω) + C13‖c‖
p+1
L1(Ω)(3.8)
≤ C14‖∆c‖
a(p+1)
Lp+1(Ω) + C14
with a :=
1− 3
(p+1)θ′
2− 3
p+1
∈ (1
2
, 1). By (3.6), (3.7), (3.8) and the Young inequality it holds that
∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 ≤ C15
∫ t
s0
e(p+1)s(‖n1‖
p+1
Lp+1(Ω) + ‖n2‖
p+1
Lp+1(Ω))
+ a
∫ t
s0
e(p+1)s‖∆c‖p+1
Lp+1(Ω) + C15
∫ t
s0
e(p+1)s‖u‖
p+1
1−a
L(p+1)θ(Ω)
+ C15
∫ t
s0
e(p+1)s‖u‖p+1
L(p+1)θ(Ω)
+ C15e
(p+1)t + C15
with some C15 = C15(p) > 0. Here we use p < 2, which namely enable us to pick r ∈ (1, 3)
such that
(3.9)
2− 3
p+1
1− 3
(p+1)θ
· (p+ 1) ·
3
r
− 3
(p+1)θ
1
2
+ 3
r
< 2
holds. Therefore we can obtain that∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1(3.10)
≤
C15
1− a
∫ t
s0
e(p+1)s(‖n1‖
p+1
Lp+1(Ω) + ‖n2‖
p+1
Lp+1(Ω)) +
C15
1− a
∫ t
s0
e(p+1)s‖u‖
p+1
1−a
L(p+1)θ(Ω)
+
C15
1− a
∫ t
s0
e(p+1)s‖u‖p+1
L(p+1)θ(Ω)
+
C15
1− a
e(p+1)t +
C15
1− a
.
Now we see from the Gagliardo–Nirenberg inequality, Lemma 3.3 and the Young inequality
that there exists a constant C16 = C16(p) > 0 such that
(3.11) ‖u(·, s)‖
p+1
1−a
L(p+1)θ(Ω)
≤ ‖Au(·, s)‖
p+1
1−a
b
L2(Ω)‖u(·, s)‖
p+1
1−a
(1−b)
Lr(Ω) ≤ C16 + C16‖Au(·, s)‖
2
L2(Ω)
9
with b :=
3
r
− 3
(p+1)θ
1
2
+ 3
r
∈ (0, 1), since p+1
1−a
b < 2 from (3.9). Similarly, there exists a constant
C17 = C17(p) > 0 such that
(3.12) ‖u(·, s)‖p+1
L(p+1)θ(Ω)
≤ C17 + C17‖Au(·, s)‖
2
L2(Ω)
for all s ∈ (s0, Tmax). Therefore combination of (3.10) with (3.11) and (3.12) yields that
there exists a constant C18 = C18(p) > 0 such that∫ t
s0
e(p+1)s
∫
Ω
|∆c(·, s)|p+1 ds
≤ C18
∫ t
s0
e(p+1)s(‖n1(·, s)‖
p+1
Lp+1(Ω) + ‖n2(·, s)‖
p+1
Lp+1(Ω)) ds
+ C18
∫ t
s0
e(p+1)s‖Au(·, s)‖2L2(Ω) ds+ C18e
(p+1)t + C18
for all t ∈ (s0, Tmax), which means the end of the proof.
In order to control
∫ t
s0
e(p+1)s
∫
Ω
|∆c|p+1 we provide the following lemma.
Lemma 3.6. For all p > 1 there exists a constant C19 = C19(p) > 0 such that∫ t
s0
e(p+1)s
∫
Ω
|Au|2
≤ 2e(p+1)s0
∫
Ω
|A
1
2u(·, s0)|
2 + C19e
(p+1)t + C19
∫ t
s0
e(p+1)s
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
for all t ∈ (s0, Tmax).
Proof. It follows from the fourth equation in (1.1), the Young inequality and the continuity
of the Helmholtz projection on L2(Ω;R3) ([9, Theorem 1]) that
1
2
d
dt
∫
Ω
|A
1
2u|2 +
∫
Ω
|Au|2
=
∫
Ω
Au · P[(γn1 + δn2)∇φ]
≤
1
4
∫
Ω
|Au|2 +
∫
Ω
|(γn1 + δn2)∇φ|
2
≤
1
4
∫
Ω
|Au|2 + (γ2 + δ2)‖∇φ‖2L∞(Ω)
(∫
Ω
n21 +
∫
Ω
n22
)
≤
1
4
∫
Ω
|Au|2 + (γ2 + δ2)‖∇φ‖2L∞(Ω)
(
2|Ω|+
∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
,
and hence there exists a constant C20 > 0 such that
(3.13)
1
2
d
dt
∫
Ω
|A
1
2u|2 +
3
4
∫
Ω
|Au|2 ≤ C20 + C20
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
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and we derive from [7, Part2, Theorem 14.1], Lemma 3.3 and the Young inequality that
(3.14)
∫
Ω
|A
1
2u|2 ≤ C21‖Au(·, s)‖L2(Ω)‖u‖L2(Ω) ≤ C22 +
1
(p+ 1)
‖Au(·, s)‖2L2(Ω)
with some constants C21, C22 > 0. By (3.13) and (3.14) we obtain
1
2
d
dt
∫
Ω
|A
1
2u|2 +
p + 1
2
∫
Ω
|A
1
2u|2 +
1
4
∫
Ω
|Au|2 ≤ C23 + C23
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
with some constant C23 = C23(p) > 0, and hence we have∫ t
s0
e(p+1)s
∫
Ω
|Au|2
≤ 2e(p+1)s0
∫
Ω
|A
1
2u(·, s0)|
2 + C24e
(p+1)t + C24
∫ t
s0
e(p+1)s
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
with some constant C24 = C24(p) > 0, which concludes the proof.
Lemma 3.7. For all p ∈ (1, 2) and for all ℓ > 0 there exist positive constants K(p) > 0
and C25 = C25(p, ℓ) > 0 such that if µ > µp,ℓ := ℓ +K(p)ℓ
−pχp+1, then
‖ni(·, t)‖Lp(Ω) ≤ C25 for all t ∈ (s0, Tmax)
for i = 1, 2, where µ = min{µ1, µ2}, χ = max{χ1, χ2}.
Proof. It follows from Lemmas 3.4, 3.5 and 3.6 that there exists a constant K(p) > 0 such
that
1
p
∫
Ω
n
p
1(·, t) +
1
p
∫
Ω
n
p
2(·, t)
≤ −(µ− ε− ℓ−K(p)ℓ−pχp+1)e−(p+1)t
∫ t
s0
e(p+1)s
(∫
Ω
n
p+1
1 +
∫
Ω
n
p+1
2
)
+K(p)ℓ−pχp+1 +K(p)
for all t ∈ (s0, Tmax). We assume that µ > µp,ℓ. Then there exists ε ∈ (0, µ − µp,ℓ) such
that
µ− ε− ℓ−K(p)ℓ−pχp+1 ≥ 0.
Thus we derive that
1
p
∫
Ω
n
p
1(·, t) +
1
p
∫
Ω
n
p
2(·, t) ≤ K(p)ℓ
−pχp+1 +K(p)
holds for all t ∈ (s0, Tmax), which concludes the proof of Lemma 3.7.
The proof of the following lemma is based on the method in [42, Proof of Theorem 1].
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Lemma 3.8. For all p ∈ (3
2
, 2) there exists ξ0 > 0 such that if
χ
µ
< ξ0, then there exists a
constant C26 > 0 such that
‖ni(·, t)‖Lp(Ω) ≤ C26 for all t ∈ (0, Tmax)
for i = 1, 2.
Proof. Let p ∈ (3
2
, 2) and let ξ0 = ξ0(p) > 0 satisfing
inf
ℓ>0
µp,ℓ = inf
ℓ>0
(ℓ+K(p)ℓ−pχp+1) =
1
ξ0
χ.
Then we can see that χ
µ
< ξ0 implies µ > µp,ℓ with some ℓ > 0. Therefore Lemma 3.7
implies that there exists a constant C27 = C27(p) > 0 such that
‖ni(·, t)‖Lp(Ω) ≤ C27 for all t ∈ (0, Tmax)
for each i = 1, 2, which implies the end of the proof.
Lemma 3.9. Assume χ
µ
< ξ0. Then there exists a constant C28 > 0 such that
‖Aϑu(·, t)‖L2(Ω) ≤ C28 and ‖u(·, t)‖L∞(Ω) ≤ C28
for all t ∈ (0, Tmax).
Proof. Noting that 1
2
+ 2
3
(1 − ϑ) ∈ (1
2
, 2
3
), we can fix p ∈
(
1
1
2
+ 2
3
(1−ϑ)
, 2
)
. It follows from
Lemma 3.8, the well-known regularization estimates for Stokes semigroup [11, 27] and
the continuity of the Helmholtz projection on Lr(Ω;R3) (see e.g., [9, Theorem 1]) that
there exist constants C29, C30, C31, C32 > 0 and λ > 0 such that
‖Aϑu(·, t)‖L2(Ω) ≤ ‖A
ϑe−tAu0‖L2(Ω) +
∫ t
0
‖Aϑe−(t−s)AP[(γn1 + δn2)∇φ]‖L2(Ω) ds
≤ ‖Aϑu0‖L2(Ω)
+ C29
∫ t
0
(t− s)−ϑ−
3
2
( 1
p
− 1
2
)
e−λ(t−s)‖P[(γn1 + δn2)∇φ]‖Lp(Ω) ds
≤ ‖Aϑu0‖L2(Ω) + C30
∫ t
0
(t− s)−ϑ−
3
2
( 1
p
− 1
2
)e−λ(t−s)‖γn1 + δn2‖Lp(Ω) ds
≤ ‖Aϑu0‖L2(Ω) + C31
∫ ∞
0
σ−ϑ−
3
2
( 1
p
− 1
2
)e−λσ dσ ≤ C32
for all t ∈ (0, Tmax) since ϑ +
3
2
(1
p
− 1
2
) < 1. Moreover, the properties of D(Aϑ) ([10,
Theorem 3] and [12, Theorem 1.6.1]) imply that there exists C33 > 0 such that
‖u(·, t)‖L∞(Ω) ≤ C33‖A
ϑu(·, t)‖L2(Ω)
for all t ∈ (0, Tmax), which concludes the proof.
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Lemma 3.10. Assume χ
µ
< ξ0. Then there exist r ∈ (3, 6) ∩ (1, q] and C34 = C34(r) > 0
such that
‖∇c(·, t)‖Lr(Ω) ≤ C34 for all t ∈ (0, Tmax).
Proof. Let r ∈ (3, 6) ∩ (1, q] and fix p ∈ ( 3q
q+3
, 2). An application of the variation of
constants formula for c leads to
‖∇c(·, t)‖Lr(Ω) ≤ ‖∇e
t(∆−1)c0‖Lr(Ω)(3.15)
+
∫ t
0
‖∇e(t−s)(∆−1)(αn1(·, s) + βn2(·, s) + 1)c(·, s)‖Lr(Ω) ds
+
∫ t
0
‖∇e(t−s)(∆−1)∇ · (u(·, s)c(·, s))‖Lr(Ω) ds.
We first obtain the estimate for the first term on the right-hand side of (3.15). Noting
that q > 3, we derive from the Ho¨lder inequality and [36, Lemma 1.3 (iii)] that there
exist constants C35, C36 > 0 such that
‖∇et(∆−1)c0‖Lr(Ω) ≤ C35‖∇e
t(∆−1)c0‖Lq(Ω)(3.16)
≤ C36‖∇c0‖Lq(Ω).
We next establish the estimate for the second term on the right-hand side of (3.15).
Lemmas 3.2 and 3.8 yield that there exist constants C37, C38 > 0 such that∫ t
0
‖∇e(t−s)(∆−1)(αn1(·, s) + βn2(·, s) + 1)c(·, s)‖Lr(Ω) ds(3.17)
≤ C37
∫ t
0
[1 + (t− s)−
1
2
− 3
2
( 1
p
− 1
r
)]e−(t−s)(‖n1(·, s)‖Lp(Ω) + ‖n2(·, s)‖Lp(Ω) + |Ω|
1
p ) ds
≤ C38
∫ t
0
[1 + (t− s)−
1
2
− 3
2
( 1
p
− 1
r
)]e−(t−s) ds.
Here, since 1
2
+ 3
2
(1
p
− 1
r
) < 1, we have
(3.18)
∫ t
0
[1 + (t− s)−
1
2
− 3
2
( 1
p
− 1
r
)]e−(t−s) ds ≤
∫ ∞
0
(1 + σ−
1
2
− 3
2
( 1
p
− 1
r
))e−σ dσ <∞.
Combination of (3.17) and (3.18) derives that
(3.19)
∫ t
0
‖∇e(t−s)(∆−1)(αn1(·, s) + βn2(·, s) + 1)c(·, s)‖Lr(Ω) ds ≤ C39
with some constant C39 > 0. Finally we will deal with the third term on the right-hand
side of (3.15). Now we put θ ≥ r, 0 < ℓ < 1
2
satisfying 1
2
+ 3
2
(1
θ
− 1
r
) < ℓ and a ∈ (0, 1
2
− ℓ).
Then we derive from [15, Section 2] and Lemmas 3.2 and 3.9 that there exist constants
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C40, C41, C42 > 0 and λ > 0 such that∫ t
0
‖∇e(t−s)(∆−1)∇ · (u(·, s)c(·, s))‖Lr(Ω) ds(3.20)
≤
∫ t
0
‖e(t−s)(∆−1)∇ · (u(·, s)c(·, s))‖W 1,r(Ω) ds
≤ C40
∫ t
0
‖(−∆+ 1)ℓe(t−s)(∆−1)∇ · (u(·, s)c(·, s))‖Lθ(Ω) ds
≤ C41
∫ t
0
(t− s)−ℓ−
1
2
−ae−λ(t−s)‖u(·, s)c(·, s)‖Lθ(Ω) ds
≤ C42
∫ t
0
(t− s)−ℓ−
1
2
−ae−λ(t−s) ds.
Noting that ℓ+ 1
2
+ a < 1, we infer that there exists a constant C43 > 0 such that
(3.21)
∫ t
0
(t− s)−ℓ−
1
2
−ae−λ(t−s) ds ≤
∫ ∞
0
σ−ℓ−
1
2
−ae−λσ dσ ≤ C43.
From (3.20) and (3.21) we have
(3.22)
∫ t
0
‖∇e(t−s)(∆−1)∇ · (u(·, s)c(·, s))‖Lr(Ω) ds ≤ C44
with some constant C44 > 0. Therefore in light of (3.15), (3.16), (3.19) and (3.22) there
exists a constant C45 > 0 that
‖∇c(·, t)‖Lr(Ω) ≤ C45
for all t ∈ (0, Tmax).
Then we will derive the L∞-estimate for ni by using the well-known semigroup esti-
mates (see [2]).
Lemma 3.11. Assume χ
µ
< ξ0. Then there exists a constant C46 > 0 such that
‖ni(·, t)‖L∞(Ω) ≤ C46 for all t ∈ (0, Tmax)
for i = 1, 2.
Proof. We let q > 3 and let p ∈ (3
2
, 2) with 3p
3−p
< q. Then thanks to Lemma 3.8, we
obtain
‖n1(·, t)‖Lp(Ω) ≤ C47
for all t ∈ (0, Tmax) with some C47 > 0. Now we can choose r ∈ (3, q) such that p >
3r
3+r
and θ > 1 satisfying
1
θ
< min
{
1−
r(3− p)
3p
,
q − r
q
}
,
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and put θ′ := θ
θ−1
, and then
rθ′ <
3p
3− p
and rθ′ < q
hold. Now for all T ′ ∈ (0, Tmax) we note that
M(T ′) := sup
t∈(0,T ′)
‖n1(·, t)‖L∞(Ω)
is finite. In order to obtain the estimate for M(T ′) for all t ∈ (0, T ′) we put t0 := (t− 1)+
and represent n1 according to
n1(·, t) = e
(t−t0)∆n1(t0)−
∫ t
t0
e(t−s)∆∇ · (χn1(·, s)∇c(·, s) + n1(·, s)u(·, s))ds
+ µ1
∫ t
t0
e(t−s)∆n1(1− n1 − a1n2)ds
=: I1(·, t) + I2(·, t) + I3(·, t).
In the case that t ≤ 1, from the order preserving property of the Neumann heat semigroup
we know that
‖I1(·, t)‖L∞(Ω) ≤ ‖n1,0‖L∞(Ω) for all t ∈ (0,min{1, T
′}).
In the case that t > 1, by using the Lp-Lq estimate for (eτ∆)τ>0 (see [36, Lemma 1.3 (i)])
and Lemma 3.8 we can see that there exists a constant C48 > 0 such that
‖I1(·, t)‖L∞(Ω) ≤ ‖n1(·, t0)‖Lp(Ω) ≤ C48 for all t ∈ (1, T
′).
Thanks to the elementary inequality
µ1n1(1− n1 − a1n2) ≤ −µ1
(
n1 −
1 + µ1
2µ1
)2
+
(1 + µ1)
2
4µ1
≤
(1 + µ1)
2
4µ1
together with the maximum principle, we see that there exists a constant C49 > 0 such
that
I3(·, t) ≤ C49 for all t ∈ (1, T
′).
Next we obtain from the known smoothing property of (eτ∆)τ≥0 (see [8]) that∫ t
t0
∥∥e(t−s)∆∇ · (χ1n1(·, s)∇c(·, s) + n1(·, s)u(·, s))∥∥L∞(Ω) ds
≤ C50 sup
s∈(0,T ′)
(
χ1 ‖n1(·, s)∇c(·, s)‖L∞(Ω) + ‖n1(·, s)u(·, s)‖L∞(Ω)
)∫ 1
0
σ−
1
2
− 3
2r dσ
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for all t ∈ (0, T ′) with some C50 > 0. Here we note from
1
3
+ 3
2r
< 1 that
∫ 1
0
σ−
1
3
− 3
2r dσ is
finite. Then we can obtain that
‖n1(·, s)∇c(·, s)‖L∞(Ω) ≤ ‖n1(·, s)∇c(·, s)‖L∞(Ω)
≤ ‖n1(·, s)‖Lrθ(Ω)‖∇c(·, s)‖Lrθ′(Ω)
≤M(T ′)1−
1
rθ ‖n1(·, s)‖
1
rθ
L1(Ω)‖∇c(·, s)‖Lrθ′(Ω)
for all s ∈ (0, T ′). Noting from rθ′ < 3p
3−p
that
rθ′ ∈ (3, 6) ∩ (1, q],
we have from Lemma 3.10 that there exists C51 > 0 such that
‖∇c(·, s)‖Lrθ′(Ω) ≤ C51 for all s ∈ (0, T
′).
Therefore we can find C52 > 0 satisfying
‖n1(·, s)∇c(·, s)‖L∞(Ω) ≤ C52 for all s ∈ (0, T
′).
Similarly, from Lemma 3.9 there exists a constant C53 > 0 such that
‖n1(·, s)u(·, s)‖Lθ(Ω) ≤ C53M(T
′)1−
1
rθ ‖n1(·, s)‖L1(Ω).
Therefore, Lemma 3.1 leads to the existence of C54, C55 > 0 such that
n1(·, t) ≤ ‖I1(·, t)‖L∞(Ω) + ‖I2(·, t)‖L∞(Ω) + I3(·, t) ≤ C54 + C55M(T
′)1−
1
rθ ,
which implies from the positivity of n1 that
M(T ′) ≤ C54 + C55M(T
′)1−
1
rθ .
Noting that rθ > 1, we derive that there exists C56 > 0 such that
M(T ′) = sup
t∈(0,T ′)
‖n1(·, t)‖L∞(Ω) ≤ C56 for all T
′ ∈ (0, Tmax).
Similarly we prove that there exists a constant C57 > 0 such that ‖n2(·, t)‖L∞(Ω) ≤ C57
for all t ∈ (0, Tmax). Therefore we can attain the conclusion of the proof.
Proof of Theorem 1.1. Combination of Lemmas 2.1, 3.9, 3.10 and 3.11 directly leads
to Theorem 1.1.
4. Stabilization. Proof of Theorem 1.2
4.1. Case 1: a1, a2 ∈ (0, 1)
Now we assume that χ
µ
< ξ0. In this section we will show stabilization in (1.1) in the case
a1, a2 ∈ (0, 1). We will prove the key estimate for the proof of Theorem 1.2. The proof is
same as that of [14, Lemma 4.1].
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Lemma 4.1. Let a1, a2 ∈ (0, 1) and let (n1, n2, c, u) be a solution to (1.1). Under the
assumption of Theorem 1.1, there exist k1, ℓ1 > 0 and ε1 > 0 such that the nonnegative
functions E1 and F1 defined by
E1 :=
∫
Ω
(
n1 −N1 log
n1
N1
)
+ k1
∫
Ω
(
n2 −N2 log
n2
N2
)
+
ℓ1
2
∫
Ω
c2
and
F1 :=
∫
Ω
(n1 −N1)
2 +
∫
Ω
(n2 −N2)
2
satisfy
d
dt
E1(t) ≤ −ε1F1(t) for all t > 0,(4.1)
where
N1 :=
1− a1
1− a1a2
, N2 :=
1− a2
1− a1a2
.
By using Lemma 4.1 we can show stabilization of n1, n2.
Lemma 4.2. Let a1, a2 ∈ (0, 1) and let (n1, n2, c, u) be a solution to (1.1). Under the
assumption of Theorem 1.1, the solution of (1.1) satisfies the following properties :
‖n1(·, t)−N1‖L∞(Ω) → 0, ‖n2(·, t)−N2‖L∞(Ω) → 0 as t→∞.
Proof. Firstly we can see from Lemmas 3.9, 3.10, 3.11 and [18] that there exist constants
C58 > 0 and α0 ∈ (0, 1) such that
‖n1‖
C
α0,
α0
2 (Ω×[t,t+1])
+ ‖n2‖
C
α0,
α0
2 (Ω×[t,t+1])
≤ C58
for all t ≥ 1. Now we set
f1(t) :=
∫
Ω
(n1 −N1)
2 +
∫
Ω
(n2 −N2)
2 ≥ 0.
Then the function f1 is nonnegative and uniformly continuous. We see from Lemma 4.1
that ∫ ∞
1
∫
Ω
(n1 −N1)
2 +
∫ ∞
1
∫
Ω
(n2 −N2)
2 =
∫ ∞
1
f1(t) dt ≤
1
ε1
E1(1) <∞.(4.2)
Thus the compactness method ([14, Lemma 4.6]) concludes the proof.
4.2. Case 2: a1 ≥ 1 > a2
In this section we assume that χ
µ
< ξ0. This section is devoted to obtaining stabilization
in (1.1) in the case a1 ≥ 1 > a2. We will give the following lemma for obtaining it. The
proof is same as that of [14, Lemma 4.3].
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Lemma 4.3. Let a1 ≥ 1 > a2 and let (n1, n2, c, u) be a solution to (1.1). Under the
assumption of Theorem 1.1, there exist k2, ℓ2 > 0 and ε2 > 0 such that the nonnegative
functions E2 and F2 defined by
E2 :=
∫
Ω
n1 + k2
∫
Ω
(n2 − log n2) +
ℓ2
2
∫
Ω
c2
and
F2 :=
∫
Ω
n21 +
∫
Ω
(n2 − 1)
2
satisfy
d
dt
E2(t) ≤ −ε2F2(t) for all t > 0.(4.3)
By using a similar argument, Lemma 4.3 leads to stabilization of n1, n2.
Lemma 4.4. Let a1 ≥ 1 > a2 and let (n1, n2, c, u) be a solution to (1.1). Under the
assumption of Theorem 1.1, it holds that
‖n1(·, t)‖L∞(Ω) → 0, ‖n2(·, t)− 1‖L∞(Ω) → 0 as t→∞.
Proof. Noting from Lemma 4.3 that∫ ∞
1
∫
Ω
n21 +
∫ ∞
1
∫
Ω
(n2 − 1)
2 <∞,(4.4)
we can prove this lemma by the same argument as in the proof of Lemma 4.2.
4.3. Convergence for c and u
Finally we give the following lemma to establish the decay properties of c and u. We first
show the lower estimate for n2.
Lemma 4.5. Let a2 ∈ (0, 1). Under the assumption of Theorem 1.1, there exist constants
C59 > 0 and T
∗ > 0 such that
n2(x, t) ≥ C59 for all x ∈ Ω and all t > T
∗.
Proof. We first deal with the case that a1, a2 ∈ (0, 1). Now, we assume that this lemma
does not hold. Then there exist {xj}j∈N ⊂ Ω and {tj}j∈N ⊂ [0,∞) such that tj → ∞ as
j →∞ satisfying
n2(xj , tj) <
N2
2
for all j ∈ N.
Thus we have
‖n2(·, tj)−N2‖L∞(Ω) ≥ N2 − n2(xj, tj) >
N2
2
for all j ∈ N,(4.5)
which means that n2(·, tj) does not converge to N2 as j → ∞. However, Lemma 4.2
asserts that
‖n2(·, tj)−N2‖L∞(Ω) → 0 as j →∞,
which contradicts (4.5). In the case that a1 ≥ 1 > a2 a similar argument leads to the
lower estimate for n2. Therefore we can conclude the proof.
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Lemma 4.6. Under the assumption of Theorem 1.1, the solution of (1.1) satisfies
‖c(·, t)‖L∞(Ω) → 0, ‖u(·, t)‖L∞(Ω) → 0 as t→∞.
Proof. Noting from Lemmas 4.1 and 4.3 that
∫∞
T ∗
∫
Ω
(αn1+βn2)c
2 <∞ and using Lemma
4.5, we can establish that ∫ ∞
T ∗
∫
Ω
c2 <∞,
which entails ‖c(·, t)‖L∞(Ω) → 0 as t→ ∞. Next we will show that ‖u(·, t)‖L∞(Ω) → 0 as
t→∞. Let θ ∈ (3
4
, ϑ) and a = θ
ϑ
∈ (0, 1). It follows from combination of [10, Theorem 3],
[12, Theorem 1.6.1], [7, Part 2, Theorem 14.1] and Lemma 3.9 that there exist constants
C60, C61, C62 > 0 such that
‖u‖L∞(Ω) ≤ C60‖A
θu‖L2(Ω) ≤ C61‖A
ϑu‖aL2(Ω)‖A
0u‖1−a
L2(Ω) ≤ C62‖u‖
1−a
L2(Ω),
which means that it is sufficient to show that
‖u(·, t)‖L2(Ω) → 0 as t→∞.
We first note from the Poincare´ inequality that there exists a constant C63 > 0 such that
‖u(·, s)‖2L2(Ω) ≤ C63‖∇u(·, s)‖
2
L2(Ω)
for all s ∈ (0,∞). Put (n1,∞, n2,∞) := (N1, N2) if a1, a2 ∈ (0, 1) or (n1,∞, n2,∞) := (0, 1) if
a1 ≥ 1 > a2. We infer from the fourth equation in (1.1) and the Young inequality that
1
2
d
dt
∫
Ω
|u|2 +
∫
Ω
|∇u|2
=
∫
Ω
(γ(n1 − n1,∞) + δ(n2 − n2,∞))∇φ · u+ (γn1,∞ + δn2,∞)
∫
Ω
∇φ · u
≤
1
4C63
∫
Ω
|u|2 + C64
(∫
Ω
(n1 − n1,∞)
2 +
∫
Ω
(n2 − n2,∞)
2
)
+ (γn1,∞ + δn2,∞)
∫
Ω
∇φ · u
for all t ∈ (0,∞) with some constant C64 > 0. Since ∇·u = 0 in Ω× (0,∞), the functions
y(t) :=
∫
Ω
|u(·, t)|2 and h(t) := 2C64
(∫
Ω
(n1 − n1,∞)
2 +
∫
Ω
(n2 − n2,∞)
2
)
satisfy
y′(t) + C65y(t) ≤ h(t)
with some C65 > 0. Hence it holds that
y(t) ≤ y(0)e−C65t +
∫ t
0
e−C65(t−s)h(s) ds(4.6)
≤ y(0)e−C65t +
∫ t
2
0
e−C65(t−s)h(s) ds+
∫ t
t
2
e−C65(t−s)h(s) ds.
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Here we see from Lemma 3.11 that there exists a constant C66 > 0 such that h(s) ≤ C66
for all s > 0, and hence we have
(4.7)
∫ t
2
0
e−C65(t−s)h(s) ds ≤ C66e
−C65t
∫ t
2
0
eC65s ds ≤ C67e
−
C65
2
t
with some C67 > 0. On the other hand, noting from (4.2) and (4.4) that
∫∞
0
h(s) ds <∞,
we can see that
(4.8) 0 ≤
∫ t
t
2
e−C65(t−s)h(s) ds ≤
∫ t
t
2
h(s) ds→ 0 as t→∞.
Therefore combination of (4.6) with (4.7) and (4.8) leads to
‖u(·, t)‖2L2(Ω) = y(t)→ 0 as t→∞,
which means the end of the proof.
4.4. Proof of Theorem 1.2
Proof of Theorem 1.2. Lemmas 4.2, 4.4, and 4.6 directly show Theorem 1.2.
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