With any involutive anti-algebra and coalgebra automorphism of a quasitriangular bialgebra we associate a reflection equation algebra. A Hopf algebraic treatment of the reflection equation of this type and its universal solution is given. Applications to the twisted Yangians are considered. R ⊗ H is a twist of H op ⊗ H. Under that twist, the RE algebra is obtained from the RTT algebra associated with the representation
Introduction
One purpose of the present work is to give a formal insight to some constructions of the twisted Yangian theory from the Hopf algebraic point of view. We believe that such an approach is useful for better understanding twisted Yangians and other algebras related to the so called reflection equation (RE) . Another goal we pursue in this paper is to define and study a universal solution to the reflection equation, with application to the twisted Yangians in sight.
Reflection equation is an important counterpart of the RTT equation in the theory of quantum groups, [D2, FRT] . It has appeared in [C] and found numerous applications in mathematical physics and representation theory. Assuming V = C N and R ∈ End(V ⊗2 ) to be a solution of the Yang-Baxter equation
we distinguish the following two types of reflection equation:
see [RS] , [Mj1] , and [KS] . Here K and S are N × N matrices with coefficients in some algebras, and the subscripts denote different tensor End(V )-factors. The dashed matrix R ′ is (τ ⊗ id)(R), where τ is an involutive anti-automorphism of the algebra End(V ).
Equations (1) and (2) have very much in common although there are certain principal differences. Consider the situation when V is a module over some quasitriangular Hopf algebra H and R is the image of the universal R-matrix R ∈ H ⊗ H. Then the equation (1) can be interpreted in terms of the Hopf algebra twist. Namely, the algebra generated by the matrix coefficients K ij is a module over the twisted tensor square H R ⊗ H, which admits a Hopf algebra homomorphism (isomorphism for factorizable H) from the double DH. Important in this picture is that H is endowed with antipode. Then the corresponding RTT algebra, which is a natural H-bimodule, can be viewed as an H op ⊗ H-algebra, the trivial tensor product of H and its co-opposite. The Hopf algebra H converts the RTT algebra to the RE algebra of the second type, which thereby becomes a module algebra over H Rτ ⊗ H. Note that R τ is a universal R-matrix of H, as well as R. Thus the quasitriangular bialgebra H accounts for many properties of the reflection equation (2) relating them to properties of the RTT algebra. In particular, it makes definition of the universal solution of (2) or universal S-matrix rather natural.
For a fixed associative algebra A, we are looking for an element from H ⊗ A satisfying (2) in H ⊗ H ⊗ A, with R being replaced by R and the subscripts referring to the tensor H-factors. Given such an element, any representation of H yields a matrix solution with coefficients in A. For instance, we can take the field of scalars for the role of A; then the solution in question will be an element from H. In any representation of H, it produces a numerical RE matrix.
A universal solution of (2) can be interpreted as a collection of intertwiners between certain modules over the RE algebra. Numerical RE matrices arising from characters of the RE algebra appear in a recent work [KN] as the images of the Zhelobenko cocycles [Zh] , under a functor between the module categories of the orthogonal (symplectic) Lie algebra and of twisted Yangians. In our theory those intertwiners become a part of a more general structure, namely, the universal S-matrix.
Specifically, we define the universal S-matrix as an element S ∈ H ⊗ A satisfying the equation (∆ ⊗ id)(S) = S 13 R ′ 12 S 23 , R ′ = (τ ⊗ id)(R),
in H ⊗ H ⊗ A. The intertwining property of R guarantees that S solves (2), hence S is indeed a universal solution of (2). The element S depends on A but one A may give different S-matrices. Roughly speaking, they are parameterized by homomorphisms of the RE algebra to A. If A is taken to be the RE algebra itself, then it coincides with H * as a vector space and hence admits a non-degenerate pairing with H (descending from the Hopf pairing between H * and H). In this case S is the canonical element of the paring or the identity operator upon the identification H ⊗ H * ≃ End(H).
Here is one more explanation why we put (3) to be the central equation of our theory. We can regard S as a collection of matrix solutions of (2) labeled by representations of H. This collection forms a category, whose homsets consist of H-equivariant map "commuting" with S-matrices. The equation (3) facilitates a fusion procedure or, in other words, a monoidal structure on that category.
It turns out that the above picture is too simple to incorporate the twisted Yangian Y(g N ), which is manifestly defined through the reflection equation (2). Here g N ⊂ gl N is the Lie algebra preserving either symmetric or skew symmetric non-degenerate bilinear form. The twisted Yangian is a comodule over the Yangian Y(gl N ) and hence a module over its dual Y * (gl N ). However Y * (gl N ) is not a quasitriangular bialgebra. By this reason, one cannot obtain Y(g N ) from Y(gl N ), which is a sort of RTT algebra, directly applying the technique of twist. The first question is what quasitriangular bialgebra should be taken as
H.
At a first glance, that could be the double D Y * (gl N ), which is a quasitriangular Hopf algebra and hence a natural candidate for the role of H. The Hopf dual to D Y * (gl N ) has a projection to Y(gl N ) making the corresponding RE algebra a comodule over Y(gl N ). One might expect that Y(g N ) could be obtained by a projection from the RE dual of D Y * (gl N ).
For example, that projection might be implemented by means of an RE character, as Y(g N )
is a subalgebra in Y(gl N ). However this is not the right way to go. Quite surprisingly, the RE dual to the double of an involutive Hopf algebra admits no characters at all. At the same time, it is known that any symmetric or skew-symmetric numerical N × N matrix defines a one dimensional representation of Y(g N ).
It turns out, in what concerns the twisted Yangians, that the role of H should be given to another (pseudo) quasitriangular bialgebra, which nevertheless admits a non-trivial homomorphism from the double. Thus all the modules entering S are still D Y * (gl N )-and hence Y(gl N )-modules. They include, in particular, the modules associated with skew Young diagrams, [NT] .
The setup of the paper is as follows. The next section contains basic facts from quantum groups. Section 3 develops the general theory of the reflection equation (2). It contains the definition of RE twist, RE dual and its symmetries, the universal S-matrix and its basic properties. Section 4 is a detailed consideration of the special case when H is a quantum double. The main result of this section is factorization of the S-matrix of the double. In Section 5 we introduce reduced RE algebras, whose symmetries do not form a quasitriangular bialgebra. We do it using the dual version of the Faddeev-Reshetikhin-Takhtajan formalism.
In Section 6 we define the universal S-matrix for pseudo-quasitriangular bialgebras, whose R-matrix is not invertible. Section 7 deals with applications of the general theory to the twisted Yangians.
2 Some basics on quasitriangular bialgebras 2.1. Quasitriangular bialgebras. The reader is assumed to be familiar with the general theory of Hopf algebras, quasitriangular structure and twist. For a guide in this field, we refer to any textbook in quantum groups, e.g. [ChP, Mj2] . Several topics concerning the twisted tensor product of Hopf algebras are discussed in [DM] .
Consider a quasitriangular bialgebra H over the complex field with the coproduct ∆, counit ε, and universal R-matrix R, [D2] . Recall that R is an invertible element from H ⊗ H (for infinite dimensional H the tensor product needs some completion, but we ignore that until Section 5) that satisfies the identities
and
for all h ∈ H. Here σ is the flip permuting the tensor factors. If H is a Hopf algebra, i.e. a bialgebra with antipode γ, then the R-matrix possesses the following symmetries:
For the sake of simplicity, we shall consider only invertible antipodes.
The element R −1 21 is an alternative quasitriangular structure on H, which differs from R in general. In what follows, we use the notation
It is also convenient to consider R ± as linear maps from H * to H acting by a → a, R ± 1 R ± 2 . These maps establish bialgebra homomorphisms from H * op to H. Here and further on we label with superscript op and the subscript op the bialgebras with the opposite comultiplication and multiplication, correspondingly.
Twisted tensor square.
Recall that twist of a bialgebra H is a new bialgebraH with the same multiplication and counit but the new comultiplicatioñ
where F ∈ H ⊗ H is an invertible element obeing the conditions
The first equation is understood in H ⊗3 while the second in H ⊗2 upon the embedding C → H via the unit. If H is a (quasitriangular) Hopf algebra, thenH is a (quasitriangular) Hopf algebra as well.
Given a twist F we denote by F (k) the intertwining operator between the twisted and non-
The right-hand side is independent on the partition n = k + m, as follows from (7).
A special case of twist called twisted tensor product will be of special interest for us. We recall it for the particular situation of twisted tensor square of a quasitriangular bialgebra.
Consider the universal R-matrix of H as an element R 23 from (H ⊗ H) ⊗2 . Then it is a twisting cocycle of the bialgebra H ⊗ H (the latter is naturally equipped with algebra and coalgebra structures). We define H R ⊗ H to be the twisted bialgebra coinciding with H ⊗ H as an associative algebra and endowed with the comultiplication
In the right-hand side, the Sweedler notation ∆(x) = x (1) ⊗ x (2) stands for the coproduct in H. Note that one can define the twisted tensor square with R replaced by any invertible element obeying (4).
The dual vector space H ′ to H becomes an associative algebra under the convolution α * β, h := α, h (1) β, h (2) , for all h ∈ H and α, β ∈ H ′ . The algebra H ′ is equipped with the two-sided action of H obtained from the regular representations via dualization.
By H * we understand a subalgebra in H ′ , which is a two sided H-submodule and whose natural (Hopf) pairing with H is still non-degenerate; we call it restricted dual. Wherever applicable, H * is assumed to be a bialgebra.
Since H ⊗ H can be equipped with a quasitriangular structure (generally speaking, in various ways), that also holds for H R ⊗ H. It is known that the algebra maps 
obtained by dualization of the arrows (8). They act by
respectively. Note that the right-hand side in the left formula is expressed in terms of the multiplication in H rather than H op .
2.3. Involutive automorphisms of bialgebras. In this subsection we consider endomorphisms of bialgebra H preserving the multiplication and comultiplication modulo permutation of the factors. The term automorphism is reserved for algebra and coalgebra invertible maps H → H.
Denote by Z 2 = {−, +} the group Z/2Z assuming + to be the identity. Let H be a bialgebra and let τ : H → H be a linear endomorphism. Suppose that τ preserves algebra and coalgebra structures modulo permutation of factors. We say that τ has signature µ 1 µ 2 , where µ 1 , µ 2 ∈ Z 2 , setting µ 1 = +, τ is a coalgebra map −, τ is an anti-coalgebra map , µ 2 = +, τ is an algebra map −, τ is an anti-algebra map
We call τ skew if its signature µ 1 µ 2 satisfies the condition µ 1 µ 2 = −. If two endomorphisms have definite signature, so does its composition, and the corresponding signs are multiplied. If an endomorphism has signature µ 1 µ 2 then the dual conjugate endomorphism has signature µ 2 µ 1 .
Proposition 1. Let τ be a µ 1 µ 2 -automorphism of a Hopf algebra H with the counit ε and invertible antipode γ. Then a) ε
Proof. Uniqueness of the counit implies a). Obviously c) follows from b). To check b), observe that the map and τ • γ • τ −1 satisfies the axioms for the antipode in H op . But so does γ −1 , hence b) follows from uniqueness of the antipode. 
for all a, b ∈ A, where ⊲ and ⊳ are respectively the right and left H-actions. One may think of A as a restricted dual algebra H * or the RTT algebra etc; then the H-actions ⊲ and ⊳ are dual to the right and left regular actions.
Suppose we are given an involutive + − -automorphism τ : H → H. The elements R ± τ := (τ ⊗ τ )(R ± ) −1 are also quasitriangular structures on H (which in general do not coincide with R ± . In the presence of τ , the H-bimodule A becomes an H ⊗ H-module algebra with respect to the action (x ⊗ y) ⊢ a = y ⊲ a ⊳ τ (x).
It is a commutative algebra in the category of modules over H⊗H, the latter being equipped with the quasitriangular structure (R τ ) 13 R 24 . This fact is expressed by (11).
Consider the twist from H ⊗ H to H Rτ ⊗ H. We call this transition the RE twist, for the reason to be clear later on. A bialgebra twist induces a transformation of module algebras; they are endowed with new multiplications that are consistent with the new coproduct in the twisted bialgebra. As applied to the H ⊗ H-module algebra A, the RE twist produces a new algebra,Ã, over H Rτ ⊗ H. The multiplicationm inÃ is related with the multiplication m in A by the formulas
When we express the multiplication m throughm in the formula (11), we come to the corresponding relation inÃ:
Since the algebra A is commutative in the category of H ⊗ H-modules, the algebraÃ is commutative in the category of H Rτ ⊗ H-modules, which fact is expressed by the equation (14).
Remark 2. Note that A may have other relations besides (11). They can also be expressed in terms of the new multiplication, producing relations inÃ. The equation (14) is a form of the "reflection equation", as (11) is a form of the RTT relation.
In what follows, the algebra A will be a restricted dual algebra to H, that is, an Hbimodule algebra H * admitting a nondegenerate Hopf pairing with H. In this case, the algebraÃ will be denoted by H ⊛ . 
Here the tensor product here should be completed in the infinite dimensional case. With a, b set to be e i , e j the relation (14) turns into the matrix reflection equation
where
We shall use the similar notation for the universal R-matrices. It may happen so that (τ ⊗ τ )(R) = R 21 and therefore R ′′ = R ′ , as is the case with the Yang matrix, see below.
3.3. Universal RE matrix. We introduce the universal matrices T ∈ H ⊗ H * and S ∈ H ⊗ H ⊛ by setting T := µ e µ ⊗ e µ =: S, where {e µ } is a base in H and {e µ } is the dual base in H * (recall that H * coincides with H ⊛ as a vector space).
The T-matrix fulfills the identity
in H ⊗ H ⊗ H * , which implies the "universal" RTT relation
Expressing the multiplication in H * in terms of the multiplication in H ⊛ by the formula (13) we obtain the equation 
This fact justifies the following definition. Proof. Applying the counit to the left (right) H-components of (18) we get ε(S)S = S = Sε(S).
Hence ε(S) belongs to z(A) and is equal to 1, since S = 0 by definition.
The following assertion is also formulated under the above assumptions.
Proposition 5. Suppose that H is a Hopf algebra with the antipode γ. Then the matrix S in invertible in H ⊗ A. Its inverse is equal to
Proof. Applying the antipode to the left (right) H-component of (18) and then multiplying the components, we get
This proves the statement, in view of Lemma 4. Now we assume that H is a bialgebra. Define the element S op :=R 2 Sτ (R 1 ) ∈ H ⊗ A,
Proposition 6. The element S op is a universal S-matrix for the co-opposite bialgebra H op with the R-matrixR.
Proof. Equations (4) and (18) imply
where ∆(S op ) := (∆ ⊗ id)(S op ) and the primes distinguish different copies of R-matrices.
Now notice that R ′ in the middle factor cancels R labeled with double prime. What is left gives the identity
as required.
Comodule structures on the RE algebra.
In the present subsection we assume that H * is a bialgebra. The algebra H ⊛ is a right comodule over the bialgebra H * ⊗ Rτ H * , which is a restricted dual to H Rτ ⊗ H. The coaction is given by the assignment
and it is an algebra homomorphism. Using homomorphisms from H * ⊗ Rτ H * to other bialgebras, e.g. as in (9), one can obtain various comodule algebra structures over those bialgebras.
Let us consider in some detail the case of H * , using the left map from (9), where R is replaced by R τ . This way we obtain a right H * -coaction
Taking into account that the dual conjugate involution τ * : H * → H * has signature − + , we have the following right and left H * -coalgebra structures on H ⊛ . In terms of the S-matrix they read
respectively. The bialgebra homomorphism R + : H * → H op converts these coactions into the right and left H op -coactions
Consider the mappings
It is easy to check that Φ ± are bialgebra homomorphisms.
Proposition 7. The mapping Φ :
Proof. By construction, Φ is an algebra map. Let us check that it preserves comultiplication.
The verification reduces to the formula
which is clearly true.
The bialgebra mapping from Proposition 7 induces a left action of H * op on H ⊛ . By duality we obtain the following corollary.
Now we can give one more interpretation of the universal S-matrix.
Theorem 9. The universal S-matrix S ∈ H ⊗ H ⊛ intertwines the coactionsδ l H and δ l H op :
Proof. Follows from the reflection equation.
3.6. Conjugate reflection equation. In some applications one has to work with different RE simultaneously. For a quasitriangular bialgebra H with involution we define the conjugate reflection equation to be 
Clearly it satisfies (23), where R is replaced by R.
The relation between the RE and its conjugate for H a Hopf algebra is described by the following proposition. Proof. Indeed, permute the tensor factors in the equality (24) and take the inverse. The Denote by I ⊂ H * the subspace of invariants in the following sense:
Clearly I is a subalgebra, and equation (11) We call χ(I) a Bethe subalgebra in H * associated with χ. Note that we are concerned with the algebraic side of the story and do not address the practically important question whether χ(I) is maximal commutative. Than is so in many interesting cases, see e.g. [NO] .
Next we discuss the Bethe subalgebras in RE algebras. 
due to (24) and (13). It follows immediately that χ(I) is a subalgebra and it is a homomorphic image of the Bethe subalgebra I ⊂ H * . Hence it is commutative and isomorphic to the subalgebra of invariants in H * , provided χ is invertible.
The commutative algebra χ(I) is called the Bethe subalgebra of the RE algebra H ⊛ associated with χ, see [NO] . 
We stress that the pairing ., . is assumed the Hopf pairing between H + and H * + . Let {e µ } ⊂ H + be a linear basis and let {e µ } ⊂ H * + be its dual.
Proposition 15. The canonical element T ∈ H ⊗ H * of the double H = DH + splits to the product ( µ e µ ⊗ e µ )( ν e ν ⊗ e ν ).
Proof. We use the fact that H = DH + is dual to the twist of the tensor product H * + ⊗H +op by the cocycle I = µ e µ ⊗ e µ ∈ H +op ⊗ H * + ⊂ H ⊗ H. Then the canonical element T ∈ H ⊗ H * is equal to µ,ν e µ ·e ν ⊗e µ e ν , where · is the multiplication in H + ⊗H − . Expressing it through the multiplication in H we find T equal to µ,ν
Here we have used the symbolic presentation I = I 1 ⊗ I 2 and I −1 = I −1 
where ., . is the Hopf pairing between H + and H * + .
Proof. For all η ∈ H − ⊂ H and y ∈ H + ⊂ H we can write for the coregular action on
These formulas follow from the construction of double as dual to the twisted tensor product
Explicitly the multiplication (13) can be written as
This implies the proposition.
We come to the following immediate consequence of the above proposition. 
, which has no solutions unless R = 1 ⊗ 1, since χ is invertible in H, see Proposition 5.
If χ is not an element from H, then one can repeat the above arguments understanding the products in the convolution algebra of linear functionals on H * which contains H as a subalgebra.
Proposition 20 implies the following immediate corollary.
Corollary 21. If H is a quantum double, then there exists no algebra homomorphism of H ⊛ to any bialgebra or, more generally, to any algebra admitting a one-dimensional representation.
One of the consequences of this result is that the twisted Yangian cannot be obtained as a quotient of H ⊛ for H being the Yangian double. Proof. By definition, the map τ is an + − -involution when restricted to each of the subbialgebras H ± . So we must check that τ is an anti-algebra automorphism of DH + , and it suffices to verify its consistency with the cross-relations (25). Since H − is a Hopf algebra, the cross-relations (25) are equivalent to either of the identities
To check the consistency, apply the involution τ to the top line; this will give the bottom line for τ (x) and τ (ξ), as required. The verification is an easy and straightforward exercise making use of Proposition 1
Remark 23. In general, the involution α • γ −1 can be extended to H in various ways.
Clearly the involution τ from Proposition 22 is the unique extension satisfying the equality τ (x), τ (ξ) = x, γ(ξ) or, equivalently, (τ ⊗τ )(R) = µ e µ ⊗e µ = R −1 . Note that definition of α * may require a certain extension of H + .
5 Reduced reflection equation algebras 5.1. Completion of tensor product. In this section we put the theory of reflection equation in the framework of the [FRT] formalism in its dual version. In this way we construct RE algebras associated not only with quasitriangular bialgebras but with their sub-bialgebras satisfying certain conditions.
We start with a preliminary technical material concerning completion of tensor products.
Consider an associative algebra A and its left module (V, ρ). The dual space V ′ of linear functionals on V is a natural right A-module. Suppose that V has a basis {e i }. This implies that for all a ∈ A the matrix ρ(a) i j has only finite number of non-zero entries for each j fixed. Let {e i } ⊂ V ′ be the dual basis, that is to say, the basis of elements satisfying the condition e i , e i = δ j i . Suppose that Span{e i } ⊂ V ′ is A-invariant. This is the case if and only if the matrix ρ(a) i j has only finite number of non-zero entries for each i fixed. Then we call Span{e i } a restricted dual to V and denote it by V * .
If a restricted dual V * does exist, we can define the "completed" tensor product V ⊗W for any vector space W ; by definition, it consists of infinite sums i e i ⊗ w i , where w i ∈ W .
It is easy to see that V ⊗W is a natural left module over A and it is isomorphic to the module End(V * , W ).
Similarly we introduce restricted duals to right A-modules and A-bimodules. In particular, a restricted dual A * to A considered as a natural bimodule does exist if all but a finite number of structure constants m i jk of the multiplication in some basis are zero whenever any two indices are fixed. For example, if A has a basis and equipped with a trace-like functional producing a non-degenerate inner product, then A * is isomorphic to A as a bimodule. Obviously, if two algebras A and B have restricted duals, so does A ⊗ B and (A ⊗ B) * = A * ⊗ B * .
Let us specialize the definition of ⊗ to the following situation. Suppose we are given an infinite family of associative unital algebras A (k) , k = 0, 1 . . . , ∞, each having a restricted dual. Consider the infinite direct sum A := ⊕ ∞ i=0 A (k) . The elements of A are infinite sums a = ∞ i=0 a (k) , where a (k) ∈ A (k) . The multiplications in A (k) amount to the multiplication in A, with a (k) a (m) = 0 if k = m. The unit in A is the sum of units of all summands. The algebra A has a restricted dual, and A * = ⊕ ∞ i=0 (A (k) ) * . 5.2. Quasitriangular bialgebra Σ R M. With any solution to the Yang-Baxter equation one can associate a bialgebra, following [FRT] . It is convenient to reformulate that construction in the dual setting. Fix an associative algebra M with unit. We assume that M is "integral" over its center z (M) , that is, ζh = 0 with ζ ∈ z(M) and h ∈ M implies either ζ = 0 or h = 0.
Put ΣM := ⊕ ∞ k=0 M ⊗k to be the direct sum of algebras consisting of infinite formal sums ∞ k=0 a (k) , where a (k) are elements from M ⊗k . Here the zeroth summand is set to be the ground field.
The algebra ΣM is, in fact, a bialgebra. The counit ε vanishes on M ⊗k for all k > 0 and is identical for k = 0. The comultiplication is defined as follows. Consider the "tautological" isomorphism π m,n : M ⊗(m+n) → M ⊗m ⊗ M ⊗n , where m and n are non-negative integers.
We can think of π m,n as an algebra homomorphism from M ⊗(m+n) to ΣM ⊗ ΣM. The comultiplication ∆ : ΣM → ΣM ⊗ ΣM is defined by the formula
The counit acts by projecting to the zeroth components, that is, ε : h → h (0) .
Let R ∈ M ⊗ M be an invertible element fulfilling the Yang-Baxter equation. Select in ΣM a subalgebra Σ R M by imposing the condition
Here R i,i+1 is R embedded in M ⊗k on the iand i + 1-th sites, and σ i,i+1 is the flip M ⊗k → M ⊗k permuting the iand i + 1-th sites. We denote by M 
Proof. Straightforward. The kernel of the epimorphism M * ⊂ (Σ R M) ⊛ is generated by the relations (15) on the matrix S = e i ⊗e i of M ⊗M * (again a general fact from the twist theory, see e.g. [M] ).
Introducing the notation S R M * for the quotient of TM * by that ideal, we get an isomorphism
If T R M * is a bialgebra, then S R M * is a right T R M * -comodule algebra, with the coaction a → a (2) ⊗ τ * (a (1) )a (3) , expressed through the coproduct in T R M * . As T R B * is a bialgebra by assumption, we can state the dual version of Proposition 25; it can be checked directly using the defining relations. 
The products here are taken in the ascending order from left to right.
Proof. Let π (k) denote the projection homomorphism ΣM → M ⊗k and put π = π (1) . It is easy to check, using the formula for the coproduct (28), that π (k) (h) = (π ⊗k • ∆ k )(h) for any h ∈ ΣM. This observation together with (18) gives the formula for S (k) = (π (k) ⊗ id) (S) .
Moreover, one can check that S (k) = S
This presentation is independent on the partition of k, which fact follows from coassociativity of comultiplication.
The universal S-matrix for the reduced RE algebra is obtained by further projection of the right factor to S R B * . Now we consider the inverse problem. Suppose that A is an associative algebra and suppose that the element S ∈ B ⊗A satisfies the reflection equation (15).
Proof. Let us demonstrate that S satisfies the equation ( taking into account (30) with the equality (id ⊗ ψ)(S (1) ) = S we prove the statement.
Reflection equation and pseudo-quasitriangular bialgebras
In the present section we relax the condition on the universal R-matrix to be invertible, in order to incorporate the twisted Yangian into the general picture.
6.1. Pseudo quasitriangular bialgebras. For any associative algebra A we call an element a ∈ A quasi-invertible if there exists an elementā ∈ A such thatāa = aā = ζ a , where ζ a is a central non-zero divisor in A. The elementsā areζ a are not unique as they can be multiplied by central non-zero divisors, but we assume that they are fixed. Then we can put ζ a = ζā andā = a. The elementā will be called quasi-inverse to a. Note that if A is finite dimensional and has unit, then a quasi-invertible element is always invertible.
We call a bialgebra H pseudo-quasitriangular if there exist a quasi-invertible element Similarly to the pseudo-quasitriangular structure we define pseudo-twist. Namely, a quasi-invertible element F ∈ H is called pseudo-twist if it satisfies the identities
Note that, in general, there is no bialgebra structure on H with the comultiplication∆ obeying F∆(h) = ∆(h)F , contrary to the case of invertible F .
Given a pseudo-twist and an H-module algebra A, still one can construct its twistÃ.
There are two principal differences with the invertible case. First of all, the comultiplicatioñ ∆ cannot be defined in general, so the multiplication inÃ is not compatible with the action of H. Secondly, if A is generated by some H-submodule, that is no longer the case forÃ.
6.2. RE pseudo-twist. Let H be a pseudo-quasitriangular bialgebra with involution and H * its restricted dual. We assume that the element ζ R satisfies the identity (τ ⊗ τ )(ζ R ) = (ζ R ) 21 . Then the central element ζ ′ R = (τ ⊗ id)(ζ R ) is symmetric (stable under the flip of tensor factors). Note that ζ ′ R is a non-zero divisor. Let us perform the pseudo-twist of the tensor square H ⊗ H with the cocycle R τ := (τ ⊗ τ )(R) and construct the corresponding RE dual H ⊛ out of H * . In the algebra H ⊛ the relations (14) still hold for any pair of elements a and b. To see that, substitute the
between the twisted and non-twisted multiplications, centrality of ζ R and the symmetry of
The characteristic equation for the canonical elementŜ :
Indeed, multiply (16) by ζ ′ R and rewrite the right-hand side as (ζ ′ R ) 1 ⊲ T T ⊳ (ζ ′ R ) 2 , using the assumption that ζ R is central. Expressing the multiplication through the twisted one and replacing T byŜ one obtains the right-hand side of (32). The identity (32) implies the RE (19) , as the factor ζ ′ R = (ζ ′ R ) 21 can be canceled. 
where the element ω ζ ′ R ∈ Σ R M is computed by the formula
AsŜ (1) ∈ M ⊗̟(S R M * ), the presentation (33) shows that the element S := ω ζ ′ RŜ lies in Σ R M ⊗̟(S R M * ). One can check that that S fulfils (18), thus it is the universal S-matrix with coefficients in the ̟-image of the algebra S R M * . Unfortunately, the kernel of ̟ is difficult to control. Nevertheless, the right-hand side gives a hint how to define the universal S-matrix with coefficients in S R M * and, more generally, for any domain of coefficients A.
Proposition 29. Let S ∈ M ⊗A be a solution to the reflection equation. Then the right-hand side of (33) with S (1) := S is a universal S-matrix, S ∈ Σ R M ⊗A.
Proof. The proof splits into two parts. We show that S satisfies (18) 
for all k and i = 1, . . . , k − 1 (plus two obvious cases i = 0, k). They can be proved by the double induction on k and i.
Next we must check that S lies, in fact, in Σ R M ⊗A ⊂ ΣM ⊗A. That means the
for all k ≥ 2 and i = 1, . . . , k − 1. These conditions are reduced to the case k = 2 using the mentioned above fusion identities.
We obtain the following simple but important property of the universal S-matrices over the bialgebra Σ R M. 7 Application to twisted Yangians 7.1. The Yangian Y(gl N ). The present section is devoted to applications of the general theory of reflection equation to twisted Yangians. We start with the definition of the Yangian Y(gl N ) within the R-matrix formalism. Let {e ij } N i,j=1 be the standard matrix basis in End(C N ) with multiplication e ij e mn = δ jm e in . Denote by P := N i,j=1 e ij ⊗ e ji ∈ End(C ⊗2N ) the flip operator. The Yang R-matrix is a polynomial function of two variables u, v,
where 1 N ∈ End(C) is the unit matrix.
Denote by E ij the generators of the universal enveloping algebra U(gl N ). They satisfy the relations
where i, j, k, m = 1, . . . , N. In terms of the matrix E = N i,j=1 E ij ⊗ E ji , these relations can be written as an equation in End (C N 
The Yangian Y(gl N ) is an associative algebra generated by the elements T (k) i,j , where i, j = 1, 2, . . . , n and k = 1, 2, . . .. The generators are subject to relations
For a guide in the theory of Yangian Y(gl N ), the reader is referred to [MNO] or to the original work [D1] . 
The algebra X(g N ) is called the extended twisted Yangian. It is a right Y(gl N )-comodule algebra under the coaction S(u) → T t 13 (−u)S 12 (u)T 13 (u). Note that the operation T (u) → T t (−u) defines an algebra and anti-coalgebra involution on Y(gl N ), denoted further by τ * .
The algebra X(g N ) admits a homomorphism to the Yangian Y(gl N ) via the assignment
It is a morphism of Y(gl N )-comodule algebras, where the coaction on Y(gl N ) coincides with the comultiplication. Such a homomorphism is always implemented by a character of X(g N ), which in our case is specified by the assignment S ij (u) → δ ij .
The image of this homomorphism is called the twisted Yangian and denoted by Y(g N ).
The involution τ * is a coalgebra anti-automorphism of Y(gl N ). Hence X(g N ) becomes as From this we conclude that the element the ζ ′ R is symmetric: (ζ ′ R ) 21 = ζ ′ R . Hence we can construct the RE algebra S R M * as in Subsection 6.2.
, the subalgebra of polynomials currents in u −1 . It is obvious that the quotient B * = M * /B ⊥ is spanned by {t n ji }, n ∈ N, i, j = 1, . . . , N, with t 0 ji = δ ij . Now construct T R B * and the reduced RE algebra S R B * as as Subsection 6.2. The first algebra coincides with the Yangian Y(gl N ). The second algebra coincides with the extended twisted Yangian X(g N ).
Consider the matrixȒ(u, v) = 1 N ⊗ 1 N − P u−v as an element of the completed tensor square of M via the Laurent expansion
The assignment The quantum double D Y * (gl N ) can be described as follows. It is generated by the elements L ±,k ij , where the indices run over i, j = 1, 2, . . . , n and k = 0, 1, . . .. The generators are subject to the relations
were the matrices L ± (u) are defined to be
The subalgebra generated by the elements L −,k ij can be identified with Y op (gl N ). The subalgebra generated by the elements L +,k ij is identified with Y * (gl N ). The coalgebra structure on D Y * (gl N ) is introduced on the generators by the formulas ∆(L + )(u) = L + 13 (u)L + 12 (u), ∆(L − )(u) = L − 12 (u)L − 13 (u), ε : (L ± ) k ij → 0, This makes D Y * (gl N ) a bialgebra including Y * (gl N ) and Y op (gl N ) as sub-bialgebras. The pairing between Y * (gl N ) and Y(gl N ) is given on the generators by
Using the methods of [N] , one can show that this pairing is non-degenerate. Proof. Co-commutativity of U(gl N ) implies a). While checking b), it is convenient to work with the inverseL − (v) of the matrix L − (v); the defining relations in terms ofL − (v) can be readily written down. Then the matrix form of the assignment (38) is 7.6. Universal S-matrix as an intertwiner. As we argued in Subsection 3.5, the universal S-matrix can be viewed as an intertwiner. We are going to prove an analog of the formula (22) for the extended twisted Yangian.
Fix a symmetric or skew symmetric numeric N × N-matrix X, that is, obeying the condition X t = ±X. It is known that X satisfies the RE. In other words, it defines a character via the assignment S(u) → X. This character can be identified with an element
Consider two algebra maps ̺ l χ : X(g N )
They are, respectively, the homomorphisms of left and right Σ R M * -comodule algebras. In terms of the matrices S ∈ Σ R M⊗X(g N ) and T ∈ Σ R M⊗Y(gl N ) the coaction δ r is presented
where τ * (T ) := (id ⊗ τ * )(T ) = (τ ⊗ id)(T ). Then the maps ̺ l χ , ̺ r χ can be presented as id ⊗ ̺ l : S →Ȓ ′ 12 χ 1Ȓ12 , id ⊗ ̺ r : S →Ȓ 12 χ 1Ȓ ′ 12 ,
see Proposition 30.
Proposition 32. For all a ∈ X(gl N ) one has ̺ r χ (a)χ = χ̺ l χ (a).
Proof. The matrixȒ (as well asȒ ′ ) can be considered as an element from Σ R M ⊗Σ R M through the Laurent expansion (36). There exist central elements c, c ′ in Σ R M ⊗Σ R M such that R = cȒ and R ′ = c ′Ȓ′ . Being a character of X(g N ), the element χ obeys the reflection equation R 12 χ 1 R ′ 12 χ 2 = χ 2 R ′ 12 χ 1 R 12 , as an element of Σ R M. Now proof follows from this equation via division by cc ′ . 7.7. Concluding remark. Many constructions related to the notion of universal S-matrix, such as the fusion procedure, Sklyanin determinant, intertwining properties of RE matrices, have been around for quite a time in representation theory and applications to integrable models, see e.g. [S, MNO, DMS] . In the present paper we have tried to convert those facts into the general theory of universal S-matrix. The twisted Yangians of Olshanski have served for us as a working example. While confining ourself to this case, we should state that the general theory is applicable to the coideal subagebras of [No] , and to the q-twisted Yangians of [MRS] .
