Abstract. Sequence classification is a significant problem that arises in many different real-world applications. The purpose of a sequence classifier is to assign a class label to a given sequence. Also, to obtain the pattern that characterizes the sequence is usually very useful. In this paper, a technique to discover a pattern from a given sequence is presented followed by a general novel method to classify the sequence. This method considers mainly the dependencies among the neighbouring elements of a sequence. In order to evaluate this method, a UNIX command environment is presented, but the method is general enough to be applied to other environments.
Introduction
Sequential data mining is a broad discipline where the relationships of sequences of elements are used to different goals in different applications. A sequence is defined by the Merriam-Webster Dictionary as a set of elements ordered so that they can be labelled with the positive integers. Given a set of labelled training sequences, the main goal of a sequence classifier is to predict the class label for an unlabelled sequence. Furthermore, many other sequence learning tasks are considered: sequence prediction (given a set of sequences and one single sequence, predict the next item in the single sequence), frequent subsequence discovery (detect sub-sequences that occur frequent in a giving set of sequences), sequence clustering (cluster a set of unlabelled sequences in subsets), etc.
In particular, this paper focuses on the challenge of sequence classification. Let us define a sequence of n elements as E = {e 1 , e 2 ,..., e n }. Given a set of m classes C = {c 1 , c 2 ,..., c m } we wish to determine which class c i ∈ C the sequence E belongs to. We present a novel method to classify a sequence.
This research is related to the framework used in the RoboCup Coach Competition. This competition of the Simulation League [1] was introduced in 2001, but changed recently in order to emphasize opponent-modelling approaches. The main goal of the current competition is to model the behavior of a team. A play pattern (way of playing soccer) is activated in a test team and the coach should detect this pattern and then, recognize the patterns followed by a team by observation. In this paper, a sequence classifier is presented. As a sequence can represent an specific behavior, the classifier is evaluated in the environment of UNIX shell commands [4] in order to learn and classify a UNIX user profile.
The rest of the paper is organized as follows. In Section 2 we provide a brief overview of the related work on sequence classification. A summary of our approach is presented in section 3. Section 4 and 5 describe in detail the two parts of the proposed technique: Pattern Extraction and Classification. Experimental results are given in section 6. Finally, section 7 contains future work and concluding remarks.
Related Work on Sequence Classification
The main reason to need to handle sequential data is because of the observed data from some environments are inherently sequential.
An example of these environments is the DNA sequence. Ma et al.
[5] present new techniques for bio-sequence classification. Given an unlabelled DNA sequence S, the goal in that research is to determine whether or not S is an specific promoter (a gene sequence that activates transcription). Also, a tool for DNA sequence classification is developed by Chirn et al. [6] .
In the computer intrusion detection problem, Coull et al. [7] propose an algorithm that uses pair-wise sequence alignment to characterize similarity between sequences of commands. The algorithm produces an effective metric for distinguishing a legitimate user from a masquerader. In [8] Schonlau et al. investigate a number of statistical approaches for detecting masqueraders.
Another important reason to research sequential data is its motivation in the domain of user modelling. Bauer [9] present an approach towards the acquisition of plan decompositions from logged action sequences. In addition, Bauer [10] introduces a clustering algorithm that allows groups of similar sequences to be discovered and used for the generation of plan libraries.
In the area of agent modelling, Kaminka et al. [11] focus on the challenge of the unsupervised autonomous learning of the sequential behaviors of agents, from observations of their behavior. Their technique translates observations of a complex and continuous multi-variate world state into a time-series of recognized atomic behaviors. These time-series are then analyzed to find sub-sequences characterizing each agent behavior. In this same area, Riley and Veloso [12] present an approach to do adaptation which relies on classification of the current adversary into predefined adversary classes. This classification is implemented in the domain of simulated robotic soccer.
In Horman and Kaminka's work [13] a learner is presented with unlabelled sequential data, and must discover sequential patterns that characterize the data. Also, two popular approaches to such learning are evaluated: frequency-based methods [14] and statistical dependence methods [4] .
