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Abstract 
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1. Introduction and basic notation 
Let g := (gl, g2,. . . ,  gp) be a system of formal power series: 
o~ s~j) 
gj(z) = Z zk+~. (1) 
k=O 
For any vector index n = (nl, n2, . . . ,  rtp), nj. ~ N, j = 1, 2,.. . ,  p, the numerators p~l), p(2), . . . ,  p(p) 
and denominator Q of the simultaneous Hermite-Pad6 approximant associated with n are defined 
by the following relations: 
Q(z)g j ( z )  - P~J)(z) = ~ + ..., j = 1,2,. . . ,p, (2) 
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where deg Q ~< n, n = nl + r/2 n t- " ' "  q- np. In this case the vector of rational functions 
,,2, 7)  n.=\Q,q  ..... 
is called the Hermite-Pad6 approximant of the system g at infinity [9]. 
One can associate with the system (1) p linear functionals Lj defined on the set of polynomials by 
L~ [z k] = s~ J), j = 1, 2 ..... p. (3) 
The relations (2) are equivalent to the following system of orthogonality relations for the denomin- 
ator of the Hermite-Pad6 approximant 
Lj[Q(z)z v] =0,  v=0,1 , . . . ,n j - l , j= l ,2 , . . . ,p .  (4) 
The polynomials P(J) are polynomials of the second kind 
P~J)(z)=Ljx[, Q(z ) -Q(x )  l z _ -  ' j=  1,2 . . . . .  p, (5) 
where Lj, x acts on the variable x (see [2] for more details). 
In general for a given n the polynomial Q defined by (4) is not unique, even up to a constant 
factor. An index n is called normal if for any Q, satisfying (4) we have deg Q, = n. Under this 
condition the monic polynomial Q, is unique. One sequence of indices for polynomials of 
simultaneous orthogonality is of interest, especially in connection with vector continued fractions. 
This is the sequence of regular indices. An index n is called regular (see [10, 9]) if 
nl ~>n2~>n3~> "" ~>np~>nl -1 .  (6) 
A system 0 is called weakly perfect (see [9]) if all regular indices are normal. Regular indices can be 
ordered so that n = na + n2 + ." + np is increasing. Thus for any weakly perfect system we can 
define the sequence of monic polynomials {Q.}, such that degQ, - -n  and, for n = kp + s, 
0 ~< s ~< p - 1 the polynomial Q, satisfies (2) for n~ . . . . .  ns = k + 1, ns+ 1 . . . . .  np = k. In this 
case the polynomials Q, are called vector orthogonal polynomials. Vector orthogonal polynomials 
were introduced and studied in [12, 13]. They have properties imilar to those of ordinary 
orthogonal polynomials. One of them is a (p + 2)-term recurrence relation (see [12, 9]) 
Q,+I = (z + c,.,)Q, + c, , , -1Q,-1 + "" + c,,,_pQ,_p, n >~ O, (7) 
with c,,,_p ¢ O, n >~ p (here we put Q_p . . . . .  Q_~ = 0). It is interesting to note that this 
property is characteristic for vector orthogonal polynomials, the converse statement is called the 
Favard theorem. This theorem (first proved in [13] for vector orthogonal polynomials) states that 
for any sequence of polynomials Q, satisfying the recurrence (7) with c,,,_p ¢ O, there exist 
p functionals L j, j = 1 .... , p, such that the polynomials Q, are vector orthogonal polynomials with 
respect o L~, j = 1, 2, ..., p. 
On the other hand, as it was recently shown, Hermite-Pad6 approximants for regular indices are 
closely related to the spectral analysis of nonsymmetric banded operators. This class of operators 
was introduced and studied in [8, 7]. Let {e,}3 ° be an orthonormal basis in 12. We define the 
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operator A as the minimal closed operator with the following matrix in the basis {e,}: 
[ ao.o ao, 1 0 0 0 .., 
aa,o a~,~ al,2 0 0 ... 
ap, 0 ap, 1 ap, 2 ... ap, p+ 1 0 
0 ap+l ,1  ap+l ,2  - "  ap+l ,p+l  ap+l ,p+2 
o,. 
iii (8) 
It is a nonsymmetric (p + 2)-diagonal matrix (ai,~), with ai,j = 0,j > i + 1, i > j  + p. We suppose 
a,,,_ v # 0, a,,,+ 1 # 0. By a(A) and [2(A) = C \o-(A) we denote as usual the spectrum and resolvent 
set of the operator A. The resolvent R= := (zI - A)- 1 is an operator valued function analytic on the 
set ~(A). For x, y e 12 the complex function (Rzx, y) will be called a resolvent function of the 
operator A. We call a set E of elements of 12 cyclic for A if the set 
span{E, AE, A2E, A3E .... } 
is dense in 12. For example the set of elements eo,ea, . . . ,%-1 is cyclic for the operator (8). Let 
{Ul, u2,..., uv} be any cyclic set of p elements of l 2 for the operator A. We call the vectors 
(~(1) S(2) _(p)~ _(j) s , :=,3 ,  , , , . . . ,3 ,  ) with~, =(A"uj,  eo) (9) 
moment vectors of the operator A. This paper deals with the following problem. 
Operator moment problem. Restore the operator (8)from the #iven sequence of moment vectors (9). 
For the case p = 1 (tridiagonal matrix) this problem was studied in [5]. 
In the next section we prove that for cyclic sets of elements {uj,j = 1, ... ,p} the system f of 
resolvent functions fj(z) = (Rzuj, eo), j = 1, 2 .... , p, is weakly perfect. Then we introduce a vector 
continued fraction associated with the system f and show that this fraction can be obtained by 
a modified Jacobi-Perron algorithm applied to the system fa t  infinity (Theorem 2). From this we 
obtain in Theorem 3a solution of the operator moment problem. Another application is an explicit 
form of all systems of functionals L~ in the Favard theorem for polynomials atisfying a (p + 2)- 
term recurrence. 
2. Vector continued fraction associated with the system of resolvent functions 
Continued fractions are well known in number theory. Their vector generalisation was introduc- 
ed by Jacobi and studied by Perron. The associated algorithm is known now as the Jacobi Perron 
algorithm [1]. In function theory this algorithm leads to simultaneous approximation of analytic 
functions. The associated vector continued fractions were introduced and investigated by de Bruin 
[3, 4]. Parusnikov [-10, 11] studied the Jacobi-Perron algorithm applied to a system of functions at 
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inifinity. We need some modification of this algorithm. For given vectors x = (Xx .. . .  ,xp) and 
Y = (Y l , . . . ,Yp)  put 
(1,1,...,1) _ (1  Yl Yp- l )  
(Y l ,Y2 , ' " ,Yv)  Yp Yp Yp 
(Xl,X2 . . . . .  Xp)(yl,Y2 . . . .  ,yp) : (X lY l ,X2Y2, . . . ,Xpyp) .  
Let g be a system of formal power series as in (1). Then it is possible to write 
1 cl  
g-l)- ' 
g = g___~2 g~ g__£ 1 P 1 -[- lVl 
gl gl  gl  
(10) 
where Pl is a vector of polynomials, the polynomial parts of power series for gj/gl,  and r I is 
a system of the same type as g. The vector constant ca = (ca, 1, 1,..., 1) is chosen such that the last 
component ofpa is a monic polynomial. If the functions gj are rationally independent then this 
development may be repeated and we can associate with the system g the following infinite vector 
continued fraction: 
Cxl c2[ c.[ 
g ~ [~-~ + Ip2 + "'" + ~ +- . . .  (11) 
We call this algorithm the modified Jacobi-Perron algorithm. Our objective is to study the vector 
continued fractions obtained by the modified Jacobi-Perron algorithm applied to systems of 
resolvent functions. 
Let 
1, k 0, 
hk= 1/(ao, xaL2 "" ak-l,k), k >~ l, 
(12) 
and vj = eo + hlea + "" + h j - le j -1 ,  j = 1,2,...,p. The set {Vl,Vz,. . . ,Vp} is a cyclic set for the 
operator A. We define the functions ~bj(z):= (Rzvi, Co), j = 1, 2, . . . ,  p, and have the following formal 
expansion at infinity (if the operator A is bounded then this is the usual Laurent expansion) 
(vj, eo) (Avj, eo) (AZvi, eo) 
- -  + z2 + z3 + .--. (13) Oj(z) z 
The system of resolvent functions ¢k will be basic in our investigation. From it we define a new 
system of resolvent functions 
f j  = Xj,-p~) 1 "~- X j , -p+l¢  2 ~- "'" "~- X j -p+j - IC j ,  X j -p+j -  1 # O, j = 1 . . . .  ,p, (14) 
and then fj(z) = (Rzuj, eo), where uj = xj,_pva + xj,_p+ lV2 + "- + xj,_p+j_ 1 vj. Note that any set 
of elements {Ul, u2,... ,  up} is a cyclic set for the operator A. The basis of our investigation is the 
following result proved in [-7]. 
Theorem 1. The polynomials q.(z), p~i)(z) defined by the recurrences 
a,,,+lY,+l + a, , ,y ,  + ... + an,n -pYn-  p = Zyn, n >>, O, (15) 
V. Kaliaguine/Journal of Computational nd Applied Mathematics 65 (1995) 181-193 185 
with initial conditions q, = O, n = -p , . . . ,  -1 ,  qo = 1 and 
p~J)=o, n¢  -p+j -1 ,  p~J)= 1, n= - -p+j -1 ,  
are the denominators and numerators of the Hermite Padb approximants associated with the 
sequence of reyular indices for the system of resolvent functions (q51, ..., qSp). 
In particular, it follows from this statement hat the polynomials q, are vector orthogonal  
polynomials for any set of functionals associated with the introduced system of resolvent functions 
( f l ,  f2 , . . . ,  fp). Indeed, the system f is obtained from the system 4~ by the linear transformation 
f= X~b, where X is a lower tr iangular matrix X = (xi,j), i = 1,2 ... .  ,p, j = -p ,  -p  + 1, ..., -1 ,  
xi,j = O, i - j  < p + 1 (the variation of the index j from -p  to -1  is chosen to simplify the 
presentation). It is not difficult to see that for any regular index a polynomial qn satisfying the 
orthogonal i ty relations (4) with respect o system of functionals associated with ~b satisfies the same 
relations with respect o any system of functionals associated with an lower tr iangular transforma- 
tion of ~b. 
Now we are able to state our main result. 
Theorem 2. The followin9 statements hold: 
(1) For any { x j, - p + i- 1, j = 1,... , p, i = 1 . . . .  , j, X j _ p + j_ ~ ~ 0} the system f of  resolvent functions 
(14) is weakly perfect. 
(2) The modified Jacobi-Perron alyorithm applied to the system (14) 9ires the vector continued 
fraction 
(bo -p, 1, . . . ,1)  I + 
I (bo,-p+l,bo,-p+2, . . .  ,bo , -1 ,z  + bo, o) 
(b,,,_p, 1, ..., 1) I + . . .+  
I(bn, n -p+l ,bn ,  n -p+2,  . . .  ,b , , , -1 , z  + b,,,) 
where bi,j = - (h j /h i )a i , j  for i >~ O, j >1 O, and 
bi , j  ~ Xp+j+l , j  n t- Xp+j+l , j -1  '~ "'" At- Xp+j+l , -p+i  
for i = 0,1 ... .  ,p -- 1, j = --1, --2 ... .  , --p + i. 
(bl , -p+ 1, 1, ..., 1) [ 
[(bl _p+ 2,bl _p+ 3, . . . ,b l ,o ,Z -t- b1.1) 
+ ..., (16) 
(17) 
Proof. (1) The following lemma was proved in the thesis [13]. We give here a proof for the sake of 
completeness ( ee also I-9] for similar results). 
Lemma 1. The system y is weakly perfect if and only if the indices numbered 0, 1, 2 ... .  , p in the 
sequence of regular indices (ordered by increasin9 n = nl + ".  +np)  are normal and for any n there 
is a polynomial Q, satisfyin9 (4) such that the recurrence relations (7) hold (n >~ p) with c,, ,_p ~ O. 
Proof. Suppose the system (1) is weakly perfect. For  n = pk + s put n = (k + 1,. . . ,  k + 1, k, . . . ,  k) 
(s times k + 1). For  these indices the monic polynomials atisfying (4) are unique. Let 
P(z) = zQ, + cpQ, + Cp-xQ,,-x + ... + c lQ , -p+I  + coQ,_p. 
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The polynomial P(z) satisfies the following orthogonality relations: 
=ofv=O,  1 , . . . , k -1 ,  j= l ,2 , . . . , s ,  
Lj[P(z) z ~] 
v- -0 ,1  . . . . .  k -2 ,  j=s+l , s+2 .... ,p. 
We will show now that, for an appropriate choice of ci, the polynomial P(z) satisfies (4) for the 
(n + 1)st index in the ordered sequence of regular indices. To define the coefficients cj we have the 
following linear system of (p + 1) equations: 
Ls+i (pzk -1)=O,  i=  1,2 , . . . ,p - - s ,  
L i (Pz  k) = 0, i = 1,2,...,s, 
Ls+I(P z k) = O. 
The equations written in this order give a triangular system 
coLs+ l (Qn_ pz k- l )  = - Ls+ a (Q,z k) 
coLs+ z(Q,_pz k- 1) + Cl Ls+ z(Q,-v+ lZ k- 1) = _Ls+ z(Q,z k) (18) 
. . .  ~ . . . .  
On the main diagonal of the matrix of the system (18) we have the numbers L~ + ~(Q,_p +~_ l zk-1), 
i = 1,2 , . . . ,p - -  S, L~=p+~(Q,-p+s_lzk), i = p -- S + 1, p - -  s + 2 . . . . .  p and Ls+l(Q,z k) on the last 
row. All these numbers are different from zero. Indeed, if one of them, say Ls+i(Q,-p+i- lz  k- 1) is 
equal to zero, then the polynomial Q,_p+~_ 1 is orthogonal with respect o the next regular index. 
This is impossible because all these indices are normal. Thus the system (18) has a solution and 
Ls+ l (Qn zk) 
Co = - L~+l(Q,_pz k- l )  ¢ O. 
By uniqueness we have in this case P(z) = Q,+l(z) and the recurrence relations (7) hold. 
Suppose now that the indices numbered 0, 1, 2, . . . ,p are normal and for any n > p there is an 
orthogonal polynomial Q, such that (7) holds with c,,,_ r ¢ 0. We will show that then all regular 
indices are normal. Suppose by induction that the indices numbered 0, 1, 2,..., n are normal. For 
the (n + 1)st index there is an orthogonal polynomial Q,+I such that (7) holds for some c,,,_j, 
j = 1, 2, ..., p, c,_,_p 4: 0. The orthogonality relations 
Ls+i(Q,+lz k- l )  = 0, i = 1,2, . . . ,p - s, 
Li(Q,+lz k) = 0, i = 1,2 . . . . .  s, 
L~+I(Q,+lz k) = O, 
give the following equations: 
¢.,._~L~+ I (Q . -Y -  1) = -L~+ l(Q.zk), 
c,,,-pL~+ 2(Q,-pz k- l )  + c,,,-p+ l Ls+ z(Q,-p+ l Z k- l )  = --Ls+ E(Q, zk), 
, . .  ~ . , . .  
Normality of the (n - p + 1)st index implies Ls+1(Q,_pZ k- l )  4:0 and with c,,,_p 4:0 this gives 
L~+ I(Q,z k) ~ O. (19) 
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If the (n + 1)st index is nonnormal then there is an orthogonal polynomial (~,+1 associated with 
this index such that deg0,+ l  < n + 1. The nth index is supposed to be normal, hence 
0,+1 = const Q,. Thus the polynomial Q, is orthogonal with respect o the (n + 1)st index, i.e., 
Ls+l (Q ,z  k) = 0. But this is not possible because of (19). The lemma is therefore proved. [] 
Now we return to the proof of statement 1 of Theorem 2. Let Q,(z) = (1/h,)q,(z) ,  P~J) = ( I /h , )  
p~,J) where q,, p~,~) are defined in Theorem 1. The polynomials Q, are monic and satisfy the 
recurrence relations 
Q,+x = (z + b , , , )Q ,  + b , , , -1Q, -1  + "" + b , , , _pO,_p ,  (20) 
where b~,j, = -(hj /hi)a~,~, Q, = 0, n = - 1, -2 , . . . ,  -p ,  Qo = 1. For regular indices, as it was noted 
before, the denominators of the Hermite-Pad6 approximants for the system f are the same as for 
the system 4~, only the numerators differ. From the conditions a, , ,_p ¢ O, a , , ,+l  ~ 0 we get 
b,,,_p ¢ 0. Lemma 1 is applicable and to finish the proof we need to verify the normality of the 
indices numbered 0, 1, 2,. . . ,  p in the sequence of regular indices. This follows from the following 
lemma. 
Lemma 2. det(s~i+l))i,j=o . . . . .  k -X  = X1 , -pX2, -p+I  "'" Xk , -p+k-1  := Mk =:/= O. 
Proof. We have s~ j) = (Akuj, eo), hence 
" 4"  "" , 
' '  " "  s?_, 
(u l ,eo)  
(U2, eo) 
(Uk, eO) 
(Au l ,eo)  "'" (Ak - !u l ,eo)  
(Auz,eo) ... (Ak- lu2, eo) 
(AUk, eo) "" (Ak- luk ,  eO) 
= Mkhoh l  . . .hk 
(eo, eo) (Aeo, eo) "" (A k- leo, eo) 
(el, eo) (Ael ,  eo) "" (A k- le l ,  eo) 
(ek - l ,eo)  (Aek- l ,eo)  "" (A k - lek - l ,eo)  
From the definition of the operator (8) it follows that (AJei, eo) = O, 0 <<, j <<, i - 1, i = 1, 2, k - 1, 
and 
1 
(Ai ei, eo) = ao,1 al ,z  " " a i -  1,i = 77" 
ni 
Then, obviously, 
1 1 1 
det(s~+ l)i,j=o ..... k-  I = Mkhoh l  "" hk-1 Mk, 
ho hi hk-1 
and the lemma and the first statement of Theorem 2 are proved. [] 
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Proof  Theorem 2 (contd.) (2). Remember that Q,(z) = (1/h,)q,(z), P~,J) = (1/h,)p~ j) where q,, p~,J) 
are defined in Theorem 1. The polynomials Q, are monic and satisfy the recurrence (20). 
By statement 1 of Theorem 2 the system f is weakly perfect. This implies (see [11] for the 
Jacobi-Perron algorithm; for the modified algorithm the proof is slightly different) that 
the modified Jacobi-Perron algorithm applied to f gives a regular vector continued fraction, i.e., 
in the development (11) the first p - 1 components of the vectors p, are complex constants 
and the last components are monic polynomials of degree 1. Now to find this continued fraction 
it is sufficient o find a regular vector continued fraction such that its nth convergents have the 
same rate of approximation to the system f at infinity as the Hermite-Pad6 approximants 
associated with regular indices. For n = kp + s this rate of approximation is given by the 
vector index (k + 1, k + 1,..., k + 1, k,.. . ,  k) (s times k + 1). The linear functionals Lj associated 
with the system f have the following expression in terms of functionals Lj associated with the 
system ~b: 
L j  --- x j , _pL  1 + x j , _p+lL  2 + "" + X j _p+j - l L j ,  j = 1,2, . . . ,p .  
This means that for the numerators of the Hermite-Pad6 approximants (5) we have 
= p(1)  /9(2) p(J), P(J) X j , -p- -n + Xj,_p+l__" + ... + Xj ,_p+j_  1 j = 1,2, . . .  ,p ,  
where p(S) are the numerators of the Hermite-Pad6 approximants for ~b. We now choose the values 
of bi, j, j < 0 in such a way that the first convergents of the fraction (16) coincide with the rational 
functions (p(1)/Q. . . .  , p(V~/Q.). Then all convergents of (16) will be Hermite-Pad6 approximants 
for the system f, because they are obtained by the same recurrence relations. Let us consider 
a regular vector continued fraction 
(Co,-~, 1 . . . .  ,1) I (Cl--e__+l,_l,..., 1) I + .... (21) 
I ( c0 , - r+ l , . . . , z  + Co, o) + I(cl , -~+2 . . . .  ,z + c1,1) 
The following lemma specifies the recurrence relations for the numerators and denominator of the 
first convergents of this fraction. 
Lemma 3. Let U(. j), j = 1, 2 . . . . .  p, be the numerators and V. the common denominator of the nth 
convergent of the fraction (21). Then for 1 ~ n <<. p the following recurrences hold: 
r r ( j )  [[(j) 
IT(J) = (Z + Cn,nJU n -'1- Cn, n - lvn -1  + -'1- Cn, 1 U(j) t.jn+ 1 ... -q- Cn,j_p_ l,  
V.+I = (z + c.,.)V. + c.,.-1V.-1 + "" + c.,1V1 + C.,o, 
(22) 
where we put c.,j = 0, j = -p ,  -p  + 1 .... , -p  + n - 1. 
Proof. For the first convergent of (21) we have 
U~ j) = Co,j_p_l, j = 1,2,3, ...,p, 1'11 = Z + C0,0" 
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Direct calculation gives the relations (22) for n = 1. Suppose that the relations (22) are true for 
n -- 1, 2, . . . ,  k - 1 and let us prove them for n = k, k < p. We have for the (k + 1)st convergent: 
t IT(l) /-/-(2) /-T(P) \ Vk+l "~k+l ...,'~k+l~ ) - - - -  (Co-p, 1,. . . ,1) [ 
~k+; '  Vk+l ' I (CO, -p+I ,CO, -p+2, . . . ,Co , -1 ,Z  "~- CO,O) 
+ vk '  vk . . . .  ' - -~  ' 
where U~J), [?k denote the numerators and denominator for the kth convergent for the tail of the 
fraction (21). This implies (j = 2, 3, ..., p): 
U(1) -- IT(J) Vk + ~j -1 )  = (Z -'[- CO, o )V  k + U(P) k+l  = CO,-pVk, Vk+l  = Co, j -p -1  , Vk+l • 
By assumption we have 
U(k j) = (Z "~ Uk,kl~Jk-1 ~- Ck, k_ 1 -2  ~ "'" -'[- Ck, 2t'J 1 "~- Ck, j -p,  
Then 
v~+, = (z + c~,~)[(z + Co, o )~-~ + 0~1]  + ..- + ck,2[(z + Co, o)~, + tT~ ~)] 
At- Ck, I (Z -~- CO.O) "q'- Ck, 0 = (Z "q- Ck,k ) Vk "q- Ck,k- l Vk-  1 At- "'" "q- Ck, I V 1 -[- Ck, O. 
In the same way 
U"~ = (z + Ck.k)Co.-,~k-~ + "'" + Ck.2Co.-p~ + Ck.~Co.-~, + 0 k+l  
- u~ u~'~+ -- (Z "~ ¢k ,k)U (1) -'[- Ck,k- 1 1 Jr- "'" "[- Ck, 1 Ck,-p, 
and finally, for j = 2, 3, ..., p, 
k+l  - "" 
Af_ Ck, lCo , j _p_ l  ~ Ck , j _p_ l  
,,~(J) , ire J) U~J) = (Z "~ Ck, k)i.Jk "q- Uk ,k - lWk-1  -~ ''" "q- Ok, 1 "q- Ck, j_p_ 1. 
The lemma is therefore proved. [] 
Now we compare the formulas (22) with the initial conditions for the polynomials P ~J), obtained 
from the initial conditions for p~i), and in this way get the relations (17). Thus the theorem is 
proved. [] 
Remark 1. Statement 2 of Theorem 2 was presented in [7] for the basic system of resolvent 
functions (q~l .... ,~bp), ~bj(z)=(R~vj, eo), j=  1,2 . . . . .  p, with a sketch of proof. Here we gave 
a complete proof for general systems, which is essential for the application to the operator moment  
problem. 
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Remark 2. All systems f 
fraction (16), only the first 
the formulas (17) one can 
X T 
of resolvent functions (14) have essentially the same vector continued 
p denominators of the fractions differ. To simplify the understanding of 
X1,-p X2,-p 
0 X2, _p+ 
0 0 
introduce the following matrices: 
and 
( 1 1 ... 1 • " Xp,-p ) 
1 " ' "  Xp,-p+l R = 0 1 . . .  1 
"'" Xp - 1 0 0 ... 1 
B = 
bo,-p bo,-p+l 
0 bl,_p+ 1 
0 0 
° . .  
o. .  
bo,-1 
hi.-1 
bp-1, -1  
, R -1  
1 -1  . . .  0 
0 1 ... 0 
. . . . . . . . . .  
0 0 ... 1 
Then the coefficients hi, j, j < 0, of the continued fraction (16) for the system f = X~b are given by 
B = RX ~. Conversely, if we know the continued fraction (16) then we have X T = R-  1B for the 
system of resolvent functions. For example, one can find the vector continued fraction for the 
system fj = (R~ej_ 1, eo). We have 
btj = ej_ 1 = --(1/hj_ l) l ) j_  1 ÷ (1/hj_ l)Vj ,  j = 1,2, ...,p, 
and thus 
B = 
1 1 "" 1 
0 1 "" 1 
0 0 "" 1 
1/ho -1~hi  "'" 0 
0 1~hi "'" 0 




" ' "  O 
1~hi "" 0 
0 ... 1/hp_ 1 
This means that the associated vector continued fraction is 
(1/ho, 1, ..., 1) [ (1/hi, 1, ..., 1) I + 
1(0,0, ... ,0, z ÷ bo, o) 1(0, 0, ... ,ba,o,Z + b1,1) 
÷ -.. -+ (1/hp_ 1,1 .... ,1) [ 
] (bp-x,o ,bp- l ,1 ,  . . . ,bp - l ,p -2 ,z  ÷ bp- l ,p-1)  
where bi,j = -(hj/hi)ai. j ,  i >1 O, j >10. 
..., 
V. Kaliaguine /Journal of Computational and Applied Mathematics 65 (1995) 181-193 191 
3. The operator moment problem and an explicit form of the Favard theorem for vector orthogonal 
polynomials 
Now we can solve the operator moment  problem stated in the Introduction. We say that a vector 
z (1) (2) .(p)'~ sequence s, = ts, ,s ,  , . . . ,~ ,  ) is regular if the associated system of formal power series (1) is 
weakly perfect. F rom Theorem 2 we get the following theorem. 
Theorem 3 (Solution of the operator moment  problem). For any regular vector sequence s, there is 
an operator of the form (8) and a cyclic set of p elements {u 1, . . . ,  Up} such that uj = y j, leo + y j, 2 el 
+ ... + yj, je j _ l ,  Yj, j # O,j = 1, 2 , . . . ,p ,  and 3,-~J) = (A"uj, eo). 
Proof. If the system (1) is weakly perfect, then the modified Jacob i -Perron algorithm applied to 
g gives a regular vector continued fraction (21) with coefficients c~,j, i=  0,1,2 . . . .  , j  = i -p ,  
i - p + 1 . . . .  , i. Let us define the matrix of the operator A = (at, j) by 
ai, i+ l= l ,  i=0 ,1 ,2  . . . . .  ai, j=  --ci, j, i, j>~O,j<<.i. 
Then for A we have h, = 1 and vj = e0 + ea + -" + e j_ 1. If we introduce the lower tr iangular 
matrix X by X x = R-~C,  where C is an upper tr iangular matrix with the entries c~,j, i = 1 . . . . .  p, 
j =-p  + i -1  . . . .  , -1 ,  then from Theorem 2 (second statement) and Remark 2 we have 
s~ j) = (A"uj, Co), where 
Uj = X j , -pV  1 + X j , -p+lV  2 + "'" + X j , -p+j - lV j ,  
i.e. u = Xv. Exact calculation gives Xj , -p+i -  1 = C i - - l , j -p - -  1 - -  e l , j - -p - i ,  X j , -p+j -  1 = C j - -1 , - -p+j -  1. 
To find all solutions of the operator moment  problem we fix the sequence ak, k + 1, k = 0, 1, 2, ... and 
define the operator A by the matrix (ai,j), a~,j =- (h i /h~)c i , j ,  i, j >>.0, i -p  <<.j <<. i, where 
hk = 1/(ao, la l ,2 . . .ak - l , k ) .  If we put u = Xv, with v~ = hoeo + ... + h j - le~- l ,  then from The- 
orem 2 we have 3,~1~) = (A"uj, eo). The theorem is therefore proved. [] 
Our next step is an explicit form of the Favard theorem for vector orthogonal  polynomials. Let 
Q, be any sequence of monic polynomials satisfying the recurrences (7) with c.,,_p # 0 and 
Q-p = Q-p+1 . . . . .  Q-1 = 0, Qo = 1. We say that a system of functionals Lj is regular if the 
associated system of formal power series is weakly perfect. Now we define the (p + 2)-diagonal 
operator A by a , , ,+l  = 1, a,,j = -c~,j,  i = 0 ,1 , . . . , j  = max{ i -  p, 0}, max{i - p, 0} + 1, . . . , i  and 
ai,j = 0, j > i + 1, j < i - p. Then from Theorems 1 and 2 we get 
Theorem 4 (Explicit form of the Favard theorem). For any regular system of  functionals 
{ Lj, j = 1,. . . ,  p} such that {Q,}~ are vector orthogonal polynomials with respect o (L1, ... ,  Lv), there 
exist vectors u j, j = 1, 2, ..., p, 
uj = xj,-pVl + ... + x j , -p+i - lv  i = Yj, leo + Yj, ze l  -1- "'" + yj,  j e j -1 ,  
with x j , -p+j-1 = yj, j # 0 , j  = 1,2, . . . ,p ,  such that 
L j ( zk )=(Aku j ,  eo), k>~O, j=  l ,2 , . . . ,p .  
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Proof. It follows immediately from Theorem 1 that the polynomials Q, are vector orthogonal 
polynomials with respect to any system of functionals of the described type. Let {Lj , j  = 1, 2 ... .  , p} 
be any regular system of functionals uch that the polynomials Q, are vector orthogonal poly- 
nomials with respect to it. The sequence of moments , = (L1 (z"),..., Lp(z")) is thus regular and the 
cyclic set {Ul . . . . .  u,} from the proof of Theorem 3 is exactly such that L j (z" )= (A"uj, eo). The 
theorem thus follows. Note that the arguments of the proof of the Favard theorem in [12, 13] 
show that the dimension of the linear space of all such systems of functionals (regular 
or not regular) is p(p + 1)/2 (p! in [12, 13] is a misprint). This means that any such system is 
of the form Lj(z k) = (Akuj, eo), j = 1,2,...,p, k ~> O, where it is possible to have Xj_p+j_ 1 = 0 
for somej. [] 
Remark 3. For a given regular sequence of vector moments there are many operators of the form 
(8) such that 3,°l J) = (A"u~, eo). To choose one of them we need to add some extra conditions. For the 
tridiagonal case these may be "symmetry" conditions: a, + 1,, = a,,, + 1 (non-Hermitian symmetry). 
With this condition we can define the operator A from the moments uniquely up to an isomor- 
phism of the space l 2. Spectral analysis of this operator shows (see [6]) that it has "minimal" 
spectrum among all other solutions of the moment problem. For the case p = 2 these "symmetry" 
conditions are a,, , -2 = a , -2 , , -  l a , -  1,,, n ~> 2, and ao, 1 = 1. With these conditions the solution of 
the moment problem is unique and has some interesting spectral properties too. In general, we can 
specify the solution of the moment problem by the choice of upper diagonal elements a,,, + 1. If the 
moment sequence is not regular the question of the solution of the associated operator moment 
problem is still open (in this case the solution is not necessarily a (p + 2)-diagonal operator of the 
form (8), as it is known for the case p = 1 [5]). 
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