Abstract-This paper proposes a new methodology to determine the relative performance of optimization algorithms across various classes of instances. Rather than reporting performance based on a chosen test set of benchmark instances, we aim to develop metrics for an algorithm's performance generalized across a diverse set of instances. Instances are summarized by a set of features that correlate with difficulty, and we propose methods for visualizing instances and algorithm performance in this high-dimensional feature space. The footprint of an algorithm is where good performance can be expected, and we propose new metrics to measure the relative size of an algorithm's footprint in instance space. The methodology is demonstrated using the Traveling Salesman Problem as a case study.
INTRODUCTION
The operations research literature is dominated by a standard methodology in which a new optimization algorithm is introduced and usually claimed to be superior by outperforming previous approaches on a set of well-studied test instances. However, the weaknesses of an algorithm are rarely reported, and it is unlikely that this new algorithm could claim superior performance on the broadest classes of instances. Indeed, the No Free Lunch Theorem [1] warns us against expecting a single algorithm to perform well on all instances of a problem, regardless of their structure and characteristics. Instead, we are likely to find that there are certain types of instances where this algorithm excels because it is exploiting some particular characteristics of those instances. On different instances, other algorithms may dominate, and the new algorithm may even fail miserably.
In this paper we propose a new methodology to enable researchers to report the strengths and weaknesses of optimization algorithms across a diverse set of instances. To define the terms we will use, consider the Traveling Salesman Problem (TSP) as an example. The problem is defined by the generic set of constraints and the objective function, which is to visit each of n cities exactly once and return to the starting city while minimizing travel costs. A particular instance of the problem is not defined until we provide the set of n city coordinates. Some instances will be easy (all cities arranged in a circle, for example), and others will be hard for a particular algorithm, depending on the properties of the instance that the algorithm exploits. But how can we create a metric space of instances so that we can readily visualize where they lie and their properties? We define the instance space to be the highdimensional space that summarizes a set of instances by a feature vector. The measurable features or properties of an instance of the TSP, for example, might include the cluster structure of the cities, and statistical properties of the distance matrix. The region of instance space where an algorithm can be expected to perform well has recently been described as an algorithm footprint [2] , but the methodologies for defining, visualizing, and characterizing this footprint across the highdimensional instance space do not currently exist.
Understanding and reporting the boundary of algorithm performance is critical for good research practice, and would provide a more accurate and powerful description of an algorithm's strengths and weaknesses. It would also help to avoid trial and error selection of algorithms. It is impractical to determine this boundary through exhaustive testing of the infinite number of possible test instances. More efficient would be to define the boundary by generalizing algorithm performance on selected instances across a diverse instance space, projected onto a two-dimensional plane for ease of visualization.
This paper proposes a methodology to visualize algorithm footprints and to measure their relative size. Section II presents the methodology, which is then demonstrated via a case study of the TSP in Section III. We discuss the findings of this approach in Section IV before drawing conclusions and suggesting future research directions in Section V.
II. PROPOSED METHODOLOGY
The Algorithm Selection Problem framework proposed by Rice [3] in 1976 considers the task of predicting the winning algorithm based on past experience of the relationship between features of an instance and algorithm performance. While Rice's original work was focused on using regression models to predict algorithm performance for partial differential equation solvers, we have previously extended the approach to use various supervised and unsupervised learning methods to predict optimization algorithm performance. For a particular optimization problem, careful choice of features is required, and we have previously demonstrated that the performance of optimization algorithms can be predicted with high accuracy for various problems including TSP [4] , quadratic assignment problem [5] , scheduling [6] , timetabling [7] , and graph coloring [8] . Related studies include those by Hall and Posner [9] and Cho et al. [10] on the knapsack problem, and the work of Lleyton-Brown and colleagues on propositional satisfiability [11] and combinatorial auction problems [12] .
We now extend Rice's framework in a different direction to enable, not just winning algorithm prediction, but visualization and measurement of algorithm footprints. Our methodology starts by defining an instance space as a metric space formed in R n based on a coordinate system defined by a set of n feature vectors. Instances are defined as points in R n and the distances between instances are defined by a Euclidean metric. We then use principal component analysis to project the instances into a two-dimensional space for ease of visualization. The classes of instances can be identified in this instance space, and the performance of algorithms on the instances can be labeled as good or bad according to some metric. The footprint of an algorithm can then be visualized, and we propose the use of convex and non-convex hulls to measure the area of the footprint relative to the area of the instance space. Details of each stage of the methodology are discussed below.
A. STEP 1: Summarizing instance as feature vectors
In order to visualize the differences between instances of an optimization problem, and the performance of algorithms on these instances, our first challenge is to be able to view two instances in the same space in such a way that if the two instances are similar according to some metric (Euclidean distance), they are close in the instance space, and if they are dissimilar then they are far apart in the instance space. Since we are focused on arranging the instances in a space where the easy instances might be separated from the hard instances, it is natural to represent each instance as a feature vector that considers a number of properties known to correlate with instance difficulty.
While it may seem limiting to build a methodology that relies on appropriate choice of features that summarize the difficulty of instances, fortunately the area of optimization instance difficulty is one that has been researched for many decades, and there is much already known about the properties of optimization problem instances that make them easy or hard. We refer the interested reader to our recent survey paper [13] for a review of various measures of instance difficulty for broad classes of optimization problems including assignment, knapsack, bin-packing, timetabling, graph problems and TSP.
B. STEP 2: Evolving easy and hard instances
Suppose a set of instances can be summarized by a set of n features, so that each instance is a point in the feature space defined in R n . Two instances are said to be similar if their distance in R n is close. It is important for our methodology that our chosen instances are not restricted to only a small region in feature space. If the instances are very similar to each other, then we should not expect the performance of algorithms to be very different, and we will lose the opportunity to see the strengths and weaknesses of algorithms. We must include instances that are diverse and well-spread across the instance space, especially if we expect to be able to generalize algorithm performance well.
If we rely only on the instances that are commonly available (for example OR-library instances) or randomly generated instances, we may find that we do not achieve the diversity we seek. Previous studies [10] have demonstrated that the knapsack benchmark instances are not as diverse in terms of the features that make them difficult as we would need for our purposes, and we have previously shown that randomly generated TSP instances are inadequate to reveal the strengths and weaknesses of some heuristics [4] .
Instead of relying on randomly generated or benchmark instances alone, we have adopted a methodology of using evolutionary algorithms to evolve instances that are intentionally easy or hard for certain algorithms [4] . To obtain hard instances, an initial population of random instances is evolved with a fitness function that measures how long it takes the algorithm to find a good solution, or the gap to a known optimal or good solution obtained after a fixed runtime. Since we are maximizing fitness, the final population consists of a collection of instances that take a long to time to solve or return a poor solution after a fixed runtime. These are hard instances, and a similar approach can be used to evolve easy instances by inverting the fitness function.
C. STEP 3: Visualizing instances in feature space
Once we have a diverse set of m instances, and can summarize each instance as an n-dimensional feature vector of relevance to instance difficulty, our challenge is to visualize the instances in the n-dimensional feature space. Our data matrix X is of dimension m × n. We use principal component analysis (PCA) to project the m instances into a 2-dimensional instance space, where the two axes correspond to the two most dominant eigenvectors of the covariance matrix C = X T X. This 2-d instance space will be an adequate representation of the original set of instances provided the first two dominant eigenvectors represent a high enough percentage of the variation in the data, as measured by the ratio of the first two eigenvalues compared to the sum of all n eigenvalues.
At this stage we should be able to clearly see all instances in the instance space, and note the location of different types of instances (random, benchmark, evolved easy, evolved hard). If the features are adequate then we should find the different types of instances grouped together in the feature space, particularly the easy instances well separated from the hard instances. If we cannot achieve this kind of separation, then we must question our choice of features and the degree to which they really do correlate with instance difficulty.
D. STEP 4: Visualizing algorithm footprints in instance space
With an adequate 2-dimensional representation of the instance space, we can now superimpose algorithm performance on each instance. We first need to decide how we will determine the goodness of an algorithm's performance. For example, we may define an algorithm's performance to be "good" if it achieves a solution that lies within 5% of the known optimal solution after a fixed runtime. Alternatively, a "good" performance might be a runtime less than 5 minutes to achieve a solution of a certain precision.
Once we have determined our criteria for measuring good algorithm performance, we can label all instances for a certain algorithm with a binary class (1 if good and 0 if bad). Our algorithm performance results can be stored in a binary matrix Y of dimension m × P, where P is the number of algorithms we are evaluating.
It should be noted that a traditional interpretation of Rice's algorithm selection problem uses m training data examples to learn the relationship between features and algorithm performance, i.e. builds P logistic regression models to predict each column of Y (dependent variable) in terms of the columns of X (independent variables).
Rather than solving a classification problem in an ndimensional space though (using logistic regression or support vector machines for example) to accurately predict algorithm performance, we are focused here on visualizing a generalized boundary of algorithm performance (the footprint), and measuring the relative size of the footprint. We attach labels to the instances where good performance is obtained, in the 2-dimensional instance space, and use the boundary of the convex hull [14, 15] of these instances to define the boundary of the algorithm footprint. In order to ensure appropriate generalization, we first remove outliers by clustering the instances labeled within the footprint. In the event that the generalized boundary is still considered too much of a generalization beyond the observable performance from the instances, we propose to calculate a non-convex hull by performing a Delaunay triangulation [16] on the instances within the convex hull, and removing the outer edges. While there are other non-convex hull generation methods that have been proposed to determine the area occupied by a set of points [14] , we adopt this simple strategy in the first instance.
Proposition. The convex hull with a Delaunay triangulation can be converted into a non-convex hull by deleting all the boundary edges.
Proof. Suppose there is an edge e = (v i , v j ) in the boundary of the Delaunay triangulation (a convex hull), where i ≠ j and v i and v j are extreme points in the convex hull. The deletion of edge e means the simple path from v i to v j is now through some other point v k . Since v k was not an extreme point of the convex hull, (v i , v k , v j , v i ) constitutes a triangle. If we delete the edge e and the area of the corresponding boundary triangle from the hull, the straight line segment between v i and v j no longer lies entirely within the hull, and so the hull is no longer convex.
We can now visualize in the 2-d instance space either a broad generalized footprint of an algorithm using the convex hull of the instances where algorithm performance has been measured to be good; or a smaller footprint using a non-convex hull after removing outliers to define a more conservative footprint where algorithm performance is expected to be good only based on strong observational evidence. An out of sample test set can be used to validate that instances that lie within the boundary of a footprint are accurately predicting good performance.
E. STEP 5: Measuring the relative size of algorithm footprints
Once we have a hull that covers all instance points labeled good for a certain algorithm, we can calculate the area of the hull, and take its ratio to the area of the hull covering all instances. This will provide a metric for the relative "goodness" of the algorithm across the entire instance space. We should subtract from this area any region where we have evidence that the algorithm performance may not be good (i.e. remove "good" instances that lie within the hull of other instances labeled as not good for the algorithm, which therefore contradict the footprint).
Specifically, the convex hull of a region defined by a set of points S = {(x i , y i ) for all i = 1, …, η} we notate as H(S), with the area given by
Area(H(S))
with the subset {(x j , y j ) for all j = 1, …, k} and k ≤ η defining the extreme points of H(S).
Let Ω be the set of m points defining the m instances in the two-dimensional projected feature space, and let Ψ π be the set of points (instances) where algorithm π ∈ {1, …, P} is labeled "good", excluding those that lie in the hull of any points where the algorithm is not good. Then the area of the footprint of algorithm π is given by Area(Ψ π ), and the relative size of this footprint is given by the ratio Area(Ψ π )/Area(Ω). We can then compare the relative sizes of each algorithm π ∈ {1, …, P} to determine which algorithm has the largest footprint, and explore the degree of overlap of the footprint with particular regions of interest, such as real-world instances.
III. CASE STUDY: THE TRAVELING SALESMAN PROBLEM
We now demonstrate the proposed methodology on the well-studied Traveling Salesman Problem (TSP). In previous work we have studied how TSP instances can be summarized with features that correlate with difficulty, and have shown that randomly generated TSP instances are not particularly difficult [4] . Here we consider an augmented set of features compared to our previous work. We have earlier used evolutionary algorithms to evolve easy and hard TSP instances based on a fitness function that measures how many iterations of an algorithm are required to converge to a locally optimal solution [4] . Here we extend the ideas to firstly redefine the fitness function to generate hard instances that have a maximal optimality gap, and easy instances with a minimal optimality gap, measured using Concorde [17] . Thus our approach to steps 1 and 2 are different from our previous studies. Steps 3, 4 and 5 of the proposed methodology have been applied here to the TSP for the first time. We also include benchmark instances from the TSPLIB [18, 19] since we are interested to see where they lie in the instance space compared to random, easy and hard instances.
Our choice of algorithms are two variations of the LinKernighan heuristic [20] . Developed more than thirty years ago, the Lin-Kernighan heuristic is still known for its success in efficiently finding near-optimal results. The core of the algorithm and its variants, consists of edge exchanges in a tour. We consider two variants:
• Chained Lin-Kernighan (CLK) is a variant [21] that chains multiple runs of the Lin-Kernighan algorithm to introduce more robustness in the resulting tour. Each run starts with a perturbed version of the final tour of the previous run. The length of the chain depends on the number of cities in the TSP problem.
• Lin-Kernighan with Cluster Compensation (LKCC) is a reaction to the poor performance of the LinKernighan heuristic reported in [22] for clustered instances. It aims to reduce the computational effort, while maintaining the quality of solutions produced for both clustered and non-clustered instances. The cluster distance between cities v and w is calculated as the minimum bottleneck cost (heaviest edge) of any path between v and w. These values are then used in the guiding utility function of Lin-Kernighan to prune unfruitful regions (with high bottlenecks) from the search space.
These two algorithms are essentially similar, with subtle differences in how they behave, noticeable particularly for instances that have well defined cluster structures [4] . While we could have chosen any algorithms to demonstrate the proposed methodology, we are interested to see if the distinguishing footprints of two quite similar related algorithms will be clearly visible in the instance space.
A. TSP instances and features
We consider only 100 city TSP instances, and have three types of instances: randomly generated, TSPLIB benchmark instances, and instances that we have evolved to be easy or hard for each algorithm. A description follows:
1) Randomly generated instances
We have generated 190 instances randomly placing 100 cities in a 400 x 400 plane.
2) TSPLIB instances
We have selected 6 instances from TSPLIB with exactly 100 cities, namely instances kroA100, kroB100, kroC100, kroD100, kroE100, and rd100.
3) Evolved instances
Following the approach used in our previous work [4] , and summarized in Table I , we have evolved instances that are designed to be easy or hard for a given algorithm from our set (CLK and LKCC). The seed for the evolutionary algorithm is the same of randomly generated 190 instances defined in 1) above.
For hard instances, our fitness function is the ratio of the optimality gap produced by the algorithm compared to the exact tour length found using Concorde [17] , after the algorithm is run to convergence. For easy instances we take the inverse of this ratio, so that the evolutionary algorithm can maximize the fitness and we achieve the desired result. In addition to evolving instances that are easy for CLK, hard for CLK, easy for LKCC, hard for LKCC, we also evolve instances that are uniquely hard for CLK (and simultaneously easy for LKCC), and uniquely hard for LKCC (and simultaneously easy for CLK). The fitness function for the uniquely hard instances for a specified algorithm is the ratio of the algorithm's optimality gap to the other algorithm's optimality gap which, when maximized, will create instances that are hard for the specified algorithm, and easy for the other algorithm. For uniquely easy instances we invert this ratio. In total we have 6 sets of evolved instances, with 190 instances per set. All details of the evolutionary algorithm implementation are the same as those used in our previous work [4] and summarized in Table I , except for the different definition of the fitness function. Thus, in total we study 1336 instances of 100 city TSPs. 
Mutation
Random mutation of each (x, y) coordinate with probability (1 + 99(2 -g/3 ))/200 where g is the generation number, following the scheme of [23] A comprehensive set of n = 40 measurable characteristics were used to summarize the properties of these TSP instances, based on 28 features from our previous work [4] , 10 features from Kanda et al. [24] , and two new features that correlate with tour length. These features are: 
B. TSP instances in feature space
Rather than visualizing these 1336 TSP instances in a 40 dimensional feature space, we use PCA to project the instances into a two-dimensional instance space. The top two eigenvectors account for 74% of the variation in the data, with a 3 rd eigenvector increasing this to 79%. For ease of visualization we will utilize two-dimensional data reduction, but naturally the methodology generalizes easily to 3-dimensional footprints, where the volume is calculated rather than the area. Figure 1 shows the different sets of instances located in the 2-d instance space. It reveals that the easy and hard instances for each algorithm are at opposite ends of the instance space, and that the random instances and TSPLIB instances are in the center. Clearly the evolved instances have enabled us to create a broader instance space than would have been possible had we only relied on random or benchmark instances. We now have a set of instances that enable the relative strengths and weaknesses of the two algorithms to be understood in the feature space.
C. TSP algorithm footprints
By evaluating the performance of each of the 1336 instances using both CLK and LKCC, we can label each instance as "CLK good", "CLK bad", "LKCC good" or "LKCC bad". We define goodness arbitrarily for this case study as the algorithm obtaining a tour length that is within a certain percentage of the known optimal found using Concorde [17] . We used discriminant analysis on the evolved easy and hard instances for each algorithm to obtain the optimality gap that best differentiates the easy and hard instances. For CLK this was 3.4% and for LKCC this was 0.07%. A visual inspection of the distributions of optimality gaps for these two classes of instances had already revealed that 1% was a reasonable threshold for both. Figure 2 shows the regions in instance space where each algorithm's performance is "good" or "bad" (with "bad" meaning the tour length is greater than 1% of the optimal tour length). Of course, it is natural to now wonder how the characteristics of certain parts of the instance space contribute to good or bad performance (i.e. which features and what values of those features are found in certain regions of the instance space where algorithm performance is good or bad). It is straightforward to use machine learning methods to derive rules explaining how certain values of the features (stored in the matrix X) affect the performance labels (stored in the matrix Y). We have done this in our previous work [4] , and it is not the focus of the present study. Instead we focus here on measuring the relative performance of an algorithm across a broad instance space.
D. TSP algorithm footprint metrics
For each region of interest shown in Figure 3 , we can calculate the area of the region, using either the convex hull, or a non-convex hull if we are concerned that we have insufficient instances near the boundary to justify the generalization. After removing outliers, the algorithm for calculating the area of the hulls described in the methodology is used, and the resulting areas are shown in Figure 4 .
It is clear that these regions are not disjoint, and there are overlapping regions (such as near the boundary between yellow and red) where there is no crisp generalization that can be made. While LKCC is consistently bad in this region for example, the performance of CLK is sometimes good and sometimes bad, and no doubt our threshold of 1% optimality gap to define goodness, if adjusted, would affect the boundaries of the hulls. When considering the relative size of the areas of good performance, we must therefore consider any overlap with contradictory performance. For example, if we wish to know the size of the unique footprint for CLK (yellow), then we should not include any points inside the hull of any region where CLK is shown to be bad, since it contradicts the footprint. Thus we are left with only a thin sliver of yellow along the left edge in Figure 4 where the unique footprint of CLK exists. The total (non-unique) footprint for CLK is the union of this thin yellow sliver and the green region at the top that is not within the blue region's boundary.
Likewise, for LKCC the footprint is the blue region where there is no overlap with the red region (since that contradicts good performance for LKCC). The unique footprint for LKCC also has to exclude the blue regions where there is overlap with the green regions (where CLK is also good). For the convex hull, this leaves no unique footprint for LKCC, while the nonconvex hull reveals a small group of instances in the top-center of the instance space where LKCC is uniquely good.
Suppose we define the following sets:
• S gg is the set of instances where the performance of both CLK and LKCC is good
• S bb is the set of instances where the performance of both CLK and LKCC is bad
• S gb is the set of instances where the performance of CLK is good and LKCC is bad
• S bg is the set of instances where the performance of CLK is bad and LKCC is good.
Mathematically, we can describe the footprint of CLK as:
which gives us the hull of the points where CLK is shown to be good (S gg and S gb ) after removing those instances that lie in the hulls of S bg and S bb which contradict expectation of good performance.
Likewise, the unique footprint of CLK can be described as:
which gives us the hull of the points where CLK is shown to be uniquely good (S gb ) after removing those instances that lie in the hulls of contradictory regions (S gg , S bg , S bb ).
Similar descriptions are easily found for the LKCC footprint and LKCC unique footprint, and then the areas of these footprints can be calculated. Table II shows relative size of the areas of the derived footprints, using both the convex hull and non-convex hull approaches for the optimality gap of 1% defining good performance.
IV. DISCUSSION
The results presented in the previous section assumed a definition of good as an algorithm's tour length to be within 1% of the known optimal tour length. Obviously the size of the footprints depends on our definition of goodness. Figure 5 shows how the area of the footprints for CLK varies with the optimality gap used to define goodness. While the area of the footprint where CLK is expected to perform well increases monotonically as the definition of goodness is increasingly relaxed to include a larger optimality gap, we see that the size of the unique footprint for CLK is maximized with a definition of goodness within 1.1% of optimal. Any more relaxed definition of goodness means that, while CLK will perform well, so will LKCC. Similar footprint areas for LKCC are shown in Figure 6 , where we observe the same behaviors.
While this paper has focused on a comparison of only two algorithms (CLK and LKCC), the extension of the ideas to more than two algorithms presents no difficulties aside from the minor issue of subtracting the areas of the overlapping regions, which will grow combinatorially with more algorithms. This paper has also chosen to represent the instance space as a two-dimensional projection of the feature space, but the methodology generalizes easily to three-dimensions, where 3 principal components are used to represent the instance space, and the volume of the footprint is calculated, rather than the area. There are some computational issues associated with calculating the hyper-volume of unions and intersections of regions in higher dimensions, but approximation heuristics are available [25] , and we do not expect that three-dimensions will cause problems.
It should be noted that our decision to represent the instance space using a data reduction method like PCA has meant that we are inevitably discarding some information that may be useful to more accurately represent the relationship between features and algorithm performance. In the case study presented in this paper, we lost 26% of the variation in the original feature space by projecting to two-dimensions. Naturally, an optimal feature selection strategy could be employed to ensure that the principal components retain as much of the variation in the data as possible, and new features could be considered as well.
We should also mention that, while the footprints presented in this paper have been contiguous regions in instance space, there is no theoretical reason why we should always expect this to be the case. In fact, we should expect that an algorithm's footprint may consist of a number of regions throughout instance space where the performance is good for different types of instances. Rather than measuring the area of the convex hull around all good regions, and then suffering with many contradictions in the middle that need to be subtracted, it may be preferable to first cluster the good labeled instances, and then calculate the area of each cluster component of the footprint.
Finally, it should be noted that the approach taken in this paper has been to treat the labeling of instances as good or bad in a very binary manner. In reality, we would not define algorithm performance to be bad if it fails to meet the goodness criteria by a small amount. A gray buffer region is probably needed, in addition to definitions of bad and good. The ideas presented here are easily extended to consider this ternary classification approach. 
V. CONCLUSIONS
This paper has presented a new methodology to be able to assess the relative power of various optimization algorithms. We represent a diverse set of instances as points in a highdimensional feature space, then project to a lower dimensional instance space for ease of visualization. Within this diverse instance space we can then seek greater understanding of the strengths and weaknesses of optimization algorithms. We can define good performance, and then see which parts of the instance space yield good performance from different algorithms. This involves statistical generalization from the training data. The boundaries in instance space between good and bad performance define the edge of the footprint of an algorithm. We have proposed a methodology for measuring the size of the footprint of an algorithm, that is, the region where good performance can be expected, statistically.
The proposed approach has been illustrated using the Traveling Salesman Problem, solved by two common heuristics. The results show clearly where each algorithm is good, according to a specified optimality gap, and where it is uniquely good. The relative sizes of these footprints reveal the power of each algorithm across instance space.
We have shown that the 100 city TSPLIB instances are not particularly discriminating of algorithm performance for these two heuristics, with all TSPLIB instances falling within the footprint of both CLK and LKCC. The same is true for the randomly generated TSP instances. Only when we intentionally generate easy or hard instances do we see where the true strengths of an algorithm lie in instance space.
We believe this methodology is an important first step towards providing researchers with a tool to report the strengths and weaknesses of their algorithms, and to show the relative power of an algorithm either across the entire instance space, or on a particular region of interest (e.g. real world problems). Our current work is focused on developing the key components of the methodology (evolved instances, feature sets) for a number of broad classes of optimization problems [13] , which will then become available as tools for researchers. The generalization of the approach to consider not just algorithm selection, but parameter selection (for example, evolutionary operator selection [26] is a natural extension for the evolutionary computation community.
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