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We use shortcuts to adiabaticity, a method introduced to speed up adiabatic quantum dynamics,
for the efficient generation of entanglement between exciton-polaritons in coupled semiconductor
microcavities. A substantial improvement is achieved, compared to a recently proposed method
which essentially enhances the nonlinearity of the system. Our method takes advantage of a time-
dependent nonlinearity which can become larger than the Josephson coupling between the cavities,
while the conventional method is restricted to a constant nonlinearity lower than the coupling. The
suggested procedure is expected to find also application in other research areas in optics, where
nonlinear interacting bosons are encountered.
Introduction: Exciton-polaritons are bosonic quasi-
particles in semiconductor microcavities formed by the
strong coupling between excitons and cavity photons [1],
which can be easily manipulated and loaded to two-
dimensional trap arrays forming lattices. These struc-
tures of nonlinear interacting quantum oscillators pro-
vide an attractive solid state platform for quantum in-
formation processing with continuous variables. Current
applications include the generation of non-classical states
of light [2, 3], qubits and gates for quantum computation
[4, 5], and quantum simulators [6–10].
One extremely important task regarding the use of
these systems in quantum information, is the efficient
generation of entanglement between exciton-polaritons
in coupled cavities. The problem is that entanglement
creation relies on the strength of the nonlinearity, which
is weak for semiconductor microcavities. Entanglement
appears only as a perturbation [11, 12] even at high densi-
ties, where the nonlinear effects become important, since
the mean field approximation provides a fair classical de-
scription [13]. In order to overcome this barrier, a method
to essentially amplify the nonlinearity strength in semi-
conductor microcavities using two coherent laser fields
was recently suggested [14], leading in theory to the cre-
ation of a fair amount of entanglement between exciton-
polaritons in coupled cavities. Throughout this process,
the strength of enhanced nonlinearity in the two coupled
cavities is held constant and smaller than the Josephson
coupling.
In this work, we consider a time-dependent enhanced
nonlinearity, through the modulation of the correspond-
ing coherent laser fields, which is also allowed to attain
larger values than the Josephson coupling. Under this
setting, we use shortcuts to adiabaticity (STA), a method
developed to accelerate quantum adiabatic dynamics, to
efficiently generate entanglement between two coupled
cavities. The essence of STA is that it drives the system
to the same final state as a slow adiabatic process but in
a much shorter time, since it does not necessarily follow
the instantaneous eigenstates. It has been exploited to
efficiently perform various tasks in several fields of optics
[15–19]. Here, we show that STA can take advantage of
the large enhanced nonlinearity and lead to a substan-
tially larger amount of entanglement, compared to that
obtained in the recent work [14].
Model: We consider a pair of coupled cavities as in
[14], which can be implemented with the techniques of
[20], described by the Hamiltonian
Hˆ =
α(t)
2
(aˆ21 + aˆ
2
2 + aˆ
†2
1 + aˆ
†2
2 )− J(aˆ†1aˆ2 + aˆ1aˆ†2). (1)
The first part of the Hamiltonian originates from an in-
verse four-wave mixing process in each cavity. As dis-
cussed in Ref. [14], the starting point is the Hamilto-
nian Hi = α0(aˆ
†
i aˆ
†
i aˆLaˆU + aˆ
†
Laˆ
†
U aˆiaˆi)/2, where α0 is the
strength of this nonlinear process, typically weak com-
pared to the dissipation rate Γ in optical systems, while
modes aˆL, aˆU are driven by coherent laser fields, which
can be described classically. Pairs of particles scatter
from aˆL, aˆU to mode aˆi and we are left with the first
part of Hamiltonian (1), where α = α0〈aL〉〈aU 〉 is the
nonlinearity enhanced by the classical field amplitudes,
which can reach the regime α ≫ Γ. This is the advan-
tage over the usual method where the central mode aˆi is
excited and correlations are created between aˆL, aˆU [21–
23], which requires a nonlinearity α0 stronger than the
dissipation rate. The authors of Ref. [14] studied the
system dynamics with a constant enhanced nonlinearity
α. Here, we consider that the classical field amplitudes
〈aL〉, 〈aU 〉 can be varied with time, allowing for a time-
dependent α(t). The second part of the Hamiltonian is
the familiar Josephson coupling, with a constant coupling
coefficient J .
Entanglement quantification: For a system of two
oscillators coupled with a quadratic Hamiltonian like (1)
and starting from vacuum, the states are Gaussian and
characterized by the covariance matrix V of the corre-
sponding position and momentum operators qˆi, pˆi, i =
1, 2. If we define (xˆ1, xˆ2, xˆ3, xˆ4) = (qˆ1, pˆ1, qˆ2, pˆ2), the el-
ements of the covariance matrix become Vij = 〈xˆixˆj +
xˆj xˆi〉/2, where note that the first moments are zero due
to the vacuum initial conditions. The state of the sys-
2tem is described, up to a possibly time-dependent phase
factor, by the following Wigner quasiprobability distri-
bution [24]
W (x) =
1
4pi2
√
V
e−
1
2
x
TV −1x, (2)
where x = (q1, p1, q2, p2) is the vector of phase-space vari-
ables.
Using the relations qˆi = (aˆi + aˆ
†
i )/
√
2, pˆi = i(aˆ
†
i −
aˆi)/
√
2, the elements of the covariance matrix can be ex-
pressed in terms of the second moments of the creation
and annihilation operators of the two resonators, for ex-
ample 〈aˆ†1aˆ1〉, 〈aˆ†2aˆ2〉, 〈aˆ†1aˆ2〉, 〈aˆ21〉 etc., while the first mo-
ments are zero due to the initial conditions. Instead of
using directly the second moment operators, we can use
specific linear combinations of them, a set of ten opera-
tors introduced by Dirac to describe exactly two coupled
quantum oscillators [25], which are the generators of the
symplectic group Sp(4). Under the evolution described
by Hamiltonian (1), a closed set of differential equations
can be obtained for the expectation values of these oper-
ators. Specifically, they are actually grouped into subsys-
tems which are linear and homogenous in these variables.
When starting from vacuum, only the subsystem formed
by the following three operators
Sˆ1 =
1
2
(aˆ†1aˆ1 + aˆ2aˆ
†
2), (3a)
Sˆ2 =
i
4
(aˆ†21 + aˆ
†2
2 − aˆ21 − aˆ22), (3b)
Sˆ3 =
1
2
(aˆ†1aˆ
†
2 + aˆ1aˆ2). (3c)
has nonzero initial conditions; the rest of the opera-
tors remain zero throughout and can be ignored. Using
Ehrenfest theorem for operators without explicit time de-
pendence d〈Aˆ〉/dt = ı[H, Aˆ] (~ = 1), we find that the
corresponding expectation values Si = 〈Sˆi〉, i = 1, 2, 3
satisfy the following system of equations
S˙1 = −2αS2, (4a)
S˙2 = −2αS1 + 2JS3, (4b)
S˙3 = −2JS2, (4c)
with initial conditions
S1(0) = 1/2, S2(0) = S3(0) = 0. (5)
Under the above evolution, the following constant of the
motion can be easily verified
S21 − S22 − S23 = 1/4. (6)
The covariance matrix V can be expressed in terms of
the nonzero values Si, i = 1, 2, 3 as
V =
(
A C
CT B
)
=


S1 S2 S3 0
S2 S1 0 −S3
S3 0 S1 S2
0 −S3 S2 S1

 .
In order to quantify entanglement we will use the loga-
rithmic negativity, a quantity which for two-mode Gaus-
sian states (2) actually measures the squeezing of appro-
priate field quadratures [24]. For this particular case the
logarithmic negativity is given byN = max[0,− ln(2ν˜−)],
where ν˜− is the smallest symplectic eigenvalue of a mod-
ified covariance matrix V˜ corresponding to the partially
transposed state. We can evaluate ν˜− in terms of Si using
the formula [24]
ν˜− =
√√√√ ∆˜(V )−√∆˜2(V )− 4detV
2
,
where ∆˜(V ) = detA+ detB − 2detC = 2(S21 − S22 + S23)
and detV = (S21 − S22 − S23)2 , from which we obtain
ν˜− =
√
S21 − S22 − |S3| < 1/2.
The last inequality can be proved using (6), and the log-
arithmic negativity is given by the expression
N = − ln(2ν˜−) = − ln
[
2
(√
S21 − S22 − |S3|
)]
. (7)
Using the constant of the motion (6), the expression (7)
for the logarithmic negativity becomes
N = ln
[
2
(√
S23 + 1/4 + |S3|
)]
, (8)
which is an increasing function of |S3|.
Constant enhanced nonlinearity: In Ref. [14] a
constant α(t) = αT , with αT < J , is applied for the
whole time interval 0 ≤ t ≤ T . The appropriate value of
αT depends on T , as it is denoted by the subscript. By
taking the time derivative of (4b) and using (4a), (4c) we
obtain the following differential equation for S2
S¨2 + 4(J
2 − α2T )S2 = 0. (9)
Solving for the initial conditions S2(0) = 0, S˙2(0) = −αT
we find
S2(t) = −αT sin(2ωt)
2ω
, S3(t) =
JαT [1− cos(2ωt)]
2ω2
,
(10)
where the angular frequency is ω =
√
J2 − α2T . The
choice
2ωT = pi ⇒ αT =
√
J2 −
( pi
2T
)2
< J, (11)
leads to S2(T ) = 0, S3(T ) = JαT /ω
2. From Eq. (8) we
find the logarithmic negativity as a function of the final
time T
NT = 2 ln

2JT
pi
+
√(
2JT
pi
)2
− 1

 , (12)
3and we plot it in Fig. 1(a) (lower blue curve). Observe
that T ≥ pi/(2J), while in the limit of large T the loga-
rithmic negativity increases logarithmically with time.
Time-dependent enhanced nonlinearity: We now
find a smooth control α(t) which drives the system from
the initial vacuum state to an eigenstate of the final
Hamiltonian Hˆ(T ), with a desired logarithmic negativity
N . Consider the following time-dependent operator
Iˆ(t) = S1(t)Sˆ1 − S2(t)Sˆ2 − S3(t)Sˆ3, (13)
where the operators Sˆi, i = 1, 2, 3 are given in Eqs. (3a)-
(3a), while their expectation values Si(t) satisfy system
(4a)-(4c). It can be easily verified that Iˆ(t) satisfies
dIˆ
dt
=
∂Iˆ(t)
∂t
+ i[Hˆ(t), Iˆ(t)] = 0, (14)
thus it is a time-dependent invariant of motion. The
initial vacuum state |Ψ(0)〉 = |00〉 is an eigenstate of Iˆ
at t = 0, Iˆ(0)|Ψ(0)〉 = (1/4)|Ψ(0)〉. Let |φ0(t)〉 be the
eigenstate of Iˆ(t) corresponding to the constant eigen-
value λ0 = 1/4, i.e. Iˆ(t)|φ0(t)〉 = λ0|φ0(t)〉. Then, by
essentially taking the Fourier transform of the Wigner
function (2), we find
φ0(q, t) =
1√
2pi 4
√
S21 − S23
eiS2q
TKqe−
1
2
q
TKq, (15)
where q = (q1, q2) is the vector of coordinates and
K =
1
2(S21 − S23)
(
S1 −S3
−S3 S1
)
. (16)
It can be directly verified, by expressing the operators
Sˆi, i = 1, 2, 3 in terms of the coordinates using the rela-
tions aˆi = (qi+∂/∂qi)/
√
2, aˆ†i = (qi−∂/∂qi)/
√
2, i = 1, 2,
that the above wavefunction is indeed eigenstate of Iˆ(t)
with constant eigenvalue λ0 = 1/4. According to the the-
ory of Lewis-Riesenfeld invariants [26], the state of the
system at time t can be expressed as
|Ψ(t)〉 = eiθ0(t)|φ0(t)〉, (17)
where the phase θ0 is chosen as
dθ0
dt
= 〈φ0(t)|i ∂
∂t
− Hˆ(t)|φ0(t)〉, (18)
so the Schro¨dinger equation is satisfied. By expressing
Hˆ in terms of the coordinates qi in the above equation,
we finally obtain
θ0(t) = −
∫ t
0
S˙2
4(S21 − S23)
dt = −1
2
tan−1 (2S2), (19)
where in order to perform the integration we have ex-
ploited the constant of the motion (6).
At the boundary times tb = 0, T we impose the friction-
less conditions [Hˆ(tb), Iˆ(tb)] = 0, so the system is driven
from an eigenstate of Hˆ(0) to an eigenstate of Hˆ(T ),
which lead to the relations α(tb)S1(tb) − JS3(tb) = 0,
α(tb)S2(tb) = 0, and JS2(tb) = 0. Combining them
with the initial conditions (5) we obtain α(0) = 0,
α(T )/J = S3(T )/S1(T ) and S2(T ) = 0. Using addi-
tionally the value N of the desired final logarithmic neg-
ativity along with the expression (8) and the constant
(6), we finally find
S1(T ) = cosh (N )/2, S2(T ) = 0, S3(T ) = sinh (N )/2
(20)
and
α(0) = 0, α(T ) = J tanh (N ). (21)
Having determined α(t) at the boundaries, we now move
to find its intermediate values. If we take the time deriva-
tive of Eq. (4c), then use Eq. (4b) to eliminate S˙2, and
finally express S1, S2 in terms of S3 using Eqs. (6) and
(4c), we end up with the following differential equation
for S3
S¨3 − 4Jα(t)
√
S23 + S˙
2
3/(4J
2) + 1/4 + 4J2S3 = 0. (22)
The boundary conditions for S3 can be found using Eqs.
(5), (20) and (21). Since S2(0) = S2(T ) = 0, from Eq.
(4c) we obtain S˙3(0) = S˙3(T ) = 0. Since α(0) = 0 and
S3(0) = 0, from Eq. (22) we find S¨3(0) = 0. Using the
final values S3(T ), S˙3(T ), α(T ) in the same equation, we
also find S¨3(T ) = 0. The boundary conditions for S3 are
thus
S3(0) = S˙3(0) = S¨3(0) = 0 (23)
and
S3(T ) = sinh (N )/2, S˙3(T ) = S¨3(T ) = 0. (24)
Following an inverse engineering approach [26], we first
pick a smooth function S3(t) satisfying the boundary con-
ditions (23), (24), and then find α(t) from Eq. (22).
Choosing a polynomial ansatz for S3 with six free coeffi-
cients, as many as the boundary conditions, we obtain
S3(s) =
sinh (N )
2
(6s5 − 15s4 + 10s3), s = t
T
. (25)
The input α(t) which accomplishes the desired shortcut
is found from (22) to be
α(t) =
S¨3 + 4J
2S3
4J
√
S23 + S˙
2
3/(4J
2) + 1/4
. (26)
Note that in theory, an arbitrarily large value of N can
be obtained at any final time T . In practice, the larger
is the desired final negativity, the larger is the maximum
4amplitude of the necessary control α(t). By setting an
upper bound α(t) ≤ A0, we limit the maximum achiev-
able value of N for finite T . On the other hand, if we
require α(t) ≥ 0 throughout 0 ≤ t ≤ T , for implementa-
tion reasons, then this condition leads to a lower bound
on the duration T , independent of the target logarithmic
negativity N . Indeed, using the polynomial form (25) of
S3 in the equivalent condition S¨3 + 4J
2S3 ≥ 0 for the
numerator of (26), the factors containing N can be omit-
ted. Further manipulation of this inequality leads to the
bound
T ≥ (15/M)1/2J−1 ≈ 1.2527J−1, (27)
where
M = min
1/2<s<1
s2(6s2 − 15s+ 10)
(1− s)(2s− 1) ≈ 9.558.
In Fig. 1(a) we plot as a function of the duration
T the maximum logarithmic negativity which can be
achieved with the shortcut method when the control in-
put is bounded from above, α(t) ≤ A0. The three upper
red lines correspond to different values of the maximum
amplitude, A0/J = 2, 4, 6 from bottom to top, see Fig. 2
for the shape of α(t). The vertical black line in Fig. 1(a)
indicates the critical duration (27) beyond which it is also
α(t) ≥ 0. Observe that a substantial improvement is ob-
tained, compared to the case where α(t) is held constant
(lower blue line), when the maximum amplitude A0 is
sufficiently larger than the coupling constant J . We can
understand this behavior by using the simple differential
equation (9) for S2, which of course holds for constant
α(t) but can be used to deduce some useful characteris-
tics of the evolution for smooth enough α(t) like here. In
the case of constant α(t) = αT < J , observe from solu-
tion (10) that S2 is built and at the same time rotated
towards S3 in order to increase the logarithmic negativ-
ity (8), which is an increasing function of |S3|. In the
shortcut case with time-dependent α(t) displayed in Fig
2, observe that there is a large enough time interval where
α(t) > J , above the horizontal black line. From Eq. (9)
and the initial conditions for S2 it turns that during this
interval S2 increases exponentially in the negative direc-
tion. In the subsequent interval where α(t) < J , this
large (absolute) value of S2 is rotated towards S3, lead-
ing to an increased final negativity compared to the case
with constant α(t) = αT < J throughout the process.
Effect of dissipation: We consider the simple dis-
sipation model of Ref. [14], where each second moment
dissipates at a rate Γ. The system equations are modified
as
S˙1 = −ΓS1 − 2αS2 + Γ/2, (28a)
S˙2 = −2αS1 − ΓS2 + 2JS3, (28b)
S˙3 = −2JS2 − ΓS3, (28c)
0 1 2 3 4 50
2
4
6
8
JT
N
(a) No dissipation Γ = 0
0 1 2 3 4 50
0.5
1
1.5
2
2.5
JT
N
(b) Dissipation Γ = 0.1J
FIG. 1. Logarithmic negativity as a function of duration JT .
(a) In the absence of dissipation, Γ = 0. The lower blue
curve corresponds to constant α(t) = αT given in (11). The
three upper red lines correspond to the maximum negativity
obtained with the shortcut to adiabaticity control (26) for
three different upper bounds α(t)/J ≤ A0/J = 2, 4, 6 (from
bottom to top) (b) Same as in (a) but in the presence of
dissipation Γ = 0.1J.
0 0.5 10
2
4
6
s=t/T
α
(t)
/J
FIG. 2. Bounded enhanced nonlinearity α(t)/J ≤ A0/J =
2, 4, 6 as a function of normalized time, corresponding to the
three upper black circle points in Fig. 1(b).
where note the differentiation of S1 = 〈aˆ†1aˆ1 + aˆ2aˆ†2〉/2 =
〈aˆ†1aˆ1+ aˆ†2aˆ2+1〉/2. Using the same shortcut inputs α(t)
as in Fig. 1(a), we simulate the above system for dissipa-
tion Γ = 0.1J . The results are shown in Fig. 1(b). Ob-
serve that, in the presence of dissipation, the logarithmic
negativity obtained with a bounded amplitude α(t) ≤ A0
attains a maximum for a finite duration T (black circles
in the three upper red curves). For A0 sufficiently larger
than J , this maximum is larger than that obtained with
constant α(t) = αT < J (black circle in the lower blue
curve).
Conclusion: We have shown that using shortcuts
to adiabaticity, the entanglement generated between
two exciton-polariton cavities with a recently proposed
method which effectively amplifies the system nonlinear-
ity can be substantially enhanced. This work can find
application in quantum information processing with po-
laritons, but also in other areas where nonlinear interact-
ing bosons are encountered.
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