ABSTRACT Community detection in the network has become an invaluable tool to explore and reveal the internal organization of nodes. In particular, the target community detection focuses on discovering the ''local'' links within and connecting to the target community related to user's preference, which refers to a limited number of nodes in the whole network. A few works in the literature discuss the target community detection. In this paper, we propose a target community detection with user's preference and attribute subspace. Our method utilizes not only network structure but also node attributes within a certain subspace to quantify both internal consistency and external separability, which is able to capture a user preferred target community. First, the similarity between nodes is calculated via both attributes and structures, and the center node set of the target community can be obtained by extending the sample node given by the user with its neighbors. Second, an attribute subspace calculation method with entropy weights is established based on the center node set, and the attribute subspace of the target community can thus be deduced. Finally, the target community quality, which is the combination of internal connectivity and external separability, is defined, based on which the target community with a user's preference can be detected. The experimental results on both synthetic network and real-world network datasets demonstrated the efficiency and effectiveness of the proposed algorithm.
I. INTRODUCTION
Network is a simple but powerful representation of real-world complex systems as most objects in the world are closely related. Identifying community structure in network is essential for characterizing and understanding their functions and properties, which has attracted considerable amount of attention in the last decades [1] , [2] . For instance, detecting social communities in large social networks provides an effective way to analyze the social media user's behaviors and activities [3] ; in Protein-Protein Interaction (PPI) networks, biologists wish to identify gene groups serving similar functions [4] . In these literatures, most of the classical community detection approaches mainly consider plain networks without attributes and focus on identifying communities
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang. from a global perspective. Nevertheless, on one hand, many real-world networks have attributes associated with the nodes describing their semantic information, in addition to their connectivity information, on the other hand, we may interest in a local community that are consistent with user's preference with a few available attributes [5] , [6] . While the traditional community detection methods may fail to detect communities with coherent attributes inside, target community detection focus on discovering the 'local' links within and connecting to the target community related to user's preference, which refers to a limited number of nodes in the whole network.
Specifically, target community detection refers to the community formed by nodes that are consistent with user's preference, which is closely connected within the community and is better separated from the outside [7] . Target community detection can be applied in scientific research, commercial promotion and other fields. For example, a marketing manager selling sports goods requires sets of communities with similar sport appetite, and then offers trial products to a few members from each community based on their sport appetite to expect the products to be promoted in the communities. A headhunting company may require sets of communities with similar work and location to find the suitable talents. Most of recent attribute community detection methods may fail to capture the requirements of a specific application and not be able to detect the set of required communities for a specific application. Therefore, it is necessary to design target community detection algorithms for specific applications.
In this work, we propose a novel approach to detect target community (neighborhood, cluster) in attributed graphs, namely, Target Community Detection with User's Preference and Attribute Subspace (TCU-SA). Figure 1 illustrates the research framework of TCU-SA. The contribution can be summarized as follows: 1) Community attribute subspace detection: An attribute subspace calculation method with entropy weights is established based on the center node set, and the attribute subspace of the target community can thus be captured. 2) Target Community exploration: We define a target community to be high quality when its nodes are (1) internally well connected and similar to each other on a specific attribute subspace, as well as (2) externally well separated from and/or dissimilar to the nodes at the boundary. 3) Extensive Experiments are conducted to show the effectiveness and applied value: We conduct extensive experiments on both synthetic and real-world corpora. Experimental results prove the effectiveness of our proposed approach over many competitive baseline approaches. The rest of this paper is organized as follows. We briefly review some related work in Section 2. In Section 3, the notations and problem statement are presented. Section 4 and 5 focus on our algorithm including: attribute subspace analysis and target community detection strategies. In Section 6, experimental results and evaluation are discussed. Finally, we conclude this paper and point out our future work in Section 7.
II. RELATED WORKS
Target community detection seeks to detect some similar objects into clusters based on user's preference in the attributed graph. It pursues two tasks, identification of the subspace of attributes revealing user's preference and detection of target community on the subspace of attributes. Thereafter, we organize related works into two categories: (1) hard subspace clustering and soft subspace clustering;(2) global community detection and local community detection.
A. HARD SUBSPACE CLUSTERING AND SOFT SUBSPACE CLUSTERING
According to the ways with which the subspace of attribute is identified, the subspace community detection methods can be roughly divided into two categories: hard subspace clustering and soft subspace clustering. The methods in the first category determine the exact subspace of attribute where community are detected. Some notable work include: Chakrabarti and Mehrotra [8] proposed a technique called Local Dimensionality Reduction (LDR) that tries to find local correlations in the data and performs dimensionality reduction on the locally correlated clusters of data individually. Yip et al. [9] presented HARP, a hierarchical subspace clustering approach with automatic relevant dimension selection. Cheng et al. [10] proposed Subspace Projection (SSP) as a unified framework for partition-based techniques, which projects data onto subspaces and computes a fixed number of salient features with respect to a reference vector. A typical example is the target community detection method FocusCO [11] , which infers attribute weights through a diagonal matrix. The reason is two-fold. First, individual weights for attributes provide ease of interpretation. Second, learning a diagonal is computationally much more tractable (especially in high dimensions) than learning a full one, since the latter requires solving a program with a sediment constraint. Besides, TSCM [7] designed a direct calculation method rather than optimization method to infer the subspace.
The soft subspace clustering determines subspace according to the contributions of the attribute in detecting the corresponding community. The contribution of an attribute is measured via a weight assigned to the attribute in seeking the community process. We call these methods soft subspace clustering since each dimension contributes to the detection of clusters, while the dimensions with larger weights form the subsets of dimensions of the clusters. Actually, there is rich literature on soft subspace clustering derived from k-means type [12] clustering. Unlike choosing subspaces for each cluster, soft subspace clustering algorithms learn weight vectors over attributes with different objective functions and optimization methods, and then combine these vectors for distance calculation for the k-means algorithm. Typical examples can be summarized as follows: Jing et al. [13] extended the k-means clustering process via calculating a weight for each dimension in each cluster and adopted the weight values to identify the subsets of important dimensions that categorize different clusters. This is achieved by including the weight entropy in the objective function that is minimized in the k-means clustering process. In the TW-kmeans [14] , two additional steps are added to the iterative k-means clustering process to automatically compute the view weights and the variable weights. In [15] , a soft subspace clustering algorithm with probabilistic distance is proposed for categorical data. In [16] a novel soft subspace fuzzy clustering algorithm is proposed by extending the existing entropy weight soft subspace clustering algorithm with a multiple-kernel learning setting.
B. GLOBAL METHODS AND LOCAL COMMUNITY DETECTION
As there are abundant literature on community detection algorithms, we restrict our discussion to some selected works that we believe as pertinent to our study. The extensive survey articles can refer to [18] and [19] . We summarize a brief discussion of the existing conventional community detection algorithms into two main groups: global and local methods. The global methods emphasize on all the entire network topology, while the local methods focus on local positions [20] , [21] .
The research on community detection using graphs was started in early 1970s [22] and many algorithms based on global methods were proposed. In the early stage, Newman [23] proposed a greedy method to maximize the modularity, considered as the workhorses for community identification in static networks. Zarei et al. [24] proposed an algorithm based on NMF to detect overlapping communities, which took advantage of Laplacian matrix in a given network. Besides, NMF can also be used to detect communities on large-scale networks. Similarly, Cao et al. [25] defined a novel model to identify overlapping communities as well as hubs and outliers. Whang et al. [26] formulated the problem of Non-Exhaustive, Overlapping Co-Clustering framework for community detection. Shi et al. [27] proposed a novel pairwisely constrained nonnegative symmetric matrix factorization (PCSNMF) method, which not only consider symmetric community structures of undirected network, but also takes into consideration the pairwise constraints generated from some ground-truth group information to enhance the community detection. The main limitation of these approaches is that the number of partitions in the network should be decided in advance to obtain a better result. Moreover, several measures are defined as a global objective for community detection or graph partitioning and are not applicable to individual subgraphs.
Different from global methods, most existing local community detection algorithms take a seed as an initial community. They extend the community by running a greedy optimization process for a quality function. Thus, the quality function and the extension method determine the effectiveness of a community extension method. This line of search is based on maximization of a local benefit function which features the quality of densely connected nodes. Some noticeable work includes: Baumes et al. [28] proposed an algorithm for overlapping community detection based on the iterative scan (IS) and rank removal (RaRe). Lancichinetti et al. [29] introduced Order Statistics Local Optimization Method (OSLOM) algorithm but it resulted in a significant number of singleton communities. For the target community detection task, the local community detection method is also applicable, but it always ignores user's preference and may take a lot of time. Specially, Gleich and Seshadhri [30] proposed the first localized core detecting method. They found that ''Neighborhood community can exhibit conductance score as good as Fiedler cut. Also, the conductance of neighborhood community shows similar behavior as the network community profile computed with personalized PageRank community detection method''. Ding et al. [21] proposed a robust two-stage local community detection algorithm (RTLCD) based on core detecting and community extension.
Community detection approaches are diverse. Each proposed algorithm brings a new idea or improvement to the existing algorithms. As for target community detection, in our previous research [17] , we present Target Community Detection Based on Attribute Subspace in networks, i.e.TC-AE, which is able to detect community related to user's preference. This paper is a significant extension of TC-AE, since TC-AE fails to consider a good neighborhood with either only a few edges at its boundary or many of the cross-edges can be ''exonerated''. In the proposed TCU-SA, we utilized not only network structure but also node attributes within the subspace to quantify both internal consistency and external separability, providing a formal definition of ''good community''. Together with a series of experiments on 4 larger and popular real-world networks as well as synthetic network to verify the effectiveness of our method. 
III. PRELIMINARIES A. PROBLEM FORMULATION
An attributed network consists of nodes, edges and attribute vectors associated with the nodes. More formally, let G = V , E, F denote an attributed graph, where V = {v 1 , v 2 , . . . , v n } is the set of n nodes; E = {(v i , v j )| an edge between nodes v i and v j } is the set of edges, satisfying |E| = m; A = a ij n×n is the adjacency matrix of graph G, where a ij = 1, if (v i , v j ) ∈ E and 0 otherwise; F:V − > D 1 ×···×D r is an attribute function which gives each node an attribute vector f (v). In such a network, we want to identify a target community supervised by an exemplar node. More specifically, the user is allowed to provide an exemplar node z ∈ V in any potential target community M whose nodes are similar on some focus attributes of a specific application. Z ⊂ V represents the seed of the target community, where Z ⊆ M ⊂ V . We denote B ⊂ V be the set of boundary nodes that are outside the target community but have at least one edge to some node in the target community, i.e. e ij ∈ E, v i ∈ M , v j ∈ B, M ∩ B = ∅.
1) MODULARITY
Modularity is defined by Newman as the ratio of the number of intra-community edges to the expected number of edges in the same set of communities if the edges had been distributed randomly while preserving degree distribution [31] . Formally, the modularity score Q of a partition is calculated as:
where m represents the total number of the edges in the network. i and j are two nodes in the network. k i and k j are the degree of the i-th node and the degree of the j-th node. a ij is the element in the i-th row and the j-th column in the adjacent matrix. δ(i, j) represents the relationship between the i-th node and the j-th node. If node i and node j are in the same community, δ(i, j) = 1; otherwise, δ(i, j) = 0. Q lies in the range [ −0.5,1), with larger values indicating a stronger community set. In order to reduce the complexity and improve the precision of community detection, in this paper, an improved modularity Q is designed to be the objective function, which is capable of measuring the strength of a set of communities that partition the network
2) ENTROPY (INFORMATION THEORY)
Shannon [32] defined the entropy H of a discrete random variable X with possible values {x 1 , x 2 , . . . , x n } and probability mass function P(X ) as:
Here E is the expected value operator, and I is the information content of X . I (X ) is itself a random variable. The entropy can explicitly be written as:
The difference of contribution of an attribute is represented as a weight that can be treated as the degree of the attribute in contribution to the target community. Therefore, in the detecting process, we maximize the negative weight entropy to stimulate more dimensions to contribute to the identification of the community. Table 1 summarizes a list of different notations we will use throughout the paper. In general, we use italic lowercase letters, e.g., n, to denote scalars; lowercase boldface characters, e.g., L, to denote vectors; uppercase boldface characters, e.g., A, to denote matrices; and italic capital letters, e.g., C, to denote sets.
B. NOTATIONS AND DESCRIPTION
In summary, the Target Community Detection with User's Preference and Attribute Subspace (TCU-SA) problem is given as follows: 
IV. ATTRIBUTE SUBSPACE FOCUS EXTRACTION
In this section, we present an algorithm of calculating attribute subspace weights for high-dimensional sparse attributes. In our algorithm, we consider that the weight of an attribute in the target community represents the probability of contribution of that attribute in forming the community. Therefore, an objective function is designed so that we can simultaneously minimize the within community dispersion and maximize the negative weight entropy to stimulate more attributes to contribute to the identification of the community [6] . In this way, we can avoid the problem of identifying target clusters by few dimensions in sparse data.
A. CENTRAL NODE SET EXTRACTION
We first identify focused cluster, i.e. good candidate nodes that potentially belong to target community. Then, attribute subspace is identified based on the focused cluster. In other words, for the target community, the internal nodes are similar to each other under its attribute subspace and are not similar to external nodes. To achieve this goal, we consider both attribute similarity and structural similarity between nodes, and the focused cluster is determined based on the sample nodes given by user.
Definition 1 (Attribute Similarity): The attributes similarity between nodes u and v is denoted by s(u, v) as:
where || f (u)-f (v)|| 2 is the 2-norm between attributes vector of nodes u and v. Note that, the attributes similarity is between 0 and 1.
Definition 2 (Structural Similarity):
The structural similarity between nodes u and v is denoted by σ (u, v) [33] as:
where N (u) represent the structural neighborhood of a node u, that is N (u) = {v ∈ V |u connects v} ∪ {u}d(u) = |N (u)|-1. Intuitively, for two nodes, the more common nodes in their structural neighborhoods, the larger the structural similarity value is. Note that, the structural similarity is between 0 and 1. Since one sample node contains too limited information to accurately capture the target subspace, we design an extension method to extend the sample node to a set of connected exemplar nodes which the target subspace can be inferred. Intuitively, nodes in the focused clusters are more similar with their neighbors. The central node set is initialized as Z = {z}, where z is an exemplar node z ∈ V in any potential target community and can be expanded as follows:
where β is the similarity threshold. Finally, the central node set is formed as Z = {z 1, z 2 , . . . , z c }.
B. ATTRIBUTE SUBSPACE WITH ENTROPY WEIGHTING
Intuitively, nodes from the same community should be similar to each other on the particular set of focus attributes [34] , [35] . For the central node set Z expanded from the exemplar node, the attribute subspace that makes them similar can be computed. Wu and Pan [7] presented EWKM, which is an entropy weighting subspace clustering algorithm, giving different weights to attributes by utilizing the weight entropy in the objective function. Therefore, clusters may have different selected attributes based on their weights. Unlike the calculation of feature weights for each cluster in an iterative manner, the target community attribute subspace weight objective function can be directly calculated and is defined as follows:
subject to r t=1 l t = 1, l t > 0, where c is the number of nodes in the central node set, r is the dimension of the node attributes, and l t represents the weight of the t-th attribute. The first term in (7) is the sum within community dispersions, and the second term is the negative weight entropy. The positive parameter γ controls the strength of the incentive on dimensions. Therefore, for the equation (7) we add the weight entropy term so that we can simultaneously minimize the within target community dispersion and maximize the negative weight entropy to stimulate more dimensions to contribute to the identification of the community, avoiding the problem of identifying target community by few dimensions for sparse data.
We use the Lagrangian multiplier technique to solve the following minimization problem:
where δ is the Lagrange multipliers corresponding to the constraints. By setting the gradient of F (L, δ) with respect to l t and δ to zero, we obtain:
from (10), we obtain:
where
Substituting this expression back to (9)
It follows that, exp(
, substituting this expression back to (11), we obtain:
V. TARGET COMMUNITY DETECTION A. COMMUNITY QUALITY IN ATTRIBUTED GRAPHS
We consider a community to be high quality from two aspects [36] : (1) internal consistency; (2) external separability. There are many internal edges between nodes within a good community and an attribute subspace makes the community members highly similar. In addition, a good community has fewer edges on its borders, or many intersecting edges that can be "removed", that is, the focus attributes that enable nodes in a community to resemble each other also make them different from or separate from border nodes.
Definition 3 (Weighted Attribute Similarity):
The exponential kernel of attribute vectors is adopted as the attributes similarity between nodes u and v under L, denoted by s(u, v|L) as:
where || f (v) − f (u)|| L is the weighted Euclidean distance under the subspace L, diag(L) is the diagonal matrix whose main diagonal is L. Definition 4 (Community Quality Score): Based on the above two criteria of community quality, the community quality score is quantified as:
where I is the internal consistency of a target community C,if the community C with (1) many existing and (2) 'surprising' internal edges among its members where (3) (a set of) attributes make them highly similar receives a high internal consistency score. Different from internal consistency I , external separability E considers only the boundary edges and quantifies the degree that these cross-edges can be exonerated. The higher the number of cross-edges that can be exonerated, the larger the external separability (note the negative sign) and hence the quality of a community becomes.
B. TARGET COMMUNITY EXTRACTION
Next, we expand the target community by carefully choosing new nodes to include and continue expanding until there exist no more nodes that increase the community quality score.
Using the main steps of this approach, we will present two algorithms. The greedy algorithm is used to adjust the target community locally. In each iteration, it is possible to adjust the operation with moderate variation and select the node with the largest positive moderate change to be included into the target community. Iterations continue until no more nodes are added leading to moderate positive changes and community moderation values are no longer increased.
The addition of nodes is based on an improved optimal search strategy. Each addition of nodes is the current optimal choice. Similar to Algorithm 1, a traceability strategy is adopted to check whether there are any nodes to be removed, which leads to a moderately positive increase in the community. The quality score of the community is between 0 and 1. Every time the nodes are selected to join the community or the nodes in the community are deleted, the moderate value of the target community can be increased positively, so the convergence of the algorithm is guaranteed.
Besides deducing the target subspace and communities for specific application, our method has an additional function that it can return to generalized community detection, which is able to detect multiple communities in attribute subgraphs [37] . Base on k-Medoids clustering algorithm, we are able to identify good initial centers incrementally by a refined method from Moore [38] . The first medoid is randomly selected among all candidate points (vertex). Then we select the point that has the maximum of the minimum of the distances from each of the existing medoids to be the next medoid, i.e., where v ∈ V /Z is the candidate point, z i is the ith medoid in existing medoids, and α is the threshold in the limit of initial medoid count. This process continues until we do not find any medoids satisfying (16) . In this case, we get k medoids: Z = {z 1 , z 2 , . . . , z k }. Clearly, the larger the threshold of α, the small the value of k. Then, each central point z i is explore as a sample node until the algorithm converges. Good initial centers are essential for the success of partitioning clustering algorithms such as k-Medoids.
VI. EXPERIMENTS
In this section, we thoroughly evaluate the effectiveness and efficiency of TCU-SA on both synthetic network and show its application values on real-world networks. Besides, we compare our method with several state-of-the-art target community detection algorithms and evaluate the performance via NMI and F1 Score.
A. EXPERIMENTS SETTINGS 1) SYNTHETIC NETWORK
Synthetic attributed network with ground truth communities are generated based on the LFR benchmarks [40] , which have similar features to real-world networks. We set some important parameters of the benchmark network as follows: the number of nodes in the network is 3000; the mean degree of the network is 50; the minimum for the community sizes is 180; the maximum for the community sizes is 700; the mixing parameter µ range is 0.1. In total, we generate the synthetic network with five ground-truth community structure (NO.1-5). We then assign the graph clusters generated, either to one of focus attribute sets or as unfocused. It is worth noting that in real-world graphs, we expect to see more than two focuses on a variety of attribute subspaces. For each focused cluster, one of the subsets is chosen as focus attributes. For each attribute i in this subset the attribute values are drawn from a Normal distribution with uniform random mean µ i ∈[0;1] and a variance σ = 0.001. The variance is specially chosen to be small so that the clustered nodes agree on their focus attributes. The rest of the attributes, on the other hand, are drawn from a Normal distribution with much larger variance N (0;1). In contrast, all of the attribute values of nodes in unfocused clusters are drawn from large-variance. We randomly use a given sample node from each community to capture the target community. The statistics of the synthetic network is shown in Table 2 . 
2) REAL-WORLD NETWORKS
We adopt four real-world networks with ground-truth communities collected by SNAP 1 : Enron Mail, YouTube, Amazon and DBLP. These Graphs are with diversity of characteristics depicting three types of attributes existing in real-world networks, i.e., numerical, binary and categorical attributes. Specifically, Enron email communication network covers all the email communication within a dataset of around half million emails, 400 keywords extracted from all selected emails are set as the binary attributes indicating whether the keywords appear in the email or not. The ground truth corresponds to the subject of mail. Google+ contain profile information about the users, such as their employer, location, or university, and Google+ is a collection of ego networks containing ground-truth social circles. YouTube indicates friendships among users and the ground truth communities are user-defined groups, where the attributes depict their group memberships. In the DBLP dataset, we extracted a subset of four areas: data mining (DM), databases (DB), information retrieval (IR) and machine learning (ML), which is consisting of papers from 20 conferences: KDD, PAKDD, ICDM, PKDD, SDM, ICDE, VLDB, SIGMOD, PODS, EDBT, SIGIR, WWW, ECIR, WSDM, IJCAI, AAAI, ICML, ECML, CVPR, CIKM. Thus, we consider the authors who have published papers in these conferences, and work with the co-authorship network. Each author is associated with a vector of size 20 containing the count of papers published by an author in the 20 conferences. A detailed description of real-world graphs used in this work is given in Table 3 .
B. EVALUATION METRICS
In this experiment, we use two commonly used performance metrics to evaluate the proposed algorithm: The Normalized Mutual Information (NMI) and F1 score:
Normalized Mutual Information NMI is defined to capture the similarity of two partitions X and Y as follows [40] :
where h(X ) is the Shannon entropy of partition X , and I (X , Y ) is the mutual information that captures the similarity between two partitions X and Y . The NMI score lies in the range [0,1], where 1 represents a perfect matching and 0 indicates total independence. Since a partition generated by our community detection algorithm is composed of two parts: the detected target community and the rest of the network, we adopt a simplified version of NMI. F1 score: F1score is a commonly used criterion for community detection algorithms and is the harmonic value of Precision and Recall [41] .
Precision is the number of correctly classified nodes divided by the number of the nodes in C F .
C R denotes the real community where the sample node given by the user locates.C F denotes the detected community.
Recall is the number of correctly classified nodes divided by the number of the nodes in C R .
Recall
F1 Score is then defined as:
In order to make better evaluation, we compare our method with three works previous presented closely related to target community: FocusCO, TSCM and TC-AE. The comparison of characteristics for each algorithm are summarized in the table 4. Choosing the above algorithms for comparison is based on the following consideration. FocusCO is the first target community detection method addressing the similar problem to ours, wihch requires a user to provide several similar nodes as exemplar nodes. TSCM is a representative techniques of target community detection. TCU-SA a significant extension of TC-AE. All other parameters of the methods are set as default described in their papers. 
C. EXPERIMENTAL RESULTS

1) PARAMETER SENSITIVITY
The proposed TCU-SA contains two parameters β and γ , where β is the similarity threshold to control the size of seed community; while γ is the positive parameter that controls the strengths of the incentive for attributes in the subspace. In this paper, both of them are set to be tuning parameters and are selected through our experiments. We first investigate the effect of parameter β by adjusting it from 0 to 1 with 0.1 as intervals. We also analyze how the parameter γ affects the performance by fixing β. The performance on NMI and F1 are calculated on both artificial networks and real-world networks with 5 different user given nodes. With the fixing β, we tested the effect of γ from 0 to 1 with 0.1 as intervals. The averaged experimental results are shown in Figure 2 and Figure 3 respectively.
The extension of sample highly relies on parameter β. From Figure. 2, we can see that for all the data sets, the best performance is achieved when β = 0.7, indicating that the high similarity would lead to high quality seed sets. However, if the value of β is set higher, the effect of the sample information extension technique will be attenuated during the target subspace mining process. Since the sample information extension procedure is essential for acquiring a more reasonable target subspace and target communities, thus, the best performance is achieved for β = 0.7.
According to Figure. 3(a) and 3(b), for the different data sets, we can see a high NMI/F1 is obtained in a large range of values for γ , i.e. [0.4, 0.8]. These results suggest that the increase in all judging criteria is robust across a wide range of mixing proportions and the detection results are not sensitive to the change of γ values. As a result, we set β = 0.7 and γ = 0.6, this parameter setting will be as default in the subsequent experiments.
2) COMPARISON RESULT
In order to further verify the effectiveness of our method, with the above parameter settings, we evaluate TCU-SA, FocusCO, TSAM and TC-AE methods on both synthetic networks and real-world network datasets. The results of all the comparison algorithms are averaged over 10 runs with randomly provided exemplar nodes for each run. All other parameters of the methods are set as default described in their papers. Figure 4 displays the overall performance in terms of different metrics on different datasets. Note that recovering a target clusters of interest in the existence of more other clusters is an increasingly challenging problem. It is observed from Figure 4 that our approach achieves the highest performance for both evaluation criteria on all datasets. Concretely, it performs much better than TC-AE and TSCM and remarkably better than FocusCo, which means that our model is able to generate significantly better results by learning from exemplar nodes. TC-AU shows its relatively poor performance, the possible reason is that TC-AU equally penalize all the boundary edges irrespective of context. The subspace obtained from TSCM becomes less similar to the target, in other words, some attributes in the subspace are far from the target space. As for FocusCO, on one hand, it is difficult for user to provide more and similar sample nodes, and one the other hand, perceiving a set of exemplar nodes similar by the user is a bit subjective and may not consider the relations between the structures and attribute similarity. What is more, all algorithms performed better on YouTube network than others. This is because most egonet in YouTube network are subgraphs with low overlapping and each of them is as dense as a completed graph.
3) SCALABILITY ANALYSIS
Next, we study the scalability of these methods. Figure 5 shows the running times with increasing number of nodes or attributes on synthetic network. We observe from Figure 5 TC-AE and TCU-SA increase with the growth of nodes. Besides, all the time cost of these methods are stable and maintain at a low level. In Figure 5 (b), FocusCO, TC-AE and TCU-SA cost more time when the attribute number become larger, while attribute number has little impact on the running time of TSCM. The reason is that FocusCO is based on distance metric optimization and which cost more time than other methods. However, the subspace computation method of TSCM is based on direct calculation, which is much faster and thus achieves low running times. Although TSCM requires less time than TCU-SA, our method is able to identify better ground-truth communities.
4) CASE STUDY
Our following case studies on real-world networks mainly illustrate the application values of TCU-SA. We take DBLP, a co-authorship network of computer science authors, as an example, where the node represents the researcher and the edge represents the co-authorship. Six target community are detected from six sample nodes which are colored in red, green, purplish blue, purple, azure, and yellow, respectively. For instance, we used TCU-SA to analyze target communities around a famous researchers ''T.Sandhom'' in DBLP. We can follow with interest to researchers in the extracted target communities, for instance S.Kraus, V.R.Lesser, C.Boulitier et al. This is reasonable because they are all famous AI experts. This case study shows that TCU-SA can be used to detect target community around a sample node, which provides invaluable help for real-world applications. Of course, if desired, one can instead learn a full matrix (in low dimensions).
VII. CONCUSSIONS AND FUTURE WORK
In this paper, we have presented Target Community Detection with User's Preference and Attribute Subspace, a new target community detection algorithm for high-dimensional sparse data. In this algorithm, we simultaneously minimize the within seed set dispersion and maximize the negative weight entropy in the detection process so that the detection process awards more dimensions to make contributions to identification of target cluster, the problem of identifying clusters by few sparse dimensions can be avoided. In the meantime, we proposed a quality measure that utilizes structure and attributes together to quantify both internal consistency and external separability. The experimental results on both synthetic and real-world data sets have shown that the proposed algorithm outperformed baseline algorithms. In our future work, we plan to explore how to incorporate community influence to exact detection target community with user's preference.
