Evaluating pollution sources from limited concentration data of their contaminant plumes in groundwater systems is an inverse problem that presents computational challenges because of its ill-posedness. In this work, the Green element method (GEM) is used to solve inverse contaminant transport problems in 2-D orthotropic homogeneous aquifers. The GEM discretization of the differential equation produces an over-determined, ill-conditioned global matrix that is decomposed by the singular value decomposition method and solved by the least square method with Tikhonov regularization. Five test cases of pollution sources of unknown strengths are used to evaluate the performance of GEM. The results indicate that the current methodology is capable of correctly predicting the strength of pollution sources and the historical concentration plumes that they produce. However, the computation accuracy is influenced by the location of the observation points in relation to the source, data errors of observed concentrations, the transport mode, and the value of the Courant number used in the simulations. Data errors at observation points influence more significantly the GEM prediction of the pollution source strength than the concentration plume, while numerical artefacts of dispersion and oscillations observed in direct solutions of advection-dominant transport cases are also evident in inverse modelling.
INTRODUCTION
The quality of groundwater, which accounts for the water source and productive activities of a significant population of the world, can degrade due to the release of contaminants into aquifers from pollution sources. These sources include the historical spatial distribution of contaminant plumes (Michalak & Kitanidis ) . In this work, we seek to simultaneously recover the signal of boundary pollution sources and the resulting spatial and temporal distributions of the plume.
Unlike in direct groundwater contaminant transport where the problem is well-posed with known boundary and initial conditions, inverse problems may seek to determine these input variables and their solutions may exhibit non-uniqueness, non-existence and instability (Sun ) .
Generally, for an inverse groundwater contaminant transport problem to be solvable additional information is provided by concentration measurements at some observation points.
Various numerical methods and their variants have previously been applied to inverse groundwater contaminant transport problems. Examples include the finite difference method (Mahar & proposed in this study is based on the Green element method (GEM) which is founded on the singular integral theory of BEM, but implements the theory in an elementby-element manner as in FEM. By this approach, the resultant coefficient matrix is banded, the singular integral theory of BEM is amenable to solving nonlinear problems in heterogeneous domains, and point and distributed singularities are easier to handle because of their being aligned with the free-space Green's function which is in itself singular. GEM has successfully been previously applied to inverse modelling of heat conduction problems (Taigbenu ) , and this is the first time it is being applied to inverse groundwater contaminant transport problems.
The GEM formulation followed in this work was recently developed (Taigbenu ) , in which a secondorder polynomial expression is used to approximate the internal normal fluxes so that only the solution for the concentration or the flux is calculated at external nodes and the concentration at internal nodes. Although this formulation is slightly less accurate than a flux-based one, its ability to generate fewer degrees of freedom per node than the latter makes it more attractive for inverse modelling. The resultant coefficient matrix from applying this formulation to the inverse contaminant transport is ill-conditioned, and is decomposed by the singular value decomposition (SVD) method and solved by the least square method with the Tikhonov regularization (Tikhonov & Arsenin ) .
The objectives of this study therefore are: (1) to demonstrate the use of the GEM and a regularization approach to recover a contaminant's release history and historical distri- 
INVERSE DISPERSION-ADVECTION-REACTION EQUATION
Contaminant transport in groundwater systems involves processes of hydrodynamic dispersion which causes the spread of the contaminant, advection which enables the contaminant to be carried along by the ambient flow as well as a chemical reaction between the contaminant and the soil matrix. The mathematical statement, referred to as the dispersion-advection-reaction equation, which describes these processes under transient condition in a 2-D orthotropic homogeneous medium is (Bear ) :
where n x and n y are the direction cosines of the outward pointing normal n to the surface Γ 2 in the x and y directions. When the conditions in Equations (2) and (3) are specified with known medium and flow variables, the solution is that of the direct problem which is tractable and can be solved by conventional numerical methods.
However, the inverse problem addressed in this paper has an additional boundary segment Γ 3 where neither the concentration nor the flux is specified, and it is expected that the release history of the pollutant from this boundary be evaluated, making use of the concentration plume that it produces in the aquifer. In essence, the domain Ω has a boundary Γ that comprises three parts, Γ 1 , Γ 2 and Γ 3 . To determine the release history of the unknown boundary information, additional data of the concentration are required at observation
within the aquifer, and these are represented as:
Essentially the inverse solution of Equation (1) is required in the domain Ω with the boundary Figure 1 ).
One of the necessary conditions for the solvability of the inverse problem is that the number of discrete equations generated by the numerical model should be at least equal to the number of unknowns, and that means that there should be an adequate number of observation points P. In many real life circumstances, these observed concentration measurements are tainted with measurement errors, and it is expected that the influence of these errors on the numerical solutions is assessed. The actual measured concentrations can be expressed as:
where σ is the error or noise level on the observed concentration C(γ b ) and RAN are random numbers that are generated from a standard normal distribution. The governing partial differential Equation (1) is transformed into an integral one by applying Green's second identity. The integral equation is given as (Brebbia et al.
)
:
which has an expression similar to Equation (4). Equation (7) consists of integrals along the boundary Γ with the integration variable s and integrals over the domain Ω with integration variable A. The first three terms in Equation (7) represent the dispersion transport or the terms on the left-hand side of Equation (1), while the terms in the domain integral represent the temporal variation, advection and reaction transport or the right-hand side of Equation (1). The variable G in Equation (7) is the fundamental solution of:
in the infinite space that has the expression:
and G* is the normal derivative of G that is expressed as:
The discretized form of Equation (7) is achieved by discretizing the computational domain into polygonal elements (rectangular elements are used in this work) and interpolating the quantities C, q, and V by basis functions of the Lagrange family, that is C ≈ N j (r)C j (t) (where N j (r) are linear interpolating functions in space and j denotes the nodes of the element). The discrete element equation for each element Ω e with boundary Γ e is:
in which the indices i, j and k in Equation (11) denote nodes of the element Ω e , while the elemental matrices are given as:
The matrices in Equation (11) 
boundaries between the elements, the normal flux q is approximated by a second order polynomial function that is expressed in terms of the concentration as described in Taigbenu () . This results in two variables at the boundary nodes (C and q) and only the concentration C at the interior nodes. The temporal derivative term is approximated by a finite difference expression: dC/dt ≈ [C (2) -C (1) ]/Δt that is evaluated at t ¼ t 1 þ θΔt, where 0 θ 1, is the difference weighting factor, and Δt is the time step between the current time t 2 and the previous one t 1 . Introducing the approximation for the temporal derivative into Equation (13) and weighting the other terms in the equation by θ, gives:
where β ¼ 1Àθ and the bracketed superscripts 1 and 2 represent the previous and current times, respectively.
Incorporating the known initial, boundary data and concentration data at observation points into Equation (14) yields the matrix equation: represents the unknown quantities that should be calculated, and b is an M × 1 vector of known quantities which consists of the terms on the right-hand side of Equation (14), as well as the contributions from the available concentration measurements that are given by Equation (5). For inverse problems, the matrix Equation (15) is over-determined and ill-conditioned. As an over-determined equation, a least square solution is sought, while A is decomposed by the SVD technique (Heath ):
where the superscript T denotes the transpose, H is an M × M orthogonal matrix, P is an N × N orthogonal matrix, and
The least square solution of Equation (15) requires the minimization of the Euclidean norm ‖Aw-b‖ 2 which gives:
The small singular values φ i cause instability in the solution of w, and this can be ameliorated by using the zero order Tikhonov regularization technique which requires the minimization of the Euclidean norm ‖Aw-b‖ 2 þ α 2 ‖w‖ 2 that yields the solution for w:
The factor φ i =(α 2 þ φ 2 i ) serves to dampen the contribution of the small singular values. The choice of the regularization parameter, α, is crucial to obtaining meaning- 
RESULTS AND DISCUSSION
In this section five numerical test cases are presented to demonstrate the accuracy of the GEM formulation that was described in the previous section. The first three test cases have analytical solutions that are used to benchmark the numerical results, while the last two cases mimic real life situations that utilize solutions obtained from direct GEM simulations. In the first test case, the influences on the inverse solutions arising from the mode of contaminant transport, the Courant number and location of observation points relative to the pollution source are evaluated. The mean error is used to evaluate the accuracy of the numerical solutions for all the numerical test cases, and it is given by:
where M is the number of unknowns of the variable C whose solution is sought and the superscripts e and n denote the exact and numerical solutions, respectively.
Test case 1
This test case is the classical transient 1-D contaminant transport problem that arises as a result of advection and dispersion of a continuous pollution source C s introduced along x ¼ 0 for infinite time duration in a uniform velocity
The contaminant transport problem is in one spatial direction x, and the exact solution for the conservative transport case with μ ¼ 0 is well known (Ogata & Banks ):
Posed as an inverse problem, the strength of the pol- Additional concentration data are provided at two observation points γ 1 and γ 2 that are located along x ¼ 0.025 km for both transport modes.
With the exact value of the pollution source strength 
The influence of observation errors on the pollution source recovery is investigated for the marginal advection transport case (Pe ¼ 1) with noise levels of σ ¼ 2% and 5%.
With Cr ¼ 1 used in the GEM simulation, the results for the pollution source strength are presented in Figure 8 . It is observed that GEM predicts the pollution source strength C s reasonably well up to noise level of 2% but the solution oscillates more about the exact for noise level of 5%.
Test case 2
This test case is a 1-D contaminant transport problem with an exponentially decaying source in a homogeneous domain. It is governed by Equation (1) in the x-dimension
The velocity flow field is uniform, and the initial and boundary conditions for the direct problem, which had been solved by Mariño (), are given as:
The analytical solution is given as:
in which γ is a constant, and ξ ¼ (u 2 þ 4Dγ) ½ .
The inverse modelling of this example is carried out in between 5.5 × 10 À6 and 5.7 × 10 À6 with an average value of 1.9 × 10 À5 , indicating small variations in regularization parameter over the simulation period. Figure 9 shows the exact and computed source strength, and the results 
for σ ¼ 2% and ε ¼ 0.0563% for σ ¼ 5%. Figure 10 shows a comparison of the GEM predicted concentration profiles at times of 0.5 yr, 1.0 yr, 1.5 yrs and 2.0 yrs and their exact profiles. The results indicate that GEM correctly predicts the exact profiles.
Test case 3
This test case represents a steady contaminant transport in a 2-D unit square domain that occurs in a uniform velocity field in the x-direction that is governed by Equation 1, 2, …, 9) .
The plot of the mean error ε in predicting the source strength C s in relation to the location of the observation points is presented in Figure 11 . The results exhibit a Using the nine observation measurements at the internal points along x ¼ 0.1 km, the GEM inverse solution for the pollution source signal, obtained with a regularization parameter value of 4.6 × 10 À4 , is presented in Figure 12 along with the exact solution for noise levels of 0, 2 and 5%. We observe that the recovered pollution source is correctly predicted by GEM for noise-free data and with noise level of 2%, but for noise level of 5% the numerical solution oscillates about the exact value. Figure 13 shows the concentration plume obtained by the exact solution and that by GEM with σ ¼ 0%, and both solutions are in good agreement. The mean error ϵ for the concentration distribution obtained by GEM is 1.51 × 10 À2 % with σ ¼ 0%, 2.40 × 10 À2 % with noise σ ¼ 2% and 4.91 × 10 À2 % with noise σ ¼ 5%, while for the source strength prediction, the mean error values are 6.76 × 10 À2 % for σ ¼ 0%, 3.17 × 10 À1 % for σ ¼ 2% and 7.94 × 10 À1 % for σ ¼ 5%, indicating that the influence of noise on the concentration distribution is less significant compared to predicting the pollution source strength.
The steady nature of this test case makes it amenable to assess the influence of the regularization parameter α on the numerical solutions for the spatial concentration distribution C(x,y) and the source strength C s when there is no noise in the observation data. The variations of the mean error ε for C(x,y) and C s in relation to the regularization parameter are presented in Figure 14 , and the results indicate that minimum value of ε for the concentration is attained when α ¼ 4.1 × 10 À4 and for the source strength when (x,t) is known, the solution procedure follows the direct approach. For the inverse model q(x,t) is not known and additional information on the concentration is provided at the observation points shown in Figure 15 .
The problem is governed by Equation (1) with the initial condition:
The parameters that are used in the simulation are: 
It should be noted that the release history is unrestricted ation parameter that were used in the simulation of the noise free data range from 1.03 × 10 À4 to 1.23 × 10 À4 with an average value of 1.06 × 10 À4 .
Test case 5
Another test case that is simulated is similar to the previous one but represents a contaminant transport situation that is commonly encountered in real life where pollutant source is active for a while and then becomes inactive for a variety of reasons that may include, stoppage of the pollution Figures 19 and 20 
CONCLUSION
This paper has presented the Green element solutions of the inverse dispersion-advection contaminant transport (2) The GEM prediction of the source strength is generally better with more dispersion dominant transport than with the advection dominant one; for transient transport,
oscillations are observed in the numerical solution at early simulation times but they die out at later times.
The challenge in the GEM modelling of the advectiondominant transport problem lies with the inability of the steep concentration profiles associated with such problems to be correctly approximated by the linear interpolation that is used in the current formulation.
The use of higher interpolation functions like quadratic and Hermitian functions provides better approximation of the steep concentration fronts and, hence, improved solutions (Taigbenu ).
(3) The two-fold influence of the Courant number Cr on the GEM solutions, namely numerical stability and frequency of available sampling data, makes it difficult to determine which influence is dominant in any particular transport case. However, small values of Cr in the GEM simulations generally produce oscillatory solutions at early simulation times when concentration information is not available at observation points, but give accurate solutions at later times when they are available frequently at those points.
The oscillations are more pronounced in the GEM solutions for advection-dominant transport than for dispersion-dominant transport.
(4) For the simulated noise levels in the data at observation points, their influence on the recovery of the source strength is significant and, as expected, the influence on the inverse solutions increases with increased noise level in the data.
(5) Errors in observation measurements have greater influence on the recovery of the pollution source strength than on the historical concentration distribution.
(6) GEM is capable of identifying the active period of pollution sources as well as their strengths when they are active.
The simulations of all the test cases were carried out on a single CPU desktop 64-bit Intel ® Core™ i7-2600, 3.40 GHz, 8 GB memory computer, and the simulation times with respect to spatial discretization element and time step ranged from 1.63 × 10 À4 seconds for the simple 1-D example to 4.3 × 10 À4 seconds for the more challenging 2-D example. These small simulation times are indicative that the proposed methodology is computationally efficient. 
