Utilization of timing-based sound localization cues by neurons in the medial superior olive (MSO) depends critically on glycinergic inhibitory inputs. After hearing onset, the strength and subcellular location of these inhibitory inputs are dramatically altered, but the cellular processes underlying this experience-dependent refinement are unknown. Here we reveal a form of inhibitory long-term potentiation (iLTP) in MSO neurons that is dependent on spiking and synaptic activation but is not affected by their fine-scale relative timing at higher frequencies prevalent in auditory circuits. We find that iLTP reinforces inhibitory inputs coactive with binaural excitation in a cumulative manner, likely well suited for networks featuring persistent high-frequency activity. We also show that a steep drop in action potential size and backpropagation limits induction of iLTP to the first 2 weeks of hearing. These intrinsic changes would deprive more distal inhibitory synapses of reinforcement, conceivably establishing the mature, soma-biased pattern of inhibition.
INTRODUCTION
The relative timing between synaptic inputs and action potential (AP) firing often controls the magnitude and direction of synaptic plasticity. Invasion of the dendrites by distally propagating APs (backpropagating action potentials, or BPAPs) can trigger local calcium influx and long-term plasticity at excitatory and inhibitory synapses that were active just prior to the spike, a process termed spike-timing-dependent plasticity (STDP). STDP thus communicates the output state of the neuron to the synapse.
For both excitatory and inhibitory synapses, spike timingbased learning rules rest on the assumption that the frequency of synaptic inputs is relatively low, imparting an unambiguous phase relationship between BPAPs, ongoing synaptic input, and the signal transduction cascades employed. Indeed, at cortical and hippocampal levels, where STDP is well established (Feldman, 2012; Vogels et al., 2013) , the rules underlying synaptic plasticity appear to depend closely on the pattern of stimulation on a timescale of tens of milliseconds (Sjö strö m et al., 2001) . What then are the rules that govern synaptic plasticity in the many neuron types in the brain that code information at much shorter timescales?
We examine this question at inhibitory synapses onto neurons of the medial superior olive (MSO), which enable horizontal sound localization by detecting microsecond differences in the arrival of sounds at the two ears (Goldberg and Brown, 1969; Pecka et al., 2008; Spitzer and Semple, 1995; Yin and Chan, 1990) . Due to the unusually high requirement for precision in this computation, there has been intense interest in understanding how synaptic plasticity can optimize the organization and strength of the underlying circuitry (Gerstner et al., 1996) . Inhibitory inputs to MSO neurons arise from the medial and lateral nuclei of the trapezoid body (MNTB and LNTB), modifying binaural information before it is transmitted to higher auditory centers (Cant and Hyson, 1992; Lorteije et al., 2009; Mc Laughlin et al., 2008; Recio-Spinoso, 2012; Roberts et al., 2014; Smith et al., 1991; Spirou et al., 1990) . Inhibition, like excitation, is time locked to sub-millisecond precision with auditory stimuli and plays a critical role in sharpening the spatial receptive fields of MSO neurons (Brand et al., 2002; Pecka et al., 2008; Roberts et al., 2014) . Inhibition is also coordinated in time with excitation in the MSO (Franken et al., 2015; Sanes, 1993, 1994; Roberts et al., 2013) .
Inhibitory synaptic inputs to MSO neurons undergo dramatic synaptic and structural refinements during auditory development. Prior to hearing onset, around postnatal day 12 (P12) in gerbils (McFadden et al., 1996) , supernumerary synaptic inputs are distributed over the dendrites and soma but are extensively pruned during the succeeding 2 weeks of hearing, ultimately leaving synapses from only 2 to 4 powerful fibers that are temporally correlated with excitation and are concentrated at the soma and proximal dendrites (Clark, 1969; Couchman et al., 2010; Franken et al., 2015; Kapfer et al., 2002; Magnusson et al., 2005; Perkins, 1973; Rautenberg et al., 2009; Roberts et al., 2013; Werthat et al., 2008) . The segregation of inhibition to the soma is experience dependent and is disrupted by deafening and noise rearing (Kapfer et al., 2002; Werthat et al., 2008) , but the rules underlying such striking synaptic and structural changes are not understood.
Here we describe a form of inhibitory long-term potentiation (iLTP) at glycinergic synapses onto MSO neurons, from Mongolian gerbils, that functions at higher frequencies common in the auditory system and depends on the number and frequency of coactivations of inhibitory and excitatory inputs with APs, but in contrast to STDP is largely insensitive to their relative phase at these higher frequencies. This plasticity depends on postsynaptic N-methyl D-aspartate receptor (NMDAR) activation and calcium entry. We also find that the developmental reduction of the amplitude of BPAPs in the soma and dendrites over the first 2 weeks of hearing imposes a discrete developmental window for iLTP. These results reveal an intriguing interplay between the development of intrinsic membrane and voltage-gated ion channels properties and synaptic refinement in the MSO.
RESULTS
To understand how the emergence of sound-driven activity just after the onset of hearing affects the strength of inhibitory synapses in MSO neurons, we made whole-cell current-clamp recordings from MSO neurons in slices of gerbil brainstem (P12-P15, average P13.5), maintained the cells at -60 mV, and alternately activated ipsilateral and contralateral IPSPs that were isolated from fast excitation by bath applying 15 mM NBQX or in some cases CNQX to block amino-3-hydroxy-5-methyl-4 isoxazole propionic acid receptors (AMPARs, Figure 1A ). Slower excitatory responses mediated by NMDARs were left unblocked, but when occasionally visible in younger animals were too slow to affect the peaks of IPSPs. After establishing a stable 10-min baseline at 0.1 Hz, we delivered a plasticity induction protocol consisting of trains of co-activated ipsilateral and contralateral synaptic stimulation with APs elicited by brief current pulses (100 stimuli at 200 Hz, repeated 10 times at an interval of 10 s, Figures 1A  and 1B ). This protocol is consistent with the high-frequency firing rates observed in excitatory inputs to the MSO from spherical bushy cells in the cochlear nucleus (Dehmel et al., 2010; Joris et al., 1994; Kuenzel et al., 2011) and the maximal firing rates of MSO neurons themselves (Brand et al., 2002 ; Franken et al., 2015; Goldberg and Brown, 1969; Yin and Chan, 1990) . Additionally, MSO neuron excitatory inputs are able to drive 200 Hz firing at the ages examined ( Figure S1 ). Separately evoked ipsilateral and contralateral IPSPs were then monitored again at 0.1 Hz for at least 34 min following the end of the induction protocol.
There was no difference in iLTP magnitude between ipsilateral inputs from the LNTB and contralateral inputs from the MNTB averaged between 24 and 34 min after the induction stimulus ( Figures 1B and 1C : Ipsi, 1.54 ± 0.16, n = 9; Contra, 1.39 ± 0.09, n = 13; p = 0.388). Thus, the results for these independent sets of inputs, often measured in the same MSO neurons, were pooled for all experiments. The induction protocol increased IPSP amplitude by 45%, whereas omission of both induction stimuli resulted in no increase ( Figures 1D and 1F : induction, 1.45 ± 0.08, n = 22, 11 gerbils; no induction, 1.07 ± 0.05, n = 8, 4 gerbils; p = 0.012). The average baseline IPSP amplitude was À4.09 ± 0.48 mV and there was no effect of IPSP amplitude on iLTP magnitude ( Figure S2 ). Such stimuli activated substantial populations of excitatory inputs: in separate experiments, stimulation intensities that elicited IPSPs comparable to those in iLTP experiments consistently recruited suprathreshold excitation upon washout of AMPA receptor blockade. The stimulation threshold for excitatory fiber recruitment was an order of magnitude lower than that for inhibition ( Figure S3 ). Neither APs nor electrical stimulation alone was sufficient to induce iLTP, indicating that cooperativity between synaptic input and AP firing was required for this form of plasticity ( Figures 1E and 1F : AP only, 0.91 ± 0.08, n = 11, 3 gerbils, p = 0.0002 versus induction, p = 0.128 versus no induction; stim only, 1.04 ± 0.06, n = 10, 4 gerbils, p = 0.003 versus induction, p = 0.670 versus no induction).
In these experiments, there was no clear dependence of iLTP on the phase of IPSPs with respect to AP timing ( Figures  2A-2C) . Variations in the peaks of IPSPs and APs during the induction protocol, no matter whether induced explicitly by the experimenter or due to natural differences in synaptic delay, IPSP kinetics, and membrane time constants led to a range of relative phases of the paired stimuli. We found that iLTP was insensitive to the relative timing of the peak of the IPSP, measured in the absence of the AP, and the peak of the AP during the induction protocol ( Figure 2C ). There were no significant differences between experiments separated into coincident and anti-coincident groups consisting of IPSP-AP timing differences of -1.25 to 1.25 and >1.25 and <À1.25, respectively (Figures 2C and 2F: coincident pairing, 1.46 ± 0.12, n = 13; anti-coincident pairing, 1.44 ± 0.11, n = 9; p = 0.872). While iLTP induction appeared insensitive to the temporal fine structure of induction stimuli at such high frequencies, it did depend on the total number of pairings. Reducing the number of pairings in each induction train from 100 to 20 significantly reduced the effectiveness of iLTP induction protocols (Figures 2D and 2F: 1.18 ± 0.07, n = 14, 5 gerbils, p = 0.029 versus induction, p = 0.321 versus no induction). However, if the number of train repetitions was increased to provide the same 1,000 pairings as our standard iLTP protocol (in shorter bursts) the effectiveness was largely recovered (Figures 2E and 2F: 1.38 ± 0.07, n = 10, 6 gerbils, p = 0.605 versus induction, p = 0.005 versus no induction). Thus, iLTP depends on the number of coincident IPSPs and APs, but not their precise relative timing. Additionally, initial experiments showed that iLTP induction was also rate dependent. Similar paired induction protocols at a lower frequency of 100 Hz were only effective at inducing iLTP in low Mg 2+ artificial cerebral spinal fluid (ACSF, 0.5 mM, Figures S4A-S4C ). Together these data suggest a cumulative mechanism based on consistent co-activation.
The involvement of NMDARs was also indicated by Mg In an effort to discover the source of glutamate for NMDAR activation, we investigated the possibility of co-release of glutamate with glycine by MNTB and LNTB neurons as has been observed with MNTB inputs to the lateral superior olive (LSO) (Gillespie et al., 2005; Kim and Kandler, 2010; Noh et al., 2010) . To test this possibility, we made whole-cell voltage-clamp recordings from MSO principal neurons, and then used progressively smaller focal applications of glutamate (10 mM) to identify, closely approach, and then electrically stimulate connected inhibitory neurons within either the MNTB or LNTB ( Figure 4A , see STAR Methods). The peak amplitudes of the responses were variable and ranged from 146 to 684 pA from the MNTB and 222 to 4,207 pA from the LNTB at -60 mV (Roberts et al., 2014) . Once stable responses were recorded at -60 and +35 mV, inhibitory currents were blocked with co-application of glycinergic and GABA A -ergic inhibitory synaptic blockers ( Figure 4B ; 1 mM strychnine and 5 mM gabazine, respectively; STR and GZ). This would often reveal an unblocked excitatory fiber of passage ($65% of trials) with a fast AMPA mediated current and these trials were discarded. Trials in which all fast transmission were blocked were considered inhibitory-only connections. In these cases, we did not observe any remaining slower NMDAR-mediated currents when stepped to +35 mV to relieve the NMDAR Mg 2+ block ( Figures 4B-4D ). In some cases, the stimulation amplitude was subsequently increased to deliberately recruit nearby excitatory fibers of passage (data not shown). These responses exhibited clear AMPA and NMDA components (peak amplitude at -60 mV; -682.44 ± 178.19 pA; at +35 mV, 578.28 ± 208.75 pA, n = 4 each), demonstrating that NMDAR currents would have been detected using our methods, were they present.
Developmental Time Course of Intrinsic Properties and iLTP iLTP required both AP generation and NMDAR activation. This indicates that APs are sufficiently large to relieve the Mg 2+ block on NMDARs. However, there is a rapid developmental decrease in spike amplitude and dendritic backpropagation of APs in MSO neurons in the 2 weeks following hearing onset (Scott et al., , 2007 . Therefore, we measured BPAPs in MSO neurons just before hearing onset to gauge the full extent of the changes in active and passive membrane properties that occur with hearing. To do this, we made paired dendritic and somatic current-clamp recording from MSO neurons at P9-P11 (P10 average), measured the absolute and relative amplitude of BPAPs and compared these measurements to data obtained at P16-P19 ( Figure 5A ). Before hearing onset, APs had peak voltages at the soma that were relatively large and narrow (Figures 5A-5C: amplitude, 15.13 ± 1.77 mV, n = 11, 8 gerbils; half-width, 0.39 ± 0.03 ms), and backpropagated effectively into the dendrites with a length constant (l) of 200 mm (Figure 5D ). Just a week later (P16-P19), however, APs exhibit greatly reduced peak voltages ( Figures 5A-5C : -19.41 ± 3.06 mV, n = 20, 18 gerbils, p < 0.0001), brief duration (0.24 ± 0.01 ms half-width, n = 15, p < 0.0001), and are heavily attenuated upon backpropagation into the dendrites ( Figures  5B and 5D , l = 77 mm). These data indicate that the amount of depolarization provided by APs in MSO neurons at the soma and especially in the dendrites decreases dramatically after hearing onset.
In light of these findings, we hypothesized that iLTP may be developmentally limited by the reduced ability of APs to relieve the Mg 2+ block on NMDARs. To test this, we performed iLTP induction in gerbils at age P18-P20 (P19 average) and found that iLTP was reduced by more than 50% (Figures 6A and 6B: 1.21 ± 0.10, n = 11, 6 gerbils, p = 0.086 versus induction, p = 0.322 versus no induction). Moreover, in older gerbils (P27-P32, P30 average), we found that iLTP was completely eliminated (Figures 6A and 6B: 0.99 ± 0.07, n = 10, 7 gerbils, p = 0.002 versus induction, p = 0.401 versus no induction). When we examined the magnitude of iLTP relative to the peak amplitude of the APs in the induction trains, which would differ from rheobase amplitudes for all ages tested ( Figure 6C ), we found that the younger animals were clustered at the largest AP amplitudes and more consistently showed iLTP. With the intermediate and older ages, there was a range of AP amplitudes, those with larger ones tending to exhibit iLTP. However, the points were scattered and there were not enough of them to correlate the two parameters well. In order to determine whether the depolarization provided by the AP is a critical element for the developmental time course of iLTP, we made whole-cell recordings from $P30 MSO neurons with K-gluconate-based internal solutions and paired trains of inhibitory input stimulation with the AP substituted with larger depolarization imposed by voltage-clamp commands ( Figure  7A ; 2.5 ms voltage-clamp steps to 0 mV). Because of the large voltage-gated currents and necessity of omitting channel blockers, voltage clamp was imperfect at these ages. However, using dual somatic current-clamp/voltage-clamp recordings, we found that 2.5 ms voltage commands from -60 to 0 mV nevertheless substantially increased both the peak amplitude (-16.89 ± 2.66 mV versus -33.96 ± 3.81 mV, n = 4, p = 0.010, paired t test, P29 average) and duration ($2.5 ms versus AP half-width 0.21 ± 0.02 ms, n = 4) of the depolarization beyond natural APs (Figures 7A and 7B) . In separate recordings with a single electrode, we delivered iLTP protocols in slices from gerbils P28-P32 (P29.5 average), as in Figure 1A , but replaced the APs with larger depolarizations induced with voltage steps nominally to 0 mV ( Figure 7C ). This manipulation restored iLTP in older animals ( Figures 7D and 7F : V-clamp induction, 1.57 ± 0.14, n = 11, 6 gerbils; voltage step only, 1.10 ± 0.08, n = 8, 3 gerbils, p = 0.017 versus no stim, p = 0.453 versus P12-P15 induction) but was blocked by bath application of MK-801 (30 mM, Figures 7E and 7F: 1.07 ± 0.06, n = 10, 6 gerbils, p = 0.004 versus V-clamp induction). These data suggest that the potential for iLTP is still present in MSO neurons from older animals, but induction is limited by the developmental reduction in the ability of the AP to depolarize the soma and dendrites.
Developmental changes in NMDAR properties might also impact iLTP in older animals. We compared pharmacologically isolated NMDAR synaptic currents from P12-P15 gerbil tissue to those from P29-P33 at holding potentials from À80 to 50 mV ( Figures 8A and 8B) . In 1 mM Mg 2+ at +50 mV, responses from older animals were $3-fold smaller (P12-P15, 391.68 ± 105.69, n = 9, 4 gerbils; P29-P33, 123.26 ± 17.56 mV, n = 8, 3 gerbils, p = 0.032) and there was a trend toward faster initial decays ( Figure 8D : tau1 p = 0.064, tau2 p = 0.249) that did not reach significance. We found that at 1 mM Mg 2+ , the V50 of the conductance normalized to individual Boltzmann fit maximums (Figure 8B insets, see STAR Methods) was shifted toward more depolarized potentials with age ( Figure [1,21]). However, the reversal potential was higher in the older group (5.19 ± 0.91 mV versus 0.90 ± 0.57 mV, p = 0.001, linear fit from À10 to 20 mV). Steady-state currents at +50 mV were $2.5 times larger in older animals (P12-P15, 1140.5 ± 76.5 pA, n = 5; P29-P33, 2623.0 ± 300.8 pA, n = 4, p = 0.001), leading to larger voltage errors. A simple voltage error correction using the uncompensated portion of the series resistance (15%) times the voltage command brought the reversal potentials closer (data not shown, 2.57 ± 0.66 mV versus 0.64 ± 0.50 mV, p = 0.032) and yielded Boltzmann fits with similar V50 (P12-P15, À31.68 ± 0.76 mV; P29-P33, À26.42 ± 0.67 mV; p < 0.0001, F = 26.35 [1, 213] , extra sum-of-squares F test) and slope values (P12-P15, 12.46 ± 0.71; P29-P33, 11.79 ± 0.64; p = 511, F = 0.433 [1, 213] had a clearer effect in the older age group at more depolarized potentials and the variability was larger in the younger group, but the magnitude of the effect was similar at more hyperpolarized potentials ( Figures 8E and 8F ). We also found that the GluN2B subunit-specific NMDAR antagonist Ro 25-6981 (1 mM) similarly affected synaptic currents in both age groups (Figures 8G and 8H: P12-P13, 43.10% ± 6.52% block, n = 10, 5 gerbils; P30-P31, 47.54% ± 9.15% block, n = 9, 3 gerbils; p = 0.693), suggesting that relative levels of this subunit are stable over the age range iLTP was examined.
DISCUSSION
Neurons in the MSO, like many neurons in both auditory and nonauditory subcortical pathways, encode information at rates of up to hundreds of hertz. The high frequency of firing may preclude these neurons from using conventional spike-timing-dependent learning rules, which rely on relatively slow intracellular biochemical pathways to unambiguously report the phase relationship between synaptic input and spiking activity. Here we show at inhibitory synapses onto MSO neurons that, indeed, iLTP is insensitive to within-cycle phase relationships between IPSPs and APs. Instead, we describe a form of plasticity that requires the integration of coactive IPSPs and APs at higher frequencies where the range of possible intervals is approximately an order of magnitude shorter than those typically observed in STDP experiments. This form of iLTP involves calcium influx triggered through the cooperative action of APs and NMDARs. We further show that a developmental reduction in the amplitude and dendritic backpropagation of APs in MSO neurons dictates a window for iLTP induction on these neurons lasting $2 weeks after hearing onset. These results reveal an intricate coordination between the developmental regulation of voltage-gated ion channels and adjustments in the strength of inhibition.
iLTP Induction Protocol and Timing While investigations into the mechanisms of synaptic plasticity are driven by the need to understand associative learning, such studies have also been used to reveal the rules regulating the development of brain circuits. It has become clear that inhibition must coincide in time with excitation to effectively influence neuronal computations and some cellular mechanisms that would link them have been elucidated (D'amour and Froemke, 2015; Okun and Lampl, 2008; Wehr and Zador, 2003) . However, inhibitory synaptic plasticity has mostly been explored in systems that employ sparse firing network dynamics (Vogels et al., 2011) , where synaptic potentiation or depression is determined by the now-standard STDP paradigms in which pairing of a few or even single presynaptic/postsynaptic activations with relative timings in the tens of milliseconds (Vogels et al., 2013) . Indeed, STDP rules in the auditory system can operate over shorter time windows (Tzounopoulos et al., 2004 ). An STDP mechanism with a learning window that extends over milliseconds has been proposed as a mechanism to instruct the formation of appropriate excitatory delay lines in the avian equivalent of the MSO circuit (Gerstner et al., 1996) , but this concept has never been tested experimentally. Our present experiments, which test inhibitory and not excitatory plasticity, argue that synaptic plasticity is not dependent on fine-scale synaptic timing along the lines of an STDP mechanism. iLTP builds slowly and cumulatively over many stimulus repetitions, a finding that may be more consonant with the higher (>100 Hz) rates of synaptic and AP firing activity in the MSO as compared with most neurons (Dehmel et al., 2010; Franken et al., 2015; Joris et al., 1994; Kuenzel et al., 2011; van der Heijden et al., 2013) . At 200 Hz, the frequency of stimulation in most of our experiments, the 2.5 ms time window, accounting for phase ambiguity in trains, is likely too narrow in comparison to the duration of intracellular calcium transients for the neuron to distinguish fine relative timing information. A caveat in these slice experiments is that inhibitory and excitatory inputs are necessarily synchronously co-activated, and thus may not accurately reflect physiological differences in relative timing that arise from differences in tonotopic position and other factors. However, the insensitivity of iLTP to the timing between synaptic stimuli and APs argues that such excitatory/inhibitory timing differences may not be important determinants of synapse reinforcement.
In comparison to an STDP mechanism, where relatively fewer pre-post pairings occurring over a time window of tens of milliseconds drives large changes in synaptic strength, a more cumulative induction process may be a more stable way to establish an appropriate balance between excitation and inhibition. This cumulative hypothesis is also consistent with our findings that iLTP was sensitive to decreasing the rate ( Figure S4 ) or number ( Figures 2D and 2E ) of pre-post pairings. However, since AMPARs, some of which may be calcium permeable (Smith et al., 2000) , were necessarily blocked to visualize IPSPs, the sensitivity of iLTP to these stimuli could be underestimated.
iLTP Mechanism and Cell Signaling Pathways
Developmental plasticity at inhibitory synapses has been intensively studied when the concentration of intracellular chloride is high, thus allowing inhibitory synapses to provide their own excitation (Ben-Ari, 2002; Noh et al., 2010) . However, in the MSO and many other brain regions, changes to inhibitory inputs occur well after the developmental expression of chloride-potassium co-transporters hyperpolarizes the chloride equilibrium potential below firing threshold (Ben-Ari et al., 1989; Lö hrke et al., 2005; Milenkovi c and R€ ubsamen, 2011; Obata et al., 1978) . The work presented here suggests that in the MSO, self-depolarization is replaced by cooperativity between BPAPs and synaptic activation through NMDARs (Figure 1 ). This would selectively preserve and strengthen inhibitory inputs co-active with strong binaural excitatory drive.
Our data support a model in which postsynaptic calcium entry via NMDARs initiates iLTP (Figure 3 ). While we cannot rule out additional sources of calcium, our data are consistent with known calcium-mediated signaling systems that can potentiate glycinergic synapses. In spinal nerve cell cultures, a similar signaling cascade involving synaptic activity, calcium entry, and NMDAR activation has been shown to initiate glycine receptor (GlyR) synaptic clustering (Lé vi et al., 2008) . In this culture system, GlyRs are strongly depolarizing and GlyR activity is required for clustering (Lé vi et al., 1998) . Additionally, in vivo GlyR clustering in zebrafish larva depend on calcium-calmodulin-dependent protein kinase II (CamKII) and L-type calcium channels (Oda et al., 1995; Yamanaka et al., 2013) . The scaffolding protein gephyrin is required for GlyR capture at synapses and has been implicated in changes in synaptic strength via phosphorylation cascades involving CamKII, which is often scaffolded downstream of NMDARs, as well as integrin cell adhesion molecules (Calamai et al., 2009; Charrier et al., 2010; Dumoulin et al., 2010; Kirsch et al., 1993) . It has also been observed that increasing excitatory drive onto spinal interneurons increases GlyR clustering (Gonzalez-Forero et al., 2005) and interleukin1 beta via calcium influx can potentiate GlyR responses (Chirila et al., 2014) .
Our findings would also be consistent with post-translational modification of GlyRs receptors that modulate the single-channel conductance or open probability that may also be activated by calcium influx via protein kinase C, CamKII, or endocannabinoids (Albarran et al., 2001; Fucile et al., 2000; Lozovaya et al., 2011; Ren et al., 1998; Song and Huang, 1990; Wang and Randi c, 1996) .
Mechanisms in which synaptic potentiation maintains connections have also been hypothesized to refine inhibitory inputs onto neurons of the lateral superior olive (LSO), which also receives glycinergic inhibition from the MNTB, largely prior to hearing onset when these inputs are depolarizing and excitatory (Chang et al., 2003; Noh et al., 2010) . It has also been reported that LTP at glycinergic synapses could be induced in the LSO shortly after hearing onset (Kotak and Sanes, 2014) . These authors found that GABA B receptor activation was required for LTP in response to long depolarizations ($1 hr at 0 mV) of the postsynaptic cell and stimulation of MNTB afferents with ionotropic glutamate receptors blocked. We did not find that GABA B receptor block affected iLTP in the MSO, although our experimental conditions are quite different ( Figure S4 ). In addition, these authors found that relatively shorter depolarizations (0.5 s) also implicated glutamatergic signaling in the induction of inhibitory plasticity with bath application of glutamate. In the LSO, the question remains how inhibitory input strength is appropriately adjusted under physiological conditions, where after hearing onset synaptic excitation is brief, and both synaptic and firing rates extend to hundreds of hertz. The learning rule underlying the plasticity we have identified here, where inhibitory strength is adjusted cumulatively in smaller increments, integrating the activity of co-activated glycinergic and glutamatergic inputs over longer (e.g., minutes) periods, may well apply to the LSO. Further, our work shows that iLTP is exhibited over a limited time window that is defined by developmental changes in passive and active intrinsic properties in the cell. It will be important to assess how the development of intrinsic properties shapes iLTP in the LSO and other brainstem auditory neurons that utilize temporal codes.
It remains to be determined whether the NMDARs underlying iLTP are located directly at the potentiated glycinergic synapses or heterosynaptic plasticity drives iLTP through adjacent excitatory synapses. Well before hearing onset, NMDARs are present at synapses between MNTB and LSO neurons and help drive synapse formation (Gillespie et al., 2005; Kim and Kandler, 2010) . Thus, it is possible that glycinergic synapses still harbor NMDARs after hearing onset. Related to this question is how synapse specificity might be enforced. Glycine released from activated inhibitory synapses would occupy the obligatory glycine binding site on NMDARs, perhaps spatially limiting NMDAR activation to activated inhibitory inputs.
We did not find evidence for co-release of glutamate and glycine from MNTB or LNTB terminals in the MSO (Figure 4) , as has been shown to occur at MNTB-LSO synapses (Gillespie et al., 2005; Noh et al., 2010) . If NMDARs involved in iLTP are located at inhibitory synapses in the MSO, glutamate for NMDAR activation may come from spillover from excitatory terminals that are intermingled and evenly distributed with inhibitory terminals at the soma and proximal dendrites (Clark, 1969; Russell and Moore, 2002; Tirko and Ryugo, 2012) . It has been noted that in the MSO of gerbils, some parts of afferent terminals containing clathrin-coated pits are located very near, but not directly on, target dendrites (Russell and Moore, 2002) . Such terminals have been proposed to underlie sustained transmitter release (Brodin et al., 1997) . It has also been suggested that in the MSO of gerbils, the inhibitory and excitatory synapses are in close enough proximity for spillover of glycine in the opposite direction to potentiate NMDAR responses at excitatory synapses (Couchman et al., 2012) . Reliance on spillover would potentially widen the window of coincidental activation for inhibition.
Developmental Time Course of MSO Intrinsic Properties and iLTP
Over the first 2 weeks of hearing, MSO principal neurons undergo developmental changes in both ligand-and voltagegated ion channels that electrically isolates the AP from the soma and dendrites and reduces the time course of synaptic integration from tens of milliseconds to a few hundred microseconds (Chirila et al., 2007; Khurana et al., 2012; Magnusson et al., 2005; Mathews et al., 2010; Myoga et al., 2014; Scott et al., 2005) . We found that these physiological changes limit the induction of iLTP ( Figure 6 ) and stabilize the magnitude of synaptic inhibition. However, we could rescue iLTP at older ages (Figure 7) , suggesting that the cellular mechanisms for iLTP induction remain operational, possibly playing a subtler role in maintaining synaptic inputs. Maintaining the capacity for plasticity into maturity may be important for facilitating recovery from sensory perturbations. Consistent with this idea, the strength of aberrant inhibitory inputs in the MSO of congenitally deaf cats have been found to be normalized following cochlear implantation (Tirko and Ryugo, 2012) . In addition, interference with normal binaural auditory experience in gerbils via rearing in omnidirectional noise produce only temporary disruptions in inhibitory input development and sound localization performance (Kapfer et al., 2002; Maier et al., 2008) . Since it is necessary to block AMPARs to measure GlyR responses, we cannot assess how having simultaneous activation of AMPARs would affect iLTP induction at older ages. It is possible that iLTP is underestimated in our experiments. AMPARs in mature MSO neurons likely exhibit high calcium permeability (Parks, 2000; Sato et al., 2000) and this additional source of calcium could potentially contribute to iLTP. Having local AMPA-mediated depolarization intact could extend the ages when iLTP can be induced. However, in more mature MSO neurons (>P28), NMDAR responses are not observed with synaptic stimulation from resting membrane potential at 35 C. This may reflect the kinetics of NMDAR Mg 2+ dependence relative to the very brief AMPAR currents (Kampa et al., 2004; Vargas-Caballero and Robinson, 2003) or the increasing segregation of synaptic NMDARs to the dendrites. We found that the voltage dependence of synaptic NMDARs increased only modestly with age ( Figure 8C ). This observation along with the NMDAR decay time constants we observed are not consistent with the large increases in GluN2C expression observed with age in the LSO (Pilati et al., 2016) and MNTB (Steinert et al., 2010) . There also does not appear to be a shift in synaptic GluN2B expression after hearing onset in the MSO (Figure 8H) as is the case in many other brain regions (Cull-Candy et al., 2001; Sanchez et al., 2015) . However, this observation is consistent with reports that MSO neurons express GluN2A/B receptor subunits throughout development (Caicedo and Eybalin, 1999; Sato et al., 1999) . Further studies are needed to fully assess developmental NMDAR subunit expression in the MSO, but these data suggest relative consistency over the age range we observed iLTP.
Changes in synaptic strength have been shown to be an important determinant of the subsequent physical restructuring and maintenance of synaptic connections in multiple brain areas (Andreae and Burrone, 2014; Kwon and Sabatini, 2011; Nishiyama, 2014; Sorra and Harris, 1998; Yuste and Bonhoeffer, 2001) . We found that after hearing onset the developing intrinsic properties of MSO, neurons drive down AP amplitudes and decrease AP backpropagation into the dendrites ( Figure 5 ). We also showed that iLTP critically depends on the amount of AP depolarization in older animals ( Figure 7) . Thus, the developing intrinsic properties would progressively reduce reinforcement of more distal inhibitory synapses, potentially leading to their weakening and eventual removal. Such a mechanism may contribute to the activity-dependent redistribution of dendritic inhibitory synapses toward the soma and proximal dendrites that have been observed (Kapfer et al., 2002; Werthat et al., 2008) .
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Mongolian gerbils of both sexes aged 9-35 days we used. Animals were obtained from our own colony (of Charles River origin) or purchased from Charles River Laboratories. All animal procedures were approved by the University of Texas at Austin Animal Care and Use Committee in compliance with the recommendations of the United States National Institutes of Health.
METHOD DETAILS Tissue preparation
To extract brain tissue, gerbils were decapitated under isoflurane anesthesia and the brain quickly removed in oxygenated ACSF at room temperature. For P9-20 gerbils our standard ACSF was used containing the following, in mM: 125 NaCl, 2.5 KCl, 1.5 CaCl 2 , 1.5 MgSO 4 , 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 25 dextrose, pH 7.40 with NaOH, $310 mmol/kg. For P27-35 gerbils, sodium replacement cutting solution was used containing the following, in mM: 135 N-methyl-D-glucamine (NMDG, Sigma), 1.25 KCl, 1.25 KH 2 PO 4 , 0.5 CaCl 2 , 2.5 MgCl 2 , pH 7.40 with HCl, $310 mmol/kg. For most experiments, the brainstem was isolated and sliced horizontally 200 mm thick using a vibrating microtome (VT1200S, Leica). For the isolation of inhibitory synaptic inputs from the MNTB and LNTB, coronal slices were made following a blocking cut behind the cerebral cortex. Slices were incubated in ACSF containing the following in mM: 110 NaCl, 2.5 KCl, 1.5 CaCl 2 , 1.5 MgSO 4 , 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 25 dextrose, 5 N-Acetyl-L-cystine, 5 Na-ascorbate, 3 Na-pyruvate, 2 thiourea, pH 7.45 with NaOH, continuously bubbled with 5% carbogen, $310 mmol/kg at 35 C for 30 min. and then maintained at room temperature in the same incubation solution until being transferred to the stage for recordings in standard ACSF.
For iLTP experiments, glass stimulating electrodes were placed between the MNTB/LNTB and the MSO. Stimulation intensity was adjusted to evoke stable IPSPs. Evoked IPSPs, comparable responses to simulated IPSCs (sIPSPs) injected via the recording electrode adjusted to a similar amplitude, as well as a square pulse adjusted to $1.5 mV were monitored every 10 s for 10 min to establish a baseline prior to the induction protocol and for at least 34 min. thereafter. The induction protocol consisted of trains of brief (1 ms), step current injections just sufficient to drive AP firing at 200 Hz along with paired electrically evoked glycinergic IPSPs isolated with 15 mM NBQX or in some cases CNQX. Trains consisted of 100 pairings at 200 Hz, repeated 10 times at 10 s intervals ( Figure 1A) . The resting membrane potential was maintained at -60 mV throughout the recordings using small DC currents as necessary.
To unambiguously isolate inhibitory inputs from the MNTB and LNTB for glutamate co-release experiments, we used glutamate puffing to identify cell bodies for subsequent selective electrical stimulation. A standard patch pipette was filled with a solution containing (in mM): 125 NaCl, 2.5 KCl, 10 Glu (Na hydrate, Sigma), 3 HEPES, 1.24 Fast Green (FCF, Sigma), pH 7.30 with NaOH, $305 mmol/kg. The pipette was placed on a modified electrode holder attached to a pressure pulse system (Pressure System IIe, Toohey Company). The pipette was maneuvered over the target nucleus until a response was elicited in the voltage-clamped MSO neuron. The puff duration was reduced and the tip repositioned successively until the smallest possible PSC was obtained. At this point, the puff pipette was switched to electrical stimulation and the intensity adjusted to obtain a small PSC with some failures. After recording the PSC at -60 and +35 mV (series resistance correction R 60%) the bath was switched to ACSF containing strychnine (1 mM, Sigma) and gabazine (5 mM, Tocris) to block inhibitory synaptic transmission. In $65% of trials, there was an underlying fast PSC that was not blocked, likely from an excitatory fiber of passage. These trials were discarded.
For NMDAR assessment experiments the standard ACSF was supplemented with strychnine (1 mM), gabazine (5 mM), NBQX (15 mM), and D-serine (100 mM, Sigma) and the amount of Mg 2+ was varied from nominally 0 to 0.1 mM and then 1 mM, while maintaining Ca 2+ at 1.5 mM. Cells were patched and the internal (see above) was allowed to equilibrate for 10 min before data collection.
Stimulation intensities were adjusted to evoke small EPSCs without failures. Holding levels from -80 to 50 mV were tested sequentially at an interval of 7 s and repeated 5 times for each Mg 2+ level then AP-V (50 mM, Tocris) was washed on to block NMDARs, which eliminated responses in all cases. Each solution was given 10 min to equilibrate before data collection. The average of 3 AP-V traces at each voltage level was subtracted before further analysis. The subtracted data were then smoothed in Igor Pro using a 17-point moving average before extracting the amplitudes and kinetics. Series resistances were less than 20 MU and were compensated at 85% with 25% prediction and 5 kHz bandwidth. Conductances were calculated for each cell using the equation: G = I/(V-E rev ) where I is the average peak current amplitude, V is the holding potential, and E rev is the reversal potential calculated with a linear fit from -10 to +20 mV. Individual Boltzmann fits with the bottom held at zero were used to obtain G max and normalize the conductances. Boltzmann fits of the group data were held at 0 and 1 for the minimum and maximum, respectively.
QUANTIFICATION AND STATISTICAL ANALYSIS
Means are presented ± standard error of the mean (SEM) and compared using two-tailed Student's t tests that were unpaired unless otherwise noted. Fits were performed using GraphPad Prism 7. Significance was assessed using an alpha level of 0.05. Error bars that are smaller than the symbol they are paired with were omitted.
