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Abstract 
This work is motivated by the need for a numerically stable dynamic contact algorithm, 
for use with finite element (FE) analysis including both material and geometric 
nonlinearities, which imposes the appropriate full kinematic compatibility between the 
interfaces of impacting boundaries during a persistent dynamic contact. 
Several methods were previously developed based on Lagrangian multipliers or penalty 
functions in an attempt to impose the impenetrability condition of dynamic contact 
analysis. Some of these existing algorithms suffer from lack of numerical stability, and 
most of them are incapable of accurately predicting the persistent contact force, hence 
they would not be suitable for frictional dynamic contact analysis. 
The numerical stability and energy conservation characteristics of conventional 
frictionless dynamic contact algorithms using Lagrangian displacement constraints and 
penalty functions are investigated in this thesis. Two energy controlling dynamic 
contact algorithms are proposed in conjunction with the well-known Newmark 
trapezoidal rule, namely, regularised penalty method and Lagrangian velocity 
constraint. Although energy consistent, the state of the art for these two methods is 
somewhat similar to the conventional displacement constraints in the sense that 
acceleration compatibility is not imposed when simulating problems featuring 
persistent dynamic contact. 
In this work, a novel and superior energy controlling-algorithm is proposed which 
overcomes the aforementioned shortcomings. The proposed DVA method enforces the 
displacement, velocity and acceleration compatibilities (referred to as DVA constraint 
Abstract 
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in this work) between the impacting interfaces, which in contrast to existing algorithms 
can be used for FE analysis of problems exhibiting geometric and material 
nonlinearities. The advanced DVA method is devised such that the kinematic 
compatibilities at the interface are consistent with the solution for a continuous system 
without any special treatment in the time-integration or solution procedure of the 
penetrating interface boundaries. Furthermore, this can be achieved in conjunction with 
all of the prevalent implicit time-integration schemes such as the trapezoidal rule, 
midpoint rule, HHT-α and the most recently developed Energy-Momentum family of 
Methods. 
Finally, utilising the proposed dynamic contact algorithms, a novel multi-constraints 
node-to-surface dynamic contact element is formulated and programmed within a 
geometric and material nonlinear dynamic FE analysis software. Several verification 
examples of frictionless mechanical contact are presented to demonstrate the 
superiority and performance of the developed node-to-surface contact element in 
conjunction with the proposed DVA constraint as well as the Lagrangian velocity 
constraint, providing a robust and accurate solution procedure for highly nonlinear 
dynamic contact analysis. 
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Notation 
All notations are at least defined where they first appear. It is noted that some symbols 
can denote more than one quantity; in such cases the meaning should be clear when 
read in the context. 
A summary of the general rules, operators and symbols is given below. 
General Rules 
- Symbols of matrices, column vectors and row vectors are represented by   ,    
and  operators, respectively. 
- For matrix   , ,A B  is defined as the component in row A and column B of this 
matrix. Similarly for vector   , A  is the component in the row A of this vector. 
- Equations are identified by numbers located on the right-most margin and composed 
of two entries with the first entry indicating the Chapter in which the equation 
appears. 
Operators 
 
1n
n


 : incremental difference of the variable   within the time-step  
  1,n nt t   (i.e.  
1
1
n
n nn
  

  ) 
 Y X  : mapping for finding the closest point 
Notation 
22 
  : magnitude of vector   
  : encloses second norm of the variable   
 H   : encloses unit-step Heaviside function of variable   
  : partial differentiation 
Symbols 
A  : cross section area 
0a  : initial acceleration 
fb  : flange width 
 C  : global damping matrix 
c  : wave propagation speed 
 id  : nodal displacement vector at time it  
 id  : nodal velocity vector at time it  
 id  : nodal acceleration vector at time it  
wd  : web depth 
E  : Young's modulus 
 G  : vector of out-of-balance 
, iN t
g  : normal gap function at time it  
,

iN t
g  : normal gap-rate at time it  
,

iN t
g  : normal gap-acceleration at time it  
iJ  : total angular momentum at time it  
j  : right-side superscript, denotes iteration number 
Notation 
23 
 K  : global stiffness matrix 
KP  : stiffness of the penalty spring 
,
  
c
G t K  : global tangent stiffness matrix contribution of the contact 
element at time t  
,
  
c
L t K  : local tangent stiffness matrix of the contact element at time 
t  
L  : element length 
iL  : total linear momentum at time it  
 M  : global system mass matrix 
.elM  : element mass 
m  : right-side superscript, denotes iteration number 
pm  : penalty mass parameter 
m  : lumped mass at node number   
N  : shape function 
 n  : current unit outward normal to the master body 
dimn  : number of dimension(s) (i.e. dim 1,  2  3n or ) 
.eln  : number of elements 
 ciP  : contact force vector at time it  
 extiP  : external applied load vector at time it  
 iP  : total applied load vector at time it  (i.e.       
c ext
i i iP P P ) 
,s c
iP  : contact force applied to the slave node 
maxQ   : peak base shear force 
Notation 
24 
dq  : non-dimensional gap weighting parameters for DVA constraint 
vq  : non-dimensional gap-rate weighting parameters for DVA 
constraint 
aq  : non-dimensional gap-acceleration weighting parameters for 
DVA constraint 
 iR  : internal force vector at time it  
 ,cG t R  : global resistance force vector contribution of the contact element 
at time t  
 ,cL t R  : local resistance force vector of the contact element at time t  
r  : radial distance in spherical coordinate system 
r  : radius of a very thin spherical shell 
T  : right-side superscript, denotes the transpose sign 
 T  : transformation vector - first derivatives of the normal gap with 
respect to the global degrees of freedom 
 0,T  : time interval of the analysis 
min, .elT  : the minimum period of individual elements 
ft  : flange thickness 
wt  : web thickness 
iU  : strain energy at time it  
 U  : gap vector for an arbitrary node on the master segment 
 G u  : vector of global degrees of freedom 
 L u  : vector of local degrees of freedom 
iV  : kinetic energy at time it  
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0v  : initial velocity 
iW  : work done by the loads at time it  
 x  : current position vector of particle X  
 y  : current position vector of particle Y  
z  : total number of global degrees of freedom plus the additional 
multipler(s) 
  : algorithmic time-integration parameter for HHT-α method 
f  : algorithmic time-integration parameter for G-α method 
m  : algorithmic time-integration parameter for G-α method 
  : algorithmic time-integration parameter 
  : algorithmic time-integration parameter 
  :  0,1  defines the fraction of the analysis time-step in which 
the actual contact occurs 
0d  : initial gap distance 
E  : total energy variation in the system 
 s  : seismic gap distance 
t  : incremental time-step 
  : tolerance parameter 
y  : yield strain 
  : longitudinal strain in the polar angle direction 
m  : natural coordinates parameter in both two and three dimensions 
   : isoparametric natural coordinate 
c  : natural coordinate at the intersection point 
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m  : natural coordinate at the closest distance point 
  : polar angle in spherical coordinate system 
  : right-side subscript  , denotes the contacting pair 
  : for 1,  2  represents algorithmic parameters for EMM 
method 
c  : natural coordinates at the intersection point 
m  : natural coordinates at the closest distance point 
iDVA  : for  1,2i  iDVA  are the interface energy for Lagrangian DVA 
constraint 
d  : interface energy for Lagrangian displacement constraint 
p  : interface energy for penalty gap constraint 
v  : interface energy for Lagrangian velocity constraint 
 it  : multiplier at time it  
| |  : norm or modulus of the eigenvalue 
  : kinematic strain hardening parameter  
  : Poisson's ratio 
  : isoparametric natural coordinate 
c  : natural coordinate at the intersection point 
m  : natural coordinate at the closest distance point 
  : total potential energy of a system 
  : ratio of a circle's circumference to its diameter 
  : material density 
  : spectral radius 
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y  : yield stress  
,N t  : normal compressive contact force at time t  
  : Poisson‟s ratio 
 ,X t  : material position vector of point X  at time t  
  : azimuthal angle in spherical coordinate system 
  Ng t  : general contact constraint function 
1  : boundary of the slave body 
2  : boundary of the master body 
i  : constraint function at time it  
   : transformation matrix - second derivatives of the normal gap 
with respect to the global degrees of freedom 
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Chapter 1 
1 Introduction 
1.1 Nonlinear dynamic contact analysis 
The treatment of dynamic contact problems using finite elements is of substantial 
research interest because of its complexity and numerous industry-related engineering 
applications. The applications of the developing technology vary over a wide industrial 
range from structure-structure interaction problems – such as earthquake-induced 
pounding, metal forming, crashworthiness, locomotive wheel-rail contact, post-
buckling response – to problems involving structure-soil-fluid interactions under 
dynamic excitations. These important engineering applications have driven researchers 
to develop dynamic contact analysis methods over the past decades. However, despite 
the significant progress made in this field, numerous issues remain unanswered for 
achieving a robust and accurate numerical solution procedure that is applicable to 
nonlinear large displacement dynamic contact analysis. In the context of nonlinear 
dynamic analysis based on numerical time-integration, one of the key remaining 
concerns is the lack of kinematic compatibility satisfaction between the interacting 
boundary interfaces when a single impenetrability constraint such as displacement or 
velocity constraint is enforced. 
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The work presented in this thesis has been mainly motivated by the need for a new 
method for nonlinear dynamic contact analysis which enforces full kinematic 
constraints in the presence of persistent mechanical contact. The new proposed 
dynamic contact method, utilising a so-called DVA constraint, successfully addresses 
these concerns by efficiently enforcing the displacement, velocity and acceleration 
compatibility accurately. Importantly, the algorithm is shown to be energy consistent 
for fully discretised systems undergoing persistent contact, and it works well for 
prevalent implicit time-integration algorithm such as the trapezoidal rule, midpoint rule, 
HHT-α and Energy-Momentum family of methods (EMM). An important part of the 
undertaken work is that the proposed method is readily applicable to both frictionless 
and frictional dynamic contact problems. The successful application of the proposed 
framework, with a node-to-node and a new node-to-surface contact element, to 
numerical problems involving large displacements and material nonlinearities in either 
two or three spatial dimensions is a key outcome of this work. 
1.2  Background 
For numerous industrial applications, it is of great importance to study the response of 
physical systems where the positions of different parts on the boundary of an individual 
body or multiple bodies collide upon deformation and rigid body motion. Such 
boundary value problems are commonly called contact problems. In general, all contact 
problems are inherently nonlinear, which stems partly from the fact that contact 
surfaces are unknown a priori, and the boundary conditions must be consistently 
evolved depending on the current contact state. Typically for such problems, the 
boundary conditions prior to contact are given often by zero traction conditions, 
whereas during contact, the kinematic constraint must be imposed to prevent 
penetration of one boundary through the other. For frictional contact problems, in 
addition to the normal component of the contact traction force imposing 
impenetrability, a tangential force is required to account for the frictional forces 
developed between the contacting bodies. In order to achieve accurate results for both 
frictional and frictionless problems, it is important that the impenetrability constraint 
attains correctly the normal traction continuity between the bodies during persistent 
contact. 
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Due to the nonlinear nature of contact mechanics and the lack of advanced 
computational tools, contact problems were previously approximated by special 
assumptions which limited the solutions to specific problems or admissible motions 
(Love, 1944). Subsequent works employing finite element calculations for contact 
problems focused on the contact of rigid or linear elastic bodies in small deformations 
for static and dynamic systems (Francavilla and Zienkiewicz, 1975; Fredriksson, 1976; 
Hughes et al., 1976). With the advancement in computer technology and methods for 
large displacement inelastic analysis, research efforts were focused on reducing the 
restrictions on the type of contact problem that may be tackled, leading to the 
development of several approaches for both frictionless and frictional problems (Bathe 
and Chaudhary, 1985; Benson and Hallquist, 1990; Laursen and Simo, 1993; 
Papadopoulos and Taylor, 1993; Laursen and Chawla, 1997; Chawla and Laursen, 
1998; Wriggers, 2006; Zavarise and De Lorenzis, 2009; Bravo et al., 2011). Although 
the majority of these works reflect the state of the art in large displacement contact 
analysis, there remain several unanswered questions for achieving robust and accurate 
solutions in nonlinear dynamic contact analysis. In this respect, one of the key 
remaining concerns is the lack of kinematic compatibility satisfaction between the 
contacting bodies when a single impenetrability constraint is enforced. A considerable 
portion of this thesis is devoted to developing a numerically stable and robust method 
with such essential characteristics for nonlinear large displacement dynamic contact 
analysis. 
The numerical solution of dynamic contact problems can be seen in terms of 
minimising the total energy under a set of kinematic constraints representing the 
contact conditions. Most of the existing techniques employed for enforcing such 
contact constraints can be categorised under the two prevalent classes of Lagrange 
multipliers and penalty method. The well-known merit of the penalty methods is its 
relative simplicity, as it avoids the difficulties associated with the Lagrangian multiplier 
in dealing with zero diagonal terms in the matrix system of equations. However, the 
main drawback of the penalty method is that small penetrations between the impacting 
bodies are inevitable. Therefore, the reliability and accuracy of the results depend 
significantly on the assumptions made for the contact spring stiffness and the analysis 
time-step size. There is also the potential for ill-conditioning with the use of 
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excessively large penalty springs, leading to sensitivity of the solution to round-off 
errors. 
Different contact procedures have been considered for dynamic contact analysis in 
conjunction with explicit and implicit time-integration schemes (Carpenter et al., 1991). 
However, the lack of numerical robustness observed for implicit methods imposing 
only the displacement impenetrability constraint led to the initial consideration of 
explicit schemes for numerical simulations of dynamic contact problems. For explicit 
schemes with the penalty enforcement of the gap constraint, the use of large penalties in 
a fully explicit contact treatment affects unfavourably the Courant stability criterion 
(Belytschko and Neal, 1991). On the other hand, the reduction of the penalty parameter 
results in a decrease in accuracy of the constraint enforcement. This could also lead to 
drastic reduction of the dynamic effects for highly softened penalty springs. 
Furthermore, the basic validity of the fully explicit penalty approach is questionable 
(Laursen and Chawla, 1997) considering that the Lagrangian multiplier formulation can 
be shown to be singular for a fully explicit contact treatment (Carpenter et al., 1991). 
For implicit schemes, the kinematic constraints of impenetrability used in finite element 
analysis procedures can be achieved using a relatively straightforward process via a 
penalty or Lagrangian multiplier approach. Some of the prevalent implicit time 
integrators used in literature for dynamic analysis of contact problems are the well-
known Newmark trapezoidal rule (Newmark, 1959), mid-point rule (Simo et al., 1992), 
Hilber-Hughes-Taylor (Hilber et al., 1977), the more recently developed energy-
momentum method (EMM) (Simo et al., 1992) and its generalised formulation so-
called generalised EMM or G-EMM (Kuhl and Crisfield, 1999; Kuhl and Ramm, 1999). 
The aforementioned single step algorithms are devised to possess second-order 
accuracy and unconditional stability in the linear regime. Furthermore, except for the 
HHT-α and modified EMM which are used for numerical dissipation of high frequency 
vibrations, the rest of the aforementioned algorithms achieve exact energy conservation 
at least for linear elastic systems. Nevertheless, it is shown in this work that dynamic 
contact analysis enforcing only the gap constraint leads to the loss of these desirable 
characteristics with significant system energy increase and erroneous results 
particularly for long duration analysis. The penalty method also suffers from a non-
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physical energy gain/loss upon contact, though better accuracy in energy conservation 
may be achieved through temporal refinement. It is shown in this work, however, that 
satisfying both the acceptable penetration criteria and energy conservation can lead to 
an unreasonably small time-step. 
In view of the above, the main objective of this research is to develop a numerically 
stable dynamic contact analysis method, where better accuracy in terms of the dynamic 
response as well as the energy stability can be achieved by temporal and/or spatial 
discretisation. This is described in the detail in the next section. 
1.3 Aims and scope of research 
The work is first and foremost motivated by the wide range of applications in industries 
related to civil, mechanical and aeronautical engineering requiring advanced numerical 
techniques for modelling mechanical contact problems. Considering the importance of 
numerical modelling for optimal design and maintenance solutions, there is a growing 
need for accurate and robust dynamic contact analysis methods. Although in current 
practice there are existing finite element programs that can be applied for dynamic 
contact analysis, there is still a need for accurate and robust algorithms, particularly 
within a fully implicit environment. 
Most of the aforementioned complexities in dynamic contact analysis stem primarily 
from the inherent nonlinearities arising in real structural systems and the lack of 
consistency between existing discrete approaches and the continuum system. Over 
recent years, significant research efforts have been devoted to resolve these numerical 
instability issues occurring during impact; however, only a few existing algorithms are 
capable of modelling persistent mechanical contact, and these are restricted to the linear 
elastic range (Hughes et al., 1976; Taylor and Papadopoulos, 1993; Lee, 1994). In this 
regard, one of the key driving point of this research has been to develop a new method  
for nonlinear large displacement analysis of persistent mechanical contact problems, 
combining accuracy and numerical robustness. 
In this work, a thorough analytical investigation is undertaken for different dynamic 
contact constraint algorithms, considering stability through an energy criterion. In this 
respect, an initial aim of this work has been to investigate new constraint algorithms, 
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for the commonly used implicit Newmark trapezoidal rule time integrator, which can 
effectively deal with spurious energy gain/loss in frictionless contact problems. Two 
numerically stable contact methods, using the trapezoidal rule for time-integration, are 
proposed as candidates for application into conventional FE programs. The developed 
algorithms are examined for their computational characteristics and their advantages 
relative to conventional methods. However, although the proposed methods are 
numerically stable and suitable for some frictionless dynamic contact analysis, they are 
inconsistent with the continuum system in respect of contact persistency and the 
evaluation of the contact force, which would be particularly important for frictional 
problems. Hence, these findings motivated the further development of a novel and 
superior contact constraint formulation named in this work as the advanced DVA 
constraint. 
Detailed investigation of the proposed advanced DVA constraint is undertaken in this 
work to illustrate that the algorithm successfully addresses the previous stability 
concerns and the numerical inconsistencies with the continuum system by efficiently 
enforcing the displacement, velocity and acceleration compatibilities. In addition, the 
algorithm is shown to be energy consistent for fully discretised systems undergoing 
persistent contact, and to work well in conjunction with prevalent implicit time-
integration algorithms such as the trapezoidal rule, midpoint rule, HHT-α and Energy-
Momentum family of methods (EMM). An important part of the development is that 
the proposed method is readily applicable to both frictionless and frictional dynamic 
contact problems, rendering this method as a more general procedure for realistic 
numerical modelling of dynamic contact problems. 
Based on the presented algorithms, two new dynamic contact elements are developed 
for simulating nod-to-node and node-to-surface contact. For the later element, a critical 
review of the current node-to-segment contact formulations is undertaken to improve 
the state-of-the-art in this field. In this respect, an improved contact detection strategy is 
proposed and implemented which addresses previous pitfalls. The novel node-to-
surface contact strategy is formulated for 9-node Lagrangian shape functions to 
interpolate an accurate displacement field on the contacting interface surface of a 
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curved quadrilateral element, and it is implemented into the nonlinear FE program 
ADAPTIC (Izzuddin, 1991). 
Finally, the developed simulation environment is subsequently used to demonstrate the 
performance characteristics and merits of the various presented and proposed 
algorithms, with particular reference to the nonlinear large displacement dynamic 
contact problems. The main focus of the initial numerical studies is on the criteria for 
algorithmic stability, accuracy and convergence. Furthermore in subsequent case 
studies, numerous dynamic problems accounting for geometric and material 
nonlinearities are examined to elaborate on the significant potential offered by the 
method developed in this thesis for several research and industrial applications. 
1.4 Overview of Thesis 
The presentation of the novel dynamic contact frameworks developed in this work, 
along with its implementation and application, will proceed as follows. 
In Chapter 2, an extensive literature review of various available methods for dynamic 
contact analysis is presented. The need for the enhancement and development of 
numerically robust dynamic contact solution procedures, which enforce full kinematic 
constraints, is established in the context of nonlinear dynamic contact FE simulations. 
In Chapter 3, the numerical stability requirements for frictionless contact constraints via 
Lagrangian multipliers or penalty functions are investigated. It is established that the 
well-known average acceleration Newmark scheme with a Lagrangian displacement 
constraint and the conventional penalty method leads to spurious energy gain/loss upon 
contact which can lead to erroneous energy shoot-up and eventual analysis termination. 
Two numerically robust algorithms based on Lagrangian velocity constraint and 
regularised penalty method are proposed for frictionless dynamic contact analysis 
utilising the standard Newmark method. It is shown that the proposed methods achieve 
effectively the impenetrability constraint whilst the energy stability is maintained. 
Notwithstanding the advantage of these two methods in terms of numerical stability, it 
is highlighted that they still lack the ability to impose full kinematic boundary 
constraints in the presence of persistent contact. 
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In Chapter 4, a novel constraint approach is proposed to enforce the displacement, 
velocity and acceleration compatibility (referred to in this work as the advanced DVA 
constraint) between contacting interfaces which in contrast to existing DVA methods 
can be used for FE analysis of problems exhibiting geometric and material 
nonlinearities. The advanced DVA method is devised such that the kinematic 
compatibility at the interface is consistent with the solution for a continuous system 
without any special treatment in the solution procedure for the contacting nodes. 
Furthermore, this is achievable in conjunction with prevalent implicit time-integration 
schemes such as the trapezoidal rule, midpoint rule, HHT-α and the most recently 
developed Energy-Momentum family of Methods. Finally, the proposed DVA method 
is shown to avoid spurious oscillations between the contacting interfaces envisaged 
with all previous algorithms and maintains energy stability through negligible 
algorithmic energy decay in the system, the value of which can be reduced with 
refinement in spatial and temporal discretisation. Therefore, the level of accuracy 
sought after for the dynamic contact force-history and energy consistency prediction is 
ensured without any need for special treatments such as artificial viscosity. 
In Chapter 5, a new robust node-to-surface dynamic contact element is formulated and 
implemented, which effectively deals with the ambiguous contact state special cases 
that may arise in the analysis of highly nonlinear dynamic contact problems. For such 
special cases, a contact detection algorithm is devised which examines the motion of 
the contacting bodies during a time-step interval. The novel node-to-segment contact 
element is formulated for 9-node Lagrangian shape functions to interpolate an accurate 
displacement field on the contacting surface of a curved quadrilateral element, and it is 
implemented into the nonlinear FE program ADAPTIC (Izzuddin, 1991). The 
algorithm can be used for modelling multi-dimensional contact problems, and the 
developed contact surface can be modelled with the consistent 9-node shell, 27-node 
brick elements or even a multiple of lower order quadrilateral elements. Lastly, the 
developed node-to-segment contact element has the capability to use the proposed 
DVA constraint as well as the Lagrangian velocity constraint for a robust and solvable 
solution procedure for highly nonlinear dynamic contact analysis. 
Chapter 6 presents a broad range of examples which demonstrate the applicability of 
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the dynamic contact method advocated in this thesis and its great potential towards 
realistic numerical simulations of highly nonlinear dynamic contact problems. The 
chapter considers a variety of illustrative industrial problems in both two and three 
dimensions involving significant material and geometric nonlinearities which are 
representative of applications for this work. 
The thesis is concluded in Chapter 7, where the main accomplishments of this work are 
summarized and several suggestions for future research are provided. 
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Chapter 2 
2 Literature Review 
2.1 Background 
Over recent decades, the finite element method has been widely employed to study 
boundary value problems involving contact due to their significant importance in 
industry related to civil and mechanical engineering, but also in other disciplines such 
as environmental and medical applications, to name but a few. In fact, most of the 
movements and interactions on this planet involve a form of mechanical contact, from 
simple walking to mechanical load transfer in structures. 
In some of these interactions, one can assume that the variation of applied forces with 
time is sufficiently slow relative to the dominant natural periods of the structural 
response, hence inertia and damping forces may be neglected. This is typically the case 
for building structures under no significant excitation. However, for problems with 
considerable dynamic effects, the inclusion of dynamic-induced forces is vital for 
correct response prediction. In this context, finite element analysis of dynamic contact 
problems has received considerable attention dealing with the complex inherent 
nonlinearity and the spurious kinematic oscillations at the contact points. 
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This chapter provides an overview of the fundamental aspects of the finite element 
method in the context of nonlinear dynamic analysis. In this respect, attention is given 
to the desirable characteristics of direct time-integration schemes used for temporal 
discretisation in the nonlinear regime. A review is conducted on the current state of the 
art in relation to the numerical stability and accuracy of time-integration schemes when 
used in conjunction with existing dynamic contact algorithms. Lastly, a review is 
undertaken of the treatments proposed previously for contact detection of multi-
dimensional problems using node-to-segment contact methods. 
2.2 Nonlinear dynamic analysis using direct time-integration 
Dynamic analysis becomes essential for the simulation of structures where the effects 
of velocity and acceleration dependent forces are considerable. Different methods can 
be applied for dynamic analysis of structures, varying in their applicability and 
accuracy. In this respect, time-history analysis is used for dynamic analysis of 
structures under a defined loading scenario over a time-space domain, where two types 
of analysis, modal analysis and direct integration, can be applied for such cases. The 
first type is based on modal decomposition and superposition, and hence is not 
applicable to nonlinear dynamic analysis (Bathe, 1996). However, the direct time-
integration method can be applied to nonlinear dynamic analysis and is therefore 
considered in this work for application to dynamic contact analysis. 
The semi-discretised dynamic equilibrium equation, representing a system of second-
order differential equations, can be expressed as: 
             0G M d C d R P       (2.1) 
where  M  and  C  are the mass and damping matrices, respectively;  G ,  R  and 
 P  are the vectors of out-of-balance forces, internal resistance force and external 
applied load, respectively; and  d ,  d  and  d  represent the nodal kinematic 
vectors for displacement, velocity and acceleration, respectively. To account for 
variation over the time domain, direct integration is used to consider temporal 
discretisation of the equilibrium equation (2.1). 
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In direct integration method, the dynamic equilibrium is satisfied by means of a 
numerical recurrent integration procedure, at discrete time points rather than any time t 
over the time interval of interest  0,T . In this regard, for a given temporal 
discretisation    10 1 1 2, 0, , ,...,

  
k
n n nt t t t T  of the analysis time interval, assuming a 
constant mass and damping matrix, the discrete dynamic equilibrium expression at time 
tn+1 becomes: 
             1 1 1 1 1 0n n n n nG M d C d R P           (2.2) 
where the relation between displacement, velocity and acceleration at time tn+1 is 
defined by the specific time-integration method using the kinematics at the start of the 
time-step tn (for single-step methods) or more of the previous steps (for multi-step 
methods). 
Different recurrent schemes can be employed based on their desired characteristics for 
numerical time-integration of the equation of motion. Some of the desired 
characteristics for an efficient and effective time-integration methods are: stability, 
second-order accuracy, computational efficiency in terms of self-starting and the 
solution procedure, controllable algorithmic dissipation of the undesirable higher 
frequencies and no pathological overshooting. 
Stability and accuracy of the time-integration scheme play an important role in 
achieving a satisfactory dynamic response of the structure. For linear dynamic systems, 
the criterion for unconditional stability can be achieved with simple calculations using 
powerful finite element theorem by Irons and Treharne (1972). Therefore, in the linear 
regime, attention is focused on the accuracy of the time-integration used for the 
dynamic analysis. However, for nonlinear dynamic analysis, the main interest in the 
numerical analysis is shifted towards numerical stability. This is largely due to the fact 
that unconditionally stable algorithms for linear analysis can lose their stability in the 
nonlinear regime which can eventually obscure the solution. 
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2.3 Stability in nonlinear dynamic analysis 
It is well-established that algorithms which are unconditionally stable for linear 
dynamic analysis can lose their stability in the nonlinear regime. Accordingly, in 
nonlinear dynamics the spectral radius criterion is only a necessary condition in 
achieving unconditional stability, while a sufficient condition is attained through the 
conservation or decay of the total energy within a time-step (Kuhl and Crisfield, 1999) 
given as: 
     
1 1 1
1 1 1   
n n next ext
n n n n n n n n n
U U K K W W or U K W
  
          (2.3) 
where for  10
k
ni n

  and 0n  , the variables iU , iK  and iW  are respectively the 
strain energy, kinetic energy and the work done at time it  for a given temporal 
discretisation    10 1 1, 0, ,...,
k
n n nt t t T

    of the time interval of interest. Note that the 
notation  
1
  


n
n
 defines the difference of the variable within the time-step  1,n nt t   
(  
1
1
n
n nn
  

  ). 
In general, the conservation or decay of the total energy within a time-step can be 
achieved via three main strategies (Kuhl and Crisfield, 1999; Hauret and Le Tallec, 
2006): 
a) Numerical dissipation, 
b) Enforced energy conservation, and 
c) Algorithmic energy control. 
A review on each of the above-mentioned approaches, the advantages and the 
associated shortcomings for application in nonlinear dynamic analysis of structures is 
provided hereafter. 
2.3.1 Numerical dissipation in the nonlinear regime 
Controlled algorithmic damping is an essential characteristic of the time-integration 
schemes used in structural dynamics applications, where only the range of low to 
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moderate modes are of interest. These numerical damping mechanisms are able to 
eliminate the response of the high-frequency modes that do not contribute significantly 
to the overall response and are insufficiently resolved because of either the spatial 
and/or temporal discretisation. In addition to this, the guaranteed energy decay for the 
high frequency range (by gradual damping or asymptotic annihilation) in the linear and 
nonlinear regime can improve the energy stability in some dynamic analysis problems. 
While the numerical dissipation of the high frequency range can lead to better accuracy 
and improved stability in some problems, in the nonlinear regime Erlicher et al. (2002) 
showed that undesirable overshoot and oscillation in the energy can occur due to the 
inaccuracies in the response of the intermediate-frequency range. Therefore, numerical 
dissipation should only be considered as a desired characteristics for stability in 
nonlinear dynamic analysis and cannot ensure by itself the numerical and energy 
stability in response of such problems. 
Some of the widely used implicit time-integration schemes possessing numerical 
dissipation as well as second-order accuracy are the Newmark method (Newmark, 
1959), The HHT-α (Hilber et al., 1977), the WBZ-α (Wood et al., 1980), the HP-θ 
method (Hoff and Pahl, 1988) and the well-known generalised-α/ G-α method (Chung 
and Hulbert, 1993). 
Newmark method 
The well-known Newmark method (Newmark, 1959) is a single-step implicit time-
integration algorithm commonly used for dynamic analysis of structures. The method 
can be viewed as a truncated formulation of the Taylor‟s expression for the 
displacement and velocity at time 1   n nt t t , formed about the time-step nt . In 
addition to this, the structure for the implicit updating equations is obtained by equating 
the sum of the coefficients of the two consecutive acceleration terms to the coefficient 
of acceleration term in a Taylor series expansion. 
The parametric single-step difference equation utilised in the Newmark method is given 
by: 
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           21 11/ 2       n n n n nd d t d t d d   (2.4) 
          1 11       n n n nd d t d d   (2.5) 
where 1  n nt t t  is the analysis time-step for a given temporal discretisation over the 
analysis time interval,  nd  is the nodal displacement vector evaluated at nt , and each 
superimposed dot represents a time differentiation.   and   are algorithm parameters 
defining the characteristics of the method in terms of numerical dissipation and 
stability. 
By rearranging (2.4) and (2.5), a new representation of the Newmark formulation in 
terms of increments and mean values is obtained (Krenk, 2006): 
        1
1
2 2

  
       
 
   
n n
t
d d d t d  (2.6) 
        21
2 2

  
       
 
  
n n
t
d d d t d

  (2.7) 
where the vector  q  represents the incremental variation between the time-step 1nt  
and nt  (     1n nq q q   ). In order to be able to compare different algorithms within 
the Newmark family method for a dynamic contact problem, it is necessary to identify 
algorithm parameters which pose the desired characteristics at least for a linear elastic 
system. In this respect, it can be shown from Eqs. (2.4) and (2.5) that the Newmark 
method with 0   will simplify to a conditionally stable explicit integration scheme 
(Appendix A.1) and hence is not considered for further investigation herein. 
Unconditional stability in the linear regime (so called A-stability) 
A-stability or spectral stability of any recurrent time-integration scheme can be carried 
out with the eigenvalue analysis of the amplification matrix A (i.e. 1 n nq Aq ). In this 
respect if the norm or modulus of the eigenvalue is such that: 
| | 1   (2.8) 
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all initially small errors will increase without any limit leading to increasingly 
inaccurate response over time, leading to an unstable response. To simplify the 
determination of the system eigenvalues, the concept of modally uncoupled equations is 
considered using the powerful finite element theorem by Irons and Treharne (1972). 
Thus, the stability limits and the amplification matrix can be written based on 
individual scalar sets of equations. 
The calculation of stability limits, even with the scalar equation system, is non-trivial. 
Therefore, herein, the so-called z-transformation (Zienkiewicz and Taylor, 2005) is 
used (Appendix A.2) to define the stability of the Newmark algorithm. Using the z-
transformation it can be shown that Newmark method with 0.5 0.25    is 
unconditionally stable (A-stable). Moreover, for  
2
0.25 0.5    the spectral radius 
becomes complex leading to better response for higher frequency modes (Krenk, 2006). 
These stability characteristics of the Newmark method are summarised in Fig. 2.1. 
`  
Fig. 2.1. Stability domains of the Newmark algorithm. 
Numerical dissipation 
It is well-established that the Newmark algorithm with 0.5   has a unit spectral radius 
(ρ=1) in the region of unconditional stability (
2

  ) shown in Fig. 2.2. The spectral 
radius is the maximum norm modulus of the characteristic equation, which classifies 
the scheme as having no numerical damping for a unit spectral radius, with numerical 
damping becoming more significant as the spectral radius reduces. The spectral radius 
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of the Newmark family method for low to moderate frequencies is depicted in Fig. 2.2 
fixing  
2
0.25 0.5    and varying   from 0.5 to 1. 
 
Fig. 2.2. Spectral radius of Newmark algorithm for low to moderate frequencies 
(Unconditional stability with  
2
0.25 0.5   ). 
It is clear from Fig. 2.2 that numerical dissipation for Newmark method with 0.5  
can damp out moderate frequencies for a sufficiently large t . Hence, to achieve an 
accurate dynamic response of the moderate frequency modes, a very small time-step 
size relative to the frequency responses of interest (i.e. min /10t T  ) should be 
considered. Moreover, it should also be noted that the Newmark method with 0.5   
only achieves first-order accuracy. These undesirable features of the Newmark method 
in the dissipative domain were the main motivation behind developing improved 
numerically dissipative schemes such as HHT-α (Hilber et al., 1977), WBZ-α (Wood et 
al., 1980) and G-α (Chung and Hulbert, 1993; Kuhl and Ramm, 1999) methods. 
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Generalised-α method 
Chung and Hulbert (1993) developed the first generalised-α method which contains 
features of the HHT-α and WBZ-α algorithms. In addition to this, the developed 
method also represents the Newmark family algorithm as well as the mid-point rule. 
Accordingly, the characteristics of the numerically dissipative HHT-α and WBZ-α are 
considered herein within the general formulation of the G-α method (Chung and 
Hulbert, 1993). In the G-α method, the Newmark approximation shown in Eqs. (2.4) 
and (2.5) is used with a general balance equation expressed by: 
             1 1 1 1 1m f f fn n n n nG M d C d R P                 (2.9) 
where, 
        11 i iiq q q             0,1   (2.10) 
The parameters m  and f  control the characteristics of the time-integration algorithm 
in terms of stability, accuracy and numerical dissipation. Table 2.1 summarises the 
relations of the algorithmic parameters used in the G-α method (Erlicher et al., 2002) to 
achieve these desired characteristics. 
Method Characteristics m  f      
Newmark U.S.S. 0 0 
2
1 1
4 2
 
 
 
  
1
2
  
Trapezoidal 
rule 
U.S.S. 
& S.O.A. 
0 0 
1
4
 
1
2
 
HHT-α 
U.S.S. 
& S.O.A. 
0 
1
0
2
 f   
21
1
4
 f  
1
2
 f  
WBZ-α 
U.S.S. 
& S.O.A. 
0m  0  
21
1
4
 m  
1
2
 m  
G-α 
U.S.S. 
& S.O.A. 
 f  0.5   
1 1
4 2
  f m   
1
2
  f m   
Note: U.S.S.: Unconditional Spectral Stability, S.O.A.: Second Order Accuracy. 
Table 2.1. Parametric correlation between different time-integration schemes and the 
G-α method. 
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Chung and Hulbert (1993) have shown that the G-α method permits the high frequency 
dissipation to vary from zero dissipation (i.e. 1  ) to the asymptotic annihilation 
(i.e. damping out the high frequency response in one time-step with 0  ). In 
addition, the improved numerical dissipation performance in the moderate frequency 
range for the G-α method is compared against the time-integration schemes previously 
discussed. Figure 2.3 shows this comparison for the algorithmic parameters 
corresponding to 0.8  . 
 
Fig. 2.3. Comparison of the spectral radius of numerical dissipative algorithms with 
0.8   (Chung and Hulbert, 1993). 
In the nonlinear regime, Erlicher et al. (2002) carried out a detailed examination on the 
stability and accuracy for a system with no external applied force. It was shown that the 
G-α method achieves second-order accuracy for displacement and velocity in nonlinear 
dynamic analysis, whilst the acceleration is first-order accurate. Moreover, it was 
shown that the method is stable in the energy sense for the high frequency modes; 
however, in the nonlinear regime, the method entails significant energy oscillations in 
the intermediate frequency range which can lead to energy instability. Hence, the 
question of selecting the time-integration parameters to achieve numerical stability in 
nonlinear dynamic analysis remains largely unresolved. 
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2.3.2 Enforced conservation of energy 
Hughes et al. (1978) originally extended the trapezoidal algorithm to achieve energy 
conservation for nonlinear dynamic analysis. In this method, the energy stability is 
achieved via a Lagrange multiplier, where the desired energy characteristic is 
introduced into the equation of total potential energy as a constraint. In this respect, the 
energy constraint method (so-called ECM) is applied for dynamic analyse of a hyper-
elastic 1D rode problem under free oscillation. It is shown that the modification in the 
trapezoidal rule results in physically correct energy growth characteristics, while the 
conventional trapezoidal rule requires a rather small time-step size to achieve this. 
However, a study carried out by Kuhl and Ramm (1996) illustrated that enforcing 
energy conservation via a multiplier leads to final failure in the Newton-Raphson 
iteration of equilibrium. Furthermore, it is shown that the failure in the numerical 
procedure occurs at the same stage of the analysis for the conventional unconstrained 
algorithm. In this regard, the key advantages of the energy constraint methods are that 
firstly the exact energy conservation can be achieved using larger time-steps, and 
secondly the loss of stability can be easily observed through the numerical failure in the 
solution procedure. 
The extension of the ECM is also presented for the generalized-α time-integration 
scheme (so-called GECM) by Kuhl and Crisfield (1999) which enforces the desired 
energy identity as well as the essential conservation laws of linear and angular 
momentum. It is shown numerically that the resulting GECM possess the conservation 
of total energy within a time-step, while numerical dissipation of undesired high 
frequencies can be achieved. However, the unresolved concern regarding the failure in 
numerical convergence has remained the main drawback of the “Energy Constraint 
Methods” for application in the nonlinear dynamic analysis. 
2.3.3 Algorithmic conservation of energy 
The most desirable methodology for achieving numerical stability in the nonlinear 
regime is to develop time-integration methods which algorithmically lead to 
conservation/decay of the total energy. In this respect, algorithms should preferably 
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satisfy the conservation laws of linear and angular momentum or at least converge to 
momentum conservation by refining the temporal discretisation. 
Analytical investigation of the Newmark family algorithm illustrates that only the 
choice of 0   and 0.5   (i.e. the explicit central difference scheme) leads to the 
conservation of angular momentum (Simo et al., 1992; Kuhl and Crisfield, 1999; 
Bathe, 2007). Notwithstanding the undesirable characteristics of the Newmark family 
method, one can show that conservation of angular momentum holds when evaluated at 
the mid-point of each time-step. 
Energy Momentum Methods 
Motivated by the fact that trapezoidal rule achieves conservation of angular momentum 
at the mid-point of analysis time-steps, Simo et al. (1992) devised a general class of 
energy momentum-conserving one-step family algorithm, which inherit by design the 
momentum conservation characteristics. The fundamental idea was to create a 
momentum conserving algorithm by design and then enforce the conservation law of 
energy via a momentum-conserving projection onto the surface of constant energy 
(Fig. 2.4). 
In this method, the time-integration of the equation of motion is obtained via the 
discrete equations as: 
     11 1n n nd d t M p 

    (2.11) 
      1 2n n np p t V d      (2.12) 
where, similar to the previous integration schemes, 1  n nt t t  is the time-step for a 
given temporal discretisation;  nd ,  np  and  ( ) nV d  are nodal displacements, 
linear momentum and applied inertia forces evaluated at time nt , respectively; 
3: ,  1,  2     are algorithmic parameters which approach unity as the size of 
the analysis time-step is reduced (i.e.  
0
1 lim 1,  =1, 2
t
t   
 
     ). 
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Fig. 2.4. Conservation of energy enforced via projection (Simo et al., 1992). 
For the Projection Energy Momentum Method (EMM), parameters   and 1  are set 
equal to 0.5 (i.e. midpoint) and 1, respectively, while, parameter 2  is identified by 
enforcing the equation of energy conservation. Nevertheless, Kuhl and Ramm (1996) 
identified convergence problems in application of the algorithm to structural dynamics 
including higher frequencies. 
In order to avoid this problem, extended versions of the EMM method were utilised by 
Kuhl and Crisfield (1999) using the following three approaches to evaluate the 
nonlinear internal forces. These three quadrature rules can be identified as: 
1. The generalized-α or G-α (Chung and Hulbert, 1993): 
      1 11fn f n f nR R R        (2.13) 
2. The generalised EMM or G-EMM (Simo et al., 1992; Kuhl and Crisfield, 1999): 
    1 1f fn nR R d      (2.14) 
3. The modified EMM or M-EMM (Armero and Petocz, 1999): 
    1 1 ,f fn nR R d       (2.15) 
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According to this, and except for the generalised-α previously discussed (conventional 
G-α method), the two other schemes lead to evaluation of the internal forces at the 
integration points over each element at a specific time (defined by algorithm 
parameter 
f ) within each time-step. Hence, these two methods are relatively 
computationally costly and not ideally suited for conventional nonlinear FE programs. 
2.4 Dynamic contact constraints 
In typical finite element simulations of contact, special treatments are required to 
prevent the penetration of parts of the boundary of a body into another part of the 
boundary for the same or a separate body. Several methods have been developed over 
the past decades to introduce kinematic constraints associated with the contact 
phenomenon. Many of these studies attempt to model the dynamic contact by enforcing 
a constraint on the displacements (so called 'gap constraint') of the nodes for the 
contacting body (so-called 'slave body') and the associated nodes/surface of the 
impacted body (so-called 'master body'). Investigation of a range of time-integration 
methods with the available contact algorithms have established severe numerical 
instability associated with the inherent nonlinearity of dynamic contact, which has lead 
in the past to significant developments of energy consistent algorithms for nonlinear 
contacting bodies (Laursen and Chawla, 1997; Armero and Petocz, 1998). 
A thorough review of the existing constraint algorithms in the literature is provided 
hereafter under three main categories of algorithm: i) conventional penalty and 
Lagrangian constraint enforcing the displacement impenetrability constraint ii) energy 
conserving algorithms using regularisation of the penalty method and Lagrangian 
velocity constraint, and iii) other methods aiming to enforce full kinematic 
compatibility for persistent contact. 
2.4.1 Conventional methods 
The conventional penalty spring and Lagrangian displacement constraint are typical 
examples of the contact algorithms enforcing only constraints on the displacement. A 
brief description of these two methods and their previous applications is provided in the 
following. 
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2.4.1.1 Conventional penalty 
In the penalty method, the displacement constraint is enforced via a stiff penalty spring 
located at the position of contact to prevent large penetration between different 
boundaries (Armero and Petocz, 1998; Zienkiewicz and Taylor, 2005). Penalty methods 
are widely used for the simulation of simple to complex dynamic contact problems 
because of their simple implementation into FE programs. However, this is achieved at 
the cost of some major drawbacks. 
The first apparent characteristic of the penalty method is that it allows some penetration 
during contact. The amount of penetration between the contacting boundaries should be 
reduced to an acceptable level of accuracy by increasing the stiffness of the penalty 
spring. Meanwhile, achieving the acceptable penalty stiffness can require an iterative 
and time-consuming procedure which often necessitates several re-runs of the same 
analysis. Moreover, it is shown in Chapter 3 that undesirable energy alteration is 
observed upon contact, and avoiding energy increase in the system can require fine 
temporal discretisation. 
Previous applications of the penalty method with explicit schemes has indicated that the 
use of large penalties in a fully explicit contact treatment affects unfavourably the 
Courant stability criterion (Belytschko and Neal, 1991). On the other hand, the 
reduction of the penalty parameter results in the decrease in accuracy of the constraint 
enforcement. This also could lead to drastic reduction of the dynamic effects for highly 
softened penalty springs.  
For implicit schemes, the state of the art is somewhat similar. Armero and 
Petocz (1998) used the penatly method to study the impact of a rod on a rigid wall 
(Fig. 2.5) using some of the well-known energy conserving time integrators in the 
linear elastic regime such as the trapezoidal rule and the midpoint rule. Figure 2.6 
extracted from this study (Armero and Petocz, 1998) shows that significant numerical 
instability is observed during the analysis with the non-dissipative trapezoidal rule time 
integrator. Analogous results with significant energy increase and artificial oscillations 
are reported in this paper for the midpoint rule and the numerically dissipative HHT-α 
method. 
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Fig. 2.5. Impact of rod on rigid wall (Armero and Petocz, 1998). 
 
Fig. 2.6. Impact of rod on rigid wall (trapezoidal rule with penalty spring ) 
(Armero and Petocz, 1998). 
To avoid some of the main disadvantages of the penalty approach, in particular with 
respect to the ill-conditioning of governing equations, and achieve exact satisfaction of 
the gap constraint, Lagrangian treatments of contact problems may be employed (Simo 
and Laursen, 1992), as discussed in the following section. 
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2.4.1.2 Conventional displacement constraint 
Typically in this method, the so-called „Kuhn-Tucker‟ kinematic conditions are 
introduced for enforcing contact constraints via a multiplier into the equation of the 
total potential energy (Simo and Laursen, 1992; Zienkiewicz and Taylor, 2005). Similar 
issues in terms of energy gain in the system previously shown for the conventional 
penalty method arise with the enforcement of Lagrangian displacement constraint. Such 
numerical instabilities of the time-integration algorithms for dynamic contact problems 
are now well-established (Chaudhary and Bathe, 1986; Carpenter et al., 1991; Laursen 
and Chawla, 1997). In this respect, the instability of the trapezoidal and midpoint rules 
in dynamic contact analysis using a Lagrangian displacement constraint has received 
great attention, mainly because of their energy conservation characteristics for linear 
elastic systems. Chaudhary and Bathe (1986) were among the first to investigate the use 
of different algorithmic parameters of Newmark method for dynamic contact analysis 
with the conventional Lagrangian displacement constraint. In this respect, using the 
trapezoidal rule for numerical analysis of a simple problem of two impacting point 
masses (stiffness-free), the authors identified that the numerical solution for rebound 
velocities does not match the exact analytical solution. 
Notwithstanding the energy inconsistencies faced with the employment of the 
trapezoidal rule, Chaudhary and Bathe (1986) suggested that the Newmark method with 
parameters 0.5    is an effective scheme for the time-integration of dynamic 
contact equations, if the time-step employed is sufficiently small. It was shown that the 
algorithm with the aforementioned set of parameters for linear analysis (no contact) has 
a bounded energy fluctuation error, where the maximum energy error can be reduced 
through refining the temporal discretisation. Furthermore, although the Newmark 
algorithm with 0.5    is only first-order accurate with higher period elongation in 
comparison with the second-order accurate trapezoidal integration scheme (Fig. 2.7), 
Chaudhary and Bathe (1986) have shown that unlike the trapezoidal time-integration 
scheme, the analytical velocities for rebound velocities of two generic impacting 
masses are matched by the numerical solution if 0.5    is employed. It was also 
established that 1   could predict accurately the rebound velocities; however, the 
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case of 0.5   lead to smaller energy variation error for linear elastic systems under 
free vibration. 
 
Fig. 2.7. Period elongation for trapezoidal rule and Newmark-0.5 methods (Chaudhary 
and Bathe, 1986). 
Motivated by the previous findings for the Newmark-0.5 method, Carpenter et 
al. (1991) compared the implicit Newmark-0.5 method with the explicit penalty method 
and explicit forward increment Lagrange multiplier method in a numerical study of 
impacting rods (Fig. 2.8). For the explicit analysis, the central difference integration 
scheme is considered. It is clear from Fig. 2.8 that the results obtained with implicit 
Newmark-0.5 method with the Lagrange displacement constraint suffers from 
undesirable velocity oscillation during persistent contact (and hence oscillation in the 
traction force). These results for the implicit approach become even worse if a smaller 
time-step were to be used. 
The results obtained for the explicit central difference time-integration method with the 
penalty formulation and the forward Lagrangian method are good approximation to the 
exact surface contact solution. However, the fine time-size requirement for ensuring 
numerical stability of explicit schemes is the main drawback for such methods. 
Newmark-0.5: β=γ=0.5 
Trapezoidal rule: β=0.5, γ=0.25 
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a) Displacement of contact points b) Velocity of contact points 
Fig. 2.8. Impact of two identical rod moving with equal speed in opposite directions 
(Carpenter et al., 1991). 
Other researchers have also documented energy shoot-up for the second-order accurate 
trapezoidal rule and midpoint time-integration methods (Laursen and Chawla, 1997). In 
addition to the rod problem, Laursen and Chawla (1997) showed significant numerical 
instabilities when the trapezoidal rule is used for an elastic ring and carom contact 
problem. It was also shown that a numerically dissipative Newmark scheme may 
provide reasonable results depending on the time-step size. However, while the 
numerical dissipation of the high frequency range can lead to better accuracy and 
improved stability in some problems, in the nonlinear regime, undesirable energy 
overshoot can occur due to the inaccuracies in the response of the intermediate-
frequency range (Erlicher et al., 2002). In this respect, Laursen and Chawla (1997) 
developed a new Lagrangian constraint algorithm, which enforces the persistency 
constraint or the so-called velocity constraint within the non-dissipative EMM method 
to achieve stable and energy conserving response. Figure 2.9(a-b) are extracted to show 
the exact solution obtained using the conservative scheme developed by Laursen and 
Chawla versus the unstable energy shoot-up during the simulation using the trapezoidal 
rule with Lagrangian displacement constraint. The elaboration of the conservative 
schemes developed so far based on the penalty and Lagrangian constraint enforcement 
approaches are provided in the next section. 
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a) Persistency constraint with 
EMM 
 
b) Displacement constraint with 
trapezoidal rule 
Fig. 2.9. Unstable blow-up of the simulation for the 45 degree carom problem (Laursen 
and Chawla, 1997). 
2.4.2 Energy conserving contact algorithms 
Two general types of energy conserving algorithm have been considered for enforcing 
contact constraints, namely the regularised penalty formulation and Lagrangian velocity 
constraint. In the following sections, a brief description of these constraint methods 
with their previous applications is presented, and their unresolved issues are exposed. 
2.4.2.1 Lagrangian velocity constraint 
Laursen and Chawla (1997) originally developed a constraint formulation for an 
implicit time-integration method which conserves all momenta and the total system 
energy for hyperelastic bodies undergoing perfectly elastic frictionless dynamic 
contact, extending the work of Simo and Tarnow (1992) to account for conservative 
dynamic contact. In this context, a particular rate constraint on the interface, so called 
persistency constraint or velocity constraint, was shown to be completely consistent 
with global conservation laws for the analysis of hyperelastic material models. The 
authors presented formulations for a discretised system with the appropriate Kuhn-
Tucker kinematic constraint enforcing the persistency constraint using the EMM as its 
time integrator. 
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For the numerical examples, Laursen and Chawla (1997) examined the collinear impact 
of two elastic rods, where comparison was made between the results obtained for the 
EMM method with velocity constraint and other prevalent time integrators enforcing 
the displacement gap constraint, namely the Newmark method and the Hilber-Hughes-
Taylor or HHT-α method. It was shown that numerical dissipation is required to avoid 
energy shoot-up of the trapezoidal rule, where the dissipative integrators damp out the 
contact oscillations but lose system energy in doing so. It was also illustrated that for a 
large time-step size, hence large penetrations, the conservative algorithm could achieve 
results which less noisy than those obtained with the dissipative integrators, while 
conserving system energy. However, significant oscillations and noise would appear in 
these results if a fine time-step is used for the analysis, as also shown later in Chapter 3 
for the application of Lagrangian velocity approach with the Newmark method. This is 
mainly because the velocity constraint does not fully achieve the persistent contact 
compatibility constraints, but instead allows the conditions to evolve as driven by the 
momentum equations. Therefore, this formulation still lacks in terms of enforcing the 
full kinematic compatibility, an issue that other researcher have also tried to resolve 
(Hughes et al., 1976; Taylor and Papadopoulos, 1993; Lee, 1994; Lee, 2013). 
Additionally, a brief review of the works trying to enforce the full kinematic 
compatibility with their limitations is provided in Section 2.4.3 and the detailed 
discussion is given in Chapter 4 (Section 4.4.3). 
2.4.2.2 Regularised penalty method 
To overcome the energy instability of the conventional penalty method, Armero and 
Petocz (1998) developed a novel approach employing a penalty regularisation of the 
contact force. The core idea in this method is that the contact force work input for the 
initial contact and rebound stages are altered such that the total energy in the system is 
fully restored regardless of the analysis time-step size. It was shown in their work that 
the application of the penalty regularisation method with the EMM method leads to 
conservation of energy after the full restitution of the penalty springs. This developed 
penalty regularisation is formulated based on the EMM and does not possess the 
conserving characteristics when used with other methods such as the Newmark or 
HHT-α methods. 
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In addition to these, two dissipative algorithms were also proposed (Armero and 
Petocz, 1998) for the regularised penalty approach and Lagrangian velocity constraint. 
For the regularised approach, a modified penalty force was considered during persistent 
contact, where in comparison to the original full energy restoration formulation, it can 
achieve algorithmic energy decay by numerically damping out high frequencies. For 
the velocity constraint approach, Armero and Petocz (1998) attempted to avoid 
artificial oscillations during a persistent contact by introducing a penalty mass 
parameter  pm  to the nodal linear momentum for a typical slave node/master segment. 
Based on this, for a large penalty mass parameter (i.e. 
pm  ), the persistency 
constraint is effectively imposed. This leads to stored kinetic energy in the mass, 
similar to the penalty regularisation potential, and the total energy of the system is 
restored upon release. Two numerical examples were considered (Armero and Petocz, 
1998) to compare the responses obtained for the newly proposed algorithms against 
some of the previous algorithms, namely i) impact of a linear elastic rod on a rigid wall 
and ii) impact of two nonlinear elastic cylinders. For the first problem, a Courant 
condition of CFL=2 was considered which is outside the range of stability for explicit 
methods. It was shown that, for standard schemes with HHT-α, trapezoidal rule and 
midpoint rule, oscillations between the contact and release states lead to a clearly 
unsatisfactory performance and energy increase in the system due to the associated 
nonlinearity. On the other hand, for the modified regularised penalty and velocity 
constraint methods, it was shown that good enforcement of both gap and gap-rate 
constraint can be achieved because of the damping of the spurious oscillations. 
The energy variation and contact force history obtained by Armero and Petocz (1998) 
for the rod problem using the modified regularised and velocity constraint are extracted 
and depicted in Figure 2.10(a-b) and (c-d), respectively. It is evident that the former 
method restores the energy in the system upon release (Fig. 2.10(b)) while for the latter 
approach there is a clear energy loss in the system (Fig. 2.10(d)). It is shown in 
Fig. 2.10(a) that there are some oscillations in the predicted contact force obtained 
using the modified regularised penalty method with mass penalty parameter 
 310 .pm   These oscillations are attributed to the artificial energy restored in the non-
physical mass penalty (Fig. 2.10(b)). On the other hand, for the energy dissipative 
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algorithm the contact force can result in a negative value (i.e. tensile force) and lead to 
considerable energy loss in the system, which could cause inaccuracies for frictional 
and long term analysis, respectively. 
Energy restoring 
(modified regularised method) 
Energy dissipative 
(modified velocity constraint method) 
 
a) Contact force 
 
c) Contact force 
 
b) Total energy 
 
d) Total energy 
Fig. 2.10. Impact of rod on rigid wall –a-b) left: energy restoring. c-d) right: energy 
dissipative (Armero and Petocz, 1998). 
Encouraged by the previous studies, Chawla and Laursen (1998) extended the energy 
consistent treatment of the frictional contact problem, utilizing a local split of the 
frictional equations. It was shown that the solution with this approach gives exact 
conservation of energy during stick, and produces an algorithmically consistent amount 
of frictional dissipation in the event of slip. The numerical and energy stability of the 
developed method was illustrated for two examples of frictional elastic structures, 
namely: i) bracket and ii) ring contacting against rigid surfaces. It was shown that the 
Negative contact force 
Contact force oscillations 
Energy stored in penalty 
mass Energy dissipated 
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method achieves conservation of both energy and momentum for frictional dynamic 
contact problems. 
The most recent extension of the algorithm is the Enhanced Energy Conserving 
Algorithm (EECA), which was presented for time-integration of frictionless particle 
contact (Bravo et al., 2011). This work aimed at enhancing the penalty method to avoid 
issues caused in previous formulations by the artificial energy stored in the penalty 
spring (Fig. 2.10). In this respect, to avoid introducing the associated errors in 
trajectories and velocities caused by the non-physical stored energy in the penalty 
spring, the EECA method computes a physical response by inserting for every contact 
an additional amount of linear momentum and contact force. The new algorithm was 
applied to several frictionless rigid problems using the Discrete Element Method, 
including Newton‟s Cradle and Carom problems (billiard pool problem) as well as a 
hopper filling process shown in Fig. 2.11. It was demonstrated that the developed 
algorithm achieves conserving solutions for frictionless rigid particle problems. The 
authors (Bravo et al., 2011) also stated that the application of the EECA formulation 
should be straightforward with FE but only for elastic general-shaped bodies. 
 
Fig. 2.11. Frictionless particle contact simulation of hopper filling with EECA (Bravo 
et al., 2011). 
In general, it should be noted that the aforementioned methods still suffer from the 
requisite condition for evaluating the internal forces at the integration points over each 
element in an average form, which renders these method computationally costly. 
Furthermore, for non-rigid contact, the non-dissipative algorithms still suffer from the 
inability to satisfy the acceleration compatibility constraint at the contacting interfaces. 
This leads to oscillatory and incorrect force-history prediction for persistent contact of 
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discretised systems, hence to inconsistencies of the numerical solution against the exact 
continuum solution. In fact, the correct evolution of the contact force would be essential 
for frictional contact analysis and for cases where post-processing of the contact force 
is required. In Chapter 3, a new regularised penalty method is devised and explored 
which employs trapezoidal rule method for time-integration. 
2.4.3 Full compatibility constraint for linear elastic regime 
Over the past decades, there have been attempts to develop dynamic contact analysis 
procedures which achieve displacement, velocity and acceleration (full kinematic) 
compatibility between the impacting interfaces (Hughes et al., 1976; Taylor and 
Papadopoulos, 1993; Lee, 1994; Lee, 2013). These developed algorithms have so far 
been restricted to elastic materials and could be indentified in terms of the following: 
i) wave propagation analogy (Hughes et al., 1976), ii) artificial bulk viscosity (Taylor 
and Papadopoulos, 1993) and iii) iterative strategy (Lee, 1994). 
2.4.3.1 Wave propagation analogy 
Hughes et al. (1976) used a wave propagation analogy in linear elastic systems to 
enforce independent normal velocities and accelerations between the contact surfaces 
for frictionless impact problems. The algorithm was originally devised with Newmark 
family of methods, and aimed at avoiding erroneous results caused by spurious 
kinematic oscillations at the contact points due to the lack of kinematic compatibility 
enforcement. For this purpose, Hughes et al. (1976) used the Newmark solution as a 
predictor to be subsequently followed by a corrector step for the contacting nodes. In 
the corrector step, appropriate values of normal traction forces are obtained assuming 
independent normal velocities and accelerations matched on the contact surface through 
elastic local wave propagation analysis. 
Here, the major assumptions considered by Hughes et al. (1976) in the development of 
the corrected interface kinematic variables and contact force are briefly described, with 
the detailed elaboration on the formulations developed by Hughes et al. (1976) left out 
for Chapter 4 (Section 4.4.3). Two of the main assumptions used in the development of 
these formulations are the restriction to linear elastic systems as well as systems with 
lumped masses. In addition to these assumptions, the formulations used for calculating 
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the contact force at the current time-step are developed only for systems with negligible 
variation of the external applied load and resistance forces for the contacting nodes 
during successive time-steps. Furthermore, independent normal velocities and 
accelerations at the contacting interfaces are based on kinematic compatibility and 
assuming that the only applied load to the contacting node is the traction force (i.e. 
undeformed configuration prior to contact with no external applied load). 
In order to elaborate on the performance of this algorithm in the linear elastic regime, 
the insightful rod problem example considered by Hughes et al. (1976) is extracted, 
with the structural geometry and material model for collinear impact of the two elastic 
rods described in Fig. 2.12. 
 
 
Fig. 2.12. Data for the impact of two identical bars (Hughes et al., 1976). 
A total of 40 elements of length equal to 0.5 x  are considered for the spatial 
discretisation of the two bars and assuming a lumped mass matrix. The authors used the 
Newmark algorithm with a time-step 0.005 t s , and to mitigate some "evident 
instability" in the numerical procedures, as the analysis proceeds, the numerical 
dissipation has been increased by changing the Newmark parameters from 
( 0.001001 , 0.502 ) to ( 0.001001 , 0.525625 ) during the analysis 
between time 0.2 and 0.5s. 
The exact solution for the continuum rod problem considered entails persistent impact 
with the duration of contact equal to 0.2s , during which the contacting nodes are 
moving together at a constant velocity of 0.05. The compressive contact wave 
propagates along the rods with a elastic wave speed of / 100c E   . Hence, the 
rod undergoes persistent contact and is released when the reflection of the compressive 
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wave force propagates back to the front end at 0.2t s . For the exact solution, this is 
followed by an immediate separation and exchange of velocities between the two rods. 
The extracted results obtained for this problem, shown in Fig. 2.13, illustrate that the 
developed method by Hughes et al. (1976), in addition to its restriction to linear elastic 
problems, cannot capture the discontinuous stress and velocity waves at the rebound 
time-step (i.e. t=0.2s). This is more apparent in the inaccurate prediction of the final 
velocity of Bar 1 (i.e. impacting bar) which should be equal to zero. 
 
a) Displacements of contact points 
 
b) Velocity of contact points 
 
c) Contact force 
 
d) Stress in element 32 
Fig. 2.13. Impact of two identical rods (Hughes et al., 1976). 
2.4.3.2 Artificial bulk viscosity 
Similar to the work of Hughes et al. (1976), a slightly different methodology was 
proposed by Taylor and Papadopoulos (1993), which is based on a priori satisfaction of 
the impenetrability constraints and its two rate forms. In this method, making use of 
parameters set to indicate some generalised characteristic mass quantity for the two 
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contacting bodies, the velocity and acceleration fields normal to the contact surface are 
recovered to satisfy the impenetrability and the rate constraints. Here, the assumptions 
considered by Taylor and Papadopoulos (1993) in the development of the corrected 
interface kinematic variables and contact force are described, with the detailed 
elaboration on the formulations provided in Chapter 4 (Section 4.4.3). 
Similar to the work done by Hughes et al. (1976), the two main assumptions used in the 
formulation development (Taylor and Papadopoulos, 1993) are the restriction to linear 
elastic systems as well as systems with lumped masses. In addition to these 
assumptions, the formulation used for calculating the contact force at the current time-
step is developed assuming independent normal velocities and accelerations and using 
kinematic compatibility. 
Several numerical examples of a rod problem contact (Figs. 2.14-15) and normal 
impact of two identical spheres were considered to show the performance of this 
method. In all these problems, diagonal (i.e. lumped) mass matrices were used for all 
types of element, as their behaviour in conjunction with the developed framework 
(Hughes et al., 1976) was unusually considered to be "superior" to that of the 
corresponding consistent matrices. The lumped masses were also used for evaluation of 
the weighting functions for the impact treatment. 
The algorithm was shown to be reasonably well-behaved for the elastic nodal impact 
problems discretised with lumped masses. However, aside from these restrictions, the 
very fact that the contact kinematics are treated independently and completely different 
than the rest of the system raises potential difficulties with regard to general application 
in finite element analysis and more so in the nonlinear range of response. 
 
Fig. 2.14. Impact of two identical bars (Taylor and Papadopoulos, 1993) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 1.0barv   
10.0  10.0  
0.0d   
Bar 1 Bar 2 
2 0.0barv   
1.0,  1.0,  1.0E Area    
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a) 
 
 
b) 
 
 
c) 
 
 
Fig. 2.15. Impact of identical bars: a) tip displacements, b) tip velocities and c) contact 
forces (Taylor and Papadopoulos, 1993). 
2.4.3.3 Iterative strategy 
Lee (1994) extended his iterative constraint strategy (Lee, 1989) to devise an algorithm 
which aims at enforcing displacement, velocity and acceleration compatibility between 
linear elastic contacting bodies. The algorithm uses the well-known trapezoidal rule 
which is commonly used in typical FE softwares. In this respect, the aforementioned 
constraints are introduced via an iterative method which reduces the errors associated 
with the kinematic constraints by varying the contact load factor. Accordingly, the 
discrete contact is indentified through enforcement of the displacement compatibility, 
then the zero gap velocity (i.e. velocity error), and finally the zero gap acceleration. 
The numerical results for the elastic impact of a rod with a rigid wall are shown in 
Fig. 2.16. The method avoids severe velocity and displacement oscillations in 
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comparison with the conventional Lagrangian displacement constraint method, 
although some contact force oscillations are presented for the initial time-steps of 
dynamic contact (Fig. 2.16(a)). Overall, the main concern for this algorithm is that it is 
restricted to geometrically linear elastic bodies. 
  
a) Before eliminating solutions at initial 
two time-steps. 
b) After eliminating solutions at initial 
two time-steps. 
Fig. 2.16. Contact force for elastic impact of bar with rigid wall using three iterative 
schemes (Lee, 1994). 
2.5 Contact detection treatments in two- and three-dimensions 
In dynamic contact analysis performed with the finite element method, the ability to 
treat structural problems where adjacent components may independently slide, separate 
and impact along material interfaces is relevant in numerous technical fields. For two-
dimensional (2D) and three-dimensional (3D) problems (Fig. 2.17), the contact surfaces 
are divided spatially into segments where a contact algorithm is required for the 
enforcement of appropriate contact boundary conditions. 
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a) Two-dimensional problem 
 
b) Three-dimensional problem 
Fig. 2.17. Dynamic contact treatments in two- and three-dimensions. 
The simplest formulation for contact used in FE analysis enforces the constraint 
equations and contact interface constitutive equations on a purely nodal basis. Such a 
formulation is called by the term node-to-node contact. Figure 2.18 shows a node-to-
node contact treatment for a problem with matching grid mesh. Node-to-node contact 
elements can be employed for nonlinear large displacement analysis for some special 
problems, such as the normal contact problem of a sphere with a rigid foundation 
(Chapter 3). However, for more complicated mechanical contact problems which 
involve nonlinear large displacement of deformable bodies or problems with 
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unpredictable general motions such as sliding, node-to-node algorithms cannot be 
employed even for geometrically linear analysis. The most frequently used 
discretisation technique for large displacement contact between surfaces, allowing for 
non-matching meshes and arbitrary sliding of a node over the entire contact area, is the 
so-called node-to-segment contact approach. 
 
Fig. 2.18. Node-to-node contact element with matching mesh. 
2.5.1 Node-to-segment contact for 2D problems 
Hallquist et al. (1984) were amongst the first to develop and implement the node-to-
segment approach for treating structural problems where adjacent components may 
independently slide, separate and impact along material interfaces. For this, Hallquist et 
al. (1984) considered a conventional penalty formulation within an explicit code for 
dynamic contact analysis of nodes and flat shell elements. The consideration of a 
penalty formulation rather than the Lagrange multiplier was noted to be due to the lack 
of smooth force distribution across interfaces. The original algorithm devised by the 
authors uses a four-step general interface treatment. This treatment aims to determine 
the location of the contacting point on the segment (called master segment) as well as 
the penetration gap between the impacting node (called slave node) and the 
corresponding master segment. The four steps of the general interface treatment 
outlined by the authors are as follows: 
Step 1. For each slave node, sn , locate the closest master node, mn , and check the 
master segments that include mn , to identify whether the segment contains sn . 
Step 2. Determine the position of the slave node on the master surface. 
 
 
 
 
` 
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Step 3. Establish whether there is any penetration between the slave node sn  and the 
master segment. For the case where there is penetration, compute and add the 
interface force and stiffness matrix. 
Step 4. Repeat previous Steps 1-3 for all slave nodes. 
Some of the steps outlined in the above search algorithm are still in-use with some 
improvements and modifications to adapt to more general contact problems. One of the 
pitfalls of the original algorithm is that it was formulated assuming a flat surface with 
the non-variant normal to the surface calculated at the point of closest master nodes. 
Furthermore, for curved edges the algorithm can fail to predict accurately whether the 
contacting nodes are within the appropriate segment domain. This was identified later 
to lead for some problems to biased results and for some cases to non-convergence of 
the solution procedure (Zavarise and De Lorenzis, 2009). 
Simo et al. (1985) devised a perturbed dynamic contact algorithm for a class of 2D 
problems spatially discretised with 4-node isoparametric elements. The algorithm 
discretises contact interfaces into contact segments and uses an average gap function 
between the two bodies to have better treatment of the impenetrability constraints 
particularly for analysis with coarse meshes. To illustrate the performance of their 2D 
node-to-segment algorithm, the indentation of a flexible punch into an elasto-plastic 
foundation was simulated, as shown in Fig. 2.19. The results shown for the scaled 
deformed shape (Fig. 2.19(b)) indicates some small penetration between the two 
flexible bodies, but in general the developed 2D algorithm is shown to be capable of 
handling a wide range of engineering applications with the treatment not being 
restricted to node-to-node contact. 
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a) initial geometry b) deformed FE mesh 
Fig. 2.19. Two-dimensional indentation of flexible punch on elasto-plastic foundation 
(Simo et al., 1985). 
Bathe and Chaudhary (1985) also developed an algorithm for the solution of two-
dimensional planar and axisymmetric contact problems which uses a Lagrange 
multiplier technique to incrementally impose the displacement constraints along the 
contact surfaces. The algorithm employs the relatively simple friction law of Coulomb. 
In order to avoid incorrect frictional forces, the normal contact forces during the 
analysis are evaluated from distributed tractions that act on the contactors. In this 
respect, the tractions are calculated for the nodal points using the internal element 
stresses, inertia forces and the externally applied loading, although further studies are 
recommended on the use of the consistent approach (i.e. based on the Lagrange 
multiplier) for the traction recovery. Some 2D problems were presented to demonstrate 
the applicability of the algorithm, including an elastic soil-structure interaction problem 
of a pipe buried in soil subjected to the overburden pressure Po = 100kPa as shown in 
Fig. 2.20. 
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a) problem geometry b) Finite element idealisation 
Fig. 2.20. Two-dimensional axisymmetric problem of pipe buried in soil subjected to 
overburden pressure (Bathe and Chaudhary, 1985) 
2.5.2 Node-to-surface contact element for three-dimensional bodies 
Chaudhary and Bathe (1986) extended their initial algorithm (Bathe and Chaudhary, 
1985) for contact analysis between multiple three-dimensional bodies. For the discrete 
contact algorithm, a typical Lagrangian multiplier constraint was employed for 
enforcing the displacement compatibility, allowing for sticking and sliding conditions 
between the nodes and segments of the contacting and target bodies, respectively. For 
normal traction force evaluation, although in principle the Lagrange multiplier values 
are the contact forces, similar to their previous work (Bathe and Chaudhary, 1985), the 
total contact forces are directly calculated from the applied external loads, inertia forces 
and the nodal point forces equivalent to the current element stresses. 
The algorithm was developed for non-flat four node quadrilateral segments, but it was 
assumed that the normal vector for the entire surface of a generic segment to be equal 
to the surface normal vector at the point O with zero natural coordinates 0    
(Fig. 2.21). Furthermore, the geometry of the generic target segment is approximated 
by four triangles formed with a common vertex at O rather than using the elements 
shape functions. These assumptions could lead to inaccurate results particularly for 
contact analysis of problems with higher-order curved elements. Finally, some 
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numerical examples of sphere impact problems were considered with the algorithm, 
and the results were compared against Hertz analytical solution (Timoshenko and 
Goodier, 1970). It is shown that, the numerical solution for the contact force using 
lumped approach for the traction recovery are in good agreement with the Hertz 
analytical solution. 
 
Fig. 2.21. Idealisation for the contacted segment j and with unit outward normal 
jn  at 
the common vertext of the four triangles. 
The extension and development of the node-to-segment contact algorithms for more 
general cases can be found in later works by Benson and Hallquist (1990) for self-
contact analysis and by Laursen and Simo (1993) for deformable multibody frictional 
contact problems. Considering self-contact analysis, Benson and Hallquist (1990) 
studied the post-buckling response of tubular sections with square cross sections 
commonly used by automobile manufacturers for controlled damage during a crash 
(Fig. 2.22). The analysis confirms experimental outcomes, showing that tubes with a 
square cross section buckle in an accordion mode, and the surface could buckle enough 
to get in contact with itself. This controlled collapse mechanism of the tubular members 
provides a practical means for absorbing energy during a crash. Overall, the method 
considered by Benson and Hallquist (1990) is devised to be computationally efficient, 
but this is achieved at the cost of some simplistic assumptions in the local contact 
detection search. This is discussed in more detail in Chapter 5 where some of the 
inaccuracies that occur with such methods are examined. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
jn  
    
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Contacted segment, j 
General non-flat 
contacted body 
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(i) (ii) 
   
(iii) (iv) (v) 
Fig. 2.22. Self-contact problem of a square tube buckling with small perturbation 
initiating buckling at right end (Benson and Hallquist, 1990). 
2.5.3 Patch test for deformable multibody contact 
For deformable multibody contact problems, constant pressure field patch tests for 
frictionless contact algorithms were developed for 2D contact by Taylor and 
Papadopoulos (1991), which were later extended to 3D contact (Papadopoulos and 
Taylor, 1993). In addition to the patch test, El-Abbasi and Bathe (2001) investigated the 
stability and solvability of the node-to-segment contact algorithm. It was concluded that 
the node-to-segment contact treatment with unique choices of flexible slave and master 
boundaries (i.e. one-pass treatment) passes the stability condition whilst a smooth 
contacting interface boundaries is required to achieve constant contact pressure across 
the contact interfaces. 
To improve the smoothness between the contacting interface boundaries and avoid any 
bias over the choice of master and slave surfaces, two-pass node-to-segment contact 
algorithms can be employed which performs the nodal contact search twice (Crisfield, 
2000). In the first pass, one boundary is treated as the slave nodes and the second one as 
the master segments and the roles are reversed in the second pass. The method also has 
the advantage of using the characteristics of single-pass node-to-segment method in 
application to multi-dimensional problems. However, the poor performance of the two-
pass node-to-segment algorithm occurs if any two nodes on both surfaces have identical 
locations. This results in creating a duplicate constraint and eventual analysis 
termination (El-Abbasi and Bathe, 2001). 
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Matzen et al. (2013) carried out a bilateral contact patch test for single-pass node-to-
segment algorithm. The analysis were carried out for two blocks placed on top of each 
other and loaded with a uniform load of 1kN/m
2
, where they showed for this problem 
that with a smooth contacting boundary interface a constant Cauchy stress distribution 
may be achieved which differs from the correct stress value only in the third digit 
(Fig. 2.23). It is important to note that the typical node-to-segment contact analysis 
patch test is not of a concern when contact between a flexible (slave) and a rigid 
(master) body is considered. The reason is that for such cases a smooth contact 
interface can be realised easily with a one-pass node-to-segment algorithm as the mesh 
in the flexible (slave) body is refined. 
 
 
Fig. 2.23. Vertical Cauchy stress with active collocation points for a mesh resulting in a 
smooth contacting boundary interface (upper body: slave, lower body: master) (Matzen 
et al., 2013). 
2.5.4 Developments and shortcomings 
In the realm of contact detection algorithms, much work is dedicated to methods that 
lead to improved patch test performance such as the two-pass node-to-segment contact 
(Zavarise and De Lorenzis, 2009; Sauer and De Lorenzis, 2013), intermediate contact 
surface (Hesch and Betsch, 2009), segment-to-segment contact (Zavarise and Wriggers, 
1998) and other methods (Wriggers, 2006). Whilst some of the two-pass node-to-
segment contact algorithms are found to lack in terms of solvability (El-Abbasi and 
Bathe, 2001; Wriggers, 2006), special intermediate contact surface algorithms could 
limit the applicability of the analysis to fewer problems as they require special 
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treatments for multi-dimensional contact problems (i.e. contact between 2D and 3D 
bodies). Hence, the one-pass node-to-segment algorithm remains one of the most 
common and effective contact detection procedures for nonlinear FE analysis of several 
practical dynamic contact problems (Zavarise et al., 1992; Zienkiewicz and Taylor, 
2005; Paggi et al., 2006; Wriggers, 2006). 
Despite the above-mentioned developments in node-to-segment contact algorithms and 
their wide range of applications in finite element modelling, intrinsic limitations of this 
approach have also been identified (Zavarise and De Lorenzis, 2009). In this respect, 
some of the classical node-to-segment contact formulations are unable to deal with 
special cases in which the identification of the master segment related to a slave node is 
either incorrect or cannot be achieved. These situations could reduce the accuracy of 
the solution and can diminish the rate of convergence or even prevent achieving it. 
Zavarise and De Lorenzis (2009) made a careful review of the classical formulations 
for 2D node-to-segment contact algorithms and suggested treatments for some of these 
special cases. However, there is still a need for an improved and more effective 
treatment which addresses the above-mentioned issues. Therefore, one of the objectives 
of the work presented in Chapter 5 is to develop a new 3D node-to-surface dynamic 
contact element which is algorithmically robust and utilises a novel approach for 
contact detection between a master segment and a contacting slave node. 
2.6 Concluding Remarks 
An extensive review of various existing techniques for dynamic contact analysis, along 
with their advantages and shortcomings, has been presented. This includes an initial 
summary of the methods used for nonlinear dynamic analysis within the finite element 
framework. The background and most recent advancement in the developments of 
time-integration schemes used for temporal discretisation in the nonlinear regime are 
pointed out. The choice of suitable parameters and their numerical characteristics for 
some of the commonly used time integrators are drawn. In this respect, emphasis is 
placed on the essential numerical stability characteristics governed by energy 
conservation/decay in the system for the nonlinear regime. 
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A fundamental introduction to various existing normal contact constraints using the two 
prevalent penalty and Lagrangian approaches is subsequently presented. The 
advantages and shortcomings of these methods are discussed. The most common 
disadvantage of the current constraint formulations relates to the persistent contact of 
generic bodies undergoing general motion. It is shown that the lack of full constraint 
enforcement leads in most cases to an inaccurate force prediction for persistent contact 
problems and in other cases to energy shoot-up and eventual analysis termination. The 
need for the enhancement and development of numerically robust dynamic contact 
solution procedures, which enforce full kinematic boundary constraints, including 
conditions on gap displacement, velocity and acceleration, is established in the context 
of nonlinear dynamic contact FE simulations. 
Finally, the background and origin of contact detection treatments in two and three-
dimension are presented, where particular focus is given to the development of node-to-
segment contact treatments. Previous developments and applications of node-to-
segment problems in two- and three-dimensions are presented. Some of the 
shortcomings of these methods relating to stability and performance are discussed. 
Room for enhancement in the existing node-to-segment contact detection techniques 
has been identified, particularly in respect of improving their accuracy and 
performance, while removing any bias in finding the master segments corresponding to 
contacting slave nodes. A more targeted review of the literature is also undertaken in 
subsequent chapters, at the point of presenting new developments. 
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Chapter 3 
3 Energy Conserving Impact with Newmark Methods 
3.1 Introduction 
The modelling of highly nonlinear dynamic phenomena in solid and structural 
mechanics has been of extensive interest over recent years (Simo et al., 1992; Armero, 
2006; Bathe, 2007). In particular, the numerical simulation of dynamic contact 
problems has been of a great importance due to its frequent application to a wide range 
of engineering problems. Towards this end, several methods have been developed 
based on Lagrangian multipliers or penalty functions in an attempt to impose the 
impenetrability condition of contact analysis. 
The kinematic constraints of impenetrability used in finite element analysis procedures 
can be employed in conjunction with implicit integration schemes such as the well-
known Newmark (Newmark, 1959) average acceleration (so called „trapezoidal rule‟), 
the mid-point rule (Simo et al., 1992) and Hilber-Hughes-Taylor methods (Hilber et al., 
1977). While the trapezoidal and mid-point rules are unconditionally stable and energy 
conserving in linear elastic analysis, much work can be found in the literature regarding 
the loss of these characteristics for dynamic contact analysis (Laursen and Chawla, 
1997; Armero and Petocz, 1998). It is now well established that, instead of the 
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necessary spectral radius criteria used in linear analysis, a sufficient condition for 
unconditional stability in nonlinear analysis is realised through the conservation or 
decay of the total energy within a time-step (Kuhl and Crisfield, 1999) given as: 
     
1 1 1
1 1 1   
n n next ext
n n n n n n n n n
U U V V W W or U V W
  
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where iU , iV  and iW  are respectively the strain energy, kinetic energy and the work 
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Generally, the conservation or decay of the total energy within a time-step can be 
achieved via three main strategies (Kuhl and Crisfield, 1999; Hauret and Le Tallec, 
2006), namely a) numerical dissipation, b) enforced energy conservation, and 
c) algorithmic energy control. A brief review on each of these approaches, their relative 
benefits and the associated shortcomings for application in nonlinear dynamic analysis 
is provided hereafter. 
The first strategy makes use of numerical dissipation to damp out the energy gain under 
the high frequency response in linear structural analysis. However, while the numerical 
dissipation of the high frequency range can lead to better accuracy and improved 
stability in some problems, Erlicher et al. (2002) showed that undesirable overshoot 
and oscillation in the energy can occur in nonlinear analysis due to inaccuracies in the 
response of the intermediate frequency range. Therefore, numerical dissipation should 
be considered only as a desired characteristic but not a guarantee for stability in 
nonlinear dynamic analysis. 
The enforced energy conservation was originally developed by Hughes et al. (1978) 
extending the trapezoidal algorithm to achieve energy conservation for nonlinear 
dynamic analysis. In this approach, the energy stability is achieved via a Lagrange 
multiplier, where the desired energy characteristic is introduced into the equation of 
total potential energy as a constraint. Hughes et al. (1978) originally applied the energy 
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constraint method for dynamic analysis of a hyper-elastic 1D rod problem under free 
oscillation. It was shown that the modification in the trapezoidal rule results in 
physically correct energy growth characteristics. However, a study carried out by Kuhl 
and Ramm (1996) illustrated that enforcing energy conservation via a multiplier leads 
to final failure in the Newton-Raphson iterations for equilibrium. The only benefit of 
the energy constraint methods can be considered to be firstly the conservation of exact 
energy using larger time-steps, and secondly the identification of loss of stability 
through numerical failure in the solution procedure. 
Recently, several algorithms based on Lagrangian multipliers (Laursen and Chawla, 
1997) and penalty functions (Armero and Petocz, 1998) were proposed for dynamic 
contact analysis using the „Energy-Momentum Method‟ (so called „EMM‟) introduced 
by Simo et al. (1992). However, the „EMM‟ employed and developed previously by 
researchers (Hesch and Betsch, 2009, 2010; Bravo et al., 2011) requires solving for a 
scalar variable at the integration points over each element at the mid-point of each time-
step. Therefore, these methods can become computationally costly and require special 
care for inclusion in typical nonlinear finite element analysis procedures (Bathe and 
Baig, 2005). 
In view of the above, specific consideration is given in this chapter to different 
algorithms enforcing the contact constraints using the Newmark family of methods, 
which enable energy conservation for frictionless dynamic contact problems. Two 
algorithms are proposed, employing a Lagrangian velocity constraint and regularised 
penalty approach, which are shown to ensure unconditional stability and lead to 
improved accuracy and convergence with temporal and/or spatial refinement. 
3.2 The Newmark method 
The well-known Newmark method (Newmark, 1959) is a single-step implicit time-
integration scheme commonly used for dynamic analysis of structures. The method can 
be viewed as a truncated formulation of a Taylor‟s series for the displacement and 
velocity at time 1n nt t t    , formed about time nt . The parametric difference equation 
utilised in Newmark method can be written as follows: 
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         21 1
1
2
n n n n nd d t d t d d  
  
      
  
    (3.2) 
          1 11n n n nd d t d d          (3.3) 
where 1n nt t t    is the time-step for a given temporal discretisation,  nd  is the 
nodal displacement vector evaluated at nt  (i.e.    ( )n nd d t ), and each superimposed 
dot represents a time differentiation. In Eqs. (3.2) and (3.3), variables   and   are 
algorithm parameters, which define the characteristics of the method in terms of 
accuracy, numerical dissipation and stability. 
3.2.1 Incremental energy balance 
Assuming an un-damped system, the fully discretised equation of motion is expressed 
as: 
           c exti i i i iM d K d P P P     (3.4) 
where for all  0
m
xi x  the vectors  ciP  and  extiP  in Eq. (3.4) represent the contact 
force and external applied loads at time-step and the matrices  M  and  K  represent 
the mass and stiffness of the system, respectively. 
To investigate the numerical stability of the Newmark method with respect to the 
dynamic contact inherent nonlinearity, the incremental energy balance is considered for 
nodal contact of a linear elastic system. For this purpose, assuming a constant 
symmetric mass matrix during the analysis time interval (  0,T ), the incremental 
energy balance is written in terms of mean values of the applied force vector and 
increments of the nodal kinematic vectors, as given by: 
   
   
      
         
2 1
1 1
2
1
2 2 2 2
1
2 2
n
Tn T n n
n
n
TT
P P t
U V d P d M d
d K d t d M d

 

 

                           
    
            
    
 
 
 
(3.5) 
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Note that step-by-step proof for obtaining the incremental energy formulation shown in 
Eq. (3.5) can be found in Appendix A.3 of the thesis. According to Eqs. (3.4) and (3.5), 
for the case of free vibration (i.e.    1 0n nP P   ) the incremental energy formulation 
for 0.5   (i.e. no numerical dissipation), becomes: 
        
1
1 21 0.25
2
n
Tn
n
n
U V t d M d

  
     
 
   (3.6) 
It is clear from Eq. (3.6) that for 2 0.5    (i.e. average acceleration scheme or 
trapezoidal rule) the total mechanical energy is conserved for a linear elastic system 
under free vibration. However, the response of this system using Newmark parameters 
0.5   and 
2

   will suffer from a periodic energy fluctuation. This energy 
oscillation is caused by the error in estimation of the velocity and displacement which 
can cause the so called „velocity overshoot‟ and „displacement overshoot‟ for cases of 
2

   and 
2

  , respectively (Krenk, 2006). Similarly, the Newmark method with 
0.5   suffers from energy variation, leading to a conditionally stable algorithm for 
0.5   and only first order accuracy for 0.5.   Therefore, in this study, special 
consideration is given to the non-dissipative Newmark methods ( 0.5  ) and 
particularly the trapezoidal rule to achieve a numerically stable algorithm for 
frictionless dynamic contact analysis. 
3.3 Conventional contact constraints 
The simplest type of contact interaction is the case of frictionless contact, where the 
only non-zero traction component is normal to the contact surface of the contacting 
bodies. Several methods have been developed over the past decades to introduce 
kinematic constraints associated with the contact phenomena. Many of these studies 
attempt to model the dynamic contact by enforcing a constraint on the displacements 
(so called „gap constraint‟) of the nodes of a contacting body (so called ‟slave body‟) 
and the associated nodes/segment of an impacted body (so called „master body‟). The 
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conventional penalty spring and Lagrangian displacement constraint are typical 
examples of this. 
For the continuous system, the impenetrability constraint can be formulated by the 
enforcement of zero normal gap constraint when penetration between two contacting 
surfaces has occurred. Fig. 3.1 shows a schematic view of the contact between two 
bodies with a reference position    1,  2   undergoing the deformation 
  dim: 0,  T n       dim 1,  2  3n or . In this respect, for a pair consisting of a 
location 1X   and its closest distance projection obtained from the mapping 
  2Y X   (Fig. 3.1), the admissible normal gap function  ,N tg  can be written 
based on their current material position vectors  1 ,X t  and   2 ,Y X t  as: 
       , 1 2, , . 0
T
N tg X t Y X t n   
  (3.7) 
where  n  is the current unit outward normal to 2, t  at the closest distance point 
(i.e.   2, tY X ), and the mapping for obtaining the closest distance projection for 
material point 1X  on the contact surface 2, t  at the current configuration can be 
defined by: 
     
2,
1 2: arg  min , ,
tY
Y X X t Y t 

   (3.8) 
with     denoting the common Euclidian norm. Using the above normal gap function, 
for an impact problem with zero frictional tractions the conditions for normal contact 
can be written as 



,
,
, ,
   0
  0
 . 0
N t
N t
N t N t
i g
ii
iii g





 (3.9) 
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The above conditions shape the classical Lagrangian displacement constraint with the 
Kuhn-Tucker kinematic conditions between the normal gap 
,N tg  and the compressive 
contact force 
,N t  at time t . 
 
Fig. 3.1. Schematic view of the contact between two bodies. 
3.3.1 Lagrangian displacement constraint 
In this method, the so-called „Kuhn-Tucker‟ kinematic conditions are introduced for 
frictionless dynamic contact analysis via a multiplier into the equation of total potential 
energy (Simo and Laursen, 1992; Zienkiewicz and Taylor, 2005). These kinematic 
conditions for normal contact can be written as: 
     
     
   
,
,
,
, ,
(i)    ( ) . 0
(ii)   .
(iii)  . 0
  






i
i
i i
T
N t m
s c
i N t
N t N t
g U n
P n
g
 

 

 



 (3.10) 
where  ( )mU   represents the closest gap vector between a contacting pair (defined 
by subscript  ) of the slave node (
s
id ) and its corresponding contact node/segment of 
the master body (   or m mi m id N d ) evaluated at time it . The direction of the closest 
gap vector  ( )mU   is assumed to be from the master segment to the slave node as 
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X y
 
 
Y 
x
 
dimnR  
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( , )s m
i i
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shown in Fig. 3.1. Note that the parameter 
m  represents the natural coordinate 
parameters at the closest point in both two and three dimensions. Accordingly, Eq. 
(3.10(i)) will imply the scalar normal gap variable  , iN tg   to be negative and 
inadmissible where penetration occurs between the contacting boundaries.  , iN t   is 
the compressive traction force applied between the contacting bodies at time it  and 
 n  is the unit outward normal to the tangential vector at the current contact master 
surface of the contacting pair considered. 
Based on these, the total potential energy of the system ( ), considering the 
Lagrangian displacement constraint can be written as: 
dV U W      (3.11) 
where: 
U strain energy  ( )
T
V
d dV    (3.12) 
W  load potential energy    ( )
T T
S
d N p ds   (3.13) 
 d interface energy constraint    ,
1
. 0
i
q
N t ig t




   (3.14) 
Note that q  is the total number of master nodes designated as candidates for contact in 
the search algorithm (Wriggers, 2006), and the subscript   denotes the contacting pairs 
for gap and contact force evaluation. By comparing Eq. (3.14) with the normality 
condition of Eq. (3.10), it is clear that the multipliers  it  represent the normal 
traction force at time it . 
It can be shown that the linearization of the equilibrium between the external forces and 
internal stresses (using for example the minimum total potential energy principle) leads 
to a zero diagonal term for each multiplier term (Zienkiewicz and Taylor, 2005). 
Therefore, for simple contact problems, the use of „constraint elimination‟ can be more 
convenient. 
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3.3.1.1 Newmark method 
To investigate the energy stability of the Newmark family of methods for dynamic 
contact using Lagrangian displacement constraints, the energy variation of a non-
accelerating particle ( 0 0a  ) with an initial velocity ( 0 0v  ) is considered upon its 
impact with a rigid surface, as depicted in Fig. 3.2. The variable  0,1   shown in 
Fig. 3.2 defines the fraction of the analysis time-step in which the actual contact will 
occur. 
 
Fig. 3.2. Rigid impact of a non-accelerating particle. 
Figure 3.3 illustrates the energy gain/loss using second-order accurate non-dissipative 
Newmark family method ( 0.5  ) and considering the unconditional-stability criterion 
(
2

   ). It is demonstrated that the trapezoidal rule ( 2 0.5   ) combined with the 
Lagrangian displacement constraint can lead to an erroneous energy increase of up to 9 
times the initial value prior to contact. Chaudhary and Bathe (1986) first suggested that 
the Newmark method with 0.5    (so called „Newmark-0.5‟) is an effective time-
integration method for numerical analysis of dynamic contact problems, if the time-step 
employed is sufficiently small. This is shown in Fig. 3.3 for rigid impact of non-
accelerating impacting point masses (stiffness-free) for Newmark-0.5 method. In 
addition to this, another non-dissipative Newmark algorithm with 2 1    (so called 
„Newmark-1‟) is shown to conserve the total energy for the considered system. 
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a) 3D view b) 2D view (energy ratio vs  ) 
Fig. 3.3. Energy gain/loss of particle impact with rigid surface: Newmark ( 0.5  ). 
However, as mentioned previously, the responses obtained using Newmark parameters 
2

   and 0.5   will suffer from a periodic energy fluctuation for discrete solids 
caused by the error in estimation of the velocity or displacement. Therefore, only the 
trapezoidal rule is considered for further analytical investigation. 
3.3.1.2 Analytical investigation of energy for Newmark method 
The analytical study of the total incremental energy for nodal contact of a linear elastic 
system, as expressed by Eq. (3.5), shows that the energy gain/loss for the non-
dissipative Newmark methods ( 0.5  ) will occur in two time-steps: 1) initial contact 
 1,n nt t   and 2) rebound  1,n k n kt t   , where k  is the number of time-steps in persistent 
contact. From Eq. (3.5), the sum of incremental energy over the contact duration 
 1,n n kt t    for one of the contacting bodies can be expressed as: 
           
       
1 1 1
1
0
2 2
1 1
1 1
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n n kn z n n k
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t t
d M d d M d 

    
  
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   
  
    
      
   

   
 (3.15) 
Equation (3.15) shows analytically the extent and source of energy instability upon 
initial contact and release for a linear elastic system. For 0.25   and considering both 

δ 

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contacting bodies, where the contact forces on the two bodies are equal and opposite 
(i.e. 
1 1
s m
n nP P   ), the following incremental energy is obtained: 
           
1
1
, 1 ,
0
1 1
. .
2 2n n k
z k T Tn z
N t n N t n kn z
z
U V g t g t 
 

 
 

     (3.16) 
From Eq. (3.16), it can be concluded that the source of energy loss is associated with 
the initial contact whereas the energy gain occurs at the rebound. Furthermore, the 
energy variation cannot be reduced by temporal refinement, since the traction force and 
normal gap at the initial and rebound time-steps have inverse and direct relationships, 
respectively, with the time-step. Bearing this in mind, for persistent contact analysis of 
a discretised multi-degree of freedom system, the enforcement of the gap constraint via 
a Lagrange multiplier leads to severe velocity and displacement oscillation of the 
contacting nodes which becomes more severe as the spatial mesh is refined (Armero 
and Petocz, 1998). While spatial refinement reduces the value of the contacting masses 
and hence the magnitude of the contact forces, the effect of discretisation is that 
persistent contact transforms into multiple contacts over the contact duration. 
Accordingly, for the trapezoidal rule, the cumulative energy gain/loss upon each 
contact will eventually cause numerical instability of the response which cannot be 
resolved by refinement of spatial and/or temporal discretisation, as illustrated in a later 
example. 
3.3.2 Penalty method 
The penalty method is an alternative approach for enforcing contact constraints which 
is computationally straightforward and is commonly used in finite element analysis 
programs. In this method, the normal traction force emerges as a result of a high 
stiffness spring located at the point of contact to prevent significant penetration. To 
introduce the penalty constraint into the equation of the total potential energy, the 
Lagrangian multiplier function in Eq. (3.11) (i.e. d ) is replaced by a penalty spring 
energy function (i.e.  p ): 
pV U W      (3.17) 
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where: 
p  penalty gap constraint  
2
,
1
1
= K
2 i
q
P
N tg


  (3.18) 
KP  is the stiffness of the penalty spring, the subscript kappa ( ) denotes the gap and 
penalty stiffness associated with each pair of the contacting nodes/segments, and q  is 
the total number of master nodes designated as candidates for contact in the search 
algorithm. 
The penalty method also suffers from a non-physical energy gain/loss upon contact, 
though, as discussed later in detail, better accuracy in energy conservation may be 
achieved through temporal refinement. In terms of computational solution procedure, 
the penalty method has the advantage of avoiding the difficulties in dealing with zero 
diagonal terms in the system of equations compared to the Lagrangian multiplier 
approach. However, the main drawback of this method is that the maximum penetration 
between the impacting bodies depends on the contact spring stiffness. On the other 
hand, employing excessively large penalty stiffness can result not only to an ill-
conditioned system (Simo et al., 1985), but also to a fine time-step size requirement as 
discussed in the following section. 
3.3.2.1 Analytical investigation of energy conservation with Newmark trapezoidal 
rule 
Similar to the Lagrangian displacement constraint, undesirable energy alteration is 
observed for contact analysis with the use of trapezoidal rule and the penalty spring. 
The incremental energy variation for a linear elastic system over k  steps of persistent 
contact (i.e.  1,  n n kt t ) is expressed below: 
         
1 1 1
1
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1 1
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       (3.19) 
According to this equation, the energy balance upon impact is related to the variation of 
the gap function for the initial contact 
1
, i
n
N t
n
g

 
   and rebound 
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N t
n k
g
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 
   as well as the 
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stiffness of the penalty spring. Therefore, with the use of suitable penalty stiffness, 
better accuracy in energy conservation and contact response can be achieved through 
refinement of analysis time-steps. However, defining appropriate penalty stiffness 
remains the main drawback of this method. 
3.4 Proposed methods 
Motivated by previous studies (Taylor and Papadopoulos, 1993; Lee, 1994; Laursen 
and Chawla, 1997; Armero and Petocz, 1998), Laursen and Chawla (1997) first used 
the Energy-Momentum Method (Simo et al., 1992) combined with a Lagrangian 
velocity constraint (zero gap-rate constraint). It was shown that the method achieves 
conservation of both energy and momentum for frictionless dynamic contact problems. 
Nevertheless, the method still suffers from the requisite condition for evaluating the 
internal forces at the integration points over each element in an average form, which 
makes this method difficult to apply in typical finite element analysis programs and 
renders it computationally costly. 
The focus of the present chapter is to use the Lagrangian velocity constraint as well as a 
newly developed regularised penalty formulation for suitable and effective time-
integration schemes such as Newmark method, with the aim of achieving a stable and 
accurate response for the analysis of dynamic contact problems. 
3.4.1 Lagrangian velocity constraint 
As discussed before, the numerical instability observed with the Lagrangian 
displacement multiplier is caused by the cumulative energy gain during multiple 
contacts of a discretised system. For the persistent contact case, this energy instability 
can be linked to the lack of kinematic constraints which cause severe velocity and 
displacement oscillation of the contacting nodes. Accordingly, by differentiation of the 
gap constraint (i.e.   0Ng t  ) with respect to time for the duration of persistent 
contact, a condition for zero gap-velocity (i.e. gap-rate) arises: 
 
0
Ng t
t



 (3.20) 
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The zero gap-rate constraint, referred to in this chapter as velocity constraint, is 
generally not captured with time-step algorithms using the Lagrangian displacement 
constraint or the penalty springs. In this study, a velocity constraint multiplier is 
suggested with the trapezoidal rule to achieve a robust algorithmic solution procedure 
for frictionless dynamic contact analysis, which is expressed as: 
   ,
1
. 0
i
q
N t ig t




   (3.21) 
where  ,N tg   is the normal gap-rate function for the pair of contacting segments   
evaluated at time it , and  it  is the corresponding Lagrangian multiplier. Using the 
Newmark method recurrent schemes, described in Section 3.2, the evaluation of the two 
normal gap rates can be written as follows: 
1, , ,
ˆ
i i iN t N t N t
g g g
t

 
 

   (3.22) 
with: 
  
1 1 1 1, , , ,
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g g t tg g 
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         (3.23) 
and: 
1 1 1 1
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1 1ˆ
2i i i i
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   
  
       
   
    (3.24) 
Based on these, the Lagrangian velocity constraint is thus introduced into the equation 
of total potential energy as follows: 
vV U W      (3.25) 
where: 
 v persistency constraint    ,
1
. 0
i
q
N t ig t




    (3.26) 
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 ,  iN tg  normal gap-rate 1, ,
ˆ
i iN t N t
g g
t

 
 

  (3.27) 
and the condition for contact is identified based on both displacement and gap-rate 
penetration. In contrast to the Lagrangian gap-constraint approach, where the multiplier 
 it  represents the traction force for the corresponding segments in contact, the 
magnitude of the traction force in the velocity constraint method can be obtained easily 
by differentiating the persistency constraint (i.e. v ) with respect to the slave node‟s 
translational degrees of freedom. This is shown in equation below with further 
simplification using the chain rule: 
 
 
 
 
 ,
,
, ,
i
i
i i
N tv i
N t
N t N t
g t
tg g
 
 
 


 
  
 


 (3.28) 
In the above, 
, iN t
  represents the compressive traction force applied between a pair of 
contacting interfaces. 
Analytical investigation of energy conservation with Newmark trapezoidal rule 
The analytical energy balance for nodal contact of a linear elastic system between the 
time interval  1,  n n kt t  is expressed below for the trapezoidal rule with the persistency 
constraint: 
           
1
1
, 1 ,
0
1 1
2 2  

 
 

    n n k
z k T Tn z
N t n N t n kn z
z
U V g t g t   (3.29) 
Based on this equation, it is observed that the energy variation is related to the 
multipliers and the gap-rate at time-steps nt  and 1 n kt . Noting that the widely used 
Newmark method inherits the conservation of linear momentum characteristics (Simo 
et al., 1992), the following can be written: 
1
.
 

n k
n
t
N
t
dt ct  (3.30) 
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Therefore, based on Eqs. (3.28) and (3.30), refinement in the temporal discretisation 
results in a reduction of the multiplier and hence better energy conservation. 
Additionally, it can be shown that, with the zero gap-rate constraint, temporal 
refinement leads to better accuracy in the impenetrability constraint. These desirable 
characteristics for the Lagrangian velocity constraint approach are highlighted in 
several numerical examples along with the advantages and disadvantages of the 
previously discussed methods based on displacement constraints. 
3.4.2 Regularised penalty method 
Based on the developed energy balance formulation shown in Eq. (3.19), and motivated 
by the regularised penalty force developed for the Energy-Momentum Method (Armero 
and Petocz, 1998), a new energy conserving algorithm is proposed here for the 
trapezoidal rule using the regularised penalty force applied to the master node. This is 
expressed as: 
   
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 (3.31) 
where, for mathematical simplification,  ,N ig   stands for  , iN tg   and H  represents 
the common form of unit-step Heaviside function: 
 
1,   0
x  
0,   0
 
  


x
H x
x
 (3.32) 
The algorithm deals with the energy gain and loss at initial contact and rebound by 
regularising the contact force. According to Eq. (3.31), the proposed regularised penalty 
method with the well-known trapezoidal rule is devised such that it conserves precisely 
the total energy of a linear elastic system upon impact regardless of the analysis time-
step size. This is shown in Eq. (3.33) by inserting the contact force obtained from 
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Eq. (3.31), for the contact duration of  1,  n n kt t , into the equation of total potential 
energy given by Eq. (3.5): 
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(3.33) 
Note that the variable k  represents the number of time-steps in persistent contact for an 
arbitrary linear elastic system with the initial contact occurring at time-step 1nt . The 
precise algorithmic energy conservation with the proposed regularised algorithm 
ensures numerical stability, and therefore achieves better accuracy in the 
impenetrability constraint with a larger time-step size compared to the conventional 
penalty method. These desirable characteristics are demonstrated in the next section 
with some illustrative numerical examples. 
3.5 Numerical examples 
Two examples are considered here to demonstrate the numerical robustness, 
applicability and computational superiority of the proposed algorithms compared with 
conventional algorithms. 
Regarding computational efficiency, it is noted that the computational cost of the 
contact procedures per time-step is relatively small compared to that of the finite 
element computations, regardless of the contact algorithm. Accordingly, the relative 
overall efficiency of the dynamic contact simulations can be measured in terms of the 
time-step required for accuracy and stability. Since the CPU time is inversely 
proportional to the time-step size, particularly when the step is sufficiently small to 
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require one iteration for nonlinear analysis, the comparison of computational time is 
based hereafter on direct comparison of the time-step sizes. 
3.5.1 Rod impact 
A simple but insightful impact problem of two identical elastic rods, as depicted in 
Fig. 3.4, is considered to illustrate the relative advantages of the Lagrangian velocity 
method and regularised penalty method. No initial applied loading is considered, and 
the rods are uniformly discretised along their length ( 1.0L m ) by 2-node 1D linear 
elastic elements. The rods have a unit cross section ( 21.0A m ) as well as unit Young‟s 
modulus ( 21.0 /E N m ) and material density (
31.0 /kg m  ). 
 
 
 
Fig. 3.4. Geometric configuration and discretisation of impacting elastic rods. 
A program is developed in MATLAB for the analysis of 1D impacting rod problems 
allowing for spatial and temporal discretisation. The program is written for the general 
time-integration schemes using a Newton-Raphson solution procedure, where focus is 
given here to the Newmark family of methods for temporal discretisation. Consistent 
mass matrices are considered here, though it was observed that analogous responses are 
obtained with consistent and lumped mass matrices for a sufficiently fine discretisation 
(Zolghadr Jahromi and Izzuddin, 2011). Convergence criteria are based on the 
condition    1 1  
T
j jG G  , where  1jG  is the vector of out of balance in the 
current iteration  1j   and the tolerance parameter   is chosen as 7 210 N . 
3.5.1.1 Conventional methods 
Some of the various integration schemes and contact algorithms previously described 
are considered for this numerical study to support the analytical studies undertaken in 
this work on the energy instability of conventional methods and to highlight the 
 
A B 
x 
0 1v m/sec  0 0v m/sec  
3
0 7.5 10d m
    
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advantages of the proposed methods. The analysis time-steps for the numerical 
simulations presented for the rod example are taken as less than 12% of the minimum 
period obtained from eigenvalue analysis of individual elements  min, .elT  for all 
numerical simulations (Irons and Treharne, 1972). For spatial discretisation, linear 
elastic elements with 
.el
L
n
 element length are considered, where .eln  represents the 
number of elements used for modelling each rod. 
3.5.1.1.1 Lagrangian displacement constraint 
To elaborate on the numerical instability associated with the use of the trapezoidal rule 
and a Lagrangian gap constraint, the two rods are discretised with a fine mesh 
( . 100eln  ) and a time-step size of 
32 10 sect     throughout the analysis time 
interval of interest  0, 5 secT  . Figure 3.5 depicts the displacement, velocity and 
multiplier history obtained at the contacting ends of the rods as well as the alteration in 
the kinetic and potential energy of the system during contact. As mentioned before, 
severe velocity oscillations between the contacting nodes (Fig. 3.5(b)) leads to 
cumulative energy gain, standing in this case at almost 400% (i.e. 0.5 vs ~2.5N.m), and 
numerical instability (Fig. 3.5(c)) of the response. In addition to this, the lack of full 
kinematic compatibility between the contacting nodes results in a non-persistent contact 
force history prediction as shown in Fig. 3.5(d), which becomes even worse as the time-
step is refined. 
To avoid the high-frequency oscillations between the contacting nodes, the numerically 
dissipative Newmark algorithm with 0.5   and 
 0.5
2



  is considered. It is 
shown in Fig. 3.6 that the response obtained with this method achieves energy decay 
(i.e. numerically stable) because of its high numerical dissipation. However, the non-
physical energy decay cannot be achieved for problems involving persistent contacts 
with a low frequency range oscillations for the contacting segments as well as problems 
with multiple contacts (e.g. surface-to-surface contact). Furthermore, the particular 
dissipative scheme considered is only first-order accurate in predicting the acceleration 
term which is undesirable for long duration dynamic analysis. 
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a) Displacement history 
 
b) Velocity history 
 
c) Energy history 
 
d) Multiplier (i.e. force) history 
Fig. 3.5. Impact response using trapezoidal rule with Lagrangian displacement 
constraint  3. 100,  2 10 .eln t      
 
a) Displacement history 
 
b) Velocity history 
Fig. 3.6. Impact response using Newmark method  0.55,  0.6    with Lagrangian 
displacement constraint  3. 100,  2 10eln t      (Cont‟d…). 
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c) Energy variation 
 
d) Multiplier (i.e. force) history 
Fig. 3.6. Impact response using Newmark method  0.55,  0.6    with Lagrangian 
displacement constraint  3. 100,  2 10 .eln t      
3.5.1.1.2 Conventional penalty method 
For the conventional penalty method, non-physical energy variation is also observed 
using the Newmark algorithm with 2 0.5    (i.e. trapezoidal rule). However, based 
on Eq. (3.19), better accuracy in energy conservation and the dynamic response can be 
achieved through temporal refinement. This comparison is carried out for the current 
example, and the responses are shown in Figs. 3.7 and 3.8. Note that the energy 
variation upon contact is considerably reduced by refining the analysis time-step from 
32 10t    sec (Fig. 3.7) to 53 10t    sec (Fig. 3.8). However, satisfying both the 
acceptable penetration criterion (    ,
.50
iN t
el
L
Max g
n


) and energy stability requires 
an iterative selection process leading to an excessively small analysis time-step size 
 5 min, .3.0 10 / 20elt T    . 
Application of the numerically dissipative algorithm with the penalty method leads to a 
similar response to that previously shown in Fig. 3.6 and is hence omitted here. 
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a) Displacement history 
 
b) Velocity history 
 
c) Energy history 
 
d) Penalty force history 
Fig. 3.7. Impact response using trapezoidal rule with conventional penalty spring 
 6 3.10 / ,  100,  2 10 .P elK N m n t       
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a) Displacement history 
 
b) Velocity history 
 
c) Energy variation 
 
d) Penalty force history 
Fig. 3.8. Impact response using trapezoidal rule with conventional penalty spring 
 6 5.10 / ,  100,  3 10 .    P elK N m n t  
3.5.1.2 Proposed methods 
The robustness of the proposed Lagrangian velocity constraint and regularised penalty 
methods as well as their effectiveness in modelling frictionless dynamic contact are 
illustrated hereafter considering the impacting rods problem. 
3.5.1.2.1 Lagrangian velocity constraint 
The performance of the proposed Lagrangian velocity constraint method utilising the 
Newmark average acceleration scheme is considered herein for the frictionless 
impacting rods problem. Figure 3.9 depicts the dynamic response obtained using this 
algorithm, where each rod is modelled with half of the number of elements used in 
previous analysis (i.e. . 50eln ). 
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a) Displacement history 
 
b) Velocity history 
 
c) Energy variation 
 
d) Contact force history 
Fig. 3.9. Impact response using trapezoidal rule with zero gap-rate constraint 
 3. 50,  2 10 .eln t      
Figure 3.9 clearly shows the robustness of the suggested algorithmic method and its 
energy conservation characteristic. Furthermore, it is shown in Figs. 3.10 and 3.11 that, 
the method achieves even better accuracy in terms of energy conservation and dynamic 
response through refining the mesh and/or reducing the time-step size, respectively. 
Notwithstanding the energy conservation in the system, even for the analysis with 
Lagrangian velocity constraint, the severe oscillations between contacting nodes 
(Fig. 3.9(c)) results in an inaccurate non-persistent contact force prediction 
(Fig. 3.9(d)). This problem is resolved later in Chapter 4 with the proposition of a novel 
DVA contact method, which enforces full kinematic compatibility between the 
contacting interfaces for a persistent mechanical contact problem. 
Zoom 
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Fig. 3.10. Effect of spatial refinement on energy  3. 100,  2 10 .   eln t  
 
Fig. 3.11. Effect of temporal refinement on energy  3. 100,  1 10 .   eln t  
 
Zoom 
 
 
Zoom 
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3.5.1.2.2 Regularised penalty method 
The same analysis carried out before for the impacting rods using the conventional 
penalty method, as shown in Fig. 3.7, is repeated here with the proposed regularised 
penalty method so as to highlight its benefits. The accuracy of predicting the energy of 
the system as well as that of displacement and velocity predictions are illustrated in 
Fig. 3.12 using an identical time-step size to the analysis carried out with the 
conventional penalty method (Fig. 3.7). Evidently, the regularised penalty method is 
shown to be superior, achieving energy conservation with a larger time-step than the 
conventional penalty method. It should be noted that, similar to Lagrangian velocity 
constraint, the regularised penalty method also suffers from oscillatory contact force 
prediction (Fig. 3.12(d)), which limits the algorithm to frictionless contact problems. 
 
a) Displacement history 
 
b) Velocity history 
 
c) Energy variation 
 
d) Regularised penalty force history 
Fig. 3.12. Impact response using trapezoidal rule with regularised penalty method 
 3. 100,  2 10 .   eln t  
 
 
Zoom 
Chapter Three         Energy Conserving Impact with Newmark Methods 
103 
3.5.2 Sphere impact 
To further illustrate the advantages of the proposed methods for a realistic impact 
problem, the impact of a hollow steel sphere with a rigid plane surface is considered, as 
shown in Fig. 3.13(a). This problem involves multiple contact points between the 
boundaries of the sphere and the planar surface as the sphere undergoes significant 
deformations. 
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a) Schematic view b) Spatial discretisation and mass 
lumping for curved shell element 
Fig. 3.13. Geometric configuration and discretisation of impacting elastic sphere. 
The hollow sphere has an outer diameter of 2.05m and a uniform thickness 0.05t m . 
Typical elastic material properties for steel are considered with Young‟s modulus 
210E GPa , Poisson‟s ratio 0.3   and material density of 3 38 10 /kg m   . Note 
that the proposed contact algorithms can be used with finite elements accounting for 
both geometric and material nonlinearity, though in this example a linear material 
response is considered solely for the purpose of examining energy conservation in the 
system. No initial applied loading is considered, and the initial velocity of the thin 
spherical shell is considered to be equal to 75m/sec. 
To analyse complex structures under impact loading, the conventional and proposed 
contact algorithms are implemented into the nonlinear FE software ADAPTIC 
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(Izzuddin, 1991). For the hollow sphere problem considered here, 9-node co-rotational 
quadrilateral shell elements (Izzuddin, 2007) are used for spatial discretisation. 
The sphere is discretised using incremental spherical coordinates   and   using the 
9-noded quadrilateral elements, as shown in Fig. 3.13(b). With / 22    and 
2 / 20   , two small circular holes closed by a rigid circular plates are considered 
at the contacting and opposite ends, thus implying a total of 400 elements (Fig. 3.14). 
Regarding mass modelling, the row sum procedure is used for lumping the exact 
consistent mass matrix for each individual curved element based on the equations 
shown in Fig. 3.13(b). 
Temporal discretisation is again considered with the trapezoidal rule method using the 
different algorithms for contact analysis. Note that the proposed algorithms possess no 
numerical dissipation during contact; therefore, numerical stability with the proposed 
algorithms is not affected by the time-step size. To model impact, contact elements are 
provided between the sphere nodes on the rings parallel to the x-y plane and the planar 
surface (Fig. 3.14). It is shown later that due to the relatively high initial velocity, the 
sphere experiences significant deformation, and several contact points are detected 
along the different rings. However, due to rotational rigidity imposed by the plates over 
the circumference of the bottom circular hole, nodes on the second ring are not subject 
to contact with the planar surface, hence their results are not reported hereafter. 
3.5.2.1 Conventional methods 
Although implicit time-integration scheme is used throughout, the analysis time-steps 
for the numerical simulations of the sphere impact problems are taken to be less than 
0.5% of the period for radial vibration of the hollow sphere, which is obtained with 
eigenvalue analysis (Fig. 3.15) as 3radial mode 7.65 10 secT
  . This is close to the 
theoretical value of 
3
radial mode
2 (1 )
7.25 10 secT r
E
 
 

    derived by Love (Love, 
1944) assuming a very thin spherical shell of radius r . 
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Fig. 3.14. Spatial discretisation used for modelling the sphere. 
 
 
 
Fig. 3.15. Initial configuration (dashed line) and mode shape (solid line) for sphere. 
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3.5.2.1.1 Lagrangian displacement constraint 
To highlight once more the numerical instability occurring during impact analysis using 
the trapezoidal rule and a Lagrangian gap constraint, the sphere impact problem is 
analysed here for the time interval of  0, 0.007 secT   using a time-step of 
51 10 sec.t     Figure 3.16 depicts the gap distance, gap-rate and multiplier history 
obtained at the contacting rings on the sphere parallel to the global x-y plane, as well as 
the evolution of the energy in the system during multiple contacts. Figure 3.16(b) 
shows the velocity shoot-up and severe velocity oscillations between the contacting 
nodes of the first ring and the surface. This results in cumulative energy gain of around 
340%, as shown in Fig. 3.16(c), which can lead to numerical instability with successive 
contact. 
 
 
a) Normal gap distance history 
(plotting intervals: 5) 
 
b) Gap-rate history 
Fig. 3.16. Impact response using trapezoidal rule with Lagrangian displacement  
constraint  51 10  t  (Cont‟d…). 
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c) Energy history 
 
d) Multiplier (i.e. force) history 
Fig. 3.16. Impact response using trapezoidal rule with Lagrangian displacement 
constraint  51 10 .  t  
3.5.2.1.2 Conventional penalty method 
The impact of the sphere is considered here with the conventional penalty contact 
algorithm, where the penalty spring stiffness for the contact elements attached to the 
ring nodes is taken as 
1110 kN/mPK  . The analysis is carried out for two time-step 
sizes, 51 10 sect     and 61 10 sect    , and the results obtained are shown in 
Figs. 3.17 and 3.18, respectively. As discussed in detail before, it is shown that the 
energy variation can be controlled by refining the time-step; however, satisfying both 
the acceptable penetration criterion and energy stability requires an iterative process 
and leads to an excessively small analysis time-step size. 
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a) Normal gap distance history 
(plotting intervals: 5) 
 
b) Gap-rate history 
 
c) Energy history 
 
d) Penalty force history 
Fig. 3.17. Impact response using trapezoidal rule with conventional penalty spring 
 14 510 / , 1 10 .   PK N m t  
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a) Normal gap distance history 
(plotting intervals: 50) 
 
b) Gap-rate history 
 
c) Energy history 
 
d) Penalty force history 
Fig. 3.18. Impact response using trapezoidal rule with conventional penalty spring 
 14 610 / , 1 10 .   PK N m t  
3.5.2.2 Proposed methods 
In this section, the Lagrangian velocity constraint and regularised penalty methods are 
used to simulate the sphere impact problem so as to demonstrate their effectiveness in 
modelling frictionless dynamic contact for realistic problems involving multiple contact 
points. 
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3.5.2.2.1 Lagrangian velocity constraint 
The performance of the proposed Lagrangian velocity constraint method utilising the 
Newmark average acceleration scheme is considered herein for the sphere impact 
problem using 51 10 sect    . It is shown that the sphere remains in contact for a 
duration of around 0.006sec (Fig. 3.19), and over this duration the total energy in the 
system is conserved as should be for normal elastic impact problem. Importantly, this is 
achieved with a time-step which is more than 10 times that required with the penalty 
method. 
 
a) Normal gap distance history 
(plotting intervals: 5) 
 
b) Gap-rate history 
 
c) Energy history 
 
d) Contact force history 
Fig. 3.19. Impact response using trapezoidal rule with zero gap-rate constraint 
 51 10 .  t  
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It is worth noting that, similar to the rod problem, the contact force history obtained via 
the Lagrangian velocity constraint (Fig. 3.20(d)) does not capture fully the persistency 
of the contact force. 
3.5.2.2.2 Regularised penalty method 
The proposed regularised penalty method is used here to model the sphere impact, 
again using 
51 10 sect    . It is observed from the results in Fig. 3.20 that this method 
is also numerically robust and achieves energy conservation at a time-step which is 
more than 10 times that required by the conventional penalty method. 
Comparison between the responses of the two energy conserving solutions obtained 
with regularised penalty method and Lagrangian velocity constraint shows good 
agreements in terms of the displacement field. Moreover, the two methods compare 
very well throughout the analysis considering the vertical displacement at the upper end 
of the sphere, as shown in Fig. 3.21. The hollow sphere becomes fully compressed at 
t =2.8sec, which corresponds to a maximum vertical deflection Δmax =0.148m, The 
deformed shapes for the impacting sphere, for the three stages of initial contact, fully 
compressed and rebound, are shown in Fig. 3.22 with the distribution of the mid-plane 
longitudinal strain   (Fig. 3.13). 
 
a) Normal gap distance history 
(plotting intervals: 5) 
 
b) Gap-rate history 
Fig. 3.20. Impact response with regularised penalty spring (Cont‟d…). 
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c) Energy history 
 
d) Regularised penalty force history 
Fig. 3.20. Impact response using trapezoidal rule with regularised penalty spring 
 14 510 / , 1 10 .   PK N m t  
 
 
Fig. 3.21. Vertical displacement history at the top of the sphere. 
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a) Initial contact 
(t≈0.5µsec) 
b) Fully compressed 
(t≈2.8µsec) 
c) Rebound 
(t≈5.3µsec) 
Fig. 3.22. Longitudinal strain (  ) distribution and deformed shape of sphere. 
3.6 Conclusion 
It is widely established that the conservation or decay in the total energy of a structural 
system can ensure the desirable unconditional stability in nonlinear dynamic analysis. 
In this paper, a thorough energy assessment of the Newmark family of methods is 
undertaken for dynamic contact of linear elastic structures. It is shown that with a 
Lagrangian displacement constraint, the well-known trapezoidal rule can lead to 
erroneous energy estimation for the case of rigid impact of a non-accelerating particle 
with a rigid surface, which cannot be redressed by using temporal refinement. 
To further investigate energy stability, the incremental energy formulation of the 
trapezoidal rule method is considered for multi-degree of freedom systems using both 
the Lagrangian displacement constraint and penalty methods. It is shown analytically 
for the Lagrangian displacement constraint approach that the cumulative energy error 
cannot be reduced by further refinement in the time-step or mesh, due to high frequency 
oscillation in the displacements of the contacting nodes. In contrast, the penalty method 
can achieve energy stability by temporal refinement, though the main drawback of this 
method is that small penetrations between the impacting bodies are inevitable. 
Furthermore, the reliability and accuracy of the results depends significantly on the 
assumptions made for the contact spring stiffness and the time-step size, while the use 
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of an excessively large penalty stiffness can potentially lead to an ill-conditioned 
system. 
In this work, algorithmic energy conserving methods based on a Lagrangian velocity 
constraint and regularised penalty stiffness combined with the well-known trapezoidal 
rule are proposed for robust frictionless dynamic contact analysis. It is shown that the 
zero gap-rate constraint efficiently achieves an approximate displacement constraint, 
the magnitude of which can be reduced by temporal refinement. Both methods are also 
shown to fulfil the conservation law of energy whilst maintaining applicability and 
efficiency for conventional FE solution procedures. Furthermore, unlike the Lagrangian 
displacement constraint approach, the methods achieve better accuracy in the response 
upon refining the temporal and/or spatial discretisation. 
Notwithstanding the numerical stability of these two proposed algorithms, a number of 
issues remain to be addressed with regard to their extension to frictional contact 
problems. In this respect, both of the algorithms lack in terms of enforcing the full 
kinematic compatibility between the interacting boundary interfaces. This leads with 
non-dissipative time-integration schemes to an oscillatory and inaccurate contact force 
prediction. In addition, the regularised penalty method requires an averaged treatment 
for achieving a consistent compressive contact force for frictional contact problems. 
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Chapter 4 
4 Advanced DVA Impact Method 
4.1 Introduction 
In the context of semi-discrete time integrators, it is shown in Chapter 3 that, in sharp 
contrast with the continuous system, the single satisfaction of impenetrability 
(i.e. displacement constraint) is not sufficient when simulating problems featuring 
persistent mechanical contact. In this respect, it is identified that enforcing the exact 
impenetrability constraint via the Lagrangian multiplier or penalty approaches leads to 
inconsistent energy variation in the system during the time-steps of initial contact and 
rebound because of the inherent nonlinearities (e.g. jump in contact force and boundary 
restraints). 
For the Lagrangian displacement constraint, the cumulative energy error during 
persistent contact cannot be reduced by further refinement in the time-step or mesh. In 
contrast, the penalty method achieves energy consistency through temporal refinement, 
though small penetrations between the contacting bodies are inevitable. Furthermore, 
the reliability and accuracy of the results depend significantly on the assumptions made 
for the contact spring stiffness and the time-step size, while the use of excessively large 
penalty stiffness can potentially lead to an ill-conditioned system. 
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To achieve an approximate zero gap constraint effectively whilst maintaining energy 
stability, regularised penalty and persistency constraint methods were devised and 
presented in Chapter 3. Although energy consistent, the state of the art for these is 
somewhat similar to the conventional displacement constraints in the sense that 
acceleration compatibility is not achieved when simulating problems featuring 
persistent dynamic contact. This leads to oscillatory multiplier and force-history 
diagram for the duration of persistent contact, which is inconsistent with the results 
obtained for the exact continuous system. 
In fact, the correct evolution of the contact force is essential for frictional contact 
analysis and for cases where post-processing of the contact force is required. To avoid 
this, full displacement, velocity and acceleration compatibility enforcement for the 
discretised system is required on the contacting surfaces to represent the actual 
continuous system more accurately. In this respect, the most advanced developments 
using persistency constraint (velocity constraint) and regularised methods with the 
implicit time integrators require different treatments of the contacting nodes to achieve 
acceleration compatibility between the contacting surfaces (Hughes et al., 1976; Taylor 
and Papadopoulos, 1993; Lee, 1994). However, the major assumptions behind these 
treatments have so far restricted the algorithms to the analysis of linear elastic 
problems. 
In this chapter, a novel unilateral constraint approach is proposed to enforce the 
displacement, velocity and acceleration compatibility (called hereafter the DVA 
constraint) between the contacting nodes. The advanced DVA method is devised such 
that the kinematic compatibility of the contacting nodes is consistent with the 
continuous system for persistent contact analysis without any special treatment in the 
solution procedure for the contacting nodes. Furthermore, it is shown that for a fully 
discretised system, the algorithm can achieve better accuracy in terms of energy 
conservation with spatial and temporal discretisation. Additionally, it is shown 
analytically that the proposed DVA method works well in conjunction with all of the 
prevalent implicit time-integration algorithms such as the trapezoidal rule (Newmark, 
1959), midpoint rule (Zienkiewicz and Taylor, 2005), HHT-α (Hilber et al., 1977) and 
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Energy-Momentum Method (EMM) (Simo et al., 1992; Kuhl and Crisfield, 1999) 
family of methods. 
4.2 Continuum formulation of dynamic contact 
A comprehensive presentation of the continuum formulation of the frictionless contact 
problem is first described. Following a brief discussion of notation, the statements for 
the normal constraints are presented and their enforcement via a Lagrange multiplier 
approach are briefly discussed. The global continuum framework is described and 
investigated through the development of the virtual work principle for the physical 
system under consideration. 
4.2.1 Contact problem configuration 
Consider the motion of two deformable bodies with a reference position denoted by 
 1,  2    undergoing the deformation   dim: 0,
n
T     , where 
 dim 1,  2 , 3n   is the number of spatial dimensions. Assume that the two bodies have 
zero contact traction force at the initial condition  0 0t s  and that they get in contact 
during some portion of the time interval of interest  0,T  as shown in Fig. 4.1. It is 
worth noting that the formulations presented herein are easily extensible to multi-body 
interactions and self-contact of solids. Focus is limited here to the two particles on the 
boundaries 1 2,  X Y  , for which their current position vectors are denoted 
respectively by    1 ,x X t  and    2 ,y Y t  at time  0,t T . 
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Fig. 4.1. Schematic view of the contact between two bodies. 
4.2.2 Normal contact constraints 
For frictionless contact, the only non-zero traction component is normal to the contact 
surface of the contacting boundaries. Based on this, for the continuum setting, the 
contact constraint is imposed at time t  for the contacting body (e.g. 
1, t ) such that it 
may not penetrate the contacted body (e.g. 
2, t ). The distinction between the two 
bodies is immaterial for the continuum system, but in the discrete setting, special 
attention is needed when formulating the solution procedure for the normal gap 
evaluation to avoid any bias induced by this selection. In the numerical examples of this 
chapter, focus is given to the special case of nodal dynamic contact analysis, though the 
generalisation of this case is discussed in Chapter 5 where the numerical algorithms are 
extended for node-to-surface problems. 
For the continuous system, the impenetrability constraint can be formulated by the 
enforcement of a zero normal gap constraint when penetration between two contacting 
surfaces has occurred. In this respect, for a pair 1X  and its closest distance 
projection obtained from the mapping   2Y X , the admissible normal gap 
function  ,N tg  can be written based on their current material positions of  1 ,X t  and 
  2 ,Y X t  as: 
 
 
 
 
 
X y
 
 
Y 
x
 
dimnR  
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       , 1 2, , . 0N tg X t Y X t n     (4.1) 
where  n  is the current unit outward normal to 2, t  at the closest distance point 
(i.e.   2, tY X ), and the mapping for obtaining the closest distance projection for 
material point 1X  on the contact surface 2, t  at the current configuration can be 
defined by: 
     
2,
1 2: arg  min , ,

 
tY
Y X X t Y t   (4.2) 
with     denoting the common Euclidian norm. Using the above normal gap function, 
the conditions for normal contact with zero frictional tractions can be written as: 



,
,
, ,
   0
  0
 . 0



N t
N t
N t N t
i g
ii
iii g


 (4.3) 
The above conditions shape the classical Lagrangian displacement constraint, discussed 
in detail in Chapter 3, with the Kuhn-Tucker kinematic conditions between the normal 
gap 
,N tg  and the applied compressive contact force ,N t  at time t . With this in mind, 
the enforcement of the zero gap constraint for a continuum problem automatically 
results in the full kinematic compatibility between the two contacting interfaces. It is 
worth noting that this is not the case for semi-discretised systems, since the unilateral 
gap constraint enforcement does not necessarily lead to complementary velocity and 
acceleration compatibilities due to inherent temporal discontinuities and nonlinearities 
in dynamic contact. These complementary constraints are of high importance for 
persistent contact analysis and can be obtained by calculating the first and second 
derivatives of the gap constraint function  Ng t , as shown below: 

 
 0,
Ng t
iv
t



 
(4.4) 

 2
2
 0
Ng t
v
t



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The constraint condition iv  is the so-called persistency condition (i.e. velocity 
constraint) used in Chapter 3 for achieving an energy conserving dynamic contact 
solution procedure with the trapezoidal rule. It is shown that enforcing solely the 
velocity constraint can achieve approximately the zero gap constraint, but it is 
important to note that the enforcement of the velocity/gap constraint does not 
necessarily lead to the satisfaction of the gap acceleration constraint. 
In this chapter, following a brief description on the notations of the governing equations 
of motion, a critical review of existing DVA methods is provided with regard to their 
application to linear elastic problems. Finally, from Section 4.5 onwards, a novel DVA 
contact constraint is proposed which ensures the displacement, velocity and 
acceleration compatibilities at the contacting interfaces of both geometric and material 
nonlinear systems in the presence of persistent contact. 
4.3 Finite element formulation 
The semi-discretised equation of motion, representing a system of second order 
differential equations, can be expressed in the general form as: 
             0G M d C d R P       (4.5) 
in which  G  is the vector of out-of-balance forces,  M  is the mass matrix,  C  is the 
damping matrix,  d  is the vector of displacement degrees of freedom, and each 
superimposed dot represents a time differentiation. Vector  R  represents the internal 
resistance forces and vector  P  represents the external loading, contact force ( cP ) 
and the external applied load ( extP ) including boundary restraints forces. 
For structural systems exhibiting geometric and/or material nonlinearities, the solution 
of the structural equilibrium is achieved through temporal discretisation of the semi-
discretised equation of motion. The time discretisation is achieved through solving the 
spatially discretised equation of motion at a finite number of points within the time 
interval of interest  0,T  and given by    10 1, 0,
m
n n nt t T

   , where m  represents 
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the numbers of analysis time-steps. Step-by-step implicit and explicit integration 
schemes are used for solving the equation of motion and evaluating the displacement, 
velocity and acceleration history over previous discrete times. 
Consideration is restricted here to implicit time integrators which, unlike the explicit 
algorithms, couple the equation of motion with the recurrent kinematic marching 
integration scheme, and hence require solving simultaneous equations for obtaining the 
kinematic history. However, the computational expense for solving simultaneous 
equations is typically offset by their unconditional stability in the linear regime, which 
allows for the use of larger time-steps. Based on this, in the most generic form using the 
so called Generalised method (e.g. (Kuhl and Crisfield, 1999), the fully discretised 
equilibrium equation at time-step 1nt   0,1,.., 1n m   is expressed as: 
                 1 1 1 1 1m f f fn n n n nG M d C d R P                 (4.6) 
with: 
         
         
 
        
         
 
 
1
1
1
1 ,  ,
i)  e.g. for HHT-
1 ,  , ,
or
, 0,1
,  ,
ii)  e.g. for EMM  
1 , , ,
 
i ii
i ii
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i ii
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
 
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 

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

    



  
 
     



 
 
 (4.7) 
where vector  q  in Eq. (4.7) represents the generalised internal and external force 
vectors and  u  represents the vector of nodal kinematics. As shown in Eq. (4.7) the 
intermediate generalised internal and external force vectors can be obtained via two 
evaluations: the first is used with the classical Newmark method, midpoint rule, HHT-α 
and WBZ-α algorithms, while the second is used in the recently developed Energy-
Momentum family of methods as discussed in detail later. The most common and well-
known parametric single-step difference equation utilised in all the above-mentioned 
algorithms, can be expressed by: 
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         21 1
1
2
n n n n nd d t d t d d  
  
      
  
    (4.8) 
          1 11n n n nd d t d d          (4.9) 
By rearranging (4.9) and (4.10), a new representation of the time marching formulation 
in terms of incremental and mean values is obtained (e.g. (Krenk, 2006): 
        1
1
2 2
n n
t
d d d t d
  
       
 
     (4.10) 
        21
2 2
n n
t
d d d t d


  
       
 
    (4.11) 
One can easily show the transformation of the above Generalised method to the 
classical Newmark method, midpoint rule, HHT-α, WBZ-α and the advanced Energy-
Momentum Method (EMM) algorithms. However, the only difference of the EMM 
compared to the midpoint rule is in the interpretations of the internal   1  fnR   and 
contact force vector   1  fcnP  . Classically, the internal and contact forces are 
developed similar to the inertial and damping forces as a combination of the force 
values at the bounds of each time-step: 
       11 1     f f n f nnR R R    
       11 1     fc c cf n f nnP P P    
(4.12) 
However, in the Energy-Momentum family of methods, rather than using the classical 
weighting interpretation, the algorithmic internal forces and contact forces are 
evaluated at the generalised intermediate-structural configuration   1  fnd   as shown 
below: 
      1 1   f fn nR R d   
      1 1   f fc cn nP P d   
(4.13) 
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Table 4.1 summarises the parametric correlation between the different time-integration 
schemes and the Generalised method as well as the evaluation analogy for the contact 
force and the internal force vectors. 
Method Algorithmic parameters 
Force 
evaluations 
Trapezoidal rule 0,  2 0.5   f m     Eq. (4.12) 
Midpoint rule 
2 0.5   f m     
 or  
0,  2 2 1   m f     
Eq. (4.12) 
HHT- 
0m , 0 0.5 f ,  
2
0.25 1  f  , 
0.5  f   
Eq. (4.12) 
WBZ- 
0f , 0m ,  
2
0.25 1  WBZ  , 
0.5  m   
Eq. (4.12) 
EMM 2 0.5   f m     Eq. (4.13) 
G- 
or 
G-EMM 
m f  , 0.5f , 
 0.25 0.5  f m   , 0.5  f m    
Eq. (4.12) 
or 
Eq. (4.13) 
Note that all algorithms possess unconditional spectral stability and second order 
accuracy characteristics. 
Table 4.1. Parametric correlation between different time-integration schemes and the 
Generalised method. 
In this chapter, both evaluations using Eqs. (4.12) and (4.13) are presented analytically 
for the proposed DVA contact algorithm, but only the former force evaluation 
Eq. (4.12), is considered for implementation. It is important to note that the proposed 
contact algorithm can be readily employed in conjunction with both evaluations, and 
the choice of the evaluation is immaterial to the algorithm performance as shown 
analytically in Section 4.5.2. 
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4.4 Critical review on previous dynamic contact algorithms 
As elaborated in Chapter 3, formulations for the discretised treatment of contact 
constraints can be principally categorised under two main approaches: Lagrange 
multiplier and penalty approach (Wriggers, 2006). In general, for the Lagrange 
multiplier and penalty formulations, different types of constraint enforcement and 
constitutive interface laws can be considered along with different idealisations for the 
contacting points on the discretised bodies. Here, an introduction to general 
formulations for discrete contact constraints is provided for the purpose of explaining 
the notations. The section then continues by considering the conventional algorithms 
using different types of contact constraints, explaining their relative advantages and 
shortcomings for dynamic contact analysis of discretised systems. 
For two bodies in contact, the starting point is to derive the equilibrium equations 
which lead to the minimization of the total energy of the two bodies in contact. Based 
on this, the general formulation of the total potential energy of the system   , 
considering the normal contact constraint with its associated interface energy   , can 
be written as below: 
V U W      (4.14) 
where: 
U strain energy  ( )  
T
V
d dV   (4.15) 
W load potential energy    ( ) 
T T
S
d N p ds  (4.16) 
  interface energy constraint (4.17) 
The interface energy constraint, shown in Eq. (4.17), can be achieved through 
enforcement of three main constraints, namely; i) gap/displacement constraint 
(Chapter 3), ii) persistency/velocity constraint (Chapter 3) and iii) full DVA 
compatibility. The existing developments of the three approaches using the penalty and 
Lagrange multiplier formulations are summarised in the next section along with their 
advantages and shortcomings for dynamic contact analysis of discretised systems. 
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4.4.1 Gap/displacement constraint 
In the classical Lagrangian gap constraint approach, as discussed in Chapter 3, the 
impenetrability constraint is enforced directly through imposing a displacement 
constraint between the two penetrating surfaces. Although imposing a single 
displacement constraint is sufficient for the continuous system, it is shown in Chapter 3 
that for persistent dynamic contact analysis of discretised systems, the lack of 
enforcement of full compatibility can lead to numerical instability in the solution. The 
numerical instability is mainly exhibited by an unbounded increase in the system 
energy during persistent contact, and was investigated in detail both analytically and 
numerically in Chapter 3. 
The penalty method also suffers from a non-physical energy gain/loss upon contact and 
release state, though, as discussed in Chapter 3, better accuracy in energy conservation 
may be achieved through temporal refinement. Furthermore, the regularisation of the 
penalty approach proposed in Chapter 3 for the trapezoidal rule and by Armero and 
Petocz (1998) for the EMM can avoid the energy variation problem. In terms of the 
solution procedure, the penalty method has the advantage of avoiding the difficulties in 
dealing with zero diagonal terms in the system of equations compared to the 
Lagrangian multiplier approach. However, the main drawback of this method is that, 
similar to the Lagrangian multiplier approach, significant oscillations are observed 
between the contact surfaces which become worse as the temporal discretisation is 
refined. Moreover, the discrepancy in the computed rate quantities leads to an 
inaccurate contact force prediction, which is essential for frictional dynamic contact 
analysis and can be potentially detrimental in nonlinear problems employing rate 
dependent constitutive material models. In addition to these issues, small penetrations 
between the impacting bodies are inevitable, in contrast to the Lagrangian multiplier 
approach. Hence, the reliability and accuracy of the results depends significantly on the 
assumption made for the contact spring stiffness and the analysis time-step size. There 
is also the potential for ill-conditioning with the use of excessively large penalty 
stiffness, leading to sensitivity of the solution to round-off errors. 
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4.4.2 Persistency/velocity constraint 
As shown in Chapter 3, the impenetrability constraint could also be imposed in an 
approximate manner through the enforcement of the persistency condition derived in 
Eq. (4.4.iv). The persistency constraint is shown to be energy consistent for conserving 
time-integration algorithms and avoid the robustness issues previously faced with the 
Lagrangian displacement constraint approach. However, the velocity constraint still 
suffers from an inability to satisfy the acceleration constraint at the contacting interface. 
This leads to an oscillatory and incorrect force-history prediction for persistent contact 
of discretised systems, which is inconsistent with the results obtained for the exact 
continuous system. 
The most common way for damping out these high frequency oscillations is to employ 
time-integration schemes with high frequency numerical damping. However, using 
such schemes would involve a trial-and-error process for obtaining algorithmic 
parameters which could damp out some of these undesirable oscillations whilst 
capturing the essential structural vibration modes. This could become cumbersome and 
in some cases impossible if multiple contact points should be checked for persistent 
contact force-history evolution, particularly since the exact continuum solution is 
typically unknown. Furthermore, as these numerical damping procedures could damp 
out some significant vibration modes, special attention should be given with these 
approaches to the energy consistency of the numerical systems. 
4.4.3 Full DVA compatibility 
Over the past decades, there have been attempts to develop solution procedures which 
achieve full kinematic compatibility between the impacting interfaces (Hughes et al., 
1976; Taylor and Papadopoulos, 1993; Lee, 1994). These developed algorithms have so 
far been restricted to elastic materials with distinctive features related to: i) wave 
propagation analogy (Hughes et al., 1976), ii) artificial bulk viscosity (Taylor and 
Papadopoulos, 1993) and iii) iterative strategy (Lee, 1994). 
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4.4.3.1 Wave propagation analogy 
Hughes et al. (1976) used the Newmark family method to devise an algorithm for 
frictionless contact-impact problems. The algorithm is formulated to avoid erroneous 
results caused by spurious kinematic oscillations at the contact points due to the lack of 
kinematic compatibility enforcement. For this purpose, Hughes and co-workers have 
used the Newmark solution as a predictor to be followed by a corrector step for the 
contacting nodes. In the corrector step, appropriate values of normal traction forces are 
obtained assuming independent normal velocities and accelerations matched on the 
contact surface through elastic local wave propagation analysis. 
In terms of discretised contact conditions, the initial contact state is identified through 
commonly applied detection of penetration between the impacting boundaries with an 
additional allowance for small tolerance set as a safeguard against round-off. On the 
other hand, in this algorithm, the release state is determined to occur for two main 
conditions; i) the interface contact force becomes inadmissible (i.e. tensile force) or 
ii) the magnitude of an admissible contact force (i.e. repelling force) drops by 98% 
compared to the previous time-step. The first condition is widely used and can be 
considered as the dual condition for an admissible normal gap displacement, but there 
is no solid ground for the identification of the latter condition since it becomes 
unacceptable for cases where the actual drop-off during a time-step in a problem is 
greater than 98%. Here, consideration is given to the major assumptions considered by 
Hughes et al. (1976) in the development of the corrected interface kinematic variables 
and contact force, elaborating how these assumptions restrict the application of the 
algorithm to analysis of linear elastic contact problems. 
Considering elastic contacting bodies under no external traction force except the impact 
force, Hughes et al. (1976) calculated independent adjusted velocities, accelerations 
and contact forces for the impact duration using local wave propagation analysis. Based 
on these, Hughes and co-workers (1976) considered the equilibrium formulations for 
 1-D nodal contact problems with only lumped mass matrix discretisation and assuming 
that the resistance force does not vary significantly from time  nt  to the next time 
 1nt , as shown below: 
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 (4.18) 
where for  1,  2  , m  and d  are the lumped mass and acceleration at the 
contacting nodes of the two bodies and i  is the contact force applied to body 2 at time-
step it . From Eq. (4.18), and considering compatibility of accelerations between the 
contacting nodes, the following can be obtained: 
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 (4.19) 
Furthermore, assuming an undeformed configuration prior to contact, using Newton's 
law of conservation of linear momentum and accounting for velocity compatibility, the 
following is obtained: 
     
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1 1 2 2 2 2 1 1
1 1
1 1 2
 
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n n n n n n
n
m d d m d d m d m d
d
t t m m
 (4.20) 
where id

 is the nodal velocity for body  1,  2   at time it . In order to elaborate on 
the performance of this algorithm in the linear elastic regime, the rod problem example 
is extracted here from the work of Hughes et al. (1976). The structural geometry and 
material model for the collinear impact of two elastic rods are described in Fig. 4.2. 
 
 
Fig. 4.2. Data for the impact of two identical bars (Hughes et al., 1976). 
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A total of 40 elements of length equal to 0.5 x m  is considered for the spatial 
discretisation of the two bars and assuming a lumped mass matrix. The authors have 
used the Newmark algorithm with a time-step 0.005 t s , and to mitigate some 
"evident instability" in the numerical procedure, as the analysis proceeds, the numerical 
dissipation has been increased by changing the Newmark parameters from 
( 0.001001  , 0.502  ) to ( 0.001001  , 0.525625  ) for time in the range 
 0.2,0.5 s . 
The exact solution for the continuum rod problem considered here entails persistent 
impact with the duration of contact equal to 0.2s , during which the contacting nodes 
are moving together at a constant velocity of 0.05m/s. The compressive contact wave 
propagates along the rods with the elastic wave speed of 1/ 100 .c E m s   . Hence, 
the rod will experience a persistent contact and will be released when the reflection of 
the compressive wave force propagates back to the front end at 0.2t s . For the exact 
solution, this is followed by an immediate separation and exchange of velocities 
between the two rods. 
The extracted results obtained for this problem, shown in Fig. 4.3, illustrate that the 
developed method by Hughes et al. (1976), in addition to the restriction in its 
application to the linear elastic problems, cannot capture the discontinuous stress and 
velocity waves at the rebound time-step (i.e. 0.2t s ). This is more apparent in the 
inaccurate prediction of the final velocity of the Bar 1 (i.e. impacting bar) which should 
be equal to zero, as there should be an exchange of velocities for the collinear impact of 
the two identical rods. 
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a) Displacements of contact points 
 
b) Velocity of contact points 
 
c) Contact force 
 
d) Stress in element 32 
Fig. 4.3. Impact of two identical rods (Hughes et al., 1976). 
4.4.3.2 Artificial bulk viscosity 
Similar to the work done by Hughes and co-workers (1976), a slightly different 
methodology is proposed by Taylor and Papadopoulos (1993) based on a priori 
satisfaction of the impenetrability constraints and its two rate forms. In this method, 
making use of parameters set to indicate some generalised characteristic mass quantities 
for the two contacting nodes, the velocity and acceleration fields normal to the contact 
surface are recovered to satisfy the impenetrability and rate constraints. The realisation 
of the developed formulations is provided here considering the Lagrangian multiplier 
formulation in a variational form as: 
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and: 
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where 
vw
 , 0aw
  are weighting functions,  n  is the unit outward normal and the 
Lagrange multipliers v  and a  are set to represent the generalised momenta and 
energy conjugate to the contact velocities and accelerations, respectively. Eqs. (4.21) 
and (4.22) represent the variational formulation which enforces a zero normal gap-rate 
(i.e. velocity compatibility) and a zero normal gap-acceleration (i.e. acceleration 
compatibility condition) as below: 
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 (4.23) 
According to this, and choosing the weighting functions so that the multiplier times the 
constraints in the integrands of Eqs. (4.21) and (4.22) becomes virtual work quantities, 
the following constraints are obtained from Eq. (4.21): 
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and similarly Eq. (4.23) leads to: 
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Based on Eqs. (4.24-4.27), assuming a priori satisfaction of the impenetrability 
constraint and its two rates, the Lagrange multipliers v  and a  can be obtained as: 
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Additionally, with the aid of the constraint equations, the independent velocity and 
acceleration fields normal to the contact surface are recovered as: 
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and: 
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with the weighting functions 
vw
  and 
aw
  set as: 
,    

v a
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w w m t
t

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 (4.32) 
where m  denotes a generalised characteristic mass quantity for body  1,  2  . 
Several numerical examples of a rod problem contact and normal impact of two 
identical spheres were considered to show the performance of this method. In these 
problems, diagonal (i.e. lumped) mass matrices were used for all types of elements, as 
their behaviour was unusually considered in the paper to be "superior" to that of the 
corresponding consistent matrices. The lumped masses were also used for evaluation of 
the weighting functions for the impact treatment. 
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The algorithm was shown to be reasonably well-behaved for the elastic nodal impact 
problems discretised with lumped masses. However, aside from these restrictions, the 
very fact that the contact kinematics are treated independently and completely different 
than the rest of the system raises potential difficulties with regard to general application 
in finite element analysis and more so in the nonlinear range of response. 
4.4.3.3 Iterative strategy 
An iterative solution procedure has been developed by Lee (1989), originally for the 
purpose of imposing impenetrability constraint. The formulations developed by Lee are 
restricted to dynamic contact of elastic bodies, where only impact against rigid surfaces 
with non-variant normal components on the possible contact surface was considered 
(Lee, 1989). The most recent extension of the developed method involves also the 
node-to-segment dynamic contact treatment (Lee, 2013). The core idea in the iterative 
algorithm proposed by Lee (1989) is that for each time-step in contact the impact force 
 ,1c mnP  at iteration m is modified based on the contact force at the previous iteration so 
that it ensures monotonic reduction of the existing compatibility error vectors. 
Lee (1994) extended the developed algorithm to enforce displacement, velocity and 
acceleration constraints. Similar to the original algorithm (Lee, 1989), the new 
algorithm is also restricted to geometrically linear impact analysis of elastic bodies 
where the kinematic compatibility constraints are achieved through iteratively reducing 
some error vectors representing the normal gap and its two rates between the contacting 
bodies until they fall within an acceptable tolerance. Furthermore, consideration was 
given in this work (Lee, 1994) only to problems with invariant normal contact surface 
through each time-step. A detailed review of the formulations and their restrictions is 
presented next. 
Focus is given here to the contact algorithm which enforces the displacement, velocity 
and acceleration compatibilities at the contact surface. The algorithm is originally 
developed for the impact of elastic body against rigid foundation (Lee, 1994) and 
consists of a three-step iterative solution procedure, devised with separate convergence 
criteria for each of the constraint enforcement. Initially, the discrete contact is 
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indentified through enforcement of the displacement compatibility, and then zero gap-
velocity (i.e. velocity error) and lastly zero gap-acceleration. 
Considering the Newmark time-integration scheme, the discrete equations of motion for 
a linear elastic system with no damping can be written as: 
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From Eq. (4.33), assuming that the contact force is known a priori and setting 
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Multiplying both sides of Eq. (4.34) by the transposed vector of unit outward normal to 
the rigid surface  
T
n , the normal displacement can be obtained as: 
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where 
, 1N nd  is the normal displacement to the contact surface. Using this, the current 
normal gap  1dns , normal gap velocity  1vns  and normal gap acceleration  1ans  on the 
possible contact surface can be defined as: 
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where ming  denotes the initial gap between the elastic body and rigid foundation. It is 
worth noting that to expand the algorithm for dynamic contact of elastic bodies, Lee 
(1994) suggested that that vectors 
, 1N nd , 1nw  and ming  are substituted by the 
corresponding relative displacement and relative initial gap between the elastic bodies. 
The method identifies 3 stages for the discrete contact detection for enforcement of 
normal gap displacement, gap-rate and gap acceleration as shown in Eqs. (4.37-i-iii), 
respectively: 
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(4.37) 
where  ,1c mnP  is the contact force vector for imposing the displacement constraint at 
iteration m as given below: 
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The coefficient b  in Eq. (4.38) is a variable derived by Lee to ensure an efficient 
computation of the iterative procedure and monotonic reduction of the compatibility 
error. Accordingly, the method developed by Lee (1994) uses the contact force 
obtained for enforcing the gap compatibility (Eq. (4.38), to potentially enforce velocity 
and acceleration constraints. Based on this, the contact force is updated for successive 
constraint enforcements, and the evaluation of the contact force vector  ,1c mnP  is 
obtained as follows for the successive velocity and acceleration constraint stages, 
respectively: 
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     
       
, , 1 1
1 1 , 1
, , 1 2 1
1 1 , 1
) Gap-rate compatibility: .
) Gap-acceleration compatibility: .
c m c m m
n n N n
c m c m m
n n N n
t
ii P P b g n
iii P P b t g n



 
  
 
  
 
   
 
  


 (4.39) 
Lee (1994) has shown that assuming linear elastic system with non-varying normal to 
the contact surface during the iteration at a time-step, the iterative corrections in contact 
force evaluation results in monotonic reduction of the displacement, velocity and 
acceleration compatibility. 
To conclude, the method is only applicable for dynamic contact analysis of elastic 
bodies, and the formulation and numerical examples previously considered are 
restricted to node to rigid surface analysis. For more general examples involving impact 
of two elastic bodies the numerical procedure would require significant improvement, 
and rigorous checks would be necessary to ensure convergence with monotonic 
reduction of the compatibility constraint. In the following section, a new DVA method 
is proposed which avoids these restrictions and can be readily applied for geometric and 
material nonlinear dynamic contact analysis. 
4.5 Proposed DVA method 
A novel dynamic contact analysis method is developed in this work which 
algorithmically satisfies the compatibility of displacement, velocity and acceleration for 
persistent dynamic contact analysis. The algorithm avoids erroneous results caused by 
inherent nonlinearity of discrete contact analysis and removes spurious kinematic 
oscillations at the contact points due to lack of kinematic compatibility enforcements. 
Unlike the existing algorithms, these essential characteristics for persistent impact 
analysis are shown to be achieved in the proposed method for generic structural 
systems allowing for material as well as geometric nonlinearities. Furthermore, the 
algorithm is shown to perform well with the Generalised method of time-integration 
(Section 4.3), including the trapezoidal rule, midpoint rule, HHT-α as well as the 
Energy Momentum family of Methods (EMM). In terms of computational demand, the 
algorithm achieves full compatibility regardless of the analysis time-step size, and its 
implementation can be accomplished effectively with virtually the same effort as 
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previous Lagrangian procedures used to enforce displacement or velocity compatibility 
at the contact point. 
4.5.1 Enforcement of the proposed kinematic constraint 
Consider the constrained equilibrium equation of the Generalised method for a non-
specified structural system, under the holonomic constraints vector    0Ng t   
incorporating the time variation of dynamic contact, as: 
                  1 1 1 1 1 0m f f f fc extn n n n nM d C d R P P                    (4.40) 
where   1 fcnP    is the generalised contact force vector and   1 fextnP    represents the 
generalised external load vector. As described in Section (4.3), two different 
evaluations of the internal and contact force vectors can be considered, corresponding 
to the generalised EMM (G-EMM) and Generalised-α (G-α) algorithms. Although for 
linear systems the two considerations become identical, the former can be shown to 
exhibit conservation of angular momentum for nonlinear dynamic contact analysis 
(Kuhl and Crisfield, 1999). 
Focusing on the contact force evaluation, for the G-EMM the general holonomic 
contact constraint takes the form: 
   1 0fN ng t      (4.41) 
in which the normal gap function   1 fN ng t    is calculated at a weighted deformed 
structural configuration  1 fn    . On the other hand, for the G-α method, the constraint 
is enforced for the structural configuration at the current step: 
   1 0N ng t    (4.42) 
and the Lagrange multiplier is inserted into the equation of motion in the weighted form 
using the stored multiplier from the previous time-step as: 
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          1 11f f fn n n          (4.43) 
Based on these, the equations of motion for the G-α and G-EMM approaches are given 
by: 
G-α: 
                
  
  
1
1
1 1 1 1 1
0
m f f f f
c
n f
n ext
n n n n n
P
M d C d R P
d

    


 

         
  
     
  
 

 (4.44) 
G-EMM: 
              
 
  
  
1
1
1 1 1 1 1
0
 
 
        
  
     
  
 

f
m f f f
c
n f
n ext
n n n n n
P
M d C d R P
d


   

  (4.45) 
In this chapter, the former evaluation of the contact force in Eq. (4.44) is considered for 
practicality of implementation into typical FE software. However, based on the 
developed formulations presented in this chapter, the formulation for the second 
evaluation consistent with the G-EMM become obvious and is hence omitted for 
conciseness. It is important to note that the choice between these two analogies is 
immaterial to the performance of the proposed dynamic contact algorithm enforcing the 
full compatibility, as shown analytically in Section 4.5.2. 
Differentiating the general holonomic constraints with respect to time twice and using 
the chain rule principle, two additional interface constraints are obtained 
     
. 0
  
 
  
N N N
N
g t g t g
t g t
 
 (4.46) 
        2 22
2 2
. . 0
   
  
     
N N NN N
N N
g t g t g tg g
t g t g t t
  
 (4.47) 
These additional constraints are of particular importance when simulating problems 
featuring persistent mechanical contact, and, in sharp contrast to the continuous system, 
these constraints are not necessarily satisfied with typical displacement or velocity 
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constraints. Using Eq. (4.46), one can easily derive the zero gap-rate constraint shown 
in Eq. (4.48). In addition to this, assuming a priori satisfaction of the gap-rate 
constraint in Eq. (4.48), the second derivative complementary constraint implies a zero 
normal gap-acceleration as shown in Eq. (4.49): 
 
0



Ng t
t
 (4.48) 
2
2
0



Ng
t
 (4.49) 
These two complementary constraints are essential to avoid kinematic oscillations 
during a persistent contact. Therefore, the proposed holonomic constraint presented in 
the next section is devised so that it algorithmically achieves these two constraints in 
the presence of persistent contact. 
4.5.1.1 New DVA constraint via Lagrange multiplier 
Considering the general formulation of the total potential energy of the system    
shown in Eq. (4.14), and inserting the new contact energy constraint  ,iDVA c  with a 
Lagrange multiplier formulation, the following can be written: 
i
DVAV U W      (4.50) 
where for  1,  2i  .
i
DVA c
 are the constraint energy functions introduced into the total 
potential energy for the two conditions of a contact state ( 1i ) and no contact state 
( 2i ) , respectively. In the developed DVA method, the two constraint functions are 
given by: 
     
1 2
1 1 1
1
2f
DVA n n n

   
     (4.51) 
 
2 2
1
1
2

 DVA n  (4.52) 
in which the following constraint  1 n  is proposed: 
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         2min1 , 1 , 1 , 1. . . . .d v an N n N n N nq g g q t g q t g           (4.53) 
where the 
 , 1N ng   is the normal gap and each superimposed dot represents a time 
differentiation. The term ming  allows initial gap to be introduced between the 
potentially contacting bodies. The factors in the constraint formulation are devised such 
that the multiplication of each of the three terms in the right-hand-side of Eq. (4.53) by 
the multiplier form a consistent work conjugate. Accordingly, the terms dq , vq  and aq  
are non-dimensional weighting parameters which are chosen to impose the desired 
displacement, velocity and acceleration compatibility in the presence of persistent 
contact. This is discussed in detail in Section 4.5.2. 
For the G-EMM/G-α algorithm, the recurrent evaluation of the two normal gap rates 
(i.e. gap velocity 
,N tg  and gap-acceleration ,N tg ), can be expressed in terms of the 
standard Newmark temporal discretisation: 
   , 1 , 1 ,2
1 ˆ
N n N n N n
g g g
t
 
 

   (4.54) 
     , 1 , 1 ,
ˆ
N n N n N n
g g g
t

 
 

   (4.55) 
where: 
       
2
, , , ,2
1 1ˆ
2
N n N n N n N n
g g tg t g
t


  
       
   
    (4.56) 
          , , , ,ˆ ˆ1       N n N n N n N ng g t tg g   (4.57) 
Based on these relationships, the proposed DVA constraint formulation can be 
transformed into a holonomic constraint for the contact state ( 1i ), and the constraint 
energy function can be restated for the G-α method as follows: 
      
2
1 . .  DVA t N t Ng t g t     (4.58) 
where: 
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         
   
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
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N n d vN n N n N n
a N n N n
g t q g g q t g g
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q t g g
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
 (4.59) 
Accordingly, the discrete contact and release condition for the proposed DVA method 
can be stated as: 
             
    
1
2
2
1 1 11 1
2
11
. .        0
1
                                                              0
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   

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

 
N n N n N nn nDVA
DV nnA N
g t g t g t
g t
    
 
 
In the next section, it is shown that with the right set of weighting parameters the 
algorithm can effectively achieve a good approximation of the impenetrability 
constraint along with its two rate constraints. Moreover, it is shown that the maximum 
penetration is directly related to the normal gap acceleration and time-step size squared, 
hence, refining the time-step size results in an effective enforcement of impenetrability. 
It should also be noted that there is no assumption with respect to the gap function 
evaluation, which can therefore be applied with both the G-α and G-EMM time-
integration methods. 
4.5.2 Enforcement of displacement, velocity and acceleration (DVA) constraint 
A set of weighting parameters of the constraint function, illustrated in Eq. (4.53), are 
devised here so that full DVA compatibility at the contacting points is imposed. 
Assume that a persistent impact initiates at an arbitrary time t  within the time interval 
of interest  0,t T . Equating the non-dimensional parameters dq , vq  and aq  to the 
displacement, velocity and acceleration weighting factors used in the Generalised time 
marching method, specifically 1, 1 and  0.5   respectively as given by Eq. (4.8), the 
constraint function t  reduces to: 
  2, ,min , ,. 0.5 . . 0t N t N N t N tg g t g t g         (4.60) 
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Using the Generalised marching method (Eq. (4.8)) to express a second-order truncated 
formulation of the gap constraint at the next time-step ( t t ), we have: 
  2 2, ,min , ,min , , ,
0
. 0.5 . . . . 

        

  

t
N t t N N t N N t N t N t tg g g g t g t g t g   (4.61) 
Accordingly, the impenetrability constraint is shown to be achieved to second-order 
accuracy at the next time-step: 
2
, ,min ,
0
lim( ) . . 0 
 
   N t t N N t t
t
g g t g  (4.62) 
Using Eq. (4.62) the constraint function at the next time-step becomes equivalent to: 
 
 
2
, ,min , ,
, ,
. 0.5 . .
. 0.5. . 0
   
 
     
    
 
 
t t N t t N N t t N t t
N t t N t t
g g t g t g
t g t g

 (4.63) 
Employing the Generalised recurrent method with 0.5  (Eq. (4.9)) the gap-rate at 
time 2 t t  can be expressed as: 
 
0
, 2 , , , 20.5. . 0.5. .
 
            
t t
N t t N t t N t t N t t
c
g g t g t g  
(4.64) 
Therefore, a zero gap-rate constraint is achieved at time 2 t t  to first-order accuracy: 
 , 2 , 2
0
lim 0.5. . 0   
 
   N t t N t t
t
g t g  (4.65) 
while the gap impenetrability constraint is again achieved at time-step 2 t t  to 
second-order accuracy, as obtained similarly to Eq. (4.62): 
2
, 2 ,min , 2
0
lim( ) . . 0   
 
   N t t N N t t
t
g g t g  (4.66) 
In addition to convergence to zero gap and gap-rate, substituting Eqs. (4.65) and (4.66) 
within the constraint function at time 2 t t  enforces a zero gap acceleration: 
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2 , 2 ,min , 2 , 2
2
, 2
. 0.5 . .
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 
     
  
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t t N t t N N t t N t t
N t t
g g t g t g
t g

 (4.67) 
It is clear from the above that the proposed approach enforces persistent contact in 
terms of zero constraint value, rate and acceleration over two time-steps. It is shown 
later that, for a fully discretised system undergoing persistent dynamic contact, these 
desired characteristics ensure a numerically robust solution procedure which predicts 
realistically the contact force history. Furthermore, it is shown that an energy consistent 
response can be achieved provided a sophisticated spatial discretisation is considered. 
The energy consistent characteristic along with the conservation laws of linear and 
angular momentum are discussed in detail in the next section. 
4.5.3 Properties of proposed dynamic contact algorithm 
Consider a typical time sub-interval  1,  n nt t   and assume that the structural 
configuration and nodal kinematics are given initial data with associated total linear 
momentum nL , total angular momentum nJ  and total kinetic and potential energy nV  
and nU , respectively. The objective here is to demonstrate that the proposed DVA 
impact method ensures for persistent contact analysis algorithmic energy consistency to 
the actual solution at time 1n nt t t    with proper spatial discretisation, such that the 
linear and total angular momentum is conserved in  1,  n nt t  , that is: 
1n nL L   and 1 n nJ J   (4.68) 
It is important to note that the properly discretised system in this context refers to the 
requirement for the spatial discretisation to be capable of capturing accurately the 
impact wave propagation during persistent contact. 
The momentum preserving properties along with energy consistency pose strong 
restrictions on the numerical stability and accuracy of time-integration schemes. For 
Hamiltonian systems (non-dissipative) the energy consistency characteristic transforms 
into energy conservation of the system, while energy decay is apparent for energy 
dissipative systems including for example plasticity or friction. It is now well-
Chapter Four                  Advanced DVA Impact Method 
144 
established that, instead of the necessary spectral radius criteria used in linear analysis 
(Zienkiewicz and Taylor, 2005), a sufficient condition for unconditional stability in 
nonlinear analysis is realised through the conservation or decay of the total energy 
within a time-step (Kuhl and Crisfield, 1999) given as: 
     
1 1 1
1 1 1   
n n next ext
n n n n n n n n n
U U V V W W or U V W
  
          (4.69) 
where nW  is the work done by the loads at time nt  for the given temporal discretisation 
 10 1,

 
m
n n nt t  of the time interval of interest  0,T . Note that the notation  
1

n
n
 shown 
in Eq. (4.69) is defined as the incremental difference of the variable within the time-
step  1, n nt t  (i.e.  
1
1

 
n
n nn
   ). 
Within the Generalised family of methods, expressed by Eq. (4.6), energy conserving 
time-integration schemes, at least in the linear elastic regime, include the well-known 
trapezoidal rule, midpoint rule and EMM. Therefore, we restrict the focus in the next 
sections to the commonly used trapezoidal rule and the EMM, bearing in mind that the 
EMM simplifies into the midpoint rule for linear elastic analysis (Simo et al., 1992). 
4.5.3.1 Linear momentum 
The total linear momentum expression can be written for a discretised system with a 
total number of nodes noden  as: 
,
, 1
=

 
noden
A B B
t t
A B
L M d  (4.70) 
where for  1,n n nt t t   
,A BM  represents the mass component in row A and column B 
of the consistent/lumped mass matrix  M , and  td  is the vector of nodal velocities. 
Note that the superimposed B is defined as the component in the row B of a vector. The 
incremental equation for conservation of linear momentum is provided below using the 
Generalised method time marching algorithm: 
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        1 , 1 1
, 1
= . 0.5 0.5

 

        
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n A B B B B B
n n n nn
A B
L t M d d d d  (4.71) 
Using Newton's third law and considering that the only non-zero external traction force 
for a time increment  1, n nt t  to be the contact force, the incremental linear momentum 
equation simplifies to zero for the EMM ( 0.5  ) (Armero and Petocz, 1998): 
     
1 ,
1 0.5 1 0.5
1 1
= . . 0

   
 
   
node noden n
n B B c
n nn
B B
L t R t P  (4.72) 
Similarly, the linear momentum conservation characteristic can be shown to be 
inherited for the well-known trapezoidal rule ( 0.5  ): 
           
1 , ,
1 1
1 1
= . . 0
2 2

 
 
 
     
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n B B B c B c
n n n nn
B B
t t
L R R P P  (4.73) 
4.5.3.2 Angular momentum 
Another important conservation property that is of particular importance for dynamic 
analysis of structures with general motion and large rotations is the conservation of 
angular momentum. The total angular momentum for a discretised system can be 
expressed at time  1,n n nt t t   by: 
 ,
, 1
= .

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noden
A B B B
t t t
A B
J M x d  (4.74) 
where tx  is the nodal global position vector obtained for an arbitrary reference position, 
and consistent with previous notations the superimposed B is defined as the component 
in the row B of this vector. Based on this, for Generalised method the incremental 
equation for angular momentum becomes: 
            
1 , ,
1 1 0.5 1 0.5 1
, 1 , 1
for 2 0.5: 0
= 

     
 
 
       
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n A B B B B A B B B B
n n n n n nn
A B A B
J M x x d M x d d
 
 (4.75) 
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in which the first part of the incremental equation can be easily shown to be equal to 
zero for 2 0.5    (i.e. EMM or trapezoidal rule). From Eq. (4.75), for the EMM, 
conservation of total angular momentum of impacting bodies can be ensured provided 
that the gap function is evaluated at the mid-structural configuration as below: 
         
          
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(4.76) 
where slaven  represents the number of coupled contacting points on the penetrating 
interfaces. The well-known trapezoidal rule fails to conserve the total angular 
momentum in the system, where: 
               
1 , ,
1 0.5 1 1 0.5 1
1 1
= . .
2 2

     
 
 
      
node noden n
n B B B B B c B c
n n n n n nn
B B
t t
J x R R x P P  (4.77) 
Nevertheless, one can show that conservation of angular momentum holds for the 
trapezoidal rule method when evaluated at the mid-points of each interval, i.e. 
   1 0.5 0.5n nJ J    (Simo et al., 1992). Furthermore, with respect to the contact 
contribution to the incremental angular momentum variation, conservation of angular 
momentum can be achieved for structures with non-varying interface normal and hence 
may be controlled with the analysis time-step size. 
To conclude, the DVA method can effectively achieve the exact conservation of 
momentum laws, using the EMM method, by simply evaluating the gap function at the 
mid-point structural configurations of each interval, i.e.
  1 0.5 N ng d . However, for 
dynamic analysis of problems which does not involve large rotational motions the 
midpoint and trapezoidal algorithm are commonly employed with no significant loss of 
accuracy. Several types of engineering problems fall into this category particularly in 
the field of civil engineering where structural rotations are not significant. Some of 
these problems are investigated in detail in Section 4.7 of this chapter for nodal impact 
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as well as in Chapters 5 and 6 where several complex node-to-surface contact examples 
are considered using the trapezoidal rule and HHT-α methods. 
4.5.3.3 Energy variation 
As discussed in detail before, the proposed DVA impact algorithm is devised for 
persistent contact analysis of discretised structures capable of capturing accurately the 
impact wave propagation during the persistent contact. In this section, it is shown that 
for such systems the algorithm effectively achieves energy consistency at an accuracy 
that improves with further spatial and time discretisation. 
To investigate the numerical stability of the trapezoidal rule and EMM with respect to 
the dynamic contact inherent nonlinearity, the incremental energy balance is considered 
for nodal contact by setting time-marching parameters 2 0.5   . For this purpose, 
assuming a constant symmetric mass matrix during the analysis time interval (  0,T ), 
the incremental energy balance is written in terms of mean values of the applied force 
vector and increments of the nodal kinematic vectors, as given by: 
               
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 (4.78) 
From Eq. (4.78), the energy gain or loss associated with dynamic contact force can be 
considered as the dot product of the incremental displacement vector     1 n nd d  
and the mid contact force vector (
  1 0.5 cnP ). It can be shown that this incremental 
energy is given by: 
           ,1 , 1 ,1 0.5 1 0.5
1
. .    

  
slaven
T c B B B S
n n N n N nn n
B
d d P g g P  (4.79) 
Therefore, the energy gain or loss can only occur in the initial impact and release time-
steps, in which both the mid contact force (  
,
1 0.5 
B S
n
P ) and the incremental normal gap 
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functions  , 1 , B BN n N ng g  for a pair of master and slave nodes are non-zero. In the next 
sections, it is shown that for persistent impact analysis using the proposed DVA 
constraint, this energy variation can be reduced by further spatial discretisation, which 
leads to an effective and algorithmic satisfaction of the total energy consistency. 
4.5.3.4 Energy evaluation for rigid impact 
Although the proposed DVA contact algorithm is devised for persistent contact 
analysis, to investigate the energy stability during impact using the DVA constraint, the 
energy variation for a simple problem of a rigid ball impacting against a rigid wall is 
examined here in detail. For this, a non-accelerating particle ( 0 0a  ) with initial 
velocity ( 0 0v  ) is considered upon its impact with a rigid surface, as depicted in 
Fig. 4.4. The variable  0,1   shown in Fig. 4.4 defines the fraction of the analysis 
time-step in which the actual contact will occur. 
 
Fig. 4.4. Rigid impact of a non-accelerating particle. 
Figure 4.5 illustrates the energy variation using second-order accurate non-dissipative 
Newmark family method ( 0,  0.5f m     ) and considering the unconditional-
stability criteria (
2


 ). The DVA constraint algorithm parameters in Fig. 4.5 are set 
equal to 1,  1d vq q   and 0.25aq   in accordance with the full compatibility 
evaluation described in Section 4-5 and using dimensionless velocity and acceleration 
weighting factors of the Generalised recurrent method. It is shown that for the 
unconditionally stable range, the energy ratio is less or equal to unity ensuring energy 
decay in the system regardless of the initial velocity. Moreover, it is demonstrated that 
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the trapezoidal rule method ( 2 0.5   ) combined with the Lagrangian DVA 
constraint can lead to an energy decay varying quadratically from 1 to 0 times the initial 
value prior to contact for   from 0 to 1, respectively. 
In fact, it is identified that for the considered problem the trapezoidal rule, midpoint 
rule and EMM are exactly the same in terms of energy variation and response. This is 
expected, since for the linear problem the trapezoidal and midpoint rule are identical 
(Simo et al., 1992). Therefore, bearing in mind the importance of these algorithms in 
terms of their desirable algorithmic properties, comparison is made here for this 
problem with the various constraint functions, where the results are shown in Fig. 4.6. 
As discussed in detail in Chapter 3, it is shown again in Fig. 4.6 that the trapezoidal 
rule/midpoint rule combined with Lagrangian displacement constraint can lead to an 
erroneous energy increase of up to 9 times the initial value prior to contact, whilst the 
use of the velocity constraint is shown to conserve exactly the system energy. Here, to 
examine further the energy variation of the new DVA method, different weighting 
constraint parameters are considered for solving the rigid impact problem. 
It is shown that the Lagrangian DVA constraint with parameters set as 0,  1 d vq q  
and 0aq  achieves exact energy conservation if the two bodies get in contact exactly 
at the beginning of a time-step ( 0 ). On the other hand, unlike the Lagrangian 
displacement constraint the DVA method remains stable exhibiting energy decay in the 
system varying from 1 to zero. It is noted that, although all the DVA constraints 
considered in Fig. 4.6 are capable to enforce the full kinematic compatibility for a 
persistent contact analysis, the Lagrangian DVA constraint with parameters set as 
1,  1 d vq q  and 0.25aq  results in the least energy decay in the system and is hence 
considered from here onwards as the main parameters for investigating the algorithm. 
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a) 3D view 
 
b)  2D view (energy ratio vs  ) 
Fig. 4.5. Energy ratio of particle impact with rigid surface: DVA with Newmark 
method ( 0.5 ). 
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Fig. 4.6. Energy gain/loss of particle impact with rigid surface: EMM/midpoint/ 
trapezoidal. 
4.5.3.5 Energy evaluation for persistent impact 
In this section the performance of the proposed DVA method for a persistent dynamic 
contact analysis is investigated in detail. For this, an improved structural idealisation of 
the impact problem studied in previous section is considered using simple but insightful 
bar idealisations to capture the compressive wave propagation during impact. Based on 
this, the impacting body is discretised with linear elastic springs, as shown in Fig. 4.7, 
to capture any deformations induced in the system during impact. 
 
Fig. 4.7. Geometric configuration and discretisation of impacting elastic rod. 
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To model nodal impact against the fixed wall, a stationary restrained node is considered 
at the location of contact (Fig. 4.7). No initial applied loading is considered, and the rod 
is uniformly discretised along its length ( 1.0L m ) by 2-noded 1D linear elastic 
elements. The bar is considered in these simulations to have a unit cross section 
( 
21.0A m ) as well as unit Young‟s modulus ( 21.0 /E N m ) and material density of 
31.0 .kg m  . 
A program is developed in MATLAB for the analysis of 1D impacting rod problems 
allowing for spatial and temporal discretisation. The program is written for the general 
time-integration schemes using a Newton-Raphson solution procedure, where focus is 
given here to the trapezoidal rule and EMM (midpoint rule) for temporal discretisation. 
Consistent mass matrices are considered, though it was observed that analogous 
responses are obtained with lumped mass matrices for a sufficiently fine discretisation. 
Convergence criteria are based on the condition   1 1  
T
j jG G  , where  1jG  is the 
vector of out of balance in the current iteration  1j   and the tolerance parameter   is 
chosen as 
7 210 N . 
In terms of the contact algorithm, the proposed DVA method is implemented in the 
developed program, covering all the Lagrangian contact algorithms discussed so far 
using appropriate parameters. Focus is given here to the parameters of the new DVA 
method presented in the previous section: 1,  1d vq q   and 0.25aq  . 
To capture all modes of vibrations, the analysis time-steps for the numerical 
simulations presented here are chosen as less than 12% of the minimum period obtained 
from the eigenvalue analysis of the structure (
min, .stT ). Using the powerful theorem 
stated for finite element problems (Irons and Treharne, 1972), it can be shown that a 
minimum period obtained from eigenvalue analysis of individual elements (  
min, .elT ) is a 
lower bound of the minimum systems period: 
min, . min, .el stT T . Using a consistent mass 
matrix, for 1D linear elastic elements with elastic modulus E  with ./ elL n  element 
length, the minimum period for individual elements is obtained as: 
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min, .
.
.
3
el
el
L
T
E n

   (4.80) 
where .eln  represents the number of elements used for rod spatial discretisation.In terms 
of temporal discretisation, focus is given here to the well-known trapezoidal rule and 
EMM time-integration schemes, bearing in mind that the EMM simplifies to the 
midpoint rule for linear elastic systems. 
4.5.3.5.1 Lagrangian DVA method 
The performance of the proposed Lagrangian DVA constraint method is considered 
utilising first the well-known trapezoidal rule. To investigate the effect of spatial and 
temporal discretisation the structure is initially considered with a coarse mesh and time-
step size of 12% the minimum period of individual elements (
min, .elT ). Figure 4.8 depicts 
the dynamic response obtained using this algorithm, where the rod is modelled with
. 20eln  spring elements and time-step size is equal to 
21 10t s   . 
The exact solution for the continuum system of the problem considered here is studied 
in the literature (Wriggers, 2006). Using wave propagation theory, it can be shown that 
for the exact solution an initial constant stress front with the magnitude of 21 .  N m  
propagates along the rod with the elastic wave speed of 
1/ 1 .  c E m s . Hence, the 
rod will undergo a persistent impact and will be separated when the reflection of 
compressive wave force propagates back to the front end at 0
0
2
2.0075

  
d L
t s
v c
. 
Based on this the time interval of the analysis for all simulations is considered to be 
well beyond the release state at 5T s . 
It is shown in Fig. 4.8(a-c) that even for a coarse mesh ( 2
. 20,  1 10
   eln t s ) the 
proposed DVA method achieves the compatibility of gap displacement, velocity and 
acceleration, respectively, during the persistent contact duration 
(i.e.  0.0075,2.0075t ). This strict satisfaction of the kinematic compatibilities leads 
to a correct force-history prediction with small oscillations about the exact value of 1N 
during the persistent contact as shown in Fig. 4.8(d). The release state for the coarse 
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mesh is predicted with reasonable accuracy at just below t=2s which is shown later on 
to become closer to the exact solution as spatial discretisation is refined. The numerical 
robustness and energy stability of the DVA method is illustrated in the energy evolution 
history shown in Fig. 4.8(e). The total energy decay (E ) in the system is shown in 
Fig. 4.8(f) to be equal to 0.8% of the total initial energy in the system for the coarse 
mesh considered.  
To illustrate the improved accuracy in the response prediction as well as energy 
conservation, the structural discretisation is refined both spatially and temporally by 
5 times. It is shown that full kinematic compatibility still holds for the refined structure 
(Figs. 4.9(a-c)), whilst the response prediction for the contact duration and the release 
state is exact (Figs. 4.9(d)). More importantly, the total energy variation in the system 
( E ) is shown to be reduced to about one-fifth, from 37.8 10 .  E N m  (Fig. 4.8(f)) 
to 31.67 10 .  E N m  (Fig. 4.9(f)), as the discretisation is refined by 5 times. 
Further mesh and time-step refinements result in similar desirable characteristics in 
terms of improved response prediction, particularly for the contact force-history and 
energy conservation. In this respect, two finer mesh discretisations are considered; the 
first one with ( 3. 400,  0.5 10
   eln t s ) and the second with twice the number of 
elements and half the time-step size ( 4
. 800,  2.5 10
   eln t s ). Here for conciseness, 
the improvement in response computation of the contact-force and total energy 
variation of the system is depicted in Fig. 4.10 for the two refined models.  
It is shown that as the structure is refined the finite element solution becomes more 
accurate and the accuracy of the contact force history is improved significantly 
(Figs. 4.10(a-b). The energy variation in the system for the analysis with the two 
refined discretisation is plotted in Figs. 4.10(c-d), where it is demonstrated that the 
percentage of energy decay is halved from 0.04%

 
E
E
 to 0.02%

 
E
E
 as the 
structural discretisation is refined, thus the system energy error is directly proportional 
to the mesh size. 
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a) Displacement history 
 
b) Velocity history 
 
c) Acceleration history 
 
d) Contact force history 
(via multiplier) 
 
e) Energy history 
 
f) Total energy variation 
Fig. 4.8. Impact response using trapezoidal rule with Lagrangian displacement 
constraint  2. 20,  1 10 .   eln t s  
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a) Displacement history 
 
b) Velocity history 
 
c) Acceleration history 
 
d) Contact force history 
(via multiplier) 
 
e) Energy history 
 
f) Total energy variation 
Fig. 4.9. Impact response using trapezoidal rule with Lagrangian displacement 
constraint  3. 100,  2 10 .   eln t  
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a)  3. 400,  0.5 10   eln t s  
 
b)  4. 800,  2.5 10   eln t s  
 
c)  3. 400,  0.5 10   eln t s  
 
d)  4. 800,  2.5 10   eln t s  
Fig. 4.10. Improved impact response and energy conservation with Lagrangian DVA 
constraint utilising trapezoidal rule. 
Analogous results have been obtained for the well-known EMM or midpoint rule with 
the proposed DVA method, and an example for such analysis is provided in the 
Appendix B.1 for completeness. 
4.6 Computer implementation 
In view of the desirable characteristics of the proposed DVA method demonstrated 
analytically and numerically, a new DVA nodal impact formulation is devised and 
implemented as a single degree of freedom at the local level of a joint element into the 
nonlinear structural analysis program ADAPTIC (Izzuddin, 1991). The extension of 
this formulation to account for node-to-surface frictionless contact problems is 
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developed and discussed in Chapter 5. Note that both the proposed node-to-node and 
node-to-surface contact formulations can be used with finite elements accounting for 
both geometric and material nonlinearity, though in this chapter only linear material 
response is considered for the purpose of examining energy conservation in the system. 
In the following section, the contact element formulation is provided for the proposed 
DVA constraint. The element is devised to use a generalised normal gap variable and 
the Lagrange multiplier as its local degrees of freedom and hence the formulation can 
be directly used for both node-to-node and node-to-surface contact elements. 
For element formulation, the contact force is represented hereafter as an internal 
resistance force, which is in principle equivalent to the analogy that considers the 
contact force as two equal and opposite external applied loads. Based on this, the 
calculation of local tangent matrix and local resistance force vectors are presented. 
Finally, the transformation formulation to obtain the contact element contribution to 
global tangent matrix and resistance force vector are shown. 
4.6.1 Local and global tangent stiffness matrices 
Using the principle of stationary total potential energy, the equilibrium equation for the 
contact state constraint formulation (i.e. 1DVA ) can be written as below using the chain 
rule: 
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and: 
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where the interface energy constraint for the contact state 1DVA  is shown in Eq. (4.51). 
Therefore, setting 
1
. .   d v aq q q

 
 and considering the normal gap  ,N tg  and 
multiplier  t  as local degrees of freedom, the local tangent stiffness matrix ( ,  
c
L t K ) 
and local resistance force vector ( ,cL t R ) are defined as: 
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(4.83) 
Further simplification of Eq. (4.83) following can be obtained: 
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From Eq. (4.84), the transformation of the local tangent matrix contribution and local 
resistance force vector of the contact element to global system can be obtained as 
expressed below: 
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where the variable z is the total number of global degrees of freedom plus the additional 
multipler(s). Here only one additional multiplier is considered for simplification of the 
formulations. The vector  
( 1)z
T  and the matrix  
( 1) ( 1)  

z z
 shown in Eq. (4.85) are the 
first and second derivatives of the normal gap with respect to the global degrees of 
freedom, respectively, as given below: 
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(4.86) 
Similarly, the equilibrium equation  2DVA  for the zero traction force contact state can 
be written for the local degrees of freedoms as below: 
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and 
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Therefore, linearisation of the equilibrium equation we have: 
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Based on this the global tangent matrix and resistance force vector for the zero-traction 
force state can be easily calculated as follows: 
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4.7 Numerical examples 
In order to demonstrate the superiority of the proposed DVA method to the previous 
algorithms discussed so far, two persistent impact numerical examples of impacting rod 
and sphere are studied herein using the implemented DVA nodal impact algorithm. In 
this respect, the desirable characteristics of the DVA method in enforcing full kinematic 
compatibly at the contacting interfaces are demonstrated for complex persistent impact 
problems with geometric nonlinearities. It is shown that the essential full kinematic 
enforcement leads to an energy-consistent algorithm which can predict accurately the 
persistent contact force regardless of the analysis time-step size or numerical 
dissipation of the time-integration scheme. 
4.7.1 Rod impact 
The impact problem of two identical elastic rods, studied in the previous chapter 
(Fig. 4.11), is considered to illustrate the relative advantages of the DVA method. No 
initial applied loading is considered, and the rods are uniformly discretised along their 
length ( 1.0L m ) by 2-node 1D linear elastic elements. The rods have a unit cross 
Chapter Four                  Advanced DVA Impact Method 
162 
section ( 21.0A m ) as well as unit Young‟s modulus ( 21.0 /E N m ) and material 
density ( 
31.0 / kg m ). 
 
 
 
Fig. 4.11. Geometric configuration and discretisation of impacting elastic rods. 
For the analysis, the MATLAB programme developed for the analysis of 1D impacting 
rod problems is used. The program allows for spatial mesh and temporal refinements 
enabling sensitivity analysis to be undertaken. In terms of temporal discretisation, the 
general time-integration scheme is employed with a Newton-Raphson solution 
procedure, where focus is given here to the trapezoidal rule and EMM (or midpoint 
rule). Consistent mass matrices are considered here for completeness, though similar 
responses are obtained with lumped mass matrices for a sufficiently fine spatial 
discretisation. A similar convergence criterion to that used previously is considered 
based on the condition    1 1  
T
j jG G  , where  1jG  is the vector of out-of-balance 
force vector in the current iteration  1j   and the tolerance parameter   is chosen as
7 210 N . 
In terms of the contact algorithm, focus is given to the novel DVA method with the 
suggested algorithmic weighting parameters set as 1,  1 d vq q  and 0.25aq . For 
comparison with contact algorithms previously described and to highlight the 
advantages of the proposed method, analogous spatial and temporal discretisations used 
in Chapter 3 are re-examined with the proposed DVA method. Hence, the analysis 
time-steps for the numerical simulations presented for the rod example are again 
considered to be less than 12% of the minimum period obtained from eigenvalue 
analysis of individual elements  min, .elT  for all numerical simulations (Irons and 
Treharne, 1972). For spatial discretisation, linear elastic elements with .elL n  element 
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x 
0 1v m/sec  0 0v m/sec  
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length are considered, where .eln  represents the number of elements used for modelling 
each rod. 
4.7.1.1 Response with proposed DVA method 
The collinear impact of the two identical rods is first discretised with . 100eln  and a 
time-step 32 10t s   . The results are plotted in Fig 4.13 for the trapezoidal rule, 
although analogous results can be obtained with the well-known EMM (midpoint rule). 
To illustrate the enforcement of the kinematic compatibilities at the contacting interface 
(Fig. 4.12), the displacement, velocity and acceleration history of the contacting nodes 
A and B are plotted in Figs. 4.13(a-c), respectively, for the time interval of interest 
 0, 5t T s  . 
It is shown in Fig. 4.13(a) that at an early stage of the analysis ( 37.5 10t s  ) the two 
bodies come into contact, and the DVA method effectively enforces a zero gap 
displacement with great accuracy and absolute tolerance of less than 63 10 m  
throughout the duration of the persistent impact. Consistent with the exact continuum 
solution, the two bodies remain in persistent contact for the duration of 2 seconds (up to 
2.0075t s ), where full enforcement of the gap velocity and gap acceleration is 
achieved using the proposed DVA method. More importantly, it is shown in 
Fig. 4.13(d) that a persistent contact force history is predicted for the whole duration of 
impact with some negligible high-frequency oscillations about the exact value of 
0.5F N  due to the numerical dispersion of the solution near discontinuities at the 
initial contact and rebound stage. The evolution of the energy in the system is shown in 
Fig. 4.13(e), and the percentage of energy variation over the initial total energy is 
shown to be negligible at around –0.17% (Fig. 4.13(f)). 
To confirm that the DVA method conserves its desirable characteristics under spatial 
and temporal discretisation, the response of a refined discretised system with . 200eln  
and 31 10t s    is presented in Fig. 4.14. It is shown that, unlike the conventional 
Lagrangian displacement constraint (discussed in detail in Chapter 3), for finer 
discretisation the FE response prediction with the proposed DVA method becomes 
more accurate in terms of force prediction. Furthermore, it is illustrated that halving the 
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temporal and spatial discretisation results in better energy consistency in the system 
standing in this case at about -0.085% (Fig. 4.14(e-f)) which is half its former value. 
Further improvement in accuracy is achieved with spatial and temporal refinement, 
which leads to a reduction in the perturbation of high frequency oscillations of the 
contact force at the initial contact and rebound stages. To illustrate this, the mesh is 
further refined with a total number of elements of . 1000eln  and a time-step of 
42 10t s   , where the results are depicted in Fig. 4.15. The significant improvement 
in the response in terms of both the contact force prediction (Fig. 4.15(d)) and energy 
conservation (Fig. 4.15(f)) are evident in comparison with the response obtained for the 
coarser discretisation. 
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a) Displacement history 
 
b) Velocity history 
 
c) Acceleration history 
 
d) Contact force history 
(via multiplier) 
 
e) Energy history 
 
f) Percentage of energy variation 
Fig. 4.12. Impact response using trapezoidal rule with DVA method
 3. 100,  2 10 .   eln t s  
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a) Displacement history 
 
b) Velocity history 
 
c) Acceleration history 
 
d) Contact force history 
(via multiplier) 
 
e) Energy history 
 
f) Percentage of energy variation 
Fig. 4.13. Impact response using trapezoidal rule with DVA method
 3. 200,  1 10 .   eln t s  
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a) Displacement history 
 
b) Velocity history 
 
c) Acceleration history 
 
d) Contact force history 
(via multiplier) 
 
e) Energy history 
 
f) Percentage of energy variation 
Fig. 4.14. Impact response using trapezoidal rule with Lagrangian displacement 
constraint  4. 1000,  2 10 .   eln t s  
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4.7.2 Sphere impact 
To further illustrate the advantages of the proposed DVA method for persistent impact 
analysis, the impact of a hollow steel sphere with a rigid plane surface studied in 
Chapter 3 is considered. This problem is re-examined here to compare the results and 
highlight the significant improvements in the response for the proposed DVA method 
for a persistent contact problem undergoing significant deformations. 
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lumping for curved shell element 
Fig. 4.15. Geometric configuration and discretisation of impacting elastic sphere. 
Note that for conciseness a brief description of the main aspects of the problem is 
provided here and an expanded elaboration can be found in Chapter 3 Section 3.5.2. 
The steel sphere is considered to have an initial velocity of 75m/s and no initial or 
gravity loading is considered during the analysis. Typical elastic material properties for 
steel are considered with Young‟s modulus 210E GPa , Poisson‟s ratio 0.3  and 
material density of 
3 38 10 /  kg m . Note that the proposed DVA contact algorithm 
can be used with finite elements accounting for both geometric and material 
nonlinearity, though in this chapter only a linear material response is considered so as 
to examine energy conservation in the system, with the elasto-plastic response 
considered later in Chapter 6. 
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Temporal discretisation is again considered with the trapezoidal rule method using the 
different algorithms for contact analysis. Note that the analysis considered herein with 
the trapezoidal rule method possesses no numerical dissipation during contact; 
therefore, the numerical stability of analysis with the proposed algorithms will not be 
affected by refining the temporal discretisation. To model impact, contact elements are 
provided between the sphere nodes on the rings parallel to the x-y plane and the planar 
surface (Fig. 4.16). It is shown later that due to the relatively high initial velocity the 
sphere experiences significant deformation, and several contact points are detected 
along the different rings. 
The considered time-step sizes are less than 0.5% of the period for radial vibration of 
the hollow sphere, which is obtained with eigenvalue analysis (Fig. 4.17) as
3
radial mode 7.65 10 s
 T . This is close to the theoretical value of 3radial mode 7.25 10 s
 T  
derived by Love (1944) assuming a very thin spherical shell of radius. 
 
 
 
 
 
 
 
 
 
Fig. 4.16. Spatial discretisation used for modelling sphere. 
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Fig. 4.17. Initial configuration (dashed line) and mode shape (solid line) for sphere. 
4.7.2.1 DVA method 
The structural response histories obtained for the elastic sphere impact problem using 
400 shell elements and utilising the trapezoidal rule method with 51 10  t s  are 
plotted in Fig. 4.18. It is shown that the gap distance history obtained with the proposed 
DVA method (Fig. 4.18(a)) is identical to the results obtained with the energy 
conserving algorithms such as the proposed regularised penalty method and Lagrangian 
velocity constraint discussed in Chapter 3 (Figs. 3.20 and 3.19, respectively). 
In addition to the enforcement of zero gap displacement during contact, it is shown in 
Fig. 4.18(b-c) that the proposed DVA method imposes the velocity and acceleration 
compatibilities during the persistent contact for a point on the representing 1
st
 ring. This 
is in sharp contrast to the previous algorithms discussed so far (Chapter 3). These 
desirable characteristics of the DVA method results in a realistic prediction of the 
contact force history for persistent mechanical contacts as shown in Fig. 4.18(d). 
Furthermore, the algorithm is shown once again to be numerically stable, exhibiting 
negligible energy decay in the system (Figs. 4.18(e-f)) with the percentage of the 
energy decay in the system standing for the current spatial discretisation at about -1%. 
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a) Normal gap distance 
history(plotting intervals: 5) 
 
b) Gap-rate history 
 
c) Gap-acceleration history 
 
d) Contact force history (via multiplier) 
 
e) Energy history 
 
f) Percentage of energy variation 
Fig. 4.18. Impact response using trapezoidal rule with Lagrangian DVA constraint 
 5. 400,  1 10 .   eln t s  
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4.7.2.2 Comparison with the previous algorithms 
Comparison between the responses of the energy conserving solutions obtained with 
the DVA, regularised penalty and the velocity constraint shows excellent agreement for 
the vertical displacement at the upper end of the sphere as demonstrated in Fig. 4.19. 
On the other hand, the numerically unstable Lagrangian displacement constraint is 
shown to experience increasing perturbation in the displacement field history as the 
energy in the system increases. For the conventional Lagrangian displacement 
constraint, this eventually results in a loss of convergence for long duration analysis of 
structures undergoing persistent contact or multiple dynamic contacts. 
 
Fig. 4.19. Vertical displacement history at top of sphere. 
4.7.2.3 Effect of spatial refinement 
The responses described so far are for the simulation of the steel sphere problem with 
400 shell elements. A refined discretisation is therefore considered here using the 
incremental polar angles parameters (Fig. 4.15(b)) set as / 42    and 2 / 40.    
Based on this and considering the two massless circular rigid plates at the two ends, a 
total of 1600 shell elements are considered for the refined analysis. 
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For mesh sensitivity analysis of the FE model with the proposed DVA method, a 
comparison is made between the two mesh discretisations with 400 and 1600 shell 
elements. It is illustrated in Fig. 4.20(a) that the prediction of the vertical displacement 
is very similar for the two analyses leading to the conclusion that the coarser mesh 
could effectively represent the overall behaviour of the structure. Furthermore, although 
the percentage of the energy decay in the system with the coarser mesh was negligible 
at about -1%, it is shown that further spatial discretisation (1600 elements) significantly 
improves the energy conservation characteristics with only -0.4% energy variation as 
shown in Fig. 4.20(b). 
 
a) Top vertical displacement history 
 
b) Percentage of energy variation 
Fig. 4.20. Effect of spatial refinement. 
4.8 Conclusions 
In this chapter, a novel approach is proposed to enforce the displacement, velocity and 
acceleration compatibility (so called DVA constraint) between contacting interfaces, 
which in contrast to the existing DVA methods can be used for FE analysis of problems 
exhibiting geometric and material nonlinearities. The advanced DVA method is devised 
such that the kinematic compatibilities at the interface are consistent with the solution 
for a continuous system without any special treatment in the solution procedure for the 
contacting nodes. Furthermore, this is achievable in conjunction with prevalent implicit 
time-integration schemes such as the trapezoidal rule, midpoint rule, HHT-α and the 
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more recently developed Energy-Momentum family of methods (Simo et al., 1992; 
Kuhl and Crisfield, 1999). 
The proposed DVA method is shown to avoid the spurious oscillations between the 
contacting nodes occurring in previous algorithms, such as Lagrangian velocity or 
displacement constraints presented in Chapter 3, and maintains energy stability through 
negligible algorithmic energy decay in the system, the value of which can be reduced 
with refinement in spatial and temporal discretisation. Therefore, accurate dynamic 
contact force-history and energy consistency are ensured without any need for special 
treatments such as artificial viscosity (Neumann and Richtmyer, 1950; Benson, 1991) 
or the use of numerical damping as considered in Chapter 3. 
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Chapter 5 
5 Node-to-Surface Dynamic Contact 
5.1 Introduction 
In dynamic contact analysis performed with the finite element method, the contact 
surfaces are divided spatially into segments where a contact algorithm is required for 
the enforcement of appropriate contact boundary conditions. Contact elements can be 
formulated on a node-to-node basis for the nonlinear large displacement analysis of 
some special problems, as shown in the numerical examples of the previous chapters 
for the impact problem of the hollow sphere with a rigid foundation. However, for more 
complicated mechanical contact problems which involve general motions such as 
sliding, node-to-node algorithms cannot be employed even for geometrically linear 
analysis. The most frequently used discretisation technique for large displacement 
contact between surfaces, allowing for non-matching meshes and arbitrary sliding of a 
node over the entire contact area, is the so-called node-to-segment approach. 
Hallquist et al. (1984) were amongst the first to develop and implement the node-to-
segment approach for treating structural problems where nearby components may 
independently impact, slide and separate along material interfaces. For this, 
Hallquist et al. considered a conventional penalty formulation within an explicit code 
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for dynamic contact analysis of nodes and flat shell elements. The original algorithm 
devised by the authors uses a four-step general interface treatment which aims to 
determine the location of the contacting point on the segment (called master segment) 
as well as the penetration gap between the impacting node (called slave node) and the 
corresponding master segment. Some of the steps outlined in this search algorithm are 
still in-use with some improvements and modifications to adapt to more general contact 
problems. One of the pitfalls of the original algorithm is that the algorithm was only 
formulated assuming a flat surface with the non-variant normal to the surface calculated 
at the point of closest master nodes. Furthermore, for curved edges the algorithm could 
fail to predict accurately whether the contacting nodes are within the appropriate 
segment domain. 
Simo et al. (1985) devised a perturbed dynamic contact algorithm for a class of two-
dimensional (2D) problems spatially discretised with 4-node isoparametric elements. 
The algorithm discretises contact interfaces into the contact segments and uses an 
average gap function between the two bodies to have better treatment of the 
impenetrability constraints particularly for analysis with coarse meshes. 
Bathe and Chaudhary (1985) also developed an algorithm for the solution of two-
dimensional planar and axisymmetric contact problems which uses a Lagrange 
multiplier technique to incrementally impose the deformation constraints along the 
contact surfaces. The authors extended their algorithm (Chaudhary and Bathe, 1986) for 
contact analysis between multiple three-dimensional (3D) bodies. For the discrete 
contact algorithm, a typical Lagrangian multiplier constraint was employed for 
enforcing the displacement compatibility during dynamic contact between the nodes 
and segments of the contacting and target bodies, respectively. The algorithm is 
developed for non-flat 4-node quadrilateral segments, but it assumes that the normal 
vector for the entire surface of a generic segment is equal to the surface normal vector 
at the intersection of the diagonals. Furthermore, the geometry of the generic target 
segment is approximated by four triangles made with the intersection of the diagonals 
and a common vertex at the intersection point rather than using the element shape 
functions. These assumptions could lead to inaccurate results particularly for contact 
analysis of problems with curved elements. 
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The extension and development of node-to-segment contact algorithms for more 
general cases can be found in later works by Benson and Hallquist (1990) for self-
contact analysis of axially buckled square tubes and by Laursen and Simo (1993) for 
deformable multi-body frictional contact problems. For deformable multibody contact 
frictionless problems, constant pressure field patch tests were developed for 2D contact 
problems by Taylor and Papadopoulos (1991), which were later extended to 3D contact 
problems (Papadopoulos and Taylor, 1993). In addition to the patch tests, El-Abbasi 
and Bathe (2001) investigated the stability and solvability of the node-to-segment 
contact algorithm, where it was concluded that the one pass node-to-segment contact 
formulation passes the stability condition whilst a smooth contacting interface 
boundaries is required to achieve constant contact pressure across the contact interface. 
A patch test carried out by Matzen et al. (2013) found that with a smooth contacting 
boundary interface one can achieve approximately a constant Cauchy stress distribution 
which differs from the correct stress value only in the third digit. Moreover, it is 
important to note that typical node-to-segment contact patch test is not of concern when 
contact between a flexible and a rigid body is considered. The reason is that for such 
cases a smooth contact interface can be realised easily with a one-pass node-to-segment 
algorithm as the mesh in the flexible body considered as the slave body is refined. 
In the realm of contact detection algorithms, much work has been dedicated to develop 
methods that lead to improved patch test performance such as two-pass node-to-
segment contact, intermediate contact surface, and segment-to-segment contact. Whilst 
some of the two-pass node-to-segment contact algorithms were found to lack in terms 
of solvability (El-Abbasi and Bathe, 2001; Wriggers, 2006), the more advanced 
segment-to-segment algorithms could limit the applicability of the analysis to fewer 
problems as they require special treatments for multi-dimensional contact problems (i.e. 
contact between 2D and 3D bodies). Hence, the one-pass node-to-segment algorithm 
remains as one of the most common and effective contact detection procedures used for 
nonlinear FE analysis of several practical dynamic contact problems (Zavarise et al., 
1992; Zienkiewicz and Taylor, 2005; Paggi et al., 2006; Wriggers, 2006). 
Despite the above-mentioned developments for the node-to-segment contact algorithms 
and their wide range of applications in finite element modelling, some intrinsic 
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limitations of this approach have also been identified in the literature (Zavarise and De 
Lorenzis, 2009). In this respect, some of the classical node-to-segment contact 
formulations are unable to deal with some special cases, in which the identification of 
the master segment related to a slave node is either incorrect or cannot be achieved. 
These situations could reduce the accuracy of the solution and can result in reducing the 
rate of convergence or even prevent achieving it. Zavarise and De Lorenzis (2009) 
undertook a detailed review of the classical formulation for two-dimensional (2D) 
node-to-segment contact algorithms and made some suggestions for the treatment of 
some of these special cases. 
In this chapter, a new 3D node-to-surface dynamic contact element is developed, which 
is algorithmically robust and employs a novel technique for detection of the 
corresponding master segment to the contacting slave node. The new contact detection 
approach is devised such that it avoids some of the ambiguities previously identified 
with the classical node-to-segment algorithms. In terms of the enforcement of 
appropriate contact boundary conditions, the node-to surface algorithm is developed to 
include all the constraint enforcements described so far with Lagrange multiplier 
approach, namely i) the conventional Lagrangian gap constraint (Chapter 3) 
ii) Lagrangian velocity constraint (Chapter 3) and iii) the proposed Lagrangian DVA 
constraint (Chapter 4). 
5.2 Node-to-segment dynamic contact algorithm 
Consider two elastic bodies B  ( 1,2 ), each occupying the bounded domain 
dim  nR , where the variable dimn  represents the number of the spatial dimensions. 
The boundary   of a body B  consists of three parts: 

  with prescribed surface 
loads, u  with prescribed displacement, and 
c
  where the two bodies 1B  and 2B  come 
into contact. In the contact area, the constraint equations for normal contact, allowing 
for the possibility of friction between the contacting bodies, should be formulated. 
Here, focus is limited to frictionless contact problems and hence the contact traction 
force has a zero projection in the tangential direction. 
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5.2.1 Closest point projection 
A simple and common formulation for frictionless and frictional contacting surfaces in 
which nodes on the surface of one body do not get in contact directly with nodes on the 
same or another body may be expressed through a node-to-segment treatment. A 
common approach is shown in Figs. 5.1(a-b) for two-dimensional node to edge and 3D 
node-to-surface problems, respectively, where a node, called the slave node, with its 
current deformed position  sx  potentially gets in contact with a segment, called the 
master edge or surface. The boundary of the master segment with n  number of nodes is 
defined via the element shape functions ( N ) and the vector of nodal deformed 
positions  iy  for node  1,...,i n . Therefore, for the two-dimensional case the 
segment boundary can be written as: 
   
1
( ) ( ).


n
i i
i
y N y   (5.1) 
and for the three dimensional case as: 
   
1
( , ) ( , ).


n
i i
i
y N y     (5.2) 
where the parameters ( , )are the isoparametric natural coordinates. 
In the node-to-segment treatment, contact between two bodies occurs when a slave 
node penetrates or gets in touch with a master segment. The determination of a contact 
state in general can be performed via two steps: the first step can be considered as the 
identification of potential contacting target facets, and the second step involves the 
computation of the local kinematic relations, such as the normal gap and contact 
position, which are required to formulate the contact constraints. For the first step, the 
potential contacting target facets can be simply defined prior to the analysis or via some 
relatively straightforward adaptive search algorithms as the analysis proceeds (Williams 
and O'Connor, 1999). Here, focus is given to the latter step of the contact formulation 
procedure because of its high importance and direct implications to a robust and 
accurate dynamic contact solution procedure. 
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a) 2D node-to-edge contact 
 
b) 3D node-to-surface contact 
Fig. 5.1. Node-to-segment dynamic contact treatment. 
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Assuming that potential contacting segments have been assigned, penetration between 
the designated surfaces can be defined for the slave node and its corresponding closest 
contact position on the associated master segment. The closest contact point for a pair 
of slave node and a master segment can be physically visualised in 2D and 3D, 
respectively, as a tangential circle and tangential sphere to the potentially contacting 
master segment and centred about the slave node. This is demonstrated for both the 
two- and three-dimensional cases in Figs. 5.1(a-b). 
The core idea behind the closest contact position procedures can be stated as a 
necessary minimization condition of the distance function between the slave node and 
an arbitrary point to be defined on the domain of the master segment. Considering the 
slave node at its current deformed position  sx  and the master segment position field 
given by Eqs. (5.1) or (5.2), the gap vector for an arbitrary node on the master segment 
can be easily formulated for the 2D and 3D cases as shown in Eqs. (5.3) and (5.4), 
respectively. 
     
1
( ).

 
n
s i i
i
U x N y  (5.3) 
and: 
     
1
( , ).

 
n
s i i
i
U x N y   (5.4) 
Using the above equations, the closest point on the master segment for 2D  ( )my   and 
3D  ( , )m my   , shown in Fig. 5.1, is obtained from the necessary condition for the 
minimum of the distance function given by the following respective equations: 
     
 
   
 
1 1
( ). . ( ).
 
   
     
   
 
 
T
T
n n
s i i s i i
i i
UU
gap x N y x N y    
(5.5) 
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     
 
   
 
1 1
, ( , ). . ( , ).
 
   
     
   
 
 
T
T
n n
s i i s i i
i i
UU
gap x N y x N y       
(5.6) 
Therefore, by equating to zero the partial differentiation of the distance function with 
respect to the local natural coordinate parameters the following can be obtained: 
   
 . 0,  ,  and 1
TUgap U
U
   
 
  
    
  
 (5.7) 
In other words, in three dimensions for  ,    and 1  since the partial 
derivative vectors 
 
 
 
U

 are the tangents to the surface, the zero condition stated in 
Eq. (5.7) requires the first term 
 TU
U
 representing the normalised gap vector to be 
parallel to the normal vector  n  to the surface at the minimum point  ,m m  . A 
similar analogy can be drawn-out for the reduced 2D case leading to the physical 
tangential circle representation to the edge at the closest point  m . It is important to 
note that for the next phase of contact state consideration the natural coordinates 
obtained for the closest projection should fall within the master segment domain. 
Hence, for typical isoparametric elements, the absolute value of the natural coordinates 
at the closest distance projection should be less than unity (i.e. 1  ). 
Using the above formulations, the normality condition described in Eq. (5.7) can be 
solved numerically with typical linearisation solution procedures as shown later in 
Section 5.5.3 for a 9-node curved shell element. For curved master segments, the 
identification of the closest contact position requires an iterative procedure and can 
reduce the rate of convergence compared to regular and flat surfaces. To 
counterbalance this, a good estimation for the initial predictor could significantly 
reduce the computational demand as discussed later in Sections 5.4 and 5.5. 
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5.2.2 Contact state identification 
Considering the case where the contacting position on a master segment has been 
identified via the closest projection point, the current contact state can be evaluated by 
determining whether any penetration occurs between the slave node and the boundary 
of the potential contacting master segment. The numerical determination of penetration 
can be simply related to the sign of a scalar normal gap function variable 
,N tg  at the 
closest contact point position at time t. For this, a unit outward normal vector is 
introduced at the position of the closest contact point on the master segment. In three 
dimensions, assuming clockwise numbering of the nodes when viewed from the outer 
face (Fig. 5.1(b)), the unit outward normal function for an arbitrary point on the surface 
is easily obtained by normalising the cross product of the partial derivative vectors of 
the gap function  U  with respect to the two natural coordinates   and  : 
 
U U
n
U U
 
 
    
   
    
    
   
    
 (5.8) 
In the above equation, the two partial derivative vectors  1
 
  
 
U
t

 and  2
 
  
 
U
t

 
can be viewed as the tangent functions parallel and in the opposite direction of the 
natural coordinate   and   axes, respectively. Accordingly, the unit outward normal at 
the position of the closest contact point ( m  and m ) can be obtained through 
evaluation of the Eq. (5.8) by setting the natural coordinates as m   and m  . In 
two dimensions the evaluation is simpler and fairly similar to the three dimensional 
case described above as the unit outward normal can be obtained from Eq. (5.8) by 
substituting the appropriate direction for the out-of-plane vector instead of the partial 
derivative vector  2
U
t

 
  
 
. 
Using the unit outward normal vector  n , the scalar normal gap function variable ,N tg  
at the closest contact point position can be defined as: 
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   , ( ) .
T
N t mg U n  (5.9) 
Based on the above formulation, considering for example the conventional gap 
constraint approaches (i.e. Lagrangian displacement constraint), if the normal gap 
function is positive  , 0N tg  there will be no penetration, hence no-interaction should 
be considered between the slave node and the associated master segment. On the other 
hand, a negative or zero normal gap function  , 0N tg  indicates contact between the 
two parts, hence the equilibrium conditions should be modified so that the appropriate 
kinematic constraints are enforced between the two boundaries as discussed in 
Chapter 3. For other types of constraint enforcement, such as Lagrangian velocity 
constraint and full compatibility DVA constraint, the same sign convention is applied 
for contact detection with the only difference that the gap function is replaced by the 
constraint function   t , which itself is a function of the normal gap function as 
discussed in detail in Chapters 3 and 4, respectively. 
5.3 Classical formulations of node-to-segment contact 
Some of the major limitations for specific contact scenarios have been previously 
identified (Simo and Laursen, 1992; El-Abbasi and Bathe, 2001; Zavarise and De 
Lorenzis, 2009). Simo and Laursen (1992) referred to the non-uniqueness of the closest 
distance projection for concave surfaces, though they suggested that in practical finite 
element modelling the main concern is with local convexity (Fig. 5.2(b)). 
On the other hand, even for a convex master segment, there may be special cases where 
the closest contact point obtained may not fall within the domain, and hence there could 
be penetration without any contact detection by the use of classical solution procedures. 
An example of such case is shown in 2D in Fig. 5.2(b) where despite the clear 
penetration of the slave node into the two master segments, there are no segments that 
contain the slave nodes closest point projection. In the current classical formulation, 
these cases are often managed by using fast and crude approximations such as 
considering the contact segment to be predefined in all cases as the segment on which 
the penetration check is performed first. 
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Simo and Laursen (1992) and Zavarise and De Lorenzis (2009) proposed some steps in 
the algorithmic setting to remedy situations when these weaker conditions are violated. 
Some of the more advanced types of these treatment algorithms are namely: i) 
"Smallest out of segment" or the so called "Simplified Method", ii) "Closest intersection 
node" or the so called "Method based on the rotation of the normal vector", and iii) 
"Method based on weighted projections". In the following, a brief description of the 
above-mentioned methods is provided along with some of their relative advantages and 
shortcomings. 
  
a) Concave (inside both) b) Convex (outside both) 
Fig. 5.2. Special cases of closest point determination. 
Zavarise and De Lorenzis (2009) reviewed a simple method in 2D for solving the out-
of-both problem which considers a normalised "Smallest out of segment" approach to 
choose the potential contacting master segment. According to this method, the contact 
point is considered to be on the master segment which minimises the length of the out 
of segment portion of the slave node projection normalised with respect to the 
associated element segment length, as shown schematically in Fig. 5.3(a) for a problem 
with two equal length neighbouring master elements. Although the method is simple to 
implement in two dimensions, the evaluation of the gap using the slave node projection 
outside the master segment introduces a conceptual error in which this out of domain 
conceptual error is minimised between the two alternative master segments. The choice 
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of one segment over another when the state of contact is ambiguous at the current 
deformed position could lead to a subsequent solution which is biased towards one 
segment over the other. Moreover, with this method the convergence may be disturbed 
or prevented if the slave node alternates its position between the two half-cones at 
subsequent iterations or alternatively in and out of the cone at subsequent iterations 
(Zavarise and Wriggers, 1998). Lastly, it is important to note that the extension of the 
algorithm to 3D node-to-surface contact requires further assumptions with regard to the 
calculation of the segment with the smallest out of segment projection value. 
  
a) Smallest out of segment b) Intersection point method 
Fig. 5.3. Some treatments for “outside both” closest point determination. 
Simo and Laursen (1992) were amongst the first to consider the closest intersection 
node method for 2D node-to-segment contact for cases where the slave node falls into 
the “outside both” area. The method consists of selecting the closest master node at the 
intersection of the neighbouring segments as the contact point (i.e. 2y  in Fig. 5.3(b)). 
The method can be also viewed as the rotation of the outward normal vector for the two 
neighbouring segments (i.e. 1n  and 2n  in Fig. 5.3(b)) to an intermediate orientation. 
This effort is made to preclude the bias for one segment over the other in the 
subsequent solution. Although easy to use and implement, this method is inherently 
approximate and in the case of an end segment can lead to erroneous results because of 
an incorrect definition of the outward normal. 
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Another approach, which can deal with the “outside both” cases, is to impose weighted 
contact constraints for the slave node and all the potential neighbouring segments 
(Zavarise and De Lorenzis, 2009). This approach, so-called the weighted projections 
method, can be viewed as an enhancement to the 'intersection point method'. In this 
respect, rather than setting the contact force in the direction of the gap vector  U  
between the slave node and the intersection point, the applied contact force on the slave 
node is obtained via the resultant of the weighted contact forces of all neighbouring 
segments (Fig. 5.4(b)). These weighting factors (Fig. 5.4(a)) take into account the 
differences in the out of segment projection distance for different segments to minimise 
the errors and any bias in the subsequent solution towards one segment over another. 
 
a) Weighted parameters 
 1 2,w w  
b) Slave node resultant contact 
force  RP  
Fig. 5.4. Weighted projections method for treatment of “outside both” special cases. 
Based on several 2D numerical examples, Zavarise and De Lorenzis (2009) concluded 
that the algorithms using the rotation of the normal vector performed about as 
efficiently as those based on weighted projections. However, the former result into 
symmetric contact contributions to the tangent stiffness matrix, while the tangent 
stiffness contribution for the latter is asymmetric (Zavarise and De Lorenzis, 2009). 
Although the above-mentioned treatments were originally devised for contact analysis 
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of two-dimensional cases, it is worth noting that their generalisation to 3D problems is 
possible. 
In the next section, a new and more efficient treatment for such problems is presented 
for 3D cases, and the proposed algorithm can be readily applied to special 2D cases as 
well. The treatment is devised and incorporated within a node-to-surface dynamic 
contact formulation for a 9-node curved shell element. It is shown later in the numerical 
studies (Section 5.7) that the proposed approach remedies effectively some of the 
previous issues where the identification of the contact state is ambiguous. 
5.4 Proposed contact detection strategy 
A new computationally efficient strategy is proposed here which overcomes the 
previous issues mentioned above for the classical node-to-segment algorithm. The 
algorithm employs a contact element for each pair of slave node and a potentially 
contacting master segment, whilst allowing for several contact elements to be used for 
an individual slave node to be paired with multiple potential contacting master 
segments. In addition, the use of contact elements for each master-slave pair enables the 
use of a two-pass node-to-segment algorithm to achieve smoother impacting interfaces 
if necessary. It should be noted that as a simplification, potential master segments are 
assigned prior to the analysis, although extensions could be made for adaptive search 
algorithms to assign the potential master segments as the analysis proceeds (Williams 
and O'Connor, 1999; Wriggers, 2006). 
Regardless of how the potential contact segments are defined, the proposed contact 
formulation is expected to treat three general cases for which the slave node can get 
potentially in contact with a number of master elements. These three cases, categorised 
based on the previous and current projection position of the slave node, are: i) slave 
node projection remains within the domain of the master segment, ii) slave node 
projection enters the domain of the master segment, and iii) current slave node 
projection is not within the domain of the master segment. Schematic representations of 
these three scenarios are depicted in Figs. 5.5(a-c), respectively, and their algorithmic 
treatments are discussed in detail in the following. 
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a) Slave node projection remains within master segment domain. 
 
b) Slave node projection enters master segment domain. 
Fig. 5.5. Possible cases for the slave node contact state detection (Cont‟d…). 
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c) Slave node projection outside master segment domain. 
Fig. 5.5. Possible cases for the slave node contact state detection. 
5.4.1 Projection remains within domain 
The treatment for the first case is straightforward and can be considered as the least 
computationally demanding process amongst the three previous categories. For such a 
case where the projection of the slave node is previously within the domain of the 
master segment, calculation of the current closest distance projection is carried out by 
initialising the natural coordinate parameters to the values from the previous step. 
The update process of the initialised values is carried out using an iterative procedure, 
such as Newton-Raphson. This process is continued to find the projected natural 
coordinates in the current deformed configuration until convergence (as discussed in 
Section 5.5.3). In this category, the final natural coordinates are checked and are 
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identified to fall within the domain of the master element in the current deformed 
configuration (i.e. 1,  1m m   ). Finally, penetration checks are made based on the 
type of constraint formulation used as discussed in previous chapters. In this respect, 
for the conventional Lagrangian displacement constraint, the penetration check requires 
only the evaluation of the scalar normal gap function  ,N tg  defined in Eq. (5.9), and 
penetration is detected between the slave node and the considered master segment for 
, 0N tg . 
5.4.2 Projection enters domain 
For the second class of problem, illustrated in Fig. 5.5(b), the closest distance 
projection of the slave node at the previous step configuration is not within the domain 
(i.e. 1mo   or 1mo  ), but as the bodies displace and deform the position of the 
projection moves into the master element domain. In this case, since the natural 
coordinates at the previous step are not within the domain, a search strategy is applied 
to establish the closest master node to the slave node which then defines the initial 
closest natural coordinates. These initial natural coordinates are then updated in 
subsequent iterations considering the current deformed geometry. Finally, similar to the 
previous category, the penetration state is identified depending on the adopted contact 
constraint formulation. 
5.4.3 Current projection outside domain 
The third category of contact detection is where the slave node projection lies outside 
the domain of the master segment, though contact is still possible based on the relative 
motion of the slave node relative to the master segment over the time-step. For this 
category, illustrated in Fig. 5.5(c), contact between the master element and slave node 
is not detected using the classical closest distance formulations. A major issue arising 
under this category is the so-called “outside both” special cases discussed previously, 
where the identification of the contact state is ambiguous with the classical formulation. 
To avoid such problems, a novel approach is proposed here which establishes whether 
any intersection occurs between the slave node and the master segment during the time-
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step based on linearised motion. Accordingly, the natural coordinates of the projection 
are first obtained on the assumption that the projection is within the segment domain, as 
discussed under the two previous categories. If the updated natural coordinates are 
found to be outside the segment domain, the potential intersection between the master 
segment and slave node is sought during the time-step. Two different approaches are 
considered in this respect: i) method based on mid-structural configuration, and ii) 
method based on linear normal gap interpolation. 
For the first method, the intersection point at time  1,n n nt t t t     is calculated 
between the slave node linear motion vector and the master segment at its mid-
structural configuration defined by the nodal displacement vector  ( 1) nd  : 
       ( 1) ( 1) ( )1 . .    n n nd d d    (5.10) 
Details of the formulation for this method are presented in the next section for the node-
to-surface contact used with a 9-node Lagrangian shell element or a 9-node surface of a 
27-node Lagrangian brick element. 
The second method only requires the previous normal gap and natural coordinates of 
the projection point to obtain the intersection point using linear interpolation. Based on 
this, the slave node is considered to be in contact with the segment if an intersection 
point exists within the segment domain within a tolerance. In the next section, the 
detailed formulation for incorporating the proposed contact detection approach is 
provided, following a brief description of the curved 9-node shell element. 
5.5 10-node node-to-surface contact element 
For the development of node-to-surface contact, a higher-order 9-node Lagrangian 3D 
shell element (Fig. 5.6(c)), or equivalently a 27-node Lagrangian 3D brick element 
(Fig. 5.7(e)), is considered to represent the surface of the master segment. Although the 
shape functions for the contact surface are considered to be Lagrangian with 9 nodes on 
the surface, the node-to-surface contact algorithm can also be used for lower order 
types of elements with good accuracy, such as the 4-node and 8-node shell elements, 
provided that a 9-node surface is created from adjacent elements. On the other hand, for 
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higher-order elements with more than 9 nodes on the surface, such as the 12-node shell 
(Fig. 5.6(d)) and the 32 node brick (Fig. 5.6(e)), a higher-order contact element 
formulation would be required, which can be readily based on the formulation 
developed in this work. 
 
a) 4 node b) 8 node  c) 9 node shell d) 12 node shell 
Fig. 5.6. Quadrilateral shell elements. 
 
a) 8 node 
 
b) 16 node 
 
c) 20 node 
 
d) 21 node 
 
e) 27 node 
 
e) 32 node 
Fig. 5.7. Hexahedral brick elements. 
Focus is given here to the formulation of a node-to-surface contact element to be used 
for large displacement analysis of problems discretised with the 9-node quadrilateral 
curved shell elements developed by Izzuddin (2007) within a co-rotational framework 
and implemented in ADAPTIC (Izzuddin, 1991). 
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5.5.1 Global and local degrees of freedom for 10-node NTS element 
The node-to-surface contact formulation employs a 9-node Lagrangian master surface 
for which the configuration in the global reference system is shown in Fig. 5.8. The 
overall node-to-surface contact formulation is 10-noded including the slave node, hence 
the contact element employs a total number of 30 global degrees of freedom: 
 , 1, 1, 1, 9, 9, 9,   ...   ,    
T m m m m m m s s s
G t t t t t t t t t tu U V W U V W U V W  (5.11) 
where   , , ,  
T m m m
i i t i t i tQ U V W  and   
s s s
t t tU V W  are the global nodal translational 
freedoms of Node i of the master segment and the slave node at time t, respectively. In 
the local reference system, the proposed node-to-surface contact element only employs 
the normal gap variable for its local degree of freedom, which enables the use of 
different contact constraints effectively: 
 , ,
T
L t N tu g  (5.12) 
where 
,N tg  is the scalar normal gap variable expressed generally by Eq. (5.9). 
In order to obtain the normal gap, the nodal position vector is required in the current 
deformed configuration, as defined for Node i by: 
     , ,0y y i t i iQ  (5.13) 
where  ,0yi  represents the initial global position vector at time 0t  and the vector 
 iQ  is the global nodal translational vector from the initial to the current deformed 
configuration. For a given set of global nodal displacements, the surface geometry can 
be interpolated using Lagrangian shape functions. 
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Fig. 5.8. 10-node node-to-surface contact element. 
5.5.2 Lagrangian shape functions 
Noting that the subscript i represent the Node number [1,2,...,9] i  of the master 
segment, the Lagrangian shape functions adopted to describe the geometry and the 
displacement field of the 9-node master surface are given by: 
 
  
  
  
  
, .
   

  
l k L K
i
J L J Kj l j k
N
       
 
      
 (5.14) 
where  ,j J   are the natural coordinates of Node i, with  j l k    and 
 J L K    set to represent the natural coordinates of the remaining nodes. Therefore, 
in the global system, the position filled at any point on the mid-surface at time  0,t T  
can be obtained via the isoparametric approximation of the geometry: 
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    
,9
,
1
,
y , ,
t i t
t t i i t
i
t i t
X X
Y N Y
Z Z
   

  
   
    
   
   
  (5.15) 
where  , , , ,y   
T
i t i t i t i tX Y Z  represents the global coordinates for Node i of the master 
segment in the current deformed configuration.  
Based on the above approximation for the master surface, the formulations for the 
closest point projection, the closest master node identification and the proposed 
strategies for the intersection point determination are provided in this order in the 
following sub-sections. 
5.5.3 Closest point and normal gap 
To obtain the closest distance projection, we first need to evaluate the gap function 
between the slave node and an arbitrary point on the potential master segment. Using 
Eq. (5.4) for node-to-surface problems, the gap function for the 10-node contact surface 
element can be expressed as: 
 
,9
,
1
,
( , ).
s m
t i t
s m
t t i i t
is m
t i t
X X
U Y N Y
Z Z
 

   
   
    
   
   
  (5.16) 
Minimising the distance function as shown in Eq. (5.6) and simplifying the partial 
differentiation of the distance function (Eq. (5.7)) for a non-zero gap vector 
(i.e. & 1 0tU     ), the following necessary condition for the closest point 
projection is obtained: 
   
 
, . 0,  ,
T t
t
U
O U

    


  

 (5.17) 
The above-mentioned condition requires the tangent vectors 
 tU



 and 
 tU



 to the 
surface at the point of closest projection  ,m m   to be perpendicular to the gap vector 
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at the closest distance point (  ,t m mU   ). Accordingly, the gap vector  ,t m mU    
should be parallel to the normal vector n  defined in Eq. (5.8) at the natural coordinates 
of the closest point  ,m m  . 
Based on the above, Eq. (5.17) can be solved for  ,m m   using an iterative Newton-
Raphson procedure as follows, with the superscript  max0,1,...,m j  representing the 
iteration number and maxj  set as the maximum number of iteration: 
   
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1
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,
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 
                 
       
 (5.18) 
where  ,m mK      and  
mG  are respectively the tangent matrix and the out of 
balance vector evaluated at iteration 1m , with: 
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(5.19) 
The above procedure is implemented for the developed NTS contact element. Two 
criteria are considered for the closest point projection algorithm to establish whether 
convergence has been achieved. The first criterion requires the second norm of the out-
of-balance vector G  to be less than a tolerance times the second norm of the gap 
function, while the second criterion is based on small iterative corrections, as 
respectively given by: 
         1. . , . ,
TT
m m m m m m
t tG G U U      (5.20) 
 1 1 2max , 1m m        (5.21) 
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The iterative procedures represented by Eq. (5.18) is therefore terminated at a number 
of iterations (
maxm j ) when both convergence criteria in Eqs. (5.20-21) are satisfied. 
The converged values of  ,m m   are then considered to identify whether the point of 
closest distance projection falls within the domain of the master segment, as discussed 
in Section 5.4, for identification of any penetration between the slave node and the 
master surface. Consequently, for the case where penetration occurs, the converged 
projection point is considered to evaluate the global tangent matrix as well as the out-
of-balance force contribution to enforce the appropriate kinematic contact constraint for 
the current equilibrium state. Both the local and global tangent matrices and resistance 
force vectors of the contact element are given in Chapter 4 Section 4.6.1 for a general 
normal gap variable. 
5.5.4 Closest master node 
The closest master node to the slave node, as required for contact detection according to 
Section 5.4.2, is easily obtained through finding the master node with the minimum 
distance to the slave node: 
     
1,2...,9 1,2...,9
min min .
T
s m s m s m
t i t i t i
i i
D x y x y x y
 
 
     
 
 (5.22) 
Subsequently, the natural coordinates of the closest master node are used to initialise 
the natural coordinates for the closest point projection iterations for the first time-step 
of the analysis and where the slave node was not previously within the domain of the 
master segment. 
5.5.5 Intersection point 
Two approaches are proposed in Section 5.4.3 to identify the intersection point between 
the slave node and master segment within a time-step. The two methods, namely; 
i) method based on mid-structural configuration and ii) method based on linear normal 
gap interpolation, are devised to treat special cases where the slave node is found to be 
outside the domain of the master segment at the current deformed configuration. Here, 
the formulations for both methods are presented for completeness, though the latter and 
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more efficient method is considered for implementation into the developed node-to-
surface contact formulation. 
5.5.5.1 Method based on mid-structural configuration 
For the first method, the contact element is considered at the mid-structural 
configuration within a time-step assuming linear nodal movements. Based on this, the 
intermediate-structural global position vector at an arbitrary time . t t  can be 
obtained for the slave and master nodes as: 
      
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 (5.23) 
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 (5.24) 
Using the intermediate-structural displacement field, two vectors  tL  and  tW  are 
defined with the origin from an iterative intersection point directed towards the current 
slave node global position: 
            . 1  
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Therefore, any intersection between the slave node path and the master segment within 
the time-step can be detected by finding the natural coordinates at which the two 
vectors  tL  and  tW  become equal. This can be expressed by equating the two 
vectors: 
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 (5.27) 
The above equation can be solved numerically to establish the existence of an 
intersection point  ,c c   within the domain of the master segment during the time-step 
interval. For the intersection to be acceptable, the natural coordinates and the c  
parameter should fall, respectively, within the spatial and the time interval domains: 


  
 1
 1
 0 1  . ,


     
c
c
c c
i
ii
iii or t t t t t


 
 (5.28) 
Overall, this procedure considers linear motion for the structural nodes, which for fine 
temporal discretisation the algorithm ensures accurate intersection point prediction. 
However, this is achieved at some computational cost, as an iterative solution is 
required for detecting intersection points within the domain. This increase in 
computational cost may outweigh the accuracy obtained with the consideration of this 
method, particularly for analysis involving numerous contact elements. Therefore, a 
simplified approach is proposed in the next section as a more effective alternative. 
5.5.5.2 Method based on linear normal gap interpolation 
An alternative method is proposed here which considers linear interpolation of the 
normal gap to investigate any intersection between the slave node and master segment 
domain within a time-step. Using the normal gap from the previous step, intersection is 
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considered to occur when the normal gap changes sign during the current step, and the 
corresponding natural coordinates at the intersection (i.e. ,  ,c    ) are obtained via 
a linear normal gap interpolation as shown in Fig. 5.9. 
 
Fig. 5.9. Linear normal gap interpolation for contact detection. 
This approach only requires storage of the previous values of the normal gap (
, N t tg ) 
and the corresponding natural coordinates of the projected point ( ,  , 
m
t t    ) to 
establish whether the slave node has intersected the master segment during the 
examined time interval. The method is clearly efficient and straightforward to 
implement, where the linear interpolation for obtaining ( ,  ,c    ) at the 
intersection is easily applied. 
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 (5.29) 
The obtained intersection coordinates are then checked against the first two conditions 
of Eq. (5.28) to identify whether any contact occurs within the domain of the master 
segment (Fig. 5.9). In view of the computational efficiency of this approach, it is 
employed for the proposed node-to-surface contact formulation implemented into the 
nonlinear structural analysis program ADAPTIC (Izzuddin, 1991). 
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5.6 Enforcement of alternative contact constraints 
The implementation of a node-to-surface contact method can be split into two main 
parts, namely a) contact detection algorithm, and b) kinematic contact constraint 
enforcement. Previously in this chapter, a new node-to-surface contact detection 
strategy has been presented, which effectively avoids the issues faced with 
conventional approaches. On the other hand, detailed consideration of kinematic 
contact constraints was provided in Chapters 3-4, where several Lagrangian contact 
constraint algorithms were studied, namely a) conventional Lagrangian displacement 
constraint, b) Lagrangian velocity constraint, and c) the proposed DVA method. 
Amongst those in Chapter 4, a general contact constraint algorithm was introduced for 
the enforcement of the full kinematic constraint, including displacement, velocity and 
acceleration compatibility, during persistent contact between bodies, hence the name 
DVA constraint. The algorithm is devised such that, with an appropriate set of 
parameters, it also simplifies to the conventional Lagrangian displacement constraint or 
the Lagrangian velocity constraint. 
In view of the above, the general kinematic constraint proposed in Chapter 4 is 
considered for the developed node-to-surface contact element. This is mainly to enable 
the capability to use alternative types of constraint formulation particularly for rigid 
contact problems, where persistent contact does not occur and the velocity constraint 
approach performs well. This is combined with the effective node-to-surface contact 
detection strategy described in Section 5.4 to provide a robust solution procedure for 
highly nonlinear dynamic contact analysis. 
5.6.1 General Lagrangian contact constraints 
Consider the general contact energy constraint introduced into the total potential energy 
at time t  within the time interval of interest  0,T  to be denoted by ,
i
G t , where 
 1,  2i  , ,
i
G t  represents the two conditions of the contact state ( 1i ) and zero-
contact traction force ( 2i  ) , respectively. These two constraint functions for the 
proposed general constraint algorithm are given by: 
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1 2
,
1
2
   G t t t t  (5.30) 
2 2
,
1
2
 G t t  (5.31) 
The variable  t  shown in Eq. (5.31) denotes the constraint function at time t : 
  2, min , ,. . . . .      t d N t v N t a N tq g g q t g q t g  (5.32) 
where 
,N tg  is the scalar normal gap calculated based on Eq. (5.9), and each 
superimposed dot represents a time differentiation. The scalar ming  enables the contact 
element to accept an initial gap between the bodies. In this respect, the scalar initial gap 
is often set to zero (
min 0g  ) for impenetrability enforcement at the surface of the 
master surface boundary. The parameters 
dq , vq  and aq  are weighting parameters 
which are specified depending on the desired type of compatibility enforcement. 
Using any of the recurrent schemes described in Section 4.3 (such as the G-EMM/ G-α 
algorithm) the evaluation of the two normal gap rates can be written as: 
, , ,2
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 (5.33) 
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 (5.34) 
with: 
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 (5.35) 
  , , , ,ˆ ˆ1          N t t N t t N t t N t tg g t tg g   (5.36) 
Based on these, the proposed general constraint formulation can be transformed into a 
holonomic constraint for the contact state ( 1i ), and the constraint energy function can 
be restated as follows: 
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where: 
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 (5.38) 
It can be observed from the previous equation that with the appropriate set of weighting 
parameters dq , vq  and aq , the algorithm can represent any of the Lagrangian constraint 
formulations. Table 5.1 summarises the specific set of parameters corresponding to 
different constraint algorithms. 
Lagrangian Constraint 
Gap weighting 
parameter ( dq ) 
Gap-rate 
weighting 
parameter ( vq ) 
Gap-acceleration 
weighting parameter 
( aq ) 
Displacement/Gap 1.0 0.0 0.0 
Velocity/ Gap-rate 0.0 1.0 0.0 
Proposed DVA w/ average 
acceleration app. 
1.0 1.0 0.25 
Proposed DVA w/ 
central difference app. 
1.0 1.0 0.5 
Table 5.1. Weighting parameters for different kinematic constraints. 
5.6.2 General discrete impact and release condition 
In previous chapters, the discrete contact and release conditions were presented 
individually for the Lagrangian displacement, velocity and DVA constraint. Here, the 
discrete contact and release condition is presented for the general Lagrange multiplier 
formulations described above. In this respect, for the node-to-surface contact element 
using the generic kinematic constraint, an inclusive contact and release condition is 
considered: 
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Accordingly, the condition for the kinematic contact constraint is divided in two sub-
conditions based on the value of the gap weighting parameter 
dq . The sub-condition for 
1dq   can be viewed as the contact condition for the velocity constraint approach, 
while the sub-condition for 1dq   deals with the conventional displacement constraint 
as well as the proposed DVA constraint. 
Finally, using the contribution of the contact element, the equilibrium equation can be 
solved for one of the two types of constraints shown in Eqs. (5.39) and (5.40) (i.e. the 
kinematic compatibility or zero traction force). 
5.6.3 Algorithmic solution procedure 
The formulations required for the development of the node-to-surface dynamic contact 
element have been presented, and their advantages in terms of the kinematic 
compatibility enforcement and the contact detection strategies have been highlighted. 
Here, a summary of the solution procedure employed for the proposed node-to-surface 
dynamic contact element is described with the aid of a flowchart, as shown in Fig. 5.10. 
The solution procedure starts at any global iteration by obtaining the previous state 
variables. For the first equilibrium step, these state variables are determined based on 
the initial configuration. Otherwise, for a deformed structural configuration, the state 
variables are those of the last equilibrium state. In this respect, the projection of the 
slave node at the previous/initial step is examined to identify whether it falls within the 
domain of the considered master segment. For cases where these projection coordinates 
are within the domain, the current natural coordinates at the projection are initialised to 
values from the previous/initial step. Otherwise, the closest master node is determined 
as described in Section 5.5.4, which is used to initialise the current projection natural 
coordinates. 
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The initialisation of the natural coordinates is followed by a Newton-Raphson iterative 
procedure to update the natural coordinates and obtain the closest point on the surface 
of the master element. This iteration continues until the convergence criteria set in 
Eqs. (5.20) and (6.21) are satisfied for the updated natural coordinates. At this stage, the 
natural coordinates at the closest distance projection (ξm, ηm) are checked for falling 
within the master segment domain. If they are inside the domain (|ξm|≤1, |ηm|≤1), the 
current contact state logic CS is set to true, and checks are made for the contact 
enforcement using the impact conditions statement set in Eqs. (5.39) and (5.40). 
Otherwise, a check is made to define whether the contact state has changed since the 
previous step (CS≠PCS). For such cases, checks are made for any intersection point 
within the master segment domain during the time-step. For the case where the slave 
node intersects the boundary of the master segment, the current contact state CS is set 
true, and finally checks are made to enforce the appropriate constraint at the point of 
the closest projection point (ξm, ηm). It is important to note that if the intersection point 
does not fall within the domain of the master segment or the contact state has not 
changed from the previous step, there will be no contact, and the contact traction force 
is set to zero. 
The above calculations, as described in the flowchart, are repeated for each iteration 
within a time-step until convergence to global equilibrium is achieved for the overall 
system. At this point, the contact state variable and natural coordinates at the closest 
point are updated for use in the next step. 
Chapter Five                 Node-to-Surface Dynamic Contact 
207 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.10. Flowchart of proposed node-to-surface contact element for each time-step. 
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5.7 Numerical examples 
Several numerical examples are presented here to demonstrate the robust performance 
of the developed node-to-surface contact formulation in conjunction with the devised 
energy consistent dynamic contact algorithms. In this respect, the novel solution 
procedure and contact algorithms are implemented as new node-to-surface contact 
element into the nonlinear structural analysis program ADAPTIC (Izzuddin, 1991). 
ADAPTIC is then used for the analysis of several problems starting from simple and 
insightful examples for which the exact solutions are known, such as the bouncing rigid 
ball and the pool table problem, to illustrate the robustness of the solution procedure in 
detecting penetrations and enabling energy consistent predictions. Further examples are 
then presented involving more complex structures undergoing large displacements as 
well as material nonlinearity. 
5.7.1 Bouncing ball 
For the first example, the frictionless bouncing problem of a rigid point mass on a 1mm 
thick steel plate resting in a flat configuration is considered. The point mass shown in 
Fig. 5.11 with the node number 10 is considered to have a lump mass of m=0.5kg and is 
under gravitational acceleration in the y direction of 10ya   m/s
2
. The point mass is 
considered at the initial state of the analysis ( 0t s ) to be at its peak height compared 
to the flat surface with an initial normal gap of 
,0 4Ng  m and its normal projection is 
shown to be at the edge of the plate with an arbitrary distance of 0.1m from node 6 
(Fig. 5.11). The initial velocities of the point mass are considered to be 
x,0 2v   m/s, 
,0 0yv m/s and ,0 0zv m/s in the x, y and z directions, respectively. 
The 1mm thick steel plate is modelled with one 9-node shell element (Izzuddin, 2007) 
to represent a stiff 2m×10m foundation. Elastic material properties with Young‟s 
modulus 210E  GPa and Poisson‟s ratio 0.3   are set for the steel plate. A typical 
material density is considered for steel with 7860  kg/m3, and the row sum 
procedure is used for lumping the consistent mass matrix for the steel plate. Hence, as 
shown before in Fig. 4.16(b), Mel./36 is considered as the lumped masses for the corner 
nodes 1, 2, 3 and 4 while 4Mel./36 is considered for the edge nodes 5, 6, 7 and 8 and 
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16Mel./36 is considered for the centre node 9, where Mel. represents the total mass of the 
steel plate. With regard to boundary conditions, the plate is considered to be only 
vertically supported around the edges while the two nodes 1 and 3 are also restrained 
respectively in the global x and z directions to avoid rigid body movements. 
 
Fig. 5.11. Bouncing ball problem. 
For dynamic time-history analysis, the trapezoidal rule is considered with a time-step of 
0.01 t s  throughout the entire analysis time interval of interest of  0, 7T s . For 
the dynamic contact algorithm, the energy conserving velocity constraint approach, 
described in Chapter 3, is considered in conjunction with the node-to-surface element 
procedure developed in this chapter. 
Figure 5.12 illustrates the motion of the bouncing point mass in terms of the trajectory 
followed. It is shown that during the time interval of interest, the rigid mass strikes the 
stiff plate 3 times, bounces back each time to its original height. Finally, the point mass 
covers the entire length of the steel plate at about 5t s , when it experiences a free fall 
as it is no longer within the plate domain. 
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Fig. 5.12. Motion of bouncing ball on steel plate. 
The contact force applied to the point mass is shown in Fig. 5.13(a), where it is evident 
that the point mass experiences three strikes with a contact force of about 0.9kN. This is 
easily verifiable through simple calculation considering that the point mass has a 
vertical velocity of 2 9gh  m/s at contact as shown in Fig. 5.13(b). Applying 
Newton's second law for the duration of two time-steps (i.e. 0.02s ) about the time of 
contact tc , the following momentum conservation equation can be written: 
 
0.01
, ,
0.01
. .


  
tc
y r y i c
tc
m v v F dt  (5.41) 
The solution of this equation is straightforward for a conservative framework (i.e. 
frictionless impact and etc.) with negligible strain energy absorption in the stiffened 
plate (as confirmed from the FE model in Fig. 5.13(c)). For such a system, the rebound 
velocity (
,y rv ) is equal and opposite to the impacting velocity ( ,y rv ), 
 
   
Un-deformed position of 
the plate cross section 
Start 
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( 
, , 9 /  y r y rv v m s ). Considering these velocity values with Eq. (5.41), the contact 
force obtained from the FE models is confirmed: 
     
0
0.5. 9 9 0.01 0.01 . 900 0.9
2
c
c
F
tc tc F N kN

          (5.42) 
The predicted energy evolution in the system is shown in Fig. 5.13(d). As noted before 
the absorbed strain energy in the steel plate is shown to be insignificant compared to the 
kinetic energy and the change in the gravitational potential energy of the system. It is 
worth noting that, for referencing the magnitude of the gravitational energy, the point of 
zero potential is set in Fig. 5.13(d) to be at the level of the undeformed steel plate. 
 
a) Contact force history 
 
b) Velocity history 
 
c) Strain energy in stiff plate 
 
d) Energy history 
Fig. 5.13. Impact response using trapezoidal rule with Lagrangian velocity constraint. 
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Finally, it is shown in Fig. 5.13(d) that the total energy in the system is conserved for 
throughout the analysis. Furthermore, the developed node-to-surface solution procedure 
and dynamic contact element effectively identify penetration within the domain of the 
surface and are capable of enforcing appropriate kinematic constraints at the impacting 
boundaries. Together, these enable an energy controlling dynamic contact solution 
procedure which ensures the robustness of the solution and avoids such instabilities in 
the response as energy shoot-up. 
5.7.2 Pool table 
For the second example, a pool table problem is considered assuming frictionless 
impact between rigid bodies. The system is visualised in 3D with a rigid cue ball of 
radius 0.1m and lumped mass of 50kg, referred to as the striker, in a rigid square box of 
2m width with two opposite sides open. Previous studies for the 2D version of a similar 
problem by Laursen and Chawla (1997) revealed that careful consideration of 
algorithmic contact work input is crucial to the construction of numerically stable 
integration procedures. In this respect, as noted in the discussions of Chapter 3, Laursen 
and Chawla (1997) identified that in the case of the trapezoidal rule with the 
Lagrangian displacement constraint the initial rebound angle is too sharp due to energy 
gain, leading to an eventual blow-up of the solution. 
In order to illustrate the robustness of the node-to-surface contact algorithm proposed in 
this work, the pool table problem is considered in the more general 3D configuration. 
To ensure accurate algorithmic contact work input, which maintains the energy and 
momentum conservation laws, the proposed velocity constraint dynamic contact 
algorithm is employed in conjunction with the trapezoidal rule to construct a 
numerically stable integration procedure. 
Two cases are considered with different initial configurations of the striker. The first 
case example is illustrated in Fig. 5.14 where the 0.2m diameter striker starts its motion 
from an arbitrarily chosen position within the box, and with initial velocities of 
,0 3 /xv m s  and ,0 3 / yv m s  in the x and y directions, respectively. Based on the 
conservation laws of momentum (i.e. linear and angular momentums) and conservation 
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of the system total energy, the correct solution of this problem involves infinite loops of 
45  degrees impact against the four faces of the box. 
 
Fig. 5.14. Impact of striker against four sides of box. 
The numerical model for this impact problem is created using the proposed node-to-
surface dynamic contact solution strategy. The red line in Fig. 5.14 indicates the striker 
position and movement at various times obtained from the FE model. The analysis is 
carried out for the duration of 5s during which 17 strikes occurs. Fig. 5.15 presents the 
displacement history in the global x and y directions for the analysis time interval of 
 0, 5T s . Similarly, the velocity history of the striker in the global x and y directions 
is shown in Fig. 5.16. 
It is demonstrated that the algorithm effectively simulates the conservative framework, 
where the angle of impact and rebound between the striker and surface remains at 45  
for long duration multiple impact analysis. The total energy conservation in the system 
is also shown in Fig. 5.17, where the total energy in the system is shown to be 
conserved following each impact. It is noted that, reductions of the total energy at the 
time-steps of contact (Fig. 5.17) are due to the enforcement of zero normal gap-rate (or 
gap-velocity) constraint between the boundaries (i.e. striker and rigid surface), and it is 
restored at the rebound stage to the exact value leading to the conservation of energy in 
the system. 
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Fig. 5.15. Displacement history of striker in global x and y directions. 
 
Fig. 5.16. Velocity history of striker in global x and y directions. 
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Fig. 5.17. Energy evolution history of pool table system. 
For the second case, a special scenario is considered as in Fig. 5.18, where the striker is 
initially located at the centre of the box, and it impacts against the intersection of two 
perpendicular sides of the box with initial velocities of 
,0 3 /xv m s  and ,0 3 / yv m s  
in the x and y directions, respectively. 
 
Fig. 5.18. Impact against intersection of edges for two orthogonal flat surfaces. 
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This case is considered carefully to demonstrate the superiority of the proposed node-
to-surface contact approach in dealing with two particularly important issues raised in 
the literature with the slave node getting in contact against concave (so-called “inside 
both”) and convex (so-called “outside both”) segments (Fig. 5.2). As discussed in detail 
in this chapter, these issues are shown to be troublesome with some of the conventional 
node-to-surface contact solution procedures (Zavarise and De Lorenzis, 2009) and 
could result in non-convergence, ambiguity and inaccurate contact point prediction. In 
such cases where the state of contact is ambiguous at the current deformed position, an 
inaccurate choice of one segment over another may also result into a biased subsequent 
solution or poor convergence. 
Here, this special case of the pool table problem is considered for studying the 
performance of the proposed node-to-surface contact strategy in dealing with the two 
above-mentioned problems of contact detection, namely i) outside segments, ii) inside 
multiple segments. It is interesting to note that this problem represents both of these 
two scenarios, bearing in mind that the problem involves a slave node iteratively 
penetrating the convex edge of two perpendicular segments. Additionally, since the 
correct solution requires the slave node to be in contact with the two neighbouring 
master segments, the striker node should simultaneously (at the same time-step) 
become slave to the two perpendicular master segments which represents an “inside 
both” case. 
Similar to the previous scenario, the numerical model of this impact problem is created 
using the proposed node-to-surface solution strategy. The striker is set as a slave node 
to 4 potential master segments each representing one side of the rigid table (or box) 
making a total of 4 node-to-surface contact elements. For the dynamic contact 
algorithm, the energy conserving velocity constraint approach is considered in 
conjunction with the trapezoidal rule. The red line in Fig. 5.18 indicates the striker 
position and movement at various times obtained from the FE models, which is in full 
agreement with the exact solution for such a conservative system. Figure 5.19 
illustrates the displacement history in the global x and y directions for the analysis time 
interval of  0, 5T s . Similarly, the velocity history of the striker in the global x and y 
directions is shown in Fig. 5.20. 
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Fig. 5.19. Displacement history of striker in global x and y directions. 
 
Fig. 5.20. Velocity history of striker in global x and y directions. 
It is shown that the node-to-surface contact algorithm, correctly identifies the contact 
point to be at the intersection of the two perpendicular elements. This is undertaken in 
the proposed node-to-surface contact algorithm by taking into account the movement of 
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the slave node in relation to the master segment(s) during the time-step prior to contact. 
Furthermore, considering the evolution of the total energy in the system shown in 
Fig. 5.21, it is evident that the contact detection for the two master segments is 
predicted to be simultaneous as the two normal gap velocities in the global x and y 
directions are set to zero simultaneously at the instant of contact. This leads to the zero 
kinetic energy at the time-step of contact whilst the energy is restored to the exact value 
at the rebound stage leading to the conservation of energy in the system. Finally, it is 
demonstrated that the dynamic contact algorithm effectively simulates the conservative 
framework, where the angle of impact and rebound between the striker and surface 
remains at 45  for this long duration multiple-impact analysis. 
 
Fig. 5.21. Energy evolution history of pool table system. 
5.7.3 Impact of hollow elastic sphere on elastic foundation 
In this section, the sphere impact problem studied in previous chapters is extended to 
analyse two flexible impacting bodies undergoing large displacements. For this, two 
cases are considered, namely i) stiff impacted plate and ii) flexible impacted steel plate. 
The rigid impacted surface in the sphere impact problem modelled previously with the 
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node-to-node contact algorithms is replaced for the first scenario with a thick and stiff 
plate and for the second scenario with a relatively thin and flexible steel plate. In this 
respect, the developed node-to-surface dynamic contact element, presented in this 
chapter, is employed. 
For completeness, a brief description of the sphere and the impacted steel plate is 
provided in the following. The hollow sphere has an outer diameter of 2.05m and a 
uniform thickness 0.05spheret m . The analyses are carried out for two steel plate of 
uniform thicknesses of t=10m and t=0.1m representing the stiff and flexible impacted 
plates, respectively. Here, typical elastic material properties for steel sphere and plate 
are considered with Young‟s modulus 210E GPa  and Poisson‟s ratio 0.3 . The 
material densities of the sphere and the planar plate are considered as 
3 38 10 /sphere kg m    and 
3 37.8 10 /plate kg m   , respectively. Note that a linear 
material response is considered solely for the purpose of examining numerical stability 
of the solution procedure and the energy conservation in the system during persistent 
contact and following release. No initial applied loading is considered, and the initial 
velocity of the thin spherical shell is considered to be 75m/s. 
In terms of the spatial discretisation, the sphere is modelled using 9-node co-rotational 
quadrilateral shell elements (Izzuddin, 2007). The geometry is meshed using 
incremental polar angle parameters set as / 22    and 2 / 20   , where further 
information on mesh generation is provided in Chapter 4, Section 4.7.2. The two small 
circular holes at the contacting and opposite ends of the sphere are closed by massless 
rigid circular plates, leading to a total of 400 shell elements (Fig. 5.22). For the 2m by 
2m planar steel plate, 25 rectangular 9-node elements of size 0.2m×0.2m are used to 
mesh the plate. With regard to boundary conditions, all the surrounding edge nodes of 
the steel plate are considered to be supported in the three translational global directions 
as shown in Fig. 5.22. Regarding mass modelling, the row sum procedure is used for 
lumping the consistent mass matrix for each individual curved element for the sphere 
based on the equations shown in Fig. 5.22(b). Similarly, the row sum procedure is used 
for lumping the consistent mass matrix for the planar elements as shown in Fig. 5.22(c). 
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Fig. 5.22. Geometric configuration and discretisation of impacting elastic sphere. 
Dynamic analysis is carried out using the trapezoidal rule method with a time-step 
51 10t s    used throughout the time interval of interest of  0, 0.01T s . For 
enforcing kinematic compatibility during contact, the novel DVA contact algorithm 
described in Chapter 4 is considered in conjunction with the node-to-segment contact 
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detection method developed in this chapter. In this respect, the sphere nodes are set as 
slave nodes with one or more potential master surface(s) on the steel plate. To facilitate 
the comparisons between the results for different case studies with varying plate 
thicknesses, the problem is examined here considering mid-surface contact with an 
assumed initial gap between the bottom of the sphere and top of the plate surface of 
,0 0.004Ng m  for all models, as shown in Fig. 5.22.  
The case of the highly stiff plate is examined here for the purpose of comparing the 
structural response using the DVA node-to-surface (NTS) algorithm against the 
solution obtained for the same problem examined previously in Chapter 4 assuming a 
rigid contact surface. While it is shown that the results described for the rigid surface 
using the node-to-node (NTN) contact algorithm matches exactly the response obtained 
with the developed node-to-segment algorithm, the node-to-node contact algorithm is 
not capable of simulating the sphere impacting against a flexible plate. Therefore, to 
illustrate the robustness of the node-to-surface algorithm for the analysis of highly 
nonlinear dynamic contact problems with complex structural geometries undergoing 
large displacements, the main focus is given here to investigating the response of the 
sphere contact problem with the flexible steel plate. 
Figure 5.24 depicts the time-history for the vertical displacement at the top of the 
sphere for three analyses namely: i) DVA contact algorithm with the proposed NTS 
contact approach for the flexible steel plate, ii) DVA contact algorithm with the 
proposed NTS approach for the relatively stiff plate, iii) DVA contact algorithm with 
the NTN approach with a rigid planar contact surface. As expected the results obtained 
for the analysis with the proposed NTS approach against a relatively stiff plate matches 
exactly in Fig. 5.23 the response obtained via the NTN approach presented before in 
Chapter 4 (Fig. 4.20). This demonstrates the robustness of the developed NTS which 
detects accurately the contacting points and enforces appropriate kinematic constraints 
upon penetration between the boundaries. Importantly, the developed NTS approach is 
much more general than the NTN approach, enabling the modelling of more 
complicated contact problems involving general motion such as sliding, where node-to-
node algorithms cannot be employed even for geometrically linear analysis. To 
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illustrate on this, the problem is re-examined considering a thin and relatively flexible 
steel plate undergoing large displacements. 
For the thin plate problem, it is shown in Fig. 5.23 that the plate remains in contact for a 
longer period of time and reaches its fully compressed state at 4.4t ms . The 
deformed structural configuration for the flexible steel plate and the impacting sphere is 
depicted in Figs. 5.24(a-b) in two isometric views.  
The normal gap displacement history between the bottom node of the sphere and the 
centroid of the plate is shown in Fig. 5.25. It is demonstrated that the two bodies remain 
in contact for the period of 8.53ms , during which a zero normal gap is effectively 
enforced using the proposed DVA contact algorithm. In addition to the zero-gap 
constraint, it is shown in Figs. 5.26 and 5.27 that for the first ring the normal gap-rate 
and gap-acceleration are zero during the persistent contact duration of 8.53ms . This is 
consistent with the continuum solution which is one of the main breakthroughs of the 
novel DVA contact algorithm combined with the proposed node-to-surface contact 
detection method. It is important to note that the full kinematic compatibility is 
achieved via a non-dissipative Newmark average acceleration method, ensuring a 
numerically stable solution procedure even for a refined temporal discretisation. 
The enforcement of the full kinematic compatibility as discussed above brings about 
further advantages towards solution accuracy, ensuring a realistic persistent contact 
force history, as shown in Fig. 5.28, which is essential for analysis where accurate 
contact force prediction is important, such as for frictional sliding impact problems. 
Furthermore, avoiding spurious oscillations between the contacting bodies leads to the 
conservation of the total energy in the system. This is shown in Fig. 5.29 where the 
kinetic, potential and total system energy are obtained throughout the interval of 
interest. It is shown that the total energy is stationary for this conservative system, 
confirming that the solution procedure is algorithmically stable and deals effectively 
with the inherent nonlinearities of dynamic contact. 
Lastly, the wave propagation of the sphere during impact is investigated by considering 
the distribution of longitudinal strain   (Fig. 5.22) in the sphere and transverse strain 
in the plate (along x-axis). The strain distributions are plotted in Fig. 5.30 for three time 
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intervals: i) initial contact, ii) fully compressed sphere, and iii) rebound. It is shown that 
the compressive wave propagates over the sphere height from the instance of initial 
contact (Fig. 5.30(a)) to full compression (Fig. 5.30(b)), and is then reflected as a 
tensile wave on rebound (Fig. 5.30(c)). Finally at 8.53t ms , when the tensile wave 
arrives at the initial contacting point, the sphere is released from the steel plate. 
 
 
Fig. 5.23. Vertical displacement history at top of sphere. 
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a) 3D view b) 2D view 
Fig. 5.24. Deformed configuration for sphere impact with flexible plate at 4.4t ms . 
 
 
Fig. 5.25. Vertical displacement history. 
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Fig. 5.26. Vertical velocity history. 
 
 
Fig. 5.27. Vertical acceleration history. 
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Fig. 5.28. Contact force history (via multiplier) applied to rigid circular plate at 
impacting end of sphere. 
 
Fig. 5.29. Energy history in sphere and flexible plate. 
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a) Initial contact 
 0.7t ms  
b) Fully compressed 
 4.4t ms  
c) Rebound  
 6.53t ms  
Fig. 5.30. Longitudinal strain (  ) and deformed shape of sphere. 
5.8 Conclusion 
Several problems have been encountered in previous research (Zavarise and De 
Lorenzis, 2009) for solving node-to-segment dynamic contact, where ambiguity in the 
identification of the contact point can lead to erroneous response prediction. To address 
these pitfalls, a new approach is proposed in this chapter which accounts for various 
contact scenarios and treats effectively the special cases that may arise in highly 
nonlinear dynamic contact problems. For such special cases, a contact detection 
algorithm is devised which examines the motion of the contacting bodies during a time-
step interval. 
The proposed node-to-segment contact approach is formulated for 9-node Lagrangian 
shape functions for the displacement field on the contact surface , and it is implemented 
into the nonlinear structural program ADAPTIC (Izzuddin, 1991). The algorithm can be 
used for modelling multi-dimensional contact problems, and the developed contact 
element can be used for 2D/3D problems utilising 9-node shell/ 27-node brick 
elements, respectively. Finally, the developed node-to-segment contact element 
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incorporates the proposed DVA constraint approach as well as the Lagrangian velocity 
constraint for a robust solution procedure in highly nonlinear dynamic contact analysis. 
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Chapter 6 
6 Case Studies 
6.1 Introduction 
In this chapter, several applications of the proposed methodologies presented in this 
thesis are illustrated through a number of numerical examples. The numerical examples 
included at the end of the Chapters 3 to 5 were indicative of the convergence behaviour 
and robustness of the dynamic contact analysis methods proposed in this work, namely 
the advanced DVA constraint, new regularised penalty, and velocity constraint 
approaches. In addition to this, the numerical stability and energy consistent 
characteristics of the algorithms, when employed in conjunction with the novel node-
to-segment contact element developed in this work, are demonstrated in Chapter 5 for 
complex dynamic contact problems involving large displacement and general motion. 
Consequently, these aspects are not the main focus in this chapter. Instead, emphasis is 
given to the wide range of problems that can be treated using the proposed 
formulations, providing further exposition of the concepts involved in nonlinear large 
displacement dynamic contact analysis. 
All numerical examples are geometrically nonlinear and involve both elastic and 
inelastic material responses. Dynamic applications are examined to illustrate the 
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performance of the proposed methods in dealing with the inherent nonlinearities in 
dynamic contact simulations, which are well-known for causing numerical difficulties. 
The numerical examples also suggest several future applications that would benefit 
from utilising the present work. 
6.2 Sheet metal forming of trapezoidal steel deck 
Sheet metal forming, as opposed to bulk metal forming, is a collection of cold metal 
working processes which are performed on metal sheets with large surface to volume 
ratio. Generally, the sheet metal forming processes fall in one or a combination of the 
following operations, namely bending operation, shearing operation, drawing operation, 
stretching operation, and roll forming, as illustrated in Figure 6.1. 
 
a) Bending 
 
b) Shearing 
 
c) Drawing 
 
d) Sheet roll forming 
Fig. 6.1. Sheet metal forming operations. 
Pioneering studies in the field of numerical modelling of sheet metal processes were 
made with the application of the finite element method using static or quasi-static 
implicit and dynamic explicit type solution procedures (Tekkaya, 2000). However, 
whilst using an explicit dynamic scheme captures inertia forces and ensures 
convergence in the response, there are severe drawbacks in terms of accuracy and 
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numerical stability, which can make the dynamic explicit method unfeasible for the 
analysis of problems requiring very fine time-steps. Overcoming such inefficiency, the 
proposed algorithms developed in this work are employed within a second-order 
accurate implicit time-integration schemes for a robust and numerically stable dynamic 
analysis of a drawing problem. 
For this, a three dimensional forming example is examined for a trapezoidal steel 
decking plate commonly used for composite flooring in steel-framed building 
structures. In current practice, the forming of corrugated decking systems is made 
mainly via a combination of stages of roll forming (Fig. 6.2) and in some cases either 
using the corrugated rolling (Fig. 6.3) or with a stamping press machine (Fig. 6.4). In 
this example, the latter case is studied, where a punching machine with two side 
blankholder presses a typical steel sheet against a supported and highly stiff trapezoidal 
die to bend under pure drawing and form a trapezoid steel decking sheet. A schematic 
view of similar machinery is shown in Fig. 6.4(a) with the typical industrial machinery 
shown in Fig. 6.4(b). 
For the purpose of numerical modelling, a shallow steel decking profile sheet with the 
dimensions shown in Fig. 6.5(a) is considered. To simulate the press forming of this 
trapezoidal steel deck, detailed finite element modelling of a single ribbed sheet as 
shown in Fig. 6.5(b) is carried out. For computational efficiency, half of an individual 
rib is modelled (Fig. 6.5(b)) using appropriate boundary conditions to benefit from the 
symmetry of the structure. 
 
Fig. 6.2. Roll forming machine for steel decking sheet. 
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a) Roll b) Sheet c) Block 
 
 
 
d) Slice e) Corrugating rolls f) Corrugated sheet 
Fig. 6.3. (a-d) Expansion process, and (e-f) corrugation process. 
 
a) Schematic power press machine  
 
b) Industrial power press machine 
Fig. 6.4. Drawing press machine with trapezoidal supported die shape. 
 
a) Dimensions of cross section profile 
 
b) Idealisation for half sheet 
Fig. 6.5. Shallow trapezoidal steel profile. 
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Figure 6.6 illustrates the initial geometry and boundary conditions of the idealised 
problem, where a flat sheet is formed into a trapezoidal sheet by a stiff blanking punch 
pressing the steel sheet to conform to the shape of a supported and stiff die. In its 
undeformed configuration, the flat elasto-plastic sheet is 220mm long, 50mm wide with 
a uniform thickness of 10mm. Elasto-plastic material properties with kinematic strain 
hardening is considered for the steel sheets. In this respect, as shown in Fig. 6.7, the 
steel sheet is considered to have elastic modulus and Yield strength of 
3210 10E MPa   and 345y MPa  , respectively. In addition to this, a linear 
kinematic strain hardening parameter of 0.012   is considered, which starts at the 
plastic strain of 0.0098 6h y    as depicted in Fig. 6.7. 
Numerical analysis is carried out using ADAPTIC (Izzuddin, 1991), where the steel 
sheet is discretised using the 9-node co-rotational shell element (Izzuddin, 2007). 
Similarly, 9-node elements are also used with a large thickness to represent the rigidity 
of the outer surface of the punching press and the die. 
For the solution procedure, nonlinear dynamic analysis is carried out with implicit time-
integration using the non-dissipative and second-order accurate Newmark average 
acceleration (trapezoidal rule with parameters 0.5,  0.25   ). Dynamic contact 
constraints are imposed between the penetrating interfaces using the methods 
developed in this thesis. In this respect, to achieve a numerically stable and robust 
dynamic contact solution procedure which can be applied for inelastic nonlinear large 
deformation problems, the node-to-segment contact detection strategy developed in 
Chapter 5 of this thesis is employed with the energy conserving Lagrangian velocity 
constraint (Chapter 4). 
To achieve a smooth boundary interface between the contacting faces, the 
220mm×50mm flexible steel sheet is initially discretised longitudinally by 11 and 
transversely by 5 divisions, making a total number 55 uniform 20mm×10mm 
quadrilateral shell elements (Figs. 6.8(a-b)). In order to improve the smoothness of the 
contacting boundary interfaces, the mesh size is halved in the longitudinal direction. 
This leads to a total number of 110 squares of 10mm×10mm quadrilateral shell 
elements for the refined mesh (Figs. 6.8(c-d)). 
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Fig. 6.6. Initial geometry for the trapezoidal steel deck forming problem. 
 
 
 
Fig. 6.7. Steel sheet material properties [N, mm]. 
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a) Isometric view of coarser mesh b) Sectional view of coarser mesh 
 
 
c) Isometric view of refined mesh d) Sectional view of refined mesh 
Fig. 6.8. Views of initial undeformed configurations of FE models for two meshes. 
For accuracy reasons, the contacting surfaces representing the outer boundary of the 
stiff parts, namely the blanking punch and the supported trapezoidal die plates, are 
considered to be as the master surfaces, and the nodes on the flexible steel sheet 
representing the steel sheet are considered as the slave nodes. In this respect, for the 
coarse and fine meshes, the total number of node-to-segment contact elements 
employed is 594 and 1111, respectively. These numbers suggests that some of the slave 
nodes have more than two master segments, given that the total number of slave nodes 
on the flexible steel sheet for the two considered meshes are 495 and 990, respectively. 
This is to allow for the possibility that some of the slave nodes slide across two or more 
segments as a result of pressing. 
Nonlinear dynamic analyses are carried out over a total duration of T=0.024s, where 
the blanking punch initially separated by 0.1m distance from the supported die, is 
considered to be under a press gravity load of 20000kg. For temporal discretisation, an 
initial time-step 0.0001t s   is considered throughout the analysis. 
  
  
B 
A 
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Fig. 6.9. Displacement and gap history of blanking punch and metal sheet. 
Figure 6.9 depicts the displacement history obtained from the analysis for the coarser 
mesh discretisation obtained at the points of intersection of symmetry lines (A and B in 
Fig. 6.8(a)) of the blanking punch and the steel sheet. It is shown that the steel sheet 
located initially at 0.01m from the blanking punch gets into contact at t=0.007s. The 
steel sheet forms the die when the pressing punch reaches the supported die at 
d1=−0.1m vertical displacement corresponding to an analysis time of t=0.021s. The 
deformed shapes arising from the drawing process are plotted in Fig. 6.10 for the 
analysis with the coarser mesh, including contours of the top longitudinal strain (
,x top ) 
in the steel sheet. 
The realistic simulation shows the power of the proposed node-to-segment dynamic 
contact approach in providing a numerically stable platform for problems with complex 
geometry undergoing large deformations. Fig. 6.10 shows the significant strain 
concentration at the sharp edges as expected. It is important to note that the analysis is 
carried out with co-rotational shell elements developed for large-displacement small-
strain problems, and hence the accuracy of the results may be questioned for strains 
exceeding 5-10%. However, the developed contact element is by no means limited to 
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small strain problems and is readily applicable to the analysis of problems involving 
finite deformations. 
 
i) 0.0001t s  
 
ii) 0.001t s  
 
iii) 0.0011t s  
 
iv) 0.0012t s  
 
v) 0.0013t s  
 
vi) 0.0014t s  
 
vii) 0.0015t s  
 
viii) 0.0016t s  
 
ix) 0.0017t s  
 
x) 0.0018t s  
Fig. 6.10. Deformed configurations and top longitudinal strain in sheet (Cont‟d…). 
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xi) 0.0019t s  
 
xii) 0.002t s  
 
xiii) 0.0022t s  
 
xiv) 0.0024t s  
Fig. 6.10. Deformed configurations and top longitudinal strain (
,x top ) in sheet. 
In order to demonstrate the movement and sliding of the slave nodes from one segment 
of the punch or the die to another, sectional views of the deformed shapes showing the 
position of the slave and master nodes are plotted in Fig. 6.11. To investigate the mesh 
sensitivity of the problem and smoothness of the boundary interface, the deformed 
configurations are compared at 8 time instances during the forming analysis for the two 
simulations carried out with different meshes. 
The deformed shapes depicted in Figs. 6.11(iii-iv) for the coarser mesh indicate some 
penetration between the boundaries of the slave node and the master segments next to 
the sharp edges. This is easily addressed for this problem with good accuracy by 
refining the mesh as illustrated in Figs. 6.11(iii'-iv'). 
 
i) 0.0085t s  
 
i') 0.0085t s  
Fig. 6.11. Sheet forming problem – a) left: mesh size 20mm. b) right: mesh size 10mm 
(Cont‟d…). 
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ii) 0.001t s  
 
ii') 0.001t s  
 
iii) 0.0014t s  
 
iii') 0.0014t s  
 
iv) 0.0018t s  
 
iv') 0.0018t s  
 
v) 0.0022t s  
 
v') 0.0022t s  
 
vi) 0.0024t s  
 
vi') 0.0024t s  
Fig. 6.11. Sheet forming problem – a) left: mesh size 20mm. b) right: mesh size 10mm. 
6.3 Impact of elasto-plastic sphere on elastic surface 
In this section, the hollow sphere impact problem examined in previous chapters for a 
conservative elastic system is studied here using nonlinear elasto-plastic material 
properties. For this, the contact problem of the inelastic hollow sphere against a 
stiffened and supported steel plate (Fig. 6.12) is analysed using the proposed DVA 
node-to-segment contact algorithm. These analyses are undertaken using the developed 
node-to-surface (i.e. NTC) dynamic contact algorithms. 
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a) Schematic view 
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Fig. 6.12. Geometric configuration and discretisation of impacting elastic sphere. 
The analyses are carried out for supported and highly stiff steel plate of uniform 
thicknesses of t=10m. Elasto-plastic material properties with kinematic strain hardening 
is considered for the hollow steel sphere and the stiff plate. In this respect, as shown in 
Fig. 6.13, the steel is considered to have elastic modulus, Yield strength and Poisson‟s 
 
 
 
 
Fig. Error! No text of specified style in document.-1. Geometric configuration and 
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ratio of 
3210 10E MPa  , 345y MPa   and 0.3 , respectively. In addition to this, 
a linear kinematic strain hardening parameter of 0.012   is considered, which starts 
at the plastic strain of 0.0098 6 h y   as depicted in Fig. 6.13. 
 
Fig. 6.13. Steel sheet material properties [N, mm]. 
Dynamic analysis are carried out using the well-known Newmark average acceleration 
method time-integration scheme with parameters ( 0.5 0.25   ), i.e. the so called 
trapezoidal rule method. The initial time-step size though out the analysis time interval 
of interest of  0, 0.015T s  is considered to be equal to 51 10t s   . For appropriate 
kinematic compatibility enforcement during contact, the novel DVA contact algorithm 
described in Chapter 4 is considered in conjunction with the node-to-segment contact 
detection method developed in Chapter 5 of this thesis. In this respect, the sphere nodes 
are set as slave nodes with one or more potential master surface(s) on steel plate. 
The response of the inelastic dynamic contact problem is examined here in detail, and 
the results are compared against the response of the elastic system studied in Chapter 5. 
The results once again confirm the robustness of the novel node-to-surface algorithm 
for the analysis of highly nonlinear dynamic contact problems with complex structural 
geometries undergoing large displacements, allowing in this case for material 
nonlinearities. Additionally, it is confirmed that the proposed DVA approach enforces 
full kinematic compatibility between the contacting bodies during persistent contact. 
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Figure 6.14 depicts the time-history variation of the vertical displacement at the top of 
the sphere for the two analyses with inelastic and elastic material properties using the 
proposed node-to-segment (NTS) DVA contact approach. It is clearly shown in 
Fig. 6.14 that, whilst for the elastic case the sphere rebounds following 5.65t ms  of 
persistent contact, for the inelastic analysis the sphere undergoes permanent 
deformation where the plastic work absorbs the kinetic energy in the system. In this 
respect, the maximum vertical displacement obtained for the elasto-plastic hollow 
sphere measured at its top end is about 
max, 0.48topd m . 
Figures 6.15(a-b) depict the deformed configuration of the hollow sphere at its fully 
compressed state ( 13.1t ms ). Noting that the steel plate is relatively stiff, the 
corresponding steel plate shell elements are removed from the graphic view shown in 
Fig. 6.15(b) for visibility of the main deformations in the hollow steel sphere. It is 
clearly shown that the sphere undergoes large deformations, where significant localised 
and permanent deformations occur adjacent to the impacting point which dents the 
inelastic hollow sphere inwards. 
 
Fig. 6.14. Vertical displacement at top of sphere. 
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a) Side view b) Isometric view 
Fig. 6.15. Deformed configuration of impacting sphere at 13.1t ms . 
Figure 6.16 depicts the indentation displacement history at the bottom end of the 
sphere. It is shown that the maximum inward displacement in the global z-direction is 
around 0.35m . More importantly, considering at the normal gap displacement between 
the bottom of the sphere and the mid-plane of the plate, it can be established that the 
bottom rigid cap remains in persistent contact for about only t=0.0007s. This is mainly 
due to plastic inward deformation occurring in the sphere. It is worth noting in Fig. 6.16 
that the proposed DVA method accurately enforces the gap constraint during the full 
duration of persistent contact. 
Figures 6.17-18 also show that the proposed DVA dynamic contact algorithm also 
enforces with good accuracy the velocity and acceleration compatibilities between the 
impacting interfaces during persistent contact. As a result, an accurate persistent contact 
force history is obtained as shown in Fig. 6.19, which is achieved regardless of the 
time-step size or numerical damping in the system. This is particularly important for 
analysis of dynamic contact problems involving friction, since the magnitude tangential 
force in typical sliding problems involving friction is directly related the magnitude of 
the applied normal force. 
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Finally, a comparison between the energy variation for the two inelastic and plastic 
systems is undertaken in Fig. 6.20. It was established before for elastic contact that the 
proposed DVA contact algorithm is numerically stable and avoids the energy 
inconsistencies occurring in conventional methods. This is confirmed here for the 
inelastic system as well, where the total energy in the system exhibits some negligible 
level of energy decay in the system when compared against the conservative elastic 
response. 
The deformed shapes for the impacting sphere, for the three stages of initial contact, 
denting and fully compressed, are shown in Fig. 6.21 with the distribution of the mid-
plane longitudinal strain  . It is evident that significant plasticity occurs in the 
adjacent rings where contact occurs between the hollow sphere and the stiff plate. 
 
 
Fig. 6.16. Vertical displacement history. 
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Fig. 6.17. Vertical velocity history. 
 
 
Fig. 6.18. Vertical acceleration history. 
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Fig. 6.19. Contact force (via multiplier) applied to rigid circular plate at end of sphere. 
 
 
Fig. 6.20. Energy history in the sphere and the flexible plate. 
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a) Initial contact 
 2.5t ms  
b) Denting 
 5.1t ms  
c) Fully compressed 
 15t ms  
Fig. 6.21. Longitudinal strain (  ) and deformed shape of sphere. 
6.4 Seismic pounding of adjacent buildings 
Dynamic contact interactions between structural/non-structural members during ground 
excitation, so called structural pounding, is widely reported, particularly between 
inadequately separated neighbouring buildings or bridge segments (Pantelides and Ma, 
1998; Jankowski, 2008). This type of incident, referred to as earthquake-induced 
structural pounding, becomes significant when adjacent buildings with substantially 
different dynamic characteristics are separated by a small distance relative to their 
allowable peak displacement response. Significant structural damage due to the 
negative pounding effect have been documented during some of the historical 
earthquakes. To name a few, in the 1985 Mexico city earthquake (Fig. 6.22) around 
15% of the collapsed building were directly caused by structural pounding (Bertero, 
1987), and similarly in the 1971 San Fernando earthquake failure of the stair-towers for 
the Olive View hospital (Fig. 6.23) was induced by pounding (Bertero and Collins, 
1973). 
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Fig. 6.22. Mid-floor failure of Hotel de Carlo due to structural pounding. 
 
a) Partially detached stairway 
 
b) Two collapsed stair-towers 
Fig. 6.23. Severely damaged stair towers and building at Olive View Hospital. 
This case study illustrates another vital application of the developed dynamic contact 
approach, where earthquake-induced pounding between two adjacent 5 and 3-storey 
buildings is investigated for varying values of seismic gap and applied gravity loading. 
It is demonstrated that a numerically stable solution procedure is obtained for the 
developed methods, namely the Lagrangian velocity, regularised penalty and 
Lagrangian DVA methods. In addition, it is shown that a correct and persistent contact 
force history can be obtained via the proposed Lagrangian DVA constraint, which is of 
great use for understanding the realistic peak pounding force and the maximum base 
shear during ground excitation. The correct prediction of the persistent contact force is 
essential, not only for an accurate numerical solution, but also for the development of 
more simplified methods for the assessment of damage which can compromise 
structural stability or create a life-safety hazard. 
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a) Plan view of two adjacent buildings 
 
b) Elevation view of pounding frames in two adjacent buildings 
Fig. 6.24. Pounding of adjacent moment resisting frames (MRFs) under earthquake. 
To illustrate the points mentioned above, typical steel frames using three moment-
resisting frames (MRFs) are considered for two neighbouring buildings, as indicated in 
the plan and elevation views of Fig. 6.24. The member cross-section properties of the 
two frames, separately designed in accordance to Eurocode 3 (2005) and Eurocode 8 
(2004), are extracted from the literature (Kumar, 2012). The European steel grade S275 
beam and column profiles used for the internal and external MRFs at different 
elevations are indicated in Fig. 6.24(b). In terms of loading, the frames are considered 
to have unfactored dead load (DL) and live load (LL) of 5.75kN/m
2
 and 2kN/m
2
 for the 
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floor levels and with allowance of 1kN/m
2
 reduction for the dead load (i.e. 
DL=4.75kN/m
2
) and imposed load (i.e. IL=1kN/m
2
) for the roofs. 
As before, the frames are modelled using ADAPTIC (Izzuddin, 1991) to carry out 
nonlinear time-history dynamic analysis, employing cubic elasto-plastic beam-column 
elements. Three gravity load combinations are considered here to investigate the 
variation of dynamic structural characteristics on the pounding force, namely i) EC8 
(2004) earthquake design load combination of DL+0.3LL, ii) unfactored design load of 
DL+LL and iii) the ASCE 7-O2 (1994) design load of 1.2DL+LL. In this respect, plane 
frame idealisation is considered, where the structure is spatially discretised with a fine 
mesh of cubic elasto-plastic beam elements of length 300L mm , where the column 
and beam/floor masses are spread consistently as concentrated mass at beam-column 
joints. In terms of material modelling, both elastic and bilinear elasto-plastic models are 
considered with Young's modulus of 
3210 10E MPa  , a yield strength of 
275y MPa   and kinematic strain hardening parameter of 1%. 
To define the dynamic structural characteristics of the two buildings under horizontal 
ground excitation, eigenvalue analysis is first carried out for the different levels of 
applied masses described before. In this respect, the first three participating mode 
shapes are depicted in Fig. 6.25, where the corresponding periods of vibration are also 
summarised in Table 6.1. 
For modelling the interactions between the two adjacent buildings, the newly developed 
energy consistent node-to-node dynamic contact elements are considered at floor level 
with a gap distance of s  representing the seismic gap. Comparison of the responses is 
made in the next section against the response obtained using conventional dynamic 
contact algorithms, which highlights the importance of correct contact force work input 
in order to achieve accurate results whilst avoiding numerical instability and energy 
shoot-up. 
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(a) Mode 1 
 
(b) Mode 2 
 
(c) Mode 3 
 
(d) Mode 1 
 
(e) Mode 2 
 
(f) Mode 3 
Fig. 6.25. Lowest three modes: (a-c) 5-storey building and (d-f) 3-storey building. 
Frame 
Periods of vibration for different applied gravity load, T (s) 
EC8 design load: 
DL+EL+0.3LL 
Unfactored design load: 
DL+EL+LL 
ASCE 7-O2 design load: 
1.2DL+EL+LL 
Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3 
5-storey 0.988 0.302 0.157 1.077 0.329 0.172 1.160 0.354 0.185 
3-storey 0.813 0.195 0.080 0.880 0.213 0.088 0.947 0.229 0.095 
Table 6.1. Periods of vibration for pounding frames. 
For temporal discretisation, Newmark‟s trapezoidal rule is considered using 0.25   
and 0.5  , with an initial time-step 0.001t s  , and ignoring structural damping. For 
dynamic excitation, the north-south component of the ground motion acceleration 
recorded for the 1940 El Centro earthquake (Fig. 6.26) is considered. All analyses are 
performed for the time interval  0, 40T s , thus allowing 10s  beyond the earthquake 
duration. 
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Fig. 6.26. North-South ground motion record for 1940 El Centro earthquake. 
6.4.1 Numerical stability of dynamic contact constraints 
The importance of correct impact work-input in the considered pounding problem is 
first investigated assuming elastic steel material properties. In this respect, numerical 
analyses are performed for the energy consistent dynamic contact constraint algorithms 
proposed in this work, namely i) regularised penalty method, ii) Lagrangian velocity 
constraint and iii) Advanced DVA constraint. To illustrate the importance of the 
imposed dynamic contact constraint and the associated impact work-input, the results 
are compared against the conventional Lagrangian displacement constraint and penalty 
spring approaches. 
The analyses in this section are carried out using the ASCE 7-O2 (1994) design gravity 
load of 1.2DL+LL and taking into account the floor applied loading as well as the 
attributed self-weight of columns. Based on this, a total seismic mass of 100000kg is 
considered at each floor level, except for the roof where a total mass of 74800kg is 
applied. Here, a small seismic gap distance of 1s mm   is considered between the 
adjacent buildings to investigate the effect of pounding. 
In all numerical simulations, pounding is modelled using three node-to-node contact 
elements, each located between the three lower floor levels of the two adjacent 
buildings. For the analysis using the novel DVA constraint algorithm, the suggested 
algorithmic weighting parameters are set as 1,  1d vq q   and 0.25aq  . On the other 
hand, penalty stiffness of 
1110 /PK N m  is used for both the regularised penalty and 
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conventional penalty method to limit penetration between the contacting boundaries to 
less than the acceptable penetration criterion, considered here as 1mm . 
Figure 6.27 depicts the horizontal displacement history for the 3-storey building at the 
assumed impacting point of the top floor level obtained using different contact 
algorithms. It is shown that the results obtained for the proposed energy consistent 
methods match well for long duration dynamic contact analysis with a maximum peak 
displacement of approximately 0.32m . In contrast, the conventional methods exhibit 
significant numerical instabilities due to energy shoot-up in the system, which result in 
unbounded and erroneous peak displacements of 2.3m and 0.9m for the conventional 
penalty and Lagrangian displacement constraint, respectively. Furthermore, the energy 
instability associated with such methods leads to an eventual breakdown of the solution 
procedure as indicated in Fig. 6.27. 
Figure 6.28 depicts the pounding force at the roof level from the numerical model using 
the DVA constraint, where it is clear that the peak contact force at the top level is 
slightly less than 2400kN. Comparing this result against the contact force history 
obtained using other energy consistent constraints (Figs. 6.29-30), the superiority of the 
proposed DVA constraint in predicting an accurate and persistent contact force is 
evident. In this respect, the regularised penalty method, although numerically stable, 
leads to unrealistic tensile contact forces. On the other hand, the Lagrangian velocity 
constraint does not capture the persistency condition in the contact force, and hence the 
magnitude of the contact force may be related to the time-step size. The unbounded 
contact force history for the two conventional constraint approaches discussed before 
are also depicted in Fig. 6.31 until the point of analysis termination. 
In light of the above, the novel DVA contact constraint is henceforth considered as the 
main approach for further investigation of structural pounding. In the next sections, 
parametric studies are undertaken to investigate the effects of inelasticity, seismic gap 
and gravitational loading on the structural response and the peak pounding force. 
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Fig. 6.27. Horizontal roof displacement history for the 3-storey building. 
 
 
Fig. 6.28. Pounding force at roof level with DVA constraint. 
Numerical instability resulting in 
analysis termination 
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Fig. 6.29. Pounding force at roof level with regularised penalty spring. 
 
 
Fig. 6.30. Pounding force at roof level with Lagrangian velocity constraint. 
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Fig. 6.31. Pounding force at roof level with Lagrangian velocity constraint. 
6.4.2 Pounding of inelastic structures 
Consideration is given to the inelastic pounding response of the two frames and its 
comparison to the elastic response, where for the inelastic case bilinear elasto-plastic 
steel material properties with a yield strength 275y MPa   and kinematic strain 
hardening parameter of 1% are considered for all steel members. Analyses are carried 
out using the ASCE 7-O2 (1994) design gravity load and a small seismic gap distance 
of 1s mm  . 
Figure 6.32 compares the horizontal displacement history at the roof level for the 3-
storey building for the elastic and inelastic structural responses. It is clear that some 
steel members reach their yield strength during the analysis, since for the inelastic 
response the displacement history has been dampened to some extent reducing the peak 
displacement to around 0.25m  during the ground excitation. Note that in Fig. 6.32, 
both elastic and inelastic responses have residual displacements which is indicative of 
the residual ground displacement (i.e. earthquake record not corrected for zero residual 
ground displacements). In terms of the contact force, it is shown in Fig. 6.33 that 
Numerical instability resulting in 
analysis termination 
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consideration of inelasticity reduces the peak pounding force to around 1300kN , and 
the number of strikes between the adjacent structures is reduced. 
 
Fig. 6.32. Horizontal roof displacement for 3-storey building. 
 
 
Fig. 6.33. Pounding force at roof level of 3-storey building. 
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6.4.3 Effect of seismic gap size on peak pounding force 
A parametric study is undertaken here to investigate the effect of the seismic gap size 
on the peak pounding force at roof level. It is noted that the minimum separation 
distance for the analysed structures to avoid any interactions under the El Centro 
earthquake is approximately 175mm. In view of this, the seismic gap is increased from 
the originally considered value of 1s mm   to 10mm, 50mm , 100mm and 150mm. It is 
shown in Fig. 6.34 that for the problem studied here the magnitude of the peak 
pounding force reduces as the seismic gap between the adjacent structure increases, but 
the magnitude of the pounding force is by no means proportional to seismic gap size. 
 
Fig. 6.34. Pounding force at roof level of 3-storey building. 
6.4.4 Effect of gravity loading on peak pounding force 
The storey mass of a building has direct influence on the dynamic characteristics of a 
building, which in the linear regime can be defined by the active low frequency modes 
of vibrations (Table 6.1). In addition to this, the storey mass parameter of the colliding 
buildings could also affect the pounding forces developed during the earthquake-
induced interactions. However, the relation between the pounding force and the storey 
mass parameters is highly complex as it depends on several parameters such as the 
1s mm
P 
 10s mmP   
50s mm
P   
100s mm
P   
150s mm
P   
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nonlinear structural response, the velocity of the two floors at the point of contact, the 
gap size, etc. Hence, nonlinear dynamic analysis is employed here to investigate 
whether any direct correlation can be drawn for the example studied in this section. 
The structural configuration with seismic gap size of 1s mm   is considered under 
various levels of gravity load to establish its effect on pounding forces. Three cases are 
investigated based on the EC8 (2004) earthquake design load combination of 
DL+0.3LL+EL, the unfactored design load of DL+LL+EL and the ASCE 7-O2 (1994) 
design load of 1.2DL+LL+EL. Note that the notation EL is used to represent the 
applied earthquake loading. The pounding force history obtained from these 
simulations at the top floor level of the 3-storey building using the proposed DVA 
contact approach is depicted in Fig. 6.35. It is clearly shown that the pounding force 
obtained for the EC8 (2004) design load combination is larger for two of the strikes 
(pointed by arrows) than the unfactored load case combination. Therefore, it can be 
concluded from this parametric study that although the storey mass influences the 
dynamic characteristics of the building, no direct correlation can be drawn for the 
structural mass and pounding force magnitude. 
 
Fig. 6.35. Pounding force at roof level for different gravity loading/mass. 
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6.4.5 Comparison against case without pounding 
Finally, to highlight the importance of pounding consideration for seismic design, 
comparison is made between the responses obtained from two numerical simulations 
with and without the inclusion of the pounding effect. For the numerical simulation 
which accounts for the pounding effect, a seismic gap size of 1s mm   is considered 
between the 3 and 5-storey buildings with the EC8 (2004) recommended gravity load 
combination DL+0.3LL. 
Figures 6.36-37 show the bending moment and axial force history at the outer base 
column of the 3-storey building. It is shown that incorporation of pounding can lead to 
a significant increase in the bending moment and axial force demand in the column 
members. This effect is even more pronounced for the base shear force, where as 
shown in Fig. 6.38 the peak base shear force obtained from the numerical simulation 
accounting for the pounding is 3780kN compared to the case with no pounding 
consideration where it is only 995kN. The structural deformed shapes with axial and 
bending moment distribution are plotted in Fig. 6.39 at t=5.61s corresponding to the 
peak base shear force of Qmax= 3780kN. 
 
Fig. 6.36. Bending moment of outer base column for 3-storey building. 
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Fig. 6.37. Axial force of outer base column for 3-storey building. 
 
 
Fig. 6.38. Base shear force for 3-storey building. 
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a) Axial force distribution (deformed shape scale: 20) 
 
a) Bending moment distribution (deformed shape scale: 20) 
Fig. 6.39. Axial force and bending moment for 2D steel frames at t=5.61s. 
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6.5 Damage assessment of falling objects 
In the civil engineering construction industry, object falling hazards encountered during 
and after construction are one of the main risks affecting the global stability of a 
structure, including multi-storey buildings (Fig. 6.40) and bridges. In this section, the 
assessment of a potentially hazardous accidental falling of a lifted beam is studied 
during and after construction. 
 
Fig. 6.40. Falling beam hazard during erection of steel frame. 
A multiple impact problem of two orthogonal beams under an accidental free fall from 
a 3m height is investigated using the developed node-to-segment dynamic contact in 
conjunction with the proposed DVA constraint approach. Accordingly, the problem is 
considered for two similar 6m long beams with symmetric I-sections typically used in 
building structures, the details of which are provided in Table 6.2. Both beams are 
considered to be initially at rest. Two load cases are considered corresponding to 
impact during and after construction, namely 1) steel beams under self-weight only, and 
2) steel beams under an additional 15kN/m applied gravity load on the top flanges of the 
two beams. The time interval considered for the first load case scenario is  0, 1.5T s , 
whilst for the second case a longer interval  0, 2.5T s  is considered. 
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Section 
Flange width, 
bf (mm) 
Flange thickness, 
tf (mm) 
Web 
depth, 
dw,(mm) 
Web 
thickness, 
tw (mm) 
I 254 21 645.6 13.2 
Table 6.2. Cross-section properties of steel beams. 
Numerical analyses are first performed using elastic material properties for the purpose 
of investigating numerical stability and conservation of energy. Subsequently, detailed 
investigations of the elasto-plastic response are presented. For all analyses, typical steel 
properties are considered, as shown in Table 6.3. 
Material 
Elastic 
modulus, 
E MPa 
Yield stress, 
y  MPa 
Hardening 
modulus, 
E  MPa 
Poisson‟s 
ratio,   
Density 
(kg/m3) 
Steel 210×103 345×103 2520 0.3 8×103 
Table 6.3. Steel material properties. 
 
Fig. 6.41. Spatial discretisation with coarse mesh of 9-node shell elements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C L 
tw 
L 
bf 
tf 
dw 
C 
 
 
 
 
 
 
 
 
 
 3m 
6m 
 
6m 
Fixed 
support 
Fixed 
support 
Chapter Six                       Case Studies 
265 
Details of the FE model as well as the structural geometry for the initial spatial 
discretisation at 0t s  are shown in Fig. 6.41, where the beams are spatially discretised 
using 9-node shell elements. For the mesh shown in this figure, each individual beam is 
modelled using 100 shell elements. Lumped masses are considered at the position of 
each nodes to represent the self-weight and any extra masses due to additional applied 
gravity loading. All analyses are performed using a time-step 0.0001t s  , and the 
impacted beam is considered to be fully restrained at its two ends, as shown in Fig. 6-
41. 
For modelling the dynamic contact interactions, the proposed node-to-surface contact 
approach is employed for all analyses. In this respect, the bottom flange nodes on the 
falling beam are considered as the slave nodes and the 9 node shell elements modelling 
the top flange of the stroked beam are set as their master surfaces. The proposed DVA 
constraint approach is considered ( 1dq  , 1vq  , 0.25aq  ) in conjunction with the 
node-to-surface contact element to achieve both accuracy and numerical stability.  
For this problem, temporal discretisation for the elastic response is carried out using the 
non-dissipative Newmark trapezoidal rule. However, in order to demonstrate the 
effectiveness of the proposed contact element when used with other time-integration 
schemes, comparison is made for the inelastic system (in Section 6.5.2) against the 
response obtained from the numerically dissipative HHT-α method. 
6.5.1 Energy conservation for elastic impact response 
In this section, the numerical stability of the proposed DVA constraint within the 
developed node-to-surface contact approach, as presented in Chapters 4 and 5, is 
illustrated here for the considered falling beam impact problem under the self-weight 
gravity loading. In this regard, the numerical stability associated with the inherent 
nonlinearities of contact is investigated through establishing energy conservation/decay 
characteristics (Kuhl and Crisfield, 1999), where for simplicity an elastic material 
response is considered. 
In addition, similar to previous investigations in Chapter 4 for the rod and sphere 
problems, it is shown that improved accuracy and energy conservation characteristics is 
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achieved with further refinement of spatial discretisation. To demonstrate this, a mesh 
sensitivity analysis is carried out by halving the initial mesh size of Fig. 6.41 over the 
web depth and along the beam length. Figure 6.42(a-c) illustrates the three levels of 
discretisation considered for the mesh sensitivity study using a total number of 200, 800 
and 2300 shell elements, respectively. With respect to temporal discretisation, all 
analyses are performed using a time-step 0.0001t s  . 
 
 
a) Total number of shell elements=200 
 
b) Total number of shell elements=800 
 
c) Total number of shell elements=3200 
Fig. 6.42. Levels of discretisation considered for mesh sensitivity study. 
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The energy evolutions obtained with the three FE meshes are depicted in Figs. 6.43-45. 
In this respect, the variation of the gravitational, kinetic and strain energies is shown 
along with the total energy. It is worth noting that the reference point of zero 
gravitational potential energy is set at the mid-height level of the impacted beam in its 
undeformed configuration. 
Studying the energy evolution obtained for the three analyses, it is evident that the 
kinetic energy increases as the falling beam reaches the lower beam, and that persistent 
contact is initiated at 0.686initialt s . It is shown in Fig. 6.43 that for the coarse mesh 
size some small level of energy decay occurs during the initial contact stages. Although 
this energy decay is already small, it is illustrated in Figs. 6.44-45 that refining the 
mesh to 800 and 3200 elements results in further improvements in the energy 
conservation characteristics. 
 
 
Fig. 6.43. Energy variation using 200 shell elements. 
 
Chapter Six                       Case Studies 
268 
 
Fig. 6.44. Energy variation using 800 shell elements. 
 
 
Fig. 6.45. Energy variation using 3200 shell elements. 
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6.5.2 Inelastic response 
The inelastic structural response of the orthogonal beam impact problems is 
investigated here using the material properties given in Table 6.2, considering the two 
previously noted gravity loading cases. For computational efficiency, the initial spatial 
discretisation using 200 shell elements, shown in the previous section to be satisfactory, 
is considered here for all analyses. Furthermore, comparison is made between the 
impact responses obtained with both the non-dissipative trapezoidal rule and the 
numerically dissipative HHT-α time-integration method. For this, according to 
Table 2.1 the parameters of HHT-α are set to  0.3333,  0.44442,  0.8333     , 
so that the algorithm possesses desirable characteristics such as unconditional spectral 
stability and second-order accuracy in addition to numerical dissipation. For temporal 
discretisation, all analyses are performed using an initial time-step 0.0001 t s . 
6.5.2.1 First load case: self-weight gravity load 
First, the inelastic responses are obtained under the self-weight of the steel beams using 
the trapezoidal rule and HHT-α time-integration schemes. The displacement history for 
the bottom and top flange nodes at mid-span of the falling and impacted beams, 
respectively, are shown in Fig. 6.46. It is clear that the displacement history response 
obtained for both the trapezoidal rule and HHT-α method are in very good agreement. 
The contact force history is also obtained for these two analyses, which confirms that 
both algorithms successfully predict almost identical and continuous contact traction 
force history during persistent contact. In fact, since the beams undergo negligible 
plasticity and deformations during impact, the response is very similar to the elastic 
case studied in previous section. 
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Fig. 6.46. Vertical displacement of bottom/top flanges at the mid-span of 
falling/impacted beams. 
 
 
Fig. 6.47. Total contact force obtained using trapezoidal rule and HHT-α method. 
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6.5.2.2 Second load case: additional 15kN/m gravity load 
The inelastic impact response is very different for the second load case, where an 
additional gravity load of 15kN/m is applied to the top flanges of the two beams. The 
displacement history for the bottom and top flange nodes at the mid-span of the falling 
and impacted beams, respectively, is shown in Fig. 6.48. It is demonstrated that the 
overall response obtained for the two analyses is similar as the falling beam strikes the 
lower beam multiple times during the analysis time interval  0, 2.5T s . The 
significant residual displacement indicates considerable strain energy absorbed in the 
system following the initial strike. 
 
Fig. 6.48. Vertical displacement of bottom/top flanges at the mid-span of 
falling/impacted beams. 
The contact force history is provided in Fig. 6.49 for these two analyses, which 
confirms that both time-integration schemes predict a continuous contact traction force 
history during persistent contact with the proposed dynamic contact approach. This 
illustrates that the dynamic contact methods proposed in this work can be readily 
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employed in conjunction with prevalent time-integration schemes depending on the 
specific problem and the desired numerical characteristics. 
 
Fig. 6.49. Total contact force using trapezoidal rule and HHT-α method. 
 
 
Fig. 6.50. Energy variation using DVA constraint with trapezoidal rule. 
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The energy variation in the inelastic system is shown in Fig. 6.50, where as expected a 
significant increase in the strain energy occurs in the steel beams following the first 
strike at 0.686initialt s  absorbing large amount of the kinetic energy in the falling 
beam. This is followed by a gradual increase in strain energy for the following bounces. 
Finally, the deformed configuration and strain distribution at 0.725t s  during the first 
strike are shown in Figs. 6.51(a-b) where the transverse and longitudinal strains are 
depicted. 
 
a) Transverse strain 
 
 
b) Longitudinal strain 
Fig. 6.51. Deformed shape and strain distribution at 0.725t s . 
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6.6 Conclusion 
This chapter provides several applications of the methods proposed in this thesis for 
dynamic contact analysis. The wide range of application examples studied here is 
aimed at demonstrating the significant potential of this work in providing a robust 
dynamic contact simulation approach which is both numerically stable and accurate, yet 
is efficient for nonlinear analysis involving geometric and material nonlinearities. 
The considered examples comprise of planar and 3D problems using the developed 
node-to-node and node-surface dynamic contact elements, respectively. All examples 
considered involve geometric nonlinearities, and dynamic contact analysis is performed 
for both elastic and inelastic material responses. Important characteristics of the novel 
dynamic contact methodologies, particularly the advanced DVA approach, are 
illustrated with respect to energy consistency as well as application to different time-
integration schemes that may or may not possess numerical dissipation. 
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Chapter 7 
7 Conclusion 
7.1 Summary 
The work presented in this thesis is primarily motivated by the growing interest in 
advanced numerical modelling of challenging mechanical contact problems in 
industries related to civil and mechanical engineering. In this respect, with 
advancements in computing technology and demands for optimal engineering solutions, 
there is an increasing need for advanced finite element (FE) procedures capable of 
robust analysis of complex structures undergoing highly nonlinear large displacements. 
Despite the significant progress made in this field, many mathematical, physical and 
programming issues remained unanswered for achieving a robust and accurate 
numerical solution procedure that is applicable to nonlinear large displacement 
dynamic contact analysis. In the context of semi-discretised integrator, one of the key 
remaining concerns is the lack of kinematic compatibility satisfaction between the 
interacting boundary interfaces when a single impenetrability constraint such as 
displacement or velocity constraint is enforced. Hence, there is still a challenge in FE 
modelling to develop more advanced algorithms which are accurate and can be used in 
typical FE solution procedures. 
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The aim of this work has been to develop realistic energy consistent dynamic contact 
algorithms within a robust and novel simulation environment for numerical analysis of 
mechanical contact problems. In the following sections, some of the major 
achievements of this work including the main features of the developed algorithms and 
their implementation as new contact elements within the in-house nonlinear software 
ADAPTIC (Izzuddin, 1991) are highlighted. 
7.1.1 Conventional dynamic contact algorithms 
It is widely established that the conservation or decay in the total energy of a structural 
system can ensure the desirable unconditional stability in nonlinear dynamic analysis. 
In this work, a thorough energy assessment of the Newmark family of methods is 
undertaken for dynamic contact analysis of structures. For this, the two main 
conventional gap constraint enforcement algorithms, namely the i) Lagrangian 
multiplier and ii) penalty methods, are investigated analytically. 
In this respect, the following outcomes are established for these conventional 
algorithms. 
Conventional Lagrangian displacement constraint: 
 Enforcing a single Lagrangian gap constraint for dynamic contact analysis with 
the well-known trapezoidal rule can lead to erroneous energy estimation, which 
cannot be redressed by using temporal or spatial refinements. 
 The energy variations in the system of contacting bodies occurs at the time-
steps of initial contact and rebound stage. 
 For multiple-contact problems including persistent mechanical contact, the 
Lagrangian gap constraint results in cumulative energy gain which obscures the 
solution, and leads to numerical instabilities and an eventual analysis 
termination for long duration analysis. 
 For persistent contact problems, the energy increase is mainly due to high 
frequency oscillations between the contacting interfaces, and for a refined mesh 
the high frequency oscillations in the contacting interfaces becomes more 
severe. 
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 For persistent contact (i.e. non-rigid contact), the high frequency oscillations 
between the contacting interfaces are attributed to a lack of kinematic 
compatibility enforcement, and as a result of this, the contact force predicted via 
Lagrangian gap constraint is not continues and is hence inaccurate. 
 It is shown that, the use of numerically dissipative time integrators may achieve 
energy decay (i.e. numerically stable) because of high numerical dissipation; 
however, the non-physical energy decay cannot be achieved for problems 
involving persistent contact with a low frequency range oscillations for the 
contacting segments as well as problems with multiple contacts (e.g. surface-to-
surface contact). 
 Additionally, the suitable choice of dissipative parameters required for a 
discretised system, so as to damp-out high frequency oscillations due to the lack 
of compatibility enforcement, is not straightforward for complex problems with 
several contacting interfaces. 
Conventional penalty method: 
 It is established that the enforcement of the conventional stiff penalty spring 
suffers from energy variation during the initial contact and rebound stage of the 
dynamic contact analysis. 
 The conventional penalty method has the advantage of simplicity for 
implementation over the Lagrangian multiplier technique, as it avoids a zero 
diagonal term in the tangent matrix. 
 Additionally, the conventional penalty method can achieve energy stability by 
temporal refinement, though the main drawback of this method is that small 
penetrations between the impacting bodies are inevitable. 
 It is established that the reliability and accuracy of the results depend 
significantly on the assumptions made for the contact spring stiffness and the 
time-step size, while the use of an excessively large penalty stiffness can 
potentially lead to an ill-conditioned system. 
 Similar to the conventional Lagrangian gap constraint, the conventional penalty 
method suffers from a lack of kinematic compatibility enforcement, and as a 
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result, the contact force predicted via the penalty approach is not continuous and 
is hence inaccurate. 
 To achieve full kinematic compatibility, numerically dissipative time integrators 
may be effective for simple one-dimensional contact problems (such as rod 
problem). However, for complex two- and three-dimensional contact problems, 
finding suitable choices of dissipative parameters to damp out the undesirable 
contacting interface oscillations becomes increasingly difficult. 
7.1.2 New energy conserving algorithms 
To achieve numerical stability, two algorithms based on a Lagrangian velocity 
constraint and a regularised penalty method are proposed for frictionless dynamic 
contact analysis utilising the standard Newmark method. The first algorithm is 
developed based on the enforcement of a zero gap-velocity constraint. The proposed 
method is shown to achieve energy conservation and a zero gap constraint 
approximately, where the errors can be reduced by temporal refinement. In addition, a 
regularised penalty force is devised in this work, which regularises the contact force 
work input to ensure exact energy conservation for frictionless contact analysis using 
the trapezoidal rule. 
In this respect, the following outcomes are established for these two proposed energy 
conserving algorithms. 
Proposed velocity constraint: 
 Enforcement of a Lagrangian gap-rate constraint via the well-known trapezoidal 
rule method effectively achieves energy conservation and a zero gap constraint 
approximately, where the errors can be reduced by temporal refinement. 
 The proposed velocity constraint algorithm is shown to be numerically stable 
and is suitable for frictionless contact problems. 
 The algorithm is particularly advantageous for particle impact problems where 
there is no necessity for enforcing other complementary constraints such as the 
acceleration constraint. 
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Proposed regularised penalty method: 
 A new regularised penalty force formulation is devised for frictionless contact 
analysis using the trapezoidal rule method. 
 The proposed penalty regularisation alternates the contact force work input to 
ensure exact energy conservation and numerical stability. 
 Similar to the conventional penalty method, the regularised penalty method has 
the advantage of simplicity for implementation over the Lagrangian multiplier 
technique, as it avoids a zero diagonal term in the tangent matrix. 
 Unlike the conventional penalty method, the proposed method achieves better 
accuracy in the impenetrability constraint whilst maintaining the energy stability 
with no need for extra refinement of the temporal discretisation. 
Notwithstanding the numerical stability of these two proposed algorithms, a number of 
issues remain to be addressed with regard to their extension to frictional contact 
problems. In this respect, both of the algorithms lack in terms of enforcing the full 
kinematic compatibility between the interacting boundary interfaces. This leads with 
non-dissipative time-integration schemes to an oscillatory and inaccurate contact force 
prediction. In addition, the regularised penalty method requires an averaged treatment 
for achieving a consistent compressive contact force for frictional contact problems. 
7.1.3 Proposed DVA contact algorithm 
A novel constraint approach is proposed in this work to enforce the displacement, 
velocity and acceleration compatibility (so-called DVA constraint) between contacting 
interfaces. The proposed DVA method, in contrast to existing DVA methods, can be 
used for FE analysis of problems exhibiting geometric and material nonlinearities.  
The main conclusions established for the advanced energy consistent DVA dynamic 
contact algorithm. are summarised below: 
 The new DVA contact algorithm is devised for persistent mechanical contact 
analysis (i.e. non-rigid contact), and is applicable to both frictionless and 
frictional contact problems. 
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 The advanced DVA method is formulated such that kinematic compatibilities at 
the interface are consistent with the solution for a continuous system without 
any special treatment in the solution procedure for the contacting nodes. 
 The proposed DVA method achieves full kinematic compatibility in conjunction 
with prevalent implicit time-integration schemes such as the trapezoidal rule, 
midpoint rule, HHT-α and the most recently developed Energy-Momentum 
family of methods. 
 The proposed DVA method is shown to avoid spurious oscillations between the 
contacting nodes occurring in previous algorithms and to maintain energy 
stability through negligible algorithmic energy decay in the system, the value of 
which can be reduced with refinement in spatial and temporal discretisation. 
 A high level of accuracy for the dynamic contact force-history and energy 
consistency prediction is ensured without any need for special treatments such 
as artificial viscosity or the use of numerical damping. 
7.1.4 Novel node-to-surface dynamic contact element 
Several problems have been encountered in previous research for solving node-to-
segment contact where the identification of the contact point is ambiguous due to the 
temporal discretisation of the motions, which can lead to erroneous response prediction. 
To address these pitfalls, a novel strategy is proposed in this thesis which considers the 
various contact scenarios and treats effectively the ambiguous special cases that may 
arise in the analysis of highly nonlinear dynamic contact problems. For such special 
cases, a contact detection algorithm is devised which examines the motion of the 
contacting bodies during a time-step interval. 
In this respect, some of the exceptional features of the developed node-to-surface 
contact element are described in the following. 
 The novel node-to-surface contact strategy is formulated for 9-node Lagrangian 
shape functions to interpolate an accurate displacement field on the contacting 
interface surface of a curved quadrilateral element, and it is implemented into 
the nonlinear FE program ADAPTIC (Izzuddin, 1991). 
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 The algorithm can be used for modelling multi-dimensional contact problems, 
where the contact surface can be discretised with the consistent 9-node 
shell/27-node brick elements or even a multiple of lower order quadrilateral 
elements. 
 The developed node-to-segment contact element has the capability to use the 
proposed DVA constraint as well as the Lagrangian velocity constraint within a 
robust and accurate solution procedure for highly nonlinear dynamic contact 
analysis. 
7.1.5 Case studies 
Several applications of the proposed methodologies presented in this thesis for dynamic 
contact analysis are demonstrated through example case studies. The wide range of 
numerical examples considered for this purpose is aimed at displaying the great 
potential of this work in providing a novel and robust dynamic contact simulation 
environment, which possess following desirable characteristics: 
 Numerical stability 
 Accurate response prediction 
 Analysis of problems with both geometric and material nonlinearities 
 Applicability in typical FE procedures 
The analysed case examples comprise of two- and three-dimensional problems using 
the developed node-to-node and node-surface dynamic contact elements. All numerical 
examples studied involve geometric nonlinearities, and the analyses are performed for 
both elastic and inelastic material responses. The important characteristics of the novel 
dynamic contact methodologies, in particular the advanced DVA method, are 
highlighted in terms of energy consistency as well as application to different time-
integration schemes with/without numerical dissipations. 
7.2 Recommendations for future works 
The development of the new algorithms and the robust simulation environment in this 
thesis for dynamic contact simulations provide an advanced platform which can be 
utilised for future research on two fronts, namely i) application of the algorithms for 
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numerical modelling of many significant and challenging industrial problems, and ii) 
further advancements of the algorithmic as well as the simulation environment. 
Firstly, the work undertaken in this thesis provides the capability for several and 
immediate applications which are of great importance in structural engineering 
research. Some of these applications have already been demonstrated in Chapter 6, such 
as the earthquake-induced pounding between adjacent structures, metal forming and 
damage assessment of objects falling on structures. Some other potentially interesting 
applications for research include: 
 Crashworthiness analysis of structures 
 Plastic buckling analysis of structures subject to self contact 
 Fatigues analysis of components under dynamic contact such as locomotive 
rails 
 Interface modelling for interaction between different components in structures 
such as connections, slabs, infill panels and bricks for masonry structures 
 Dynamic structure-soil interaction analysis for shallow and deep foundations 
 Dynamic structure-fluid interaction for offshore structures 
Secondly, on the algorithmic front, several future extensions and improvements of the 
contact analysis methods developed in this thesis are identified as follows. 
 Employment of adaptive contact search algorithm: One of the growing recent 
research activities have been focused on adaptive techniques that provide a 
discretisation which is accurate and reliable. In the context of dynamic contact, 
adaptive contact search algorithms can enhance the computational efficiency 
and user-friendliness of the dynamic contact simulation. In this respect, through 
some cost effective search algorithms of the potentially interacting structural 
boundaries, the adaptive algorithm can automatically allocate contact elements 
between potentially contacting interfaces where and when necessary. 
 Inclusion of cohesive or tangential contact forces: The advanced DVA contact 
algorithm proposed in this thesis allows for an appropriate normal contact force 
based on the exact continuum solution. The proposed algorithm can be further 
extended both to model an interface under tension, incorporating a general 
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cohesive law, as well as to model frictional contact, enforcing either a pure 
stick-slip condition or a general micromechanical frictional law. In fact, for 
frictional contact, the realistic persistent contact force prediction via the 
proposed DVA constraint is of crucial importance for accurate tangential force 
prediction. 
 Improvement of the developed contact element: Extension of the developed 
dynamic contact element for segment-to-segment interactions, which results in 
more smooth contact along the boundary interface and an accurate contact force 
transformation, may be considered. 
 Implementation of the advanced Energy Momentum Method: For long duration 
contact analysis of problems involving high rotations and general motions, it is 
recommended to use the proposed DVA dynamic contact algorithm in 
conjunction with the Energy Momentum family of time-integration schemes 
(EMM). Hence, one of the suggested future research developments would be to 
implement the EMM within the nonlinear FE framework of ADAPTIC. 
 Parallel processing: Domain decomposition methods are increasingly being 
applied for the numerical simulation of large engineering problems which may 
be time-consuming or exceed the memory storage on a single processor 
computers, and hence have to be solved in a parallel computing environment. In 
this regard, the so-called Mortar Methods are frequently used for connection of 
different non-matching meshes in the domain decomposition approaches for 
parallel computing. In the context of dynamic contact, it can thus be 
advantageous to construct an updating data exchange environment between 
different processors, where the solutions of the bodies coming into contact are 
treated separately. 
 Multi-physics problems: Attention has been focused in this work on dynamic 
contact modelling of structure-structure interaction problems. However, the 
proposed algorithm could be potentially extended to deal with multi-physics 
problems, including structure-soil-fluid interactions. 
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Appendix A 
A Direct Time-Integration 
A.1 Explicit Newmark with β=0 
The discrete dynamic equilibrium expression at time 
1nt   can be written as: 
             1 1 1 1 1 0         n n n n nG M d C d R P  (A.1) 
For 0   the parametric single-step difference equation utilised in the Newmark 
method (Eqs. (2.4-5)) simplifies into: 
       
2
1
2
n n n n
t
d d t d d

     (A.2) 
          1 11n n n nd d t d d          (A.3) 
According to (A.2),  1nd  is directly obtained from previous nodal kinematics  nd , 
 nd  and  nd , and hence the resistance force vector  1nR  in the equilibrium equation 
is directly available for the time-step 1nt  without the need for any iteration. Using 
Equation (A.3), the equilibrium equation can be readily solved for  1nd  as below: 
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                  1 1 1 1           n n n n nM t C d P R C d t d   (A.4) 
and  1nd  can be subsequently obtained from Eq. (A.3). 
A.2 Z-transformation 
In the z-transformation method the variable   is changed in the characteristic 
polynomial: 
1
1



z
z
  (A.5) 
where z as well as   are in general complex numbers. The stability criteria requiring
| | 1  would be identical to demanding the real part of z to be negative: 
   
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Fig. A.1. The 
1
1



z
z
  transformation (Zienkiewicz and Taylor, 2005). 
 
A.3 Discrete energy balance equation for Newmark method 
Assuming an un-damped system, the fully discretised equation of motion is expressed 
as: 
µ plane 
(µ=µR+iµI) 
z plane 
(z=zR+izI) 
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           c exti i i i iM d K d P P P     (A.6) 
The discrete form of the energy balance equation involves the increment of the 
mechanical energy (the kinetic plus potential energy) over the time interval from 
nt  to 
1nt  . This can be formulated for a linear elastic system with a constant symmetric mass 
matrix as follows: 
                     
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 (A.7) 
To simplify the equation of incremental total potential energy (A.7), a new 
representation of the Newmark recurrence scheme can be used in terms of mean values 
and increments of the displacement and velocity as bellow (Krenk, 2006): 
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Substituting the equivalent for the incremental nodal velocity and displacement shown 
in Eqs. (A.8-9) into the incremental energy (A.7), the following can be written: 
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Rearranging Eq. (A.10), we have: 
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Using Eqs. (A.6) and (A.9), the above equation can be expressed as: 
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Simplifying Eq. (A.12), following is obtained: 
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After straightforward simplification and manipulation of Eq. (A.13), we have: 
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Appendix B 
B Numerical Example 
B.1 Proposed DVA method with EMM/ midpoint rule 
To illustrate that the proposed DVA method also performs well with the EMM/ 
midpoint rule, similar analysis carried out in Section 4.5.3.5 are considered in this 
section. It is shown in Figs. A.2(a-b) that a persistent contact force history is obtained 
with the EMM method. Furthermore, the improvement in the energy conservation 
characteristic is shown to be maintained with the EMM time-integration scheme as 
shown in Figs. A.2(c-d) for two coarse and refined spatial and temporal discretisations. 
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a)  3. 100,  2 10   eln t  
 
c)  3. 100,  2 10   eln t  
 
b)  3. 400,  0.5 10eln t s     
 
d)  3. 400,  0.5 10   eln t s  
Fig. B.1. Improved impact response and energy conservation with Lagrangian DVA 
constraint utilising midpoint rule/ EMM. 
