We consider the problem of low-sampling rate high-resolution channel estimation and timing for digital ultrawideband (UWB) receivers. We extend some of our recent results in sampling of certain classes of parametric non-bandlimited signals and develop a frequency domain method for channel estimation and synchronization in ultra-wideband systems, which uses subNyquist uniform sampling and well-studied computational procedures. In particular, the proposed method can be used for identification of more realistic channel models, where different propagation paths undergo different frequency-selective fading. Moreover, we show that it is possible to obtain high-resolution estimates of all relevant channel parameters by sampling a received signal below the traditional Nyquist rate. Our approach leads to faster acquisition compared to current digital solutions, allows for slower A/D converters, and potentially reduces power consumption of digital UWB receivers significantly.
I. INTRODUCTION
Ultra-wideband (UWB) technology has recently received much attention for many short-range applications, such as accurate ranging and positioning as well as multipath fading mitigation in indoor wireless networks [1] - [5] . UWB signals are generated by driving an antenna with very short electrical pulses, typically on the order of a nanosecond, thus spreading the signal energy from near DC to a few gigahertz. Although the possibility of using extremely short pulses for certain applications (such as ranging or imaging) has been investigated for at least two decades, there still remains a lot to be done for this technology to become pervasive. Some of the important issues include lowcost and low-power designs and novel signal processing techniques that allow for efficient digital implementation.
The wideband nature of UWB brings new research challenges both in the analysis and practice of reliable systems. The first challenge is rapid synchronization and acquisition for UWB systems. There is a vast literature that has appeared recently [1] , [2] , [6] - [9] , addressing both algorithmic and implementation issues of several synchronization techniques, with a clear trend to minimize needed analog components and perform as much processing digitally as possible [6] , [9] . Digital implementation has well-known advantages, including cheaper technology, full integration, robustness, etc. However, given the extreme bandwidths involved, it still represents a design challenge. While high-performance schemes have already been proposed for analog systems [7] , their application to digital-oriented solutions is still not feasible due to prohibitively high computational requirements. Furthermore, implementation of such techniques in digital systems would require very fast and expensive A/D converters (operating in the gigahertz range) and therefore will result in high power consumption. Finally, they are mostly based on exhaustive search and are inherently time-consuming.
The second challenge arises from the fact that UWB propagation models in multipath environments are more complex than existing narrowband models and do not allow for direct extension of narrowband techniques. The finer time resolution of UWB means that different multipath components arriving at the receiver at different delays and at different angles create a dynamic and extended channel impulse [3] - [5] . To more accurately characterize ultra-wideband channels, a new model was proposed in which different incoming paths undergo different frequency-selective attenuations [1] . In their paper, Cramer, Scholtz and Win proposed to spatially separate the multipath components, which is then followed by identifying the different frequency-selective fading of the individual components. However, this requires additional hardware, in form of an antenna array. They used the CLEAN algorithm for the processing of the signal, which was first developed for space telemetry applications.
Starting with a simplified channel model, we develop a method which inspires a new approach to channel estimation and synchronization in wideband systems. This method yields very precise estimates of channel parameters, and uses subNyquist uniform sampling and well-developed algorithmic solutions. Specifically, we extend some of our recent sampling results for certain classes of non-bandlimited signals [10] to the problem of channel estimation in ultra-wideband systems [11] - [15] , where unknown channel parameters are estimated from a low-dimensional signal subspace. Our approach leads to reduced computational requirements and faster acquisition compared to other proposed digital techniques [6] - [9] , thus allowing for a practical hardware implementation and lower power consumption. We will then extend this framework to a more realistic channel model given in [1] . We show that our approach can be used to characterize a more general channel model without requiring additional hardware support. Our method is particularly suitable in applications such as estimation of wideband channels, precise position location or ranging. It can be used in other wideband systems as well, primarily for timing synchronization and localization purposes.
The outline of the paper is as follows. In Section II, we introduce an UWB channel model and discuss the advantages of the frequency-domain approach, as well as prior work in spectral estimation. In Section III, we present an algorithm based on annihilating filters, which allows for joint estimation of pulse shapes and time delays along different propagation paths. We also discuss a possible modification of the algorithm which leads to improved performance in the presence of noise. Analysis of noise sensitivity and computational complexity are discussed in Section IV. In Section V, we present some simulation results that indicate the effectiveness of our approach, showing performances that exceed those of conventional methods. Finally, in Section VI, we conclude with a brief summary of our work.
II. PROBLEM STATEMENT
Many communication systems require the receiver and/or the transmitter to know the channel impulse response. Other applications, most notably GPS and UWB-based ranging systems, require very accurate timing estimation. All of these systems typically use very high sampling frequencies, or involve complex hardware systems to enable highly-accurate timing estimation.
Consider the following simple example. Let the signal Ü´Øµ be a sum of delta functions with unknown delays Ø Ð Ä ½ Ð ¼ and
Note that the Fourier transform of this signal is given by:
By considering the frequency domain representation of the signal, we can convert the problem of estimating the unknown parameters Ø Ð Ä ½ Ð ¼ and Ð Ä ½ Ð ¼ into the classic spectral estimation problem, that is, estimating complex frequencies and weighting coefficients of superimposed exponentials.
The problem of high-resolution spectral estimation is wellstudied: There exists a rich body of literature on both the theoretical limits and efficient algorithms for reliable estimation [16] - [19] . There is a particularly attractive class of subspace or SVD-based algorithms, called super-resolution methods, which can resolve closely spaced sinusoids from a short record of noise-corrupted data. In [19] , a state space method is proposed, which provides an elegant and numerically robust tool for parameter estimation using a model-based approach. The ESPRIT algorithm is developed in [18] , which can be viewed as a generalization of the state space method applicable to general antenna arrays. In [17] , several SVD-based techniques for estimating generalized eigenvalues of matrix pencils are addressed, such as Direct matrix pencil algorithm, Pro-ESPRIT and its improved version TLS-ESPRIT.
The parameter estimation problem also arises in the context of channel estimation in other wideband systems, such as DS-CDMA [20] , [21] . Even though methods developed for DS-CDMA can be adapted to UWB systems, much higher sampling rates in the latter as well as certain bandwidth-dependent effects make the modeling and estimation of UWB channels a more difficult problem and therefore require a different solution.
A. UWB Channel Estimation
A number of propagation studies for ultra-wideband signals have been done, which take into account temporal properties of a channel or characterize a spatio-temporal channel response [1] , [22] . A typical model for the impulse response of a multipath fading channel is given by
where Ø Ð denotes a signal delay along the Ð-th path while Ð is a complex propagation coefficient, which includes a channel attenuation and a phase offset along the Ð-th path. Although this model does not adequately reflect specific frequency-dependent effects, it is commonly used for diversity reception schemes in conventional wideband receivers (e.g., RAKE receivers) [1] , [23] . Equation (3) means that a received signal Ý´Øµ consists of a weighted sum of attenuated and delayed replicas of a transmit-
where Þ´Øµ denotes receiver noise. Clearly, the problem of estimating unknown channel parameters Ð and Ø Ð is a special case of above mentioned spectral estimation problems.
However, different key parameters affect the behavior of wideband channels as the bandwidth is increased. The finer time resolution of UWB means that different multipath components arriving at the receiver at different delays and at different angles create a dynamic and extended channel impulse [3] - [5] . To more accurately characterize ultra-wideband channels, a new model was proposed in [1] , in which different incoming paths undergo different frequency-selective attenuations. This model can be written as:
Thus, a received signal is made up of pulses having different pulse shapes,
where × Ð´Ø µ are different pulse shapes that correspond to different propagation paths. Let ´ µ denote the Fourier transform of the received signal
where Ë Ð´ µ and ´ µ are Fourier transforms of × Ð´Ø µ and Þ´Øµ respectively. Clearly, in order to completely characterize the channel, we need to estimate the Ð 's and Ø Ð 's as well as Ë Ð´ µ.
In previous work [1] , Cramer, Scholtz and Win used an antenna array to achieve spatio-temporal separation of the received signal components. We are interested in low-complexity, possibly even single-antenna applications, where the receiver can resolve the different multipath components without resorting to spatial separation. In the following section, we introduce a frequency-domain method which takes advantage of the fact that the multipath components will be subjected to independent delays at the reception.
III. CHANNEL ESTIMATION METHOD

A. Theory
Let the ideal bandpass filter be given by:
where Ä and Í are the cutoff frequencies, while the central frequency is where Ë Ð Ò are the samples of the Fourier transform Ë´ Ò µ of the received UWB pulses. Note that in practice, the discrete Fourier transform (DFT) will be used to determine Ò and Ë Ð Ò , therefore, in general, (9) and (10) will not hold exactly.
However, these equations are asymptotically accurate, provided that the sampling period is sufficiently small to avoid aliasing at the output of the bandpass filter since the error introduced by a finite length DFT is on the order of Ç´AE ½ µ. Note that this does not imply that the sampling rate has to be above the Nyquist rate of the original signal, but rather the Nyquist rate which is dictated by the bandpass filter.
In general, the problem of estimating all the unknown parameters requires a non-linear estimation procedure. One possible way to convert the nonlinear estimation problem into the simpler problem of estimating the parameters of a linear model is to approximate the coefficients Ë Ð Ò with polynomials of degree Ê ½, that is,
Equation (7) now becomes
Note that the coefficients Ò are again given by a sum of weighted exponentials, yet the weights depend on Ò (through the term Ò Ö ). In the following, we will present a method based on annihilating filters [10] , [15] , [16] , which allows for joint estimation of all the unknown parameters ( Ð Ö and Ø Ð ) from a set of at least ¾ÊÄ · ½ coefficients Ò .
The main idea behind this approach is to find the so-called
It can be shown that such a filter has multiple roots at Þ Ð ¼ØÐ [10] , that is,
. Therefore, the information about the time delays Ø Ð can be extracted from the roots of the filter À´Þµ.
The corresponding pulse shapes can be then estimated by solving for the coefficients Ð Ö in (13) . In the following, we give an outline of the algorithm, while a more detailed analysis of the annihilating filters can be found in [10] , [15] , and [16] . 
which satisfies
In matrix form, the system (18) is equivalent to
Since there are ÊÄ · ½ unknown filter coefficients, we need at least ÊÄ · ½ equations, therefore, the number of DFT coefficients we have to compute is at least ¾ÊÄ · ½ . 
A block diagram of the system implementing the above algorithm is shown in Fig. 1 .
C. Algorithm in the Presence of Noise
In the theoretical case of noiseless data, any subspace of sufficient dimension 1 , can be used to estimate all the relevant parameters. In practice, noise will be present, and this can be dealt with by oversampling and using standard techniques in noisy spectral estimation, such as the singular value decomposition (SVD) [16] . Besides, in the presence of noise, it is desirable to estimate the channel from a frequency band where a signal-tonoise ratio (SNR) is highest. This brings us to a more practical version of the above algorithm, which yields robust estimates by properly exploiting the properties of the signal subspace [15] , [17] , [19] .
Consider again the system of equations (19) . By setting À ¼ ½, the system can be rewritten as ¡ Ý, where the matrices , and Ý are defined as
The key is to observe two properties of the matrix . The first one is that in the case of a channel with Ä propagation paths, can be approximated with a rank-Ä matrix [15] by computing its singular value decomposition, that is,
½ By "sufficient dimension," we assume the dimension of the subspace (per unit of time) that allows us to represent the space of signals of interest. 
The advantage of using values of Ô larger than Ô ½ is that the separation between the estimated time delays Ø Ð is effectively increased Ô times. This is of particular interest in the case of estimating closely spaced dominant components in low signal-tonoise-ratio (SNR) regimes (e.g., SNR dB) when such an approach can improve the resolution performances significantly [15] . Once the time delays have been estimated, the coefficients Ð Ö are then found by solving the system (20) .
Note that the information about the signal poles, and thus the time delays, can be directly extracted from the matrix . That is, the above presented approach avoids the root finding part and relies only on a right deployment of matrix manipulations.
IV. PERFORMANCE EVALUATION
A. Analysis of Noise Sensitivity
The statistical properties of the estimates obtained using highresolution methods have been studied extensively, primarily in the context of estimating the frequencies of superimposed complex sinusoids from noisy measurements [16] , [19] . The exact expressions for the mean-square-error (MSE) of the frequency estimates are quite complex [17] , and in general do not allow for an explicit dependence of the MSE on the parameters of interest, such as the polynomial degree Ê or the number of distinct frequencies Ä. Therefore, we give a simplified expression for the MSE in the case of a single exponential, which corresponds to the estimate of the time delay Ø ½ of the dominant path. Assuming that the signal and noise are uncorrelated, the MSE of the annihilating filter method can be expressed as [17] (26) where SNR is the signal-to-noise ratio at the output of the antialiasing filter at the receiver. Therefore, a choice of the polynomial degree directly affects the estimation performance. In general, a good choice for Ê is between AE ½¼ and AE ½¼, while the minimum MSE is achieved for Ê AE ¿ or Ê ¾AE ¿, leading to
This is very close to the Cramer-Rao bound (CRB) [24] , which represents the lowest achievable MSE by any unbiased estimator, and is given by
We should note that the expressions for performance bounds (27) and (28) are obtained using the first order perturbation analysis and are generally valid only for medium to high signal-tonoise ratios [19] . However, these expressions provide a good basis for evaluating the performance at different sampling rates. Namely, the dependence of the root-mean-square-error (RMSE) on the number of samples AE is on the order of Ç´½ AE ¿ ¾ µ. Therefore, by decreasing the sampling rate Ã times, RMSE increases roughly by a factor of Ã ¿ ¾ , provided that the SNR does not change. In Section V, we will show that even for very low values of SNR and sub-Nyquist sampling rates, our method gives much better performances compared to the matched-filter approach.
B. Computational Complexity
A major computational requirement of the developed algorithm is associated with the singular-value-decomposition step in (19) , which is an iterative algorithm with the computational order of Ç´AE ¿ µ per iteration where AE denotes the total number of samples used for estimation. In [14] and [15] , we suggested alternative methods of lower computational requirements, which avoid explicit computation of the SVD and rely only on simple matrix multiplications. Among them are the power method, which can be used to estimate only Ä ½ one dominant component, and the method of orthogonal iteration, which can estimate Ä ½ paths. The computational complexity of such methods is on the order of Ç´Ä AE ¾ µ, and they generally converge in less than 10 iterations. In contrast, matched-filter techniques [6] require Ç´AE ¾ Ò µ operations, where AE Ò denotes the number of samples taken at the Nyquist rate. Furthermore, although the matched-filter approach can be used for synchronization purposes, its time resolution is limited by the sampling rate.
V. SIMULATION RESULTS
In this section, we show some simulation results that illustrate the performances of our algorithm. All results are based on averages of over 500 trials, each with a different realization of additive white Gaussian noise.
A. UWB Timing Performance
We first consider the case of the channel model given by (3), assuming Ä ¼ propagation paths with eight dominant paths (containing 85% of the total power), as illustrated in Fig. 2(a) . The transmitted UWB pulse is a first-derivative Gaussian impulse with the duration of (approximately) Ì Ô samples 2 , while the transmitted signal is modulated with a PN sequence of length 127. The time delay between the transmitted pulses is 120 samples, while the average time delay between the received dominant components is 8 samples. In Fig. 2(b) , we show root mean square errors (RMSE) of time delay estimation for the dominant components vs. SNR (defined here as the ratio between the energy of the received sequence and a power spectral density of noise). Since we are considering the case of estimating closely spaced components for a wide range of SNR's, we used the approach presented in Section III-C, where the parameter Ô is chosen to be Ô ¿ ¼ . The error is plotted for different values of the sampling rate. The results indicate that the method yields highly accurate estimates (that is, within a fraction of the pulse duration) for a wide range of SNR's, and this with subNyquist sampling rates. For example, with the sampling rate of one fourth the Nyquist rate (AE × AE Ò ) and SNR dB, the time delay of the dominant components can be estimated with an RMSE of approximately 1 sample.
We next analyze the effects of quantization on the estimation performance. In particular, we consider 3-7 bit architectures and for each case, we plot the RMSE versus received SNR. The sampling rate is assumed to be one fourth the Nyquist rate (AE × AE Ò µ. Clearly, as the number of bits increases, the overall performance improves. Generally, the 5-bit architecture already yields a very good performance. In the case when the number of bits is very low (e.g., 3 bits), quantization noise becomes dominant and determines the overall numerical performance, and this for all considered values of SNR.
In Fig. 2(d) , we show the RMSE of time delay estimation along the dominant paths versus the average spacing between the dominant components. The RMSE is plotted for different values of the number of quantization bits in the case when SNR dB and AE × AE Ò . As expected, the performance of delay estimation improves as the spacing between components is increased. Note that estimates of closely spaced paths are more sensitive to quantization [25] , and increasing the sampling rate gives better performance. For example, when the sampling rate is one third the Nyquist rate, it is possible to estimate the components with an RMSE of less than 1 sample, even in the case when the average spacing between the components is only a fraction of the pulse duration.
In the same figure, we show the performance of the method in the presence of a strong sinusoidal interference. Although modulating the transmitted signal with a PN sequence is generally sufficient to suppress the interference, in the case when a signalto-interference ratio (SIR) is very low, the processing gain may ¾ Time is expressed in terms of number of samples, where one sample corresponds to the period of Nyquist-rate sampling. not be high enough to ensure the desirable performance. Since we solve the estimation problem in the frequency domain, we can take advantage of the fact that the sinusoidal signal is a Dirac (AE impulse) in frequency, and exclude the DFT coefficients that correspond to frequency bands of interfering signals. The results are shown for the case when SIR ¾¼dB, which clearly indicate robustness of the method to strong narrowband interference.
B. Channel Estimation Performance
We next consider the case of the channel model given by (5) . Specifically, we assume that a coded sequence of first-derivative Gaussian impulses is periodically transmitted, while a received (single) UWB signal is made up of multiple pulses having different shapes. We considered the case when there are 4 dominant closely spaced components, as illustrated in Fig. 3(a) . The received noiseless and noisy UWB signals for SNR ¼dB are shown in Fig. 3(b) . The received signal is sampled uniformly at one fourth the Nyquist rate and the samples are averaged over 30 symbols. We first estimated the time delays of the dominant components by finding the roots of the annihilating filter. As already pointed out in Section III, the signal poles (and thus the unknown time delays) can be estimated by choosing Ä zeros closest to the unit circle. Once the time delays of the pulses have been estimated, the corresponding pulse shapes are obtained by polynomial approximation of the DFT coefficients. In this case, we used a polynomial of degree Ê ¾ ¼ , which clearly yields a very good approximation of the received waveforms.
Effects of the sampling rate AE × and the degree of the polynomial Ê on the estimated pulse shape are illustrated in Fig. 4 . The sampling rate is varied between AE × ¼ ½AE Ò and AE × ¼ ¾ AE Ò , while the polynomial degree is chosen between Ê ½ ¼ and Ê ¾ ¼ . In general, by increasing the sampling rate and fitting the DFT coefficients with a polynomial of a larger degree, we obtain better estimates. For example, very good approximation of the pulse shape can already be obtained by sampling the signal at one fifth the Nyquist rate and using a polynomial of order Ê ¾¼, as illustrated in Fig. 4(e) . It is also interesting to note that as the value of Ê decreases, better performance can be achieved with lower sampling rates, which can be seen in Figs. 4(e) and 4(f). 
VI. CONCLUSIONS
We presented a method for subspace channel estimation in ultra-wideband systems, which takes advantage of our recent sampling results for certain classes of parametric nonbandlimited signals. Our approach uses well-known spectral estimation techniques and allows for high-resolution channel estimation from the signal subspace. We summarize the appealing features of our framework:
Allows for high-resolution channel estimation using subNyquist uniform sampling. Reduced sampling rate leads to reduced computational and power requirements. Uses fast algorithms and structured linear systems. Frequency bands used for estimation and sampling rates can be adapted to channel conditions. Additionally, our framework allows for identification of more realistic channel models without resorting to complex algorithms. It is particularly suitable in applications such as estimation of wideband channels, precise position location or ranging. It can also be used in other wideband systems, such as CDMA, primarily for timing synchronization and localization purposes. 
