Abstract. We study the semiclassical limit for the following system of Maxwell-Schr odinger equations:
Introduction
In this paper we consider the following system of Maxwell-Schr odinger equations in the electrostatic case: where~, !, > 0 and p > 1. This system has been rst introduced in the paper 6]: it provides a physical model which describes the interaction of a charged particle with the electrostatic eld. In (1.1) we have assumed, for sake of simplicity, 2m = 1, being m the mass of the particle. ! denotes the electric charge of the particle, while~is a constant which is known under the name of Planck's constant. The unknowns of the system are the wave function v associated to the particle and the electric potential . The presence of the nonlinear term in (1.1) simulates the interaction e ect among many particles.
The eigenvalue problem for the system (1.1) with = 0 has been studied in 6] (in the case in which the charged particle lies in a bounded space region ) and in 8] (under the action of an external nonzero potential). Existence results for (1.1) have been established in 11] .
In all the above mentioned results the size of~is not relevant, hence one may assume, without loss of generality,~= 1. This paper deals with the semiclassical limit of the system (1.1), i.e. it is concerned with the problem of nding nontrivial solutions and studying their asymptotic behaviour when~! 0 + ; hence such solutions are usually referred to as semiclassical ones. Letting~go to zero has great physical interest since it formally describes the transition from Quantum Mechanics to Classical Mechanics; as one expects, the solutions exhibit some kind of notable behaviour in the semiclassical limit, a concentration behaviour: their form consists of very sharp peaks which become highly concentrated when~is small.
The study of semiclassical phenomena for nonlinear Schr odinger equations has attracted considerable attention in recent years; in particular a large number of papers have been devoted in studying single and multiple spike solutions for the following stationary Schr odinger equation in the presence of an external potential V :
?~2 v + V (x)v ? jvj p?1 v = 0; x 2 ; V : ! R; (1.2) where is an open subset of R N (N 1). In the case p 2 (1; These authors considered the one-dimensional case and constructed for small~> 0 such a concentrating family via a Lyapunov-Schmidt reduction around any non-degenerate critical point of the potential V , under the condition that V is bounded and p = 3: This line of research has been extensively pursued in a set of recent papers (we recall, among many others Then, roughly speaking, the limit pro le of our solutions v~resembles, after a suitable rescaling in the coordinates, the function w.
More precisely the main result of this paper is the following. The proof of theorem 1.1 relies on a local approach and is related to the arguments employed in 34] , in which a phenomenon of concentration around a sphere has been obtained for the stationary Gierer-Meinhardt system in R N . This approach is based on a nite dimensional reduction by using the classical Liapunov-Schmidt reduction method. We rst construct some approximate solution (obtained as a small perturbation of rescalation of w) and we solve (1.1) in its normal direction, and then we study the remaining nite dimensional equation. After this reduction process, by using the implicit function theorem we solve (1.1) in a suitable neighbourhood of the approximate solution.
The paper consists of four more sections. In section 2 we introduce some notations and prove some preliminary estimates that play a key role in the rest of the arguments. In section 3 and 4 we construct the approximate solutions and we carry out the LyapunovSchmidt procedure that allows us to reduce the problem to the study of a nite dimensional functional. Finally the proof of theorem 1.1 is given in section 5.
NOTATIONS
-If u : R N ! R is a radially symmetric function, we will continue to denote by u the real function r > 0 7 ! u(r) with jxj = r.
-If u is a real valued function, then u + is its positive part and u ? its negative part.
-We will often use the symbol C for denoting a positive constant independent on ".
The value of C is allowed to vary from line to line (and also in the same formula).
-Given A " R N , f " ; g " : A " ! R two families of functions on A " and k 2 R, we write f " = o(" k )g " on A " (resp. f " = O( k )g " on A " ) to mean that f" g" ! 0 (resp. jf " j C" k jgj) uniformly on A " as " ! 0.
and L 2 r (R 3 ) denote the subspace of the Sobolev space H 1 (R 3 ) and L 2 (R 3 ) respectively formed by the radially symmetric functions endowed with the norms Before going on we de ne in the following lemma two suitable functions which will be useful in order to locate the asymptotic peak of the solutions. Proof The last term in (3.20) On the other hand, by (2.8) and (3.12) we deduce, (3.24) by which
Hence we have proved that Next we claim that k ! 0 uniformly in any compact interval of R.
By multiplying equation (3.16) by (s k +" k y) 2 k and integrating by parts we immediately get that the sequence ( k ; k ) " = R I k (s k +" k y) 2 (j 0 k j 2 +j k j 2 )dy is bounded. Now we consider k (y) = k (y) (" k y) 2 H 1 (R), where has been de ned in (2.5). Then it is easy to see that k is bounded in H 1 (R), and hence k ! 0 weakly in H 1 (R). Taking into account of Thus it remains to solve (3.27). According to Riesz's representation theorem, take K " ( ), h 2 H " such that (K " ( ); ) " = ?p < U p?1 ";s ; > " +2? < T ";s U ";s ]U ";s ; > " ; 8 2 H " ; ( h; ) " = ? < h; > " 8 2 H " : Then problem (3.27) consists in nding 2 H " such that + K " ( ) = h:
It is easy to prove that K " is a linear compact operator form H " to H " .
Using Fredholm's alternatives, (3.28) has a unique solution for each h, if and only if (3.28) has a unique solution for h = 0. Let 2 H " be a solution of + K " ( ) = 0; then solves the system (3.16) with h = 0 for some c 2 R. Lemma 3.2 implies 0:
Finite Dimensional Reduction
This section is devoted to solve the following nonlinear system with the unknowns ( ; ) 2 H 1 " (I ";s ) R: Proof. This follows immediately from the previous lemma. Indeed, since the function (t(s)) has a unique local minimum point s 0 2 s 1 ; s 2 ] and moreover s 0 is nondegenerate, thus by (5.1) and by the continuity of K " (s), for " small enough the minimum point of K " is attained at some s " which tends to s 0 as " ! 0.
Proof of Theorem 1. Taking into account of (2.2), theorem 1.1 is proved.
