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Abstract
This thesis introduces the novel concepts of Intermedian Curve Sets (IMCS) and 
Intercentroidal Curve Sets (ICCS). They are used here as means for the foundation of an 
IMCS/ICCS based shape analysis framework, comprised of IMCS/ICCS shape representation 
structures, a novel feature extraction and object alignment system, and probabilistic multiple 
classifier strategies. The proposed model is tested according to the MPEG-7 Core Experiment 
CE-Shape-1 Part B standards to evaluate both its retrieval and classification accuracy. Almost 
85% correct retrieval and 98% classification accuracy are recorded. Given a qualitatively 
produced dataset consisting of digital images illustrating distinctive leaves of the tree genus 
Tilia, several versions of the proposed and other competitive shape analysis approaches are 
applied to automatically extract complete sets of morphological/shape features. The aim is to 
successfully perform plant taxonomic identification. Extensive comparative studies prove that 
the proposed IMCS/ICCS based shape analysis framework is both efficient and promising, as it 
outperforms other published shape analysis schemes, performing approximately 74% and 98% 
correct identification, for the 4-species and 14-species Tilia datasets examined respectively.
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C h a p t e r  1
Introduction
This thesis is about the study o f modem shape analysis and pattern recognition methodologies 
appropriate for biological taxonomic identification. Since the marriage o f a variety o f scientific 
fields has lead to the implementation o f information systems indisputably valuable for science, 
this work unavoidably comprises a multidisciplinary work, which combines backgrounds and 
principles o f scientific fields such as, computing, image processing, shape analysis, pattern 
recognition, and biology. Image processing can be defined as the analysis, manipulation, storage 
and display o f graphical images from sources such as photographs, drawings and video (Gonzalez 
& Woods, 2002). Use o f automated image processing techniques leads to a rapid data collection 
from object images, and additionally can provide the researcher with measurements accurate 
enough for the scientific current standards. Given an identification/classification task, the main 
objective o f pattern recognition techniques is to achieve the best possible identification 
performance for that particular task (Kittler et al., 1998). Finally, shape analysis/matching refers 
to the efficient representation and transformation o f shape, to subsequently use a similarity 
measure to compare it with another one (Veltkamp, 2001). A more precise introductory 
description o f this research work and its aims-objectives follows.
1.1 Thesis research hypothesis, aims and objectives
The research hypothesis o f this thesis is that given a randomly selected dataset consisting o f 
digital images illustrating distinctive leaves from various specimens and species o f the tree genus 
Tilia, there exist modem shape analysis and pattern recognition techniques capable o f 
automatically extracting complete sets o f morphological/shape features to perform efficient plant 
identification/retrieval. In other words, using only geometrical features evaluated from Tilia leaf 
images, it should be feasible to correctly identify those specimens. The term identification stands 
for the process o f assigning an object to a known labelled class/category. Apart from the practical 
value this research has for both computer scientists and biologists, discussed later in Chapter 5, 
the research hypothesis is challenging as Tilia leaves can be very similar to each other; even if
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they belong to different species. Furthermore, due to biological variation, sometimes leaves from 
the same Tilia species are morphologically dissimilar.
The main aim of this thesis is the foundation of a novel, practical, and automated shape 
analysis scheme/methodology, able to capture shape information sufficiently enough for 
taxonomic identification purposes. As a result, a botanist will become free of routine tasks and 
unnecessary workload, whilst measurements that lead to consistent identification and 
reproducible results will be available. However, it is considered even more beneficial to produce 
a general shape analysis framework, useful for a variety of image processing and pattern 
recognition applications.
Hence, the proposed approach should be also applicable to retrieval applications using large 
dynamic sets of images. In addition, given that usually the selection of the most appropriate shape 
analysis approach depends highly on the nature of the application and the data, this thesis aims 
also to establish a flexible shape analysis model, able to support customisation. Potential 
expansibility of the model, so as to deal in future with the image description, 3-dimensional shape 
analysis, and the partial shape recognition fields, constitute another important aim of this research 
study. Last, but not least, the proposed methodology should be systematically tested and 
evaluated, so that useful scientific inferences can be drawn.
1.2 Overview
During the process of researching modem shape analysis and pattern recognition methods to 
validate this research hypothesis, a novel shape representation-analysis-matching scheme was 
eventually found. It is based on linear shape representation structures presented in Chapter 4. In 
essence, this thesis focuses on the proposed shape analysis methodology, communicating 
thoroughly throughout its chapters all the concepts related to the foundation, the behaviour, the 
functionality, the evaluation, and the potential of the proposed scheme. An MPEG-7 standardised 
test (Core Experiment CE-Shape-1 Part B test; Jeannin & Boder., 1999) is used to measure the 
retrieval performance of this novel approach. Having used exclusively Tilia leaf images, the 
taxonomic identification performance of the proposed and other shape analysis methods is 
appraised all through the case study: 'Tilia', where also inferences regarding this research 
hypothesis are finally drawn. Last, but not least, all the experimental results/scores are
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summarized and discussed in the last pages of this thesis, so that mature scientific conclusions, 
with respect to the proposed shape analysis model, could be deduced.
In more detail, Chapters 2 and 3 of this thesis discuss thoroughly the most important principles 
and methods, commonly applied in the scientific fields of shape description/analysis and data 
projection respectively. Nevertheless, those chapters are written in a way that allows any potential 
reader to start from the chapter of his choice. Moreover, someone who is keen to learn more 
about a particular subject of his interest, has been provided with proper citation and references. 
Global shape descriptors, chain codes, area descriptors, autoregressive model coefficients, 
Fourier descriptors, Curvature Scale Space images (CSS), shape contexts, and chance 
probabilities are few of the topics covered in Chapter 2. Chapter 3 constitutes an introduction to 
subspace projection methods. Chapter 4 begins as an introduction to the proposed shape analysis 
methodology, to subsequently discuss the proposed scheme methodically, and eventually present 
the retrieval/classification scores recorded according to the Core Experiment CE-Shape-1 Part B 
test standards. The Tilia case study and the main experimental part of this thesis are both 
comprehensively presented in Chapter 5. A variety of several versions of the proposed scheme 
and other shape analysis techniques compete each other (with respect to identification 
performance), using challenging Tilia leaf image datasets. For the reader to obtain a complete 
viewpoint, experimental results are summarised in the closing pages of Chapter 5. Chapter 6 , 
titled as 'summary and conclusions' communicates scientific conclusions and future potential 
research work based on this one here.
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C h a p t e r 2
Introduction to shape analysis
2.1 Introduction
The idea o f shape is highly significant in many scientific areas other than design. Throughout 
this introductory section, some basic concepts will be discussed, so that a proper explanation o f 
the meaning o f shape will be provided. Shape comprises a geometrical property o f two or more 
dimensional spaces. One-dimensional spaces do not have shape property, they have only length. 
Every shape can be described as a set o f points. Kendall (1977) defined two-dimensional shape as 
all the geometrical information that characterises the object and is invariant to any o f the three 
following affine transformations: (D rotation, © translation, © rescaling, and the © mirroring 
effect. Kendall’s definition o f shape is naturally reasonable and useful as far as mathematical 
modelling is concerned.
An object’s shape is retained by moving it from one place to another; in other words, 
applying an operation called translation to an object does not affect its shape. Similarly, 
transformations such as rotating, or flipping the object, enlarging or reducing its size, do not 
affect object’s shape. It is noteworthy that all the aforementioned facts are intuitively cognised. 
Nevertheless, even though the above mentioned transformations do not alter the shape, there is 
still the following question to be answered: ‘how is Kendall’s definition mathematically 
evaluated?’. The answer is that Kendall’s definition is mathematically useful indeed, as it 
demonstrates the fact that any other kind o f transformations, excluding those were earlier 
mentioned, affect the shape when applied to an object.
A major image processing problem involves the efficient representation o f the shape o f 
two-dimensional or more dimensional image objects, for identification or classification purposes. 
In recent years a general framework has been established, according to which, an appropriate set 
o f features describing the shape o f the object o f interest should be extracted. A set o f features is 
called complete if, and only if, there is a ‘1-1’ dependence between the feature vector and the 
object o f interest. Pattern recognition problems entail usually an essential task, which aims to 
extract the object’s complete set o f features, as the subsequent problem of recognition becomes
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more trivial to resolve (given the aforesaid *1-1* mapping). Regarding other issues as well, the 
effectiveness of extracting complete description/representation feature sets comprises a 
significant criterion, so that a method could be evaluated as an efficient one. Last two decades of 
research has introduced many representation and description techniques. However, each method 
has pros and cons with respect to shape representation. There is not yet a standard superior shape 
representation scheme (Zhang & Lu, 2003; Wynill & Handley, 2001). From this point of view, 
shape modelling is still in its youth.
2.2 An overview of shape description techniques
Within the scope of the shape recognition and retrieval research field, a variety of approaches 
has been introduced, and a method classification model is proposed (Zhang et al., 2004). They are 
classified as 0  syntactic or structural, and 0  mathematical or statistical approaches. The latter 
are considered more popular and Zemike moments (see Section 2.7), Fourier descriptors 
(see Section 2.10), Wavelet descriptors (see Section 2.11), time series modelling (see Section 
2.9), elastic matching (see Section 2.8), and curvature scale space images (see Section 2.12) are a 
few of the most representative methods under this specific class.
Another classification of shape description techniques is based on whether the extracted 
shape features represent the object’s contour or the object’s region. Known as contour-based and 
region-based techniques respectively, they comprise two different classes under which, a further 
division into structural and global approaches is possible. The discrimination here is being 
contacted with respect to the criterion whether the representation is global, that is, the whole 
shape region, or partial, describing object’s shape by segments.
Finally, shape description methods can be also classified into two more sub-categories, 
according to the domain where the feature extraction takes place. According to space domain 
techniques, and transform domain techniques, features are derived from the spatial and the 
transform domain, respectively. Figure 2.1 illustrates the whole hierarchy classification tree of 
shape description methods. In the next sections the most popular shape description techniques 
will be discussed.
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Contour-based Region-based
Shape
Convex Hull 
Media axis 
Core
Global
Chain code 
Polygon 
B-spline 
Invariant
Structural
Perimeter 
Compactness 
Eccentricity 
Shape signature 
Hausdorff distance 
Fourier descriptors 
Wavelet descriptors 
CSS
Time series 
Elastic matching
Global
Area
Euler number 
Eccentricity 
Geometric moments 
Zemike moments 
Pseudo-Zemike 
Legendre moments 
Generic Fourier 
Grid method 
Shape matrix
Structural
Figure 2.1: Shape description techniques classification tree (Zhang & Lu, 2004)
2.3 Global shape metrics
In recent years a variety o f standard global shape measures has been introduced in the 
academic literature, such as moment invariants (see Section 2.7), autoregressive models 
(see Section 2.9), elliptical Fourier descriptors (See section 2.10), and wavelet packet descriptors 
(see Section 2.11). Research findings proved that those shape description methods are effective 
providing qualitative and accurate results. However, the descriptors derived by the application o f 
those methods are not yet sufficiently understood or standardised by the domain experts. 
Therefore, validation o f computer vision systems composes a difficult task and there are cases 
where other shape description techniques are preferred. A useful approach to overcome the earlier 
mentioned limitation is to use techniques that are intended to determine the deviation o f an 
object’s shape from the best fitting perfect instance o f the shape. However, there is a lack o f a 
standardisation with respect to discrepancy metrics between shapes and canonical forms. It is
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important to mention at this point that the basic target of shape description techniques is the 
efficient classification of shapes into fairly general classes that are specific enough though to 
allow discrimination with respect to other shapes, ensuring at the same time invariance under 
several transformations.
Eccentricity is one of the most common and straightforward global shape metrics, which 
utilises the central moments pp>q, and is defined as the ratio of the ellipse image axes lengths. 
Eccentricity is defined by the following formula (2.1), which can be simplified and reformulated 
to provide a global shape metric that is assigned values in the range [0 ,1], as it is illustrated by the 
equation (2.2) (Pavlidis, 1978). For better understanding of the expressions (2.1) and (2.2), see
Another common global shape metric is the so called circularity, which is also known as 
compactness or shape factor. Circularity can be computed as P^/A, where P and A are the 
perimeter and area of die shape region respectively. The lower the value, the more circular is the 
shape (4ji in the limit). An alternative approach, less sensitive to digitisation and noise, is to 
define circularity as the ratio P r ! o r  (Haralick, 1974), where R denotes the set of radii connecting 
all the perimeter points with the object’s centroid and p, a, denote the mean value and the 
standard deviation respectively. On the contrary to the first approximation, the higher the ratio 
value the more circular the object. It is noteworthy the fact that the object’s centroid should be 
determined with respect to the polygonal approximation of the object rather than the coordinates 
mean values of the object’s perimeter points. The reason is to dissuade the case where the 
centroid position will be biased by unevenly distributed noise along the object’s boundary.
Other global shape metrics have been also proposed in the literature such as squareness 
(Bowman et al., 2001), ellipticity (Fitzgibbon et ah, 1999), triangularity (Rosin, 2003), 
rectangularity (Toussaint, 1983; de Berg et al., 2000), rectilinearity (Zunic and Rosin, 2003), 
sigmoidality (Rosin, 2003), convexity (Zunic, and Rosin, 2004), symmetry (Leou et al., 1987)
section 2.7, where a mathematical definition of the central moments, denoted by pp>q, is provided.
eccentricity (2.1)
eccentricity
(M'20 F02)
(2.2)
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(Marola, 1989), and chirality (Petitjean, 2003; Hel-Or et al., 1991). However, even though all the 
earlier mentioned global shape metrics allow experts to supervise and validate computer vision 
systems more efficiently, there is a significant drawback, which is the weakness o f those metrics 
to provide complete sets o f features describing the object’s shape, so that effective discrimination 
between slightly or even intermediately different shapes is difficult. Nevertheless they have been 
used widely in combination with other shape representation and matching schemes. For example, 
in the first shape matching stage o f the MPEG-7 standardised contour shape description technique 
(Mokhtarian & Boder, 2003), both eccentricity and circularity are used to compose partially the 
similarity measure.
2.4 Chain codes
Freeman (1961) introduced a structure called chain code to represent shapes by their 
boundaries. According to Freeman’s approach a chain code represents the object’s shape as a line 
unit-size segment series, assuming that a starting point o f the object’s boundary is given. The 
chain code is generated by tracing the object’s boundary in a given direction (clockwise or 
counter-clockwise). Consequently, any arbitrary curve can be represented by a series o f unit 
vectors from a predetermined limited set o f discrete directions unit vectors. In practice, an 
object’s digital contour is sampled by superimposing the object with a given grid.
4-connectivity 8-connectivity
Figure 2.2: 4- and 8-connectivity chain code example
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Obviously, the scale of the grid determines the number of the vectors of which the object’s 
boundary will be consisted. Usually, chain codes are based on 4- or 8 - connectivity of the 
primitives (see Figure 2.2). Nevertheless, in the literature, approaches based on JV-connectivity 
(N > 8  and N = 2k) between the primitives are also mentioned; those chain codes are classified as 
general (Freeman, and Saghri, 1978). There are some serious drawbacks representing an object’s 
shape using chain codes: © large length of the chain, © considerable sensitivity to noise and 
digitisation resolution. Nevertheless, chain code representations often compose input for more 
sophisticated shape analysis approaches. In other words, they are useful as an object boundary 
sampling tool.
2.5 Polygonal Approximation
Polygonal approximation as a shape description technique involves the representation of an 
object’s boundary by a polygon so that the majority of the shape information is captured with the 
least possible polygonal line segments. Obviously, the approximation of an occluding curve by a 
polygon becomes more accurate when the number of the polygonal line segments equals to the 
number of the object’s outline points. In fact each couple of the adjacent points of the boundary 
comprises a polygonal line segment. However, attempting to delimit the segments number to the 
fewest possible by simultaneously retaining the shape information is a non-trivial task. 
Algorithms which perform this task are usually complicated, comprising time consuming iterative 
flow controls and searches. Nevertheless, some intermediate with respect to complexity 
polygonal approximation techniques (e.g. curvature based) are usually applied to a variety of 
trivial machine vision applications (Katzir et al., 1994; Ansari & Delp., 1991).
Another problem that arises with the use of those techniques is that many of them suffer from 
the lack of accurate error estimation and control process, that is, the system is not able to evaluate 
efficiently the accuracy level of the conducted polygonal approximation. Actually, this is the 
optimal point when the iterative procedure should be stopped and provide the output polygon. 
The most common approach is to determine maximum alterations in terms of the object’s contour 
curvature. Points which signify such alterations then constitute satisfying choices for polygon 
vertices. In the 1980s, Dunham (1986) proposed a geometrical method for polygonal 
approximation with the use of an error parameter e aiming to provide with a minimum possible 
number of the polygon line segments. The main disadvantage of this method is that all the
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boundary points are considered equivalent, no content information is extracted and hence for high 
values of s  die shape representation is neither accurate nor comprehensive. The most common 
polygonal approximation method is the Discrete Curve Evolution (DCE). Bruckstein et al, 
(1992), and Bai et al, (2008) claim that it is a quite efficient technique, able to deform complex 
shapes into simplified, still recognisable, polygons of few vertices. DCE is a widely used method 
in the field of partial shape recognition and matching (Latecki & Lakaemper, 2002; Latecki et al, 
2005; Bai et al, 2008). The key advantages of this method are: CD it does not displace the contour 
points during the simplification process, and © it detects significant contour points dynamically. 
Figure 2.3 exhibits a few stages of the DCE applied to a given planar shape.
(a) W
Figure 2.3: Discrete Curve Evolution (DCE) stages (a, b , ..., f) (Latecki & Lakaemper, 2002)
2.6 Skeletons and thinning procedures
A significant technique of shape description is to represent the shape of a region as a graph. 
Generally, thinning algorithms have an essential contribution, via their application, to the solution 
of a wide range of image processing problems. For the purpose of shape description, in recent 
years, a variety of thinning algorithms have been introduced in order to extract the skeleton of a 
planar two-dimensional shape. This kind of shape information reduction is widely known as 
skeletonisation and is commonly applied to represent efficiently the shape of two dimensional 
objects. According to Davies (1997) a skeleton can be defined as a set of connected medial lines 
along the object’s limbs, that is distinctive contour parts (see Figure 2.4). For example, given a 
2 -dimensional human figure representation, its head, hands or legs are considered limbs of the 
object. Davies’ example is representative as he likens the skeleton to the actual path followed by
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a pen in the case o f a thick handwritten character. More specifically, the main concept o f 
skeletonisation o f planar shapes for representation purposes is to reduce shape information 
dimensionality and simultaneously save the essential topological information for efficient 
shape/pattern recognition.
Medial axis decomposition
Maximum area 
disk
Figure 2.4: Medial axis deformation - skeletonisation
Blum (1967) defined the skeleton o f a planar object’s region with the use o f the so called 
medial axis transformation, where the medial axis composes the locus o f all the centres o f the 
maximal in terms o f area disks that fit within the object region (see Figure 2.4). Intuitively, the 
link between a skeleton representation and its decomposition to a graph is obvious. Sock trees or 
graphs (Siddiqi & Kimia, 1996; Kimia et al., 1997) are the most representative shape 
representation structures/graphs under this class. They are built o f media axis singularities 
(end-points, branch-points, medial axis segments/links). More paricularly, there are certain 
criteria and rules for medial axis decomposition thoroughly analysed by Blum and other 
researchers in the literature. Many suggestions have been made for representation schemes based 
on a skeleton or an axis. One approach is to seek a single (usually straight) axis with respect to a 
global function o f all the boundary points (e.g. axis o f inertia). Other approaches consist o f 
detecting a curved axis, in which each point is determined by two small local areas o f the contour. 
These methods incorporate contour and region information. The main disadvantages o f 
skeletonisation methods are the following: © they are very sensitive to noise, and © they are 
time consuming to compute, even when using analytical approximations to the shape (Pavlidis,
1980).
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2.7 Area moment descriptors
Papoulis uniqueness theorem (1991) states that if a two-dimensional continuous function 
fx ,y)  is piecewise continuous and has nonzero values only in a finite part of the two-dimensional 
plane, then moments of all orders exist and the moment sequence mp,q uniquely recovers fix,y). 
Papoulis theorem is a key theorem for planar shape description and digital image processing as 
the theorem’s conditions are generally satisfied by any digital image. It is well-known that given 
a set of measurements, the first moment is the mean, the second is known as the variance, the 
third is the skewness, and the fourth constitutes the kurtosis. The first part of (2.3) shows what is 
known as the / 7th moment of a real-valued function fix) of a real variable about a value c. With 
respect to the 2 -dimensional plane, the definition of a moment of order p + q taken about (0 , 0 ) is 
illustrated in the second part of equation (2.3). However, moments are most commonly computed 
about the centroid of a given population, known also as central moments fiPiq. Equation (2.4) 
illustrates central moments of order p  + q, whilst for a digital image the central moments can be 
expressed as in the equation (2.5). The second part of (2.5) shows the normalised central 
moments tjp>q of order p  + q. The zeroth central moment is the area, the first central moments 
comprise the centroid, and the second central moments of an image function fx ,y) are called 
moments o f inertia, they are analogous to the variance and covariance of a bivariate probability 
distribution, and they are invariant under rotation.
oo oo oo
mP = |  (x -c )pf[x)dx, mpq = J |  xpyqf(x,y)dxdy,
—0 0  —OO “ 00 (2.3)
p , q = l , 2 , ...
00 00
M-p, = f  |  (x - x)p(y - y)qf(x,y)dxdy, (x = “ ,y  = — ) : centroid, (2.4)LL m oo i»oo
Hp.q = X Z ( x - x ) p(y-y), f(x,y),
x y
(2.5)
= ^r> p> ‘J=° * 2> •••> i = + 1» p, q=2,3,....
Poo 2
According to Hu (1962) a set of seven invariants q>jm 7 can be derived from the second and 
third central moments, which is illustrated in the set of equations (2.6) ... (2.12) respectively. A 
generalisation of moment invariants (geometric moments) method has been introduced by 
Mamistralov (1998), with respect to greater than two-dimensionality. However, even though the
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mathematical concepts involved to extract the set of the seven invariants are quite complex, and 
exceed the scope of this thesis, it is important to be stated that moment invariants are not only 
invariant under translation, rotation, and scale transformations but also under the mirroring effect. 
Experimental results have also shown the dynamic of those invariants, always applied after they 
have been normalised via normalisation processes such as zscore (Kennedy et al, 1998). 
Normalisation process is unavoidable in the case of invariant or geometric moments, because of 
the large variance between the values of high and low order moments. The facts that it is not 
trivial to calculate high order moments, and that a set of seven invariants ^ . . . 7 cannot be evaluated 
as a complete set for shape description purposes, is the main drawback of the geometric moments 
method.
% =n2o + r io2>
^2 ~  Ol20 “^02)
%  ~  0l3O " ^ 12) ( ^ 2 1  ” ^ 03)  ’
9 4 =(% , +T|i2)2 + 0l2i + rte)2>
9s =  Olso -  +  n i2 ) [ ( %  +  %)2 -  30l2! +  ^ o s)2] +
+ (3%! -llraXlfel + 1^o3)[3(Tl30 +11l2)2 - (n2l +1103)2].
9s = O120 - 'i02)[(’i3o + Tiii)2 - (1121 + nos)2] + 4ti,i(t|3o + n12)(n2i + n03).
9 7 = (3n2i - nosXnso + n,2)Kn3o + n,2>2 - 3(n2i + nos)2! + 
( 3 t i 1 2 " n s o X n 2i ^  n o 3 ) [ 3 ( n 3o ^  n i2 )  ■ (n 2 i ^  n o 3)  L
A few other region shape description methods based on statistical moments theory have been 
recently proposed aiming to overcome the earlier mentioned limitations. Taubin & Cooper. 
(1991, 1992) introduced the algebraic moment invariants, which, in contradiction to the 
geometric moment invariants, can be extracted up to arbitrary order. Unfortunately, experiments 
proved that algebraic moments invariants compose a non-robust shape description scheme as their 
performance varied arbitrarily. The idea of substituting the conventional kernel x?yq with a more 
general polynomial kernel form Pp(x)Pq(y) engaged Teague’s research (1980) producing the so 
called Legendre and Zernike moments methods (see eq. (2.13) ... (2.18)). Their names are derived 
from the Legendre (2.15) and Zernike (2.17), (2.18) polynomials which have replaced xpyq and 
they are classified as orthogonal. That is, classes of polynomials {P„(x)} defined over [a, b \ 
satisfying an orthogonality relation exhibited by experssion (2.13), where w(x;) is a weighting
(2.6)
(2.7)
(2.8)
(2.9)
(2 .10) 
(2 .11)
(2.12)
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function and 5 ^  stands for the Kronecker delta. The formulas (2.14), (2.16), for the Legendre and
Where, p and 0 are the radius and the angle between the centroid and the pixel (x, y) respectively.
According to the orthogonal moment methods comparative study by Teh and Chin (1988), 
Zernike moments are less sensitive to noise and more powerful than Legendre moments with 
concern to image reconstruction and noise removal. In general, shape description methods based 
on statistical moments seem to be affordable in terms of computation cost and robust. However, 
the most efficient technique under this class is the use of Zernike moments, which is unluckily the 
one that suffers from computational complexity required for finding the moments kernel Kmfay)
Zernike moments respectively, follow. The complex conjugate is denoted by and j  stands for
the complex unit i f  = -1).
b
a
mn
( 2 m +l ) (2 n +l )
4
(x)Pn(y)f(x>y) • Legendre moments, (2.14)
Where,
(2.15)
n +  J
=  Y  y  V*n (x,y)f(x,y), x2 + y2 < 1 ; Zernike moments, (2.16)
71 XVx y
Where,
v mn (x,y)=vmn (pcos0,psin0)=Rmll (p)eim0, (2.17)
and
(n-s)!
R-(p)“ Z  (-1)5s!((n + |m|)/2 - s)!((n - |m|)/2 - s)! P
,n-2s (2.18)
s = 0
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(see expressions (2.17), (2.18)). Moreover, normalisation is compulsory before the feature 
extraction.
2.8 Active contour models
Active contour models or ‘snakes’, introduced by Kass et al. (1988), are curves with the 
ability to gradually evolve within the digital image until they become identical with the object’s 
contour. Correspondingly, for three-dimensional objects active contour models are known as 
‘balloons '. Assuming that s comprises a proportional parameter to the arc length o f the active 
contour model curve, then conventionally the parametric representation o f the snake is 
z{s) = (x(s), y (s ) \  where x, y  determine the position o f the active contour model curve within the 
digital image, and s e  [0, 1]. The model is based on the concept o f dynamic allocation or ‘motion’ 
o f the ‘snake’ curve via successive iterations, that means, the snake position is changing 
iteratively and the iterative progress is being supervised by a targeting optimisation level o f a 
given energy function.
Figure 2.5: An active contour model fails to converge to the target object, (a) initial snake, (b) iteration 5, (c) final iteration, (d) Smoothed 
Active Contour (SAC) approach applied to several COIL-100 images (adapted from Mokhtarian & Boder, 2003)
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Given a digital image I(x,y), an active contour’s Eint (internal energy) is exhibited by 
expression (2.19), whereas the external energy is Eext = I(x,y) and Eext = -\VI(x,y)\2 
(V is the gradient operator) for binary or gray-scale images respectively. Eint, is biased by the so 
called snake tension (elasticity) a(s) and the snake rigidity (stiffness) fi(s), which are relative 
weights of the energy terms. The objective throughout the iterative optimisation process is the 
gradual minimisation of the active contour’s total energy shown in (2.20). The third energy term 
Econ is a complementary external energy factor, which corresponds to constraints determined by 
external entities, such as a user or a higher level process. The purpose of this term is to control the 
snake’s growth, that is to render it able to avoid or converge at particular features. A snake 
converges object’s boundary since the minimisation criterion has been finally fulfilled. Despite of 
the fact that active contour models constitute good approximations to the object’s boundary and 
consequently work efficiently as shape description models, difficulties are usually met when the 
‘snake’ orientation is far located with respect to the target object contour. Moreover, several 
existing active contour models are time consuming and produce inaccurate results (Mokhtarian & 
Boder, 2003). Several active contour models have been proposed to overcome this limitation such 
as distance and gradient vector flow snake models (Andrutsos et al., 2001). Moreover, a variety 
of active contour shape modelling approaches using dynamic programming and hard constraints 
have been proposed to overcome the aforementioned limitations (Amini et al., 1988, 1990; 
Giraldi et al., 2000; Mokhtarian & Boder, 2003).
2.9 Autoregressive models
Kashyap & Chellapa (1981), introduced the application of the autoregressive model as an 
alternative shape description model in the two-dimensional plane. They were researching novel 
shape description methods able to achieve high performance level with respect to shape storage, 
transmission, and reconstruction. Dubois & Glanz (1986) also attempted to evaluate the
(2.19)
(2.20)
o
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usefulness of the autoregressive model for representing shapes of different classes for pattern 
recognition purposes. A few years later a complex version of the autoregressive model was been 
proposed by Sekita et al. (1992) as an extension for the extraction of invariant features set for 
planar shape recognition.
Anderson (1971, p.l) defines time series as follows: ‘A time series is a sequence o f 
observations, usually ordered in time, although in some cases the ordering may be according 
to another dimension. The feature o f time series analysis which distinguishes it from other 
statistical analyses is the explicit recognition o f the importance o f the order in which the 
observations are made’
Currently, quite a few different approaches have been proposed so that the performance of the 
autoregressive models as shape description techniques would be optimised. The fact that such 
models are often met in nature and are intuitively sensed by humans makes them attractive to the 
shape analysis and representation experts. Moreover, even though the Fourier descriptors provide 
with complete sets of features, for some applications the amount of information can be 
cumbersomely handled; therefore, autoregressive models are also attractive as they are 
computationally cheaper. However, experimental results proved that autoregressive model 
performance is sometimes highly depended upon the type of shape.
Autoregressive models are classified as contour based shape descriptor techniques. 
Fundamentally, the object’s contour information should be sampled and represented in such a 
way that will provide an input data vector which can be handled as a time series. Furthermore, a 
suitable index variable regarding the dimension according to which, the data are ordered should 
be also determined. A variety of several ways to extract the aforementioned time series of shape 
primitives emerge an unofficial classification system for autoregressive shape description models. 
A few examples of different techniques are the curvature AR method (Kashyap & Chellapa,
1981), the radius AR method (Dubois & Glanz., 1986), the contour AR method and the 
CPARCOR (Complex Partial Correlation) method (Sekita et al., 1992). According to the most 
common technique, the radius AR, the object’s contour is sampled into N  equal in terms of 
length intervals. The terminal points of the intervals compose the following index set 
{t = 1, 2, ..., N}. The sequence of the radii, that is, the series of the Euclidian distances f  of the 
sampled points t from the object’s centroid comprise the time series. Let us assume that the series 
consists of N  observations.
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Since time series are naturally periodic and this period can be repeated arbitrarily any number 
o f times, the (N  + f)th observation f N+, will be identical to the observation f .  By inference, when a 
model is fitted to a time series it is categorised as a non-casual one and the concepts o f ‘past’ and 
‘future’ observations are not meaningful any more. For instance, assuming that m > n and 
m, n < N, for a non-casual model like the one mentioned earlier, observation f m is equal to the 
observation f n + (w. n), and also is identical to the observation f n . (N-m + „y In conclusion, in such 
models the concepts o f past or future observation have no semantic value; hence autoregressive 
models are directly invariant to rotation, and translation (Kartikeyan & Sarkar, 1989). Features 
extracted by autoregressive models, such as the regression coefficients, often form complete set 
o f features describing adequately the object’s shape. Consequently, this information can be 
effectively used for shape comparison purposes and thus for pattern recognition problems.
Pi(x„ yd
Time series  
sh ap e modelling
F = {fi,f2 U
f. = ((x, - x0)2 + (yt - y0;
O
centroid (x0, y0)
Figure 2.6: 2-D Object L: radius based time series shape modelling, 2-D object R: noncasuality of closed contour
(adapted from Kartikeyan & Sarkar, 1989)
A linear autoregressive model states a function (or time-series) value as a linear combination 
o f a specific number o f preceding values. An error tenn is also present in the model. The 
autoregressive model is produced by t h e s  sequence as illustrated in equation (2.21), where m is 
the order o f the model, and w, is the error parameter. By multiplying relation (2.21) by f . j , f i .2  and 
so on, and by computing the expectations, the Yule-Walker equations (2.22) are derived. The 
coefficients {ak} o f which the feature vector a is composed are obtained from the relation (2.23),
centroid
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solving the equation a -  R{m)r, where R(m), r are known (Mir et al., 1999). Kartikeyan et al. 
(1989) claim that time series modelling is a potential powerful tool for shape description and 
pattern recognition. However, within the scope of communicating their non-linear autoregressive 
shape description model NCQV (Non-Casual Quadratic Voltera Model), they have stated that 
linear modelling may be inadequate for shape recognition, especially when shapes exhibit 
discriminating features at detail level. Moreover, use of higher order linear models is not the 
solution, as overfitted AR models are not effective in cases where the between-class variance is 
small. According to them, the best results might be possible in shape recognition with the 
application of non-linear models such as NCQV.
f, = 2 X f,.k+wt , (2.21)
k= 1
m
ri = ’ri = r-i = R{f. ’ f .-i> * (2.22)k = l
a=R(m)r, a = K , ot2, .. •> < *Jr S = [*i»
~ ro rl r2 rm-l_
T
R(m) = ri ro h - rm
/m-l rm-2 rm-3 •" ro .
2.10 Elliptical Fourier descriptors
A two-dimensional object’s shape can be described effectively by a series of coefficients 
which are known as Fourier descriptors. This method is based on the inspiration of representing a 
closed curve by a periodic function or alternatively, by the Fourier coefficients of this function. 
This is the set of the Fourier descriptors, used widely as ameans to efficiently describe shape for a 
large variety of pattern recognition applications. As mentioned earlier, a proper shape descriptor 
should be invariant under certain affine transformations, such as translation, scaling, rotation, and 
mirroring. Therefore, normalisation of the Fourier coefficients is recommended before their
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appliance for representing planar curves and shapes. Successful normalisation results to a set of 
invariant Fourier descriptors with respect to a predetermined class of transformations.
Any extracted object’s closed contour from a digital image can be represented by a discrete 
function of the form x(n) = (xj(n), X2(n)), from which, the following discrete complex function 
can be derived: u(ri) = xj(n) + jx2{n). Function u(n) can be then transformed into the frequency 
domain by applying the so called discrete Fourier transformation (DFT) and the derived function 
is denoted as a{k). The inverse procedure is also possible with the application of the inverse 
discrete Fourier transformation, so that the resulting function’s domain will become the spatial 
domain again. The following equations (2.24) and (2.25) illustrate the discrete Fourier 
transformation and its inverse. The set of the a(k) coefficients is called the Fourier descriptors set, 
which describes the extracted object’s contour in the Fourier frequency domain. Fourier 
descriptors are not directly invariant to certain transformations, such as translation, rotation, 
rescaling, while they are also dependent on the selected starting point and the direction 
(clockwise or counter-clockwise) of the contour tracing process (Gonzalez & Woods, 2002; 
Zhang & Lu, 2004).
a(k) = 2.  V  u(n)e-jMtn/N, k = -N/2.........N/2-1, (2.24)
N "
u(n) = £  aOc)^21*1^ ,  n = - N / 2 , N / 2 - 1 , (2.25)
k = 0
However, affine transformation effects can be lost simply by applying a few trivial operations 
in the frequency domain. In other words, it is possible to easily render Fourier descriptors 
invariants to the aforementioned transformations (translation, scaling, rotation, orientation). For 
instance, considering that translation by a constant complex number influences just the first 
coefficient a(0) of the series of Fourier descriptor, translation of a(0) to zero will move the 
centroid of the contour onto zero. That makes the descriptors invariant under translation. 
Moreover, assuming that the object’s boundary is traced in a counter-clockwise direction and the 
area of the object is greater than zero, it is guaranteed that the second Fourier descriptor 
a(l) = rjeJ<p is not zero, as this coefficient represents area. In case where the contour tracing 
process has been contacted in a clockwise manner then a{-1) will be the equivalent of the second 
Fourier descriptor from the previous example. Dividing all the Fourier descriptors by the 
magnitude of a( 1) = rje j(p renders the coefficients invariant under scale changes, that is,
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a(k) = a(A)/|a(l)|. As far as rotation of the contour by an angle <p is concerned, a constant phase 
shift (p is applied to the Fourier descriptors as well. Finally, changing the starting point of the 
boundary tracing process by n positions yields a linear phase shift of 2%nk/N in the Fourier 
descriptors, that is, subtracting the second Fourier descriptor phase, weighted by k, from the 
phase of all Fourier descriptors (Jia & Xie, 2005).
Assuming that the boundary between the (/ - I) 4  and the z‘th sampled points is linearly 
interpolated and its length is denoted by K, and that the length of the contour from the starting 
point to the pxh point and the perimeter of the contour are denoted by tp and T9 respectively, then 
the elliptic Fourier expansions of the coordinates on the contour are illustrated by the equations 
(2.27) and (2.28) (Kuhl & Giardina, 1982). (A0, Co) constitutes the object’s centroid coordinates.
p (2.26)
i = 1
CO 2 mit 2imt,
(2.27)
00 2mrt, 2rmt,
(2.28)
Consequently, the elliptic Fourier coefficients of the 71th harmonic (an, /?„, y„, S„) are respectively 
illustrated by the following equations (2.29)... (2.32).
As mentioned earlier just like Fourier descriptors, elliptic Fourier descriptors are not directly 
invariant under size, translation, rotation, and starting point transformations. Kuhl & Giardina, 
(1982) proposed a Fourier coefficient normalisation (eq. (2.33), (2.34)). Let the normalised
coefficient coefficients of the nth harmonic be a f  ,0 f  , y f , and, . Then,
where.
** _** ~ 
“ n P» 1 COS\|/ siny ~<*n P n _ cos(n0) -sin(n0)
_Y» S» - ~  E * -siny cosy J n 5 n _ sin(n0) cos(n0)
(2.33)
E* = -y/[(A0- xq)2 + (C0 - y ,)2],
yq - c 0\|/ = arctan 
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(0 < \j/<2tc),
0  = (0 < 0<2tc)
(2.34)
In the above equations E* stands for the distance between the centre point (A0, Co) and a specific 
predefined point (xq, yq), and if/ is the rotation angle in the spatial domain. The purpose of those 
two parameters is to render elliptic Fourier descriptors size and rotation invariant correspondingly 
(Safaee-Rad et ah, 1991).
Fourier descriptors are superior with respect to many other shape description techniques. Few 
advantages are that © they can be easily computed, © few of the descriptors also have a physical 
interpretation, © they accommodate shape matching processes since they can easily normalised, 
© they attain local and simultaneously global representation of shape. It is worth mentioning that 
with sufficiently extracted characteristics provided, Fourier descriptors are able to discriminate 
several object/shape classes fairly well. Fourier descriptors also overwhelm the noise sensitivity 
and difficult normalisation process, presented in the case of shape signatures representations. The 
majority of the Fourier descriptor based shape analysis methods are appropriate for classification 
and identification problems as they work well from the between- and within-class discrimination 
point of view.
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A cumulative angular function at a point in a given contour/curve returns the angular change 
amount with respect to a preset reference point. The complex coordinates and the cumulative 
angle function are substantial and widely applied for the Fourier descriptors derivation. 
Moreover, it has been stated that the centroid distance function is the most efficient one to extract 
Fourier descriptors from. Last, but not least, it has been shown that 10 harmonics are enough to 
supply complete feature sets for shape representation, a significant reduction in terms of 
computation cost in comparison to the 60 Fourier descriptors that are usually used for 
classification applications (Kauppinen et al. 1995).
2.11 Wavelet descriptors
Assuming that a pre-processing phase has been applied to the digital image, the shape of an 
object can be represented by a closed parametric curve c which is known as the object’s contour. 
A parametric curve is defined by mathematical equations (parametric equations) using 
independent variables/parameters (such as t representing time, or L denoting arc length) 
(Sowerby, 1974; Shercliff, 1977; Stroud & Booth, 2003; Boas, 2006). Preprocessing phase is 
usually composed by processes such as filtering, edge detection, edge thinning, and re-sampling 
of the contour using linear interpolation. Given that normalised arc length is denoted by k, I 
stands for the length along the curve starting from a constant point, and L denotes the total arc 
length. Equation (2.35) illustrates the contour of a shape in the complex plane (the plane of the 
complex numbers x + yj, where j  stands for the imaginaiy unit, /  = -1). Similarly to the Fourier 
descriptors, critical sampling makes the wavelet packet descriptors sensitive to orientation 
factors; thus a normalisation process is required to ensure orientation invariance. A popular 
method is to normalise the Fourier coefficients directly to obtain a digital signal, which will 
subsequently be decomposed to a binary tree of wavelet packets with the use of low-pass, hi-pass 
filters, and sub-sampling.
c(k) = x (k )+ jy (k ) ,k ( l)= i 0 < 1 < L , (2.35)
N (2.36)
N (2.37)
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In equations (2.36) and (2.37) above, Ap + i ,  and Dp + i denote the so called approximation 
(high-pass portion, h is a high-pass decomposition filter) and details (low-pass portion, g  is a low- 
pass decomposition filter) decomposed coefficients respectively, at node scale p  + 1 of the 
decomposed coefficients Xp at node scale p (Ap or Dp) (Gonzales et al., 2004). In more detail, 
wavelet packet transformation constitute a discrete wavelet transformation (DWT) generalisation, 
where in the wavelet packet signal decomposition both the approximation and detail coefficients 
are decomposed at each level. After decomposition, a full binary tree is acquired which, 
nevertheless, still includes redundant information. The wavelet packets shape descriptor must be 
dealt as a tree-graph. For example, the DWT decomposition constitutes only one of the set of all 
possible graphs. Since the set of wavelet packets descriptors have been extracted, this set of 
coefficients operates regularly as a standard shape descriptor (vector of features or coefficients). 
There are several wavelets realised also as Finite Impulse Response (FIR) filters such as Haar 
wavelet (symmetric, orthogonal), Daubechies2 (asymmetric, orthogonal), Coiflets4 (near 
symmetric, orthogonal), and FIR approximation of Meyer wavelet (symmetric, orthogonal). In 
particular, Meyer wavelets exhibit desired symmetry and smoothness in comers. (Smid, 2003; 
Zhang & Lu, 2004). A wavelet-based shape descriptor was tested in the official MPEG-7 testing 
core experiments (Muller & Ohm, 1999). According to that approach, the object's boundary is 
initially transformed into polar coordinates. Subsequently, 16 scale and 48 wavelet coefficients 
are produced by the application of a one-dimensional wavelet transform exclusively to the 
magnitude values, and the use of biorthogonal Daubechie wavelets. The set of the 16 scale and 
the 48 wavelet coefficients form the shape descriptor, which also includes a global parameter 
called modification ratio (Muller & Ohm, 1999).
2.12 Curvature Scale Space (CSS) Images
Mokhtarian & Mackworth, (1986) introduced the Curvature Scale Space (CSS) image as a 
planar shape representation scheme, which is also directly invariant under rotation, scaling, and 
translation. The CSS image is produced by the convolution of the parametric representation of a 
planar object’s contour with a Gaussian function of gradually growing standard deviation. The 
representation scheme comprises the curvature zero-crossing points, detected from the resulting 
curves. In recent years, several modifications have been made by the same and other researchers, 
such as the renormalised (Mokhtarian & Mackworth, 1986), and resampled (Mokhtarian & 
Mackworth, 1992) CSS image. The first involves a curve reparametrisation stage (see Mokhtarian
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& Boder, 2003) with respect to arc length, after the convolution, whereas the second one is based 
on the arc length evolution (see Mokhtarian & Boder, 2003), a significant additional feature that 
rendered CCS image able to recognise effectively object contours with non-uniform noise, and 
discriminate shapes with local differences. The CSS representation scheme was further optimised 
by Miroslave Boder (Mokhtarian & Boder., 2003), to become finally adopted by the 
ISO-MPEG-7 standardisation, as the standard contour-based shape descriptor.
Given that several evolutions (the output of the application of a Gaussian filter of width a to 
an object's contour - contour smoothing) of the curves are used to form the CSS image of a given 
closed contour, it is natural this shape description approach to be noise robust. Moreover, CSS 
representation has been used to a variety of shape analysis fields, such as image comer detection, 
active contour localisation, motion detection and moving region tracking, stereo matching and 
3-dimensional reconstruction, optimal view selection for multi-view 3-dimensional object 
recognition etc. (Mokhtarian & Boder, 2003). However, other published shape analysis 
approaches have been performed better with respect to the MPEG-7 Core Experiment 
CE-Shape-1 part B, which is the main MPEG-7 benchmark test for 2-dimensional object 
retrieval, and classification. In other words, even though CSS representation is an effective shape 
analysis scheme, it is not optimum, for it is not able to capture locally all the shape information 
possibly required by challenging recognition or retrieval applications. More precisely, it was 
experimentally shown throughout this thesis (see Chapter 5) that CSS image representation failed 
to perform superiorly, when applied to a dataset characterised by both small between-class 
variance and relatively large within-class variance (with respect to few classes).
2.13 Shape contexts
An interesting shape analysis approach has been proposed by Belongie et al., (2001), to 
represent shape using a rich local descriptors called shape contexts. They have been used 
successfully to represent a contour point in connection with the spatial arrangement of its 
neighbouring points, for shape alignment and matching purposes. This method is divided into 
three stages: CD in a pairwise shape study detect the contour point correspondences, © pairwise 
shape alignment using the already detected correspondences, CD similarity metric evaluation. 
More precisely, a pair of different shape points is considered correspondent, if their shape
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contexts are similar. A shape context o f point p, is computed using log-polar histogram bins to 
collect the neighbouring points around it.
A normalisation process is required to make shape contexts invariant under scaling, and 
rotation. They are normalised by the mean distance computed among all point pair distances, and 
a dynamic coordinate system is used to ensure rotation invariance respectively. Pairwise shape 
aligmnent is conducted using regularised thin-plate splines, a common technique also widely used 
in the field o f morphometries (Zelditch et al., 2004). From the correspondence distances and the 
magnitude o f the best-fitted aligning transformation, a similarity metric is evaluated. Except for 
two-dimensional object shapes, shape contexts are also able to represent images, given their 
edges have been somehow detected. The proposed shape context based method has been also 
applied to the MPEG-7 silhouette database (within the scope o f the Core Experiment CE-Shape-1 
part B (Jeannin & Boder, 1999), see Section 4.8). Although, given their retrieval scores, it proved 
to be inferior to the optimised CSS, the idea o f representing a point with respect to the spatial 
arrangement o f its neighbouring points, inspired the conception o f this thesis proposed model 
central idea (see Chapter 4).
Example of planar object
log-polar histogram bin, A  
collects boundary 
sampled points
Sh ap e context 
for reference point p
11I
(
Figure 2.7: Shape context (histogram) for reference sampled point p  (adapted from Belongie et al., 2001)
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2.14 Chance probabilities
Chance probability functions (CPFs) constitute the core of the retrieval/classification method 
introduced by Super (2004), based on the assumption that the less probable it is that a difference 
between two shapes occurred by chance, the more similar the two shapes are considered to be. All 
through the training phase, a chance probability function is assigned to each object, so that 
subsequently, during retrieval or classification, the set of the assigned CPFs is used for fast CPF 
estimation of a potential query shape. Using as a reference the MPEG-7 silhouette database 
(see Section 4.8), it is indeed a relatively fast retrieval/classification method, as the training and 
each pairwise shape matching takes 10 minutes and 2.5 milliseconds, in that order. However, 
these time performances have been measured for a given shape description scheme (optimised 
RACER) proposed again by Super, (2003). The additional employment of another shape 
description approach would influence the time performance of the CPFs. However, the proposed 
retrieval/classification method outperformed all the aforementioned ones, with respect to the 
MPEG-7 Core Experiment CE-Shape-1 part B (see Section 4.8; Jeannin & Boder, 1999).
In general, there is a great variety of proposed shape analysis approaches in the literature; 
however this chapter discussed methods which have been widely used in practice and also some 
of which have been reproduced within the scope of the experimental part of this thesis 
(see Chapter 4, 5). For example, the best published retrieval score achieved regarding the MPEG- 
7 CE-Shape-1 part B experiment, is 84.33% scored by a polygonal representation method 
combined with elastic matching (see Section 4.8; Attala et al., 2005). Other noteworthy shape 
description schemes are the distance sets (Grigorescu et al., 2003), shock graphs (Sebastian et al.,
2004), Curve edit distances (Sebastian et al. 2003), part correspondences (Latecki et al., 1999). 
Moreover, elementary shape description techniques have been presented quite thoroughly, so as 
to enhance readers’ background and understanding with respect to the shape analysis field, while 
attracting their attention throughout the reading of this thesis. On the same basis, a thorough 
discussion follows about subspace projection methods, which is are useful tools in pattern 
recognition applications.
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C h a p t e r  3
Subspace Projection Methods for Pattern recognition
3.1 Introduction
Analysis o f high dimensional data constitutes a quite interesting computational and data 
analysis problem since it is quite difficult to appreciate the underlying structure (Calvo et al., 
2006). Another aspect o f the problem is the fact that dealing with high dimensional multivariate 
data is expensive from a storage, transmission, and data processing point o f view. Two major 
approaches are followed for the solution o f the dimensionality problem, where the first approach 
aims to decrease data dimensionality without information loss, and the second one involves 
design and implementation o f parallel algorithms for cost reduction purposes (Milosavljevic et 
al., 1998). Producing dimensionality reduction techniques has been a resear ch topic that engaged 
several researchers since the beginning o f this century, and led up to a variety o f useful 
techniques, which are known as subspace methods.
3.2 Principal Component Analysis (PCA)
Principal Component Analysis comprises a valuable statistical technique with applications in 
several scientific fields such as image compression and pattern recognition, and it is used often to 
locate patterns in high dimensional datasets expressing also the data in a format, that highlights 
their similarities and differences. In taxonomy PCA is also classified as an ordination method 
(Sokal & Sneath, 1965). As any other subspace method, PCA reduces data dimensionality and 
simultaneously achieves a good approximation o f the initial dataset information. However, 
dimensionality o f data should be less or equal to three dimensions in order to visualise OTU’s 
(Operational Taxonomic Units; a terminal node in phylogenetic analysis, and organism; Zelditch 
et al., 2004) in a sensible for the human brain way. Therefore, PCA is also a useful technique for 
high dimensional multivariate data visualisation commonly used in pattern recognition field for 
classification and identification experiments.
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Technically speaking (Jain et al., 2000), PCA transforms an ^-dimensional randomly selected 
vector to a new (7-dimensional random vector (d < n) consisted of d uncorrelated components. In 
other words, it is a subspace linear transformation that projects a random vector to a new 
coordinate system. The greatest variance by any projection of the data lies on the first coordinate 
and is called the first principal component, the second greatest variance on the second coordinate, 
and so on. Dimensionality is reduced and information is retained by keeping the low-order 
principal components, which is an important consideration for pattern recognition applications 
(classification or identification). PCA is also known as the (discrete) Karhunen-Loeve linear 
transformation (or KLT, named after Kari Karhunen and Michel Loeve, 1946) or as the Hotelling 
transformation (in honor of Harold Hotelling) (Fukunaga & Koontz, 1990). However, PCA’s 
efficacy to optimise datasets depends also on the nature of the application.
Calvo et al. (2006) introduced a PCA method classification system in their comparative study 
of principal component analysis techniques. According to this study there are both the more 
conventional matrix methods and the so-called data methods. Their main difference is that the 
first type of methods uses a covariance matrix estimated by the given dataset, whilst the second 
one works directly with the data. Moreover, data methods use adaptive computation methods, so 
that an updated version of the dataset does not require the reuse of the whole dataset, which 
means that data methods are theoretically more efficient for real-time applications or for very 
high-dimensional datasets. However, matrix methods and data methods applied by Calvo, et al. to 
the same high dimensional multivariate dataset had approximately equal performance.
The basic algorithm to conduct principal component analysis using matrix methods has one 
main objective, to find the eigenvectors and eigenvalues of the covariance matrix derived from 
the given dataset (Jolliffe, 1986; Smith, 2002). Firstly, a dataset X  of ^ -dimensional vectors Xu 
i = 1, 2, ..., k should be produced. Next step is the subtraction of the calculated mean vector xM 
from every instance vector of dataset X  to construct a normalised dataset 
X„ = { Xi - xM, i = 1, 2, ..., k }, which will be used to perform the third step of the algorithm, to 
determine the covariance matrix C. After the covariance matrix has been derived, the 
Karhunen-Loeve transformation (Karhunen & Kari, 1947; Loeve, 1978) is applied to obtain 
finally the eigenvectors a = {aj, j  = 1 , 2 , ..., n] and the corresponding eigenvalues 
X -  {2j, j  = 1, 2, ..., n) of C. After sorting the eigenvalues and the eigenvectors, so that 
X\ < X2 < X3 ... the first d < n eigenvectors are going to be selected to produce finally the 
optimised form of the initial dataset X, and the new representation of data.
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PCA is a popular technique and has been extensively used for pattern recognition and data 
visualisation in fields such as face recognition (e.g. Turk & Pentland, 1991), in biosciences and 
bioinformatics (e.g. Hubert & Engelen, 2004), medicine and psychology (Crichton, 2000) 
(Pechenizkiyn et al., 2004), microarray experiments analysis (e.g. Raychaundhuri et al., 2000), 
and shape description (e.g. Gonzalez & Woods, 2002; Fletcher et al., 2003). There are sufficient 
literature resources illustrating and proving the fact that PCA is an efficient method when it 
comes to optimal feature extraction and optimal minimisation of reconstruction error under the 
L2 norm, which is a common norm defined for complex vectors (Sharma et ah, 2005; Yang et al.
2005). Expression (3.1) provides the mathematical definition of the L2 norm.
T J x J 2 , where |xk | denotes the complex modulus (3.1)
k = 1
3.3 Linear Discriminant Analysis (LDA)
PCA comprises an unsupervised subspace method and does not provide label information of 
the data. A novel subspace method was introduced by Fisher (1936), well-known nowadays as 
Linear Discriminant Analysis (LDA), answering the question of how is it possible to make use of 
the data label information (class labels), in order to obtain informative projections. LDA is 
intimately connected with ANOVA (Analysis of variance) and regression analysis, which also 
aim to express dependent variables as a linear combination of other components. However, in 
these methods dependent variables are numerical quantities, whereas for LDA are categorical 
variables, such as class labels. There is also significant discrepancy between LDA and feature 
analysis due to the fact that it is not an interdependence technique (types of multivariate analysis 
techniques that are used where no distinction is made as to which variables are dependent or 
independent), thus a distinction between independent variables and dependent variables is 
necessary (Fukunaga, 1990; Fisher, 1936) .
The main objective of LDA methods is to determine a linear combination jc/ of the 
components of a random vector x, with the ability to maximize a given ratio of the between-class
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variance of the class means to the within-class variance. More specifically, the ratio usually to be 
maximized in LDA is illustrated in the following equation,
j _  det(SB) 
det(Sw) ’
(3.2)
where SB and Sw are the between-class scatter matrix and the within-class scatter matrix, in that 
order. SB can also be expressed as the expected covariance for each class, while Sw is actually the 
covariance of the class mean vectors. Scatter matrices are proportional to the covariance matrices; 
therefore ratio J  can be defined also with the use of covariance matrices and a proportional 
constant, which does not affect maximization result. A covariance matrix (Covc) is always 
symmetric and is computed using the following equation (uc is the expected value of class c, and 
Xj stands for the ixh instance of c).
(3.3)
Scatter matrices are defined as follows,
SB ~ X)(M-o - X)T> (3.4)
c
s w = E Z ( xi - t o f t  - t O T> (3.5)
c iec
where,
(3.6)
(3.7)
and Nc is the number of instances in class c (Fisher, 1936).
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Maximal separability constitutes the main objective of LDA thereby it performs efficiently 
when applied to solve problems where within-class frequencies vary. PCA, on the other hand, 
performs feature classification rather than data classification. Two different approaches are most 
commonly used for transformation of data sets and test-random vectors classification; firstly there 
are the class-dependent transformations, where the main objective is to optimize ratio J  for each 
class. Secondly, we have the class independent transformation techniques trying to optimize this 
time a different ratio of overall variance to within class variance. This approach takes into 
account the whole dataset independently of their data class origin, and transforms it considering 
each class as a discrete data unit. Nevertheless, in practice, with respect to data 
classification/discrimination problems, the second approach is not as effective as the first one (it 
does not turn to advantage class information); therefore, within the scope of this section, only 
class-dependent transformation techniques are going to be discussed.
When performing linear discriminant analysis to training sets and test sets of random vectors 
for classification purposes, firstly, the means of each class and the mean of the entire data set 
need to be determined. Within-class and between-class scatter matrices are then computed using 
equations (3.4), (3.5), (3.6), and (3.7) and optimization criterion J  is evaluated for each class. It is 
known from linear algebra that since we have extracted the eigenvector matrices of LDA 
transformation (criterion J), all the eigenvectors with non-zero corresponding eigenvalues are 
linearly independent and linear transformation invariant, meaning that any vector space can be 
expressed as a linear combination of those eigenvectors (Poole, 2006). In conclusion, the 
eigenvectors describe the coordinate system of the new feature space, the eigenvalues describe 
the variance of the data set in the new feature space, and a non-redundant feature set is obtained 
by neglecting all eigenvectors with zero eigenvalues.
When transformed matrices have been derived and class specific LDA transformation is 
applied to both training and test data sets, imaginary solid lines are used to discriminate different 
classes and decision regions in the transformed space. Finding an appropriate distance metric at 
this stage is also a complicated but important step to identify correctly test random vectors. 
Nevertheless, for sake of simplicity, let us assume that Euclidian distances of the test vectors 
from the class means are used for test data identification. Consequently, the smallest distance 
identifies test vectors, and subsequently classifies them. In simplistic cases where discrimination 
of a few classes is recommended, the difficulty level is low but increases rapidly as the class
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number increases. Thus, LDA transformations are essential in multi-class problems because the 
phenomena of class regions overlapping (Kim & Kittler, 2005).
In the majority of real pattern recognition applications, computing means and covariances 
matrices is not a trivial task and estimations are required. In theory, covariance estimates such as 
maximum likelihood estimates or a posteriori estimates are thought optimal. However, use of 
estimates in classification problems does not usually provide with descent approximations as far 
as the efficiency of the discriminants is concerned. Noise is also caused even in cases where the 
classes are normally distributed. Another problem occurs when the number of observations of 
each sample exceeds the number of samples. Consequently, the covariance matrices do not have 
full rank and inverse matrix can only be estimated.
There are several extensions to the classical LDA trying to overcome the problems mentioned 
above. One extended approach is the so called Pseudoinverse LDA where a pseudoinverse of the 
optimization ratio can be estimated using Singular Vector Decomposition (SVD) (Golub & Van 
Loan, 1996). According to linear algebra theory it is known that if A is a matrix with linearly 
independent columns, then the pseudoinverse of A is the matrix (ArA'J)Ar denoted as A +. Now let 
A be an m xn  matrix with singular values <tj > o2 > ... or > 0 and or+i = or+2 = ... = on — 0. Then 
there exists an mxm  orthogonal matrix U, an nxn  orthogonal matrix V, and an m xn  matrix27of 
the form of the following equation (3.8), such that expression (3.9) is true.
(3.8)
A = UTVt , (3.9)
Using SVD the pseudoinverse of the optimization ratio denominator can be computed as
a + = v r V .
Regularized LDA is another extension of the classical method, adding a multiple of identity 
matrix to the within-class scatter matrix so that the matrix becomes Sw + crIN. Parameter a is 
called the regularization parameter and the objective here is to increase artificially the number of 
samples by adding white noise to the dataset. The limitation though is that the optimal value of a
"D 0"
0 0
a,
, where D =
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is not trivial to be determined and usually cross-validation is essential for its estimation. 
However, with this method the covariance matrix and subsequently the within-class scatter matrix 
are always invertible (Krzanowski et al., 1995).
The singularity problem can also be solved by combining PCA with LDA to produce a 
two-stage algorithm which is known as PCA + LDA (Belhumeour et al., 1997). PCA is applied 
before LDA as a dimensionality reduction method. Even though there are limitations, such as the 
big computation cost and the danger of losing useful information for proper discrimination, it is a 
method used in many face recognition applications (Belhumeour et al., 1997). Other extensions 
have been also proposed using QR factorization/decomposition (the QR factorization results to 
the decomposition of a matrix into an orthogonal and a right triangular matrix) (Ye & Li, 2005) 
and General Singular Value Decomposition (GSVD) (Ye et al., 2004).
Last, but not least, a key assumption inspired by Support Vector Machine (SVM) technology, 
extends LDA and makes it useful for non-linear classification problems (Lu et al., 2003). This 
extended version of LDA is also known as Kernel LDA. However, SVM based on kernels as well 
as LDA based on kernels non-linear classification methods are both inefficient for multiclass 
recognition, where there is an insufficient number of samples per class (Kim et al., 2005)
3.4 Independent Component Analysis (ICA)
Due to the fact that the initial purpose to implement ICA was actually solving blind signal 
separation problems (also known as cocktail-party problems) in speech recognition field, only 
recently researchers have considered ICA as a potential subspace method (Hyvarinen, 1997). 
Therefore, ICA did not receive sufficient attention as a subspace method in the past. 
Nevertheless, in recent years, ICA plays an important role in a variety of signal processing 
application such as pattern recognition, and dimensionality reduction in Hyperspectral image 
analysis (Du & Ki., 2004). Moreover, many current pattern recognition subfields, such as face 
recognition, use this method for dimensionality reduction and feature extraction (Kim et al., 
2005; Martiriggiano et al., 2005). In particular Bartlett et al., (2002), extracted feature vectors of 
human faces images using ICA, showing for the particular dataset they used, that those ICs 
vectors exhibit greater viewpoint invariance in comparison to Principal Component Analysis 
optimized vectors.
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Independent Component Analysis (ICA) is a recent and useful statistical method derived 
from conventional Principal Component Analysis (PCA) (Zhang & Chen, 2001). Even though 
ICA is an extension of PCA, there is a major difference between them; whilst the first one aims to 
achieve independency among the vector components, the second one attempts to decorrelate them 
as far as possible. Independency and uncorrelatedness comprise two different mathematical 
concepts, that is, uncorrelated variables are only partially dependent. However, independence 
implies uncorrelatedness, thus many ICA approaches estimate uncorrelated independent 
components. This is how those two methods are related to each other.
It is necessary at this point to cite the work of various authors who contributed significantly 
to development of different ICA current algorithms and methods such as, L. Wang, J Karhunen, 
and E. Oja for developing bigradient optimization algorithm (Wang et ah, 1995, 1996), E. Oja 
responsible for nonlinear PCA approach (Oja, 1997), A. Hyvarinen for Fast-ICA algorithm 
(Hyvarinen, 1997), A. J. Bell and T. J. Sejnowski for infomax algorithm (Bell & Sejnowski 
1995), and finally T.W. Lee et al., for developing an extended version of the infomax algorithm 
(Lee et al., 1997). Next, the main concepts of ICA methods and algorithms will be discussed. 
More specifically, the main idea of Independent Component Analysis is the estimation of 
statistically independent components, which are also referred to as independents, from a set of 
their linear mixtures. Linear or non-linear transformations are applied to the data set to extract 
independent source signals in order to minimize the statistical dependence between the data 
components. Moreover, dimensionality reduction is also an issue when ICA is dealt as a subspace 
projection technique. In other words, decomposition of multidimensional vectors into a linear 
combination of non-orthogonal basis vectors with basis coefficients, being statistically 
independent, comprises the main target. The estimation process is based on stochastic statistics, 
that is, the independent information is used to estimate a mixed matrix, so that the sources will be 
discriminated.
Once the ICA method is implemented, an issue of great importance is to find a way to order 
independent components in terms of significance level. The extracted ICs are defined by random 
initial projection vectors; hence, unlike PCA the order that these components are extracted is 
random and has no semantic value to the dimensionality reduction process. Prioritization of the 
principal components in PCA is conducted comparing the eigenvalues magnitudes. The higher
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the variance of the component is the more significant the component is for information 
optimization.
On the other hand, if variance is used for prioritization of the independent components then 
ICA is reduced to PCA, thus, instead of independent components, principal components are 
actually extracted. As mentioned above the more significant components are those, which contain 
die majority of the important information and guarantee, at the same time, that dimensionality 
reduction is possible without information loss. Accordingly, a matter of high impact in ICA 
methods application is the definition of a higher order criterion that is able to order the 
independent components with respect to their significance. Consequently, based on this 
framework, ICs are handled like random variables, and its independence is computed using 
statistical metrics such as higher order statistics, skewness, kurtosis, negentropy or mutual 
information. Those metrics also measure the so called non-Gaussianity, which is an important 
feature of ICA. Scores, produced by this metrics are able to order ICs in terms of their 
information content.
The general framework for the most popular ICA methods consists of three steps: firstly a 
demixing model should be outlined, secondly a statistical metric of independence is defined, and 
finally proper optimization of the independence metric takes place (Li & Sun., 2005). More 
specifically, as the statistical measure of the ICA learning algorithm is defined and the sample 
features are available, a feature selection filter is applied providing a new filtered vector, which is 
then projected onto the demixing vectors space. The ICA model and the filtered component 
estimates are used for the estimation of the demixing matrix. Through the projection of the 
sample space data to the demixing vector space, the transformed vectors are also numerically 
optimized. However, in real pattern recognition applications, ICA does not always extract 
qualitative components with respect to identification, in view of the fact that it does not consider 
class discrimination during the feature extraction process. Therefore, verification of features 
extracted by ICA is not a trivial task. An extended version of ICA has been proposed where 
several supervisors are introduced to ensure class separability, while dimension reduction occurs 
(Sakaguchi et al, 2002). Moreover, it is also possible to enhance class discrimination with a 
combination of ICA and LDA in a similar way that PCA+LDA method, mentioned earlier, 
reduces dimensionality and discriminates classes. Time cost, however, is increased.
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According to blind source separation and de-convolution literature (Attias & Schreiner, 
1998), ICA method is said to be illustrated by the Kullback-Leibler probability density matching 
problem, where Kullback-Leibler divergence is used for discriminating probability distributions. 
By this process the following objective function is derived, where W = A'1 denotes the de-mixing 
or separation matrix, s = Wx, and \|/j(Si(t)) = -log(pj (sj(t))) (Attias & Schreiner, 1998; see the 
following equation (3.10)).
f ( W , X )  = -  log I det f r  I + L £  (*,(/)), (3.10)
A  /= i i=i
However, the basic ICA model is based on the assumption that observations x(t) are 
produced by a noise-free linear generative model, which relates linearly observations with source 
signals s(t). If the time index is dropped then a simplification can be made, assuming that linear 
mixtures-observations xjfj =  1, ..., n and independent components sk, are random variables. An 
Independent Component Analysis basic model for a set of N  data points is illustrated in the 
following equation (3.11) where, xeR", seR™, and A e  Knxn (terms are explained in the following 
paragraphs).
x(t) = As(t) => X = AS, (3.11)
W A - P D ,  (3.12)
Presuming that the mean of each s component (mutually independent latent variable vector) is 
not zero, centering the observations is a substantial task concerning data pre-processing; that is, 
subtracting the mean vectors from the linear mixtures, so as to make the input vectors have mean 
equal to zero. Alternatively, data whitening is another common procedure for data pre-processing, 
providing with a dataset of vectors that are uncorrelated and they have variances equal to unity. 
Data pre-processing renders ICs estimation simpler and better conditioned task. Another useful 
assumption is that components of s are mutually independent and they are not normally 
distributed.
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With all these assumptions, the main target o f the ICA framework is the estimation o f a 
separation matrix W that corresponds to the mixing matrix A and satisfies the equation (3.12), 
where W e  Rmxn, P  e  Rmxm , and D  e  I f  Lxm. Matrix P comprises the so called permutation matrix, 
which arises from permuting the rows o f an identity matrix in some order, and D  is a diagonal 
square matrix, whose all non-diagonal entries are zero. With the separation matrix, which is 
actually an estimation o f the inverse o f A, independent components can be reconstructed as 
follows: 5 = Wx. In conclusion, as illustrated in Figure (3.1), the ICA basic model is a sequential 
model consisted o f the three following discrete phases: pre-processing, estimating o f separation 
matrix and finally computation o f ICs. Having obtained already a general idea o f Independent 
Component Analysis concepts, the most popular ICA algorithm will be discussed thoroughly in 
the following paragraphs.
Data Estimate ICs
Preprocessing W ' ' ' ‘“iB* computation
Figure 3.1: Independent Component Analysis model
There is a variety o f different kinds o f ICA algorithms; a low level classification o f those 
algorithms is the following: © batch computations for higher-order cumulant contrast functions 
optimisation comprise the main framework o f this first class o f ICA algorithms, © Algorithms, 
usually implemented with neural networks that use stochastic gradient methods to conduct ICA 
(Li & Sun, 2005). One o f the most popular ICA algorithms, and the one applied throughout this 
thesis experimental part, is Fast ICA introduced by Hyvarinen (1997). Increase o f whitened data 
non-Gaussianity via the maximisation o f a metric called kurtosis, is the main target o f Fast ICA. 
Also known as the fourth order cumulant, for a given distribution y, kurtosis is mathematically 
expressed as in (3.13). From the Greek word 'KupTog' meaning bulging, kurtosis constitute a 
'peakedness' metric o f a probability distribution. More precisely, it is a non-Gaussianity metric as 
well as a normalized version o f the fourth moment E{y4}, that is, kurtosis is assigned a zero value 
for Gaussian distribution random variables, where the fourth moment equals 3(E{y2}2) (moments 
are explained in Section 2.7). Only for non Gaussian random variables, kurtosis has non-zero 
positive or negative values. However there are cases o f non-Gaussian variables with zero 
kurtosis, but they can consider as delimited exceptions to the general rule.
kurt(y) = E{y4} - 3(E{y2}2), (3-13)
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There is a distinction between random variables with respect to the sign of kurtosis value, hence, 
random variables are classified as super-Gaussian (kurtosis > 0) or as sub-Gaussian 
(kurtosis < 0). The absolute value or the square root value is used to measure non-Gaussianity, 
widely used in ICA algorithms, such as Fast ICA. Simplicity is the basic criterion to use kurtosis 
to ICA applications. Nevertheless, for the case of measured samples, where an estimation of 
kurtosis is required there are some practical disadvantages as kurtosis can be sensitive to outliers, 
that means, kurtosis is not a robust non-Gaussianity metric.
Fast ICA algorithms use a kurtosis optimization process trying to extract independent 
components from whitened data (vectors with uncorrelated components and unity variances) 
distributions. As was mentioned earlier kurtosis is a non-Gaussianity metric. It denotes the 
sparsness of the vector projections. A concise description of the Fast ICA algorithm (Hyvarinen, 
1997) follows: Let us suppose that S  is the matrix of unknown source signals, vectors of linear 
mixtures are denoted by x, and A is the unknown mixing matrix that needs to be identified. 
According to those assumptions the mixing model can be illustrated by equation (3.14). The main 
objective is the estimation of the independent source signals (independent components) denoted 
as U with the use of the separation matrix W. Mixing and separation matrices are related to each 
other according to equation (3.14).
U = WX = WAS, (3.14)
Firstly, the sampled data are whitened and they are denoted by Z. Then, matrix W is determined, 
so that linear projection of Z by W guarantees maximum non-Gaussianity (by maximizing 
kurtosis). Kurtosis of Ut = W jZ  is computed as in (3.13) and separation vector Wt is obtained by 
the kurtosis optimization process (Hyvarinen, 1999; Kim et al, 2005).
Another significant non-Gaussianity measure is negentropy (Schroendinger, 1943), based on 
an information quantity of differential entropy metric. Entropy constitutes the information theory 
basic concept. The entropy of a random variable y  determines the degree of information that the 
variable provides. The more random, unpredictable, and unstructured the variable, the larger the 
entropy value. A useful simplification made to properly define entropy, denoted as H, is that 
entropy consists the coding length of a random variable. Moreover, mathematically is defined as
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follows, where «, are possible values of y, and P(y = at) stands for the proportion of the total 
measurements ofy = af.
H(y) =  - 2 ] p (y = ai)logp(y =  ai) , (3.15)
Differential entropy H  of a random vector y with density f ( y )  is defined in accordance with 
equation (3.16).
In comparison to all other non-Gaussian random variables of equal variance, a Gaussian 
variable has the largest value of entropy; subsequently, entropy can be applied as a 
non-Gaussianity metric. A proper non-Gaussianity metric should equal to zero for Gaussian 
variables, and should give non-negative values, hence, a slightly modified version of the 
differential entropy definition is used, which is known as negentropy J.
where, ygauss is a Gaussian random variable of the same covariance matrix as the variable y. 
According to Hyvarinen (1998), negentropy is in some sense the optimal estimator of 
non-Gaussianity, as far as statistical properties are concerned. This is the non-Gaussianity metric 
used by ICA conducted throughout the experimental part of this thesis.
The classical method for negentropy approximation involves the use of higher order moments, 
such as in equation (3.18). However, this approximation suffers from the non-robustness 
introduced by kurtosis. Hyvarinen (1998) proposed a more efficient and robust approximation to 
negentropy, illustrated by equation (3.19), where k, comprise a number of positive constants, v is 
a Gaussian variable of zero mean and unit variance, and Gx are some non-quadratic functions with 
Gx choices illustrated in equation (3.20) to have been proved quite successful.
H(y) = -Jf(y)logf(y)dy , (3.16)
J(y) = H(ygauJ - H ( y )  , (3.17)
J(y) * ^ E { y 3 } 2 + ^ k u r t(y ) 2 , (3.18)
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p
J(y) « X k ^ G ^ - E f G ^ v ) } ] 2 > (3.19)
i=l
Gj(u) = — logcosh^u) , G2(u) = -e('u2/2),
3.1 (3.20)
Last, but not least, Extended Generalized Lambda Distribution - ICA (EGLD-ICA) comprises 
another ICA algorithm appropriate for modelling source signals. It is considered as a superior 
ICA algorithm because it takes the data distribution skewness into account. In other words, 
EGLD-ICA utilizes the third and the fourth moments for the majority of distributions. Estimation 
of die source distributions is possible through the marginal distributions. A score function 
standardizes the process so that convergence is judged (Eriksson et al., 2000). The MS-ICA 
algorithm adopts the Molgedey & Schuster decorrelation algorithm (1994), using a square mixing 
matrix W; hence, truncation is applied to guarantee that the time-shifted matrix will be symmetric. 
Estimation of the delay t is conducted using autocorrelation methods (Molgedey et ah, 1994). 
Many other ICA approaches have been proposed in the literature (Liu et ah, 2004; Bell & 
Sejnowski, 1995; Bach & Jordan, 2005). Further discussion of that topic, however, exceeds the 
scope of this literature survey, which intended to provide the essential knowledge of the subspace 
projection methods, used throughout this research study. The following chapter, Chapter 4, 
introduces this diesis proposed shape analysis scheme, that is, both an introduction and a 
discussion about the intermedian/intercentroidal curve sets.
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C h a p t e r  4
Intermedian and Intercentroidal Curve Set transformation theory
4.1 Introduction
This chapter introduces a novel shape transformation approach, developed in this thesis, ideal 
to represent locally an object’s boundary o f sampled points. In parallel, the set o f the extracted 
local characteristics comprises an information rich (large cardinality) global shape descriptor, 
able to capture and represent both global and local characters o f shape. Exploiting the spatial 
arrangement o f other edge points around it, a representative structure is assigned to every 
sampled point, as components o f a broader morphological entity. That entity could be a 
2-dimensional closed contour, a 3-dimensional closed surface, an image, or even a video. 
According to the proposed shape transformation and representation scheme, a digitised curve is 
associated with each edge point, that is, either an intermedian or an intercentroidal curve. It is 
suggested that the set o f intermedian/intercentroidal curves, corresponding to all sampled edge 
points o f an object, can be considered an efficient object shape representation structure, as well as 
an endless pool o f morphological features.
Several types o f shape features, extracted from sets o f intermedian/intercentroidal curves, are 
thoroughly discussed in this chapter. Two types, the energy and kinematics shape description 
features are extracted following principles and concepts inspired from physics, whereas the other 
two are both relating to the statistical analysis o f the curves. Although the proposed shape 
representation structure is fitting for the extraction o f a great variety o f feature types, only the 
aforesaid ones are discussed here, for these types have been exclusively used throughout the 
experimental part o f this thesis. Yet there has not been found a unique optimum shape descriptor, 
appropriate for general use. Given a particular identification application, additional processing is 
often required to detect an optimum feature structure; hence, a thorough discussion o f more 
possible feature types was considered to be beyond the scope o f this study. However, 
probabilistic based feature fusion techniques have been used throughout the experimental section. 
This chapter discusses them rather concisely as they are part o f several versions o f the proposed
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identification model. Independent o f the feature set selection, they have been applied to establish 
efficient identification decision strategies. Last, but not least, Intermedian curve set (IMCS) and 
Intercentroidal curve set (ICCS) based shape analysis approaches are experimentally tested on 
the MPEG-7 silhouette database (Jeannin & Boder, 1999) according to the Core Experiment 
CE-Shape-I Part B (Jeannin & Boder, 1999), where both retrieval and classification findings are 
presented. The following figure is an overview o f the proposed model (thoroughly discussed 
throughout this chapter).
Producing classifiers and shape representation structures
>  IMCS
Landmark
detection Classifier N
Shape transform 
into a nonnalised 
curve set
Feature
extraction
Classifier 1 
Classifier 2
Pairwise shape matching using IMCS/ICCS techniques
Object
alignment
Object A
Using landmark 
curve sets
Using fixed 
correspondences
Feature based 
approach
Figure 4.1: Proposed model using IMCS/ICCS
4.2 Intermedian and Intercentroidal curve sets
Given a closed planar curve shaped object, its boundary is extracted and uniformly sampled 
into an iV-point digital boundary. The selection o f N  depends on the nature o f the application, and 
the dataset itself, and should be an even number for standardization reasons. From a randomly 
selected point p t (t=0, where t represents time) o f the sampled object’s boundary, a simultaneous 
bidirectional scanning process o f the boundary is initiated. The first part (a) o f Figure 4.2 shows 
that process, while it also explains schematically how every sampled point o f an object's 
boundary can be interrelated to a shape description curve. After the close o f each moment, the
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scanning process proceeds from the current pair o f points, p L and p R, to their subsequent 
neighbouring points simultaneously, in a counterclockwise and clockwise direction respectively 
(indices L  and R  are for left and right with respect to the reference point in that order). For each 
instance t = 1, ..., N/2 -  1, o f the scanning process, a discrete pair o f points pLt and p Rj are 
retrieved, and the midpoint pm,t o f the line segment P l,P rj is detected. That point is also identified 
as the intersection point o f median p,pmJ and the subtended side PljPrj o f the triangle p;PL,tpR,t- 
The process finally is completed at t = N/2, where both scanning paths meet at the corresponding 
end point pj, since N  is selected to be an even number.
intermedian curve G
L,2
R,2
R,3
m,4
R,4
(a)
Figure 4.2: (a) Extraction of the intermedian curve C ij from a Tilia tomentosa leaf contour, (b) T. insularis leaves and
corresponding Intermedian curve sets
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The ordered set of points pmt, t = 1, N/2 -  1 encapsulated by p t (t = 0) as a start point and
Pj as an end point (t = N/2), compose an already-sampled-over-time digital polygonal curve. That 
is the intermedian curve Ctj  with respect to the end-point pair (pit pj), where pt and pj are 'anti- 
diametric' points of the object’s digital boundary. According to Figure 4.2, it is supposed that 
points pm,i, Pm.2, Pm,3, Pm,4 (clearly visible through the magnifying glass) are detected after the 
close of the first, second, third, and fourth second (throughout the scanning process) in that order. 
However, the time concept will be explained thoroughly later in this section. Any iV-point digital 
boundary, where N  is selected to be even, can be transformed into a set o f N/2 intermedian 
curves, which in turn each consists of N/2 + 1 points. The second part (b) shows two subsets of 
intermedian curves as they lie on the surfaces of the two corresponding Tilia insularis leaves.
The objective is to take advantage of the concept of intermedian curve sets as a means to 
describe shape efficiently, and conduct appropriate shape matching for retrieval, classification, 
and recognition purposes; hence, normalization of the set is required. As discussed previously in 
Section 2.1 any shape description scheme valued as efficient should ideally be invariant with 
respect to scale, translation, rotation, orientation, partial occlusion, and reflexion. Partial 
occlusion invariance is a valuable shape description feature as slightly, or even partially different 
objects (with respect to their shape) might often fall under the same class. Moreover, 
deformation, blur, contour self-intersection, and noise robustness are critical requirements to be 
fulfilled by any shape matching algorithm (Veltkamp et al., 2001). However, requirements are 
established in accordance with the nature of the application and the dataset. Intermedian curve 
sets can be normalized to guarantee invariance under the aforementioned affine transformations 
as follows.
All intermedian curves of a given set are divided into two discrete complementary segments, 
half for each boundary point (with respect to time variable /). In the case N/2 is odd the segments 
will be comprised eventually by (N/2 + l)/2 points each. On the other hand, if N/2 is even, then 
the median elementary line segment, which joins the (N/2)th and the (N/2 + l)th sampled points of 
the curve, has to be either included, or excluded by both segments to assure that all segments are 
sampled into the same number of points (both approaches are equivalent). From now on, for 
simplicity reasons, the aforesaid intermedian curve segments will be referred to as intermedian 
curves Ch where i is the index of the boundary end point of the curve. At this point, a novel 
interesting observation should be noted, that is, an intermedian curve can also be handled as the 
path described by a moving particle in space. In this case, the boundary point of the curve
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coincides with the initial position of the particle (t=0), which stops moving at the time it finally 
reaches the other end point of the curve. Each point of the curve represents a time instant of the 
particle’s motion. Therefore, the number of points into which a curve is deformed is actually the 
number of time units minus one, which comprises the amount of time needed for the particle to 
describe that curve. Finally, we refer to the fine segment, which joins any two paired sequential 
sampled points of an intermedian curve, as the elementary line segment of the curve. Any 
elementary line segment is regarded as the displacement of a particle for a given constant time 
unit, e.g. a second.
^  d hor,7.4= m a x ( clhor,l,4 )
Pk dver,i,t= max distance
from x-axis d„„ rifi for all tver,f,t>
omitted 
curve 
*  segm ents
intermedian 
Curve Set 
Transform
Example of a 
closed curve 
object
y.t=o„
dVer,u=max(dver1tt)
_  _  _  _  .  
(0,-1)
dhor7J = max horizontal 
displacement dhorJ T, 
for T = 4
Columns: Time
2o0
f.CO
1a:
Complex array x+yi, 
intermedian curve set 
representation
°: sampled point
•: sampled point, where max(dhori t) or 
or max(dverl t) takes place.
Figure 4.3: Intermedian curve normalization and representation worked example
Each curve is translated, and rotated, so that the boundary point is identified with the origin 
(0, 0) of a given Cartesian system, while the other end point lies on the x-axis. Subsequently, all 
curves/paths are scaled horizontally, divided by the positive maximum particle displacement 
max(dhorii>T), computed among the curves comprising the set (/ is a curve index, and T the period
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of the particles’ motion), and vertically, divided by the maximum value max(dverii>t) of the set of 
all curve point distances measured from the x-axis (/' again denotes the curve index, and t any time 
instance of the particles’ motion). That is because both the displacement of the particle and its 
distance from the x-axis as functions of time, comprise essential shape description information, 
which should not be lost.
t = 1A t = 2 t = 3 t = 7
t
|
t = 8
Intercentroidal Curve C.
•  : points PLt, and PR t, given t 
*: centroid of the traced curve at moment t
o: previously traced points with respect to a moment t O ; Reference point P,
*: previously detected curve centroids with respect to t *  : object’s  centroid, also Cntri end point
Figure 4.4: How to construct an Intercentroidal Curve, where / is the index of the sampled contour reference point
Figure 4.3 demonstrates a worked example, in which a 2-dimensional closed curve object 
(sampled into 18 boundary points) is transformed into a set of 18 normalized intermedian curves. 
This process is called InterMedian Curve Set (IMCS) transformation. Studying that figure, it can 
be assumed that the normalization process becomes clearer to the reader. This is due to the fact 
that the sampled points, which are characterized by extremum (maximum or minimum) values of 
the aforesaid displacements and distances, are depicted with the use of dashed lines and bold 
graphic landmarks. Additionally, Figure 4.3 also shows that the extracted set can be easily 
represented as a linear data structure. In the worked example, a complex 2-dimensional array of 
size [18, 4] is used. Each cell of the array holds position information (position vectors) of the 
particles’ motion, with respect to the time domain. Rows hold position vectors and columns 
represent time. Experimentally was shown that invariance undo: translation, scale, and rotation 
were achieved, while information loss has been successfully reduced; hence shape is efficiently 
represented. Orientation and reflexion invariance will be examined in light of foregoing 
discussion about alignment and shape matching methods.
Another useful transformation, similar to the IMCS, is the InterCentroidal Curve Set (ICCS) 
shape representation scheme. In accordance with the IMCS, where the ingredients are
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intermedian curves, the concept of ICCS is built on the so called Intercentroidal Curves. Figure
4.4 demonstrates the extraction of an intercentroidal curve from the boundary of a Tilia kiusiana 
specimen leaf. Starting from a reference sampled point of the object’s contour, the process of 
simultaneous bidirectional scanning of the boundary is again initiated. Consulting both Figures
4.2 and 4.4, the discrepancy between the intercentroidal and intermedian curve computation 
processes lies in the fact that after the closure of each scanning instance, where the corresponding 
pair of points PL,PR,t has been retrieved, with respect to the intercentroidal process, it is the 
centroid of the boundary part PiPL.Pn,t which should be detected, rather than the midpoint p^t of 
the line segment pL,tpR,t in intermedian curve processes. The time-ordered set of partial centroids, 
again forms a time series, and geometrically a polygon curve, which reaches the 2 -dimensional 
object’s global centroid, and is called the intercentroidal curve CntrA.
Another difference is that the whole intercentroidal curve is used to describe a sampled 
reference point of the boundary. In contrast, as stated before in the IMCS transform the 
intermedian curves are decomposed into two complementary partial curves, which are assigned to 
the two corresponding end points respectively. For a given object the normalization and 
representation process to produce an ICCS representation structure is exactly the same to the 
earlier presented IMCS process (revise this section and Figure 4.3). ICCS is a useful shape 
transformation and representation scheme not only for shape retrieval and recognition purposes 
but also for partial shape or image retrieval, and recognition applications; however, those topics 
will be discussed later within the scope of this thesis.
Another interesting feature is the ability of the IMCS/ICCS transformation to become 
reversed and, consequently, to retrieve fully the initial 2 -dimensional planar object in its original 
sampled form. In the IMCS case, given the object’s centroid, let us define a position vector r of a 
particle moving along an intermedian curve with respect to the object’s centroid. It is interesting 
to note that having stored the minimum magnitude instance of the position vector r for each 
curve, and the particle’s position for that instance of time, the obtained information is sufficient to 
reconstruct the object’s boundary from the end points of the (not yet normalized) set of 
intermedian curves. Moreover, the ICCS transformation boosted with an angular function of the 
particles’ displacements can lead to the object’s sampled boundary retrieval. In other words, the 
time-ordered series of the angles formed between successional particle displacements 
corresponding to successional curves of the set, measured in the positive direction 
(anticlockwise), can be represented by an angular function of time, which is sufficient to retrieve
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the sampled boundary of the original object from its ICCS transform. It should be remembered 
that all the intercentroidal curves meet at the global centroid of the object. This proposed shape 
transformation/representation scheme, associated with several shape alignment, and matching, 
feature extraction, and selection concepts, and algorithms, is novel, as presented in this thesis.
4.3 Feature extraction based on the Intermedian curve set representation
In this section, it is worthwhile to present a concise introduction to line integrals as they are 
of considerable importance in this approach. They are used comprehensively to extract a 
particular class of shape features from intermedian or intercentroidal curves, which are called 
energy features. Given a vector field F  applied to a space region, let us determine a curve C in 
that region, and two randomly selected discrete points of C, A and B. In fact, C may be regarded 
as coinciding with the motion path of a geometrical point P, which represents a particle of unit 
mass describing that curve. As considered earlier, for a given constant time period, an 
intermedian or intercentroidal curve can also be handled as the path of a particle sampled over 
time. Granted that a fixed origin O is defined, the position vector of the particle is denoted by r, 
where P ' represents a later instance (with respect to P) of the particle’s motion. Consequently, dr 
can be physically interpreted as the displacement of the particle with respect to P by the time it 
reaches position P ’. The work done by F  in the motion of a particle along C can be evaluated by 
the following mathematical expression 4.1, that is, a line integral (Sowerby, 1974; Shercliff, 
1977; Stroud & Booth, 2003; Boas, 2006). F  is the magnitude of F, Ften is the magnitude of the 
tangential force at the particle, 8s is an arc length element, and the angle between F  and the 
tangent of C at P is denoted by the Greek letter 6.
Tangent to C at P
"F(t)cos6 = F,
r + dr
tan,y
Figure 4.5: Motion of a particle along curve c
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Jc F 'dr = Jc F C0S 6dS = L  F<«ndS = Jc + Ftan,ydy ), (4.1)
The last part of the equation presents an alternative mathematical form of a line integral, 
where and F Urhy are the magnitudes of the components, lying on the jc -  and y- direction of a 
given Cartesian coordinate system respectively, and they are also functions of the particle’s 
position in the plane. To sum up, F  and its component vectors Ft make up functions of position. 
Subsequently, taken into account a parametric representation of C according to which, the 
position coordinates of the particle depend on a single parameter t, F  or Ft can be considered also 
as functions of time. It should be recalled here that a vector whose components are all scalar 
fields (real functions of x, y) is called a plane vector field. Moreover, parametric equations are 
defined as mathematical equations used to represent curves in an ^-dimensional space, using 
independent variables (parameters, such as t representing time) (Sowerby, 1974; Shercliff, 1977; 
Stroud & Booth, 2003; Boas, 2006). Expression 4.2 demonstrate the parametric form of the line 
integral evaluation formula, where t equals time, (pjj), (py{t) are the parametric equations of C, and 
y/x(t), if/y(t) denote the components of the plane vector field with respect to C over time. As this 
chapter discusses later 3-dimensional object shape analysis as well, expression 4.3 is also 
applicable to evaluate line integrals in n-dimensional spaces, where n e N, n > 3, xt = (pit) 
denote the Cartesian coordinates of C, and iff It) stand for the corresponding vector field 
components, / = {x, y, z, ...}. Equations (4.2), (4.3) can be also found in the work of Sowerby, 
(1974), Shercliff, (1977), Stroud & Booth, (2003), and Boas, (2006).
It is worth mentioning the fact that several discrete paths, all joining the same pair of terminal 
points within a constant plane vector field, do not necessarily give identical line integrals. There 
are, nonetheless, vector fields such that the amount of energy needed to displace a mass from a 
fixed point in the plane A to another one B, is invariant under the path to be described. Within 
those fields, the closed line integral is zero around all loops of any planar closed curve (Iaba, Ibab, 
h'A'B', h ’AB' in Figure 4.5). The above are stated also graphically by Figure 4.6. These abilities
Fydxy+ Fzdxz+ .. .=j  (vx(t)(p’x(t) + \|/y(t)(p'y(t) + Vz(t)cp’z(t) + .. ,)dt, (4.3)
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characterize any vector field F  deduced by a single valued scalar field (p as its gradient A 
mathematical criterion to determine whether F  is indeed the gradient of a scalar field (p is 
curl F=  0. Provided that this kind of field is known as conservative, fields without the energy 
conservation ability are more vital to this study of shape feature extraction as they generally do 
not provide identical descriptors of different paths, and they are called non-conservative 
(Sowerby, 1974; Shercliff, 1977; Stroud & Booth, 2003; Boas, 2006). A simple physical 
interpretation of the aforementioned ability of the non-conservative fields is that energy has been 
dissipated by a physical factor (e.g. friction, electrical resistance). The criterion to identify any 
vector field Fas non-conservative is to evaluate a non-zero curl F.
A'•-O-C;
°i curl F = 0 c ’/ ' - ....&
     /  °‘  \
/  C /  \  \
A /  _________  B { ■; /  U ’—►........................ /  \ : /  v
o - « ..................
B—-o------------- *
'ABA 'BAB 'A ’B’A’ 'B ’A'B'
Figure 4.6: Conservative field characteristics, where the I notation is used to denote the respective line integral for a
subscripted path
As previously stated in this section, a known normalized intermedian curve, part of an 
object’s shape representation curve set, can be regarded as the motion path of a particle sampled 
over time. The origin of the coordinate system, according to which the curve has been 
normalized, represents the beginning of time (t = 0 ) as well as the initial position of the particle. 
The end of the particle’s motion and its final position in the plane, after the close of a given 
period of time, is denoted by the end point of the curve, which also lies on the x- axis. All the 
points of which the curve has been formed constitute a set of snapshots taken periodically during 
the particle's motion. From two-dimensional kinematics (McCarthy, 1990) it is known that the 
first derivative of the position vector r equals the velocity vector v, whereas the second derivative 
of r is the acceleration vector a. Speed is the magnitude of the velocity vector ||v||, while the term 
direction refers to the velocity vector divided by speed (v/||v||).
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Also, one o f the central characteristics o f intermedian and intercentroidal curves is that they 
are not sampled in a uniform manner with respect to ar c length but with respect to time. By virtue 
o f this fact, the computation o f motion features becomes important also for shape description and 
matching purposes. Having computed the curves it is straightforward to compute all the above 
motion descriptors for each one o f them. Last, but not least, it is noteworthy that parts o f a curve 
can also be selected to compute shape features. In other words, it is optional and in most cases 
desirable that a sampled boundary point can be locally described with respect to a part o f the 
objects boundary, rather than the whole shape. That makes the local character o f the shape 
representation scheme more powerful. Nevertheless, it should also be noted the dynamic nature o f 
the IMCS/ICCS shape representation, when the selected shape features are fused under preset 
probabilistic criteria (see Section 4.5).
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Figure 4.7: Non-conservative field applied to curve C for the extraction of shape energy feature
j f,F,dx + F,,dy: Energy featurem
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Still adhering to the energy concept, another opportunity to extract features from the 
proposed representation scheme will be discussed. To revert to the non-conservative fields, it is 
postulated that such fields can be applied to the same space region where the particles are 
moving. The same force fields are applied to each normalized curve separately and the energy 
needed for the displacement o f the particle along the intermedian or intercentroidal curve is then
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computed by the corresponding line integral. Figure 4.7 shows an example of the application of a 
particular force field example to a normalised intermedian curve C. Provided that the force field 
F  is non-conservative, the path-dependent amount of energy can be computed by the respective 
line integral. Likewise, applying the same field of forces to an entire set of intermedian curves 
representing an object, and evaluating the line integrals for a given time period, an energy feature 
classifier can be formed.
However, that amount of energy should not be considered as a metric. That is because 
discrete paths C, C ’ joining two fixed points A, B under the influence of the same non­
conservative force field F  might correspond to identical energy amounts, needed to move the 
particle along the paths. The criterion for this to happen is illustrated by expression 4.4, where 
xiiC = (Pi,c(t), xi>C’ = (pi,c{t) and i = {*, y, z}, denote the Cartesian coordinates of C ,C ’
and the corresponding parametric components of F  with respect to C, C ’ in that order. 
Nonetheless, experimental results, which will be discussed later in this thesis (Chapter 5), showed 
that the idea of combining energy features, extracted by the application of several force fields to a 
particular intermedian or intercentroidal curve, has been proven useful for identification. The 
selection of the fields can be random but also in connection with the nature of the application. For 
example, given that boundary shape information at detail level is vital with respect to 
identification; force fields should consist of powerful forces applied near the origin of the 
Cartesian system, whereas distant forces will gradually grow weaker. Figure 4.7 shows an 
example of such a vector field (see also Section 5.5.1).
Statistical tools such as subspace projection methods are not merely used to reduce 
dimensionality without information loss. As a matter of fact, according to the literature 
(Duda et al., 2001), they are also applicable to shape alignment and matching problems, whether 
producing shape descriptors or reducing the cardinality of already extracted feature vectors. The 
most common approach is PCA (Principal Component Analysis) (Duda et al., 2001; Zhu & 
Yuille, 1996). Each curve C, of a given set can be described as a column vector 
Xt = {xh ... ,xn,yj, ...,y„)T. Subtracting the mean vectorXmeanfrom every vectorXi to construct a 
normalized dataset is one step before applying Karhunen-Loeve transformation to the latter’s 
covariance matrix to obtain the set of eigenvectors a = {aj,j -  1 ,2 , ..., 2 n}, and the corresponding 
set of eigenvalues X -  {Xj,j = 1,2, ..., 2n}. After having sorted the eigenvalue set, the first k< 2n  
eigenvalues, known as principal components, can be selected. Each Xt is approximated by the 
expression X ^ ^  + Pkak , where Pk denotes the vector of the corresponding eigenvectors and a*
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constitute the coefficient vector, which will be used to describe the intermedian curve C,. In a 
similar way, ICA (Independent Component Analysis) descriptors can be obtained from a digital 
image (Calhoun et al., 2005). Consequently, ICA descriptors can be also computed from an 
IMCS/ICCS structure (2-dimensional structure). To compute them, on the other hand, is 
relatively time consuming for large sets of curves (about 2-3 minutes for a single IMCS/ICCS 
structure of 500 curves, in a Pentium IV computer, 2.0 GHz and 2 Gb of RAM); hence, they were 
not attractive to use for the case studies in this thesis.
Last, but not least, clearly geometric, statistical features, or landmarks can also be derived 
from the IMCS/ICCS representations. Examples include the curve points with the maximum or 
minimum displacement from a selected axis, the displacement of die particle during a given 
period of time, the local maxima or minima of the curve, the number of instances observed 
outside the area of the object, the area enclosed by the curve and the x- axis, etc. Two of the most 
significant advantages of the proposed shape deformation and representation method are, firstly, 
the provided range of features (shape information) which can be extracted and then selected or 
fused, and secondly, the ability to determine a variety of contour landmarks utilizing features 
extracted by the intermedian lines. Geometric features in combination with all the aforementioned 
feature types comprise an essential feature set to achieve those two objectives and also good 
retrieval, classification, or identification scores. Finally, the feature types that have been 
presented in this section are not the only ones, as there is a quite large range of different features 
to be extracted from the IMCS/ICCS representations (e.g. torque about the curve, or a point, auto­
regressive model coefficients, elliptic Fourier descriptors, etc.). However, the features selected for 
discussion were basically features widely used for die completion of the experimental part of this 
thesis, which will be discussed later in Section 4.8 and Chapter 5.
4.4. Aligning and matching shapes using fixed IMCS/ICCS correspondences
This section discusses a small variety of shape alignment and matching approaches, which 
make use of fixed IMCS/ICCS correspondences. All of them are based on the IMCS/ICCS 
representation, where every sampled point of an object’s boundary is mapped to an intermedian 
and an intercentroidal curve accordingly. They can be classified as direct matching oriented 
approaches, based on the experimentally observed fact that morphologically homologous 
boundary points of similar shapes, also tally with similar intermedian, or intercentroidal curves of
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the same amount of time t  (same number of curve sampled points/motion instances). Here, two 
different object points are considered homologous when they are located similarly, with respect to 
the spatial arrangement of the rest (or a subset) of the points, forming the objects (Zelditch et al., 
2004).
In general, similar shapes can be transformed only into similar IMCS/ICCS representation 
structures. In other words, a properly selected similarity metric, applied to the curve set 
representation structures of similar shapes, will always confirm their morphological similarity. 
However, for a given pair of shapes, their corresponding curve sets should firstly explicitly 
aligned to enable subsequent comparison using the aforementioned similarity metric. According 
to the approaches proposed within the scope of this section, optimization of a preset 
correspondence distance function constitutes the means to efficiently align a pair of IMCS/ICCS 
structures. The matching process also demands the detection of intermedian or intercentroidal 
curve correspondences and accordingly boundary point correspondences, useful for shape 
alignment and matching purposes, such as the similarity metric calculation during a pairwise 
comparison. Let us assume that two objects A, B are aligned. Moreover, Q , Cb are two 
morphologically homologous intermedian/intercentroidal curves, sampled from the IMCS/ICCS 
representation structures of A and B correspondingly. While pA e CA and pB eCB, any pair of 
points (pa, Pb) constitutes an IMCS/ICCS correspondence between A and B if, and only if, pa and 
P b are both reached by two hypothetical particles at the same given time instance t. In other 
words, Pa and Pb are equally ranked in the order of points forming the IMCS/ICCS curves CA and 
C*
The strength of that framework comes initially from the large flexibility to preset a variety of 
landmark detection and characterization/labeling criteria; hence, to detect curves corresponding to 
boundary landmarks, distinct from the rest of the intermedian or intercentroidal curve set. These 
are also called landmark curves. That can be justified as the alignment technique depends heavily 
on landmark curves, since it employs them to achieve its target. Throughout this thesis, the term 
landmark refers to points detected using clear mathematical criteria. It is expected that a pair of 
landmark points from two different objects, corresponding to equivalent landmark curves 
(fulfilling identical criteria/characteristics), will form a morphological correspondence between 
those two objects.
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The second point of paramount significance is the retrieval of a sufficient quantity of shape 
information, which is eventually necessary to guarantee a good shape matching performance. 
IMCS/ICCS representation structures fulfill that requirement, whilst their use is appropriate for 
object image datasets that are characterized by both small between-class and large within-class 
variance. They usually demand quite effective shape-matching schemes, capable of preserving 
and representing efficiently all the information needed to distinguish classes. At first glance, the 
ideal approach would probably be a direct matching method, using the whole IMCS/ICCS 
structures. The requirement for the alignment and the comparison of a pair of randomly selected 
object boundaries would be the minimization of an IMCS/ICCS correspondence distance 
summation function. The minimum value of this function would also represent the similarity 
metric value, derived from the, aforesaid, pairwise object comparison event. However, as far as 
the shape alignment concept is concerned, large curve set structures, which are ideal for efficient 
shape information representation, are cumbersome to handle following this approach. This 
method unavoidably leads to combinatorial explosion, especially in conjunction with large 
datasets.
Regarding the search of the optimum alignment between two objects, this term refers to the 
explosion of the possible correspondence scheme number (as well as the number of calculations). 
As a result, the alignment process becomes time consuming and cumbersome to handle. In light 
of these facts, other approaches are necessary to be employed, so that a limited accuracy 
compromise will take place, while on the other hand, the shape alignment and matching process 
will become feasible, within a reasonable time frame. It is noteworthy to state at this point that 
flexible correspondence algorithms (e.g. elastic matching, dynamic programming) are quite 
accurate but rather time consuming for one-to-many (high amplitude datasets) retrieval or 
identification applications as well (Super et al, 2002). More particularly, those algorithms are 
prohibitive to be applied to IMCS/ICCS structures, as they will also cause combinatorial 
explosion, particularly in the case of large datasets and shape representation structures. Therefore, 
they have been excluded from the theoretical and experimental part of this thesis.
The simplest form of the proposed alignment and matching method is based on the detection, 
within a given IMCS/ICCS structure, of the curve with an extremum (minimum or maximum) 
measurement of a preset feature. Given that it is one of many criteria to detect landmark curves, 
for shape alignment purposes, an example criterion could be the maximum displacement of the 
particle during a given amount of time t. Let us assume that the respective homologous landmark
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curves have already been detected within all object IMCS/ICCS representations from a given 
object dataset. During a pairwise comparison, these curves are used as query curves to align those 
objects, from the morphological point of view, with other type/reference objects. Let us suppose 
that an object A has been transformed into an IMCS structure, and the requested task is to identify 
that object from a given set of IMCS structures corresponding to several objects, which comprise 
the so called training set. It is expected that the object A is going to be compared to all objects of 
the training dataset, in a sequential pairwise manner. For each pairwise comparison of the object 
A to any object B of the training set, the aim is to detect the most similar curve of B to the key 
landmark curve of A, through the minimization of a similarity metric. When this curve has been 
detected, the objects are then considered to be aligned. Figure 4.8 illustrates a worked example, 
where objects A and B are aligned as points p7)A and pio,B are mapped and characterized as 
morphologically homologous (see Section 4.2 and Figure 4.3 to revise dhor,i,t). Evaluation of their 
residual difference using an IMCS/ICCS fixed correspondence scheme is the following step to 
finally compute the similarity score of the pairwise comparison process.
Training se t  
closed curve 
object B
^1^7,a> ^ 10,b) = dj + d2+ d3 = min(D(C7 A, Ci B)) 
j*----------dhor.7,4=max(dhor,i,4)------*j j
y, t-0>' Landmark query curve C7 J {
Best match C.
P7,A>
dhorj.T = max horizontal 
displacement dhori T, 
for T = 4
Testing se t  
closed curve 
object A
— ——  rr^ P^io,B>
dhor10T = max horizontal
P7,A- Pio,b mapped displacement dhoriX,
as homologous points, for T = 4
objects are aligned
Figure 4.8: Aligning object A with object B using IMCS
It should be recalled that intermedian and intercentroidal curves, related to boundary points, 
contain both global and local spatial interrelation shape information. Shape can be globally 
characterised by a whole intermedian/intercentroidal curve (or generally an IMCS/ICCS 
structure), whereas curve segments (curve parts/time intervals) capture and represent shape
61
locally (partially). Therefore, using the aforesaid query curves to detect orientation homologous 
landmarks is not equivalent to the radius based approach of comparing sets of radii magnitudes, 
measured from the centroid of the object shape (see Figure 2.6). A single radius magnitude does 
not represent global or local shape information. It is obvious that a set of radii magnitudes 
captures much less shape information than an IMCS/ICCS. The radius based approach can be 
found in the work of Attalla et al. (2005). However, while the already discussed simplest 
IMCS/ICCS based alignment method is the fastest approach, is also considered the weakest 
proposed in this section regarding efficacy factors. Recognition efficacy improvement have been 
observed, when, instead of the landmark query curve only, also curves corresponding to 
neighboring boundary points are used to produce an alignment window o f curves, for each testing 
set object. To simplify computations the window size is fixed and preferably small to avoid 
potential combinatorial explosion.
mi n (D(n(CAL ),n(CBl)), (4 .5 )
According to this approach, a window sliding algorithm, combined with the minimization of an 
IMCS/ICCS correspondence distance summation function D, is the method used to align a pair of 
shapes A, B. They are aligned, when i = 2, 3, ..., m is evaluated to satisfy expression 4.5, and a 
mapping between the corresponding neighborhoods of the curves CAtL, Cb,« is established. Ca,l is 
the query landmark curve and the notations n(CAti), n(CB,i) refer to the selected 
neighborhoods/windows centered at CAiL, CB,h in that order. For a given time frame (curve part), 
Figure 4.9 shows a worked alignment example, using an alignment window of five curves.
Still, the accuracy of the alignment process can be improved. That has been experimentally 
ascertained by representing, for alignment purposes, IMCS/ICCS structures as a time series of a 
chosen feature values. Let us assume that for each curve of a given IMCS/ICCS structure, 
corresponds a unique value of a preset feature, then the ordered set of these values can be 
regarded as a time series. From the point of view of a pairwise shape alignment/comparison, the 
time series can be handled as a cyclic structure, and a sliding algorithm in arrangement with the 
optimization of a criterion can be employed to align the objects. In other words, the alignment 
process here is quite similar to the one illustrated by Figure 4.9, but the curves have been 
substituted by shape feature values. Given the optimisation criterion (e.g. minimisation of the 
time series mapping dot product), the best fitting time series one-to-one mapping is detected, and 
then a correspondence/alignment of the two objects can be established. While the objects are
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aligned, to maintain the advantage o f the rich shape description, provided by the IMCS/ICCS 
structures, the shape comparison takes place again using fixed IMCS/ICCS correspondences and 
a correspondence distance summation function as similarity metric.
Testing Leaf 1
C orrespondence
1.2 minD(n(Cu )n(C2j);
Best matching 
curve group of 5
Training Leaf 2Window of 5 curves
centered at landmark for i = 3
curve C1 3 - alignment key
Figure 4.9: Aligning T. tomentosa leaf 1 with T. tomentosa leaf 2 using an alignment window key of size 5
In general, more than one feature can be used to perform pairwise shape alignment. In that 
case, instead o f a single value, a vector is assigned to each curve o f the shape-representation 
ordered set. The process o f shape alignment and matching remains practically the same, whereas 
an extra time cost should be expected. To leap to a conclusion, the selection o f the most 
appropriate method to use depends highly on the nature o f the application and the data. The fixed 
IMCS/ICCS correspondence, shape alignment and matching techniques discussed above can be 
applied to address both retrieval/classification and learning problems. However, feature selection 
and fusion are essential tasks to improve the performance o f a pattern/shape recognition system.
4.5 Fusing IMCS/ICCS features using multiple classifier techniques
Given the significant range o f features that can be extracted from an IMCS/ICCS shape 
representation structure, a variety o f criteria is also available to detect distinct landmarks on a
2-dimensional closed curve. A label can be assigned to each landmark according to the criterion 
used for the discovery o f its respective curve. In essence, the landmark curve itself characterises
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as well as identifies the corresponding landmark. As a result, landmarks, parts of 
non-homologous landmark curves, are also non-homologous to each other. Based on that, an 
interesting observation is that each intermedian/intercentroidal landmark curve can actually 
operate as a discrete classifier. Morphologically homologous landmark curves can be found 
among discrete curve sets, wherein they encapsulate spatial interrelation information regarding 
the object’s shape. Subsequently, they can be compared with each other (fixed IMCS/ICCS 
correspondence distance summation) to produce a pairwise similarity measurement. Assuming 
that a subset of landmark curve classifiers is extracted from a given curve set, there are two major 
viewpoints on how to process them.
The first viewpoint focuses on sensing the optimal feature subset, as far as the classification 
performance for a specific application is concerned. The most common methods that fall under 
this class are the so called wrappers and fillers (Guyon & Elisseeff, 2003). Wrappers utilize 
machine learning principles, stochastic, and probabilistic models to determine the optimal feature 
subset. Filters or variable ranking methods order features with respect to their contribution to the 
classification performance optimization, which is recorded through a preset scoring system. 
These methods are generally time consuming and in certain cases discard valuable information. 
However, for retrieval-only purposes few of the variable ranking methods can be competent 
(Reisert & Burkhardt, 2006; Kira & Rendell, 1992). The second viewpoint, on the other hand, 
centres upon combining classifiers, based on the argument that different classifiers could provide 
complementary pattern information able to boost eventually the classification process 
performance (Kittler et al., 1998; Windbridge et al., 2003; Kittler et al., 2003).
It is the second feature fusion approach that is of significant interest throughout this thesis, 
seeing that the main research hypothesis/assumption, of this study, is based on a rather thorough 
representation of shape to preserve potentially useful shape patterns for recognition and retrieval 
purposes. To achieve that, instead of discarding information, it was decided to use multiple 
classifier approaches introduced by the experts in this field (Kittler et al., 1998). Hence a concise 
description of the fusion strategies, applied for the needs of the experimental part of this study, 
follows. Given a number n of classes {co„ i = 1, ...,«}, let us assume a 2-dimensional closed 
contour object denoted by Z, which needs to be classified under one of the aforesaid classes. R 
landmark curves {xt, i = 1 , ..., R} have been determined from the IMCS/ICCS structure to 
represent the object’s shape. The probability density function of x, given cok is denoted by p(jq \cok) 
and P(cOk) is the a priori probability of occurrence. Based on the Bayesian theory (Devijver,
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1982) and given the landmark curve subset representing an object, it will be in turn assigned to a 
certain class coj, if, and only if, the a posteriori probability of that interpretation is maximized. 
The following expressions formulate the above and provide with a practical way to compute the a 
posteriori probability
Assign Z -* coj, if and only if 
P(co_: |Xj,... ,xR )= max P(cok |Xj,... ,xR), (4‘6)J k
where, P{(ot  \xl, . . . , x R)=  ^ r . J ^  ^
n
and, P ixi  xi<) = '£JP(xi ,-~ ,xi<\a>j)P(®j) , (4.8)
J*i
Supposing that the a posteriori probabilities evaluated by the landmark curve set and the prior 
probabilities are not dramatically different, the following sum rule is obtained (expression 4.9). 
Based on (4.9), two classifier combination strategies can be derived, the Max rule, and the 
Majority vote rule represented by the expressions (4.10), and (4.11) respectively.
o Sum rule:
Assign Z —y coj, if and only if
(l-R)P(<Bj)+^P(fflj[xl)=max
i=l
o Max rule:
(4.9)
Assign Z —> coj, if and only if,
R n R
max P(©j |xj y= max max P(©k\x{).
(4.10)
o Majority vote rule:
Assign Z —> coj, if and only if,
R ' n ' R  ^
ZA ji=i?^ZAki>i=l 1 i=l
where, Ati =
1, if P(cok|xi) = maxP(coi|xi) 
j = i J 
0, otherwise
(4.11)
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According to the max rule criterion (4.10), the maximum value of all probability density 
functions of <z>k classes (k = 1, n) for each individual classifier is evaluated. Finally, the 
classifier with the maximum density is chosen to identify object (instance) Z. The right hand of 
equation (4.11) criterion calculates the votes from the individual landmark curve classifiers. A 
winner-takes-all approach is then applied, and the class with the majority of votes is selected as 
the consensus one (Kittler et al., 1998).
These two effective strategies are the feature fusion strategies followed throughout this thesis 
experimental part, as they have best performed comparing to other approaches (e.g. median rule, 
product rule, minimum rule, etc.), also tested with the same sets of data. Since the multiple 
classifier techniques are a part of our proposed shape analysis and matching scheme (thus, 
presented here), but not the main interest of this research study (for a more analytic presentation 
of this topic see Kittler, et al. 1998), a discussion follows about how the proposed scheme, 
presented so far, can be also expanded for the morphological description of images and
3-dimensional forms.
4.6. ICCS based shape representation of images and solid objects
Having detected the edges of a binary image, a set of A uniformly sampled edge points can be 
formed, where N  is selected to be an even number (for standardisation reasons). The total of N  
sampled points depends generally on the nature of the application and the image dataset. In this 
case, however, the construction of a curve corresponding to a randomly selected point p, (t=0 ), 
able to represent that point’s locus in connection with the spatial arrangement of its neighbouring 
points, follows a slightly different approach. An object's boundary can be represented by a non- 
casual-linear model (see Section 2.9). However, this representation is not applicable to images 
(a point can have many adjacent points). Consequently, it is impossible to define an equivalent 
curve type to the intermedian curves. On the other hand, for recognition, retrieval, and 
segmentation purposes, it is likely to construct a set of intercentroidal curves to represent 
thoroughly a binary image.
Firstly, the distance to the furthest edge point (with respect to pi) is assigned to each image 
point p^ The maximum distance value is found and stored to make size invariance certain, 
and to become in turn divided into k equal distance dt line segments. For a given image dataset,
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the selection o f the parameter k  depends on the desirable detail level o f shape representation, and 
performance. Each point p t constitutes the common centre, for a set o f T  gradually growing 
concentric rings Oit o f radius R  = tdh t = 1, 2,... T, where t denotes time. Each ring ()it can be 
seen as a time instance/moment o f the recoil effect taking place on a liquid surface (image), 
responding to the rapid disturbance caused by a drop o f liquid (image point pi) hitting the surface.
C>: cen tro id s
— : in tercentroidal 
cu rve
Figure 4.10: Intercentroidal curve (blue line) for 7= 10 (10 concentric rings). Object's picture (3.60) taken from the 
Columbia image library COIL-100 (Nene, et al., 1996)
Essentially, a set o f time-ordered rings Ot is assigned to each image point p u to capture, every 
moment o f time (e.g. second), infoimation about the spatial interrelationship between the centre 
o f the ring {pi) and the points encapsulated by it, and how it changes through time. Having 
detected the time-ordered set o f centroids o f point clouds surrounded, every moment, by the 
constantly growing ring, the corresponding intercentroidal curve Cntri to p t has been also 
computed. Figure 4.10 illustrates an example o f extracting an intercentroidal curve from a binary 
image. The collection o f the intercentroidal curves Cntr,i, i = 1, 2, ..., N  comprise an ICCS 
representation structure appropriate to describe binary images. Given that parameter k  value is 
selected to stand globally for a given image dataset, ensuring size invariance, the curves are 
subsequently normalised as discussed in Section 4.2. The obtained ICCS representation scheme is 
now invariant under rotation, scale, and translation transformations. There is no semantic 
differentiation between intercentroidal curves computed for closed two-dimensional shapes and 
the respective curve type for image representation. In fact, the second kind can be equivalently 
applied for a single closed contour. Similarly, landmark curves can be determined to operate as
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image classifiers or detection mechanisms o f characteristic image points (landmarks) as well. 
Moreover, the aforementioned multiple classifier techniques are also proposed for the 
identification and retrieval o f images using landmark curves.
A similar approach, applicable to 3-dimensional closed surfaces, is derived by substituting 
the concentric rings with concentric gradually growing spheres; to form eventually ICCS based 
representations for the shape description o f a solid object. Again each sampled point o f the 
object’s surface, is associated with a constantly growing sphere centered at this point. After the 
close o f each moment, the sphere’s radius grows as much as the one kth (dt) o f the distance (dm(lx) 
between the reference point, and the furthest point with respect to itself. The parameter k 
determines once more the detail level, wherein the object’s shape is represented. In general, all 
the aforementioned concepts related to the ICCS based shape representation schemes, are also 
valid for solid objects. There is, however, a main difference, for the intercentroidal curves are 
now 3-dimensional; hence, curve normalisation should take place with respect to all three 
dimensions. Furthermore, the extraction o f energy features is conducted by the application o f 
non-conservative 3-dimensional vector fields. As well as the image description approach, the 3- 
dimensional approach is also invariant under the number o f surface sampled points. Even though, 
the more the better, regarding accuracy factors. Figure 4.11 shows a 3 second-long intercentroidal 
curve corresponding to one vertex point o f a cube.
Landmark curve multiple classifier techniques are proposed for the shape identification o f 
solid objects as well. Retrieval is also possible via the use o f landmark curves in combination
Centroid
- Intercentroidal 
curve elementary 
line segment
Figure 4.11: Intercentroidal curve for T- 3 (3 concentric spheres)
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with a given similarity metric (explained in Section 4.8). In general, landmark curve based 
oriented methods do not require shape alignment, or image registration techniques to perform 
well. Consequently, granted accuracy of results, object recognition process is in some extent 
improved. Using the ICCS based proposed shape representation and analysis framework, image 
and solid object retrieval requires feature selection procedures to reach an optimum level of 
accuracy. This is, however, a part of a future study, whereas this one discusses in the following 
section, a proposed novel partial shape matching technique, inspired by ICCS structures.
4.7 Partial shape matching technique inspired by the ICCS 2D shape representation
Different view angles, noise, frequent occlusion occurrences, and non-robust edge 
detection-segmentation algorithms are few of the problems rendering object recognition-retrieval 
challenging research topic. Theoretically, an efficient shape description scheme should be able to 
overcome these problems to some extend. In cases where only a small but distinctive part of an 
object’s contour is clearly visible, the majority of the concurrent published approaches fail to 
recognise it. There are however, scientific works proposing partial shape description approaches 
to resolve that matter (Latecki et al., 2005; Saber et al., 2007). Elastic partial shape techniques, 
using dynamic programming for optimal alignment, are generally computationally expensive and 
time consuming (Latecki et al., 2007, Veltkamp et al., 2004, Sebastian et al., 2003;2004). 
Essentially, the field of partial shape recognition and matching is still in its infancy.
This section proposes a partial recognition technique inspired by the ICCS representation 
scheme, based on a very simple geometric principle, that of shape similarity. Given an ICCS 
corresponding to a planar closed contour, let us suppose that N  intercentroidal curves describe 
locally N  uniformly sampled points. As already stated, an intercentroidal curve is sampled over 
time, and each curve point corresponds to an instance of a hypothetical particle’s motion. 
Keeping in mind, however, the intercentroidal curve computation mechanism (see Figure 4.4), 
each point also corresponds to a specific part of the object’s contour. For this part the 
corresponding curve point is actually its centroid. This point will be referred to as partial 
centroid, with respect to the entire shape, of depth t, which is the moment it is reached by a 
hypothetical particle. It is obvious that the bigger the partial centroid depth, the bigger the 
corresponding contour part, in proportion to the entire contour. So far nothing remarkable has 
been said, as the only information provided was that it is reasonable to assume a mapping 
between all possible contour parts and their corresponding centroids. Bearing in mind, however,
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that one of the great challenges in partial shape analysis is the discovery of a fast, apparently 
size-invariant shape-matching technique, this mapping hypothesis leads to a simple observation 
useful to resolve the size invariance issue. All the triangles formed by several size versions of the 
same contour’s part (open curve) end points and its centroid, are geometrically similar to each 
other. Therefore, their corresponding angles will be identical. Figure 4.12 shows that geometrical 
observation.
Magnifying lens
Figure 4.12: Characteristic property of shape similarity, where el, e2 denote the end points o f the curve and c its
centroid
Given an ICCS structure, wherein the array positions are taken by complex numbers storing 
partial centroid spatial information, it is possible to additionally assign to that position the 
respective angle (pi, formed by the partial centroid c and the contour part end points el, e2 (see 
Figure 4.12). A global depth threshold is also necessary to ensure that very small parts will not be 
taken into account as they have little identification value. At a preprocessing level, the 
corresponding parts of the contour can be normalised, sampled, and stored. This preprocessing 
phase can be expensive with respect to time and space. However, granted space availability it is a 
one-time process. Assuming that a training set of labelled open contours is provided, in 
connection with a rule based recognition system, it is required to detect those curves/patterns on 
testing data (2-dimensional contours) for identification purposes. In this case, the angle (pi is 
computed for every training curve. It is used throughout the identification process in the form of a 
queiy submitted to the ICCS partial contour database of a testing object. A simple process detects 
all partial centroids (contour parts) with similar angles to the query one. The angles should not be 
necessarily identical, but similar, to ensure robustness under distortion effects. The assumption 
that perfect angle matching will retrieve only homologous contour parts to the query curve is 
absolutely false. In reality, potential homologous parts are retrieved, and within this set an 
optimised match is detected. A reasonable (depending on the application) window centered at the
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query value is used for that purpose. Having retrieved all requested normalised shape parts, 
another process is employed to compare all these curves to the query one, using uniform 
distributed fixed correspondences to finally evaluate a distance summation metric. Using this 
metric combined with additional information (e.g. the proportion of the part in the whole shape), 
winning conditions can be established according to the requirements and the objectives of an 
identification experiment.
There is however, a more ambitious task, which involves the direct partial shape comparison 
between two closed curves. In this case, to avoid combinatorial explosion, contour segments of 
identification interest should be detected to both curves. For this, a polygonal approximation 
algorithm, the Discrete Curve Evolution (DCE) approach (Bruckstein et al, 1995) is employed, 
used successfully also by Bai et al., (2008) for partial recognition purposes. Bai et al. also claim 
that this method is deformation robust and consistent with human visual perception. Having 
detected the contour segments of identification interest at each object’s boundary, they are used to 
operate as the aforementioned training set of curves, for the other object to be tested, and vice 
versa. For this to happen the earlier discussed approach is applied and finally, a pair of similarity 
scores is produced to finally select the optimum one, which is the minimum one favouring 
resemblance.
It has to be noted that the proposed model for partial shape matching can also be expanded 
for partial image and solid object matching. In these cases, it is the angle formed by the 
intercentroidal curve endpoints and its centroid, used as the query feature to retrieve candidate 
similar intercentroidal curves, which might correspond to similar image or solid parts, inscribed 
in various size rings and spheres respectively. These parts can be combined to construct more 
complex image or solid components, to subsequently become useful as patterns to be detected 
partially to images and objects, for identification reasons. Graphs can be employed to represent 
these components and serve the process of partial image-object matching. Although a further 
discussion of this topic here exceeds the scope of this thesis, it is one of this research’s future 
considerations, for it should not be ignored that theoretically the above mentioned concepts and 
ideas might be promising for the fields of shape analysis and pattern recognition. Unfortunately, 
the experimental study of the proposed partial shape recognition techniques, is not yet complete. 
Even though promising experimental results have yet been recorded, they were not sufficient 
enough to communicate scientific conclusions at this point,. However, all topics covered in
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Sections 4.6 and 4.7, constitute an inextricable part of the proposed shape analysis scheme in 
this thesis.
4.8 MPEG-7 silhouette database
The effectiveness of the proposed shape analysis scheme based on IMCS/ICCS representation has 
been tested on the benchmark 2-dimensional object silhouette MPEG-7 database (Martinez, 2004; 
Jeannin & Boder, 1999). It contains 70 classes of 20 similar objects, whereas few classes present 
significant within-class variance with respect to the object’s shape, due to deformations caused by 
noise, non-rigid object motion, and numerous viewpoint angles taken from the projection of the 
corresponding 3-dimensional objects. Table 4.1 exhibits instances of a few of the MPEG-7 shape 
database classes. These factors render MPEG-7 shape database worthwhile to use for shape 
representation and matching methods testing with respect to object’s shape recognition or 
retrieval. For the needs of this research study the Core Experiment CE-Shape-1 Part B has been 
carried out to test the similarity-based retrieval performance (Jeannin & Boder, 1999) of the 
proposed shape representation scheme. According to this test, all of the MPEG-7 shape database 
images and classes are taken into account to compose a testing dataset. The retrieval performance 
is evaluated using the so called ‘Bullseye test’, where each image is compared to the rest of the 
set to finally calculate the number of positive with respect to similarity matches in the top-ranked 
forty. An error is said to have occurred when for a given object/shape, the second best match 
retrieved does not belong to the same class.
The outer contours of the objects were extracted using a simple threshold segmentation algorithm 
(internal edges have been omitted). 300 uniformly distributed edge points were sampled to 
represent an object’s contour. This number of sampled boundary points (300) was selected to 
efficiently capture shape information for retrieval and recognition purposes. Three IMCS/ICCS 
based shape representation structures have been chosen to test throughout this retrieval 
experiment, that is, an IMCS of 300 points, an ICCS of 300 points, and a second ICCS of 300 
points, computed following the gradually growing concentric ring approach, presented in Section
4.7. For each image/object two versions of the same IMCS/ICCS structure type are computed, to 
ensure invariance under the mirroring effect. The second version is produced by the reversion of 
the curve set order, followed by a sign inversion of the point ordinates. Just one IMCS/ICCS 
structure version per image is compared against both versions of the rest of the set images. For
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each pairwise image comparison, it is the minimum similarity measurement (for reflection 
invariance purposes), which is finally kept as the pairwise shape matching cost.
MPEG-7 Silhouette database (Few classes and instances)
££219 Hi
f t
a Ia  lAl Al A
Butterfly, horse, octopus, device 7, bat, device 4, are some of the MPEG-7 database object/shape classes. This 
figure includes six representative images/instances (columns) per class (rows). These examples have been chosen 
to show how challenging the Core Experiment CE-Shape-1 Part B test (Jeannin & Boder, 1999) can be.
Table 4.1: Few examples of the MPEG-7 shape database (Jeannin & Boder, 1999)
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A variety o f features, and landmark curves, are evaluated from the IMCS/ICCS structures. 
The object shapes are aligned, during each pairwise comparison event, using fixed 
correspondence methods (see Section 4.4). In particular, the best performed alignment method 
found to be the one using a window o f five curves, centered at the maximum horizontal 
displacement landmark curve (see Section 4.4). Moreover, alignment-free pairwise shape 
comparison retrieval approaches have been followed, matching directly a set o f homologous 
selected landmark curves, in combination with an overall similarity metric, which also ensures 
the matching method’s invariance under the selected variety o f landmark curve depths. It is 
important here to clarify that only a pair o f identical depth curves can be compared, to produce 
the aforementioned distance summation metric.
l 5 a<k _
O bject A
<W1.3)
F  'Ay C ^ )
Obiect 13
dCB(l,3 ) 
(1,2) <^ L
y. t«0 d„ t -12
0 4*025 4*09 0
4eJM) 0 0 4*£3)
0 0
L „ )<W 2,3) (0,0) » (1,0) x
vd  d(Cu ,ClB)= 2 < lt
j « l
^ Q A ^  l^CA  J) “
Figure 4.12: Alignment-free approach using a set of 3 landmark points and the overall similarity metric SAB
Let us assume, that given an object’s IMCS/ICCS representation, n discrete landmark curves 
Cf, i = 1, 2, ..., n, are detected. According to the criterion used to distinguish it from the rest o f 
the curve set, each landmark curve C, corresponds to a particular time period, that is, its depth t;. 
Furthermore, each landmark curve corresponds to a boundary landmark point. A square n x n
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matrix Dc is assigned to each object/image, whose row i, is an ordered distance set o f the 
landmark point p t to the rest o f the landmark points (see Grigorescu et a l, 2003). The array is 
normalised by the median distance value, which has been experimentally proven to be more 
reliable compared to the maximum distance value. In a pairwise matching o f o b jec ts  to object B, 
matrix D c,(a,b) = [\dc,A( k l) - dCiB(k,l)\] is computed. Given that d(Ci>A, Ci>B) evaluates the sum of the 
IMCS/ICCS correspondence distances between the two homologous landmark curves Q j, CitB, 
then Sa,b is the proposed overall similarity measure. Figure 4.12 illustrates how SA:B is evaluated.
MPEG-7 Core Experiment CE-Shape-1 PartB
Method Pairwise time (ms) Retrievalaccuracy Errors
Classification
accuracy
Alignment-free landmark curve ICCS*’** 35 84.58 35 97.78
Polygonal representation & elastic matching 
(Attala et al., 2005) 10 84.33 34 97.57
Chance probabilities (CPFs) (Super, 2004) 2.5 82.69 40 97.14
ICCS* fixed correspondences 160 81.58 34 97.07
Feature based ICCS* 100 81.23 36 96.86
Optimised CSS (Mokhtarian & Boder, 2003) 0.18 81.12 NA** NA**
Alignment-free landmark curve IMCS 35 80.76 36 97.5
Curve edit distance (Sebastian et al., 2003) 1000+ 78.17 NA** NA**
Shape context (Belongie et al., 2001) 200 76.51 NA** NA**
Part correspondence (Latecki et al., 1999) 50 76.45 NA** NA**
*: ICCS constructed following the gradually growing concentric ring technique. 
**: These scores were not available by the authors of the corresponding methods.
**: Landmark curve detection criteria
All calculated for both time intervals/frames: 1-15, 1-50 
Max(displacement (x and y)),
Min(displacement (x and y)),
Max(Max(x and y)), Min(Min(x and y)),
Max(Standard deviation(x and y)),
Max(kurtosis(x and y)), Min(kurtosis(x and y)),
Max(Skewness(x and y)), Mm(Skewness(x and y)),
Max(Speed(x and y)),
Max(Acceleration(x or y)), Max(Acceleration)),
Max(Work done) , Min(Work done), given several vector fields (see table 5.4),
Table 4.2: MPEG-7 Core Experiment CE-Shape-1 Part B comparative results & landmark curve detection criteria
Other retrieval IMCS/ICCS based approaches, classified as feature oriented approaches, 
assigned to each curve a feature vector or an ordered set o f PCA coefficients to reduce cardinality 
and optimise performance. These approaches, as an alternative suggestion to the alignment-free
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landmark curve based retrieval framework, are quite useful for retrieval applications, especially 
when applied to high resolution data. The following table shows the retrieval performance of the 
proposed approaches, compared to the accuracy and recognition rates scored by other methods. 
The best retrieval performance was achieved by an alignment-free image ICCS representation 
scheme combined with landmark curve based pairwise matching, having correctly retrieved 
23681 objects of the total of 28000 (84.58%). This score was also the highest achieved from 
several IMCS/ICCS based retrieval methods applied throughout this comparative study. The set 
of landmark curves used for this experimental study, have been detected according to the criteria 
displayed by Table 4.2.
4.9 Criticism & future work
This chapter introduced a novel shape analysis and matching approach, based on IMCS/ICCS 
representation structures. A thorough and clear theoretical framework has been established, so as 
to inspire future researchers to expand the proposed models constructively. So far, IMCS/ICCS 
methods have been tested according to the MPEG-7 Core Experiment CE-Shape-1 Part B 
standards. Compared to other published methods, the proposed alignment-free ICCS (image 
representation version) outperformed them all. Other IMCS/ICCS schemes performed satisfactory 
as well. Conclusively, IMCS/ICCS technology seems to be quite promising.
Unfortunately a complete comparative study of the proposed model for 3-dimensional and 
partial shape analysis and matching has not yet been completed. The Princeton shape benchmark 
(PSB) (Shilane et al., 2004) database has been acquired in order to produce training and testing 
sets of images and objects respectively. Moreover, a training set, a testing set, and a hierarchical 
classification is proposed. Several approaches have been tested using PSB, however, Shilane et 
al. (2004), claim the lack of a single optimum descriptor with respect to all classification 
schemes. Elementary tests showed that the proposed 3-dimensional shape representation model 
performed quite well, managing to classify efficiently several groups of objects, such as animals 
and furniture. However, further experimentation is required to communicate scientific 
conclusions.
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C h a p t e r  5
Case study: Tilia
5.1 Introduction
Herbarium specimens are dried and pressed plants attached to a sheet o f cartridge, or other 
archival excellence paper with a label attached usually in the bottom right hand comer to 
designate provenance, collector, number and identity. Further information, such as local uses, is 
also sometimes included in the label information. At the Royal Botanic Gardens, Kew in London, 
the Herbarium plays a significant role for study and research on plant biodiversity on earth, with 
seven million specimens, including about 350,000 type specimens. Morphological features o f a 
plant can be identified by visual analysis o f herbarium specimens. Scientists nowadays gather 
manually statistical data (including morphological features) for taxonomic identification 
purposes, regarding the plants, using a ruler or other specific equipment. Results are then 
recorded, in order to be processed, and a taxonomic inference to be drawn using them. 
Taxonomic identification, a noteworthy issue in the biodiversity research area, is essential for 
botanists who need to be certain about the identity o f an organism they are dealing with. A 
classical paper-based kind o f expert system, which is known as “taxonomic key” constitutes an 
example o f a common tool used by biologists to conduct taxonomic identification.
However, manual collection o f large morphometric datasets for research purposes in the 
fields o f population biology and biosystematics is an extremely time-consuming task. 
Furthermore, taxonomic identification using “taxonomic keys” is usually also conducted 
manually, so that effectiveness depends on the experience o f the expert who compiled it, as much 
as the care o f its interpretation by the user. Finding and automatically summarizing patterns, 
trends and anomalies in different sets o f data such as images is one o f the grand challenges o f the 
information age. Capturing and storing vast quantities o f data is also a very useful process, and 
biological image databases are used for recognition or retrieval o f specimens. In view o f these 
facts, computer-assisted or completely automated systems for taxonomic identification o f plants 
from herbarium specimen images would be considerably useful. It would free a botanist from 
routine tasks, while providing measurements that lead to consistent taxonomic identification and 
reproducible results. Digital image processing is the means for complete feature set extraction
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from digital images o f plants and in addition makes it feasible to disengage image acquisition and 
shape analysis processes for pattern recognition purposes. In fact, since disengagement between 
those two processes has been achieved, variation can be considered as more flexible and efficient.
According to plant taxonomists, leaves are significantly important for the taxa identification 
process as without them the system can fail. In fact, for some groups o f plants, e.g. Ouercus and 
Betula, features extracted from the leaves are considered as the most important (Stace, 1989). 
Respectively, the majority o f the taxonomic keys to species o f woody plants make use o f leaf 
characteristics indicating the identification value o f leaves. The reason why leaf characters are 
emphasized is because floral features either illustrate little variation or they are very difficult to 
collect since they are available only during the relatively short flowering season. Hence, the 
necessity for extensive glossaries for both leaf shape and feature variations is critical. In the early 
sixties the Systematics Association (www.systass.org) formed a committee responsible for 
descriptive terminology issues. The main objective was to consider which morphological features 
were most used in descriptive plant taxonomy and to make recommendations for then* 
standardisation. The result was an agreed list o f terms and figures illustrating leaves according to 
the new standardisation scheme. The list was published in Taxon in 1962. Hickey (1973), 
Ettingshausen (1861), and Steam (1966) contributed to this standardisation procedure. Figure 5.1 
illustrates a sample o f the proposed leaf shape and venation systematisation scheme.
Jab. i. i ,  Arbuscular fastigiate leaf -  Stirlingia tenrtifolia. l, Simple flabellate -  Cir- 
caeaster agrestis. 3, Pedati-flabe.Ilate — T.eucaAendron argenteum. 4, Pedati-fin hell ate — 
Petal of Pluiariam alter rtifulium. 5-7, Rcctipalmatc leaves of Acer; 5, A . mornpemulariHmi 
6, A . campestre; 7, A. palmatum. 8, Pedate -  Platanus occidentalis. 9-11, Convergate 
(Curvipalmace) leaves o f Dioscorea: 9-10, D. spicata-, rx, D. aluta; i z ,  D. balbifera. 13, 
Palm ati-pinnate -  Tbespesia populnea.
Tab. 2 . 14, Rectipinnate -  Carpinus betulus. i; , Compound rectipinnace -  Corylus 
avellana. 16 , Curvipinnate -  C om m  sanguinea. 17, Co-arcuatc -  Prunits avium. 18, 
Paxiilate -  Calopbyllum inophyllum. 19, Curvi-paxillate -  Calathca zebrina. 20, Urate -  
Adenantbe bicarpellata 21, Collimate -  Iiordeum  vulture. 22, Sub-collimate -  Olyra 
U tijolia.
Figure 5.1: Leaf classification scheme in terms of shape and venation (Melville, 1976)
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The quantitative analysis of biological forms is called morphometries. It has been generally 
applied to a variety of disciplines, including systematics, and has been also developed rapidly 
over the last 2 0  years to the point that now there is discrimination between traditional 
morphometries methods (e.g. Marcus, 1990), and the more recent geometric morphometries 
(e.g. Rohlf et al., 1993; Adams et al, 2004). Geometric moiphometrics, according to which 
information about the relative spatial arrangement of landmarks is preserved, cluster analysis, 
ordination methods, and statistical analysis are a few of the methods widely used within the scope 
of plant systematics.
This chapter is of particular importance as it discusses the first part of the case study, that of 
the automatic extraction of morphological features from digital images of leaves from a variety of 
species of the tree genus Tilia L. These leaves have been randomly but also qualitatively collected 
according to several preset rules (discussed thoroughly later in this chapter) to increase the 
efficacy of the retrieval/recognition process. More specifically, modem shape analysis and pattern 
recognition approaches, other than traditional or geometric morphometries, have been applied and 
studied in a comparative mode with respect to the shape analysis scheme proposed in this thesis, 
which is the use of IMCS/ICCS shape representation structures. There is some lack of absolute 
confidence that other researchers’ approaches have been precisely reproduced (to be subsequently 
tested). However, even though the majority of method implementations were not available, they 
have been reproduced according to published guidelines, written by their inventors. In view of 
these facts, this study can be also acknowledged as a comparative study. Nevertheless, in essence, 
this study presents and discusses the experimental results, produced by the application of 
IMCS/ICCS oriented methods to digital Tilia leaf images, for potential recognition and retrieval 
purposes.
Due to the fact that this case study is of cultivated species of the genus Tilia, it was 
considered essential that a rather concise but thorough botanic sketch of this particular genus 
should be presented. Pigott’s (1997) is the most recent key covering the species cultivated in 
Europe. Tilia comprises about 30 to 40 species of woody deciduous trees, widely distributed in 
the north temperate regions. Clark (2000, p. 35-36) provides a botanic description of the genus 
Tilia. Known also as limes or lime trees there is no taxonomic correlation between the Tilia genus 
and the synonymous citrus tree species. Lindens or basswoods are also other names for that 
species, commonly met in the literature. Tilia leaves are usually cordate (heart-shaped) with a 
terminal point, while the leaf boundary can be described as dentate (toothed), wherein often the
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contour teeth also present an extended glandular point. Another characteristic o f Tilia leaves is 
that sometimes they are hairy. Whilst it is especially apparent on the leaf underside, in some cases 
the hairs (trichomes) cover the whole bottom leaf surface, and they can be classified as simple 
(single, unicellular), stellate (resembling an asterisk), or glandular (small and brown). Even 
though Tilia leaf hairs often lie on the veins area, there are species with hairs that also extend to 
the entire leaf surface. Finally, tufts o f brown long hair are sometimes located in the main vein 
axils. An essential identification characteristic o f the genus involves the five-petal flowers, which 
are bome on a cymose inflorescence, and they are characterized by the detail that their peduncle 
(stalk) is partially fused to an elongated leaf-like bract. The sporadic existence o f petal-like 
staminodes (stamens modified to form extra-like structures) constitutes another floral feature 
useful for the genus identification.
Figure 5.2: T.oliveri herbarium specimen and T.oliveri tree (Photos: Clark, 2000, with permission)
As stated earlier, leaf characteristics are important for taxa identification. Collecting leaves is 
more practical and convenient than the more cumbersome collection o f floral features. Moreover, 
geometric morphometries has a drawback regarding the production o f fully automated 
autonomous systems. That is, the high complexity level required to algorithmically apply 
principles inspired from these fields. It becomes even more cumbersome when the systems should 
be also capable to perfoim a complete set o f tasks such as feature extraction, selection, landmark 
detection, recognition and retrieval. That is attributed to the lack o f standard mathematical or 
algorithmic expressions in the field o f morphometries, required for automatic detection o f 
landmarks useful for taxonomic identification. In accordance with existing scientific discussions
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the originality of several leaf landmark definitions is clearly disputed (Ehrlich et al, 1983). 
Subsequently, only systems that can perform recognition given vectors of measurements, usually 
manually or semi-automatically extracted, or fully automated shape analysis and pattern 
recognition systems accompanied by poor landmark detection mechanisms, exist so far. Both 
kinds perform poorly when applied to challenging biological datasets, each one for a particular 
discrete reason. Whilst it has already been mentioned that the first kind is expensive with respect 
to time and subjectively accurate as measurements are conducted by the experts, the second group 
of approaches fails so far to represent shape information thoroughly, in order to detect 
morphological patterns and characteristics. These are useful to perform efficiently the difficult 
task of specimen discrimination from many different species of the same genus.
The hypothesis of this research study is that given a randomly selected dataset consisting of 
digital images illustrating distinctive leaves from various specimens and species of the tree genus 
Tilia, there exist modem shape analysis and pattern recognition methods, suitable to 
automatically extract complete sets of morphological/shape features to perform efficient plant 
recognition/retrieval. Proving experimentally this research hypothesis is both challenging and 
worthwhile, for such a conclusion will eventually free scientists from the workload of manual 
determination and measurement of empirical morphological data. Moreover, frilly automated and 
efficient taxon identification in plant systematics is required as a consultant tool for the experts to 
limit their potential subjectivity, and optimise the recognition process. In spite of the 
measurement accuracy optimisation and the time-cost reduction, there is another reason to consult 
such a system; human perception is sometimes not sufficient to detect patterns and trends that can 
be useful for recognition purposes. For example, how easy might it be for a human to detect 
landmark curves on a leaf boundary (see Chapter 4)? Indeed, it is very difficult to visually 
observe a leaf to detect a contour point characterized by a given condition, especially when the 
condition involves number of features extracted from the point’s corresponding intermedian or 
intercentroidal curve (see Chapter 4). In other words, a main objective of this research study is 
also to sense and use hidden (not obvious) leaf shape information in favour of Tilia specimen 
recognition/retrieval optimisation.
The rest of the chapter is divided into four sections. The first one presents in brief an 
overview of previous research studies focused on the genus Tilia, and general scientific works, in 
which shape analysis and pattern recognition principles have successfully applied to digital 
images of leaves for automated taxon identification purposes. Secondly, section three discusses
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the processes of data collection, image acquisition, and data organization into several datasets, as 
has been necessary to collect and organise the botanic data for the needs of this case study’s 
experimental sessions. Next, section four follows to communicate the preprocessing stage, within 
the scope of which, concepts such as edge detection and noise handling have been taken into 
consideration. The systematic experimental sessions of the case study: Tilia are presented in 
section five, where the experimental results are thoroughly presented and analysed. Last, but not 
least, the sixth section is an attempt to derive scientific inferences based on the experimental 
results so far, test the aforesaid research hypotheses, detect any limitations and scopes for 
improvement, and compare the performance of the tests to the available datasets employed 
methods.
5.2 Overview / Related work
Classical printed taxonomic keys have already been applied for the identification process of 
species of the genus Tilia, such as a recent taxonomic key to Tilia species proposed by Pigott 
(1997). To date, there are not known computer-based classification and identification systems of 
Tilia specimens, with the exceptions of the ones introduced by Rath (1996) and Clark (2000, 
2004, 2007). Clark (2000) proposed an artificial neural network based methodology for 
recognition of Tilia species. More particularly, a multilayer perceptron (MLP) was introduced, for 
plant identification purposes utilising morphological plant characters gathered via manual 
processes from Tilia herbarium specimens. Clark also proposed a practical methodology 
presented to enable taxonomists to perform biological identification with the use of neural 
networks technology as advisory tools, by assembling results from a number of neural networks. 
A comparative study has also been conducted between the performance of the neural network and 
the performance of other classical identification methods by means of a case study of Tilia. More 
specifically, the comparative study took place between the neural network and taxonomic keys 
generated by means of the DELTA system (a set of programs widely used by botanists for 
classification and identification purposes). In Clark’s study, the MLP was found to perform better 
than the DELTA key generator.
Jensen et al. (2 0 0 2 ) compared three types of data in an explanatory analysis of a sample of 
leaves: a series of linear and angular measures, coefficients derived from leaf outlines, and partial 
warp scores derived from leaf landmark configurations. They used leaves from three discrete 
species of maple, Acer rubrum L. (red maple), Acer saccharinum L. (silver maple), and their
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hybrid Acer x freemanii Murrey. Their research hypothesis was that leaf characters alone would 
allow discrimination of the two species, and their hybrid would exhibit morphological 
intermediacy. Feature characters were extracted manually and identification was successful to 
some extend. However, they claimed that improvement on their experimental results was possible 
as the feature set they have collected was not complete. For instance, when using lengths and 
widths of leaves or the corresponding ratio, the relative locations of the landmarks on which the 
measurements are based was ignored. Moreover, the landmark techniques can be criticised by the 
argument that shape description coefficients are uninterpretable in terms of the landmark 
positions (Ehrlich et al, 1983) and there are very few true landmarks in leaf outlines. Zelditch et 
al. (2004) indicated, on the other hand, that outline based feature extraction methods are generally 
inapt for phylogenetic analysis, as information about homology between points is absent.
However, the significance of using leaf characters for plant systematics has been mentioned 
by many researchers. The taxonomic value of leaf shape quantitative characters and character 
ratios is a topic discussed by Philips (1983) in his research study using Parnassia leaves. The 
information value of leaf anatomical characters with respect to plant phylogeny has been also 
pointed out by Landrum (2002). Computer derived characters from leaves of the genus Dodonaea 
have been used as a classifier which performed better than when using a manually extracted 
feature set (West et al. 1984). Dickinson et al. (2006) proposed a novel technique for leaf shape 
comparison involving sampling of outlines by means of truss networks (McGlade & Boulding, 
1986) connecting landmarks or pseudo-landmarks and Principal Component Analysis. Even so, a 
criticism of their work is related to the selection method of the pseudo-landmarks in terms of 
homology principles.
White (1987) used various shape descriptor systems to describe a set of stored leaf outlines. 
In his comparative study, he used chain code descriptors, invariant moments, and elliptic Fourier 
descriptors to model the shape of a variety of specimen leaves for taxonomic purposes. According 
to his observations, he claimed that the selection of a shape description methodology is highly 
dependent on the nature of the application. For instance, a shape description method which is 
superior in terms of efficient representation of the object’s outlines may not have as good 
performance in applications where shape variations of patterns are studied. Similarly, shape 
description models that are apt for population biological investigations may not perform well in 
higher level systematics, classification, or identification applications. White claims that there is a 
necessity for a shape description model to have good discrimination abilities without the
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descriptors to be necessarily interpretable. That is valid especially for the multivariate analysis in 
the area of biosystematics and population biology studies. In his study, chain-code descriptors are 
evaluated as being fast to compute but performing poorly at measuring fine scale variation of the 
leaf shape. The elliptic Fourier approach, recommended in studies where only closed outlines are 
to be considered and classification is the main objective, performed better than chain code and 
moments invariants techniques regarding the particular dataset (digital images of Betula leaves) 
used by White through his experiments.
Mokhtarian & Boder (2003) used a dataset consisted of 120 leaf images from 12 discrete 
species of the genus Chrysanthemum to apply curvature scale space representation algorithms for 
retrieval/classification purposes. Several factors have been stated to describe how cumbersome 
they consider an attempt such as the automatic classification of leaf digital images. Overlaps of 
leaf contour contiguous parts, considerable between-class similarity, insufficient within-class 
similarity, small number of samples while the number of classes is large, and the fact that the 
alternative solution of applying sophisticated texture analysis is quite expensive with respect to 
time performance, are summarily the aforesaid problematic factors. However, Mokhtarian & 
Boder achieved encouraging results through systematic experimentation. This indicated that 
although it has been said that classification of leaf images is almost impossible (Mokhtarian & 
Boder, 2003), it is more feasible to solve the problem of detecting the most similar classes to an 
input sample. However, some criticism could be productive at this point, as each species/class of 
the dataset consisted of discrete leaf images taken from the same specimen, which is definitely an 
easier and probably not worthwhile version of the recognition problem. However, it is interesting 
to observe how the leaf-contour self intersection problem is addressed with the use of curvature 
scale space images, which is not the case according to this research study as there are no contour 
self intersection occurrences; a good example that points out the aforementioned strong 
correlation between the nature of the data and the selection of shape analysis approaches to be 
employed.
The function of the Minkowski fractal dimension have been used to produce features 
extracted from both the internal veins and the contour of Passiflora leaves to improve 
identification performance (Plotze et al 2005). It is claimed that morphological feature sets 
extracted systemically from leaf boundaries are not adequate for proficient automated taxonomic 
identification. This statement is justified not only experimentally but also intuitively, due to the 
information expansion conducted when additional morphological information about leaf veins is
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taken into account. However, some criticism involves the lack o f applying an effectual, with 
respect to information capture, shape analysis method to the Passiflora dataset. Such a method 
would probably be comparatively able to contribute so that useful inferences could be drawn and 
the performance o f the proposed method would be appropriately evaluated. On the other hand, 
assuming there is not such a boundary-based shape analysis method able to successfully compete 
with the proposed scheme, there are often significant amounts o f noise naturally introduced on 
the leaf surface (unnatural holes, diseases), and variation, which raise the recognition difficulty 
bar high. It is worthwhile to mention that the proposed noise removal and edge detection process 
(Plotze et al. 2005) applied to this case study’s Tilia datasets, proved to be insufficient to remove 
noise and conduct recognition effectively. In fact, improperly-handled noise compromised 
identification, whereas the proposed IMCS/ICCS based model performed better. The reason was 
that the proposed scheme focused on leaf contour shape analysis, combined with a highly 
standardised data collection and capture process. Even though venation information was lost, the 
proposed scheme proved to be both noise-robust and independent o f a poor edge detection 
algorithm. In other words, either an effective noise removal plan (alternatively a powerful 
noise-robust edge detection algorithm), or a high quality leaf collection process might be vital so 
that the complementary shape information would not compromise eventually identification. 
However, the implementation o f a composite shape analysis scheme, consisted o f an effective 
edge detection approach and multiple shape classifier techniques (representing both leaf outline & 
venation), is meaningful and currently considered as a potential (based on this thesis) future 
research work. A different solution could be the application o f an effective noise-robust partial 
shape analysis and comparison method, able to detect, in presence o f noise, similar parts in 
discrete leaf images. In conclusion, indisputably valuable though the additional leaf vein network 
shape information is, noise naturally inducted should be handled effectively.
Plant
identification
system
Leaf based
classification
model
Leaf quality 
modelling
Image acquisition
Shape analysis 
Feature extraction
Leaf
restoration
Botanical evaluation 
of the Plant classification 
& identification system
Figure 5.3: Proposed botanic system model (Clark et al., 2005)
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Since research previous works and findings related to Tilia case study have been selectively 
mentioned, partially presented and reviewed, the analysis of this study follows starting from the 
discussion of the data collection and organisation approach. Nonetheless, it should be stated in 
advance that this study was initiated as a preliminary stage of an ambitious novel identification 
model under development in the department of Computing at the University of Surrey, part of a 
bigger project (MORPHEDAS -  ‘Morphometric herbarium image data analysis’, now a three year 
project funded by the Leverhulme Trust), with the potential to automatically: © extract 
morphological characteristics from herbarium specimen digital images, © model leaf shape and 
other morphological features, © reconstruct damaged leaf samples and distinguish the 
overlapping ones, © optimise between pattern variance and discrimination, © conduct 
classification and identification of botanic specimens, and finally, © provide the experts with the 
chance to evaluate botanically the system’s outputs. More precisely, qualitatively-selected 
multiple Tilia leaf images form the input of the study in this thesis rather than whole herbarium 
specimens. In view of this fact, the reconstruction of damaged leaf samples is not handled here. 
The model is illustrated by Figure 5.3.
5.3 Data collection, image acquisition, & data organisation
Following several preset rules, essential for determining whether a leaf sample is appropriate 
for training or not, and after permission was granted, leaves have been collected (by J. Y. Clark 
and the author himself) from the living Tilia specimen collection of the Royal Botanic Gardens, 
Kew in London. Immature leaves, damaged, and terminal leaves were rejected as not being 
representative. The following observation was also taken into consideration. Leaves, collected 
from different parts of the tree, varied morphologically greatly. In particular, the so called ‘sprout 
leaves’, which sprout from die base of the tree trunk, cannot be used for taxonomic identification 
as they are morphologically atypical of the species. Therefore, leaf samples only from the upper 
part of the trees (the canopy) were finally collected. All the above comprised the set of predefined 
rules followed throughout the sample collection process. As a result, a high level of training 
sample quality was reached.
Given a label ‘A’ to identify this set of Tilia leaf samples, another similar set denoted by the 
letter ‘B’ was collected from living trees located in the University of Surrey (Guildford, UK) 
campus. According to J. Y. Clark, the campus map and the people responsible for campus 
specimens, the acquired specimens were of the four following Tilia species: T. cordata,
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T. kiusiana, T. platyphyllos, and T. mongolica. Set ‘A’, on the other hand, consists of samples 
taken from the following species: T. americana, T. kiusiana, T. maximowicziana, T. heterophylla, 
T. miqueliana, T. platyphyllos, T. amurensis, T. insularis, T. dasystyla, T. tomentosa, 
T. mongolica, T. cordata, T. oliveri, T. caroliniana, and T .chinensis. Additional Tilia species (T. 
japonica, T. mandshurica, T. tuan) and leaf samples comprising a third group £C’ have been 
available via Tilia herbarium specimen digital photographs, provided by J. Y. Clark. They are all 
six mega-pixel images (600 dpi) taken using a Fujipix 6900 Zoom digital camera, mounted on a 
standard photographic stand, with calibration grid, and they are all stored in JPEG format. The 
complete herbarium specimens photographed are cultivated species in the genus Tilia, located in 
the RBG Kew Herbarium. According to a previous study of this dataset (Clark 2000; Clark 2004), 
where character states were manually extracted from the herbarium specimens by physical 
measurement, neural net concepts were employed to facilitate comparison with earlier methods 
used also for taxonomic identification.
Using a professional herbarium press, the collected Tilia leaf samples have been initially 
pressed and dried, then subsequently stored, and used as input to a highly standardised image 
capturing process. As discussed also later in this chapter, noise removal is an essential task in 
image based identification applications; hence, Gaussian filters have been applied to smooth the 
extracted leaf contours during the digital image preprocessing phase. On the other hand, it has 
been shown experimentally that leaf contour shape information at detail level is vital for the 
proper identification of few Tilia species. For instance, the morphology of the leaf boundary teeth 
plays a significant role in the identification process. In what extent might be a leaf contour image 
noise removal approach useful in that case? It might be necessary to compromise noise removal, 
inasmuch as the identification system should represent shape information as thorough as possible.
Still, noise should be limited to a satisfactory level. Thus, it was decided firstly, to set 
collection rules to optimise the aforesaid uniform sample quality, and secondly, to use high 
standard capturing equipment under standard external conditions throughout the image capturing 
process. More particularly, an HP Scanjet 4670 See-thru vertical scanner was used to capture 
1200 dpi TIF images of the leaves. Apart from the high resolution image scans, the transparent 
surface of the scanner proved to be rather functional as it ensured a satisfactory supervision level, 
all the way through the capturing process. In contradiction to images captured by camera, the 
shadow effect in the scanned leaf images was sufficiently limited. Identical lighting conditions 
and location were used during the capturing process. Small groups of same species leaves were
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placed on a standard white A3 sized background, following again a predefined set o f rules. The 
parallelograms, within which, the leaves are inscribed, should not overlap each other with respect 
to their position on the standard background surface. Each image should not depict more than 
twelve leaves. Moreover, both leaf surfaces were captured for potential future texture analysis 
use. Botanically, there are two types o f leaf surfaces, the adaxial surface (top) and the abaxial 
surface (bottom). In other words, every image, acquired during the image capturing process, 
should display a predetermined homologous surface view of the leaves (top or bottom). 
Obviously, a shape analysis scheme, appropriate for a plant identification system (based on 
leaves), should be able to deal with the reflection effect, which is present when turning over a leaf 
about a vertical axis (see Figure 5.4). It is clear that both leaf surface viewpoints correspond to 
the same leaf, whereas their shape is different. To overcome this problem, each leaf surface o f the 
training set is handled as a discrete training leaf sample image.
TCOR1a_B TCOR1a_T
Mirror
IMCS' (reflection of IMCS)
Figure 5.4: Mirror effect. Reversion of an object's IMCS order, followed by a sign inversion of the point ordinates, 
produces an IMCS corresponding to the object's reflection
Inspired by the work o f Clark, (2000; 2004), for storing and standardisation purposes, 
a file-naming system has been established, regarding all digital images representing samples from 
sets A and B. Consistent with this system, four discrete parts compose an image label. The first 
capital letter denotes the genus o f the sample (T for Tilia), whilst the following three capital letter
acronym stands for the sample species. For example, the acronym TOLI refers to the oliveri 
species in the genus Tilia. Subsequently, the numerical part of the name constitutes a specimen 
index identifying uniquely the Tilia tree from which, the illustrated leaf sample has been 
collected. Apparently, so far, there might be more than one images identically identified, hence, 
the nomenclature system is not yet complete. The small letter, which comes after the genus, the 
species, and the specimen, is actually an alphabetical index of the image. As a result of this final 
addition, a unique name is assigned to any Tilia specimen leaf image. An underscore character is 
always appended to the end of the image name, declaring the beginning of a fifth complementary, 
optional part of the name. In general, this part has been decided to contain characters or numbers, 
in a predefined order, to communicate states of several image characteristics. In this case, only 
one position has been reserved for a Boolean variable, with values ‘T’, or ‘B’, denoting whether 
the leaf surface depicted is the top or the bottom one, respectively. Theoretically, a variety of 
image characteristics can be used, depending on the nature of the application. A nomenclature 
example of a Tilia leaf sample image is the following. The name ‘TMON3c_T’ is referred to the 
digital image labelled as ‘c’, which illustrates the top surface of leaves collected from the No. 3 
T. mongolica specimen.
Two sets of images, TiliaRBG, and TiliaUSC, have been produced to visually capture the 
collected leaves from Tilia specimens in the Royal Botanic Gardens (set A), and the University of 
Surrey campus (set B), respectively. A third set of images was composed using the Tilia 
herbarium specimen images of set C. Conforming to the aforementioned qualitative leaf 
collection rules, individual leaves have been selected and manually extracted (via commercial 
image processing software package: Corel PHOTO-PAINT X4) from set C images. Very few 
leaves, however, complied with the selection criteria, as the majority of them were broken, 
damaged, or partially occluded (overlapping occurrences). Leaves with clearly, and entirely 
visible contours, were detected and manually selected (even 'cut' out in few cases) to be then used 
for the making of a third set of images, called TiliaKH. Automatic detection of 'good' leaves 
from herbarium specimens was considered inconvenient at this point, for the specimens rarely 
consist of clearly visible leaves.
Table 5.1 presents a leaf image superset, including leaf samples from all the aforementioned 
sets of images. Even though the image preprocessing phase discussion follows, it was considered 
worthwhile to present the preprocessed images in advance, so that the reader would have a clearer 
viewpoint of the leaf boundary morphology. Leaves from the formed superset Tilia were
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randomly chosen to form the training and the testing sets for all the experiments o f this study: 
Tilia. Leaves acquired from the same specimen cannot participate in both the training and the 
testing set o f an identification experiment. Since the quality o f set C images are inferior with 
respect to the TiliaRBG, and TiliaUSC images, and the fact that they have been taken under 
different standards (e.g. they were taken using a camera), it was chosen to randomly use only a 
few TiliaKH leaf samples for the formation o f a potential training set. Nevertheless, TiliaKH 
proved to be a quite valuable set for testing purposes.
In total, there are fourteen different species o f the genus Tilia included in training and testing 
sets o f the experimental part o f this study. TiliaKH Specimens are accentuated by an asterisk for 
discrimination reasons. Due to the limited number o f specimen leaves, illustrated by TiliaKH 
images, Table 5.1 provides a more compact presentation o f this set. More precisely, 
independently o f the specimen origin, same species leaves are all displayed on one image, which 
is actually the union o f the component specimen images o f that species. Thus, according to Table 
5.1, a composite name can be assigned to a composite image, using an additional nomenclature 
pseudo-feature, used conventionally for the aforesaid display reasons. For instance, the label 
TAMU(2,3)a is assigned to an image that displays T. amurensis leaves from both specimens No. 
2 and 3. It should be finally clarified that the leaf surface type value is omitted, for TiliaKH 
images are actually a collage o f herbarium specimen image parts o f qualitatively selected leaves, 
where no special care has been taken to include both surface views o f the leaves. Figure 5.5 
shows few unprocessed Tilia leaf images (samples o f the Tilia superset).
Figure 5.5: (a) TTOM2a_T, (b) TOLI3a_B, (c) TMIQ2a_B, (d) TINS2a_T
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Tilia: Set of digital images illustrating the distinctiveness of Tilia leaves (after preprocessing)
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Table 5.1: Tilia dataset (continued overleaf)
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5.4 Data preprocessing
The Tilia case study involves the extraction of Tilia leaf morphological characteristics. 
Thus, the first step of preprocessing is the conversion of the RGB images comprising the raw 
Tilia dataset to intensity images (gray scale). An intensity-equalisation process (Gonzalez, et al., 
2004) follows to produce a new set of images, with higher dynamic intensity range and contrast. 
Given the highly standardised image capturing process discussed in Section 5.3, the histogram 
equalisation process proved to perform efficiently with respect to average intensity and contrast. 
As only the leaf boundary is required for this shape analysis-identification study, a segmentation 
algorithm is considered essential to recover the leaf shape. With the use of the gray-scale image 
intensity histogram, the most appropriate global threshold is computed and used to separate the 
leaves from the standard white background. Two discrete labels (0 and 1) are assigned to the leaf 
and the background points accordingly, and a straightforward contour tracing process is used to 
extract the leaf contours. Finally, a fast table-driven edge thinning method (Prewer & Kitchen, 
1999) was applied to the contours to increase the quality and guarantee the connectivity of the 
extracted leaf contour.
Unnatural holes on the leaf surface are intentionally lost using this methodology, as generally 
Tilia leaves have no holes. In a hypothetical case of a different genus, where holes or leaf contour 
self intersections constitute part of the leaf morphology, the approach should be different; thus, 
generalisation should be avoided. Nevertheless, using only boundary shape information, while 
omitting holes, transforms the noise removal problem into handling exclusively the noise 
artificially introduced to the leaf boundary. In that case, several evolutions of the images have 
been tested to address noise removal. An evolved version of an image is produced by the 
application of a Gaussian filter of small width a (Mokhtarian & Boder, 2003). As a result the 
boundaries of the leaves are smoother. However, for larger a values than 0.5, it has been shown 
that all identification tested method performances were compromised, while quite small a values 
did not improve significantly the identification scores. This was the first indication to postulate 
that leaf contour shape information at detail level is vital for the proper identification of some 
Tilia species. All the above observations are related to Tilia dataset subsets used for the following 
experiments (Section 5.5). Therefore, specifically for this case study, it has been shown that the 
highly standardised processes of sample collection and image capturing, combined with the 
aforementioned set of preprocessing tasks, and a relatively noise-robust shape representation 
scheme, managed to handle noise effectively.
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5.5 Case study: Tilia - experimental sessions
The real challenge of this study is to attain the best possible identification results, exclusively 
using shape information derived from Tilia leaf digital images, which form a multi-class dataset, 
wherein the between-class variance is considerably small, while the within-class variance with 
respect to some species is large. Therefore, it is expected that the automated taxonomic 
identification system would exhibit poor performance. However, it is of significant interest to 
discover which applied shape analysis and matching methods performed best, and why. This type 
of information provided by this research study is vital to subsequently discuss the prospective of 
using IMCS/ICCS shape representation and analysis schemes for general taxonomic 
identification. Furthermore, it might be possible, by determining an optimised method in terms of 
its performance or trend, to retrieve important indications of how the proposed IMCS/ICCS based 
approaches could be further advanced. This section discusses experimental findings derived from 
the conduct of a variety of representative experiments.
Image segmentation algorithms were applied to the Tilia dataset and leaf regions were 
detected in advance of the extraction of the leaf contours, to become in turn uniformly sampled 
into a thousand boundary points, formatting a row dataset capable to constitute the input for the 
proposed identification/retrieval models in this thesis. With respect to the boundary sampling 
process, the number of points was selected to be a thousand (sufficient resolution shape at detail 
level), so that the boundary shape information would be sufficiently captured. Several boundary 
and region based shape description/analysis schemes were employed, comprising elliptic Fourier 
descriptors, auto-regressive model coefficients, Zemike moments, wavelets, curvature scale space 
images, shape contexts, principal component analysis coefficients (all discussed in Chapter 2). 
They have been applied to the specimen leaf images in order to retrieve the necessary 
morphological information and classifiers for taxonomic identification. Beforehand, however, 
special care has been taken to guarantee orientation invariance, given that some of the applied 
shape representation methods are not independent respect to the boundary starting point selection 
process (they are not orientation invariant, so alignment is required).
The produced sets of leaf shape representation structures (e.g. IMCS/ICCS), were optimised 
with respect to class discrimination, storage, and speed factors via using a variety of subspace 
projection methods, that is, Principal Component Analysis (PCA), Independent Component 
Analysis (ICA), and Linear Discriminant Analysis (LDA) (all thoroughly presented in Chapter 3).
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Finally, multiple classifier strategies based on probabilistic models have been followed to 
advance the extracted shape representation schemes and the identification performance (Chapter 
4). It should be clarified that throughout this thesis, only methods with the ability to also claim 
retrieval accuracy over a given dataset are studied. Methods depended on learning modules 
(neural nets, SVM), are useful only for classification or identification. Although, according to the 
literature, learning based methods are able to perform taxonomic identification efficiently, they 
are not appropriate for retrieval (Latecki et ah, 2005; Daliri et ah, 2006; Reisert & Burkhardt, 
2006), and hence, they are not discussed within the scope of this thesis.
All the above approaches have been systematically compared to the proposed IMCS/ICCS 
based novel shape representation and matching schemes (see Chapter 4), primarily, using the 
criterion of the taxonomic identification performance, always with respect to the training and 
testing sets used throughout the experimental part of this study. Nevertheless, special weight is 
given to the IMCS/ICCS based approaches, for this shape analysis scheme deserves scrutiny and 
interpretation. By this it is meant that this chapter discusses and focuses on a more analytical 
presentation of the experimentally produced identification scores, achieved by the proposed 
schemes.
Species-based misidentification matrices (Boddy et ah, 1998;) are used to provide the reader 
with a potentially more detailed and complete viewpoint of the experimental results. A standard 
format has been given to all matrices presented in this chapter, i.e. an experiment description-title, 
an experiment number, a comment section, the recorded identification scores per species, the 
confidence of correct identification per species (specimens correctly identified as species X  / 
specimens identified as species X) (Williams & Renals, 1998), and the final identification score, 
are provided. It should be emphasised that this study is not a botanic morphometries study of the 
genus Tilia. Instead, it involves a botanically challenging dataset (Tilia dataset), used to study 
shape representation and matching techniques. However, those techniques might be generally 
appropriate also for automated botanic taxonomic identification applications, wherein the 
geometry of leaves is exclusively considered. All the experiments discussed, were implemented 
using the Matlab & Simulink 7.3.0 (v.R2006b) simulation environment in a Pentium IV computer 
(2.0 GHz and 2 Gb of RAM). However, some source code were also initially produced in Visual 
Basic 6.0 and C++ (MS Visual studio 2003) programming languages for image segmentation, 
edge thinning, and the extraction of few features.
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5.5.1 Four-species taxonomic identification experimental session
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Figure 5.6: Methodology followed throughout the experimental sessions of this study
Both training and testing sets, used by this section experiments, are consisted o f four Tilia 
species leaf samples, which are the following: T. cordata, T .platyphyllos, T. kiusiana, and 
T. mongolica. Those species have been selected to form the datasets o f this initial experimental 
session, as the between-class variance (with respect to leaf morphology) exemplifying the three o f 
the four species, is considerable. Consulting Table 5.1, a morphological similarity between the 
T. cordata and the T. platyphyllos species can be observed, whereas the species T. kiusiana, and 
T. mongolica, compared to each other and the other two species, present significant 
morphological diversity.
Figure 5.6 shows the methodology followed throughout the experimental sessions o f this 
study, including this four-species experimental session 5.1.x. The limited number o f classes in 
combination with a considerable between-class variance (concerning the three o f the four 
classes), render the identification process feasible; hence, such an identification problem was 
considered to be ideal as a first attempt to study the identification performance o f IMCS/ICCS 
based shape analysis schemes. Other aforementioned complementary methods have been also 
developed and tested, so as to deduce comparative results and conclusions. The datasets used 
here, are actually subsets o f the training and testing datasets, which in turn are used in the
96
following experimental sessions o f this chapter. The training and testing set compositions are 
illustrated by the following table 5.2.
S p e c ie s T r a i n in g  s e t N o .  o f  
l e a v e s
T e s t in g  s e t N o .  o f  
l e a v e s
T. cordata (COR) TCORl(a,b,c)_T & TCOR5(a)_T 20 TCOR(2,3,4)(a,b) 10
T. kiusiana (KIU) TKIUl(a,b)_T 20 TKIU(2,3,4)a 10
T. platyphyllos (PLA) TPLA4(a,b,c,e)_T 20 TPLA(l,2)a & TPLA(4,6)e 10
T. mongolica (MON) TMONl(a,b,c) 20 TMON3(a,b) 10
Table 5.2: Training and testing set for the 5.1 experimental session (see Table 5.1)
Elliptical Fourier descriptors (100 harmonics), auto-regressive model coefficients (first 100), 
Zernike moments (30), scale (first 16) and wavelet descriptors (48), shape context descriptors 
(200), and curvature scale space images, have been extracted from the stored leaf sampled 
boundaries (1000 points), which form the training and testing sets o f this experimental session. 
Subsequently, subspace projection methods were applied to optimise the descriptor sets, with 
respect to class separability and identification performance. Moreover, the optimised version o f 
the CSS contour-based descriptor founded by Mokhtarian & Boder (2003), also standardised by 
MPEG-7, has been successfully reproduced. The Chance probabilities method (Super, 2004) was 
implemented for testing and comparative purposes. As clearly stated in Section 5.3, to ensure 
invariance under the mirroring effect, the training set contains both symmetric leaf boundary 
representations. Before a pairwise object/leaf comparison takes place to compute a similarity 
metric value, the pair o f leaf contours needs to become aligned through the optimisation o f a 
preset criterion.
With respect to this section experiments, all objects were aligned through the detection o f a 
query landmark intermedian curve, characterised by maximum horizontal displacement, 
combined with a small (curve-set o f twenty) sized sliding window alignment algorithm (for more 
details and figures see Section 4.4 ). However, the alignment approach has been lost, when 
particular shape analysis and matching methods do not require it (see Chapter 2). Euclidean 
distances have been selected to evaluate similarity. Table group 5.3 exhibits the recorded 
identification scores (%), produced by the application o f the aforementioned variety o f methods 
to the 5.1 experimental session datasets. The acronyms COR, PLA, KIU, MON refer to the 
species T. cordata, T. platyphyllos, T. kiusiana, and T. mongolica respectively (see Table 5.2).
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Literature methods implemented: Experiments 5 .1 .1 -5 .1 .22
5.1.1 -  5.1.16: Basic shape description methods & subspace projection methods 
5.1.17 -  5.1.20: Advanced shape analysis and matching methods 
5.1.21 -  5.1.22: Multiple classifier approaches
(All methods and concepts used here are discussed in Chapters 2,3,4)
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IQ
M O N 10 30 6 0
E x p e r i m e n t
d e s c r ip t io n
AR coefficients (100) +  PCA(20)
%  C o n f. 4 4 .4 1 0 0 5 4 .5 9 0
%  S c o r e 7 2 . 5
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .1 1  (% ) C O R K I U P L A M O N
H C O R 3 0
20 40 10
e 
s 
tin
 
s
e
t
K I U 20 7 0 10
P L A 40 20 3 0 10
IQ M O N 10 10 10 7 0
E x p e r i m e n t
d e s c r ip t io n
AR coefficients (100) +  ICA(20)
%  C o n f . 3 6 .4 7 7 .8 4 4 .4 5 4 .5
%  S c o r e 5 2 . 5  !
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .1 2  ( % ) C O R K I U P L A M O N
H C O R 4 0 10 40 10
as K I U 20 7 0 10
~  3 P L A 40 10 4 0 10
IQ M O N 10 10 8 0
E x p e r i m e n t
d e s c r ip t io n
AR coefficients (100) +  LDA(20)
%  C o n f. 3 6 .4 6 6 .7 4 1 .7 7 5
%  S c o r e 5 0 . 3
%  C o n f . 3 0 5 8 .3 3 3 .3 7 7 .8
%  S c o r e 5 0
%  C o n f . 3 6 .4 7 7 .8 4 0 8 0
%  S c o r e 5 7 . 5
Table group 5.3: Experiment 5.1.1 -  5.1.22 scores (continued overleaf)
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E x p e r i m e n t Wavelet coefficients (48) + scale
d e s c r ip t io n coefficients(16)
E x p e r i m e n t  Wavelet coefficients (48) + scale
d e s c r ip t io n  coefficients (16) +  PCA(20)
E x p e r i m e n t  
5 .1 .1 3  ( % )
T r a i n i n g  s e t
C O R  K I U  P L A  M O N
T
e
s
t
i
n
g
s
e
t
C O R
K I U
P L A
M O N
5 0 40 10
10 8 0 10
60 4 0
10 9 0
E x p e r im e n t T r a i n i n g  s e t
5 .1 .1 4  ( % ) C O R K I U P L A M O N
H C O R 4 0 60e 
s 
t 
i 
n
 
s
e
t
K I U 20 7 0 10
P L A 40 10 5 0
TO
M O N 10 10 8 0
%  C o n f . 4 1 .7 1 0 0 4 0 9 0
%  S c o r e 6 5
%  C o n f. 3 6 .4 8 7 .5 3 8 .5 1 0 0
%  S c o r e 6 0
E x p e r i m e n t  Wavelet coefficients (48) +  scale
d e s c r ip t io n  coefficients(16) +  ICA(20)
E x p e r i m e n t  Wavelet coefficients (48) + scale
d e s c r ip t io n  coefficients(16) + LDA(20)
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .1 5  ( % ) C O R K I U P L A M O N
H C O R 5 0 10 40e 
s 
t 
i 
n
s
e
t
K I U 8 0 20
P L A 50 10 3 0 10
9Q
M O N 20 10 7 0
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .1 6  ( % ) C O R K I U P L A M O N
H C O R 5 0 50e 
s 
tin
 
s
e
t
K I U 20 8 0
P L A 50 5 0
TO
M O N 10 9 0
%  C o n f . 4 1 .7 8 0 3 0 8 7 .5
%  S c o r e 5 7 . 5
E x p e r i m e n t
d e s c r ip t io n
Shape Context (200)
E x p e r i m e n t T r a i n i n g s e t
5 .1 .1 7  ( % ) C O R K I U P L A M O N
H C O R 5 0 50e 
s 
t 
i 
n
 
s
e
t
K I U 1 0 0
P L A 40 6 0
TO
M O N 1 0 0
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .1 8  ( % ) C O R K I U P L A M O N
H C O R 5 0 fo 40e 
s 
t 
i 
n
s
e
t
K I U 10 9 0
P L A 50 5 0
TO M O N 1 0 0
CSSE x p e r i m e n t
d e s c r ip t io n
%  C o n f. 3 8 .5 1 0 0 5 0 1 0 0
%  S c o r e 6 7 . 5
%  C o n f . 5 5 .6 1 0 0 5 4 .5 1 0 0
%  S c o r e 7 7 . 5
%  C o n f . 4 5 .5 9 0 5 5 .6 1 0 0
%  S c o r e 7 2 . 5
Table group 5.3: Experiment 5.1.1 —5.1.22 scores (continued overleaf)
1 0 0
E x p e r i m e n t  
5 .1 .1 9  ( % )
T r a i n i n g  s e t
C O R  K I U  P L A  M O N
T
e
s
t
i
n
g
s
e
t
C O R
K I U
P L A
M O N
6 0 40
1 0 0
50 5 0
1 0 0
E x p e r i m e n t  Optimised CSS (with 4 global
d e s c r ip t io n  parameters - 2 matching stages)
E x p e r i m e n t  
5 .1 .2 0  ( % )
T r a i n i n g  s e t
C O R  K I U  P L A  M O N
T
e
s
t
i
n
g
s
e
t
C O R
K I U
P L A
M O N
4 0 60
1 0 0
40 6 0
1 0 0
E x p e r im e n t
d e s c r ip t io n
Chance probabilities
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .2 1  ( % ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 20 8 0
ETQ
M O N 1 0 0
%  C o n f . 5 4 .5 1 0 0 5 5 .6 1 0 0
%  S c o r e 7 7 . 5
E x p e r i m e n t
d e s c r ip t io n
Sum rule based fusion strategy -  
Fourier, Zernike, AR, Wavelet, CSS +  
___________Best(PCA,ICA,LDA)___________
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .2 2  (% ) C O R K I U P L A M O N
H C O R 5 0 50e 
s 
t 
i 
n
 
s
e
t
K I U 1 0 0
P L A 20 8 0
(TQ
M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
Vote rule based fusion strategy -  
Fourier, Zernike, AR, Wavelet, CSS +  
___________Best(PCA,ICA,LDA)___________
%  C o n f . 5 0 1 0 0 5 0 1 0 0
%  S c o r e 7 5
%  C o n f . 7 5 1 0 0 6 6 .7 1 0 0
%  S c o r e 8 5
%  C o n f. 7 1 .4 1 0 0 6 1 .5 1 0 0
%  S c o r e 8 2 . 5
C o m m e n t s
Ranking so far: Experiment 5.1.21: winner (85%), experiment 5.1.22: second winner (82.5%), experiments 5.1.17, 5.1.19: third winners (77.5%)
Table group 5.3: Experiment 5 .1.1-5.1.22 scores
Table group 5.3 summarises the identification performance o f several methods applied to the 
four-class dataset, and shows at first that even a limited numbered class identification problem, 
which involves leaf shape characters and descriptors only, might not be as trivial to be handled as 
it is potentially expected, for the between-class variance is often insufficient. In this case, the 
majority o f the approaches followed were unable to distinguish T. platyphyllos leaves from 
T. cordata leaves, whereas, according to the presented analytic results, few methods were not 
even competent to capture the significant morphological differences between the species 
T. platyphyllos!T. cordata, T. kiusiana, and T. mongolica samples. In general, the use o f basic 
shape descriptor projected vectors performed poorly, with the exception o f experiments 5.1.4 and
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5.1.8, wherein LDA boosted the performance of the extracted elliptic Fourier descriptors, and the 
Zernike moments, in that order. Both methods scored 72.5% correct identification, which is a 
significant improvement compared to the respective scores achieved by the same non-projected 
shape descriptor vector based methods.
In other words, LDA enhanced class separability, hence performance was improved. The fact, 
however, that the advanced shape analysis methods performed well, indicates suitability to 
capture shape information more efficiently. Developed and applied for the needs of the 
experimental session 5.1.17 -  5.1.20, these approaches managed to increase both the confidence 
of correct identification per species, and the final identification score. Therefore, it is safe to 
postulate the necessity of a more advanced and sophisticated framework to analyse and represent 
shape for taxonomic identification purposes. According to previous experimental scores, merely 
the best shape descriptor and subspace projection method combinations have been selected to 
fuse, given of course a training specimen set of known origin.
The sum and vote rule based multiple classifier approaches (see Section 4.5) outperformed all 
the other schemes, proving by this that the advanced methods of the session 5.1.17 -  5.1.20 did 
not capture all the necessary shape information to eventually enhance identification at an 
optimum level. Inspired by this observation, several IMCS/ICCS based shape analysis schemes 
have been tested during the following experimental session, aiming to capture a complete set of 
morphological features, and maximise taxonomic identification with respect to the given 
four-species dataset.
All training and testing digitised leaf contours have been transformed into IMCS and ICCS 
shape representation structures, consisted of one thousand curves (one curve per boundary point). 
The intermedian curve sampled points total 250, whereas each intercentroidal curve is composed 
of 500 points. However, it was agreed to reduce intercentroidal curve points to 250 as well, in 
favour of uniformity, good performance, and simplicity. In spite of just using fixed IMCS/ICCS 
correspondence distances to measure similarity (very effective in shape retrieval applications, see 
Section 4.8), IMCS/IMMS feature based shape analysis approaches (using feature-vector 
classifiers see Sections 4.3 and 4.4) have been also employed to capture significant amount of 
shape information. A variety of morphological features has been extracted from numerous parts 
of the curves, to form a mapping of the leaf contours into a high dimensional feature space, where 
all shapes have the same size.
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Morphological features automatically extracted partially from the normalised curves, serves 
both identification and flexibility. In essence, according to a given dataset, the process o f 
weighting in favour o f the local, or the global character o f a selected shape description scheme 
becomes more flexible to manage. For example, the study o f the leaf teeth morphology at detail 
level requires the selection o f the most appropriate, with respect to feature or correspondence 
evaluation, part o f the intermedian/intercentroidal curve for that purpose. That part can be the 
small one near the reference contour point (see Figure 5.7). On the contrary, global leaf shape 
characteristics can be deduced from the study o f a whole intermedian/intercentroidal curve.
T. tomentosa leaf
Intermedian curve part 
corresponding to t=  5 sec. 
It represents the shape of 
the leaf boundary part, 
enclosed by the dashed 
circle. Shape in that case 
is locally represented at 
detail level.
t = 5 sec
boundary sampled point 
(1 of 500)
Figure 5.7: R epresenting boundary details (given sufficient resolution and boundary points)
Uniformity is a considerable factor; hence, each curve was divided into the following time 
periods (time frames) o f particles’ motion: 1-10 sec, 11-25 sec, 26-50 sec, 51-75 sec, 76-100 sec, 
101-150 sec, 151-200 sec, and 201-250 sec. For morphological feature extraction purposes, 
merely continuous time frames composed of the above elementary periods have been selected. 
Although, an unlimited number o f features can be extracted from the IMCS/ICCS representation
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structures, the set o f features used for the needs o f the following identification experiments is 
illustrated by Table 5.4. For space economy reasons, eight o f the sixteen vector fields used to 
extract energy features are presented here. The selection o f the fields was random but also in 
accord with several intuitive criteria. For example, given that boundary shape information at 
detail level is vital with respect to identification; several force fields have been selected, 
exemplified by powerful forces applied near the origin o f the Cartesian system, whereas distant 
forces gradually grow weaker (e.g. see Table 5.4 vector fields/line integrals 1,2,5,6,7,8, and 
Section 4.3 ).
IMCS/ICCS morphological/shape features
S t a t i s t i c a l  f e a t u r e s
Time intervals/frames: 1-10, 1-25, 1-50, 1-75, 1-100, 1-150, 
1-200, 1-250, 1-10, 11-25, 26-50,51-75, 76-100, 101-150, 
151-200, 201-250
M o t io n /K in e m a t i c s  F e a t u r e s
Time intervals/frames: 1-10, 1-25, 1-50, 1-75, 1-100, 1-150, 
1-200, 1-250, 1-10, 11-25,26-50,51-75, 76-100, 101-150, 
151-200, 201-250
Max(x), Min(x), Max(y), Min(y)
Kurtosis(x), Kurtosis(y)
Skewness(x), Skewness(y)
Standard Deviation(x), Standard Deviation(y) 
Mean(x), Mean(y)
Range(x), Range(y)
Particle’s displacement
Velocity
Acceleration
Acceleration(x), Acceleration(y) 
Speed(x), Speed(y)
E n e r g y  f e a t u r e s  s u b s e t  ( l in e  in t e g r a l s )  -  v e c t o r  f ie ld s
Time intervals/frames: 1-10, 11-25, 26-50, 51-75, 76-100, 101-150, 151-200, 201-250
11. L /,///* ss
4 t *. f j .  '
V&YsC"''' 
Vffo '
r/7.1
/ ft  / t / t
i ---
1.t t i n s  s
M i f f y - ' - "
100
•150 •100 100 150 200•50 0
Line integral 1 Line integral 2
(x2 + y 2 + l)1 (x2 + y + 1) (x + y + 1) (x2 + y2 + I)1
Table 5.4: IMCS/ICCS feature set (continued overleaf)
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Line integral 3 
x = sinx + cosx > y = sinxcosy
Line integral 4 
x = sinx + cosx > y = sinycosx
200 
150 
100 
50 
0 
•50 
-100 
-150 
-200
-200 -150 -100 -50 0  50 100 150 200
Line integral 5 
-y(l-(4(x2+y2))03) x(l-(4(x2+y2))0'3)
x2 + y2 y x 2 + y 2
4
3 
2 
1 
0 
-1 
-2 
-3
4
-4 -3 -2 - 1 0 1 2 3 4
Line integral 7 
_ (3cosy + 4) _ -(3cosx + 4)
20 + cosx + cosy 30 + cosx + cosy
ip
200 
150 
100 
50 
0 
-50 
-100 
-150 
-200
-150 -100 -50 0  50 100 150
Line integral 6 
x(l-(4(x2+y2))03) -y(l-(4(x2+y2))03)
x2 + y 2 y x2 + y2
4
3 
2 
1 
0 
-1 
-2 
-3 
-4
-4 -3 -2 - 1 0 1 2 3 4
Line integral 8 
_ (3cosx + 4) _  -(3cosy + 4)
20 + siny + cosy " 30 + siny + cosy
Table 5.4: IMCS/ICCS feature set
IMCS/ICCS based approaches: Experiments 5.1.23 -  5.1.46
5.1.23 — 5.1.26: IMCS/ICCS fixed correspondences + optimum time frame
5.1.27 -  5.1.38: IMCS/ICCS statistical, kinematics/motion, energy multiple classifier + LDA + optimum time frame
5.1.39 -  5.1.42: IMCS/ICCS composite multiple classifier + LDA + optimum time frame
5.1.43 -  5.1.46: Alignment-free IMCS/ICCS multiple landmark curve classifier + multiple time frames
(All methods and concepts used here are discussed in Chapters 2,3,4)
E x p e r i m e n t
d e s c r ip t io n
IMCS fixed correspondences (1-50: 
optimum time frame)
E x p e r im e n t
d e s c r ip t io n
ICCS fixed correspondences (1-75: 
optimum time frame)
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .2 3  (% ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
tin
s
e
t
K I U 1 0 0
P L A 30 7 0
era M O N 1 0 0
E x p e r i m e n t T  r a i n i n g  s e t
5 .1 .2 4  ( % ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 40 6 0
era
M O N 1 0 0
%  C o n f . 6 6 .7 1 0 0 6 3 .6 1 0 0
%  S c o r e 82.5
E x p e r i m e n t
d e s c r ip t io n
IMCS fixed correspondences - 20 
PCA coefficients/curve (1-75: 
optimum time frame)
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .2 5  ( % ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
t 
i 
n
s
e
t
K I U 10 9 0
P L A 30 7 0
era
M O N 1 0 0
%  C o n f . 6 0 1 0 0 6 0 1 0 0
%  S c o r e 8 0
E x p e r i m e n t
d e s c r ip t io n
ICCS fixed correspondences 20 ■ 
PCA coefficients/curve (1-75: 
optimum time frame)
E x p e r i m e n t T r a i n i n g s e t
5 .1 .2 6  ( % ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
t 
i 
n
 
s
e
t
K I U 1 0 0
P L A 40 6 0
era
M O N 1 0 0
E x p e r i m e n t T  r a i n i n g  s e t
5 .1 .2 7  (% ) C O R K I U PLA M O N
H C O R 7 0 30
C« a! K I U 1 0 0
~  9 PLA 40 6 0
era
M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
IMCS sum based statistical multiple 
classifier (1-75: optimum time frame) 
+ LDA
%  C o n f. 6 0 9 0 6 3 .6 1 0 0
%  S c o r e 8 0
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .2 8  (% ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 40 6 0
era
M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
ICCS sum based statistical multiple 
classifier (1-100: optimum time 
frame) + LDA
%  C o n f. 6 0 1 0 0 6 0 1 0 0
%  S c o r e 8 0
%  C o n f . 6 3 .6 1 0 0 6 6 .7 1 0 0
%  S c o r e 82.5
%  C o n f. 6 0 1 0 0 6 0 1 0 0
%  S c o r e 8 0
Table group 5.5: Experiment 5.1.23 -  5.1.46 scores (continued overleaf)
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Experiment
description
IMCS sum based kinematics multiple 
classifier (1-75: optimum time frame) 
+ LDA
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .2 9  ( % ) C O R K I U P L A M O N
H C O R 7 0 30e 
s 
t 
i 
n
 
s
e
t
K I U 1 0 0
P L A 30 7 0
era
M O N 1 0 0
E x p e r i m e n t T r a i n i n g s e t  j
5 .1 .3 0  (% ) C O R K I U P L A M O N
H C O R 6 0 40
»
50 Vi ft) «"4 #4- HH
s
K I U 1 0 0
P L A 30 7 0
ora M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
ICCS sum based kinematics multiple 
classifier (1-75: optimum time frame) 
+  LDA
%  C o n f . 7 0 1 0 0 7 0 1 0 0
%  S c o r e 8 5
E x p e r i m e n t
D e s c r ip t io n
IMCS sum based energy multiple 
classifier (1-100: optimum time 
 frame) +  LDA___________
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 1  ( % ) C O R K I U P L A M O N
H C O R 6 0 40e 
s 
t 
in
s
e
t
K I U 20 8 0
P L A 30 7 0
ora
M O N 1 0 0
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 2  (% ) C O R K I U P L A M O N
H C O R 5 0 50e 
s 
tin
s
e
t
K I U 20 8 0
P L A 40 6 0
era
M O N 1 0 0
%  C o n f. 6 6 .7 1 0 0 6 3 .6 1 0 0
%  S c o r e 8 2 . 5
E x p e r i m e n t
d e s c r ip t io n
ICCS sum based energy multiple 
classifier (1-100: optimum time 
frame) +  LDA
E x p e r i m e n t
d e s c r ip t io n
IMCS vote based statistical multiple 
classifier (1-75: optimum time frame) 
+ LDA
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 3  (% ) C O R K I U P L A M O N
H C O R 6 4e 
s 
t 
i 
n
 
s
e
t
K I U 10
P L A 4 6
era
M O N 1 0
%  C o n f. 5 4 .5 1 0 0 6 6 .7 1 0 0
%  S c o r e 7 7 . 5
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 4  ( % ) C O R K I U P L A M O N
H C O R 6 4e 
s 
t 
i 
n
s
e
t
K I U 10
P L A 4 6
era
M O N 1 0
E x p e r i m e n t
d e s c r ip t io n
ICCS vote based statistical multiple 
classifier (1-100: optimum time 
frame) +  LDA
%  C o n f . 4 5 .5 1 0 0 5 4 .5 1 0 0
%  S c o r e 7 2 . 5
%  C o n f. 6 0 1 0 0 6 0 1 0 0
%  S c o r e 8 0
%  C o n f . 6 0 1 0 0 6 0 1 0 0
%  S c o r e 8 0
Table group 5.5: Experiment 5.1.23 -  5.1.46 scores (continued overleaf)
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E x p e r im e n t  
5 .1 .3 5  ( % )
T r a i n i n g s e t
C O R  K I U  P L A  M O N
T
e
s
t
i
n
g
s
e
t
C O R
K I U
P L A
M O N
7 0 30
1 0 0
30 7 0
1 0 0
Experiment
description
IMCS vote based kinematics multiple 
classifier (1-75: optimum time frame) 
+  LDA
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 6  ( % ) C O R K I U P L A M O N
H C O R 7 0 30e 
s 
11 
n
s
e
t
K I U 1 0 0
P L A 30 7 0
era M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
ICCS vote based kinematics multiple 
classifier (1-75: optimum time frame) 
+  LDA
E x p e r im e n t T r a i n i n g  s e t
5 .1 .3 7  ( % ) C O R K I U P L A M O N
H C O R 6 4e 
s 
t 
i 
n
s
e
t
K I U 1 9
P L A 3 7
era
M O N 1 0
E x p e r i m e n t
D e s c r ip t i o n
IMCS vote based energy multiple 
classifier (1-100: optimum time 
___________ frame) +  LDA____________
%  C o n f . 7 0 1 0 0 7 0 1 0 0
%  S c o r e 8 5
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 8  ( % ) C O R K I U P L A M O N
H C O R 6 4nv oc K I U 2 8
s P L A 3 7
aa
M O N 1 0
E x p e r i m e n t
d e s c r ip t io n
ICCS vote based energy multiple 
classifier (1-100: optimum time 
frame) +  LDA
%  C o n f . 7 0 1 0 0 7 0 1 0 0
%  S c o r e 8 5
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .3 9  (% ) C O R K I U P L A M O N
H C O R 8 0 2 0e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 10 9 0
era
M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
IMCS sum based (statistical, 
kinematics, energy) multiple classifier 
(1-75: optimum time frame) +  LDA
%  C o n f . 6 0 1 0 0 6 6 .7 1 0 0
%  S c o r e 8 0
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .4 0  ( % ) C O R K I U P L A M O N
H C O R 8 0 2 0e 
s 
11 
n
s
e
t
K I U 1 0 0
P L A 2 0 8 0
ora M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
ICCS sum based (statistical, 
kinematics, energy) multiple classifier 
(1-100: optimum time frame) +  LDA
%  C o n f . 5 4 .5 1 0 0 6 3 .6 1 0 0
%  S c o r e 7 7 . 5
%  C o n f. 8 8 .9 1 0 0 8 1 .8 1 0 0
%  S c o r e 9 2 . 5
%  C o n f . 8 0 1 0 0 8 0 1 0 0
%  S c o r e 9 0
Table group 5.5: Experiment 5.1.23 -  5.1.46 scores (continued overleaf)
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Experiment
Description
IMCS vote based (statistical, 
kinematics, energy) multiple classifier 
(1-100: optimum time frame) +  LDA
E x p e r i m e n t T r a i n i n g s e t
5 .1 .4 1  ( % ) C O R K I U P L A M O N
H C O R 9 0
10
e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 10 9 0
era
M O N 1 0 0
E x p e r i m e n t
d e s c r ip t io n
ICCS vote based (statistical, 
kinematics, energy) multiple classifier 
(1-100: optimum time frame) +  LDA
E x p e r i m e n t  
5 .1 .4 2  ( % )
T r a i n i n g  s e t
C O R  K I U  P L A  M O N
T
e
s
t
i
n
g
s
e
t
C O R
K I U
P L A
M O N
8 0 2 0
1 0 0
10 9 0
1 0 0
%  C o n f. 9 0 1 0 0 9 0 1 0 0
%  S c o r e 9 5
E x p e r i m e n t
D e s c r ip t i o n
Alignment-free IMCS sum based 
multiple landmark curve classifier 
(multiple time frames) +  LDA
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .4 3  ( % ) C O R K I U P L A M O N
H C O R 9 0 10ft
«  as 
ft M.
s
K I U 1 0 0
P L A 1 0 0
ora
M O N 1 0 0
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .4 4  ( % ) C O R K I U P L A M O N
H C O R 9 0 10e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 10 9 0
era
M O N 1 0 0
%  C o n f. 8 8 .9 1 0 0 8 1 .8 1 0 0
%  S c o r e 9 2 . 5
E x p e r i m e n t
d e s c r ip t io n
Alignment-free ICCS sum based 
multiple landmark curve classifier 
(multiple time frames) +  LDA
%  C o n f . 1 0 0 1 0 0 9 1 1 0 0
%  S c o r e 9 7 . 5
%  C o n f . 9 1 1 0 0 9 1 1 0 0
%  S c o r e 9 5
E x p e r i m e n t
d e s c r ip t io n
Alignment-free IMCS vote based 
multiple landmark curve classifier 
(multiple time frames) +  LDA
E x p e r im e n t
D e s c r ip t io n
Alignment-free ICCS vote based 
multiple landmark curve classifier 
(multiple time frames) +  IDA
E x p e r i m e n t T r a i n i n g  s e t
5 .1 .4 5  ( % ) C O R K I U P L A M O N
H C O R 9 0
10
e 
s 
t 
i 
n
s
e
t
K I U 1 0 0
P L A 1 0 0
era M O N 1 0 0
E x p e r i m e n t T r a i n i n g  s e t
5.1.46 (%) C O R K I U P L A M O N
H C O R 90 10e 
s 
11 
n
s
e
t
K I U 100
P L A 100
19 M O N io o  j
%  C o n f . 1 0 0 1 0 0 9 1 1 0 0
%  S c o r e 9 7 . 5
%  C o n f . 1 0 0 1 0 0 9 1 1 0 0
%  S c o r e 9 7 . 5  j
C o m m e n t s
Ranking (final): Experiment 5 .1 .4 6 ,  5 .1 .4 5 ,  5 .1 .4 3 :  winners ( 9 7 .5 % )
Table group 5.5: Experiment 5 .1 .23 -5 .1 .46  scores
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Good identification scores, recorded throughout the 5.1.23 -  5.1.46 experimental session, 
signify that IMCS/ICCS based shape analysis schemes capture shape information sufficiently. In 
addition, combined with LDA and multiple classifier strategies, those schemes managed to 
perform identification proficiently with respect to the four-species leaf image set o f this section. 
In comparison to other projection methods, LDA proved experimentally to be optimum on the 
subject o f class separability and identification. Therefore, all 5.1.27 -  5.1.46 IMCS/ICCS 
classifiers were projected using LDA. Moreover, various time frames (curve parts) were 
independently studied, with respect to their role in the efficacy o f the feature extraction process, 
regarding correct identification. However, Table group 5.5 illustrates only experimentally 
deduced identification scores, corresponding to the optimum time frame (curve parts) related to 
each particular shape analysis approach performance.
IMCS based identification performance -  Time (sec) ICCS based identification performance -  Time (sec)
+—.
Exp. 5.1.23  
Exp. 5.1.39 
Exp. 5.1.41 
Exp. 5.1.37
Exp. 5.1.24 
Exp. 5.1.38 
Exp. 5.1.42
Exp. 5.1.34  
Exp. 5.1.36Exp. 5.1.27
250200 250 200150 100 150
Time (sec) Time (sec)
Figure 5.8: IMCS/ICCS based method Recognition(%) -  Time(sec) diagrams
An aggregate illustration o f the mutual relationship between the taxonomic identification and 
the time frame wherein IMCS/ICCS morphological features are computed, is provided by the 
above diagrams. In accordance with the diagrams illustrated by Figure 5.8, the 1-75 sec, and 
1-100 sec time intervals (curve parts) proved to be the most appropriate for effective feature 
extraction, conducted by the great majority o f the applied methods so far. However, in this case, 
the identification performance o f the IMCS/ICCS based methods did not vary significantly in 
connection with the time window choice process. Due to this observation, an intuitive selection o f 
a time frame might be sufficient to get eventually, a rough idea o f the general identification
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capability of a given IMCS/ICCS based shape analysis method. It is clear, however, that further 
study of this correlation is recommended in favour of taxonomic identification optimisation and 
potential comparison to other shape analysis approaches.
From the observation of both Table group 5.5 and Figure 5.8, it is noteworthy and also easy 
to ascertain the compound identification scheme superiority comparing to single classifier based 
approaches. Experimental session 5.1.27 -  5.1.42 scores indicate evidently an effective shape 
description and capturing ability characterising a composite energy, kinematics, and statistical 
feature based recognition strategy. That is, a multiple classifier consisted of all IMCS/ICCS 
feature types (energy, kinematics, statistical) proved to be more effective comparing to multiple 
one-type feature classifier approaches. Having scored 95% - 97.5%, the composite multiple 
classifier techniques prevailed, as the best score noted throughout the session 5.1.27 -  5.1.38 was 
12.5% below (85%). Although other probabilistic based classifier fusion strategies have been also 
tested (e.g. median, product rule), this thesis focused on the sum and vote rule based strategies, 
for they have performed better. However, multiple classifier approaches tend to be more sensitive 
to the selection of a time frame, wherein feature selection takes place. This can be ascribed to 
frequent shape information overlaps caused by the selection of a relatively large time frame. 
Therefore, in cases where the between-class variance is small, it might be appropriate (for 
identification applications) to choose features evaluated from intermediate or even small curve 
parts (using intermediate or small time intervals). Last, but not least, without necessarily to be 
straightforward interpretable, energy features fused with other feature types influenced 
significantly on the optimisation of the recognition process, whereas alone performed satisfying.
Multiple classifier strategies have been also applied by the best approach of using landmark 
curves as classifiers. A variety of criteria was determined, so as to detect a set of twenty landmark 
distinctive curves to become, in turn, an optimum multiple classifier, freeing the identification 
process from the workload of an additional shape alignment process, in advance of every leaf 
pairwise comparison. Thinking mathematically about homology (biological homology is not 
validated throughout this thesis), each curve is a classifier corresponding to a particular boundary 
landmark, that is, it contains morphological interrelationship information about the 
correspondence between the landmark sampled point and its neighbouring boundary points. 
Generally, this approach does not require uniformity on the subject of the time frame selection, 
wherein the landmark curves are detected. On the contrary, the time frame is considered also as 
another parameter of the optimisation criterion to distinguish landmark curves. For example, a
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distinctive curve used to capture the leaf boundary teeth morphology at detail level, is the one 
characterised by maximum standard deviation along the x-axis, for the period o f 1-25 sec.
Moreover, particular true leaf landmarks could be found following a clearly stated 
IMCS/ICCS based criterion. For example, the Tilia leaf tip can be defined as the landmark point 
that corresponds to the curve described by the fastest particle within the 1-50 sec time frame. The 
aforementioned landmark curves are few examples o f those composing the multiple classifier 
scheme. Because o f the limited number o f classifier tested, it should be remembered that this 
study may not have managed to discover the best possible classifier with respect to the 
identification process o f the given Tilia leaf dataset. The pool o f available distinctive landmark 
curves can be endless; hence, curves have been selected to form the classifier according to the 
common sense and randomness. Moreover, several different classifiers presented equivalent 
performance, with small variations. Therefore, this study has achieved the objective, which was 
the foundation o f a generally accepted good identification performance approach and a thorough 
study o f the IMCS/ICCS based analysis scheme behaviour. A representative small subset o f 
landmark curves is presented by Table 5.6. Last, but not least, landmark relative position 
algorithms and metrics (distance sets, thin-plate splines) did not outperformed the set o f the 
feature curves used as a multiple classifier. It can be only assumed that this particular information 
is encapsulated by the intermedian/intercentroidal landmark curve set naturally. To recapitulate, 
approaches using landmark curve sets clearly won the Tilia identification ‘competition’ 
throughout the experimental session 5.1.1 -  5.1.46, while they promise a potential satisfactory 
performance with respect to the quite challenging Tilia multi-class dataset o f the following 
experimental session.
E x a m p le s  o f  l a n d m a r k  c u r v e  d e t e c t io n  c r i t e r i a  ( t im e  d e p e n d e n t )
Max(displacement (x or y)), Min(displacement (x or y))
Max(Max(x or y)), Min(Min(x or y))
Min(Max(x or y))„ Max(Min(x or y))
Max(Standard deviation(x or y))
Max(kurtosis(x or y)), Min(kurtosis(x or y))
Max(Skewness(x or y)), Min(Skewness(x or y))
Max(Mean(x or y)), Min(Mean(x or y))
Max(Speed(x or y))5 Max(V elocity)
Max(Acceleration(x or y)), Max(Acceleration))
Max(Work done), Min(Work done), given a vector field 
and many more ...
Table 5.6: A subset of landmark curve detection criteria (used for this study)
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5.5.2 Fourteen-species taxonomic identification experimental session
Species Training set No. of leaves Testing set
No. of 
leaves
T. oliveri (OLI) TOLIl(a,b,c,d)_T 15 TOLI2b_T & TOLI3c_T 10
T. cordata (COR) TCOR5(a,b)_T 15 TCOR(2,3,4)(a,b) 10
T. kiusiana (KIU) TKIUl(a,b)_T 15 TKIU(2,3,4)a 10
T .platyphyllos (PLA) TPLA4(a,b,c)_T 15 TPLA6(a,b,c) _T 10
T. mongolica (MON) TMONl(a,b)_T 15 TMON3(a,b)_T 10 I
T. americana (AME) T AME 1 (a,b,c)_T 15 NA 0
T. amurensis (AMU) TAMU1 (a,b,c)_T 15 TAMU(2,3,4)a 3
T. dasystyla (DAS) IDAS 1 (a,b,c,d)_T 15 TDAS2a 2
T. heterophylla (HET) THET1 (a,b,c,d)_T 15 THET(2,3)a 2
T. insu laris (INS) TINSl(a,b,c,d)_T 15 HNS2(a,b,c)_T 10
T. maximowicziana (MAX) TMAX1 (a,b,c,d)_T 15 TMAX2(a,b,c)_T 10
T. mique liana (MIQ) TMIQ2(a,b,c)_T 15 TMIQ3a_T & IM IQ la  & MIQ(4,5)a 10
T. tomentosa (TOM) TTOM2(a,b,d)_T 15 TTOM3a_T & TTOM4a_T 10
T. chinensis (CHI) TCHI1 (a,b,c)_T & CHI(2,3,4)(a,b) 15 NA 0
Table 5.7: Training and testing set for the 5.2 experimental session (see Table 5.1)
The small between-species morphological variance o f the genus Tilia leaves and the 
considerable within-class variance, presented by few species, constitute the main ingredients that 
render this experimental session rather challenging. In addition, due to the large number o f 
species studied in this section, poorer identification management was expected. A new pair o f 
training and testing sets were formed, consisting o f fifteen Tilia species leaf samples. Table 5.7 
illustrates the constitution o f the training and testing datasets used by the following experiments. 
The leaf images are available for visual observation via Table 5.1. Section 5.1 communicated the 
first part o f this research study’s findings by means o f misidentification matrices, diagrams and 
discussion. This section presents the results o f the second experimental part o f case study Tilia 
likewise. However, only the best methods with respect to identification performance have been 
selected to discuss here. Once more, IMCS/ICCS based schemes and other shape analysis 
methods, have been employed to identify the experimental session 5.2 testing set correctly, using 
merely morphological features extracted from Tilia leaves. Fifteen leaves from each species were 
chosen to comprise the training set. The reduction o f the training set leaf number per species 
comes from the lack o f sufficient total o f leaves to form a larger uniform set. That is the same 
reason why a small number o f species in the testing set are represented by a smaller number o f 
leaves.
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/Experimental session 5.2 comprises 46 experiments, the same number of experiments 
conducted by session 5.1. The same principles applied to the 4-species dataset of 5.1, have been 
followed throughout session 5.2, testing these same methods to conduct identification with 
respect to the more challenging 14-species dataset. Tables 5.8 - 5.13 present the six winner 
identification approaches, which have achieved the best total identification scores. Given the 
difficulty level of the leaf dataset, 74.2% correct specimen identification is considered 
satisfactory. Generally, T. kiusiana, T. mongolica, T. oliveri, and T. tomentosa leaf specimens 
have been easily recognized, because of the significant leaf morphological distinction from the 
rest of the Tilia species leaves. Other species, however, were quite difficult to identify correctly. 
T. cordata specimens were often misidentified as T. chinensis, T. amurensis, or even T. 
platyphyllos, whereas many leaves have been mistakenly recognised as T. cordata. Generally, 
although the majority of the applied shape analysis methods failed to perform taxonomic 
identification properly, in several occurrences of specimen misidentification, visual observation 
was employed to eventually prove that there was no significant morphological difference between 
the correctly identified leaves and the misidentified ones.
Again the IMCS/ICCS methods outperformed all the other shape analysis schemes, achieving 
descent identification scores. However, multiple classifier rules applied to landmark curves, 
performed best (for a few multiple classifier constitutions), recording an unexpectedly good 
identification score with respect to the given dataset. The between-class variance of the Tilia 
dataset was not sufficient, whereas for some species the within-class variance was considerable. 
That shows consistency with the good performance throughout the session 5.1 and an obvious 
ability to capture shape patterns useful for class discrimination. Regarding the feature based 
approaches, LDA again found to be useful, without however causing sharp performance 
improvement. This was expected, due to the large number of overlapping classes, impossible to 
distinguish linearly. Nevertheless, most of the subspace projection methods had a positive 
influence on the total identification scores. The time frames wherein morphological features have 
been extracted, presented more or less equivalent performance for the time period from 1-150 sec. 
After that, the extracted features encapsulated global shape information; hence, identification 
failed due to the small between-class variance. Finally, all the other methods manage to achieve 
weak identification scores, except the optimised CSS approach, scoring 63.2%. Next section's 
diagrams summarise the identification results of the experimental part of this thesis.
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5.6 Summary of experimental results & statistical significance tests
List of experiments 5.1.x (x - 1 , 4 6 )
No. Descritpion Score No. Description score
1 Elliptic Fourier Descriptors (100 harmonics) 60 2 Elliptic Fourier Descriptors (100 harmonics) + + PCA(20) 57.5
3 Elliptic Fourier Descriptors (100 harmonics) + + ICA(20) 67.5 4
Elliptic Fourier Descriptors (100 harmonics) + 
+ LDA(20) 72.5
5 Zemike moments (30) 65 6 Zemike moments (30) + PCA(10) 65
7 Zemike moments (30) + ICA(10) 65 8 Zernike moments (30) + LDA(10) 72.5
9 AR coefficients (100) 52.5 10 AR coefficients (100) + PCA(20) 50.3
11 AR coefficients (100) + ICA(20) 50 12 AR coefficients (100) + LDA(20) 57.5
13 Wavelet coefficients(48) + scale coefficients(16) 65 14 Wavelet coefficients(48) + scale coefficients(16) + + PCA(20) 60
15 Wavelet cocfficients(48) + scale coefficients(16) + + ICA(20) 57.5 16
Wavelet coefficients(48) + scale coefficients(16) + 
+ LDA(20) 67.5
17 Shape context (200) 77.5 18 CSS 72.5
19 Optimised CSS (with 4 global parameters + 2 matching stages) 77.5 20 Chance probabilities 75
21 Sum rule based fusion strategy* + Fourier, Zernike, AR, wavelet, CSS + best (PCA, ICA, LDA) 85 22
Vote mle based fusion strategy + Fourier, Zernike, 
AR, wavelet, CSS + best (PCA, ICA, LDA) 82.5
23 IMCS fixed correspondences (1-50: optimum time frame) 82.5 24
ICCS fixed correspondences (1-75: optimum time 
frame) 80
25 IMCS fixed correspondences - 20 PCA coefficients/curve (1-75: optimum time frame) 80 26
ICCS fixed correspondences - 20 PCA 
coefficients/curve (1-75: optimum time frame) 80
27 IMCS sum based statistical multiple classifier (1-75: optimum time frame) + LDA 82.5 28
ICCS sum based statistical multiple classifier 
(1-100: optimum time frame) + LDA 80
29 IMCS sum based kinematics multiple classifier (1-75: optimum time frame) + LDA 85 30
ICCS sum based kinematics multiple classifier 
(1-75: optimum time frame) + LDA 82.5
31 IMCS sum based energy multiple classifier (1-100: optimum time frame) + LDA 77.5 32
ICCS sum based energy multiple classifier 
(1-100: optimum time frame) + LDA 72.5
33 IMCS vote based statistical multiple classifier (1-75: optimum time frame) + LDA 80 34
ICCS vote based statistical multiple classifier 
(1-100: optimum time frame) + LDA 80
35 IMCS vote based kinematics multiple classifier (1-75: optimum time frame) + LDA 85 36
ICCS vote based kinematics multiple classifier 
(1-75: optimum time frame) + LDA 85
37 IMCS vote based energy multiple classifier (1-100: optimum time frame) + LDA 80 38
ICCS sum based energy multiple classifier (1-100: 
optimum time frame) + LDA 77.5
39
IMCS sum based (statistical, kinematics, energy) 
multiple classifier (1-75: optimum time frame) + 
+ LDA
92.5 40
ICCS sum based (statistical, kinematics, energy) 
multiple classifier (1-100: optimum time frame) + 
+ LDA
90
41
IMCS vote based (statistical, kinematics, energy) 
multiple classifier (1-100: optimum time frame) + 
+ LDA
95 42
ICCS vote based (statistical, kinematics, energy) 
multiple classifier (1-100: optimum time frame) + 
+ LDA
92.5
43
Alignment-free IMCS sum based multiple 
landmark curve classifier (multiple time frames) + 
LDA
97.5 44 Alignment-free ICCS sum based multiple landmark curve classifier (multiple time frames) + LDA 95
45
Alignment-free IMCS vote based multiple 
landmark curve classifier (multiple time frames) + 
LDA
97.5 46 Alignment-free ICCS vote based multiple landmark curve classifier (multiple time frames) + LDA 97.5
Table 5.14: List of experiments 5 .1.x
List of experiments 5.2.x (x = 1 , 4 6 )
No. Descritpion Score No. Description score
1 Elliptic Fourier Descriptors (100 harmonics) 50.5 2
Elliptic Fourier Descriptors (100 harmonics) + 
+ PCA(20)
49.5
3 Elliptic Fourier Descriptors (100 harmonics) + + ICA(20) 53.6 4
Elliptic Fourier Descriptors (100 harmonics) + 
+ LDA(20)
53.6
5 Zemike moments (30) 49.5 6 Zemike moments (30) + PCA(10) 48.5
7 Zemike moments (30) + ICA(10) 46.4 8 Zemike moments (30) + LDA(10) 49.5
9 AR coefficients (100) 44.3 10 AR coefficients (100) + PCA(20) 43.3
11 AR coefficients (100) + ICA(20) 41.2 12 AR coefficients (100) + LDA(20) 45.4
13 Wavelet coefficients(48) + scale coefficients(16) 49.5 14
Wavelet coefficients(48) + scale coefficients(16) + 
+ PCA(20) 47
15 Wavelet coefficients(48) + scale coefficients(16) + + ICA(20)
47.4 16 Wavelet coefficients(48) + scale coefficients(16) + + LDA(20)
49.5
17 Shape context (200) 54.6 18 CSS 52.6
19 Optimised CSS (with 4 global parameters + 2 matching stages) 61.9 20 Chance probabilities
54.6
21 Sum mle based fusion strategy + Fourier, Zernike, AR, wavelet, CSS + best (PCA, ICA, LDA) 57.7 22
Vote mle based fusion strategy + Fourier, Zemike, 
AR, wavelet, CSS + best (PCA, ICA, LDA)
56.7
23 IMCS fixed correspondences (1-50: optimum time frame)
55.7 24 ICCS fixed correspondences (1-75: optimum time frame)
56.7
25 IMCS fixed correspondences - 20 PCA coefficients/curve (1-75: optimum time frame) 54.6 26
ICCS fixed correspondences - 20 PCA 
coefficients/curve (1-75: optimum time frame)
57.7
27 IMCS sum based statistical multiple classifier (1-75: optimum time frame) + LDA 55.7 28
ICCS sum based statistical multiple classifier 
(1-100: optimum time frame) + LDA
55.7
29 IMCS sum based kinematics multiple classifier (1-75: optimum time frame) + LDA 57.7 30
ICCS sum based kinematics multiple classifier 
(1-75: optimum time frame) + LDA
57.7
31 IMCS sum based energy multiple classifier (1-100: optimum time frame) + LDA 52.6 32
ICCS sum based energy multiple classifier 
(1-100: optimum time frame) + LDA
54.6
33 IMCS vote based statistical multiple classifier (1-75: optimum time frame) + LDA
57.7 34 ICCS vote based statistical multiple classifier (1-100: optimum time frame) + LDA
56.7
35 IMCS vote based kinematics multiple classifier (1-75: optimum time frame) + LDA 57.7 36
ICCS vote based kinematics multiple classifier 
(1-75: optimum time frame) + LDA 55.7
37 IMCS vote based energy multiple classifier (1-100: optimum time frame) + LDA
56.7 38 ICCS sum based energy multiple classifier (1-100: optimum time frame) + LDA
53.6
39
IMCS sum based (statistical, kinematics, energy) 
multiple classifier (1-75: optimum time frame) + 
+ LDA
59.8 40
ICCS sum based (statistical, kinematics, energy) 
multiple classifier (1-100: optimum time frame) + 
+ LDA
61.9
41
IMCS vote based (statistical, kinematics, energy) 
multiple classifier (1-100: optimum time frame) + 
+ LDA
64.9 42
ICCS vote based (statistical, kinematics, energy) 
multiple classifier (1-100: optimum time frame) + 
+ LDA
64.9
43
Alignment-free IMCS sum based multiple 
landmark curve classifier (multiple time frames) + 
LDA
69.1 44 Alignment-free ICCS sum based multiple landmark curve classifier (multiple time frames) + LDA
60.8
45
Alignment-free IMCS vote based multiple 
landmark curve classifier (multiple time frames) + 
LDA
73.1 46 Alignment-free ICCS vote based multiple landmark curve classifier (multiple time frames) + LDA
74.2
Table 5.15: List of experiments 5.2.x
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Figure 5.9: Experimental session 5.1 and 5.2 identification results
Figure 5.9 diagrams summarise the identification scores recorded throughout the 
experimental part o f this thesis. Experiments 5.1.x were carried out using the four-class Tilia 
dataset, whereas experiments 5.2.x were conducted with the fourteen-class Tilia dataset. The 
horizontal axes o f both bar diagrams represent the index x = 1, ..., 46, corresponding to the 
experiments listed in Table 5.14 and 5.15. Thus, each bar stands for a discrete identification 
method, showing its identification performance (%). All methods and concepts used in this study 
have been discussed in Chapters 2, 3, and 4. Statistical significance tests (paired two-tailed t- 
tests) perfoimed on the results o f the species-based misidentification Tables 5.8 - 5.14. These 
tables illustrate the identification performance o f the six best methods applied in the fourteen-
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class Tilia dataset o f this case study (5.2.21, 5.2.19, 5.2.41, 5.2.43, 5.2.45, and 5.2.46). Since the 
identification scores o f the species are considered in the same order for each experiment, it is not 
necessary to perform an F-test first. The null hypothesis for all paired two-tailed t-tests is that 
there is no significant difference in the mean results between each pair o f compared identification 
experimental tests. This test show that the null hypothesis was not refuted for the method pairs 
(5.2.21, 5.2.19), (5.2.21, 5.2.41), (5.2.19, 5.2.41), (5.2.19, 5.2.43), (5.2.41, 5.2.43), (5.2.41, 
5.2.45), (5.2.41, 5.2.46), (5.2.43, 5.2.45), (5.2.45, 5.2.46), i.e. there was no significant difference 
at the 5% level found. On the contrary, regarding all other method pairs, the null hypothesis was 
refuted, proving that there was significant difference at the level o f 5%. All the above are 
illustrated by Table 5.16.
Paired 2-tailed 
ttest 5.2.21 5.2.19 5.2.41 5.2.43 5.2.45 5.2.46
5.2.21 HI 0.11 0.10 0.01 0.00 0.00
5.2.19 0.11 a 0.94 0.06 0.01 0.01
5.2.41 0.10 0.94 a 0.45 0.23 0.19
5.2.43 a 0.10 0.05
5.2.45 0.00 0.10 a 0.34
5.2.46 0.01 a
Table 5.16: Paired two-tailed t-test results
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C h a p t e r  6 
Summary and Conclusions
6.1 Thesis contributions
This thesis constitutes the foundation o f a novel shape analysis and matching scheme based 
on representation structures called intermedian/intercentroidal curve sets (IMCS/ICCS). Chapter 
4 established a thorough and clear theoretical framework, so as to inspire and allow future 
researchers to expand or modify the proposed shape analysis approaches constructively. The 
proposed models handled to outperformed all published retrieval (84.58%) and classification 
(97.78%) scores with respect to the MPEG-7 Core Experiment CE-Shape-1 Part B test (see 
Section 4.8). The identification performance o f several IMCS/ICCS based shape analysis and 
matching techniques was recorded throughout the run o f the experimental sessions 5.1.x and 
5.2.x. (x = 1 , 4 6 ) .
In essence, the research hypothesis o f this thesis was not refuted. Given the difficulty level o f 
the 14-class Tilia dataset and the fact that exclusively Tilia leaf morphological information was 
used for the 5.2.x. session o f experiments, the identification score (75.8%) was considered 
successful. Moreover, Tilia dataset was produced according to high standards, thus it has added 
value to the results o f this thesis. Having performed well in a variety o f different tests, the 
proposed shape analysis scheme proved to be both flexible and promising. Expansibility seems to 
be also a very realistic option; a statement that is supported by a concise but thorough 
presentation (Chapter 4) o f this thesis proposed model prospective in the fields o f image 
description, 3-dimensional shape analysis, and partial shape recognition.
However, with respect to partial and 3-dimensional analysis, experiments are only at an early 
stage. Therefore it was considered scientifically correct not to present them here. Finally, the lack 
o f an automated feature or landmark curve selection method for optimisation puiposes constitutes 
the main drawback o f the IMCS/ICCS based shape analysis scheme. However, it is expected that 
this issue will be addressed within the scope of a future research study.
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6.2 Detailed conclusions
Even though this study was not purely a botanic morphometries study of the tree genus Tilia, 
the potential of IMCS/ICCS based shape analysis in the field of automated biological taxonomic 
identification (where the study of shape and morphology is recommended) was clearly 
demonstrated, achieving up to 74.2% correct species recognition. In contrast, neural network 
based identification studies of the same species of Tilia (Clark, 2000), where data was collected 
manually achieved up to 66.67% correct species recognition.
A variety of morphological features (statistical, kinematics, energy) was evaluated using 
IMCS/ICCS structures to represent the shape of Tilia leaves. The similarity presented between the 
different Tilia species in terms of shape and the outliers, rendered the identification objective 
even more difficult to attain. In this thesis, however such limitations were actually desirable so 
that the performance of the model would be recorded and studied while dealing with both realistic 
and challenging specimen datasets. Several time frames/intervals were selected to extract features 
from the IMCS/ICCS structures, emphasizing either the global or the local shape characteristics. 
In this case flexibility was considered one of the advantages of the proposed scheme. Moreover, 
leaf contour smoothing for noise reduction purposes compromised the identification of Tilia 
specimens, proving that capturing shape information at detail level (locally) would be essential. 
The proposed model managed to represent shape information sufficiently. Subspace projection 
methods (PCA, LDA, ICA) were also applied to the feature sets improving the identification 
scores. Dimensionality reduction was not the only objective, but also the extraction of meaningful 
component features, which would be able to operate better when used to train the model. 
Nevertheless, it is not always trivial to predict how well a projection method will perform as it 
depends on the dataset over which it is applied. Hence, extensive experimentation is required.
Fixed correspondence alignment techniques were employed in a pairwise comparison 
manner; when required of course, since multiple landmark curve classifiers are alignment-free 
techniques. These methods prevailed in the comparative study in this thesis. Hence, the 
introduction of the novel concept of landmark curves and the corresponding contour landmarks, 
combined with probabilistic fusion strategies, proved to be useful. These kinds of shape analysis 
controls also provide the researcher with a better understanding of several morphological features 
and characteristics, potentially used for taxonomic identification. Last, but not least, biological
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morphometries uses landmarks widely, and some common ground between the proposed model 
and this area has been found.
Other methods were also reproduced and tested using the Tilia datasets for comparison 
purposes (Fourier, Zemike moments, AR coefficients, Wavelet packet descriptors, CSS images, 
shape contexts, chance probabilities etc.). Each of the 5.1.x and 5.2.x sessions consisted of 46 
distinct experiments (to test a sufficient number of methods and IMCS/ICCS shape analysis 
approach variations). All identification results were analytically presented using species-based 
misidentification tables. A summary of all the experimental results is available in the end of 
Chapter 5. Statistical significance tests (Student’s paired two-tailed t-tests) were carried out to 
mathematically confirm the superiority of the proposed model (using MS Excel 2007)..
The best four methods with respect to identification performance using the Tilia datasets were 
all based on IMCS/ICCS structures and concepts. In fact, good identification scores achieved by 
IMCS/ICCS based methods combined with fusion techniques, signify that these shape analysis 
schemes have the ability to capture and represent shape information sufficiently. Conclusively, 
IMCS/ICCS based shape analysis might deserve some attention. However, there are still two 
drawbacks. The first concerns an additional cost in time when evaluating features, whereas the 
second one is the lack of a fast automatic-standardised feature or landmark curve selection 
process (useful for retrieval problems). Unfortunately, Existing methods (e.g. Pearson's 
correlation coefficient (Jain & Zongker, 1997), Relief) were tested without success (retrieval or 
identification score improvement did not take place). Both topics are considered worthwhile 
future research work, for the production of a fully automated and efficient retrieval system.
6.3 Future studies
As stated earlier in Chapter 4, a future complete study of the proposed model for three- 
dimensional shape analysis and matching would be advantageous. Using the Princeton shape 
benchmark (PSB) (Shilane et al., 2004) database to form training and testing sets of objects, 
IMCS/ICCS based (3-dimensional) multiple landmark curve classifier approaches have been 
successfully tested so far. Following the hierarchical classification scheme proposed by Shilane et 
al. (2004), the animal and some of the furniture categories were correctly identified. However, 
results are still premature and the research is considered preliminary, thus they have not been
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discussed in this thesis. So far, lacking an optimum 3-dimensional descriptor to solve all 
classification schemes of the PSB, the motivation for further research and experimentation in this 
field exists.
The last but most challenging part of this study involved the automatic taxonomic 
identification of Tilia herbarium specimens, using a given training set of leaf images. With regard 
to the constitution of the training set of this experiment, TiliaKH leaf images have been lost due 
to their origin; that is, the herbarium specimens used here to form a prospective testing set (set C). 
Generally, it is anything but trivial to use herbarium specimens for identification purposes, for the 
specimens rarely consists of clearly visible leaves. Since, traditionally, no special care has been 
taken during the herbarium specimen production method to eliminate these characteristics, partial 
occlusion and leaf overlap occurrences exemplify the majority of the specimens. In addition, as 
mentioned earlier, seven million herbarium specimens (including about 350,000 type specimens) 
are located at the Herbarium, in the Royal Botanic Gardens, Kew in London. The lack of 
automated information systems able to study these specimens, with respect to a variety of 
scientific purposes, results in a great waste of valuable information. Although such an attempt 
was considered ambitious, a partial shape recognition approach has been applied successfully to 
identify the herbarium specimens comprising a given testing set, from training leaf contour 
distinctive parts. Section 4.8 already proposed a general framework for partial shape recognition.
Manually isolated leaf boundary parts formed a training set, while Tilia herbarium specimens 
comprised a testing set. This thesis proposed partial shape recognition approaches handled to 
detect fast and effectively the training leaf parts in the herbarium specimens. However, 
identification failed due to the lack of clearly visible leaves in the testing set. Moreover, in the 
case where the training set was the fourteen-class Tilia dataset used throughout the 5.2.x 
experimental session, taxonomic identification did not work successfully. The DCE (polygonal 
approximation approach, see Chapter 2, 4) failed due to the massive leaf overlapping occurrences. 
Future work involves the discussion and eventually the development of a more sophisticated 
partial shape recognition framework, which will be free of DCE or similar methods. In 
conclusion, a novel shape analysis framework based on IMCS/ICCS structures has been 
presented. The proposed model performed satisfactory for retrieval and botanic taxonomic 
purposes. It is hoped now that future researchers in the fields of shape analysis and pattern 
recognition will find this work inspiring and they will expand it constructively.
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A p p e n d i x
Data sources
Cultivated Tilia specimens with acronyms used for training
Acronym used in 
this thesis Cultivated species
Source: tree (location , number or author's collection number) or herbarium 
specimen (collection/Herbarium No.)
J.Y.C
(2000)
Acronym
TOLI1 oliveri RBGK, 134-11.13424 142(Dot9) TOLI1
TCOR1 cordata RBGK, 000-73.11561 463(Dot 13) TCOR1
TCOR5 cordata University of Surrey Campus JYCDF1 -
TKIU1 kiusiana RBGK, 1959-77603 TKIU1
TPLA4 platyphyllos RBGK, 468-04.46809 462(Dot 84) TPLA4
TMON1 mongolica RBGK, 238-05.23801 462(Dot 56) TMON1
TAME1 americana RBGK, 000-73-11560 463(Dot 19) TAME1
TAMU1 amurensis RBGK, 1982-8500 JYC320 TAMU1
TDAS1 dasystyla RBGK, 14/7/61 H/2762/61 near Camellia cuspidata DET T. rubra DC 
NPT&JYC 1980
TDAS1
THET1 heterophylla RBGK, 000-72.10878 461-06(Dotl) THET1
TINS1 insularis RBGK, (not NPC/JYC) 000-72-10804 462 GDNSNo.229 TINS1
TMAX1 maximowicziana RBGK, 191015602 as R. Melville sn. 29/6/1943 (notNPT/JYC) TMAX1
TMIQ2 miqueliana RBGK, 000-69-16884 GDNSNo.187 Arboretum loc 454 TMIQ2
TTOM2 tomentosa RBGK, 1900-470-00.47018 323 GDNSNo.210 TTOM2
TCHI1 chinensis RBGK, 1997-5236 -
TCHI2 chinensis HRBGK, TIPotanin yrl885HerbHPet CHI1
TCHI3 chinensis HRBGK, F orrest613 0(Y unnan) CHI2
TCHI4 chinensis HRBGK, Forrest 12765(Yunnan) CHI3
Where possible, the same acronyms (e.g. TAME1) have been used as these used by Clark (2000) for testing. 
However, some specimens used for testing in this thesis (e.g. TCHI2) were used for training by Clark (2000), and 
therefore the acronym is slightly different (e.g. in the example given, CHI1 was used by Clark, and is the same 
specimen designated here as TCHI2).
Table A. 1: Tilia specimens used for training
RBGK: Royal Botanic Gardens, Kew (Living Collection), HRBGK: Herbarium of Royal Botanic Gardens, Kew, 
BM (NM): British Museum (Natural History)
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Cultivated Tilia specimens with acronyms used for testing
Acronym 
used in this 
thesis
Cultivated
species
Source: tree (location, number or author's collection number) or herbarium 
specimen (collection/Herbarium No.)
J.Y.C
(2000)
Acronym
TCOR2 cordata HRBGK, Lindbergl237 COR1
TCOR3 cordata HRBGK, Petunnikowl012 COR2
TCOR4 cordata BM (NH), Pigott 94-31 COR3
TKIU2 kiusiana HRBGK, HerbHongK3916, Hayakawa sn. KIU1
TKIU3 kiusiana HRBGK, H.Shirasawa sn. (Middle Japan) syntype?(in T! folder) 
(not prop.lectot.)
KIU2
TKIU4 kiusiana BM (NH) S.Matusima,Jul5,1952. TSM861 KIU3
TPLA1 platyphyllos HRBGK, Fraser 109 PLA1
TPLA2 platyphyllos HRBGK, Schreiber2480 (sphaerocarpa) PLA2
TPLA6 platyphyllos RBGK, 000-73.18793 462(Dot71) TPLA6
TMON3 mongolica RBGK, 1905-48501 -
TOLI2 oliveri RBGK, 000-69.16887 454(Dot3) TOLD
TOLD oliveri RBGK, 000-73.18799 462(Dot44) TOLD
TAMU2 amurensis HRBGK, F.Karol080(Komarov,Fl.Man) isotype AMU1
TAMU3 amurensis HRBGK, Wilson 8871(AmArbExpn) v. glabrata Nakai AMU2
TDAS2 dasystyla HRBGK, Steven?sn.(fl sheet of 2) type DAS1
THET2 heterophylla HRBGK, BiltmoreHerb. 1030b HET1
THET3 heterophylla HRBGK, Palmer 1547 l(v. michauxii) HET2
TINS2 insularis RBGK, 000-73.11580 463(Dotll) TINS2
TMIQ1 miqueliana RBGK, 463-00.46301 462(Dot63) GDNSNo.77 TMIQ1
TMIQ3 miqueliana RBGK, 1996-2589 !
TMIQ4 miqueliana HRBGK, isoT?Maximovicz, sn., Yokohama,(Japan) (12/85a) MIQ1
TMIQ5 miqueliana HRBGK, Homi Shirasawa .v/?.MidJap, MIQ2 j
TTOM3 tomentosa RBGK, 1972-12978 TTOM3
TTOM4 tomentosa RBGK, 254-36.25403 323(Dot48) TTOM4
Table A.2: Tilia specimens used for testing
RBGK: Royal Botanic Gardens, Kew (Living Collection), HRBGK: Herbarium of Royal Botanic Gardens, Kew, 
BM (NM): British Museum (Natural History)
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L i s t  o f  A c r o n y m s
DCE Discrete Curve Evolution CPF Chance Probability Function
CSS Curvature Scale Space PCA Principal Component Analysis
SAC Smoothed Active Contour OTU Operational Taxonomic Unit
AR Auto-Regressive KLT Karhunen-Loeve Linear Transformation
CPARCOR Complex Partial Correlation ANOVA Analysis Of Variance
NCQV Non-Casual Quadratic Voltera Model LDA Linear Discriminant Analysis
DWT Discrete Wavelet Transformation SVD Singular Vector Decomposition
FIR Finite Impulse Response GSVD General Singular Value Decomposition
SVM Support Vector Machine ICA Independent Component Analysis
EGLD Extended Generalised Lambda Distribution IMCS Inter-Median Curve Set
MLP Multi-Layer Perceptron ICCS Inter-Centroidal Curve Set
MORPHIDAS MORPhometric Herbarium Image Data Analysis RBG Royal Botanic Gardens, Kew (London)
T i l i a  (T.) S p e c i e s
JAP japonica AME americana
OLI oliveri COR cordata
KIU kiusiana PLA platyphyllos
MON mongolica AMU amurensis
DAS dasystyla HET heterophylla
INS insularis MAX maximowicziana
MIQ miqueliana TOM tomentosa
CHI chinensis
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