In this paper, the adaptive dynamic programming (ADP) approach is employed for designing an optimal controller of unknown discrete-time nonlinear systems with control constraints. A neural network is constructed for identifying the unknown dynamical system with stability proof. Then, the iterative ADP algorithm is developed to solve the optimal control problem with convergence analysis. Two other neural networks are introduced for approximating the cost function and its derivatives and the control law, under the framework of globalized dual heuristic programming technique. Furthermore, two simulation examples are included to verify the theoretical results.
Introduction
The nonlinear optimal control has been the focus of control fields for many decades [8, 16] . It often needs to solve the nonlinear Hamilton-Jacobi-Bellman (HJB) equation. For instance, the discrete-time HJB (DTHJB) equation is more difficult to work with than the Riccati equation because it involves solving nonlinear partial difference equations. Although dynamic programming has been a useful technique in handling optimal control problems for many years, it is often computationally untenable to perform it to obtain the optimal solutions [4] .
Effective techniques have been employed to construct learning systems [22, 20, 37, 19, 35, 3, 12, 11] . Characterized by strong abilities of self-learning and adaptivity, artificial neural networks (ANN or NN) are also a functional tool to implement learning control [33, 15, 13, 34] . Additionally, they are often used to carry out universal function approximation in adaptive/approximate dynamic programming (ADP) algorithms. The ADP method was proposed by Werbos [33, 34] to deal with optimal control problems forward-in-time. There were several synonyms used for ADP, including ''adaptive critic designs'' [21] , ''adaptive dynamic programming'' [30, 17] , ''approximate dynamic programming'' [34, 24, 2] , ''neuro-dynamic programming'' [5] , ''neural dynamic programming'' [23] , and ''reinforcement learning'' [6] .
In recent years, ADP and related research have gained much attention from researchers [1, 2, 5, 6, 9, 10, 14, 17, 18, 21, [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] 34, 36] . According to [21] and [34] , ADP approaches were classified into several main schemes: heuristic dynamic programming (HDP), action-dependent HDP (ADHDP), also known as Q-learning, dual heuristic dynamic programming (DHP), ADDHP, globalized DHP (GDHP), and ADGDHP. Al-Tamimi et al. [2] proposed a greedy HDP iteration algorithm to
Preliminaries
In this paper, we study the nonlinear discrete-time systems described by x kþ1 ¼ Fðx k ; u k Þ; k ¼ 0; 1; 2; . . .
where x k 2 R n is the state vector and u k ¼ uðx k Þ 2 R m is the control vector. Let the initial state be denoted by x 0 . The system function F(x k , u k ) is continuous for " x k ,u k and F(0,0) = 0. Hence, x = 0 is an equilibrium state of system (1) under control u = 0.
We define X u ¼ fu k ju k ¼ ½u 1k ; u 2k ; . . . u mk T 2 R m ; ju ik j 6 u i ; i ¼ 1; 2; . . . mg, where u i is the saturating bound for the ith actuator. Let U ¼ diagf u 1 ; u 2 ; . . . u m g be a constant diagonal matrix. The objective for general optimal control problems is to find the control law u(x) which minimizes the infinite horizon cost function given by
where U is the utility function, U(0, 0) = 0, and U(x i , u i ) P 0 for " x i , u i . According to Bellman's optimality principle, the optimal cost function
In other words, J ⁄ (x k ) satisfies the DTHJB equation
The corresponding optimal control u ⁄ is
In many literatures [2, 9, 28] , the utility function is chosen as
where Q and R are positive definite matrices with suitable dimensions. However, when dealing with constrained optimal control problems, it is not the case any more. Inspired by the work of [1, 36] , we can employ a generalized non-quadratic functional
to substitute the quadratic term of u i in (4) . Note that in (5), w
, R is positive definite and assumed to be diagonal for simplicity of analysis, s 2 R m ; w 2 R m ; w ÀT denotes (w À1 ) T , and /(Á) is a bounded one-to-one function satisfying j/(Á)j 6 1 and belonging to C p (p P 1) and L 2 (X). Moreover, it is a monotonic odd function with its first derivative bounded by a constant M. The well-known hyperbolic tangent function /(Á) = tanh (Á) is one example of such function. Besides, it is important to note that Y(u i ) is positive definite since / À1 (Á) is a monotonic odd function and R is positive definite.
In this sense, the utility function becomes (2) and (3) becomes
respectively.
3. Neural optimal control scheme based on the iterative ADP algorithm
In this section, we present the neural optimal control scheme for unknown controlled system using the iterative ADP algorithm. Three subsections are embodied, including the NN identification of the unknown controlled plant, the derivation of the iterative ADP algorithm, and the convergence proof of the iterative algorithm.
Identification of the unknown controlled system using NN
In this section, a three-layer feedforward NN is constructed to identify the unknown system dynamics. Let the number of hidden layer neurons be denoted by l, the ideal weight matrix between the input layer and hidden layer be denoted by m Ã m , and the ideal weight matrix between the hidden layer and output layer be denoted by x Ã m . According to the universal approximation property [13] of NN, the system dynamics (1) has an NN representation on a compact set S, which can be written as
In (6), z k ¼ ½x
T is the NN input, e k is the bounded NN functional approximation error, and ½rðnÞ i ¼ ðe In this paper, we define the NN system identification scheme aŝ
wherex k is the estimated system state vector, r k is the robust term, and x m (k) is the estimation of the constant ideal weight matrix. Denotex k ¼x k À x k as the system identification error. Then, combining (6) with (7), we obtain the identification error dynamics 
Then, the system dynamics (8) can be rewritten as
The parameters in the system identification process are updated to minimize the following performance measure: E kþ1 ¼ 0:5x T kþ1x kþ1 . Using the gradient-based adaptation rule, the NN weight and tunable parameter can be updated by
where a m > 0 and a r > 0 are the learning rates.
Before presenting the stability proof of the error dynamics, we give the following assumption, which has been used in [13, 9] . Assumption 1. The NN approximation error term e k is assumed to be upper bounded by a function of the state estimation
where d is a bounded constant value such that kdk 6 d M .
Theorem 1. Let the identification scheme (7) be used to identify the nonlinear system (1), and let the parameter update law given in (10) and (11) be used for tuning the NN weights and the robust term, respectively. Then, the state estimation errorx k is asymptotically stable while the parameter estimation errorx m ðkÞ andbðkÞ are bounded.
Proof. Consider the positive definite Lyapunov function candidate defined as
where
In the following, we denote C k ¼x T kx k þ C for brief. By taking the first difference of the Lyapunov function (13) and substituting the identification error dynamics (9) and the parameter update law (10) and (11), we can derive that
For DL 3k , we apply the Cauchy-Schwarz inequality, and then obtain
Noting that DL k = D 1k + DL 2k + D 3k and considering krð z k Þk 6 r M and (12), we can find that 
From (15), we can conclude that 
As long as the parameters are selected as above, DL k 6 0 in (15) , which shows the stability of error dynamics in the sense of Lyapunov. Therefore,x k ,x m ðkÞ, andbðkÞ are bounded, providedx 0 ;x m ð0Þ, andbð0Þ are bounded in the compact set S. Furthermore, by summing both sides of (15) to infinity and taking the absolute value, we can obtain
From (16), we can conclude that kx k k ! 0 as k ? 1. h
According to Theorem 1, after a sufficient learning process, the NN system identification error converges to zero and the robust term approaches zero as well, i.e., we have
Then, we can further derive that
and I m is an m Â m identity matrix.
Since it is difficult to get @x k+1 /@u k otherwise, we can use (18) instead when solving the optimal control via (3). Next, this result will be used in the derivation and implementation of the iterative ADP algorithm.
Derivation of the iterative algorithm
The iterative ADP algorithm is performed as follows. First, we start with the initial cost function V 0 (Á) = 0 and solve
Then, we update the cost function by
Next, for i = 1, 2, . . ., the algorithm iterates between
In the following, we will present the convergence proof of the iteration (19)- (22) 
It reveals that V 1 (x) 6 K 1 (x) since (24) is true for any x k . Next, we assume that
). According to (22) and (23), we can obtain that (25) is true for any x k . Thus, we complete the proof by mathematical induction. h Lemma 2. Let the sequence {V i } be defined as in (22) . If the system is controllable, then there is an upper bound Y such that 0 6 V i (x k ) 6 Y, "i.
Proof. Let g(x k ) be any admissible control input. Let V i be updated as in (22) and Z i be updated by
we have
Therefore, we obtain
Uðx kþj ; gðx kþj ÞÞ:
Since g(x k ) is an admissible control input, we have
Uðx kþj ; gðx kþj ÞÞ 6 Y; 8i:
By using Lemma 1, we can obtain V i+1 (x k ) 6 Z i+1 (x k ) 6 Y, "i, and thus complete the proof. h Based on Lemmas 1 and 2, we now present our main results.
Theorem 2. Define the sequence {V i } as in (22) with V 0 (Á) = 0, and the control law sequence {v i } as in (21) . Then, {V i } is a nondecreasing sequence satisfying V i 6 V i+1 ,"i.
First, we prove that it holds for i = 0. Since
. Thus, we complete the proof by mathematical induction. Furthermore, from Lemma 1, we know that V i (x k ) 6 U i (x k ). Therefore, we have
and also complete the proof. h In light of Lemma 2 and Theorem 2, the limit of the cost function sequence {V i } exists when i ? 1. The same is true for the sequence {v i } according to (3) and (21) . Here, we denote
we give the following theorem.
Theorem 3. Let the cost function sequence {V i } be defined as in (22) and V 1 (x k ) be its limit. Then, we have
Proof. On one hand, for any u k and i, according to (22), we can derive
Combining (28) with
which is obtained from (26), we have
Since u k is chosen arbitrarily in (30), we have
On the other hand, since the cost function sequence satisfies
. By letting i ? 1, we can get
Based on (31) and (32), we can conclude that (27) is true. h By observing (2) and (27), we obtain V 1 = J ⁄ , which implies that the cost function sequence converges to the optimal cost function of the DTHJB equation. Additionally, the control law related to V 1 can be formulated by
By making a comparison between (3) and (33), we can further derive that v 1 = u ⁄ . Therefore, we acquire the main conclusion V i ? J ⁄ and v i ? u ⁄ as i ? 1.
Implementation of the iterative ADP algorithm via GDHP technique
In this section, we implement the iterative ADP algorithm described by (19) - (22) via GDHP technique. The idea is to take the function approximation structure, such as NN, to approximate both V i (x k ) and v i (x k ).
The iterative GDHP algorithm
In the iterative GDHP algorithm, there are three NNs, which are model network, critic network, and action network. In this paper, all the NNs are chosen as three-layer feedforward ones. It is important to note that the critic network of GDHP technique outputs both the cost function J(x k ) and its derivative @J(x k )/@x k [21] , which is schematically depicted in Fig. 1 . Similar to the critic network, the input of action network is also x k . However, the input of model network consists of x k andv iÀ1 ðx k Þ. The whole structural diagram of the iterative GDHP algorithm is shown in Fig. 2 , where
According to Fig. 2 , we observe that the outputs of critic network of the iterative GDHP algorithm contain not only the cost function but also its derivatives. This is a significant property of the iterative GDHP algorithm since the information associated with the cost function is as useful as the knowledge of its derivatives. Therefore, when training the critic network of the iterative GDHP algorithm, we should utilize an error measure which is a combination of the error measures of HDP and DHP. Consequently, the resulting behavior is expected to be superior to simple ADP methods.
The training process
The training of model network is completed after the system identification process and its weights are kept unchanged. Then, according to Theorem 1, when given x k andv iÀ1 ðx k Þ, we can computex kþ1 by (7) . As a result, we avoid the requirement of knowing F(x k , u k ) during the implementation of the iterative GDHP algorithm.
Next, the learned NN model will be used in the training process of critic network and action network. We define k i (x k ) = @V i (x k )/@x k during the training process. Hence, the critic network is used to approximate both V i (x k ) and k i (x k ). The output of critic network is expressed as
The target function can be written as
Then, we define the error function of critic network as e
The objective function to be minimized in the critic network is E cik ¼ ð1 À gÞE where a c > 0 is the learning rate of critic network, j is the inner-loop iteration step for updating weight parameters, and 0 6 g 6 1 is a parameter that adjusts how HDP and DHP are combined in GDHP. Fig. 1 . The critic network of GDHP technique.
In the action network, the state x k is used as input to obtain the approximated optimal control as output of the network, which is formulated asv iÀ1 ðx k Þ ¼ x T aðiÀ1Þ r m T aðiÀ1Þ x k . The target control input is given by
The error function of action network can be defined as e aðiÀ1Þk ¼v iÀ1 ðx k Þ À v iÀ1 ðx k Þ. where a a > 0 is the learning rate of action network, and j is the inner-loop iteration step for updating weight parameters.
Remark 1. According to Lemma 2 and Theorems 2 and 3,
we can conclude that the sequence {k i } is also convergent with k i ? k ⁄ as i ? 1.
Note that some parameters, like the number of neurons, are difficult to determine in terms of theory. Thus, at the present stage, these parameters in the algorithm are mainly chosen according to experience. Meanwhile, one of our main efforts is to investigate how the parameters affect the control performances and when the best results can be derived.
Numerical examples
In this section, two numerical examples are provided to demonstrate the effectiveness of the control scheme derived by the iterative GDHP algorithm. Example 1. This example is chosen from [31] with some modifications. Considering the following nonlinear system:
where x k 2 R; u k 2 R; k ¼ 1; 2; . . .. Clearly, x k = 0 is an equilibrium state of system (34) . However, the system is unstable at this equilibrium, since (@ x k+1 /@x k )j (0,0) = 1.2 > 1. It is desired to control the system with control constraint of juj 6 1. The cost function is chosen as
where Q and R are identity matrices with suitable dimensions. We choose three-layer feedforward NNs as model network, critic network, and action network with structures 2-8-1, 1-8-2, and 1-8-1, respectively. In the system identification process, the initial weights between input layer and hidden layer, and between hidden layer and output layer are chosen randomly in [À0.5,0.5] and [À0.1, 0.1], respectively. We apply the NN identification scheme for 100 time steps under the learning rate a m = 0.05 and obtain the result shown in Fig. 3a . We observe that the NN identifier successfully learns the unknown controlled system. Then, we finish the training of the model network and keep its weights unchanged.
Let the initial state x 0 = 1.5. Besides, the initial weights of the critic network and action network are all set to be random in Example 2. The following nonlinear system is a modification of the nonlinear equation in [15] : In this example, the three NNs are chosen with structures 3-8-2, 2-8-3, and 2-8-1, respectively. Here, we train the critic network and action network for 26 iterations, while setting other parameters the same as in Example 1. When k = 0, the convergence process of the cost function and its derivatives is depicted in Fig. 5 T , we apply the optimal control laws designed by the iterative GDHP algorithm, with and without considering the actuator saturation, to system (36) for 20 time steps, respectively. The simulation results are shown in Fig. 6 , which also exhibits excellent control effects of the iterative GDHP algorithm.
Conclusion
An iterative ADP algorithm is developed in this paper for near optimal control of unknown discrete-time nonlinear systems with control constraints. The GDHP technique is employed to perform the algorithm, with three NNs constructed to approximate the cost function and its derivatives, the control law, and the unknown controlled system, respectively. The numerical examples demonstrate the validity of the control scheme.
Since the tracking problem is another important topic of control engineering, it is necessary to expand the developed approach to solve the optimal tracking control problem in the future. Additionally, considering the fact that existing results about tracking control mainly aim at affine nonlinear systems, our future work will focus on dealing with the nonaffine case.
