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1 Introduction
Fractionally integrated process, introduced independently by Granger
and Joyeux (1980) and Hosking (1981), exhibit second-order dependence
structures of rich variety, and stir much interest by way of their mathemat-
ical properties and their applications in modelling real phenomena. Their
mathematical complexity offers significant challenges in deriving estimates
of parameters relating to the long memory behaviour, both in paramet-
ric and non-parametric models, with the latter having slower convergence
properties. Some seminal papers include those by Yajima (1985), Fox and
Taqqu (1986), and Dahlhaus (1988, 1989) on parametric estimation, and
by Hurst (1951), Geweke and Porter-Hudak (1983), Robinson (1995) and
Hurvich et al. (1998).
Where analytical methods are unavailable or intractable, bootstrap meth-
ods have enabled significant advances in inference. Starting with Künsch
(1989) block bootstrap, model-based time domain inference has benefited
from such key developments as the local bootstrap (Paparoditis and Politis,
1999), and the sieve bootstrap (Kreiss, 1992). The non-parametric approach
has been treated by Franke and Härdle (1992) and Dahlhaus and Janas
(1996). Frequency-domain approaches are embraced most successfully by
the so-called phase scrambling methods (such as in Theiler et al., 1992).
The limitation with most current theory is that it is limited to short-range
dependent processes, or limited kinds of long memory processes.
We have in mind to consider the ACF bootstrap (as it is called), based
on a result of Ramsey (1974), which generates a surrogate series X∗t from
a given series through the series' sample autocorrelation function ρˆk, using
the Durbin-Levinson algorithm. In particular, we wish to assess formally the
validity of ACF bootstrap by showing that the surrogate autocovariance γˆ∗k
function and autocorrelation ρˆ∗k function, i.e., the second order functions of
{X∗t }, converge in some appropriate mode to the sample autocovariance γˆk
1
function and autocorrelation ρˆk function of the given series, respectively, and
then also to the theoretical values γk and ρk of the data generating process.
To be precise, we distinguish between weak long memory (weakly depen-
dent process) with 0 ≤ d ≤ 0.25 and strong long memory (strongly dependent
process) with 0.25 < d < 0.5, where d is the order of fractional integration. It
is know that the value of d determines the asymptotic behaviours of sample
autocovariance and autocorrelation functions. The sample autocovariance
and autocorrelation functions of weakly dependent processes are asymptot-
ically Normally distributed, whereas their limiting distribution for strongly
dependent processes, the Rosenblatt distribution, is complicated and difficult
to handle.
We wish to study the normalised quantities Ck = n1−2d(γˆk − γk) and
Rk = n1−2d(ρˆk−ρk)/(1−ρk) for strong long memory processes with the help
of Edgeworth expansions (Hall, 1992). The aim of the study is to understand
how the sample autocovariance and autocorrelation functions behave asymp-
totically for increasing values of d, and to identify the convergence rate using
computational means, particularly in the region 0.25 < d < 0.5. Further,
we investigate the convergence of the bootstrap autocorrelation function for
long memory processes. We compared the sample and the bootstrap auto-
correlation functions in terms of standard deviation and bias.
The paper is organised as follows. In Section 2, we briefly introduce
Edgeworth and Cornish-Fisher expansions and we study, by means of exten-
sive simulation, the properties of sample autocovariance and autocorrelation
functions of fractionally integrated processes. In Section 3 we show that the
ACF bootstrap can replicate the second order dependence structure of any
long memory processes (0 < d < 0.5) with Gaussian and non-Gaussian in-
novations. We conclude the paper and propose some future development in
Section 4.
2 Edgeworth and Cornish-Fisher expansions
Asymptotic Normality is a common and desirable property of estimators.
However this is not always the case and Edgeworth expansions can be a useful
tools to investigate or correct asymptotic distributions. Not all estimators
satisfy assumptions for a central limit theorem or sometimes convergence is
so slow that the Normal approximation turns out to be very poor. Thus,
we investigate if it is possible to correct with Edgeworth expansions the
asymptotic distribution of the sample autocovariance and autocorrelation
functions of fractionally integrated processes with 0.25 < d < 0.5. We aim to
find how many terms of the expansion really influence the convergence, and
how far from Normality sample autocovariance and autocorrelation functions
of strong long memory processes lie.
The general formula for an Edgeworth expansion to approximate distri-
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= Φ(x) + n−1/2p1(x)φ(x) + . . .+ n−j/2pj(x)φ(x) + . . . ,
where n is the sample size, σ the standard deviation of θˆ, Φ(·) and φ(·) are
the standard Normal distribution and density function, respectively, pj(·)
is a polynomial depending on cumulants up to order 3j − 1 and is an odd
or even function according to whether j is even or odd, respectively (Hall,
1992).
In our case we want to study the normalised quantities Ck = n1−2d(γˆk −
γk) and Rk = n1−2d(ρˆk−ρk)/(1−ρk) because we know that they are asymp-
totically distributed as a Rosenblatt distribution (see Albin, 1998a,b). We
aim to see how far from Normality these two quantities depart and if the first
two terms of Edgeworth expansions correct the non-Normality adequately for
the following reasons. Higher order correction terms become very unstable
because of all the cumulants we need to estimate and, in any case, Hall
(1992) (pg. 94) already warned that the results based on high order correc-
tion are unattainable. In the literature there are not many papers on this
topic, besides the work of Hosking (1996). The Rosenblatt distribution is
quite complicated and if the sample distributions are not very far from Nor-
mality then it could be easier to prove that the ACF bootstrap is a consistent
method for long memory Gaussian processes.
From the paper of Hosking (1996), we know that the normalisation con-
stant is n1−2d and we approximate the asymptotic distributions by Edge-
worth expansion as














where C∗k = Ck/
√
var(Ck), R∗k = Rk/
√
var(Rk) and Pj and pj are the
usual orthogonal polynomials of Edgeworth expansions. In the simulation
study we do not divide Ck and Rk by their standard deviations: only when
asymptotic Normality is assessed the variance is given by the well known
Bartlett's formulas (see Bartlett, 1946). However, the scale in not important
because we compare the Monte Carlo distribution with the Normal distri-
bution and the Normal distribution corrected with Edgeworth expansion in
terms of quantiles, thus we do not need to divide by the standard error.
For our purpose it is more useful to have an approximation of the quantiles
of the distribution to have a graphical insight through Q-Q plots. They
can be calculated through Cornish-Fisher expansions, the inverse formula of
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Edgeworth expansions, given by




















k and of the Normal
distribution respectively, and Qj and qj are of degree at most j + 1, odd for
even j and even for oddj, and depend on cumulants only up to order j + 1
(for more detail, see Hall, 1992).
We compare the distributions of Ck and Rk with three different levels
of approximations based on formulas (1) and (2). The first is the Normal
approximation where we shall not consider any correction. In the second and
third cases, respectively, we consider up to the first and up to the second
terms:




























The coefficients Q1 and Q2 are given by
Q1(x) = −P1(x)











k4(x2 − 3) + 172k
2
3(x
4 − 10x2 + 15)
}
and k3 and k4 are the third and fourth order cumulants
k3(γˆk) = E{(γˆk − E[γˆk])3} (5)
k4(γˆk) = E{(γˆk − E[γˆk])4} − 3Var{γˆk}2. (6)
The same relationship is valid between q1, q2 and p1, p2 with the third and
fourth cumulants of ρˆk.
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2.1 Numerical Experiments
We present the results of a wide numerical experiment. The aim of
the experiment is to compare the distribution of the normalised sample au-
tocovariance function, Ck (k = 0, 1, 2, 5, 10), and sample autocorrelation
function, Rk (k = 1, 2, 5, 10), of a strong long memory process with three
different theoretical distributions: the Normal distribution and two corrected
distributions, calculated using equations (3) and (4).
The Monte Carlo experiment consists of generating S = 20000 series of
length n = 300, 1000 and 2000 for different values of the memory parameter
d = 0.26, 0.27, . . . , 0.49. We use simulated data for two purposes. Firstly,
we calculate the normalised sample autocovariance and autocorrelation func-
tions, Ck and Rk, for each series, obtaining estimates of their distributions.
Secondly, we thus obtain reliable estimates of the third and fourth cumu-
lants of Ck and Rk, based on formulas (5) and (6). The theoretical third and
fourth cumulants are too burdensome to evaluate numerically, being the so-
lutions of the multiple integral of equation (see Albin, 1998a). As we already
explained in Section 2, Ck and Rk were not normalised in the simulations by
their standard errors, because we are interested in comparing the quantiles
of the distributions, so the scale is not important.
We preliminarily explore the data through Q-Q plots of the standard
Normal distribution, of 1Ck and of 2Ck versus Ck. In the case of the autoco-
variance function, see Figures (1)-(3), the data are clearly non-Normal, and
non-Normality is more pronounced for larger values of the memory param-
eter. On the other hand, it seems that for longer series the distribution of
the sample autocovariance function gets closer to the Normal distribution.
When we analyse the effects of the Cornish-Fisher corrections, we find that
the first correction has a visible impact: the Normal distribution with one
correction term is closer to the sample distribution. The second correction
has almost no impact, suggesting that only the first correction is signifi-
cant: we do not draw the second order correction in the graphs because it
would superimpose the first order correction. For longer series, when the
distribution of the sample autocovariance function is closer to normality, the
contribution of Cornish-Fisher is smaller. Similar Q-Q plots, given in Fig-
ures (4)-(6), of the autocorrelation function seem noticeably different. The
sample autocorrelation function has a distribution quite close to Normality,
and a slight deviation can be observed for larger values of the parameter, i.e.,
d = 0.45, 0.49. The contributions of both the first and the second correction
terms seemed to be irrelevant from a graphical point of view. It must be
underlined that, for d = 0.49, the convergence of the autocorrelation func-
tion is so slow that the correction is not well estimated and the first order
correction is behaving in a unusual way. Another indication of the slow
convergence rate of the sample autocovariance and autocorrelation functions
can be noticed in the ordinates of the figures: it should be centred around
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zero, however when the value of the memory parameter d increases, the bias
becomes huge for both the sample autocovariance and the autocorrelation
functions. This issue was already investigated by Newbold and Agiakloglou
(1993).
An interesting insight of the sample distribution is given by Figure 7:
for increasing values of d (abscissa) and different sample sizes, there is the
estimate of the sample kurtosis (part a) and of the sample skewness (part
b) for the autocovariance and autocorrelation functions. The two quanti-
ties are positively correlated with the memory parameter d in the case of
the autocovariance function meaning that the sample distribution becomes
more skewed and heavy tailed, whereas they remain approximately constant
and with values closed to the Normal distribution in the case of the sample
autocorrelation function.
As a second step we investigate if the improvements pointed out with the
graphical analysis are statistically significant. We studied three standard
linear regression models, where the dependent variable Y is the quantile
of the sample autocovariance (autocorrelation) function while the covariate
changes:
Model 1: Y = α0 + α1X1 + ε1,
Model 2: Y = β0 + β1X2 + ε2, (7)
Model 3: Y = τ0 + τ1X3 + ε3,
where X1 is the quantile of the Normal distribution, whereas X2 and X3 are
the quantiles of the Normal distribution corrected with one and two terms,
respectively, of the Cornish-Fisher expansion. As expected the R squared
values are all close to unity with R2(Y,X1) < R2(Y,X2) < R2(Y,X3). We
cannot use the F test to compare the three models because they are not
nested. An alternative is offered by the Cox test. This test statistic is
Normally distributed if the errors εi, i = 1, 2, 3, are Gaussian. Even though
this is not the case, we performed a small Monte Carlo experiment to check
the Normality of the test when the hypotheses are violeted (the results are
available upon request from the corresponding author). We refer to the Cox
test with Sˆk,1 and sˆk,1 when we compare the first two models, Sˆk,2 and sˆk,2 for
the second and the third, where k indicates the lag, capital letter for sample
autocovariance function and lower case letter for sample autocorrelation.
In Tables 1-3 we report the observed results of the test for the sample
autocovaraince function: for each value of the long memory parameter, in
the first column there is the value of the test Sˆk,1 (sˆk,1) when we compare the
Normal approximation with the first order approximation (first and second
model of Equations (7)), while the second column reports the values of the
test Sˆk,2 (sˆk,2) when we compare the first and the second order approxima-
tions (second and third model of Equations (7)). These values have to be

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7: Sample kurtosis k4(x) = E{(x − E[x])4} − 3Var{x}2 and
sample skewness k3(x) = E{(x − E[x])3} for increasing values of d =
0.26, 0.27, . . . , 0.49 of the sample autocorrelation and autocovariance func-
tion for different series length n = 300, 1000, 2000.
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the autocovariance function the first order correction term is significant, as
we already noticed in the Q-Q plots. The second order term is not significant
for values of d smaller than 0.42. However, the correction of the second term
becomes less significant, when increasing the sample size, suggesting that,
asymptotically, the second term is negligible for any value of the memory
parameter d.
In Tables 4-6 we report the observed results of the test for the sample
autocorrelation function. The results for the sample autocorrelation function
are controversial. The second order correction is not as significant as for the
autocovariance function. From the Q-Q plot it seemed that the sample auto-
correlation function is quite close to Normality; however the observed values
of the Cox test indicate that the first order correction is very significant.
We conclude this section by noting that, from the Q-Q plots, the sample
autocorrelation function seems closer to Normality than the sample auto-
covariance function; however the first order correction is significant in both
cases. This is not a surprise since the sample distributions are very asym-
metric and the first correction depends on moments up to the third order
and corrects asymmetry, whereas the second order correction depends on the
moments up to the fourth order and correct tails. As regards the conver-
gence rate of the sample autocovariance function, it really depends on the
value of d: the larger it is the slower the convergence. Increasing the sample
size diminishes the importance of the correction.
3 Comparing sample and bootstrap autocorrelation
functions
Now that we can compare the sample autocovariance and autocorrelation
functions with their bootstrap estimates, we wish to show that the ACF
bootstrap is consistent for long memory processes because it can replicate
their second order structure. This statement is supported by the observed
average values and standard deviations of γˆk, γˆ
∗
k , ρˆk and ρˆ
∗
k and by comparing
their distributions.
We run a wide simulation experiment and compare the sample autocor-
relation function with the bootstrap autocorrelation function. For sake of
completeness we consider the range of values of d = 0.1, 0.15, 0.2, . . . , 0.45
and increasing series lengths n = 100, 200, . . . , 2000. We repeat the same
experiment with innovations distributed as Chi-squared with one degree of
freedom, and Student t with four and six degrees of freedom, to support
our belief that ACF bootstrap can replicate the second order structure of a
process Xt even when the innovations are non-Gaussian.
In Figures 8 and 9 we show the empirical densities of the sample and
bootstrap variance and autocovariance function. From the densities of the
variance, it is interesting to notice that the distribution is quite skewed
14
and for large values of d it is also quite biased. Increasing the sample size
from 1000 to 2000 the density moves to the right significantly. Also for the
autocorrelation at lag one, there is bias for d = 0.4, 0.45. In both cases the
bootstrap densities seem to follow the Monte Carlo pattern, but there are
fewer extreme values and the distributions are a bit more concentrated.
The results for all sample sizes considered are given in Tables 10 and
11. We report in the first column the difference between the Monte Carlo
sample autocorrelation function and the bootstrap estimate, ρˆk − ρˆ∗k. The
bootstrap variance is biased downward. The bias is positively correlated with
the strength of the long memory and negatively correlated with the sample
size. However, for sample sizes larger than 1000 the bias is always less than
2%. In terms of standard deviation, using the bootstrap technique there is
on average an improvement and its order is positively correlated with the
value of the memory parameter.
4 Conclusions
For a strong long memory Gaussian process, i.e., 0.25 < d < 0.5, we
have found that the sample autocovariance function is not Normal, although
we have a significant improvement correcting the Normal distribution with
the first term of the Cornish-Fisher expansion. Deviation from Normality
gets smaller when increasing the sample size, whereas it is more evident for
stronger long memory processes; also the second order correction term has
a more important contribution.
The sample autocorrelation function is closer to Normality and small
deviation from Normality can be detected for very large values of the memory
parameter, i.e., d > 0.4. In this case the Cornish-Fisher corrections seem not
to give any contribution from a graphical point of view (Figures (4)-(6), even
though a significant contribution is detected by the Cox test.
By means of simulation, we showed that the ACF bootstrap can repli-
cate the second order structure of a long memory Gaussian process. The
method gave satisfactory results also with non-Gaussian processes, indicat-
ing that at least the second order structure is preserved, and asymmetry or
extreme values in the innovation distribution do not affect the performance
dramatically.
This work is open to future developments:
• it is a good starting point to try to prove theoretically the consistency
of ACF bootstrap, and
• given the good results on non-Gaussian time series, it is probably pos-
sible to prove that the ACF bootstrap replicates second order structure
of linear processes no matter what innovations drive the data generat-
ing process.
15













































Figure 8: Plots of the density of the sample and the bootstrap variance for
different values of d = 0.05, 0.1, 0.2, 0.3, 0.4, 0.45 and different series length.
The red line is for the sample autocorrelation function with n = 1000, the
yellow line is for n = 2000. The dotted lines are the bootstrap autocorrela-
tion densities.
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Figure 9: Plots of the density of the sample autocorrelation function and
the bootstrap autocorrelation function at lag k = 1 for different values of
d = 0.05, 0.1, 0.2, 0.3, 0.4, 0.45 and different series length. The red line is for
the sample autocorrelation function with n = 1000, the yellow line is for
n = 2000. The dotted lines are the bootstrap autocorrelation densities.
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lag d = 0.26 d = 0.27 d = 0.28 d = 0.29
0 -35.04 0.40 -32.02 0.27 -30.56 0.20 -30.13 0.13
1 -29.96 0.20 -29.64 0.14 -29.56 0.07 -29.31 0.03
2 -29.44 0.17 -29.24 0.10 -29.33 -0.01 -29.34 0.04
5 -28.34 0.03 -28.60 -0.08 -28.71 -0.17 -28.93 -0.05
10 -27.24 -0.19 -28.06 -0.21 -27.81 -0.38 -28.07 -0.27
lag d = 0.30 d = 0.31 d = 0.32 d = 0.33
0 -29.82 -0.03 -29.22 -0.14 -29.28 -0.38 -29.17 -0.29
1 -29.47 -0.07 -29.17 -0.12 -28.78 -0.47 -29.33 -0.24
2 -29.27 -0.12 -29.01 -0.21 -28.72 -0.54 -29.26 -0.31
5 -28.79 -0.24 -28.95 -0.27 -28.69 -0.70 -29.06 -0.43
10 -28.26 -0.35 -28.06 -0.54 -28.28 -0.79 -28.64 -0.56
lag d = 0.34 d = 0.35 d = 0.36 d = 0.37
0 -29.30 -0.21 -29.08 -0.40 -28.58 -0.89 -29.01 -0.63
1 -29.32 -0.25 -29.16 -0.39 -28.57 -0.93 -29.14 -0.63
2 -29.29 -0.32 -29.21 -0.41 -28.64 -0.94 -29.14 -0.68
5 -29.18 -0.37 -28.97 -0.57 -28.68 -0.99 -28.95 -0.86
10 -29.03 -0.50 -28.64 -0.72 -28.50 -1.15 -28.81 -1.01
lag d = 0.38 d = 0.39 d = 0.40 d = 0.41
0 -29.20 -0.64 -28.61 -1.36 -28.96 -1.09 -28.91 -1.58
1 -29.33 -0.61 -28.60 -1.44 -29.09 -1.04 -29.13 -1.38
2 -29.33 -0.67 -28.78 -1.40 -29.22 -0.98 -29.25 -1.33
5 -29.28 -0.79 -28.47 -1.64 -29.15 -1.14 -29.20 -1.48
10 -29.04 -1.03 -28.39 -1.70 -28.95 -1.35 -29.05 -1.78
lag d = 0.42 d = 0.43 d = 0.44 d = 0.45
0 -29.03 -1.30 -28.98 -1.54 -28.88 -2.19 -29.09 -2.11
1 -29.19 -1.25 -29.13 -1.48 -29.02 -2.12 -29.27 -1.91
2 -29.29 -1.23 -29.19 -1.46 -29.06 -2.08 -29.30 -1.94
5 -29.32 -1.32 -29.19 -1.56 -29.12 -2.11 -29.42 -1.90
10 -29.17 -1.56 -29.31 -1.57 -29.11 -2.14 -29.44 -1.98
lag d = 0.46 d = 0.47 d = 0.48 d = 0.49
0 -28.91 -2.62 -29.50 -1.57 -29.17 -2.74 -29.22 -3.11
1 -29.07 -2.45 -29.58 -1.52 -29.25 -2.62 -29.33 -2.93
2 -29.14 -2.36 -29.69 -1.45 -29.34 -2.52 -29.34 -2.93
5 -29.25 -2.33 -29.73 -1.53 -29.43 -2.57 -29.46 -2.82
10 -29.12 -2.65 -29.69 -1.74 -29.43 -2.72 -29.57 -2.81
Table 1: Cox test to compare the Monte Carlo distribution of the sample
autocovariance function of a long memory process for different values of the
memory parameter d at different lags, k = 0, 1, 2, 5, 10, for n = 300.
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lag d = 0.26 d = 0.27 d = 0.28 d = 0.29
0 -29.96 0.18 -29.45 0.09 -29.44 0.10 -29.14 0.05
1 -29.50 0.12 -29.32 0.07 -29.33 0.08 -29.26 0.04
2 -29.38 0.12 -29.37 0.07 -29.20 0.06 -29.33 0.02
5 -29.30 0.10 -28.58 0.02 -29.36 0.05 -28.86 0.00
10 -29.06 0.09 -28.26 -0.05 -28.99 0.04 -28.73 -0.03
lag d = 0.30 d = 0.31 d = 0.32 d = 0.33
0 -29.10 0.02 -28.62 -0.06 -28.74 -0.19 -29.12 -0.21
1 -29.22 0.01 -28.96 -0.04 -29.01 -0.18 -29.04 -0.24
2 -29.40 0.01 -28.66 -0.09 -29.12 -0.16 -29.01 -0.24
5 -29.40 -0.02 -28.87 -0.07 -28.92 -0.18 -29.28 -0.21
10 -29.23 -0.05 -28.77 -0.10 -29.23 -0.19 -29.27 -0.21
lag d = 0.34 d = 0.35 d = 0.36 d = 0.37
0 -29.29 -0.15 -28.92 -0.28 -29.04 -0.41 -29.12 -0.65
1 -29.40 -0.16 -29.19 -0.26 -29.14 -0.37 -29.10 -0.67
2 -29.53 -0.12 -29.30 -0.24 -29.23 -0.36 -29.22 -0.66
5 -29.46 -0.15 -29.17 -0.30 -29.53 -0.31 -29.44 -0.57
10 -29.43 -0.21 -29.24 -0.31 -29.12 -0.48 -29.35 -0.60
lag d = 0.38 d = 0.39 d = 0.40 d = 0.41
0 -29.29 -0.52 -28.86 -0.80 -28.51 -1.12 -29.09 -1.05
1 -29.36 -0.52 -28.89 -0.82 -28.73 -1.05 -29.21 -1.01
2 -29.37 -0.53 -28.99 -0.80 -28.81 -1.02 -29.29 -0.96
5 -29.36 -0.59 -29.18 -0.73 -28.98 -0.98 -29.27 -1.04
10 -29.47 -0.58 -29.31 -0.69 -29.01 -0.99 -29.33 -1.04
lag d = 0.42 d = 0.43 d = 0.44 d = 0.45
0 -29.23 -0.98 -28.97 -1.52 -29.34 -1.28 -29.14 -1.94
1 -29.20 -1.01 -29.06 -1.46 -29.38 -1.29 -29.22 -1.89
2 -29.25 -1.01 -29.09 -1.46 -29.41 -1.27 -29.19 -1.96
5 -29.36 -1.02 -29.25 -1.40 -29.52 -1.20 -29.32 -1.85
10 -29.48 -0.98 -29.39 -1.34 -29.66 -1.13 -29.39 -1.85
lag d = 0.46 d = 0.47 d = 0.48 d = 0.49
0 -29.16 -1.85 -29.07 -2.57 -28.86 -3.52 -29.45 -2.30
1 -29.19 -1.83 -29.12 -2.53 -28.87 -3.50 -29.47 -2.30
2 -29.21 -1.84 -29.10 -2.56 -28.92 -3.43 -29.48 -2.28
5 -29.26 -1.83 -29.09 -2.62 -29.03 -3.28 -29.51 -2.27
10 -29.30 -1.85 -29.22 -2.52 -29.08 -3.19 -29.57 -2.27
Table 2: Cox test to compare the Monte Carlo distribution of the sample
autocovariance function of a long memory process for different values of the
memory parameter d at different lags, k = 0, 1, 2, 5, 10, for n = 1000.
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lag d = 0.26 d = 0.27 d = 0.28 d = 0.29
0 -29.13 0.12 -28.88 0.07 -28.65 0.07 -28.67 0.04
1 -29.07 0.10 -28.93 0.06 -29.29 0.06 -28.81 0.02
2 -29.20 0.10 -28.61 0.07 -29.24 0.05 -28.87 0.02
5 -29.06 0.09 -28.70 0.04 -28.91 0.06 -28.96 0.01
10 -28.46 0.07 -29.46 0.04 -29.59 0.04 -28.95 -0.01
lag d = 0.30 d = 0.31 d = 0.32 d = 0.33
0 -28.76 0.03 -28.96 0.00 -29.09 -0.07 -28.75 -0.12
1 -29.01 0.02 -29.20 0.00 -29.15 -0.07 -29.09 -0.10
2 -29.19 0.02 -29.07 -0.02 -29.13 -0.07 -29.11 -0.10
5 -29.02 0.01 -29.05 -0.03 -29.23 -0.08 -28.93 -0.13
10 -29.44 0.00 -28.99 -0.05 -29.47 -0.07 -29.14 -0.12
lag d = 0.34 d = 0.35 d = 0.36 d = 0.37
0 -28.90 -0.20 -29.05 -0.20 -28.88 -0.34 -29.18 -0.38
1 -29.29 -0.15 -29.15 -0.20 -29.10 -0.31 -29.13 -0.40
2 -29.20 -0.17 -29.15 -0.20 -29.20 -0.31 -29.25 -0.40
5 -29.23 -0.19 -29.08 -0.24 -29.13 -0.35 -29.31 -0.38
10 -29.15 -0.21 -29.16 -0.24 -29.30 -0.31 -29.35 -0.41
lag d = 0.38 d = 0.39 d = 0.40 d = 0.41
0 -28.77 -0.65 -28.71 -0.78 -29.00 -0.75 -29.00 -1.06
1 -28.76 -0.66 -28.74 -0.78 -29.04 -0.73 -29.01 -1.07
2 -28.96 -0.61 -28.83 -0.75 -29.08 -0.74 -29.01 -1.06
5 -29.08 -0.57 -28.83 -0.77 -29.18 -0.72 -29.04 -1.09
10 -29.14 -0.58 -28.81 -0.82 -29.24 -0.72 -29.08 -1.08
lag d = 0.42 d = 0.43 d = 0.44 d = 0.45
0 -28.95 -1.26 -29.22 -1.23 -29.18 -1.22 -29.14 -1.61
1 -29.01 -1.23 -29.25 -1.20 -29.22 -1.21 -29.19 -1.59
2 -29.05 -1.21 -29.32 -1.16 -29.24 -1.21 -29.18 -1.60
5 -29.12 -1.18 -29.38 -1.12 -29.27 -1.21 -29.15 -1.66
10 -29.15 -1.18 -29.50 -1.07 -29.38 -1.15 -29.24 -1.60
lag d = 0.46 d = 0.47 d = 0.48 d = 0.49
0 -29.31 -2.00 -29.05 -2.42 -29.08 -2.82 -28.98 -3.25
1 -29.36 -1.94 -29.08 -2.40 -29.12 -2.77 -29.02 -3.19
2 -29.39 -1.93 -29.13 -2.35 -29.12 -2.78 -29.04 -3.18
5 -29.47 -1.81 -29.13 -2.36 -29.13 -2.77 -29.05 -3.17
10 -29.55 -1.76 -29.24 -2.27 -29.25 -2.64 -29.09 -3.16
Table 3: Cox test to compare the Monte Carlo distribution of the sample
autocovariance function of a long memory process for different values of the
memory parameter d at different lags, k = 0, 1, 2, 5, 10, for n = 2000.
20
lag d = 0.26 d = 0.27 d = 0.28 d = 0.29
1 -21.09 0.00 -24.99 -0.57 8.99 -0.66 -17.71 0.01
2 -23.06 0.00 -23.70 0.00 -28.28 -0.13 -24.23 -0.14
5 -28.76 0.01 -27.65 -0.02 -29.28 0.00 -29.00 0.00
10 -28.12 -0.04 -28.32 -0.08 -29.14 -0.03 -29.32 -0.03
lag d = 0.30 d = 0.31 d = 0.32 d = 0.33
1 -16.44 0.06 -13.31 -0.06 -18.64 -0.20 -12.49 -0.68
2 -25.35 0.02 -26.97 -0.05 -22.93 -0.03 -26.27 -0.14
5 -29.96 -0.01 -29.70 -0.01 -29.49 -0.01 -29.49 0.00
10 -29.80 -0.01 -28.98 -0.05 -29.71 0.00 -29.84 -0.02
lag d = 0.34 d = 0.35 d = 0.36 d = 0.37
1 -4.07 -0.20 17.92 -2.70 -18.16 -0.97 -24.68 0.01
2 -25.08 -0.12 -27.46 -0.04 -19.18 -0.40 -25.61 -1.34
5 -29.48 -0.01 -29.89 0.00 -29.99 0.00 -29.00 0.00
10 -29.89 -0.01 -29.62 -0.11 -29.64 -0.02 -30.24 0.00
lag d = 0.38 d = 0.39 d = 0.40 d = 0.41
1 -20.85 -0.07 -14.84 0.16 -23.18 -0.93 -22.79 -3.36
2 -26.02 -0.10 -25.04 -0.53 -22.33 -0.99 -25.50 -2.30
5 -29.84 -0.06 -29.98 -0.23 -29.63 -0.22 -29.62 -0.52
10 -30.20 -0.01 -30.26 -0.09 -30.27 -0.03 -30.30 -0.05
lag d = 0.42 d = 0.43 d = 0.44 d = 0.45
1 -26.14 -1.22 -23.66 -6.61 -25.28 -5.75 -27.62 -1.16
2 -21.96 -4.64 -20.27 -9.41 -25.41 -12.63 -22.62 -8.78
5 -29.25 -1.02 -27.15 -2.16 -26.81 -1.72 -25.25 -5.09
10 -29.93 -0.15 -29.29 -0.47 -29.45 -0.45 -28.68 -0.90
lag d = 0.46 d = 0.47 d = 0.48 d = 0.49
1 -26.65 -2.29 -30.40 -9.32 -39.23 -22.16 129.91 -27.57
2 -17.17 -9.83 -15.77 -19.81 -19.60 -55.67 103.68 -12.60
5 -23.65 -6.64 -20.49 -15.24 -12.41 -214.04 71.80 -8.23
10 -28.15 -1.51 -27.62 -4.45 -49.55 -98.48 87.08 -21.60
Table 4: Cox test to compare the Monte Carlo distribution of the sample
autocorrelation function of a long memory process for different values of the
memory parameter d at different lags, k = 1, 2, 5, 10, for n = 300.
21
lag d = 0.26 d = 0.27 d = 0.28 d = 0.29
1 -25.85 0.02 -21.33 -0.29 -24.42 -0.02 -20.74 -0.55
2 -26.41 -0.02 -24.59 -0.15 -28.40 0.01 -26.22 -0.05
5 -29.08 0.01 -28.42 -0.04 -29.50 0.01 -29.14 -0.03
10 -29.38 0.01 -28.15 -0.05 -29.40 -0.02 -28.82 -0.07
lag d = 0.30 d = 0.31 d = 0.32 d = 0.33
1 -19.86 -0.36 -24.51 -0.11 -26.24 -0.01 -26.44 -0.12
2 -24.18 -0.26 -27.46 -0.02 -27.84 -0.07 -28.62 -0.02
5 -28.21 -0.05 -29.00 -0.01 -29.03 -0.03 -28.88 -0.07
10 -28.99 -0.04 -29.27 -0.04 -29.85 -0.01 -29.26 -0.05
lag d = 0.34 d = 0.35 d = 0.36 d = 0.37
1 -25.70 -0.27 -24.23 -0.27 -22.50 -0.36 -25.35 -0.23
2 -28.27 -0.13 -26.05 -0.15 -23.82 -0.26 -27.14 -0.12
5 -29.36 -0.07 -28.84 -0.05 -28.91 -0.02 -28.78 -0.07
10 -29.15 -0.12 -30.13 -0.01 -29.83 -0.01 -29.77 -0.03
lag d = 0.38 d = 0.39 d = 0.40 d = 0.41
1 -24.65 -0.45 -27.11 -0.06 -27.90 -0.06 -28.83 -0.03
2 -27.51 -0.14 -29.19 -0.03 -29.07 -0.01 -29.70 -0.02
5 -29.15 -0.06 -30.11 0.00 -29.62 -0.01 -30.18 0.00
10 -29.58 -0.06 -29.79 -0.04 -30.25 0.00 -30.41 0.01
lag d = 0.42 d = 0.43 d = 0.44 d = 0.45
1 -26.78 -0.26 -29.56 -0.17 -27.11 -0.10 -28.86 -0.04
2 -28.43 -0.10 -29.25 -0.06 -29.34 0.00 -29.87 -0.18
5 -29.63 -0.04 -30.10 -0.03 -30.21 0.00 -29.83 -0.10
10 -30.04 -0.03 -30.34 -0.02 -30.20 0.00 -30.24 -0.14
lag d = 0.46 d = 0.47 d = 0.48 d = 0.49
1 -26.04 -0.01 -27.18 -1.71 -22.52 -12.70 28.63 -10.73
2 -27.97 -0.51 -27.27 -2.58 -27.51 -13.88 35.08 -9.36
5 -29.40 -0.64 -28.27 -1.59 -32.02 -6.48 33.53 -8.76
10 -29.67 -0.42 -28.94 -1.01 -32.25 -6.77 27.72 -7.08
Table 5: Cox test to compare the Monte Carlo distribution of the sample
autocorrelation function of a long memory process for different values of the
memory parameter d at different lags, k = 1, 2, 5, 10, for n = 1000.
22
lag d = 0.26 d = 0.27 d = 0.28 d = 0.29
1 -23.13 -0.06 -27.27 -0.02 -26.47 -0.07 -26.53 -0.02
2 -27.52 -0.01 -25.52 -0.09 -26.29 -0.09 -26.98 -0.08
5 -29.01 0.00 -26.22 -0.08 -27.71 -0.03 -28.25 -0.04
10 -29.12 0.01 -29.00 0.00 -26.90 -0.12 -28.74 -0.02
lag d = 0.30 d = 0.31 d = 0.32 d = 0.33
1 -25.87 -0.10 -25.08 -0.12 -27.12 -0.03 -28.50 -0.07
2 -28.32 -0.01 -27.21 -0.07 -28.43 -0.01 -29.22 -0.02
5 -29.83 0.00 -28.14 -0.04 -29.08 -0.01 -28.88 -0.07
10 -29.73 -0.01 -28.93 -0.03 -29.68 0.00 -28.69 -0.11
lag d = 0.34 d = 0.35 d = 0.36 d = 0.37
1 -26.53 -0.15 -26.94 -0.07 -27.02 -0.14 -27.93 -0.06
2 -27.91 -0.12 -28.70 -0.03 -27.78 -0.10 -29.01 -0.03
5 -29.43 -0.05 -28.90 -0.04 -28.67 -0.06 -28.62 -0.09
10 -29.69 -0.04 -29.40 -0.03 -29.11 -0.05 -29.45 -0.07
lag d = 0.38 d = 0.39 d = 0.40 d = 0.41
1 -28.15 -0.11 -26.37 -0.20 -28.44 -0.05 -29.43 -0.02
2 -28.50 -0.10 -28.08 -0.09 -28.42 -0.10 -29.50 -0.02
5 -29.11 -0.10 -28.80 -0.05 -29.33 -0.04 -29.58 -0.01
10 -29.29 -0.08 -29.22 -0.04 -29.73 -0.03 -29.97 0.00
lag d = 0.42 d = 0.43 d = 0.44 d = 0.45
1 -27.94 -0.04 -28.27 -0.05 -29.59 0.00 -30.03 0.01
2 -28.77 -0.04 -29.05 -0.02 -30.06 0.00 -30.05 0.02
5 -28.85 -0.07 -29.86 0.01 -30.03 0.00 -30.36 0.02
10 -29.72 -0.01 -29.75 -0.05 -30.41 0.01 -30.43 0.03
lag d = 0.46 d = 0.47 d = 0.48 d = 0.49
1 -29.58 0.00 -29.06 -0.01 -29.44 -0.03 -20.20 -5.23
2 -29.99 0.00 -29.19 0.00 -30.10 -0.30 -25.85 -7.65
5 -29.89 0.00 -29.50 -0.05 -30.10 -0.29 -28.31 -9.86
10 -30.29 -0.03 -29.76 -0.04 -30.22 -0.49 -35.97 -15.91
Table 6: Cox test to compare the Monte Carlo distribution of the sample
autocorrelation function of a long memory process for different values of the
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