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ABSTRACT 
        The technological usefulness of a solid often depends upon the types and concentrations of 
the defects it contains. In semiconducting metal oxides like zinc oxide, the concentration and 
diffusion of oxygen point defects, like interstitials and vacancies, play a central role in various 
physical phenomena, such as gas sensing, bipolar switching, photoluminescence and 
photocatalysis. Defect engineering in metal oxides aims at manipulating material properties 
through controlling the defects’ type, concentration, charge, spatial distribution, and mobility. 
        A specific challenge that inhibits performance improvement in metal oxide devices for 
microelectronics, photonics, and photocatalysis usages is that bulk oxygen vacancies (VO) are 
typically numerous and serve as carrier recombination centers or electron current scatterers. One 
solution suggested by our laboratory is to thermally inject highly mobile charged oxygen 
interstitials (Oi) through metal oxide surfaces from the gas phase to annihilate VO in the underlying 
bulk. Developing novel mechanisms to control such diffusion process would be crucial in tailoring 
material defect chemistry  for real life applications. The present work demostrates two special 
surface-based control mechanisms for this purpose in the case of zinc oxide: near-surface 
electrostatics and the chemical state of surface active sites.  
      Regarding near-surface electrostatics, this work utilized an in situ optical technique of 
photoreflectance (PR), and showed the electric potential varies strongly (0.5-0.8eV) with 
temperature and pressure of oxygen on Zn-terminated ZnO, which projects to 3x change in near-
surface defect redistribution based upon  a previously derived model. In addition, the PR capability 
this work developed has also permitted the capability to measure the enthalpy of O2 adsorption 
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(~2.5eV for Zn-terminated ZnO) and compare it to values predicted by others for polar ZnO 
surfaces based on quantum calculations. 
        Regarding control via surface active sites, specific amounts of sulfur were controllably 
adsorbed onto the Zn-terminated ZnO surface,  which decreased the injection rate of Oi by up to a 
factor of three. A temperature dependence study showed that both clean and sulfur adsorbed 
surfaces exhibit similar activation energies of 1.5eV, which points to a simple site-blocking model 
for the effect of sulfur. Coupling with published quantum calculations, the center site of  hollowed 
hole within triangular-pit reconstruction was identified as reponsible for injection.  
        In order to better understand and control the thermal injection kinetic pathway of oxygen on 
Zn-terminated ZnO(0001), a continuum based simulation model was develped to analyze the 
diffusion data; To quantify the annihilation of detrimental oxygen vacancies, photoluminecense 
and electrical measurments were attempted on single crystal ZnO, which qualitatively showed the 
annhilation effects.  
         Looking to the future, these new techniques may be generalized to other metal oxides and 
aid the fabrication and improvement of metal oxides based microelectronic, photonic, and catalytic 
devices. 
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Chapter 1: Introduction 
 
1.1 Motivation 
In semiconductors, atomic-scale native defects such as vacancies and interstitial atoms affect 
the performance of microelectronic devices [1], sensors [2-4], catalysts [5-7], photocatalysts [8], 
photo-active devices [9-11], and photovoltaic cells [12]. Accordingly, considerable effort has been 
expended in recent years to manipulate the type, concentration, spatial distribution and mobility 
of such species – an endeavor termed “defect engineering”. Examples of longstanding methods 
[13-17] include specially designed heating protocols (time, maximum temperature, heating and 
cooling rates), introduction of foreign atoms, ion bombardment protocols, and 
amorphization/recrystallization. These approaches focus mostly on applications in Si-based 
microelectronics, with numerous reviews available [13-18].  Use of defect engineering outside of 
Si-based microelectronics is less extensive, with applications mainly for ion implantation in III-V 
compound semiconductors for devices [19-21] or metal oxide nanoparticles for photocatalysts [22-
23]. For metal oxides in particular, the notion of defect engineering apart from ion implantation is 
relatively new, and only a few reviews can be found [18,24,25].  Noteworthy for the discipline of 
chemical engineering, recognition is taking root in the defect engineering community that complex 
transport and reaction networks characterize defect behavior in most prospective applications, and 
systems-based methods for parameter estimation in computational simulators are likely to play an 
important role in optimizing such networks. 
Existing methods for controlling defect behavior often suffer from problems with solid 
consumption, implantation damage and foreign atom incorporation [26]. To mitigate these issues, 
this laboratory has proposed milder surface-based methods for both elemental and oxide 
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semiconductors, including surface photostimulation [27,28] and manipulation of surface dangling 
bonds [29,30]. Surface-based methods hold special promise for defect manipulation in 
nanostructures where surface-to-volume ratios are high.  
One specific defect-related problem in zinc oxide and other metal oxide materials is that 
detrimental oxygen vacancies (VO) are typically numerous and can decrease the electron current 
transport efficiency and photocatalytic reactivity by serving as current scatterers and electron-hole 
pair recombination centers. One solution suggested by our laboratory is to thermally inject highly 
mobile charged oxygen interstitials (Oi) through metal oxide surfaces from the gas phase to 
annihilate VO in the underlying bulk [30]. The present thesis demonstrates two special surface-
based control mechanisms for this purpose in the case of zinc oxide: near-surface electrostatics 
and the chemical state of surface active sites. A continuum based model was constructed for zinc 
oxide to uncover the fundamental kinetic mechanism governing this thermal injection pathway. 
Photoluminescence and electrical measurement were for the first time attempted in the group 
history trying to quantify the annihilation effects of VO. In the long run, these novel mechanisms 
are expected to be generalized to other metal oxides and aid the fabrication and improvement of 
various metal oxides based devices.  
1.2 Outline 
        The present work is organized as follows: Chapter 2 discusses the detailed setup of the 
experiments, including both accomplished and attempted procedures. Chapter 3 focuses on the 
active sites mechanism. Chapter 4 discusses the near-surface electrostatic effects on defect 
redistribution on ZnO(0001) observed in high temperature self-diffusion experiments. Chapter 5 
details the continuum based kinetic model developed for defect diffusion and lattice exchange in 
zinc oxide. Chapter 6 discusses the efforts to quantify oxygen annihilation effects by using 
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Photoluminescence and electrical measurement. Chapter 7 discusses polarity effects on Oi thermal 
injection in ZnO from an experimental perspective. Chapter 8 details the near-surface electrostatic 
mechanism in defect engineering applications studied by close to room-temperature optical 
photoreflectance (PR) technique. Chapter 9 describes the oxygen adsorption thermodynamics 
aspect of discovery with wide pressure range optical PR. Finally, in Chapter 10, the current defect 
engineering effort is summarized and surveyed, and several high-potential future directions are 
discussed.  
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 Chapter 2: Experimental Setup  
 
2.1 Introduction 
        The main purpose of this chapter is to document the experimental techniques developed on 
the single crystal side within the research group. This section will hopefully be used as a reference 
for future graduate researchers to aid tackling equipment related problems.  This chapter is divided 
into three main parts: Photoreflectance setup, isotopic diffusion chamber with sulfur adsorption 
and Auger Electron Spectroscopy (AES), and other techniques attempted for defect engineering 
related purposes. While setups that resemble previous work will be briefly touched, some new 
equipment items and improvements in procedures will be discussed relatively in detail.     
2.2 Photoreflectance (PR) Setup 
2.2.1 History of PR Setup 
        The PR setup has a long history serving our group in the field of defect related research. 
Previously it was used to characterize the evolution of interface property between silicon and silica 
[1,2]. Right ahead of the present work, PR was used by a former group member in studying 
transient behavior of defects in TiO2 interfaces [3]. At the beginning of the current work, the whole 
setup was placed in the center area of 197 Roger Adams Laboratory (RAL). The current setup has 
been moved to 103 RAL and resembles previous work in terms of fundamental mechanisms, 
however, modifications and improvements will be discussed in later sections, such as 
accommodation of the sample mount in ultra-high vacuum (UHV) chamber, first-time 
incorporation of an ultraviolet (UV) diode laser (355nm) as the pump beam, and implemented 
large angle for the probe and reflective beamline. The exact operating conditions will be discussed 
in detail in Chapter 8, and here the discussion will focus on the equipment design perspective.  
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2.2.2 Sample Mounted in UHV Chamber 
        The current PR setup is schematized in Figure 2.1. Previously, the sample mount was in 
ambient with resistive heating capability. The main difference compared to previous work is the 
current sample mount is accommodated in a UHV chamber in order to study the near surface 
electric field in response to large ranges of substrate temperature and gas pressure. The detailed 
operating procedure can be found in the “photoreflectance user guide” in previous student’s thesis 
[3]. Here, the designing process of the UHV chamber is discussed.  
        The core requirement for the PR chamber is to accommodate three beamlines to reach or 
reflect from the sample surface with no or minimum amount of interference. The chamber body 
was picked to be cubic shaped with 6-cross feature, and it was originally used as an intermediate 
pumping chamber in a load-lock. The sample was mounted to the back inlet through a 4-pin feed 
through from the top, three fused-silica optical ports was specially picked at the front, left and right 
to accommodate the pump beam, probe beam and reflected probe beam, respectively. Since the 
sample was pushed back into the back inlet, the probe beam and reflected probe beam to the surface 
both exhibits a 60° angle to the center pump beam which is vertical to the sample surface from 
front. The bottom inlet connects to a turbomolecular pump with a “T” part in between to attach an 
ionization gauge. The back inlet was connected with a leak valve handling oxygen exposure. 
        The target sample in the current study is single crystal zinc oxide (1cm × 1cm × 0.05cm), 
which has a big band gap around 3.4eV in room temperature. The fundamental mechanism of 
photoreflectance requires the pump beam to have an energy larger than 3.4eV (365nm) in the UV 
range. And to capture the PR feature, the other two beams have to be in the UV range as well. 
Thus the three fused-silica windows were specially picked to pass UV photons, which was verified 
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by spectrophotometer in Material Research Laboratory (MRL) in University of Illinois with the 
absorption above 325nm wavelengths below 5%.  
        The sample heating in PR chamber was achieved resistively through a tantalum (Ta) back 
plate. The thin tantalum back plate has two edges connected to a copper feedthrough from the top 
inlet, which provides external electrical contact. In order to expose a large surface area to minimize 
shadowing under beamlines, the sample was attached to the Ta plate using a low-reflective silver 
paint. The temperature of the sample was measured by a thermocouple from the top feedthrough 
press-fitted to the top edge of the sample surface. Fundamentally, PR can only be operated near 
room temperature or in cryogenic conditions, as at high temperature, the thermal excited carriers 
would largely compensate the electrical perturbation from the pumping beam. Therefore, a low 
duty power supply (0-30V, 0-3A, MPJA 14600PS) was implemented to achieve fine temperature 
control over the narrow range. The maximum temperature reached with current setup was 130C.  
        Because the small size of the chamber, the base pressure can easily drop to 2 × 10-10 Torr 
range with 120C baking overnight. During the experiment, the chamber can be back filled with 
oxygen all the way up to close to 760 Torr with the turbopump gate valve partially closed. Leaking 
gas at higher pressures into the chamber might partially cool down the heated sample mount, in 
which case power supply need to be adjusted to reach desired temperature.  
2.2.3 355nm Continuous-Wave UV Laser  
        As mentioned earlier, the target sample is single crystal ZnO with band gap ~3.4eV in room 
temperature. Accordingly, a pump beam with photon energy larger than 3.4eV is needed to 
perform PR spectroscopy. Due to the budget issue at the beginning of the project, previous existing 
lasers and LEDs were all tried before purchasing the 355nm continuous-wave (CW) laser. The 
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general approach was to link up every piece of equipment in Figure 2.1 and used an 633nm He-
Ne laser to capture PR spectra on GaAs sample, which is well known for its clear and large 
magnitude PR response. An example of GaAs PR spectra is shown in Figure 2.2, which confirmed 
that the electronics and optics within the setup were functioning properly. Then, the sample was 
switched into single crystal ZnO and various optical pumping sources were tried, including 633nm 
He-Ne laser, 405nm blue-ray laser, Nichia 375nm 100mW LED and Nichia 365nm 500mW LED.  
None of the above could generate appreciable PR spectra due to the low photon energy or wide 
spread of the beam. Finally, a 355nm CW UV laser was purchased, and stability generated PR 
spectra on ZnO.  
        With the purchase of the new laser, another scientifically interesting question – the band 
bending on single crystal TiO2(100) – was investigated, yet no PR spectra was generated even with 
all aspects of troubleshooting. The current understanding is that as a good photocatalyst [4,5], TiO2 
has the property of very fast carrier transport, which compensates the laser perturbation and led to 
no appreciable PR spectra.  
        Later on, this laser was also implemented in photon modulated XPS and UV 
Photoluminescence. For the daily usage, it is important to ensure the laser is attached to a sufficient 
heat sink, which reduces the risk of burn out.   
2.3 Isotopic Diffusion Chamber 
        One primary goal of the current work is to find the kinetic pathway of oxygen thermal 
injection on ZnO(0001). Isotopic diffusion experiments were previously employed by former 
group members on TiO2 [6] and ZnO clean surfaces [7]. In the current work, sulfur was deposited 
controllably onto the Zn-terminated ZnO(0001) and blocked the oxygen injection flux by three 
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times. The operating conditions and scientific contribution will be discussed in detail in Chapter 
3, and here we focus on the equipment detail incorporated in the current work to achieve sample 
annealing, sulfur deposition and analyzation. 
2.3.1 UHV Chamber 
        The UHV chamber incorporated in the current isotopic diffusion experiment was rebuilt from 
a previous design [6], and is still functioning in 199A RAL. The goal of the current research project 
requires the in situ capability of deposition controllable amount of sulfur on the ZnO single crystal 
surface as potentially site-blocker, and also the ability to characterize the sample surface in situ 
and ex situ with surface analysis techniques.  The most recent annealing chamber used in Ref. [7] 
was too small to achieve the current goal.  
        The schematic of the chamber is presented in Figure 2.3. The sample was mounted onto 
manipulator attached cupper heating leads using Ta plates, and can be resistively heated by via a 
piece of surface oxidized silicon sitting beneath. Turbomolecular pumping was incorporated to 
preserve the surface from contamination. 16O2 and 
18O2 can be leaked into the chamber through 
leak valves to provide oxygen rich environment during pre-annealing and isotope annealing steps.  
A sulfur electrochemical cell was rebuilt to controllably deposit sulfur onto the single crystal 
surface. A cylindrical mirror analyzer (CMA) was repaired to characterize the exact sulfur 
coverage on the surface.  
        The chamber was previously vented to air for around two years before adapted to the current 
project. At the beginning of its usage, acetone was used to wipe out most of dirt and dust 
accumulated, and repeated baking cycles up to 150C were implemented to bring down the base 
pressure. In the normal usage right now, the base pressure can easily reach 5 × 10-8Torr, which is 
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comparable with previous studies [7]. During the annealing experiment, the turbo pump can be 
partially throttled in order to maintain a designated pressure of research interest. After the 
implementation of the sulfur electrochemical cell, the baking temperature was adjusted to around 
100C in order to prevent potential chemical vaporization.  
 2.3.2 Sulfur Electrochemical Cell 
        The sulfur electrochemical cell was adapted from an original UHV compatible design from 
the published literature [8]. Several improvements were made based on a recent replicate built in 
our research group detailed in [9]. The schematic of the sulfur cell can be found in Figure 2.4, 
where sulfur was generated by electrically decomposing silver sulfide into silver and sulfur. Due 
to the difference in atomic mass, sulfur can diffuse out the nozzle while silver would more likely 
to attach to the inner wall of the glass tube. As this electrochemical reaction can only happen 
efficiently in temperature higher than 130C, heating wires were wound surrounding the head part 
of the cell. Overall, the general operating condition in the present project was 150C for the cell 
and constant voltage 3V between the electrodes. In the below paragraphs, the improvements 
compared to the previous design will be discussed.  
        Firstly, the material of the heating wire was switched from previously used Chromel A wire 
(AWG 26) to tantalum. It was characterized by AES that at the desired cell temperature 150C, 
Chromel can evaporate heavily and deposit onto the sample surface as contamination. Switching 
to much less evaporative Ta wire drastically decreased the contamination to less than the AES 
noise level.  
        Then, in the previous design, the heating wires, electrode contact wires and the stainless steel 
spring make it really crowded inside the glass tube, and sometimes cause short circuits. To mitigate 
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such issues, all the wires and stainless steel spring were sheathed with a layer of high-temperature 
(up to 300C) resistive polyresin. Later studies showed that short circuits never happened again, 
and potential carbon contamination on the sample surface from the polyresin was not appreciable 
as characterized in situ by AES.  
        Lastly, the sulfur diffusing out of the source out was found very dispersive with previous 
design, and can potentially attach over a large area to the chamber walls and hurt the base pressure. 
To make a much focused and controllable diffusion aperture, the nozzle part of the cell was 
extended by the SCS glass shop, which resulted in a much more confined sulfur deposition aperture. 
Need to mention, the distance of the nozzle mouth and sample surface affects the overall deposition 
a lot, so it is suggested to minimize this distance as much as possible using the manipulator. 
2.3.3 AES 
        In order to characterize in situ the deposited sulfur coverage on ZnO surface, an AES system 
was repaired. The Auger head used in the current work is a CMA manufactured by Physical 
Electronics (PHI) with model number 10-155. This CMA was believed to be adopted from Masel’s 
group after his retirement, and it can share the same control boxes for PHI 15-120 retarding field 
optics LEED/AES head. Detailed operating procedures can be found in former students’ 
dissertations [1, 10]. Here, the discussion will be focused on the troubleshooting process in the 
current work.   
        At the beginning of the current work, PHI 15-120 was tested. All the control boxes including 
power supplies, lock-in amplifiers were tested separately according to the manuals and 
troubleshooting procedure given in [1]. Eventually, no signal above noise level showed up and the 
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sulfur signal presented in [9] could not be reproduced. It was based on the troubleshooting tests 
that the PHI 15-120 head had malfunctioned, and the exact failure remains unknown.  
        Then, the CMA (PHI 10-155) was fitted into the UHV chamber through 8” to 6” flange 
adapter and tested. Since most of the control boxes can be shared between the PHI 15-120 and 10-
155, the troubleshooting mostly focused on the CMA head. At the very start, there was no signal 
above the noise level as expected, and then it was realized the CMA incorporates an electron 
multiplier part which differentiates it from the PHI 15-120. By incorporating a PHI 20-075 electron 
multiplier supply from the group storage, there was still no signal. Later on, by reading materials 
online, it was found the coating layer within the electron multiplier can degrade over time if kept 
in non-vacuum environment, which accords with the current case. And the degradation of coating 
layer would result in no amplification of the electron signal, which correlates to the current case 
as well. Replacing the electron multiplier was the only choice at that stage of the troubleshooting 
process. But due to the old age of the CMA, it was hard to find the exact electron multiplier from 
the original vender or online. Luckily, MRL staff Rick Haasch was using a same type of CMA 10-
155 of similar age manufactured by PHI, and he kept two electron multiplier replacement 
preserved by vacuum bag in MRL basement, and was generous enough to donate us one for 
transplantation. After the transplantation, clear and large magnitude AES can be stably generated 
for Si, TiO2 and ZnO surfaces tested so far. An example of AES spectra of sulfur on ZnO is shown 
in Figure 2.5.  
        For the purpose of quick troubleshooting, AES heads of both type were tested in a temporary 
vacuum chamber constructed with spare flanges and turbopump. In this case, no sample mount 
was used in order to simplify the process. The target sample was a piece of silicon attached to a 
1’’ copper gasket using aluminum foil, and the gasket was attached to the AES head using copper 
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wires and the screws on the head itself. Once the AES signal showed up, the AES can be transferred 
into the main chamber, where much more care and time needed for test purposes compared to the 
temporary chamber.  
        One issue worth mentioning is that the x-axis of the AES spectra – electron energy – is mis-
scaled with current PHI 11-500A Auger System Control box. The generated AES signal needs to 
be multiplied by factor 1.73 in x-axis. This factor was obtained by procedure below. First adjust 
the primary electron gun energy to 200V, note 200eV in column A of a spreadsheet, and note the 
primary electron energy (biggest peak) in the collected spectra into column B. Then, increment the 
input electron gun energy by 200V all the way to 1600V and list all of them in column A, at the 
same time, note the collected primary electron energies in column B accordingly. On the same row 
of that spreadsheet, it was found B/A=1.73 all the time. And this factor should be multiplied in all 
later AES spectra generated using this PHI 11-500A AES control box. 
        Another concern of the experiment revealed by this repaired AES is carbon contamination. 
When a sample was loaded into the chamber, even after baking, there was a large carbon peak at 
272eV in AES spectra. This is expected since an oil sealed pre-stage pump was used all the time 
for the chamber, but it would hurt the surface cleanliness throughout the annealing experiment. 
For ZnO, it was found the surface adsorbed carbon can be thermally removed by simply annealing 
the sample in 500C for one hour. Other materials were not tested, but if the adsorbed carbon 
cannot be thermally cleaned, an Ar+ ion bombard gun might be considered whenever defect 
creation is not important. 
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2.3.4 Temperature Measurement  
        Some of the oxygen self-diffusion data are not quite consistent with data generated by a 
previous group member [7]. It was later realized that the temperature measurement is pretty tricky 
from setup to setup. The current work tested two types of temperature measurements both using 
aK-type thermal couple (TC) with one putting the junction right on the ZnO surface where the 
thermal injection happens and the other putting the junction right on the connections between the 
ZnO and the substrate silicon in a configuration that resembles the measurement from former 
group member [7]. Due to the surface thermal irradiation loss, the “junction on top” type 
measurement might underestimate the real temperature close to the surface. Depending upon the 
distance of junction to the silicon substrate, the “junction on edge” type measurement might 
overestimate the temperature. To mitigate the thermal irradiation loss, former group also tried to 
drill a crater on sample surface to adopt TC junction [11], however, ZnO is too fragile to 
accommodate a surface crater, which might lead to cracks.  
        The current work used two TCs at the same time as mentioned earlier. Since “junction on 
edge” incorporates more uncertainty in temperature measurements, all temperature reported in 
later session utilized the temperature measured by “junction on top” configuration. The measured 
temperature difference of the two types of configurations were plotted in Figure 2.6. 
2.4 Other Techniques Employed in Current Work 
        In this section, experimental setup of other techniques will be briefly discussed. Secondary 
ion mass spectrometry (SIMS) was implemented to measure the depth profiling of 18O 
concentration. Atomic Force Microscopy (AFM) and Scanning Tunneling Microscopy (STM) 
were both attempted to map the ZnO(0001) surface, and potentially to characterize surface 
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reconstruction. Photoluminescence (PL), electrical measurements and Deep Level Transient 
Spectroscopy (DLTS) were attempted to quantify the annihilation effect of detrimental oxygen 
vacancies (VO).  
2.4.1 SIMS 
        The present work utilized SIMS (PHI-TRIFT III) to depth profile 18O concentration in isotope 
self-diffused ZnO samples. The general operating procedures accords consistently with the 
procedures developed by previous group members [7]. For instance, 32s analyzing time and 8 s 
sputtering times were used to extract appreciable depth profiles in a timely manner.  
        Due to the fragility of the equipment, the up time of SIMS was pretty limited, with down time 
ratio approaching 2/3 of the possible availability. It is suggested to run as many of the samples as 
possible within the limited up time, yet also with possible sample aging effects in mind.  
2.4.2 AFM and STM 
        AFM in MRL was attempted to characterize surface reconstructions on ZnO(0001). Due to 
the equipment limitations such as ambient atmosphere only, long-range mapping in micron unit 
was achieved, yet reconstruction features in atomic scale was never revealed.  An example of AFM 
topography image of ZnO is shown as Figure 2.7. 
        There is one setup of STM sitting in MRL basement., which was also attempted for the same 
purpose of AFM. It was a donation by a retired material science professor, but no specific MRL 
staff has been assigned to maintain it for mostly financial reason.  Close to the completion of this 
dissertation, the STM was still sitting in the basement with no scientific use.  
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 2.4.3 PL, DLTS and Electrical Measurement 
        One main motivation of the current project is to thermally inject highly mobile oxygen 
interstitial to annihilate detrimental oxygen vacancies in oxide semiconductors. The thermal 
injection behavior has been largely studied through the years [12, 13], while the annihilation 
effects was little explored due to experimental limitations. Previously, qualitative evidence for VO 
annihilation is that the yellowish as-grown single crystal ZnO sample turns into more transparent 
color after annealing in oxygen rich environment. In the present work, PL, DLTS and electrical 
measurements were all attempted to quantify the annihilation of VO. The experimental detail of 
PL and electrical measurements will be discussed in detail in Chapter 6. And here DLTS is briefly 
touched.    
         DLTS is a powerful technique to quantify the concentration of electrically active defects -
including both point defects and higher dimensional ones – within semiconductor materials. 
Having a functioning DLTS would help discovery of defect concentration evolution in situ, and 
would help answer the scientific question of current project – annihilation percentage of Vo during 
annealing experiments. DLTS studies of atomic defects in ZnO have been discussed before in the 
literature [14,15], yet the peak assignments to certain defect species are subject to debate, and 
would be interesting coupled with our single crystal simple VO – Oi environment. With all these 
motivations, the present work tried to collaborate with Dan Wasserman group in electrical 
engineering department to study ZnO samples with their DLTS. However, until the completion of 
this dissertation, the DLTS setup was still at the repair and troubleshooting stage. Yet future 
students might consider this powerful technique to aid future defect engineering studies.  
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2.5 Figures 
 
Figure 2.1 Schematic of current photoreflectance setup 
 
 
 
 
19 
 
 
Figure 2.2 Example of GaAs PR spectrum during the PR setup troubleshooting process 
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Figure 2.3 Schematic of current isotopic diffusion chamber with sulfur deposition and in situ 
characterization capability. 
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Figure 2.4 Schematic of sulfur electrochemical cell 
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Figure 2.5 Auger spectrum of Zn-terminated ZnO (0001) with the maximum amount of sulfur adsorbed. 
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Figure 2.6 Difference of temperature readings by putting TC junction on the top and the edge of ZnO 
single crystal specimen.  
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Figure 2.7 Topography of ZnO(0001) mapped by AFM 
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Chapter 3: Surface-based Control of Oxygen Interstitial Thermal Injection 
into ZnO via Sub-Monolayer Sulfur Adsorption 
 
3.1 Abstract 
       Semiconductor surfaces offer efficient pathways for injecting native point defects into the 
underlying bulk. Adsorption of a suitably chosen foreign element serves to modulate the injection 
rate, even at small percentages of a monolayer.  Through self-diffusion experiments using isotopic 
exchange with labeled oxygen, the present work demonstrates such behavior in the case of sulfur 
adsorption on c-axis Zn-terminated ZnO(0001), wherein the clean surface injects with exceptional 
efficiency. The experiments provide strong evidence that the injection sites comprise only a small 
fraction of the total surface atom density, and that sulfur adsorption merely blocks those sites.   
Comparison with related systems shows this simple mechanism is surprisingly uncommon.  
3.2 Introduction 
        Native atomic defects such as vacancies and interstitial atoms affect the function and 
performance of semiconductors in catalysis [1-3], electronics [4,5], gas sensing [6], and photonics 
[7].  For ZnO specifically [8,9], oxygen vacancies (VO) contribute to parasitic green emission in 
optoelectronic devices and carrier trapping in photocatalysts and photovoltaic cells [10]. Much 
research effort has sought to manipulate point defect concentrations to enhance material 
performance [11] for such applications. Along those lines, this laboratory has shown that 
atomically clean semiconductor surfaces can be used to efficiently inject point defects [12-15]. 
The comparatively low atomic coordination at surfaces requires less bond breakage for defect 
                                                          
* Part of this work has been accepted for publication: Ming Li and Edmund G. Seebauer, Journal of 
Physical Chemistry C (2016). DOI: 10.1021/acs.jpcc.6b08487 
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formation, and thus a lower activation barrier compared to bulk pathways.  For oxygen in rutile 
TiO2 and wurtzite ZnO, clean surfaces provide especially pathways for interstitial (Oi) injection, 
leading to near-complete suppression of VO [13-15]. “Injection” here implies thermal driven self-
diffusion with no other high energy ion or plasma based source involved.  
        Related effects occur for silicon interstitial atoms in Si [12], and generalize to efficient 
annihilation of excess interstitials when the bulk is supersaturated with them [12,16].  In the cases 
of Si and TiO2, adsorption of a suitably chosen foreign element serves to modulate the rate of 
defect exchange with the surface, even at small percentages of a monolayer.  However, the 
underlying mechanism varies among surfaces. For instance, nitrogen adsorption on Si(111) 
influences a precursor state connected with interstitial injection and annihilation.  By contrast, 
sulfur adsorption on TiO2(110), does not greatly affect Oi injection rates, but rather inhibits the 
annihilation rate of Ti interstitials diffusing up from the bulk.  
        Curiously, no example has yet been observed of simple blocking of injection sites by a foreign 
adsorbate.  The present work provides such an example in the case of sulfur adsorption on c-axis 
Zn-terminated ZnO(0001), wherein the clean surface injects (Oi) with exceptional efficiency [15]. 
Self-diffusion experiments using isotopic exchange with labeled oxygen (18O2) are performed in 
conjunction with variable sulfur coverages.  When interpreted in light of recent first-principles 
calculations of O bonding to ZnO(0001) [17], the experiments provide strong evidence that the 
injection sites comprise only a small fraction of the total surface atom density, and that sulfur 
adsorption merely blocks those sites.  Comparisons and contrasts among the materials wherein 
adsorption affects defect exchange suggest that the reaction between semiconductor surfaces and 
atomic defects can exhibit chemistry with richness comparable to reactions of surfaces with gases 
or liquids. 
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3.3 Experiment 
        The experiments employed a well-known isotopic gas-solid exchange approach described 
previously [15] to measure O self-diffusion, which monitors point defect behavior indirectly. The 
Equipment setup used in the current work was discussed in Chapter 2. Briefly, specimens were 
mounted in a turbomolecularly pumped ultrahigh vacuum chamber that was equipped with a 
cylindrical mirror analyzer for Auger electron spectroscopy (AES) and a solid-state 
electrochemical cell for sulfur deposition [13].  Zn-terminated ZnO(0001) single crystals (CrysTec 
GmbH) of dimensions 1 cm  0.5 cm  0.05 cm were degreased by successive 5-min ultrasonic 
baths in electronic-grade acetone, isopropanol, and methanol before mounting. To minimize 
surface contamination, the total ambient exposure time was held to less than 20 min from the 
manufacturer’s vacuum packing into the vacuum chamber. The surface roughness was determined 
ex-situ by both scanning tunneling microscopy and atomic force microscopy to be <0.3nm.  
        Prior to sulfur adsorption and isotopic exchange, specimens were annealed in natural 
abundance O2 for 6 hr at the diffusion temperature and pressure to equilibrate defect concentrations 
as well as to thermally clean the surface. Sulfur was adsorbed after the equilibration.  The solid-
state electrochemical sulfur cell has been employed previously [13] and was fabricated according 
to a published design [18] with a few minor modifications.  After sulfur adsorption, specimens 
were annealed in 18O2 gas for 105 min. Temperature drift as measured by a thermocouple in contact 
with the specimen was estimated to be up to 5C. The natural abundance oxygen employed was 
from S. J. Smith Co., ≥ 99.995%, with the balance being water (<1ppm) or gases inert to ZnO. The 
18O2 was from Sigma-Aldrich Inc., ≥99%, with the balance mainly N2. Neither oxygen gas was 
further purified. 
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        Isotopic oxygen profiles were measured ex-situ with a time of flight SIMS (PHI-TRIFT III) 
with a cesium ion beam. Instrumental factors in determining absolute 18O concentrations among 
specimens were calibrated by measurements on as-received natural abundance specimens.  
3.4 Results 
3.4.1 Sulfur Coverage Determination 
        There exist expressions derived elsewhere [19] and also employed in this laboratory [20] that 
estimate adsorbate coverage from Auger spectra. However, these expressions apply to bi-elemental 
systems. Even with generalization to the tri-elemental case here, such expressions still require 
instrumental calibration for each pure element, which cannot be done easily for elemental oxygen. 
To circumvent this problem, the present work used a simple effective attenuation length (EAL) 
model based on the standard Beer-Lambert relation as depicted in Figure 3.1.  
        The surface atomic concentration CX for an element X in an Auger spectrum can be estimated 
from: 
𝐶𝑋 =
𝐼𝑋
𝑆𝑋𝐴𝑋
∑
𝐼𝛼
𝑆𝛼𝐴𝛼
𝛼⁄                                                                                                                          (3.1) 
where IX is the directly measured signal intensity for element X, and SX is the relative surface 
sensitivity for element X from published sources [21].  The instrumental scale factor Ax should be 
identical for all elements in this sulfur-ZnO system, and therefore cancels out of Eq. (3.1).   
        The electronic signal from each Zn or O layer was attenuated on depth by term exp(d/μ 
cosφ), where d is the distance from each layer vertically to the surface, and can be estimated from 
the ZnO crystallographic literature [22,23]. A spacing of 0.78Å between the adsorbed sulfur and 
first Zn layer was estimated by setting the spacing to be the same as the Zn-S atom distance in ZnS 
[24]. The attenuation factor L was obtained from NIST database [25], with LZn =15.6Å and LO 
=12.0Å.  The capture angle φ from the surface normal was 21° for our instrument. The present 
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work implemented assumption that all the electronic signal Auger analyzer detected originated 
from the top ten Zn-O layer pairs because the values of L for each element led to contributions 
from deeper layers that were less than 10% of that from the top ten layer pairs.  
 With these parameters and assumptions, the integrated electronic signal for each element can 
be expressed as: 
𝐼𝑍𝑛 = ∑ 𝐼𝑍𝑛
′
𝑑=0.78+2.6𝑛
exp (−
𝑑
𝐿𝑍𝑛cosφ
)   (𝑛 = 0 ~ 9)                                                                     (3.2) 
𝐼𝑂 = ∑ 𝐼𝑂
′
𝑑=1.43+2.6𝑛
exp (−
𝑑
𝐿𝑂cosφ
)   (𝑛 = 0 ~ 9)                                                                           (3.3) 
𝐼𝑆 = 𝑅 ∙ 𝐼𝑆
′                                                                                                                                                     (3.4) 
As labeled in Figure 3.1, the values under summation sign in Eqs. 2 and 3 are the vertical distances 
on depth of deeper atom layers to the top surface in ZnO referecing to crystallographic literature 
[22,23]. 0.78Å is the distance from the first-layer Zn atoms to the top layer sulfur atoms. Similarly, 
1.43Å is the distance from first-layer O atoms to the top layer sulfur atoms, and 2.6Å is the distance 
between layers of Zn atoms and between layers of O atoms. R in Eq. 3.4 is the ratio of the actual 
coverage of detected sulfur atoms to that of a hypothetical full top layer, with a value between 0 
and 1. Ix is the initial unattenuated signal intensity from one layer of certain element X. After 
normalization by sensitivity factors, the unattenuated signal intensities from one layer of each 
element are generally the same, yielding the following relation: 
𝐼𝑍𝑛
′
𝑆𝑍𝑛
=
𝐼𝑂
′
𝑆𝑂
=
𝐼𝑆
′
𝑆𝑆
                                                                                                                                           (3.5) 
By substituting (2) (3) (4) and (5) into (1) with maximum sulfur concentration as 5.6%, R is 
calculated as 0.56ML. The difference between these two numbers by exactly a factor of ten is 
coincidental. 
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          This model assumes that Zn and O atoms exist in equal numbers. However, the raw AES 
data for the present work yielded an atomic ratio O:Zn of 1.2. Such an imbalance has been observed 
previously in the literature16 with several possible reasons. Possible reasons include deviations of 
the sensitivity factors from published values due to surface topography and reconstruction, matrix 
effects on escape depths and backscattering factors, and chemical effects on peak shapes. In 
addition, oxygen adsorption or the presence of non-stoichometric near-surface defects could play 
a role. The imbalance remained unchanged regardless of the presence of sulfur, so adsorption of 
species such as SO2 may be discounted. 
 Figure 3.2 shows the sulfur peak intensity as a function of sulfur cell exposure time. The 
sulfur peak rises in the first 60 min and then saturates. When applied to experimental data at sulfur 
exposures long enough to yield saturation, Eq. (3.1) yielded a saturation concentration for sulfur 
of 56% of the total Zn atom density on a Zn-term Zn(0001) surface in bulk termination.  Fractional 
coverages θS of sulfur were normalized to this saturation level. 
3.4.2 Sulfur Depletion from the Surface 
        It was important for the diffusion experiments that sulfur remain largely in place adsorbed on 
the surface, rather than sinking into the bulk or desorbing into the gas phase as either an element 
or SO2.  To ascertain whether sulfur was sinking in, both 
32S and 34S were tracked with SIMS for 
all sulfur-adsorbed specimens, and no appreciable amount was observed.  However, these 
measurements were not sufficiently sensitive to exclude the possibility of small degrees of 
dissolution followed by rapid diffusion deep into the bulk. 
 As a more direct measure of adsorbate disappearance, isothermal annealing experiments 
were conducted that monitored with AES the amount of sulfur loss as a function of temperature. 
In all cases, the surface was saturated with sulfur, and then annealed for 105 min (the normal 
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diffusion time) in 5×10-5 torr of oxygen before the concentration was determined with AES.  Figure 
3.3 shows the results, plotted in terms of the percentage of sulfur remaining. The percentage drops 
continuously to zero at 600℃.  
 Note that the data in Figure 3.3 represent the percentages of sulfur present at the end of 
annealing. During annealing, sulfur was desorbing slowly into chamber atmosphere, meaning that 
the average coverage present during diffusion was slightly higher than the percentages suggested 
by Figure 3.3.  Nevertheless, the data in Figures 3.2 and 3.3 permitted use of exposure time and 
annealing temperature to control the coverage of sulfur with a precision that was quite adequate 
for the studies presented here. 
 The temperature range employed for the diffusion experiments was constrained by two main 
factors: SIMS sensitivity and sulfur disappearance. On the low-temperature end, the limit was set 
by the need to distinguish slow 18O diffusion from the natural-abundance background.  On the 
high-temperature end, the limit was set by sulfur disappearance during annealing.  The exact value 
of the limit was coupled to the maximum sulfur coverage we sought to study. Higher coverages 
led to greater fractional losses during annealing, and correspondingly greater restrictions on the 
maximum temperature. These considerations, coupled with the desire to investigate coverages on 
the order of at least 0.1, led to the range 510℃ – 570℃. 
3.4.3 Sulfur Depletion from the Surface 
         Figure 3.4 shows the 18O depth profiles as a function of sulfur coverage up to 0.13 ML. All 
profiles comprise a steep near-surface accumulation region (10-30nm) and a slow decay region 
into the bulk. The surface accumulation results from surface space charge as discussed in detail 
elsewhere [26], and has been shown mathematically not to alter the diffusion behavior in the deeper 
bulk or the injection fluxes computed from that portion of the profiles. Increasing the sulfur 
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coverage gradually brings down the isotopic concentration, but the slow exponential decay [13] 
profile shape is preserved. This shape characterizes diffusion via a highly mobile intermediate that 
exchanges occasionally with an immobile reservoir [27].  In the present case, the intermediate is 
Oi, which exchanges with the lattice reservoir via kick-in reactions.  Preservation of the 
exponential shape in the presence of sulfur implies that the identity of the intermediate does not 
change.  
        Application to the profiles of an analytical mass transport model derived previously [27] 
yields the net injection flux F, the mean diffusion length λ and the effective diffusivity Deff. Figure 
3.5 shows F and λ extracted from Figure 3.4 and plotted versus sulfur coverage. The bulk 
parameter λ remains almost constant at 6000±500 nm, while F decays with increasing S to about 
one third its original magnitude before becoming roughly constant.  Figure 3.6 shows the coverage 
dependence of Deff, which follows the decaying trend of F, as λ remains almost constant. 
 Figures 3.7 and 3.8 respectively show the temperature dependence of the oxygen profiles at 
S = 0 and 0.07. At each examined temperature, 0.07ML sulfur brings down the isotopic 
concentration in the deeper bulk.  However, the isotopic concentration rises substantially near the 
surface (below 30 nm).   
        Figure 3.9 shows an Arrhenius plot of F on both the clean surface and 0.07ML sulfur covered 
surface. The activation energy of F (EF) was extracted from the slope.  Both conditions yield 
roughly the same value of EF in the vicinity of 1.5eV.  
3.5 Discussion 
 To control surface injection, sulfur was chosen as the foreign adsorbate for the following 
reasons. Sulfur resides in the same chalcogenic column of the Periodic Table as oxygen, and should 
therefore be chemically similar. The experimentally measured cohesive energy of 3.17eV for 
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wurtzite ZnS lies near the corresponding value of 3.78eV for wurtzite ZnO [28,29], suggesting 
that bond strengths are similar between Zn and either sulfur or oxygen, and that sulfur should 
adsorb readily onto Zn-terminated ZnO(0001). Due to the chemical similarity, sulfur would be 
expected to compete for the same sites that injectable oxygen would typically occupy. From a 
practical experimental perspective, sulfur is easily removed by simple thermal desorption in 
ultrahigh vacuum  a property that makes coverage adjustment and calibration straightforward.  
As sulfur has a larger atomic diameter than oxygen, it less likely to be injected into the bulk.  This 
property not only keeps the bulk free of sulfur, but also it makes sulfur an effective poison for 
adsorption and subsequent injection of oxygen. 
3.5.1 Interstitial Injection Rates: Site-Blocking Mechanism 
          The mean diffusional path length  reflects behavior within the bulk, and under ordinary 
circumstances should not be affected by adsorption.  Indeed, the measured values of  remain 
independent of sulfur coverage as expected.  By contrast, F decreases as the sulfur coverage rises, 
although this effect saturates at sufficiently high values of S.  The effective diffusivity Deff must 
vary linearly with both F and  [27], so that in the present case the functional form of Deff with S 
mirrors that of . Notably, the activation energy for injection does not change appreciably upon 
sulfur adsorption; only the pre-exponential factor changes. Taken together, these results support 
the notion that sulfur atoms operate simply as injection site blockers without affecting the injection 
mechanism itself.     
 The functional form of F vs. S may be inferred as follows. Injection and annihilation of 
defects at surfaces represent direct analogs to conventional desorption and adsorption of gaseous 
species. In general, the interaction thermodynamics of bulk defects with surface 
annihilation/injection sites are largely unknown, as are the elementary-step rate expressions for 
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annihilation and injection. However, the analogy to conventional surface chemistry provides some 
guidance.  This approach has already proven useful for modeling the interaction of Oi with TiO-
2(110) [30], wherein Oi was assumed to obey with first-order Langmuir-type kinetics for 
adsorption and desorption.  In such a perspective, injection sites may be either filled or empty of 
injectable oxygen atoms, with a “coverage” set at steady state by the equality of injection and 
annihilation rates.  In the same spirit, the present data suggest that sulfur occupies the primary 
injection sites in the way that injectable oxygen would, except that sulfur acts as a poison.  Thus, 
the concentration of sites capable or injecting or annihilating Oi is reduced by the fraction of such 
sites that sulfur fills.   
 Fig. 3.5 indicates that the effects of sulfur on F reach a plateau near S = 0.07.  Given the 
likelihood that sulfur and oxygen compete for injection sites, these results are consistent with a 
single variety of primary injection site that is present at concentrations much lower than the surface 
atom density  together with a secondary site that continues to inject Oi even when the primary 
sites are filled.  In a Langmuir-based model, such a situation may be represented by the general 
expression:  
𝐹 = {
𝐹𝑜(0.07 − 𝑆)
𝑚 + 𝐹𝑐                   (0 < 𝑆 < 0.07)
𝐹𝑐                                                (0.07 < 𝑆 < 0.13)
                                                    (3.6) 
where Fo and Fc respectively denote the injection flux through the primary and secondary injection 
sites, and m is a parameter that is ordinarily understood in simple models of gas-surface chemistry 
gives insight into the molecularity of the desorption process.  In general, the gas desorption rate 
rdes is typically represented by an expression with the following functional form: 
𝑟𝑑𝑒𝑠 = 𝑘𝑑𝑒𝑠𝑛𝑠𝑎𝑡
𝑚   𝑚             (3.7) 
where kdes donotes a desorption constant and nsat the total surface density of sites.  When site 
blockage by a poison occurs, nsat is reduced by a fraction corresponding to the fraction of sites 
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blocked.  In the present system with defect injection considered as an analog of gas desorption, F 
for the primary sites would be reduced by a fraction (0.07–S)m as indicated in Eq. (3.6). 
 Fig. 3.5 shows the experimental data for F fitted with both 1 and 2 as values of m.  Although 
the limited number of data points is better fitted by m=2, it is also possible to adequately fit the 
results with m=1 somewhat outside the typical error bars. In the case of m=2, the corresponding 
numerical values of the other parameters are Fo = 1.4×10
15 atom/cm2*s and Fc = 2.7×10
12 
atom/cm2*s.  For m=1, the fits yield Fo = 9.3×10
13 atom/cm2*s and Fc = 2.3×10
12 atom/cm2*s.   
 The values of Fc for the secondary injection sites are similar in the two cases as expected, 
and correspond to a fraction that is 0.002 of the total surface atom density injected per second.  
The values of Fo may be examined in a similar fashion, except that direct comparison requires 
multiplication by a factor of 0.07(m-1), leading to a scaled value of Fo= 9.51013 atom/cm2*s in the 
case of m=2 – in close accord with the value for m=1.  This value corresponds to a fraction that is 
0.09 of the total surface atom density injected per second. 
 Kinetically first-order site-blockage effects by sulfur would be easy to interpret within a 
physical picture involving adsorbed atomic oxygen as the occupant of the injection sites.  
Kinetically second order effects are more difficult to rationalize, as the injection species appears 
to be atomic Oi.  Thus, there is no obvious analogy to associative molecular desorption into the 
gas phase, especially when the injection sites are fairly widely separated.  On this basis, we surmise 
that the actual value of m is more likely to be 1 than 2, even though the m=2 fit is better.   
3.5.2 Identity of Injection Sites 
        Adsorbed sulfur affects F appreciably at coverages well below S = 0.03, and probably (by 
interpolation) levels below 1% of a monolayer. Reference to existing first-principles calculations 
for Zn-terminated ZnO(0001) enables inferences about what the primary injection site geometry 
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might be. ZnO(0001) has been studied intensively, and many surface reconstructions have been 
identified such as surface O-adatom [31], “triangular pit” of different sizes [32,33], and mixed 
phases [34]. The n7n3 “triangular pit” reconstruction [17,32] is typical for the Zn-terminated 
surface even though extensive rearrangement of the as-cleaved surface is involved.  This 
rearrangement occurs in response to the need for removing excess charge that would otherwise be 
present on the as-cleaved surface.  Figure 3.9 illustrates the geometry in top and side views. The 
triangles characterizing this reconstruction vary in size depending upon ambient conditions, and 
involve a variety of sites exposing both Zn and O atoms.  
 First-principles calculations [17] indicate that oxygen atoms are most likely to adsorb in 
“holes” near the center of the pits, bonded to three Zn-atoms underneath.  Fig. 3.10 illustrates this 
geometry, as well as important points in the pathway taken by O adatoms as they are injected and 
diffuse into the underlying bulk. Details of this injection process are described in Ref [14].  
Importantly for the present work, the concentration of the center sites is roughly 0.05ML, with the 
exact coverage depending upon the average size of the triangular structures. This coverage lies 
close to that where the effects of sulfur upon injection are observed to saturate.  That 
correspondence, together with the likelihood that sulfur competes with oxygen for injection sites 
as described above and probably poisons them, supports the identification of the primary injection 
sites as the center hole sites in the triangular pit structure.  Several possibilities exist for the 
secondary sites, although the limited data of Fig. 3.5 at sulfur coverages above 0.07 preclude 
further speculation.   
3.5.3 Comparison with Related Systems 
        The present work adds to an existing body of literature involving silicon [12] and TiO2 [13] 
indicating that interstitial injection from a surface can be slowed substantially by the adsorption of 
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deep-submonolayer quantities of a foreign element.  In the case of nitrogen on Si(100), less than 
1% of a monolayer is required to exert this effect, and for sulfur on TiO2(110) the corresponding 
amount is less than 10%. 
 Yet the mechanism by which foreign-element adsorption operates varies from system to 
system.   For N/Si (100) the coverage dependence of the injection rate [35] indicates that Sii 
diffuses laterally to the surface in a precursor-like state. The possibility of enhanced lateral near-
surface mobility had been suggested previously for O vacancies near hematite(0001)37 based on 
first-principles calculations. From such a state, a Si interstitial can either complete the injection 
process into the bulk or reincorporate into the surface.  The presence of nitrogen affects mainly 
the likelihood of reincorporation. For S/TiO2(110), sulfur was found to affect only , rather than 
F directly. This result is counterintuitive, as  describes the behavior of Oi in the bulk rather than 
near the surface.  The effects of sulfur seem to affect penetration of Oi into the bulk indirectly. 
That indirect mechanism was proposed to be catalysis of Oi lattice exchange by Ti interstitials (Tii), 
combined with inhibition of Tii annihilation at the surface by sulfur.  Such inhibition could raise 
the bulk concentration of Tii (which is presumably emitted by extended defects and may not be in 
thermodynamic equilibrium), which would in turn increase the catalyzed exchange rate of Oi with 
the lattice and therefore affect .   
 In the present work, adsorbed sulfur appears to act as a site blocker for Oi injection. This 
model is among the simplest conceivable, and it is noteworthy such a picture seems to apply in 
only one of the three cases now examined.  However, too few adsorption systems are yet available 
to make further generalizations.   
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3.6 Conclusion 
         To the extent that injection and annihilation of defects at surfaces indeed represent analogs 
to conventional desorption and adsorption, the data and comparisons in this work provide a 
glimpse into the prospects for application of foreign-element adsorption to control defect 
manipulation.  Clearly such control is possible; a passivation-free surface elevates injection rates 
in rough analogy to a passivation-free heterogeneous catalyst.  Yet considerable research is often 
required to identify the active sites on a catalyst and to enhance their performance, although some 
straightforward cases are known.  For catalytic applications, the task is sometimes made more 
difficult by a complicated chemical reaction network in the fluid phase.  In the same way, the 
present work shows that identification of injection (and annihilation) sites sometimes entails 
significant effort.  Photoenhancements are possible [37] as in catalysis, and microkinetic modeling 
is helpful [30,38], but complications do arise from a complicated reaction network of defects in 
the bulk, especially in mixed-element materials.  Yet the comparative simplicity of the ZnO(0001) 
case offers hope that large surface-based defect engineering sometimes do follow a straightforward 
picture. 
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3.7 Figures 
 
 
Figure 3.1 Schematic depiction of the EAL model used for estimating monolayer coverage of 
sulfur from AES spectra. The distance d is measured with respect to the surface. 
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Figure 3.2 Dependence of sulfur peak intensity in Auger spectra on the time of exposure to sulfur.  
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Figure 3.3 Percentage of adsorbed sulfur remaining after annealing sulfur-saturated ZnO(0001) at 
various temperatures for 105min. 
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Figure 3.4 Isotopic oxygen (18O) diffusion profiles with four absorbed sulfur coverages at 540℃ 
and 18O2 gas pressure at 5×10
-5 Torr.  
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Figure 3.5 Coverage dependence of net injection flux F and mean diffusion length λ of oxygen 
self-diffusion. Typical error bars are shown.  For F, the dashed and solid lines represent respective 
fits to m=1 and m=2, respectively in the Langmuir functional forms given in Eq. (3.6). 
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Figure 3.6 Coverage dependence of effective diffusivity Deff of oxygen self-diffusion Typical 
error bars are shown.  For F, the dashed and solid lines represent respective fits to m=1 and m=2, 
respectively in the Langmuir functional forms given in Eq. (3.6). 
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Figure 3.7 Isotopic oxygen (18O) diffusion profiles in the presence of a clean surface (no sulfur) 
at various annealing temperatures. 
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Figure 3.8 Isotopic oxygen (18O) diffusion profiles with 0.07ML sulfur coverage at various 
annealing temperatures. 
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Figure 3.9 Arrhenius temperature dependence of net injection flux F for the clean surface and 
0.07ML sulfur covered surface. The horizontal error bar represents the ±5℃ drift error in 
temperature during annealing, while the vertical error bars originate from fitting the analytical 
diffusion model to the diffusion profiles. The activation energy shows no significant change, 
pointing to identical injection mechanisms. 
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Figure 3.10 (a) Top view of atomic model for n7n3 reconstruction with O adsorbed on a 3-fold 
Zn inside a triangular pit. The lighter shading represents atoms sitting deeper away from the very 
top plane. The adsorbed oxygen sits on Zn atoms that are 4 atomic layers away from the very top 
layer. (b) Side view of the same structure, made by cutting-through along the dashed blue line in 
(a) and viewing to the right. (c) Same viewing as (b) but after injection into the underlying bulk. 
Small orange balls: O; Small red balls: adsorbed O; large grey balls: Zn. 
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Chapter 4: Electrostatic Effects on Defect Redistribution near ZnO(0001) 
 
4.1 Introduction 
       The surfaces of semiconductor materials normally hold charges, which manifest as an electric 
field near the surface forming the so called surface charge region (SCR). Fundamentally, the 
charges are generated by the unsaturated bonds created by the end of crystal periodicity near the 
surface, and can be perturbed by the surface adsorption [1]. The SCR is a common phenomenon 
across single element semiconductors like Si [2,3] and oxides semiconductors like TiO2 [4] and 
SrTiO3 [5].  In the aspect of defect engineering, the thermally injected oxygen interstitials are 
normally charged, thus can potentially be affected and redistributed by the electrical drift within 
the SCR. Better understanding of the drift driven redistribution of oxygen defects and dopants near 
surface or interfaces of oxide semiconductors can potentially benefit the efficiency of thin-film 
based photovoltaic cells [6], nanowire UV emitters [7], and memristive storage devices [8].   
        Previous work from this laboratory has noticed that the thermally injected isotope oxygen 
(18O) can form a high concentration region near the surface so called “pile-up” in isotopic gas-
solid exchange experiments in both TiO2 [4] and ZnO [9]. Later on, the pile-up was explained by 
the electrostatic effects within the SCR, where the fast moving injected interstitial 18O is retarded 
by the drift, and largely exchanges with the lattice 16O through kick-in reaction.  From a theoretical 
approach, the drift motion of the charged defects can be either in the same of opposite direction to 
the diffusion towards the underlying bulk, which could form either pile-up or a valley shaped 
isotope depth profile respectively after gas-solid exchange experiments. A kinetic model has been 
                                                          
* Part of this work has been accepted for publication: Ming Li and Edmund G. Seebauer, Journal of 
Physical Chemistry C (2016). DOI: 10.1021/acs.jpcc.6b08487 
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proposed to correlate the magnitude of band bending VS and the integrated near surface pile-up 
concentration P in the 18O depth profile [10] and shows that a band bending of a few meV can 
induce significant amounts of pile-up. Coupling with such model, the measured manipulable VS 
range detailed in Chapter 9 in room temperature would project to variation of P by a factor of three. 
        In the present chapter, the electrostatic effects on 18O depth profiles of both clean and sulfur 
covered surfaces will be discussed. Despite the limited quality of data, it is found that the sulfur 
covered surface shows a more consistent evolution of VS in various temperatures. The variation of 
VS measured in this work compared to a previous measurement [9] also confirmed the well-known 
fact that VS is highly variable and depends on specimen to specimen, and also depend upon the 
detail of growth history, preparation procedure and processing environment. 
4.2 Experiment 
        To quantify the effects of the electrostatic effects on near surface defect redistribution, a 
standard isotopic gas-solid exchange experiment was implement in this work, which was discussed 
in detail in Chapter 3. Briefly, Zn-terminated ZnO(0001) single crystals (CrysTec GmbH) of 
dimensions 1 cm  0.5 cm  0.05 cm were degreased by successive 5-min ultrasonic baths in 
electronic-grade acetone, isopropanol, and methanol and were mounted in UHV chamber 
thereafter. To minimize surface contamination, the total ambient exposure time was held to less 
than 20 min from the manufacturer’s vacuum packing into the vacuum chamber. Then, specimens 
were annealed in natural abundance O2 for 6 hr at the diffusion temperature and pressure to 
equilibrate defect concentrations as well as to thermally clean the surface. After the pre-annealing, 
specimens were annealed in 18O2 gas for 105 min. Temperature drift as measured by a 
thermocouple in contact with the specimen was estimated to be up to 5C. The natural abundance 
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oxygen employed was from S. J. Smith Co., ≥ 99.995%, with the balance being water (<1ppm) or 
gases inert to ZnO. The 18O2 was from Sigma-Aldrich Inc., ≥99%, with the balance mainly N2. 
Neither oxygen gas was further purified. 
        Isotopic oxygen profiles were measured ex-situ with a time of flight SIMS (PHI-TRIFT III) 
with a cesium ion beam. Instrumental factors in determining absolute 18O concentrations among 
specimens were calibrated by measurements on as-received natural abundance specimens.  
4.3 Results 
        The isotopic diffusion profiles shown in Figure 3.7 and 3.8 include a region of high isotope 
concentration near the surface (< 20nm).  This region of piled-up isotope represents the signature 
of an interaction between built-in charge at the surface and charged interstitial atoms via field-
induced slowing of interstitial migration combined with lattice kick-in reactions [11], as 
schematized in Figure 4.1. Application to the profiles of a kinetic model28 within the SCR yields 
the surface potential VS and the width LSC of the SCR.  
        Figures 4.2 and 4.3 show the corresponding plots of VS and LSC in Arrhenius form derived 
from the profiles of Figure 3.7 for the clean surface. VS is very small (on the order of 0.1 meV) 
and exhibits considerable noise.  VS has almost no discernable temperature dependence, with an 
effective activation energy EVs of 0.017 0.021eV. LSC is also quite small, on the order of only 1 
nm.  However, the apparent temperature dependence is more substantial, with an activation energy 
ELSC of 0.17 0.06eV.  
        Figures 4.4 and 4.5 respectively show related plots of VS and LSC derived from Figure 3.8 for 
a surface with 0.07ML of adsorbed sulfur. VS rises considerably in magnitude compared to the 
clean surface, to about 1 meV.  The temperature dependence remains weak, with an activation 
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energy of 0.063 0.027eV. LSC also rises by about an order of magnitude to about 20nm.  However, 
the temperature dependence remains about the same, with an activation energy of 0.27 0.02eV.  
4.4 Discussion 
                Isotopic pile-up within the first few nanometers of the surface originates from the 
electrostatic interaction of charged interstitial atoms with fixed charge at the surface [11,12]. In 
the present case of Oi
-2 and downward band bending, the interaction is attractive. The resulting 
drift component of Oi
-2 migration opposes the diffusive component into the bulk, retarding the 
overall motion and lengthening the time the interstitials reside in the SCR.  The longer residence 
time enhances the likelihood of exchange into the crystal lattice through kick-in reactions, which 
leads to isotopic buildup visible in SIMS. The mathematical description of this buildup has 
appeared elsewhere [11], and the resulting model may be applied to extract the surface potential 
VS and SCR length LSC from the profiles.     
        The Arrhenius plot of surface potential VS and SCR width LSC for the present work can be 
found in the supporting information for both clean and sulfur covered surfaces.  
        The values of VS in for the clean and sulfur- adsorbed surface show that sulfur adsorption 
increases VS by roughly an order of magnitude to roughly 1 meV, although the overall level is still 
small.  It is unknown whether the change results from sulfur adsorbed within the triangular pits as 
described above, or involves a distinct adsorption site (distinct from injection site) that is present 
in even smaller concentrations. The temperature dependence is evidently weak in either case.  
        The corresponding values of LSC also show an appreciable rise upon sulfur adsorption.  The 
temperature dependence is appreciably higher for LSC than for VS for both surfaces.  However, the 
exceptionally small values of LSC for the clean surface (near the SIMS resolution) make further 
quantitative analysis of the sulfur-induced changes unreliable.   
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        We note that the clean-surface values for both of VS and LSC are appreciably lower for the 
present work than for a previous report employing substantially the same methodology [9].  It is 
well-known that values of VS on metal oxides are highly variable, sometimes from specimen to 
specimen, and depend upon the exact details of preparation procedure and gas environment40. 
Separate measurements of VS by the optical techniques of photoreflectance (PR) [1] exhibit much 
larger values, but in a different temperature range under 100C.  Thus, the complicated 
reconstruction behavior of the c-axis ZnO(0001) surface evidently propagates into the surface-
bulk charge exchange associated with fixed charge. 
4.5 Conclusion 
        The electrostatic effects on oxygen defect redistribution near ZnO(0001) surface were studied 
in this work, which echoes back to the previous observation in Si [1,2] and TiO2 [4]. However, 
due to various unknown and uncontrolled factors, near-surface electrostatic effects vary from on 
specimen to specimen, and depend upon the details of growth history, preparation procedure and 
processing environment. In previous TiO2 work in our group [13], the authors discussed the 
observation of near-surface electrostatic effects, and recommended using PR to better study the 
band bending on TiO2. In this sense, the present work has implemented PR for both TiO2 and ZnO 
(Chapter 2 and 9). Yet due to the temperature limit of PR, other direct high temperature compatible 
band bending probing techniques like synchrotron based XPS [14] may shed more light on these 
effects.  
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4.6 Figures 
 
Figure 4.1 Schematic of near surface electrostatic effect on thermally injected charged mobile 
species within SCR.  
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Figure 4.2. Arrhenius plot of surface potential Vs for clean ZnO(0001), derived from the profiles in 
Figure 3.7.  
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Figure 4.3. Arrhenius temperature dependence of the SCR width LSC for clean ZnO(0001), derived from 
the profiles in Figure 3.7.  
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Figure 4.4. Arrhenius plot of surface potential Vs for 0.07ML sulfur adsorbed on ZnO(0001), derived 
from the profiles in Figure 3.8.  
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Figure 4.5. Arrhenius temperature dependence of the SCR width LSC for 007ML sulfur adsorbed on 
ZnO(0001), derived from the profiles in Figure 3.8.  
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Chapter 5: Microkinetic Modeling of Oxygen Interstitial Injection in 
ZnO(0001) 
 
5.1 Introduction 
        Previous work in Si [1,2], TiO2 [3,4] and present work in ZnO all show that surfaces provide 
efficient pathways for defect creation and annihilation compared to the underlying bulk. As 
detailed in chapter 3, it was found that oxygen interstitial can be thermally injected into the 
underlying bulk through ZnO(0001). Yet, the elementary kinetic expressions and parameters for 
the interactions of interstitial defects with the surface and lattice remains unknown in the 
conditions of varying temperature, pressure and the presence of adsorbates. Due to the difficulty 
of monitoring atomic defects either on the surface or deep in the bulk, the present chapter discusses 
a micro-kinetic model built for the system of oxygen adsorption and injection in Zn-terminated 
ZnO(0001). This model starts with a defect disorder analysis focused on previous literature to 
estimate the equilibrium defect concentrations as the simulation background using maximum 
likelihood (ML) parameter estimation. Then, the model is expressed as a system of continuum 
differential equations with estimated thermodynamic and kinetic parameters embedded.  Finally, 
such a model was fitted onto isotopic diffusion experimental data with an iterative global statistical 
optimization technique called weighted sum of square errors (WSSE) to finalize the calculation of 
both thermodynamic and kinetic parameters. The estimated parameters for oxygen on ZnO(0001) 
were compared with values determined by a previously derived simpler analytical model [5] on 
ZnO(0001), and also with values from a similar model for oxygen on TiO2(110) [6]. Later, the 
optimized parameters were also used to fit diffusion profiles from the same surface with sulfur 
adsorbed. With a slight adjust to the available concentration of surface injection sites, such fitting 
proved consistent with the site blocking mechanism of sulfur’s effect on Oi injection in ZnO as 
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discussed in Chap. 3. The present work improved on the previous microkinetic modeling efforts 
developed by this research group, and yielded useful insights into the defect reaction-diffusion 
network within ZnO as well as for future attempts at surface-based defect manipulation.  
5.2 Calculation Methods 
5.2.1 ML Estimation for Defect Equilibrium Constants   
        In a micro-kinetic simulation, the first step is to develop initial estimates of the equilibrium 
concentration of each considered defect species within the solid. Such defect concentrations can 
be experimentally measured in the lab or by referencing to the equilibrium constants published in 
the literature. The present model used the ML method to estimate the equilibrium constants from 
the literature. Detailed derivation and statistical meaning of the ML method can be found 
elsewhere [7]. Briefly, the most likely value of a desired parameter ?̅?  can be estimated by 
minimizing the objective function 𝜙(?̅?) with the relation: 
𝜙(?̅?) = ∑ 𝑤𝑖(𝑦𝑖 − ?̅?)
2
𝑖                                                                                                                           (5.1) 
where yi represents the parameter from a given source or literature i. wi is the weight of the 
literature report’s uncertainty based on the standard deviation i: 
𝑤𝑖 =
1
𝜎𝑖
2                                                                                                                                                     (5.2) 
Note, this method assumes that the uncertainty from literature source follows a Gaussian 
distribution. To minimize 𝜙(?̅?), one can take first dirivative of equation 5.1 to reach analytical 
formula for ?̅? as: 
?̅? =
∑ 𝑤𝑖𝑦𝑖𝑖
∑ 𝑤𝑖𝑖
                                                                                                                                     (5.3) 
The final ML estimated value has the form ?̅? ± 𝜎, with the “averaged” deviation 𝜎 in the form: 
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𝜎 =
1
√∑
1
𝜎𝑖
2𝑖
                                                                                                                                    (5.4) 
        To implement the ML method in estimating defect equilibrium constants, the standard 
deviation i needs to be estimated from all literature sources evaluated. For both experimental and 
computational (DFT) literature with its own error estimation of defect equilibrium constants, the 
present work used such error as i. For experimental literature without its own error estimation, 
the present work replotted the original data in the Arrhenius format and used the function below 
to estimate i. 
𝜎𝑖 = √
min
𝑏1𝑏0
∑(𝑌𝑘−𝑏1𝑥𝑘−𝑏0)2
(𝑚−2)∑(𝑋𝑘−?̅?)
2                                                                                                           (5.5) 
Where, Xk and Yk respectively represent 1/T and ln(ΔG) for each data point, ?̅? is the mean of X 
and m denotes the total number of data points, b1 and b0 are the activation energy and the prefactor, 
respectively. For DFT literature, no one to the author’s knowledge gives error bars for the 
calculated equilibrium constants, but several estimates can be found for the same parameter. The 
present work adopts the method from previous work [7] to use the deviation from linear least 
squares fit of the same parameter as the 𝜎𝑖 for each estimation i.  
5.2.2 Equilibrium Defect Concentration Calculation 
        To calculate equilibrium defect concentrations, one would need to determine the defect 
species identities and reactions in the specific system. In the present work in ZnO, the main defect 
reactions are as follows: 
𝑂𝑜
𝐾1
↔𝑉𝑜
2+ + 2𝑒− +
1
2
𝑂2                                                                                                         (5.6) 
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𝑂𝑜 + 𝑍𝑛𝑍𝑛
𝐾2
↔ 𝑍𝑛𝑖
2+ + 2𝑒− +
1
2
𝑂2                                                                                          (5.7) 
1
2
𝑂2
𝐾3
↔𝑉𝑍𝑛
2− + 2ℎ+ + 𝑂𝑜                                                                                                         (5.8) 
1
2
𝑂2
𝐾5
↔𝑂𝑖
−2 + 2ℎ+                                                                                                                  (5.9)  
𝑛𝑖𝑙
𝐾𝑖
↔ 𝑒− + ℎ+                                                                                                                         (5.10) 
where point defect species VO, VZn, Zni and Oi are considered. All these four species are in their 
expected charge state, for instance -2 for Oi. Other defect species such as antisites or larger scale 
clusters are not considered due to complexity and small likely concentrations in our experimental 
high-quality single crystal samples.  The equilibrium constants correlated to the five defect 
reactions above can be expressed as: 
𝐾1 = 𝐾𝑉𝑜2+,𝑒𝑔 = exp (−
∆𝐺
𝑟,𝑉𝑜
2+
𝑜
𝑘𝐵𝑇
) =
[𝑉𝑜
2+]
[𝑂𝑜]
(
𝑛
𝑁𝐶
)2(
𝑃𝑂2
𝑃𝑜
)
1
2                                                             (5.11) 
𝐾2 = 𝐾𝑍𝑛𝑖
2+,𝑒𝑔 = exp (−
∆𝐺
𝑟,𝑍𝑛𝑖
2+
𝑜
𝑘𝐵𝑇
) =
[𝑍𝑛𝑖
2+]
[𝑍𝑛𝑍𝑛]
(
𝑛
𝑁𝐶
)2(
𝑃𝑂2
𝑃𝑜
)
1
2                                                        (5.12) 
 𝐾3 = 𝐾𝑉𝑍𝑛2−,𝑒𝑔 = exp (−
∆𝐺
𝑟,𝑉𝑍𝑛
2−
𝑜
𝑘𝐵𝑇
) =
[𝑉𝑍𝑛
2−]
[𝑍𝑛𝑍𝑛]
(
𝑝
𝑁𝑉
)2(
𝑃𝑂2
𝑃𝑜
)−
1
2                                                        (5.13) 
 𝐾5 = 𝐾𝑂𝑖
−2,𝑒𝑔 = exp (−
∆𝐺
𝑟,𝑂𝑖
𝑥
𝑜
𝑘𝐵𝑇
) =
[𝑂𝑖
𝑥]
[𝑂𝑂]
(
𝑝
𝑁𝑉
)2(
𝑃𝑂2
𝑃𝑜
)−
1
2                                                            (5.14) 
𝐾𝑖 = exp (−
𝐸𝐺
𝑘𝐵𝑇
) =
𝑛
𝑁𝐶
𝑝
𝑁𝑉
                                                                                                      (5.15) 
where n and p are electron and hole concentration respectively, NC and NV are the effective density 
of states of the conduction band and the valence band, respectively, and can be estimated through 
the equations: 
68 
 
 𝑁𝐶 = 2(
2𝜋𝑚𝑒
∗𝑘𝐵𝑇
ℎ2
)
3
2                                                                                                                 (5.16) 
𝑁𝑉 = 2(
2𝜋𝑚ℎ
∗ 𝑘𝐵𝑇
ℎ2
)
3
2                                                                                                                  (5.17) 
where kB is the Boltzmann constant, h is the Planck constant, T is the temperature in K unit. m
*
e 
and m*h is the effective mass of electrons and holes in ZnO and estimated as 0.29 and 0.59 times 
the real electron mass me according to references [8,9]. The band gap EG can be estimated by the 
first order simplified Varshni equation: 
𝐸𝐺 = 𝐸0𝐾 − 𝛽𝑇                                                                                                                       (5.18)  
where 𝐸0𝐾 = 3.46𝑒𝑉 and 𝛽 = 0.365𝑚𝑒𝑉/𝐾 referenced by literature. 
        To compare the experimentally estimated equilibrium constants and computationally 
estimated formation energies from different sources, the standard state of the equilibrium constants 
must be picked and kept throughout the analysis.  
        For experimentally estimated equilibrium formation energy, enthalpy and entropy 
(∆𝐺𝑟,𝐷𝑞
𝑜 , ∆𝐻𝑟,𝐷𝑞
𝑜 ,  ∆𝑆𝑟,𝐷𝑞
𝑜 ) using conductivity measurement or thermogravimetry, the standard state 
picked in this work is the same as the experimental literature at 1400C, 1atm. Once the 
equilibrium formation energies were determined, based on equation 5.19, the equilibrium constant 
𝐾𝐷𝑞.𝑒𝑞 was calculated at the temperature at 800K that fits the diffusion experiment temperature in 
the present work. For the positively charged species (donors), the standard state is the fermi level 
located at the conduction band edge (EF = EC). For the negatively charged species (acceptors), the 
standard state is the fermi level located at the valence band edge (EF = EV). The experimentally 
estimated equilibrium constant 𝐾𝐷𝑞.𝑒𝑞 with reference to standard state can be expressed as  
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ln(𝐾𝐷𝑞.𝑒𝑞) = −
∆𝐺
𝑟,𝐷𝑞
𝑂
𝑘𝐵𝑇
= −
∆𝐻
𝑟,𝐷𝑞
𝑂
𝑘𝐵𝑇
+
∆𝑆
𝑟,𝐷𝑞
𝑂
𝑘𝐵
                                                                           (5.19) 
        For DFT estimated formation energies (∆𝐺𝑟,𝐷𝑞
𝑜 )𝐷𝐹𝑇, the standard state was set to 0K, 1atm, 
EF = EC for positively charged species, and EF = EV for negatively charged species. most of the 
DFT literature only estimates the free energy of formation, which at 0K equals the formation 
enthalpy. Due to the various reference states used in the DFT literature, following adjustments 
were implemented in this work for different defect species:  
 (∆𝐺
𝑟,𝑉𝑂
2+
𝑜 )𝐷𝐹𝑇 = [𝑈𝑍𝑛𝑂,𝑉𝑂2+ − 𝑈𝑍𝑛𝑂] + 2𝐸𝐶 +
1
2
𝜇𝑂2(𝑔)
𝑂                                                             (5.20)  
(∆𝐺
𝑟,𝑍𝑛𝑖
2+
𝑜 )𝐷𝐹𝑇 = [𝑈𝑍𝑛𝑂,𝑍𝑛𝑖
2+ − 𝑈𝑍𝑛𝑂] + 2𝐸𝐶 − 𝜇𝑍𝑛𝑂
𝑂 +
1
2
𝜇𝑂2(𝑔)
𝑂                                              (5.21) 
(∆𝐺
𝑟,𝑉𝑍𝑛
2−
𝑜 )𝐷𝐹𝑇 = [𝑈𝑍𝑛𝑂,𝑉𝑍𝑛2− − 𝑈𝑍𝑛𝑂] + 𝜇𝑍𝑛𝑂
𝑂 −
1
2
𝜇𝑂2(𝑔)
𝑂                                                             (5.22) 
(∆𝐺
𝑟,𝑂𝑖
2−
𝑜 )𝐷𝐹𝑇 = [𝑈𝑍𝑛𝑂,𝑂𝑖
2− − 𝑈𝑍𝑛𝑂] −
1
2
𝜇𝑂2(𝑔)
𝑂                                                                          (5.23) 
where U is the total energy of the considered slab in DFT calculation. At 0K, 1atm stand state, 
𝜇𝑂2(𝑔)
𝑂 = −0.547eV, 𝜇𝑍𝑛𝑂
𝑂 = −0.501𝑒𝑉 []. 
        After these adjustments and ML estimation, the equilibrium constants can be plugged into the 
equations below to calculate concentrations corresponding to each defect: 
[𝑉𝑜
2+]
[𝑂𝑜]
= 𝐾𝑉𝑜2+,𝑒𝑔(
𝑛
𝑁𝐶
)−2(
𝑃𝑂2
𝑃𝑜
)−
1
2                                                                                                  (5.24) 
[𝑍𝑛𝑖
2+]
[𝑍𝑛𝑍𝑛]
= 𝐾𝑍𝑛𝑖
2+,𝑒𝑔(
𝑛
𝑁𝐶
)−2(
𝑃𝑂2
𝑃𝑜
)−
1
2                                                                                              (5.25) 
[𝑉𝑍𝑛
2−]
[𝑍𝑛𝑍𝑛]
= 𝐾𝑉𝑍𝑛2−,𝑒𝑔(
𝑝
𝑁𝑉
)−2(
𝑃𝑂2
𝑃𝑜
)
1
2                                                                                                 (5.26) 
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[𝑂𝑖
2−]
[𝑂𝑂]
= 𝐾𝑂𝑖
2−,𝑒𝑔(
𝑝
𝑁𝑉
)−2(
𝑃𝑂2
𝑃𝑜
)
1
2                                                                                                  (5.27) 
2[𝑉𝑜
2+] + 2[𝑍𝑛𝑖
2+] + 𝑝 = 𝑛 + 2[𝑉𝑍𝑛
2−] + 2[𝑂𝑖
2−]                                                                   (5.28) 
where equation 5.28 is a mathematical statement of “charge neutrality” in the solid. To solve 5.24 
- 5.28 iteratively, one must decide the dominant defect species in the system with largest 
concentration.  
        In the present work using intrinsic ZnO single crystals, the Zni
2+ is assumed to be the 
dominant defect species as supported by several literature reports [10,11]. First of all, intrinsic 
ZnO is well-known to be oxygen deficient “ZnO1-x, x>0”, where Zni2+ and VO2- are the most 
dominating species. VZn
2- can also be ruled out due to its huge ionization energy [12]. For Zni
2+ 
and VO
2-, it is suggested in the literature that VO
2- has larger ionization energy compared to Zni
2+ 
and can only be the dominant species at temperatures close to sintering (>1500C), which leaves 
Zni
2+ as the dominating species below 1500C [12]. Accordingly, the present work adopted this 
assumption and simplified equation 5.28 to  
 𝑛 = 2[𝑍𝑛𝑖
2+]                                                                                                                            (5.29) 
so that all defect concentrations can be calculated. 
5.2.3 Injection Kinetics 
        The injection kinetics modeling for oxygen interstitial injection in ZnO(0001) used in this 
work is built upona previously developed kinetic model for oxygen diffusion in TiO2(100) [6]. 
Briefly, the diffusion-reaction network can be modeled with continuum equations taking the 
general form: 
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𝜕𝐶𝑗
𝜕𝑡
= −
𝜕𝐽𝑗
𝜕𝑥
+ 𝐺𝑗                                                                                                                       (5.30) 
where x and t represent the spatial and temporal coordinates, and Cj, Jj and Gj represent 
concentration, flux and the net generation rate of species j, respectively. The species j here could 
be either mobile species (M) like interstitials or static substitutional (S) sites. The flux J for the 
mobile species obeys Fickian diffusion: 
𝐽 = −𝐷𝑀
𝜕𝐶𝑀
𝜕𝑥
                                                                                                                           (5.31) 
where DM is the hopping diffusivity of the mobile species.  
        The defect injection kinetics represents a boundary condition for 16Oi and 18Oi in the 
equation 5.31. The boundary condition of each mobile isotope species j can be written as  
−𝐷𝑀
𝜕𝐶𝑀,𝑗
𝜕𝑥
|
𝑥=0
= 𝑟𝑖𝑛𝑗,𝑗 − 𝑟𝑎𝑛𝑛,𝑗                                                                                                 (5.32) 
By analogy to first order Langmuir desorption, the rate expression for injection part can be written 
as 
𝑟𝑖𝑛𝑗 = 𝑘𝑖𝑛𝑗𝑛𝑠𝑎𝑡𝜃                                                                                                                        (5.33) 
where kinj is the injection rate constant given by  
𝑘𝑖𝑛𝑗 = 𝑣𝑖𝑛𝑗𝑒
−𝐸𝑖𝑛𝑗 𝑘𝐵𝑇⁄                                                                                                                (5.34) 
with an activation energy Einj and pre-exponential factor vinj. In line with standard estimates from 
absolute rate theory, vinj was set equal to 1 × 10
13 s-1. 
        By analogy to non-dissociative gas adsorption, defect annihilation at the surface is assumed 
to obey a rate expression incorporating the impinging flux and the sticking probability. Using a 
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first order Langmuir model with occupation by only one atom per site, the sticking probability S 
can be written as 
𝑆 = 𝑆0(1 − 𝜃)                                                                                                                         (5.35) 
where  is the defect coverage (as opposed to gas coverage) with value range from 0 to 1, S0 is the 
zero-coverage sticking probability.  
 Note that the results in Chapter 3 indicate that a squared dependence on (1–) fits the data 
for sulfur inhibition of injection than the linear form shown in Eq. (5.35).  However, kinetically 
second order effects are difficult to rationalize, as the injection species appears to be atomic Oi.  
Thus, there is no obvious analogy to associative molecular desorption into the gas phase, especially 
when the injection sites are fairly widely separated.  On this basis, we surmise that the actual value 
of m is more likely to be 1 than 2, even though the m=2 fit is better.  Thus, the linear functional 
form is retained here. 
        There are two assumptions made in the surface kinetic model that deal with gas-phase 
adsorption: both the bulk-surface chemistry and surface-gas chemistry is in equilibrium and the 
rate of adsorption/desorption is much faster than that of interstitial annihilation and injection from 
the bulk to the surface. Adsorption supplies the adsorbed oxygen for interstitial injection and 
desorption facilitates freeing up of available sites for annihilation when annihilated oxygen 
becomes adsorbates. In the model, neither of these steps is considered to kinetically limit the ability 
of the surface to serve as an injection/annihilation site for the underlying bulk oxygen interstitials. 
        To adjust for the possibility that not all surface sites necessarily represent injection sites (for 
instance, triangular pit sites for Zn-terminated ZnO(0001)), a coverage  is defined as a the 
fractional coverage of  annihilation/injection sites, normalized with respect to the total 
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concentration nsat,max of oxygen containing surface sites. The areal concentration of 
annihilation/injection nsat can be written as 
𝑠𝑎𝑡 =
𝑛𝑠𝑎𝑡
𝑛𝑠𝑎𝑡,𝑚𝑎𝑥
                                                                                                                        (5.36) 
And with these definitions, the annihilation rate can be written as 
  , 00
3
1   
M
M xann sat C
D S
r
l                                                                                                       (5.37) 
        At steady state (S.S.), the injection rate should equal to annihilation rate, from where the 
defect coverage  can be calculated using equation (5.38). 
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                                                       (5.38) 
        During the experimental isotopic diffusion, the sample was pre-annealed for 6 hours to reach 
equilibrium in natural abundance oxygen. At the start of actual isotopic profile formation, the gas 
phase was switched to isotopically labeled 18O. For the net injection flux at the surface, the 18O 
flux can be written as 
 
18
18
, 018
0
0
3
1 


      

MM
M M x
i
sat satinjO
x
D SC
D k n C
x l
F
                                                                  (5.39) 
with both injection and annihilation parts. Accordingly, the 16O flux only contains an annihilation 
part since no 16O exists in the gas phase, and can be written as 
 
16
16
, 016
0
0
3
1 


     

MM
M M x
i
satO
x
D SC
F D C
x l
                                                                      (5.40) 
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        Equations 5.39 and 5.40 are surface boundary conditions for both isotopes. In order to solve 
diffusion equation for both isotopes, the second boundary condition are no-flux deep within the 
solid - 𝜕𝐶 𝜕𝑥 = 0 𝑎𝑠 𝑥 → ∞.⁄                             
5.2.4 Lattice Exchange 
        The Gj term in equation 5.30 resembles the reaction of injected oxygen interstitials with lattice 
oxygen atom through the kick-in and kick out mechanism: 
18 16 18 16
S S
O O O Oki
ko
k
i ik
 
                                                                                               (5.41) 
The forward kick-in reaction rate rki for 18O can be written as         
16 18
S Mki ki
r k C C
                                                                                                                       (5.42) 
with the reverse kick-out reaction obeying  
18 16
S Mko ko
r k C C
                                                                                                                     (5.43) 
kki and kko denote rate constants having a thermally activated form akin to equation 5.34. Since the 
actual isotopic diffusion and reaction was performed after the equilibrium achieved during pre-
annealing, and also because of the same chemical nature of 16O and 18O, the kick-in and kick-out 
rate constants are identical.  
𝑘𝑘𝑖 = 𝑘𝑘𝑜 = 𝑣𝑘𝑖exp (
−𝐸𝑘𝑖
𝑘𝐵𝑇
)                                                                                                    (5.44)           
 5.2.5 Diffusion 
         The hopping diffusivity DM of the mobile interstitial is represented by the conventional 
expression 
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𝐷𝑀 = 𝑔𝑙
2Γ                                                                                                                              (5.45) 
where g denotes a geometric factor equal to 1/6 in three dimensions (Note it was incorrectly labeled 
as 6 in previous TiO2 work [6]). l is the hop length on the order of a lattice spacing.  Γ is jump rate 
that can be expressed as 
Γ = 𝑣 exp (
∆𝑆𝑑𝑖𝑓𝑓,𝑀
𝑘𝐵
) exp (
−𝐸𝑑𝑖𝑓𝑓,𝑀
𝑘𝐵𝑇
)                                                                                        (5.46) 
Combining equation 5.45 and 5.46, DM can be expressed as a pre-factor and a temperature 
dependence term 
,
, exp
 
 
 
 

 diff MM o M
B
E
D D
k T
                                                                                                            (5.47) 
where 
𝐷𝑜,𝑀 =
1
6
𝑣𝑙2exp (
∆𝑆𝑑𝑖𝑓𝑓,𝑀
𝑘𝐵
)                                                                                                    (5.48) 
5.2.6 Parameter Estimation through WSSE                                                                                       
        The parameters estimation was achieved through a global iterative error minimization 
technique called weighted sum of square errors (WSSE). This method can be summarized as 
follows. The estimated kinetics and parameters can be input into the FLOOPS simulator [] to 
calculate the resulting concentration depth profiles of 18O (Csim(x)) at the experimental temperature 
and pressure. The mathematical difference between Csim(x) and the experimental profile Cexp(x) is 
computed for a set of discrete depths x for each experimental depth profile. And the WSSE 
objective function Φ is calculated as  
Φ = ∑ ∑
1
𝜎𝑒𝑥𝑝𝑡(𝑥)2
[𝐶𝑒𝑥𝑝𝑡(𝑥) − 𝐶𝑠𝑖𝑚(𝑥)]
2
𝑥
𝑁𝑒𝑥𝑝𝑡
𝑛=1                                                                   (5.49) 
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where 𝜎𝑒𝑥𝑝𝑡 is the standard deviation of the experimental concentration at each point and can be 
calculated with 
𝜎𝑒𝑥𝑝𝑡 = √𝑁                                                                                                                              (5.50) 
where N is the data counts from the SIMS measurement at specific data point. Thus, data points 
with more noise (typically deeper in the solid for the mass 18 isotope) are normalized and weighted 
less heavily. The general procedure during the analysis is trying to try different combinations of 
kinetic parameters to minimize the WSSE function. A guide to the adjustment of estimated 
parameters between each WSSE round was the parameter sensitivity analysis that has been detailed 
in [7]. Only parameters with significant sensitivity coefficients were adjusted.  In the present work, 
a 10% perturbation was used for all parameters adjustments between each WSSE round. 
5.2.7 Confidence Interval Determination                                                                                      
        Confidence interval determination has been discussed in detail elsewhere []. Briefly, each 
computed concentration profile k is linearized with respect to the vector of optimal WSSE 
parameter estimates 𝜙∗ according to 
?̃?𝑠𝑖𝑚,𝑘(𝜙) ≈ 𝐶𝑠𝑖𝑚,𝑘(𝜙
∗) + 𝑌𝑘(𝜙
∗)(𝜙 − 𝜙∗)                                                                           (5.51) 
where Yk is the Jacobian calculated by 
𝑌𝑘 =
𝜕?̃?𝑠𝑖𝑚,𝑘(𝜙)
𝜕𝜙
|
𝜙∗
                                                                                                                     (5.52) 
Then, the covariance matrix 𝑉𝜙 can be calculated from relation 
𝑉𝜙
−1 = ∑ 𝑌𝑘
𝑇𝑉𝐶,𝑘
−1𝑌𝑘
𝑁𝑒𝑥𝑝𝑡
𝑘=1                                                                                                             (5.53) 
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where 𝑉𝐶,𝑘
−1 is the inverse of profile covariance matrix with only diagonal elements that equal the 
SIMS error 𝜎𝑒𝑥𝑝𝑡(𝑥)
2. For the j-th parameter, the best value together with its confidence interval 
is  
𝜙𝑗 = 𝜙𝑗
∗ ± 𝑡1−𝑘 2⁄ (𝑛𝑑 − 𝑁𝜙)√𝑉𝜙,𝑗𝑗                                                                                         (5.54) 
t is the t-statistic factor that can be looked up from statistic books. k is the certainty level of the 
present work and was set to k = 33%. nd is the data points used in the simulation and equals to 150. 
𝑁𝜙 is the parameters estimated from the experimental data and equals to 10.  
        In the confidence interval determination, it is important to excluded parameters that have 
sensitivity coefficients near zero, e. g. the formation energy of VO. If such parameters were 
included in the confidence interval calculation, it would cause a column full of 0’s in the reverse 
covariance matrix 𝑉𝐶,𝑘
−1, which result in error messages in later calculation. 
5.2.8 Fitting to Diffusion Profiles with Sulfur Covered ZnO(0001)                                                                                      
         Once the diffusion and reaction parameters were estimated through the WSSE method, the 
model was also fitted to diffusion profiles with various sulfur coverages. As discussed in detail in 
chapter 3, it is highly possible adsorbed sulfur atoms function purely as site blockers, which 
decreases the effective pre-factor for the injection flux without altering the injection mechanism. 
Following the sulfur site-blocking mechanism, the only parameter manipulated in such a model 
was nsat – the concentration of available injection sites. By taking account of the sulfur coverage 
measured with AES, the nsat was attempted at 10%-60% of its WSSE value in response to sulfur 
coverage 0.03ML-0.13ML. Referring to equation 5.39, decreasing nsat would decrease the injection 
and annihilation rate simultaneously, and with fewer injected 18Oi, the CM,x=0 term in the 
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annihilation term would drop as well. Based on the current model, the activation energy of net 
injection flux F should also slightly drop due to the temperature dependent decrease in CM,x=0. 
5.3 Results 
5.3.1 Defect Disorder 
        Tables 5.1-5.7 listed the formation energies of the four primary point defect species in 
intrinsic ZnO from both experimental and computational sources [10-21]. For the experimental 
literature, the formation enthalpy and entropy with corresponding uncertainty intervals were 
determined through ML method. For the DFT literature, the formation energy with uncertainty 
interval was determined through the ML method. For the defect species Vo
2+, Zni
2+, and VZn
2-, the 
formation energy ΔG used in the preset work was calculated based on the experimentally-
determined enthalpy and entropy and scaled to a typical diffusion temperature of 800K condition 
using equation 5.19. For the Oi
2-, there was no experimental literature for formation enthalpy or 
entropy. So the initial value of ΔH = 5.7eV, ΔS = 2.1 × 10-4 eV/K was implemented based upon 
initial trial-and-error profile simulations and the final formation enthalpy and entropy were 
determined via WSSE as listed in Table 5.8.  
5.3.2 WSSE Results 
        Table 5.8 shows the final estimation of parameters and associated confidence intervals from 
the WSSE method. Due to the similarity of the current method with previous work on TiO2(110) 
[6], the initial guess for some of these parameters were largely borrowed from the TiO2 work. But 
it turns out the underlying diffusion and reaction network in the present ZnO case is largely 
different from the previous TiO2 work, so that the parameters evolved substantially compared to 
the initial guesses through 15 iterations. Such a difference will be discussed in detail below. Figure 
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5.1 shows an example of WSSE fitting to diffusion profiles at 5 × 10-5 Torr. The simulated profiles 
reproduce the observed experimental profiles fairly accurately.  
        Table 5.9 and 5.10 shows the parameter sensitivity coefficient (PSC) at various temperatures 
and one pressure (5 × 10-5 Torr) for the simulated profile intercept and slope, respectively. All 
parameters have small PSCs for profile slope. For the intercept, the injection barrier Einj and kick-
in/out reaction barrier Eki (Eko) are relatively more sensitive compared to other parameters.    
          Figure 5.2-5.4 shows the Arrhenius plots of net injection flux F of 18Oi, mean diffusion 
length λ and effective diffusivity Deff using both the previously derived analytical fitting method 
[5] and the present WSSE based model. F was calculated based on equation 5.39. λ was calculated 
using WSSE estimated parameters based on the relation 
𝜆 = √
𝐷𝑀
𝑘𝑘𝑖𝐶𝑆,𝑡=0
16                                                                                                                              (5.55) 
Then, the composite parameter Deff can be calculated through 
𝐷𝑒𝑓𝑓 =
𝐹𝜆
[𝐶𝑆,𝑡=0
𝑇 −𝐶𝑆,𝑡=0
18 ]
                                                                                                                  (5.56) 
The derived activation energies and the pre-factors of the three parameters using two different 
models are summarized in Table 5.9. It is clearly shown in the three figures and the table that the 
activation energies for the three parameters are quite different using different fitting methods. For 
the net injection flux F, the WSSE-estimated activation energy is much larger than the analytical 
method, and to compensate, the WSSE-estimated pre-factor is also much larger than the analytical 
one. Deff exhibits a trend similar trend to that of F, as WSSE estimated both larger activation energy 
and pre-factor compared to the analytical method. For the mean diffusion length λ, the analytical 
method shows no significant temperature dependence, while the WSSE-estimated λ shows a 
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negative correlation with temperature, with an activation energy of -0.5eV. This number can be 
confirmed using equation 5.55 by combining the temperature dependent barriers from each 
component parameter.   
        Figure 5.5 and 5.6 shows the oxygen pressure dependence of F and Deff. As previously 
discussed in chapter 3, λ has no significant pressure dependence experimentally. Based on equation 
5.55, there should also be no pressure dependence for λ computationally. However, theoretically, 
F and Deff should have a small but nonzero pressure dependence due to the fact that the oxygen 
interstitial concentration depends on the oxygen partial pressure as expressed in equation 5.27. As 
summarized in the last part of table 5.9, both analytical fitting and WSSE method agree that F and 
Deff slight depend on oxygen pressure with a tiny barrier around 0.2eV. 
        Figures 5.7 and 5.8 plot the equilibrium defect and carrier concentrations in ZnO as a function 
of temperature and pressure, respectively. The plots mainly focus on the dominant defect species 
Zni and fast diffusing species Oi; other defect species were also calculated based on defect disorder, 
but their concentrations are too low to affect the big picture are therefore not shown. Compared to 
the previous TiO2 work [6], the carrier concentration here is more close to the real case where the 
electron concentration n is in dominating range as in n-type ZnO, whereas hole concentration p in 
a much lower range. The Oi concentration has a big temperature dependence, which is caused by 
other heavily temperature dependent background formation energies of other defect species 
summarized in Table 5.1-5.6. In contrast, the pressure dependence of Oi is much milder than for 
temperature. 
        Figure 5.9 shows the temperature dependence of Fermi level EF referenced to the valence 
band maximum (VBM). The EF here is calculated through relation 
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𝑝
𝑁𝑉
= exp (−
𝐸𝐹−𝐸𝑉
𝑘𝐵𝑇
)                                                                                                                  (5.57) 
 As mentioned earlier, the hole concentration is quite low in intrinsically n-type ZnO, result in a 
large magnitude for EF. It is important to define an Oi formation enthalpy Δ𝐻𝑓
∗ at the value of EF 
that describes our clean surface experimental conditions. Direct manipulation of thermodynamic 
expressions from equation 5.27 shows that  
Δ𝐻𝑓
∗ = Δ𝐻𝑓 +𝑚𝐸𝐹                                                                                                                  (5.58) 
with charge state m=-2. With EF =2.4eV, Δ𝐻𝑓
∗ is calculated to be around 0.9eV at 800K. This value 
of Δ𝐻𝑓
∗ is an important sanity check as it is the minimum energy needed to create an oxygen 
interstitial, and should be smaller than injection barrier, which is 2eV in the present work. 
        Figure 5.10 shows the pure injection rate (rinj) and annihilation rate (rann) components of the 
net injection flux F. The exact relation of these three parts can be found in equation 5.39. Due to 
the defect coverage 𝜃 term in both injection and annihilation parts, F lies close to rann at lower 
temperatures and rises close to rinj at higher temperatures. The effective activation energies for rinj 
and rann are 3.25eV and 2.74eV, respectively. The factors behind the variance of activation energies 
for rinj and rann is the temperature dependent 𝜃  and the first layer isotopic oxygen interstitial 
concentration CM,x=0 in the expression for annihilation. 
        Figure 5.11 shows the defect coverage 𝜃  evolution with temperature and pressure. It is 
important to point out although created in analogy to gas coverage above the surface, 𝜃  here 
implies defect coverage at the surface with respect to the bulk below. The insight of 𝜃 in the present 
work will be discussed in later section. Figure 5.12 shows Arrhenius plot of 𝜃 in the temperature 
range of the present work and derived the activation energy of 𝜃 as 1.24eV. 
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        Figure 5.13 and 5.14 shows the WSSE-derived fitting to isotopic diffusion profiles in the 
sulfur coverage dependence and temperature dependence studies. The only parameter manipulated 
in these fitting compared to WSSE-estimated parameters for the clean surface is the injection site 
nsat, as in various sulfur coverage. A certain percentage of nsat was picked, and the overall fitting 
turns out to be quite nice. Figure 5.15 shows the Arrhenius temperature dependence of F for the 
clean surface and 0.07ML sulfur covered surface. It was found the activation energy of F in both 
cases are quite similar, as it is both experimentally and computationally expected. Experimentally, 
it is discussed in detail in chapter 3 that sulfur atoms act as site blockers without altering the 
fundamental injection mechanism, so that no change in activation energy in F should occur. 
Computationally, nsat is the only parameter that varied in fitting to sulfur covered profiles, as it 
appears as nominator in both injection rate (rinj) and annihilation rate (rann), the activation energy 
of F should not change. Yet the decreased amount of injection sites nsat limits another temperature 
dependent parameter, the amount of isotopic oxygen interstitial near the surface (CM,x=0), which 
slightly alters the activation energy of F through the annihilation part as shown in equation 5.39. 
Consistent with this picture, the data set for the sulfur-adsorbed surface yields a 0.1eV difference 
in the activation energy for F obtained from the analytical model, and a 0.2eV difference in the 
microkinetic model.  However, these slight alterations are near the limit of the intrinsic accuracy 
of the isotopic self-diffusion technique. 
5.4 Discussion 
5.4.1 Defect Disorder 
        A description of defect disorder is the first step of building the present micro-kinetic model. 
Having a defect disorder component essentially renders the model closer to the experiment and 
differentiate it from the much simplified analytical model, which assumes temperature and 
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pressure independence constant defect concentration. In order to better estimate the defect 
concentrations, thermodynamic parameters such as formation energy, enthalpy and entropy were 
collected from previous experimental and computational literature. Perhaps due to different 
specimen conditions, handling processes, or computational algorithms, the formation energy for 
each defect species varies a lot among the literature reports. Although the statistical maximum 
likelihood (ML) method was implemented to average out the formation energies used in the 
present work, the problems with both experimental and computational literature on defect behavior 
in ZnO require analysis as presented below.  
        For the experimental literature, most defect formation enthalpies and entropies were 
estimated from thermogravimetric analysis (TGA) or electrical measurements. The estimated 
entropy and enthalpy from such methods are surprisingly large, for instance in table 5.3, the 
formation entropy is around 70kB. And accompanying the large entropy, the formation enthalpy is 
exceptionally large as well. The likely systematic errors in these numbers is evident from the 
present work, but these are the only experimental literature that can be found.  There are a couple 
of reasons that might explain the unrealistically large values in the literature. First of all, all of 
these measurements were done in under ambient pressures.  As ZnO is known to be a good gas 
sensing material, surface adsorption of foreign species or contamination might bias the 
measurements substantially. Secondly, all of these measurements excludes oxygen interstitial from 
their defect disorder analysis. It is true that normally ZnO is oxygen deficient, which lowers the 
probability of large concentrations of Oi. However, as hinted by this group’s work, Oi can be 
injected into the underlying bulk to become the majority O-related defect using clean surfaces in 
high vacuum. It is likely that experiments not designed to open this defect creation pathway never 
achieved true equilibrium. Lastly, most of these measurements were done at much higher 
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temperature (~1400K) than the present work (~800K), it is possible that the defect structure 
evolves with temperature. Thus, a systematic error may result extrapolating their thermodynamic 
parameters to lower temperature directly. With these concerns in mind, these experimentally 
derived thermodynamic parameters were ML estimated and then implemented in the present work.  
        The present work also summarizes computationally derived formation energies for each 
defect species in tables. Most of these formation energies were predicted with density functional 
theories using various packages. All of these calculations presupposed 0K temperature so that no 
entropy term was given, and formation free energy equals the formation enthalpy. Depending on 
the calculation package and the presence of oxygen rich or poor conditions, the formation energy 
is scattered a lot for each defect species. The present work used experimentally averaged formation 
energy except for Oi, no experimental value was found. Several earlier literature works 
presupposed that Oi cannot exist in large quantities [14-16], while later DFT literature has shown 
that the oxygen interstitial can stability exist in ZnO [21,22]. The present work used DFT predicted 
formation energy of Oi as an initial guess and finalized the value using WSSE method.  The 
estimated formation enthalpy for Oi 5.6eV is larger than 3.7eV in TiO2 estimated using same 
method [6], however, it is at the lower end compared to the DFT values in table 5.7. It is possible 
that the DFT calculations were performed in a condition that differs from the present work, where 
the Oi can be easily created through the clean surface. The calculation might only consider bulk 
pathway by forming Frenkel pair which is much energetically costly (~9eV) [23]. It is also 
predicted by DFT that the formation energy of Oi increases with its negative charge state. As ZnO 
is intrinsically n-type above 0K, there is reason to believe the formation energy of Oi
2- should be 
lower compares to predicted large values in 0K where all charges are frozen. 
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5.4.2 Comparison of WSSE Estimated Parameters in ZnO and TiO2  
        One of the primary goals of the present work is to compare the WSSE results between ZnO 
and TiO2(110) to extract general principles. It is important to point out that the reaction and 
diffusion mechanisms in the two systems are different. For ZnO, as hinted by the sulfur coverage 
data, is the rate expression most likely obeys a simple direct injection mechanism. For TiO2 [6], 
the injection mechanism is much more complicated which is still under study, but most likely the 
oxygen exchange with the lattice is catalyzed by other defect species such as the cation interstitial. 
Due to such discrepancies, the WSSE estimated parameters are not directly comparable in some 
cases.  
       The first and most different factor to point out is the hole concertation p, which might be the 
main reason to explain many later discrepancies.  Previous work in TiO2 [6] overestimated p by 
around 10 orders of magnitude in typical n-type material TiO2, which makes p very close to n. By 
examining figure 3 in the published TiO2 model [6], coupling the overestimated p into equation 
5.57 would result in Fermi level reside in the lower half of the band gap, rendering TiO2 p-type 
which contradicts the n>p condition shown in figure 3. In the present work, as shown in figure 5.7 
and 5.8, the p is in the lower 104 cm-3 range, which is more consistent with typical n-type material. 
        The next big difference is the defect coverage θ as plotted in figure 5.11 for the present work. 
The defect coverage θ in the present work rises with temperature in the 700-900K range depend 
on oxygen gas pressure and quickly saturates the surface from below with θ close to 1 in higher 
temperature. This trend of θ is contrary to the adsorbate coverage from the gas phase and in the 
defect injection sites in the TiO2 work (figure 4 in [6]). Due to the exothermic condition of 
adsorbate coverage from the gas, the adsorbate coverage tends to decrease with increasing 
temperature, although the pressure dependence is the same as present work. The trend of injection 
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site coverage θ with temperature in TiO2 agrees with the general behavior of gas coverage, 
however this effect is a manifestation of the incorrect estimation of p. By carefully looking at the 
θ governing equation 5.38, the temperature dependence terms can be grouped as below 
𝜃~
1
(
 
 𝑒
−𝐸𝑖𝑛𝑗
𝑘𝐵𝑇
𝑒
−𝐸𝑑𝑖𝑓𝑓,𝑀
𝑘𝐵𝑇 ∗𝑒
−∆𝐻
𝑘𝐵𝑇(
𝑝
𝑁𝑉
)
−2
)
 
 
+1
                                                                                                     (5.59) 
where the  (
𝑝
𝑁𝑉
)
−2
term in TiO2 has a phenomenological large temperature dependence of roughly 
-2.2eV which reduces equation 5.59 into 
  𝜃~
1
(𝑒
−0.45
𝑘𝐵𝑇 +1)
                                                                                                                           (5.60) 
that renders 𝜃  decreasing with temperature. Physically,  (
𝑝
𝑁𝑉
)
−2
 should not have such a large 
temperature dependence. In the present work, p has much less temperature dependence (shown in 
figure 5.7) so that coverage increases with temperature.   
        Another important aspect of θ is the magnitude. In the present work, θ varies over much of 
the range between 0 to 1, while in the TiO2 case, the magnitude of θ is restricted to a range near 
10-2. This difference is again caused by hole concentration p that can be seen in equation 5.38. The 
p in the TiO2 case is unrealistically large, which brings down the value of (
𝑝
𝑁𝑉
)
−2
 that  in turn 
pushes down the θ through annihilation term. This underestimate of θ in TiO2 has two undesired 
consequences. First, the small θ renders S and nsat difficult to deconvolve. Second, according to 
equation 5.39, with such small value of θ, the net injection flux F lies close to the pure injection 
flux (rinj), which in turn neglected the magnitude and temperature dependence of parameters in the 
annihilation term. In the present work, the magnitude of θ is much larger in the range 0.4 to close 
87 
 
to 1, which leads the model to be more sensitive to magnitude and temperature dependence in other 
parameters, especially the ones in the annihilation part such as CM,x=0. 
        Next, the formation enthalpy of Oi is largely different in the two models, as 5.6eV for ZnO 
and 3.7eV for TiO2. The formation entropies are basically in the same range as 4.5kB for ZnO and 
1.54kB for TiO2. Despite the material difference, the mathematical reason for the difference in 
enthalpy can be found in equation 5.27, where the formation enthalpy negatively correlates to 
(
𝑝
𝑁𝑉
)
−2
to reach the same Oi concentration. As p is estimated much smaller in ZnO, a large 
formation enthalpy of Oi (referenced to the hypothetical standard state) is expected. 
        The barrier for lattice kick-in reaction Eki also differs in TiO2 (0.2eV) and ZnO (1.6eV). For 
the TiO2 case, the current thinking is that oxygen kicks in through a catalysis effect induced by 
another catalytic defect species, likely Ti interstitial. And with such catalysis operating, the kick-
in barrier is phenomenologically small because the simple one-step rate expression is not 
appropriate for such a mechanism. For ZnO, it is most likely an oxygen interstitial direct diffusion 
and kick-in reaction. Examination of the diffusion profiles suggests that injected oxygen likes to 
diffuse swiftly through the c-axis channel and only occasionally kick into the lattice. Such an 
observation implies the diffusion barrier should be much smaller than kick-in barrier. A WSSE-
estimated kick-in barrier of 1.6eV seems reasonable for based on such observations. 
        The WSSE-estimated activation energies for net injection flux F of 18Oi, mean diffusion 
length λ and effective diffusivity Deff differ by roughly 50% each between the two systems, which 
might be caused by the difference in the material itself and different injection mechanisms. But 
the way that the WSSEestimated activation energies compare to analytical method estimated 
activation energies are quite different. On one hand, in the TiO2 case, the analytical estimated and 
88 
 
WSSE estimated lines largely overlapped in Arrhenius plots of the three parameters. On the other 
hand, in ZnO case, the WSSE-estimated lines are more temperature dependent than analytically 
estimated lines in Arrhenius plot.  
This phenomenon in the ZnO case can be possibly induced by the fact that the analytical 
method assumes a temperature and pressure independent background isotopic oxygen interstitial 
concentration, with a specific value taken to be 1 × 1015 cm-3 throughout the crystal [24]. Note that 
there is no spatial variation of total Oi concentration in either the analytical or microkinetic model 
because the oxygen interstitials are assumed to be in chemical (but not isotopic) equilibrium.  This 
constant was assumed from boundary condition taken in the derivation of the analytical model as 
𝐾𝑔𝐶𝑆0 − 𝐾𝑎𝐶𝑀0 = 0 (𝑥 → ∞)                                                                                                 (5.62) 
So, the background 18O interstitial concentration CM0 can be expressed as 
𝐶𝑀0 = 𝐾𝑔𝐶𝑆0/𝐾𝑎                                                                                                                      (5.63) 
where Kg and Ka are two reaction constants as Ka=kaCH, Kg=kgCI. CS0 is the constant lattice 
18O 
concentration as 1 × 1020 cm-3, which is temperature and pressure independent. The rate constants 
ka and kg have the same temperature dependence, as they respectively represent the forward and 
reverse rate constants that must be identical for isotopic kickout. CH is the temperature and pressure 
independent host lattice atom concentration. CI is the host 
16O interstitial concentration [5]. So 
equation 5.63 can be written as  
 𝐶𝑀0 = 𝑘𝑔𝐶𝐼𝐶𝑆0/𝑘𝑎𝐶𝐻                                                                                                              (5.64) 
where the temperature dependencies from kg and ka cancel each other.  Because CH and CS0 are T-
independent, any remaining possible temperature and pressure dependence must originate with CI. 
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In principle, an independent defect model could be used to estimate the variation of CI .with T and 
P.  However, such a model is often not available based upon the literature, and the analytical 
approach is generally applied to diffusion profiles long before a microkinetic model can be 
developed.  Thus, in the present work a T- and P-independent value of CI was assumed.  
The temperature and pressure independence assumption in the analytical model represents a 
considerable qualitative difference from the present microkinetic model, where the 16O interstitial 
concentration CI and 
18O interstitial concentration CM0 were calculated from defect disorder 
thermodynamics and has an inbuilt temperature and pressure dependence. Indeed, Figs. 5.7 and 
5.8 show that CI (i.e., [Oi]) varies strongly with T and weakly with P, although the ranges are not 
far from 11015 cm-3 at the lower end of the experimental temperature range.  Such an inbuilt 
temperature dependence in the microkinetic model permits greater temperature dependence in 
parameters such as 𝜃 and CM,x=0.  
          In the TiO2 WSSE model, the overestimated hole concentration p may permit such a 
temperature dependence to be buried in the incorrectly-estimated magnitude of parameters (via 
placement of  in the low-coverage limit), which in turn manifested as overlapping of WSSE 
model with the analytical model. In other words, for TiO2, both the analytical and WSSE models 
exhibit problems that fortuitously made their estimates of , F and Deff overlap closely.  For ZnO, 
only the analytical model suffers from a structural problem (the assumption of T- and P-
independent total Oi concentration), which enables the analytical and WSSE models to depart from 
each other in their corresponding estimates. 
        The magnitudes of other parameters are basically in the same range for both TiO2 and ZnO.  
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5.4.3 Comparison of WSSE-Estimated Activation Energies with Analytical Method in ZnO 
        As mentioned in the previous section, the WSSE-estimated activation energies for F, λ and 
Deff, are different from values that the analytical method estimates in ZnO. The There are two 
primary reasons that might explain such discrepancy. Firstly, the analytical model contains an 
assumption during derivation that the background oxygen interstitial concentration is a 
temperature- and pressure-independent constant that equals to 1 × 1015 cm-3 [24], while the WSSE 
model calculates the oxygen interstitial concentration using temperature and pressure dependence 
defect disorder thermodynamics. This temperature dependent part of the total oxygen interstitial 
concentration (both isotopes) probably propagates into the bigger temperature dependence in 
WSSE-estimated activation energies through terms such as 𝜃 and CM,x=0. The second reason is the 
different data compilation methods t used by the analytical and WSSE models. The analytical 
model permits quick extraction of kinetic parameters, and fits isotopic diffusion profiles one at a 
time. In the fitting process, the analytical model treats all data points with equal weight. For the 
microkinetic approach, more computational effort is entailed, and more assumptions about the 
specific elementary steps in the reaction-diffusion network.  The approach fits all diffusion profiles 
(10 in the present work) at once, and weights the data points with more noise less heavily. There 
are other possibilities, for instance the present model assumes first order Langmuir kinetics for 
sticking probability S as in equation 5.35, which should possibly be second order as hinted by 
chapter 3. Or there still remain bugs in the calculation even after optimization through several 
generations of students.  
        The mean diffusion length λ exhibits no significant effective activation energy with analytical 
model, but has a -0.49eV activation energy with WSSE estimation. Mathematically, by looking at 
equation 5.55, the barrier originates from the barrier difference between DM and Kki that has been 
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discussed in previous sections. As Kki is typically larger than DM (due to nominally greater bond 
perturbations or breakage in kick-in), λ is constrained to be temperature dependent, and the reason 
for the temperature independent λ in the analytical analysis is probably scattering of the data and/or 
the limited ability of SIMS the measurement to accurately measure very shallow profile slopes in 
feasible depth profiling times.  
        The net injection flux F has larger activation energy with WSSE estimation than the analytical 
model, and to compensate for the large activation energy, the pre-factor for WSSE estimated F is 
larger than analytical model as well. Figure 5.10 shows the net injection flux together with its 
annihilation and generation components.  It is important to point out that the activation energy of 
defect coverage 𝜃 propagates into the barrier of F in the studied temperature range. And 𝜃 is linked 
directly with the oxygen interstitial formation energy as shown in equation 5.38. The missing 
temperature dependence in the oxygen interstitial concentration unavoidably affects the estimation 
of kinetic parameters of analytical model compare to WSSE model. 
       The effective diffusivity Deff exhibits a smaller difference in its effective activation energy 
when estimated by the analytical and microkinetic models. As shown in equation 5.56, the 
activation energy of Deff should be the sum of the activation energies for F and λ. These two 
activation energies actually compensate each other to some extent, but not enough to completely 
eradicate the difference in activation energies for Deff estimated by two different models. Again, 
this difference can be explained by the reasons given above.  
        The pressure dependence for F and Deff is also plotted in Fig. 5.5 and 5.6, and the pressure 
coefficient is very similar in the analytical and microkinetic models. This similarity is possibly due 
to the fact that the WSSE-estimated oxygen interstitial concentration has a smaller pressure 
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dependence as shown in figure 5.8, which places it closer to the constant Oi concentration assumed 
by the analytical model. 
5.4.4 Fitting WSSE Estimated Parameters for Sulfur covered surfaces. 
        Figure 5.13 and 5.14 shows fitting of WSSE-estimated parameters to isotopic diffusion 
profiles in sulfur covered samples. Note, there is no distinction simulated in the model between 
primary and secondary injection sites as discussed in chapter 3. The only parameter varied from 
Table 5.8 for the sulfur data is the concentration of available surface active sites nsat. As shown in 
Fig 4.14, the temperature-dependent profiles with 0.07ML sulfur correlates really well with 
30%nsat, which indicates 0.07MLsulfur blocks 70% of the surface injection sites (70% × 0.08ML 
=0.056ML) in simulation. Similarly, the additional data for variable sulfur coverage in Fig. 5.13 
show that 0.03ML and 0.13ML of sulfur correlates well with WSSE- estimated 50% and 10% 
blocking of surface sites. Such correlation confirms the notion that the injection sites on the ZnO 
surface are indeed present at low concentration.  
        Figure 5.15 shows the WSSE-estimated activation energy of F for both clean and sulfur 
covered surfaces, and shows basically same numbers. Mathematically, only changing nsat should 
not alter the temperature dependence of F, as nsat appears as a proportionality constant in both the 
injection and annihilation parts of the net injection flux. The slightly changed activation energy is 
due to the fact that smaller amounts of injection sites lead to lower isotopic oxygen interstitial 
concentrations near the surface, thus reducing the C18M,x=0 term in the annihilation part in a 
temperature dependent way. The similar activation energy for both clean and sulfur-adsorbed 
surfaces is consistent with a site blocking mechanism with sulfur adsorption. 
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5.5 Conclusion 
        A micro-kinetic model has been built for the system of interstitial oxygen diffusion in ZnO, 
with injection from Zn-terminated ZnO(0001). Out of many useful kinetic parameters estimated, 
the present work shows that the coverage of injectable oxygen by defect exchange with solid below 
increases with temperature. By contrast, in gas-surface interactions, the surface coverage of 
adsorbate generally decreases with temperature. The plotted activation energies also show insights 
that the temperature dependence of parameters derived by WSSE are substantially larger compared 
with those derived from the analytical model, which presupposes that the oxygen interstitial 
concentration deep in the bulk is temperature and pressure independent. 
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5.6 Tables and Figures 
Table 5.1 Experimentally-determined standard formation enthalpy and entropy of Vo
2+ 
Source Method Temperature (K) Pressure (atm) ΔS (eV/K) ΔH (eV) 
[13] 
TGA,  
Conductivity 
1500-1900 1 (60.7±4.7) × 10-4 7.09±0.55 
ML: ΔG (eV)@800K=2.23±0.17eV (60.7±4.7) × 10-4 7.09±0.55 
*Standard state: 1400K, 1atm. EF=EC 
 
 
Table 5.2 DFT standard formation energy of Vo
2+ 
Source Method ΔG (eV) 
[14] LDA and LDA + U 9.65 
[15] GGA+PBE 8.84 
[16] Hybrid QM/MM 12.05 
[17] HSE Hybrid function 6.4 
[18] GGA+U 7.85 
[19] LSDA+Ud+Ug 8.65 
[20] sX 6.6 
Reports only in the Zn-rich condition not listed 
ML: 8.66±0.23eV 
*Standard state: 0K, 1atm. EF=EC 
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Table 5.3 Experimentally-determined standard formation enthalpy and entropy of Zni
2+ 
Source Method Temperature (K) Pressure (atm) ΔS (eV/K) ΔH (eV) 
[13] 
TGA, 
 Conductivity 
1500-1900 1 (50.6±3.9) × 10-4 4.76±0.37 
[10] 
Electrical,  
 Hall effect 
77-1300 1 (57.9±8.5) × 10-4 5.77±0.84 
[11] 
Electrical, 
Hall effect 
77-1300 1 (56±6.2) × 10-4 5.82±0.64 
[12] Electrical 1373-1573 1 (5.79±1.05) × 10-3 5.83±1.06 
ML: ΔG (eV)@800K=0.91±0.054eV (53.3±2.95) × 10-4 5.17±0.29 
*Standard state: 1400K, 1atm. EF=EC 
 
 
Table 5.4 DFT standard formation energy of Zni
2+ 
Source Method  ΔG (eV) 
[14]  LDA and LDA + U 10.25 
[15] GGA+PBE 11.14 
[16] Hybrid QM/MM  9.33 
[17] HSE Hybrid function  7.65 
[18] GGA+U 9.25 
[20] sX 7.35 
ML: 9.32±0.16eV 
*Standard state: 0K, 1atm. EF=EC 
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Table 5.5 Experimentally-determined standard formation enthalpy and entropy of VZn
2- 
Source Method Temperature (K) Pressure (atm) ΔS (eV/K) ΔH (eV) 
[13] TGA,  
Conductivity 
1500-1900 1 (45±3.5) × 10-4 5.6±0.43 
[10] Electrical  
Hall effect 
77-1300 1 (39.5±5.8) × 10-4 5.46±0.80 
[11] Electrical  
Hall effect 
77-1300 1 (33.82±3.8) × 10-4 4.9±0.54 
[12] Electrical  1373-1573 1 (31.8±5.8) × 10-4 5.8±1.05 
ML: ΔG (eV)@800K=2.172±0.13eV (40.1±2.18) × 10-4 5.38±0.30 
*Standard state: 1400K, 1atm. EF=EV 
 
 
Table 5.6 DFT standard formation energy of VZn
2- 
Source Method  ΔG (eV) 
[14]  LDA and LDA + U 5.6725 
[15] GGA+PBE 1.7025 
[16] Hybrid QM/MM  11.8475 
[17] HSE Hybrid function  3.7725 
[18] GGA+U 2.2725 
[20] sX 3.8725 
ML: 4.51±0.52 
*Standard state: 0K, 1atm. EF=EV 
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Table 5.7 DFT standard formation energy of Oi
2- 
Source Method ΔG (eV) 
Oi0 Oi- Oi2- 
[14] LDA and LDA + U 5.27   
[15] GGA+PBE 4.13 5.92 8.21 
[16] Hybrid QM/MM 1.922 6.399 10.624 
[18] LDA 6.47 6.47 6.57 
[21] GGA+U 4.2   
ML: 4.3984 6.263 8.21±0.25 
*Standard state: 0K, 1atm. EF=EV 
 
 
Table 5.8 WSSE estimated final parameters for Oi 
Parameter WSSE Estimate Unit Conversion 
Ediff,M 0.62±0.07 eV  
Do,M 0.10±0.01 cm2/s ΔSdiff.M=4.49kB 
Eki(Eko) 1.6±0.2 eV  
Aki(Ako) (1.2±0.2) × 10-11 cm3/s  
ΔHf 5.6±0.23 eV ΔHf* ~ 0.9eV 
ΔSf (5.16±0.61) × 10-4 eV/K 4.5kB 
nsat (3.2±0.4) × 1013 cm-2 0.08ML 
S0 (6.5±0.7) × 10-5  S0*nsat = 2.04 × 10
9 cm-2 
Einj 2±0.2 eV  
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Table 5.9 Activation energies and oxygen partial pressure coefficients of F, λ and Deff derived 
from both analytical fitting method and WSSE method. 
 Activation energy (eV) Pre-exponential Factor @ 5×10-5 Torr PO2 
Parameter Analytical WSSE Analytical WSSE Analytical WSSE 
λ 0.01±0.02 -0.49±0.14 10(3.89±0.27) 10(0.65±0.02) none none 
F 1.38±0.06 3.48±0.25 10(21.5±0.8) 10(34±1.5) 0.19±0.04 0.17 
Deff 1.39±0.04 2.99±0.23 10
(-4.3±0.6) 10(5.78±1.5) 0.19±0.06 0.17 
 
 
Table 5.10 Parameter sensitivity coefficients for simulated profile intercept 
Temperature 510C 540C 570C 
Pressure 5E-5 Torr 
Ediff,M 2.33 2.27 2.20 
Do,M 0.49 0.50 0.50 
Eki(Eko) 11.99 11.45 10.84 
Aki(Ako) 0.49 0.30 0.02 
ΔHf 9.52 0.55 6.87 
ΔSf 0.01 0.20 0.48 
nsat 0.99 1.00 1.00 
S0 0.99 1.00 1.00 
Einj 28.51 28.14 27.25 
 
 
 
 
 
 
 
99 
 
Table 5.11 Parameter sensitivity coefficients for simulated profile slope 
Temperature 510C 540C 570C 
Pressure 5E-5 Torr 
Ediff,M 4.00E-05 4.35E-05 1.88E-05 
Do,M 8.40E-06 9.64E-06 4.26E-06 
Eki(Eko) 2.47E-04 2.62E-04 1.12E-04 
Aki(Ako) 8.05E-06 5.03E-06 1.91E-07 
ΔHf 8.28E-05 1.20E-04 1.67E-04 
ΔSf 3.07E-07 4.42E-06 4.42E-06 
nsat 2.04E-09 1.54E-07 5.29E-08 
S0 4.19E-09 1.06E-07 5.16E-08 
Einj 4.54E-09 2.40E-07 3.59E-07 
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Figure 5.1 Example of isotopic diffusion profiles computed based on microkinetics (lines) 
compared to corresponding experimental profiles (symbols).  
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Figure 5.2 Arrhenius plot of net injection flux F on clean ZnO(0001) using both analytical and 
microkinetic approaches.  
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Figure 5.3 Arrhenius plot of mean interstitial diffusion length λ on clean ZnO(0001) using both 
analytical and microkinetic approaches.  
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Figure 5.4 Arrhenius plot of effective diffusivity Deff on clean ZnO(0001) using both analytical 
and microkinetic approaches.  
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Figure 5.5 Oxygen Pressure dependence of net injection flux F through clean ZnO(0001). 
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Figure 5.6 Oxygen Pressure dependence of effective diffusivity Deff through clean ZnO(0001). 
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Figure 5.7 Equilibrium defect and carrier concentrations in ZnO at PO2 =5 × 10
-5 Torr as a function 
of temperature.  
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Figure 5.8 Equilibrium defect and carrier concentrations in ZnO at 813K as a function of oxygen 
pressure.  
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Figure 5.9 Fermi level position referencing to valence band maximum (VBM) in ZnO at PO2 =5 
× 10-5 Torr as a function of temperature.  
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Figure 5.10 Microkinetic simulated surface flux F of 18Oi at PO2 =5 × 10
-5 Torr and the component 
of surface injection (rinj) rates and surface annihilation rates (rann) as functions of temperature. The 
activation energies for rinj and rann are 3.25eV and 2.74eV, respectively. 
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Figure 5.11 Coverage θ of filled injection sites as a function of T and PO2. 
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Figure 5.12 The effective activation energy for coverage θ at PO2 =5 × 10-5 Torr. 
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Figure 5.13 Isotopic diffusion profiles computed based on microkinetics (lines) compared to 
corresponding experimental profiles (symbols) on clean and sulfur covered ZnO(0001).  
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Figure 5.14 Isotopic diffusion profiles computed based on microkinetics (lines) compared to 
corresponding experimental profiles (symbols) on 0.07ML sulfur covered ZnO(0001) at various 
temperatures. 
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Figure 5.15 Arrhenius temperature dependence of net injection flux F18Oi on clean and sulfur 
covered surfaces. The activation energy shows no significant change, pointing to same injection 
mechanisms. 
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Chapter 6: Quantitative Study of Annihilation of Oxygen Vacancy in Bulk 
ZnO with Photoluminescence and Electrical Measurements 
 
6.1 Introduction 
        One motivation for the current defect engineering study in metal oxides is trying to 
manipulate point defect concentration within the material bulk, which governs many aspects of 
material properties in applications of electronics [1], photonics [2-4] and gas sensing [5-7]. One 
specific defect species that the present work tries to address in ZnO is the oxygen vacancy (VO), 
which is known to be detrimental by functioning as a carrier recombination center and electron 
current scatterer. Previous work in TiO2 [8] and current work have demonstrated using isotopic 
self-diffusion that atomic oxygen can be thermally injected into the underlying bulk in the 
interstitial form (Oi) and potentially annihilate bulk oxygen vacancies. However, the quantification 
of this annihilation effect has not been addressed previously with the main research interested in 
the diffusion of Oi.  
        This chapter discusses the main efforts that have been made to study VO annihilation through 
the Oi thermal injection process. As discussed in Chapter 2, there is only a handful of techniques 
available to characterize bulk point defects, including deep level transient spectroscopy (DLTS) 
and Photoluminescence (PL), and (indirectly) electrical measurements. DLTS is not presently 
available on campus, so the following sections will focus on PL and electrical measurements on 
single crystal ZnO. With a quantitative model developed in the present work detailed in session 
6.2.3.3, the VO concentration was decreased by ~47% with present oxygen injection process 
compare to as-received material.  
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6.2 Photoluminescence Spectroscopy 
6.2.1 Background 
        Photoluminescence Spectroscopy (PL) is a powerful technique to measure the emissions from 
electron transitions between energy states. Since these states are often created by atomic defects 
or defect clusters, PL spectra can be easily adapted to analysis the defect stages.  
        ZnO, specifically, yields strong luminescence signals from most of its naturally stable 
morphologies. Dozens of PL studies have been done on ZnO in nanowire, nanoribbon and 
nanoparticle morphologies [9,10].   Macroscopic single crystals have attracted very limited study, 
however. The primary goal of the current work is to compare the PL spectra generated from as-
received and oxygen- annealed specimens to see how the VO associated peak evolves. Given 
enough time, we would also want to derive the relation between oxygen annealing conditions and 
PL intensity, and also trying to quantify the VO concentration before and after annealing 
experiment.   
        There are three main limitations with the present effort. Firstly, PL is a very good qualitative 
method in analyzing defect states, but it is very difficult to determine the absolute value of defect 
concentration from PL spectra directly. In fact, a lot of research effort is trying to develop a 
quantitative PL based method. Secondly, the assignment of specific emission peaks is usually 
heavily debated. For instance, in ZnO, the ~2.4eV emission peak has been assigned to Vo and Zn 
vacancy (VZn) by roughly equal number of publications, which makes data interpretation quite 
challenging. Lastly, ZnO has a sizable band gap (~3.4eV at room temperature), which requires a 
UV pumping source, which was not available in MRL since last year. The initial 355nm laser was 
broken at the beginning of 2016 and a new 265nm laser was ordered and hasn’t been implemented 
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till Oct 2016. With such a limited open window, the data presented in this chapter is rather limited 
and the interesting results remains qualitative.    
6.2.2 Experiment 
        The PL experiment was performed with room-temperature photoluminescence (RTPL) setup 
in MRL optical lab. The general and most updated operating procedure can be gained through 
equipment training. Here, a few tips are pointed out to help ease future study.  
        The beam alignment is quite important, and it is suggested not to touch the most of the mirrors 
before the experiment. Firstly, turn on the pump beam and bend down the mirror in front of the 
charge coupled device (CCD) camera to let the reflected emission light go through the CCD to 
confirm alignment. Then bend up the CCD mirror to have the reflected emission go through the 
spectrophotometer detector. Later data collection and processing can be found in the manual next 
to the data processing computer. Here, it is important to point out, the sample was previously held 
by a vacuum pumped vertical pedestal, which occasionally causes the sample to drop because of 
the small size of ZnO crystal (1 cm  1 cm  0.05 cm). To mitigate this issue, one edge (~10% of 
the total surface area) of the sample was attached to a piece of glass plate with larger dimension 
using carbon tape, so that the vacuum would attach the glass plate. With this method, the sample 
can be held steadily throughout the experiment. , Because the 90% of the sample surface area is 
kept in air without back plates or adhesive, the signal is much more authentic without reflections 
or deflections from other layers.  
       The ZnO sample surface was excited with the laser beam oriented vertically, with a spot size 
of 0.5mm2. The generated luminescence photons were collected by the spectrophotometer, with 
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the primary excitation beam filtered by a long-pass filter. The excitation beam used was usually 
0.1mW, calibrated by calorimeter.  
 6.2.3 Results and Discussion 
6.2.3.1 PL Study of As-Received and Oi Injected single crystal ZnO 
          Previously, the annihilation effect of VO in ZnO by surface-injected Oi was hinted by the 
sample color change, which was also observed in the present work as shown in the photograph of 
Figure 6.1. The yellowish as-received hydrothermally grown single crystal ZnO turns into more 
transparent color through annealing experiment. The more colorless crystal appearance points to 
fewers inter-band states, thus less defect states. As oxygen vacancy was believed to have existed 
at a large concentration in untreated single crystal ZnO [11,12], it is believed that injected oxygen 
interstitial annihilates the bulk oxygen vacancy in large amount so as to make the sample much 
more colorless.  
        Figure 6.2 shows the PL spectra of the two samples in Figure 6.1, one yellowish as-received 
and one more colorless Oi-injected. The conduction-to-valence band edge emission at 375nm was 
normalized for the two spectra to better compare the intensity of other peaks directly. The as-
received sample has a very large-magnitude wide emission peak centered at around 550nm; this 
peak is the well-known “green emission” for ZnO. A new peak at 400nm has appeared for the Oi 
injected spectra which stands for the new energy states that produced during the annealing 
treatment. Just comparing the magnitude of “green emission,” very roughly assume that the green 
emission comes solely from the oxygen vacancies and the PL peak intensity scales linearly with 
the VO concentration, this plot would indicate roughly 80% annihilation of VO. 
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        It is very important to point out that the origin of green emission has been debated for many 
years, and is still ongoing. The oxygen vacancy [9,10,12-14] and zinc vacancy [15-19] are the two 
most popular candidates studied both experimentally and computationally for the green emission. 
Aside from intrinsic defects, there is also significant support for the copper impurity as the cause 
of green emission [20,21]. For the hydrothermal single crystal ZnO used in the present work, it is 
more likely for the sample to be oxygen-deficient [11,19], which supports the estimation that the 
oxygen vacancy as a primary source for green emission. However, these three proposed 
assignments are not mutually exclusive. The green emission peak in the present work is wide and 
may contain multiple contributions.  Two or more of these defect species may co-exist in any given 
sample. 
        As for the origin of new peak at 400nm, there are two possible candidates. First is the 
hydrogen atom, which is believed to function as shallow donor below the conduction band 
maximum [19,22]. However, during the annealing experiment, no H2 or NH3 was intentionally 
dosed into the chamber (except residual water in the chamber base pressure), which reduced the 
possibility of H+. Another possibility is the oxygen antisite (OZn) [17,18,22], formed through 
reaction: 
𝑂𝑖 + 𝑉𝑍𝑛 → 𝑂𝑍𝑛                                                                                                                           (6.1) 
This second candidate is more plausible in the sense with the big picture of thermally injecting Oi 
into the underlying bulk. The formation energy of OZn in the O-rich condition is estimated by DFT 
to be relatively low  around 1eV [18], which also supports the second choice.   
        PL is famous for qualitative study, which in turn means it is hard to do quantitative analysis. 
Ning and coworkers [23] provided a preliminary way to do quantitative analysis on ZnO 
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nanoparticles through peak deconvolution, which was found to be really hard to implement in 
terms of the difficulty in peak assignment and low peak resolution. Coupled with DLTS, it is also 
possible to perform rough quantitative analysis as pointed out by Hofmann and coworkers [14]. 
Such a method might be further attempted in the future. 
6.2.3.2 Green Emission Peak Evolution with Varying Annealing Temperature 
        Another effort for the present work was to capture the mid-band gap emission spectra 
evolution with various annealing temperature and pressure conditions. Figure 6.3 shows compiled 
spectra from the previous annealed samples, and the peaks were found to be largely overlapping 
when normalized the band-gap emission peak. This overlapping phenomenon was previously 
thought as measurement error. Later on, it was realized that during the pre-annealing stage 
(normally 6 hours), the VO has been largely quenched to equilibrium with highly mobile oxygen 
interstitials, and because of the narrow annealing temperature window, it is reasonable to expect 
“overlapping” phenomena in the PL spectra.  
        So, if one really wants to extract the evolution of 557nm green emission from as-received 
sample to different annealing conditions, it is suggested to skip the pre-annealing step and anneal 
the sample in high temperature directly in isotopes for certain times of interest (e.g. 20min, 40min, 
60min). However, as pointed out in Chapter 3, the pre-annealing has two main functions, one is to 
equilibrate defect concentrations to eliminate sample to sample variation, and the other is to 
thermally clean the surface by desorbing carbonate species. If the pre-annealing step is eliminated, 
the carbonate contamination should be considered or kinetically studied by careful AES 
experiments. And the sample to sample variation should be added to the inherent error of such 
studies. 
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        It is also import to point out the close to band-gap emission (400nm) previously seen in Figure 
6.2 is not observed in any spectra of annealed samples in Figure 6.3. This points to a potentially 
interesting aging effect of samples. It is known that the injected Oi is a fast moving defect species, 
while its lifetime is little explored. If the 400nm peak is directly Oi associated and can disappear 
over a few weeks, then it would be really interesting to know how the defect structure evolves after 
the Oi thermal injection. Due to the limited availability of SIMS, the present work didn’t further 
explore such issue. 
6.2.3.3 Quantitative Analysis of VO Annihilation with Excitation Intensity dependence of PL 
Peak Evolution 
        Figure 6.4 shows a series of PL spectra of annealed ZnO(0001) sample (540℃, 1E-4Torr) 
with a series of excitation beam intensity from 0.01mW to 0.1mW. Figure 6.5 zoomed into the 
green emission range around 575nm of the same data and coloring as Figure 6.4. It was observed 
that the ratio of band-gap emission at 375nm and green emission at 557nm varies with the 
excitation intensity. This ratio of peak intensity at 375nm over 557nm was summarized in Figure 
6.6, which shows linear behavior with excitation intensity. This phenomenon is expected because 
of the limited number of the mid-bandgap emission states induced by defects.  
          Figure 6.7 to 6.9 are plotted the same way as 6.4 to 6.6, but for as-received ZnO(0001). 
Figure 6.9 also shows high quality linear correlation of the peak ratio as a function of excitation 
intensity for as-received sample. And by looking closely at the linear fitting function in Figure 6.6 
and 6.9. A method can be developed to estimate the annihilation percentage of VO in the Oi injected 
sample compare to as-received sample.  
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        Three assumptions were made into this analysis. First, the 557nm green emission is originates 
entirely from VO. As discussed in session 6.2.3.1, there are ongoing debates in the literature for 
the origin of green emission, and there is no dominating evidence to rule out VO. For the present 
work, by comparing Figure 6.5 and 6.8, it is clearly shown that oxygen injection eliminates 557nm 
defect emission states, candidates other than VO are not predisposed to interact with Oi due to their 
stoichiometry or charge state although indirect coupling might happen due to the complication of 
the defect chemistry. Second, The PL peak intensity (P) correlates linearly with emission state 
concentrations (e.g. P557nm~ A*CVo, A is a constant). The unknown constant factor A is the main 
reason the inhibits the extraction of absolute defect concentration from PL spectra. Lastly, the 
concentration of band gap (P375nm) emission stage is the same in both Oi injected and as received 
samples. This assumption is valid due to the huge concentration difference between defect states 
with lattice atoms responsible for band gap emission. 
        The linear relation in Figure 6.6 and 6.9 can be re-represented with relation below: 
For Oi injected sample:  
𝑃375𝑛𝑚,𝑂𝑖 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
𝑃557𝑛𝑚,𝑂𝑖 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
= 165.5𝐼 − 1.3                                                        (6.2)  
For As-received sample: 
𝑃375𝑛𝑚,𝐴𝑠−𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑
𝑃557𝑛𝑚,𝐴𝑠−𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑
= 87.4𝐼 − 0.14                                                      (6.3) 
Where I is the excitation beam intensity.  
With the third assumption above, we have 𝑃375𝑛𝑚,𝑂𝑖 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 = 𝑃375𝑛𝑚,𝐴𝑠−𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑               (6.4) 
Divide equation 6.3 by 6.1, 
𝑃557𝑛𝑚,𝑂𝑖 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
𝑃557𝑛𝑚,𝐴𝑠−𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑
=
87.4𝐼−0.14
165.5𝐼−1.3
                                (6.5) 
With the first and second assumptions, we have 
𝐶𝑉𝑜,𝑂𝑖 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
𝐶𝑉𝑜,𝑎𝑠−𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑
= 
87.4𝐼−0.14
165.5𝐼−1.3
                            (6.6) 
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Ideally, it is desired to saturate all emission stages to have their PL peak intensity resemble full 
concentrations, in this case, I should be as large as possible (at least saturates all emission stages). 
Based on equation 6.6:   
𝐶𝑉𝑜,𝑂𝑖 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
𝐶𝑉𝑜,𝑎𝑠−𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑
= lim
𝐼→∞
(
87.4𝐼−0.14
165.5𝐼−1.3
) =
87.4
165.5
= 52.8%                                                                 (6.7) 
So, with Oi injection in 540℃, 1E-4Torr, bulk Vo was annihilated by 1-52.8% = 47.2%. And this 
method can be applied into future samples with different annealing conditions. 
6.2.3.4 PL on single crystal TiO2(110) 
        Out of curiosity, PL was also attempted on single crystal TiO2(110) for both as-received and 
annealed sample. Figure 6.10 shows the collected PL spectra, with all peaks possibly generated by 
the photons leaked from excitation Nd:YAG laser. The magnitudes of these peaks are very small, 
almost within the noise level. This result indicates TiO2 is not an active luminescence material, in 
agreement with existing literature [24]. 
6.3 Electrical Measurement  
6.3.1 Background 
        The primary goal of this effort is to estimate the extent of annihilation of detrimental VO in 
single crystal ZnO with the Oi injection process. Since the electronic properties of the 
semiconductor material depend on the concentration of electrically active defect species, it is 
possible we may compare the carrier concentration measured in ZnO before and after Oi injection 
to estimate the difference of VO concentration.  
        There are some foreseen difficulties for this seeming simple project. First, ZnO has a wide 
band gap, which would normally exclude the material for use with the most popular carrier 
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concentration measurement methods developed for silicon. Such methods including four-point 
probe or Van der Pauw would normally require Ohmic contacts of the tips (usually made from 
tungsten) to the measuring substrate.  
        Yet, previous students in this group have established a method to estimate the carrier 
concentration in big band gap TiO2 polycrystalline film by having one Ohmic contact and one 
Schottky contact to the film (i.e., by capacitance-voltage measurements). This previous work 
inspired the present work to find both Ohmic and Schottky contacts to the single crystal ZnO and 
extend this method to single crystals while fulfilling the primary goal of quantifing the annealing-
induced change in concentration of VO. While searching for the proper metal contacts to ZnO, it 
was surprising to find that both Al and W make Ohmic contacts to the ZnO single crystal. This 
finding entails that the bands of ZnO near the surface follow closely the one depicted in Figure 8.6, 
where the conduction band minimum bends downward to the Fermi level or below at the surface, 
rendering the surface electrons free to move, which turning the surface to be metallic or semi-
metallic. This type of surface was little discussed in the literature, and could potentially permit the 
use of four probe methods.  
6.3.2 Experimental 
        The experimental detail of Al and W deposition has been very well documented in the 
previous students’ theses [25,26]. The I-V curve measurement also replicates the previous students’ 
procedure. Every measurement was double checked with current through dual directions between 
several spots.  The deposited metal layer thickness was roughly in the range of 500nm based on 
the calibrated sputter rate measured previously. The thickness picked here is desired only to 
sufficient to resist scratching from the probe during the later I-V measurement.  
127 
 
6.3.3 Results and Discussion 
        The Figure 6.11 and 6.12 shows the confirmed I-V curve of Al and W deposition on as-
received ZnO single crystal, respectively. The Figure 6.13 shows the Ohmic I-V behavior of each 
Al and W contact on ZnO(0001) as a confirmation test. The nice linear I-V behavior shows that 
the junction between both Al and W with ZnO pretty Ohmic. To extract a material resistivity would 
require a current distribution model. However, with a simple calculation of R=V/I, the resistance 
for Al-Al is 14 Ω, for W-W is 63Ω, for Al-W is 46Ω. 
 With suitable doping, ZnO may be used as a transparent conducting oxide. [27] Considering the 
large band gap of ZnO, it is still surprising to learn that the surface to be high-conductivity, which 
confirmed the large band gap measured by the Photoreflectance technique as described in detail in 
Chapter 8. To continue the planned electrical measurement with each Ohmic and Schottky contact, 
the current work needs to find a suitable Schottky contact metal to the ZnO. Yet, the highly 
conductive surface provides new thoughts to try the four-point probe and Van der Pauw method, 
which was considered inapplicable previously due to the large band gap.  
        Figure 6.14 shows the I-V behavior of putting the tungsten tip of probe station directly onto 
the ZnO surface. The rectifying I-V behavior resembles that of a diode. It is strange that the 
tungsten tip didn’t behave the same way as the Ohmic contact of deposited tungsten. This 
difference might be caused by the small attach area of the tip or the contamination or oxides layer 
on the tip.  
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6.4 Figures  
 
Figure 6.1 The direct comparison of color difference between as-received hydrothermally grown 
ZnO and Oi thermally injected ZnO. 
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Figure 6.2 Comparison of PL spectra of as-received and Oi injected samples with exactly the same 
PL operating conditions. 
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Figure 6.3 PL spectra of as-received and Oi injected ZnO samples with various annealing 
conditions. 
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Figure 6.4 A series of PL spectra of Oi injected ZnO samples with varying excitation intensity. 
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Figure 6.5 A zoom-in of green emission area around 557nm for the Oi-injected sample of Figure 
6.4. The same labeling and coloring is applied as in Figure 6.4. 
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Figure 6.6 The ratio of band gap emission intensity at 375nm with green emission intensity at 
557nm as a function of excitation intensity from 0.01mW to 0.1mW. Oi injected ZnO sample, R
2 
= 0. 999. 
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Figure 6.7 A series of PL spectra of an ss-received ZnO sample with varying excitation intensity. 
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Figure 6.8 A zoom in of green emission area around 557nm for the as-received sample of Figure 
6.7. The same labeling and coloring is applied as in Figure 6.7. 
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Figure 6.9 The ratio of band gap emission intensity at 375nm with green emission intensity at 
557nm as a function of excitation intensity from 0.01mW to 0.1mW. As-received ZnO sample.  R2 
= 0.999. 
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Figure 6.10 PL spectra of as-received single crystal TiO2(110) sample.  
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Figure 6.11 Ohmic I-V behavior of Al to Al contacts on ZnO(0001) with contact spacing 2mm.  
 
 
 
 
 
 
 
139 
 
 
Figure 6.12 Ohmic I-V behavior of W to W contacts on ZnO(0001) with contact spacing 2mm. 
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Figure 6.13 Ohmic I-V behavior of Al to W contacts on ZnO(0001) with contact spacing 4mm. 
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Figure 6.14 Rectifying I-V behavior of Al to W tip contacts on ZnO(0001) with contact spacing 
1mm. 
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Chapter 7: Polarity Effects on Oxygen Interstitial Thermal Injection in ZnO 
 
7.1 Introduction 
        When cleaved along certain directions, ionic crystals expose polar surfaces [1,2], whose 
incomplete coordination of the bulk-terminated surface atoms results in excess electrons or holes 
that reside within the surface dangling bonds.  For oxide semiconductors with appreciable ionic 
character including ZnO, the excess charge leads to thermodynamic instability in bulk termination 
– manifested by a diverging potential in classical electrostatic descriptions. To gain stability, the 
surface needs to go through surface reconstruction [3,4], faceting [5] or adsorption [3,6]. For the 
purpose of defect engineering via thermally injecting oxygen interstitial into the underlying bulk, 
the surface polarity could affect this diffusion process in two ways: first, creating specific injection 
sites created through reconstruction; second, rendering the surface electron rich or poor to promote 
or hinder molecular oxygen surface adsorption and dissociation, respectively.  
        ZnO is famous for presenting two naturally stable polar surfaces – Zn-terminated ZnO(0001) 
and O-terminated ZnO(000-1). Besides, the naturally stable non-polar ZnO(10-10) surface has also 
gained a great amount of research attention in the fields of surface science[7], catalysis[8] and gas 
sensing [9]. Previous work in this laboratory has experimentally shown that Oi injection in Zn-
terminated ZnO(0001) and O-terminated(000-1) [10] behave differently, and the difference was 
explained by the different adsorption sites created by polarity-driven surface reconstruction [10]. 
Coupling with density functional theory (DFT) calculations, the previous work suggested that there 
should be no appreciable of O2 adsorption on non-polar ZnO(10-10) due to its lack of available 
bonding electrons. Such adsorption is a prerequisite for subsequent oxygen injection as Oi. The 
present work experimentally studies the oxygen injection behavior on non-polar ZnO(10-10), with 
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reference to the DFT calculation. The longer term goal is to see if the surface polarity can be 
exploited as another defect engineering knob to control the thermal injection behavior alongside 
other techniques such as controlling near-surface electric fields [11] or surface active sites [12].   
7.2 Experiment 
        The behavior of oxygen injection was studied through isotopic diffusion experiments that 
have been detailed in Chapter 3. Briefly, non-polar ZnO(10-10) specimens of dimension 1 cm  
0.5 cm  0.05 cm were degreased by successive 5-min ultrasonic baths in electronic-grade acetone, 
isopropanol, and methanol before mounting and quickly transferring into the UHV chamber that 
has been described in Chapter 2 to minimize surface contamination. Then, the samples went 
through 6 hr pre-annealing in natural abundance oxygen at a temperature and pressure equal to 
that of the subsequent isotopic annealing. The purpose of the preannealing is to equilibrate the 
defect concentrations to avoid sample to sample variance, as well as to thermally desorb surface 
carbonate contamination. The samples were then annealed in isotopically labelled 18O2 atmosphere 
for 105 min. Isotopic oxygen depth profiles were measured ex-situ with a time of flight SIMS 
(PHI-TRIFT III) with a cesium ion beam. The diffusion related parameters were extracted by 
fitting the 18O depth profile through an analytical kinetic model derived by previous colleague [13].   
7.3 Results 
         Due to the limited availability of SIMS, the present work only collected three diffusion 
profiles on ZnO(10-10) as plotted in Figure 7.1. Yet much useful information can still be obtained 
from this limited data set. The diffusion profile in Figure 7.1 shows near surface pile-up within the 
first 10nm. Compared to Zn-termianted surface discussed in chapter 4 and the O- terminated 
surface [10], the pile for the non-polar surface is much smaller in magnitude. And the small 
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magnitude is expected as the non-polar surface is predicted by DFT calculation [17] to possess 
fewer near surface carriers compare to two polar surfaces. 
         Figure 7.2 shows the Arrhenius plot of the net injection flux F with activation energy 
extracted as 0.23±0.02eV. Figure 7.3 shows the Arrhenius plot of the effective diffusivity with 
activation energy 0.32±0.06eV. Figure 7.4 shows the mean diffusion length λ was almost constant 
at 6400±500nm.  
        Figure 7.5 and 7.6 show the Arrhenius plot of net injection flux F and effective diffusivity 
Deff, respectively, through ZnO(10-10), Zn-polar ZnO(0001) and O-polar ZnO(000-1) at 5 × 10
-5 
Torr. All the O-polar ZnO(000-1) data were plotted from previous colleague’s work [10]. For the 
F, the Zn-polar surface has the smallest magnitude but largest temperature dependence with barrier 
of 1.4±0.1eV, the O-polar surface has a temperature independent F at around 3× 1013 cm-2s-1, while 
the F in non-polar surface close to overlap with the O-polar surface with similar magnitude but a 
small temperature barrier of 0.23±0.02eV. For the Deff, the O-polar surface has the biggest 
temperature independent magnitude, the non-polar surface is slightly lower than O-polar surface 
but with a temperature barrier of 0.32±0.06eV, while the Zn-polar surface has the smallest 
magnitude with biggest barrier of 1.4±0.1eV.  
7.4 Discussion 
        Although there are only limited number of diffusion profiles on non-polar ZnO(10-10), the 
data clearly show the injection takes place at a high rate from the  non-polar surface. This finding 
is surprising given the previous DFT prediction suggesting that non-polar surface should not 
promote the O2 adsorption that is necessary for injection. One important argument of the DFT 
work was that, compared to electron rich Zn-terminated ZnO(0001), the non-polar surface has no 
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excess electron to accommodate oxygen adsorption. However, atomic oxygen adsorption on non-
polar ZnO(10-10) has been observed experimentally for many years using different techniques 
[14,15,18,19]. The O-terminated ZnO(0001) surface, on the other hand, should be more electron 
deficient compared to non-polar ZnO(10-10), and the diffusion behavior was observed in the 
previous study. The primary summary can be made here is that the electron availability from 
frozen-configuration bulk termination is only one parameter to consider in oxygen injection. Other 
features such as special injection sites or lattice arrangement could also be possible to alter 
injection behavior.  
        The injection flux F from non-polar ZnO(10-10) exhibits a larger magnitude compare to Zn-
terminated ZnO(0001), whose behavior is described in detail in Chapter 3. The mean diffusion 
length λ was found roughly constant as 6400nm for the non-polar surface compared to 6000nm 
for the Zn-polar ZnO(0001) and 7200nm for the O-polar ZnO(0001) [10]. The λ is a bulk parameter 
that determined by the interaction between the diffusion species with the lattice environment in 
the diffusing direction, and difference in λ can be explained by the change in diffusing direction 
with different lattice arrangements. The atomic structure along the polar c-axis and non-polar (10-
10) direction both contain long tunnel like structures, which permit fast diffusion. Presumably the 
kick-in likelihood is independent of injection direction; thus, all the variation in λ should be 
through the hopping diffusivity. Compared to the Zn-polar surface data, the net injection flux F of 
non-polar surface is larger in magnitude by roughly a factor of 2 at 540℃. Since the three profiles 
on non-polar ZnO(10-10) lie pretty close to each other, the flux can be compared to previous O-
polar surface data [10] where the diffusion profiles are also largely overlapping.  The non-polar F 
is similar in magnitude to the O-polar F as shown in Fig. 5. The activation barrier for F from the 
non-polar surface is 0.2eV. This value is small compared to the Zn-polar face (1.4eV), but larger 
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than for the temperature independent O-polar face [10]. The effective diffusivity Deff is larger than 
the Zn-polar ZnO(0001) at 540℃ by a factor of 2. And the activation barrier of Deff is very small 
as 0.3eV compared to 1.4eV compared to the Zn-polar surface. Non-polar Deff is slightly smaller 
than the O-polar temperature-independent Deff. As non-polar and O-polar has similar F, the small 
difference in Deff could be explained by larger λ in the O-polar case. The underlying diffusion 
mechanism is unclear but maybe some degree of compensation between the activation barrier for 
injection and the coverage dependence of injectable oxygen in the injection sites.     
        As discussed in chapter 4, the near surface pile-up is formed by near-surface electrostatics 
interacting with fast diffusing charged isotope oxygen interstitials. The existence of pile-up in the 
diffusion profiles in non-polar ZnO(10-10) suggests the presence of near surface electric filed, 
which is different from the DFT predicted electrical neutral surface [17]. However, due to the 
mutable nature, the effect of near-surface electrostatics effect depends on specimen to specimen 
and the detail of growth history, preparation procedure and processing environment.   
        It is desired to have more non-polar depth profiles collected to verify and further study such 
efficient injection behavior of non-polar ZnO (10-10). Not many reconstructions have been 
discussed previously in literature [16] about non-polar ZnO(10-10) since it was believed to be a 
stable surface without polarity. It is also suggested to map the surface to target suitable injection 
sites using both experimental tools such as STM and quantum computation. And the current work 
leads to a promising direction of using surface faceting to control the oxygen defect injection in 
ZnO, which could potentially be generalized into other oxide semiconductor materials. 
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7.5 Conclusion 
        Oxygen thermal injection through the non-polar ZnO(10-10) surface was studied using 
isotopic diffusion experiments. The net injection flux F on non-polar surface is in similar 
magnitude with O-polar surface and larger than Zn-polar surface within studied temperature range. 
Yet the activation energy of F for the non-polar surface is much smaller than for the Zn-polar 
surface, while slightly larger than the temperature-independent F for the O-polar surface. The 
preliminary data shows the promising direction of using surface polarity and faceting in controlling 
defect surface injection. Future experimental and simulation study on oxygen injection in non-
polar ZnO(10-10) is expected to solidify such method and extend to other semiconductor materials. 
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7.6 Figures 
 
Figure 7.1 Isotopic oxygen (18O) diffusion profiles through non-polar ZnO(10-10) clean surface 
at various annealing temperatures. 
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Figure 7.2 Arrhenius plot of net injection flux F of 18O through non-polar ZnO(10-10). 
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Figure 7.3 Arrhenius plot of effective diffusivity of 18O through non-polar ZnO(10-10). 
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Figure 7.4 Plot of mean diffusion length λ of 18O through non-polar ZnO(10-10) at 5 × 10-5 Torr. 
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Figure 7.5 Arrhenius plot of net injection flux F of 18O through non-polar ZnO(10-10), Zn-polar 
ZnO(0001) and O-polar ZnO(000-1) at 5 × 10-5 Torr. 
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Figure 7.6 Arrhenius plot of effective diffusivity Deff of 
18O through non-polar ZnO(10-10), Zn-
polar ZnO(0001) and O-polar ZnO(000-1) at 5 × 10-5 Torr. 
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Chapter 8: Control of Surface Potential for Defect Engineering Applications 
 
8.1 Abstract 
        The technological usefulness of a semiconductor often depends upon the types, 
concentrations, charges, spatial distributions, and mobilities of the atomic-scale defects it contains. 
For semiconducting metal oxides, defect engineering is relatively new and involves complex 
transport and reaction networks. Surface-based methods hold special promise in nanostructures 
where surface-to-volume ratios are high. The present work employs photoreflectance augmented 
by X-ray photoelectron spectroscopy to show that the surface potential VS for Zn-terminated 
ZnO(0001) can be manipulated over a significant range 54.97-79.08 kJ/mol (0.57-0.82eV) via 
temperature and the partial pressure of O2. A defect transport model implies this variation in VS 
should affect the injection rate of oxygen interstitials by a factor of three.  Such injection plays an 
important role in controlling the concentrations of oxygen vacancies deep in the bulk, which often 
prove troublesome as trapping centers in photocatalysis and photovoltaics and as parasitic emitters 
in light-emitting devices.  
8.2 Introduction 
        As discussed in Chapter 1, electric fields associated with built-in surface charge have been 
recently reported by this laboratory to influence the spatial distribution of native defects in oxide 
semiconductors such as TiO2 [1] by inducing a field-induced drift component to the transport. 
However, useful manipulation requires easy-to-implement mechanisms to control the electric field 
and the associated built-in potential that helps to control it. Moreover, development of 
                                                          
* Part of this work has been published: Ming Li and Edmund G. Seebauer, AIChE J. (inaugural topical 
issue), 62 (2016) 500-507. 
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computational tools for modeling the transport-reaction network [2] requires knowledge of the 
built-in potential. The present work employs the in situ optical technique of photoreflectance (PR), 
augmented by a new data analysis method and X-ray photoelectron spectroscopy (XPS), to 
demonstrate two such mechanisms for Zn-terminated polar ZnO(0001): substrate temperature and 
gaseous oxygen adsorption. These two independently-variable quantities permit reversible 
adjustment of the surface potential over a range that a defect transport model31 implies should 
affect the injection rate of oxygen interstitials by a factor of three.  Such injection plays an 
important role in controlling the concentrations of oxygen vacancies deep in the bulk, which often 
prove troublesome as trapping centers in photocatalysis and photovoltaics [3] and as parasitic 
emitters in light-emitting devices [4,5].   
8.3 Experiment 
        Photoreflectance (PR) is a contactless optical modulation spectroscopy [6] in which the built-
in surface electric field of a semiconductor is periodically perturbed by photo-carriers generated 
via illumination with light having a photon energy greater than the fundamental band gap Eg. 
Photogenerated minority carriers migrate to the surface and neutralize a portion of any excess 
charge residing there. The consequent change in built-in surface electric field perturbs the 
reflectance R in narrow regions of wavelength corresponding to critical points in the band structure 
of the semiconductor. The small reflectance change R is monitored with phase sensitive detection 
as a function of the photon energy E. Non-zero values for R somewhere in the spectrum of R/R 
vs. E conclusively manifest the existence of surface band bending. Coupling with an anchor 
bending value and direction measurement by XPS, PR scans as a function of temperature T and 
perturbing beam intensity I can yield good estimates of the magnitude of the band bending VS [7,8].  
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The optical and contactless attributes of PR make it useful for in situ studies in gaseous or liquid 
conditions.  
        The present work employed a small turbomolecularly pumped ultrahigh vacuum (UHV) 
chamber designed as described previously [9] with a base pressure of roughly 210-10 Torr. The 
optical cube chamber body was equipped with fused-silica optical ports, an inlet and handling 
system for O2, ionization and thermocouple pressure gauges, and an electrical feedthrough for 
specimen support, heating and temperature measurement.     
        Zn-terminated c-axis ZnO(0001) single crystals (CrysTec GmbH) of dimensions 1 cm  1 cm 
 0.05 cm were mounted by ultra-high vacuum grade silver paint to a Ta backing plate that was 
heated resistively.  Temperature was monitored with a type-K chromel-alumel thermocouple 
press-fit onto the edge of the ZnO. The sample was supplied in a vacuum bag, and exposed to air 
for less than 20 min before transfer into UHV.  More importantly, ex situ XPS of samples with air 
exposure over many days showed only tiny traces of surface carbon, bonded mainly to nitrogen or 
alcohols. The surface roughness was measured ex situ by both scanning tunneling microscopy and 
atomic force microscopy to be <3Å. Specimens were degreased by successive 5-min ultrasonic 
baths in electronic-grade acetone, isopropanol, and methanol, and where then mounted in the UHV 
chamber to minimize surface contamination.  The chamber was then baked at 120C for roughly 
10hr to reach the base pressure. Experiments with oxygen employed O2 (S. J. Smith Co., ≥ 99.6% 
minimum, typical ≥ 99.995% with the balance being water (<1ppm) or gases inert to ZnO) without 
further purification. 
        PR employed methods closely related to those described elsewhere [10], with some modest 
improvements to improve the signal-to-noise ratio. Specimens were pumped at near-normal 
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incidence with a continuous-wave 10mW diode laser operating at 355nm. The beam diameter at 
the aperture was around 3mm and projects a circular illuminated area on specimen with diameter 
around 5mm. The transverse mode of pump beam is TEM00 with no defocused lens and the 
approximated average intensity is 0.051W/cm2. The scanning probe light was provided by a 75W 
arc lamp directed through a monochromator of 0.25m focal length operating at a spectral resolution 
of 6.4 nm.  Directed at a 30 angle of incidence, the probe beam was shaped within the pump beam 
projected image on specimen surface through plano-convex lenses and then reflected into a 
photodiode that was carefully shielded from stray pump light.  Phase-sensitive detection was 
accomplished with a mechanical chopper operating at 410 Hz in the pump beam together with 
conventional lock-in techniques.  Scanning and data acquisition of R and R were computer-
controlled. Spectra were collected at a stepping rate of 0.15nm/s over the range 410-355nm, 
coincident with the fundamental band edge of ZnO (Eg ~ 303.07 kJ/mol (3.35eV)).   
        Oxygen pressures P ranged from 510-9 to 760 Torr, with temperature varying between 300K 
and 346K.  The pressure range was limited by the capabilities of the vacuum chamber, and the 
temperature range was limited by room temperature at the low end (with no cooling capability) 
and the disappearance of the PR spectrum at T > 380K due to rapidly increasing thermionic 
emission of minority carriers that swamp the photocarriers.  As P or T was varied in stages, signals 
for R were monitored at a single wavelength corresponding to a peak in the PR spectrum. The 
full spectrum for determination of VS was acquired only after R had stabilized at its new 
(presumably equilibrium) value, generally within 2 hr. The same spectra were obtained regardless 
of whether T or P was stepped up or down.  Evidence for spurious photo-induced desorption as 
observed in other work [11] was sought by having probe beam positioning at a PR peak while 
instantly turn on the pump beam and monitor the peak signal change as a function of time, but no 
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changes were found which rule out the occurrence of appreciable photo-induced desorption. This 
observation is probably due to the fact that our illumination intensity (0.051W/cm2) is much lower 
than the referenced work (1.9W/cm2), thus give us the capability to study the band bending change 
as a function of adsorption.    
        XPS was implemented in a standard configuration (Kratos Axis ULTRA, working pressure 
510-9 Torr), with spectra collected both with and without low energy electron flooding (estimated 
energy near 1eV) to check for possible artifacts connected with specimen charging. The X-ray 
energy was 1486.7eV, monochromatized with a pass energy of 20eV. As no fine structure in the 
valence band was required, but only the position of the valence band edge for determination of VS, 
a standard 1486.7 eV X-ray source was employed. Spectra were collected at four distinct positions 
on the specimen to check for spatial inhomogeneity; none was found. The XPS spectra were 
acquired in the presence of a remotely-placed cold cathode ionization gauge.  To confirm that 
optical illumination was unlikely to affect spectra, we did control experiments with and without 
illumination by a continuous UV laser (wavelength 355nm, intensity 0.05 W/cm2).  No appreciable 
difference was observed in the resulting XPS spectra. The binding energy scale was calibrated 
using the Fermi level edge measured for an ion-bombarded gold sample. The energy distance 
between the Fermi level and conduction band edge was calculated based on a bulk carrier 
concentration (1×1012cm-3) reported in the literature [12] for ZnO specimens from the same 
manufacturer, growth history and material specifications. 
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8.4 Results 
8.4.1 Standard PR Spectral Analysis 
        Figure 8.1 shows a typical PR spectrum of ZnO(0001). The nonzero spectral amplitude 
manifests the existence of band bending. Qualitatively, the lineshape accords well with previous 
photoreflectance and eletroreflectance work on single-crystal ZnO [13,14].  
        Quantitatively, the spectra were fitted by the 3-point method developed by Aspnes and Rowe 
[15] to the standard third-derivative functional form given by Ref. 8: 
            
where C denotes an amplitude factor, ϕ a phase factor, Γ a broadening parameter, Ecrit the energy 
of the critical point in the band structure, and n the associated dimension. The spectral structure in 
Fig. 8.1 corresponds to a closely-spaced pair of excitonic transitions (E0A and E0B in the notation 
of Ref. 13) that cannot be resolved at the temperatures of this work.  Resolvable excitonic 
transitions normally correspond to n=2. However, prior literature [13, 14, 16] has employed n = 2, 
2.5 or 3 to optimize the fit empircally, and n=3 is the value employed here for the unresolvable 
excitonic pair. The value of ϕ depends upon the dielectric constant of the material and spatial 
variations of electric field with depth, and took a value between 1.09 and 1.13 that varied from 
spectrum to spectrum in this work with no particular pattern. Γ fluctuated slightly among 
specimens from 6.37kJ/mol (66meV) to 6.65kJ/mol (69meV) at 300K, and increased linearly with 
T by 0.13 meV/K.  This increase accords closely with the behavior of the broadening parameters 
for the individual E0A and E0B transitions [13]. Ecrit varied with T between 320.95kJ/mol (3.328eV) 
and 319.31kJ/mol (3.311eV) according a standard Varshni’s relation [17]: 
𝐸𝑐𝑟𝑖𝑡(𝑇) = 𝐸𝑐𝑟𝑖𝑡(0) −
𝛼𝑇2
𝑇+𝛽′
                                                                                                             (8.2)                              
∆𝑅
𝑅⁄ = 𝑅𝑒[𝐶𝑒
𝑖∅(𝐸 − 𝐸𝑐𝑟𝑖𝑡 + 𝑖Γ) 
–𝑛
]                                                                                              (8.1) 
 
164 
 
with Ecrit(0) = 330.11kJ/mol (3.423eV), α=0.072kJ/mol·K (0.75meV/K) and β=690K.  These 
numbers agree closely with literature values, with Ecrit(0) well-approximated by the average of the 
values for the individual E0A and E0B transitions.  Figure 8.1 shows an example fit, which is quite 
good. 
        VS was determined from the behavior of the amplitude factor C according to a method 
developed previously in this laboratory [7].  Briefly, C can be represented as: 
 
where A1 and A2 describe optical properties of substrate, and k denotes Boltzmann’s constant. 
Insertion of neutral density filters into the pump beam serves to vary I for a given value of T. The 
resulting plot of C vs. I can be fitted with A1 and A2exp(VS/kT) as adjustable parameters.  Figure 
8.2 shows examples of such plots at several temperatures centered around 310K, together with fits 
obtained by a standard nonlinear least squares technique. The consequent values of the parameter 
A2exp(VS/kT) can then be plotted in Arrhenius form to yield a value for VS from the slope, as shown 
in Fig. 8.3. 
8.4.2 Development of Method to Extract Temperature Dependence of VS 
 The data analysis procedure just outlined tacitly presupposes that VS is independent of T, 
which was a good assumption in prior work with silicon [7,8]. With a temperature dependence of 
sufficient magnitude in VS, Arrhenius plots such as that in Fig. 8.3 should show curvature. In 
practice, however, such curvature would be difficult to discern even with high-quality 
experimental data, and would require much more data for C vs. I at a given temperature. A more 
practical and accurate indication of temperature dependence in VS comes from applying a new 
method over a range of target temperatures, each with C vs. I obtained over a modest range of T. 
𝐶 = 𝐴1l n {𝐴2𝐼𝑒𝑥𝑝 (
𝑉𝑠
𝑘𝑇⁄ ) + 1}                                                                                                        (8.3) 
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Figure 8.4 shows the results of this latter approach.  Each data point represents the center of a small 
temperature range extending ±10K on either side.  The entire temperature range of PR 
measurement encompassed 300-356K – limited at the lower end by the inability of the apparatus 
to provide specimen cooling, and at the upper end by disappearance of the signal due to normal 
thermionic emission of minority carriers in the semiconductor [7].  Figure 8.4 shows that the 
nominal values of VS rise steadily from 30.86 kJ/mol (0.32eV) to nearly 32.79 kJ/mol (0.34 eV). 
This increase lies well outside the error bars of the measurement, which points to the need for an 
adaptation of the method. As shown below, such an adaptation is possible, but requires some 
additional data about VS from an experimental technique in addition to PR. 
 Application of the chain rule to Eq. (8.3) shows that the slope (S) of an Arrhenius plot of 
A2exp(VS/kT) equals VS  TdVS/dT.  The derivative dVS/dT obviously vanishes when VS remains 
constant.  However, in cases where dVS/dT does not vanish, the PR spectra yield values for Vs that 
are inaccurate. To see why this is so, consider an arbitrary function form VS(T).  As long as VS and 
dVS/dT are a continuous functions of T (excluding discontinuities in VS due to first-order surface 
phase transitions, for example), VS(T) can be linearized over a narrow range of T by Taylor series 
expansion into the form 
VS = VS0 + βT                         (8.3a)  
where VS0 and β are constants. An Arrhenius plot of A2exp(VS/kT) yields: 
 S = d/d(1/kT){A2exp(VS/kT))} = VS–TdVS/dT  = VS0      (8.3b) 
In other words, the constant β cannot be independently determined from the PR data.  An additional 
measurement of VS by an experimental technique other than PR is required to establish the value 
of β. 
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 The correction provided by the βT term is nontrivial, as can be seen from the following 
example.  A crude estimate of β may be drawn from the T dependence in VS suggested by the slope 
in Fig. 8.3: i.e., β  (32.79-30.86 kJ/mol)/(345-310K) =54.97J/mol·K (0.57 meV/K). At 310K, this 
value of β would translate into VS = VS0 + βT = 30.86 + 17.36=48.219kJ/mol (0.50eV), or a 
correction of over 50% in the base value of VS.   
 To determine β more accurately, we measured an anchor value of VS by XPS at 310K as 
detailed below.  The pressure was of 510-9 Torr lay at one end of the range of pressures examined 
with PR.  The XPS yielded VS = 74.26 kJ/mol (0.77 eV), which leads to values for VS0 and β of 
31.63 kJ/mol (0.328eV) and 0.135 kJ/mol·K (1.4meV/K), respectively.   
 Fig. 8.5 shows XPS spectra used to determine the energy Ev of the valance band maximum 
(VBM) at the surface, referenced to the Fermi energy Ef. A linear fit to the low-binding-energy 
portion of the ZnO spectrum was extrapolated linearly to the baseline, with the intersection 
occurring at 415.66 kJ/mol (4.31 eV).  The instrument was calibrated in a similar way to determine 
the binding energy corresponding to Ef (uniform among materials) through an analogous spectrum 
of gold (shown inset in Fig. 8.5), the position of whose Fermi level is readily reproduced among 
instruments.  This binding energy was 55.94 kJ/mol (0.58 eV).  
 The position of Ef relative to the conduction band minimum Ec was calculated based on the 
concentration n of majority carriers (free electrons in the conduction band) via the following 
relation:    
𝐸𝑐 − 𝐸𝑓 = 𝑘𝑇𝑙𝑛 (
𝑁𝑐
𝑛
)                                                                                                                             (8.4)                                                                                                                                
where, k is Boltzmann’s constant, and n =1×1012cm-3 given by Ref. 12. Nc denotes the effective 
density of conduction band states given by: 
𝑁𝑐 = 2(
2𝜋𝑚𝑒
∗𝑘𝑇
ℎ
)
3
2                                                                                                                                     (8.5)                       
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where me
* = 0.27me [18] is the effective electron mass of ZnO, with the actual electron mass being 
me. This calculation leads to EcEf = 37.61 kJ/mol (0.39eV).  The schematic energy band diagram 
of Fig. 8.6 shows how this number is used with the room-temperature band gap energy Eg of 323.07 
kJ/mol (3.35 eV) to determine the position of Ev in the deep bulk, leading to Ef  Ec = 323.07-
35.68 kJ/mol =285.46 kJ/mol(3.35  0.39 eV = 2.96 eV).  The corresponding energy difference 
(Ef  Ev)surf at the surface equals the difference in binding energy measured for the Fermi energy 
and valence band maximum, i.e., 415.66 – 55.94 = 359.72kJ/mol (4.31  0.58 = 3.73 eV).  Finally, 
the difference between Ev at the surface and in the bulk equals 359.72 - 285.46 =74.26 kJ/mol 
(3.73  2.96 = 0.77 eV), which represents the magnitude of VS.  The bands are bent downward, 
signifying the formation of an accumulation region of majority carriers near the surface.  Indeed, 
the magnitude of the band bending is so large that Ef resides within the conduction band at the 
surface, putting the near-surface region into a degenerate condition with metal-like electrical 
conductivity.  The identity of bulk ZnO as a transparent conductive oxide in response to heavy 
doping is well known [18], and the present results simply confirm that behavior in response to 
band bending. 
8.4.3 T and P Dependence of VS 
        Figure 8.7 shows the values of VS obtained as a function of T at P = 510-9 Torr.  VS varies 
between 74.26 kJ/mol (0.77eV) and 79.08 kJ/mol (0.82 eV).  The function form is linear, which is 
consistent with the assumption embodied in Eq. 8.3a.  As the temperature range in Fig. 8.7 is 
notably wider than the ranges used for computing VS at each point, the local linearity assumption 
of Eq. 8.3a would not necessarily propagate through into a straight line in Fig. 8.7. 
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        The analytical method described here tacitly assumes that VS and C are linearly related, an 
assumption that has been justified elsewhere [9].  Thus, if VS has been measured by this method 
at a given value of T, it is not necessary to replicate the entire intensity-dependent set of 
experiments when changing P at the same T.  It is necessary to obtain C at only one value of I.  In 
other words, spectra can be measured one after another as P is varied.  Even better, as lineshape 
depends only upon T and not upon P, only the value of R/R at one wavelength is required, as Eq. 
(8.1) implies that value will be proportional to C.  Typically, this wavelength should be chosen at 
a spectral extremum (e.g., near 321.15 kJ/mol (3.33 eV) in Fig. 8.1) to maximize the signal-to-
noise ratio and minimize instrumental drift effects.   
        Figure 8.8 shows VS at 310K over oxygen pressures ranging from 510-9 Torr to atmospheric. 
VS decreases from 74.26 kJ/mol (0.77 eV) down to nearly 54.01 kJ/mol (0.56 eV) over that range, 
with a nonlinear functional form.  If both T and P are allowed to vary, VS exhibits a maximum of 
79.08 kJ/mol (0.82eV) at 346K and 510-9 torr, and a minimum of 54.97 kJ/mol (0.57eV) at 310K 
and 760torr.  Thus, varying a combination of T and P enables a variation of VS by a total of 24.11 
kJ/mol (0.25 eV) in this range of temperatures and pressures.    
8.5 Discussion 
        Development of a surface potential at a semiconductor surface has been well reviewed in the 
literature [19,20] and results from charge exchange between the bulk and surface due to the 
existence of donor or acceptor energy states associated with dangling bonds, surface 
reconstructions, surface defects, or adsorbates. For polar ZnO surfaces, numerous atomic 
reconstructions exist whose stability depends upon T and P [21].  The available literature for Zn-
terminated ZnO(0001) is divided about the magnitude of Vs for this surface under high vacuum 
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conditions near room temperature, but there is uniform agreement that an accumulation region 
forms in response to downward band bending. Ultraviolet photoelectron spectroscopy (UPS) and 
electron energy loss spectroscopy have placed VS at 19.29-28.93 kJ/mol (0.2-0.3eV) [22, 23]. 
Other UPS work has placed VS at 86.80 kJ/mol (0.9 eV) for the clean surface [24].  Exposure of 
the surface to a remote O2 plasma (20% O2/80% He) changed VS to 28.93 kJ/mol (0.3eV) upward 
(i.e., depletion) [24]. However, unless unusual care was taken to avoid exposure of the surface to 
stray ions, a certain degree of ion bombardment would have been possible.  Surface and subsurface 
defect formation due to the bombardment could have created a significant concentration of 
acceptor defects that would bend the bands upward. More recently, by using synchrotron based 
XPS, Heinhold and colleagues found band bending at room temperature on Zn-terminated 
ZnO(0001) is downward by 57.86 kJ/mol (0.6eV). [25]  Thus, the present value of VS  77.15 
kJ/mol (0.8 eV) lies well within the range of previous work.  
8.5.1 Temperature and Pressure Dependence 
        The magnitude of VS is substantially larger than that suggested based upon PR alone, either 
taken directly from Fig. 8.3 or computed indirectly by estimating dVS/dT from Fig. 8.4.  The actual 
value of β = dVS/dT is more than a factor of two larger than the estimate suggested by Fig. 8.4. 
These differences emphasize the importance of incorporating the temperature dependence of VS 
explicitly into the computation of VS itself, as well as the need for an independent experimental 
anchor point for the PR data.  Note also that PR cannot measure the direction of the band bending 
(or equivalently, the sign of VS), but only the magnitude of VS.         
        The closest available literature report concerning the T dependence of VS on Zn-terminated 
ZnO(0001) was performed in UHV and reported a downward band bending with slowly declining 
magnitude from 57.86 kJ/mol (0.6 eV) at room temperature to 43.40 kJ/mol (0.45 eV) at 650C. 
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[25]  However, the magnitude of VS then decreased more sharply by roughly 38.576 kJ/mol (0.4 
eV) to 19.29 kJ/mol (0.2 eV) as T increased further to 750C.  The authors attributed such a large 
change over such a small range of temperature to an unspecified surface reorganization. However, 
they noted that Zn-terminated ZnO(0001) supports appreciable concentrations of adsorbed OH and 
H2O upon loading into UHV at room temperature,  The adsorbed H2O disappears upon heating to 
750C, but some OH always remains (although at slowly decreasing concentrations). The results 
shown in the present work encompass a much narrower range of temperatures.  Yet the magnitude 
of VS increases (0.134 kJ/mol·K (1.4 meV/K)), rather than decreases.  The detailed results of Ref. 
25 suggest that the concentration of adsorbed OH should remain constant in this temperature range.   
        Moreover, the change in VS observed here is smooth and continuous, which would not be 
expected for a first-order phase transition between surface reconstructions.  The more gradual 
evolution of VS more likely represents a change in adsorption state, as adsorbed oxygen was 
present in equilibrium. The change in VS would then reflect the behavior of the adsorption isotherm.  
Indeed, the highest values of VS correspond to the highest temperatures and lowest oxygen 
pressures  both of which tend to decrease the concentration of adsorbate in a typical isotherm. 
        The influence of gas adsorption on VS of semiconductors has been known for many decades. 
In the case of oxygen, for example, photoemission spectroscopy has demonstrated substantial 
changes in VS for both Si and III-V semiconductors [26-29], and photoreflectance has confirmed 
similar effects [8, 30]. Less work exists for metal oxide substrates, but there still exists a useful 
literature for comparison  including for ZnO[24,25,31,32].  For example, Chevtchenko et al. [31] 
employed scanning Kelvin probe microscopy to observe upward band banding for Zn-terminated 
ZnO(0001) in the range 2.89-38.58 kJ/mol (0.03-0.40 eV), attributed to adsorption of OH from the 
ambient atmospheric background containing water. Heinhold et al. [25] employed XPS for the 
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same surface intentionally dosed with water. For surfaces already annealed to 750C, room-
temperature exposure to even large amounts of water (104 L) did not change VS, but pumping away 
the background after dosing did increase the magnitude of VS by 9.64 kJ/mol (0.1 eV).  Subsequent 
room-temperature dosing with up to 103 L of H2 decreased VS by 19.29 kJ/mol (0.2 eV).  Coppa 
et al. [24] used a remote oxygen plasma as described above to induce substantial changes in VS.  
The authors attributed the effects to the adsorption of undefined “oxygen species,” but as indicated 
above, the results could have been complicated by ion bombardment effects.  Indeed, early 
quantum computations suggested that atomic oxygen should not adsorb on Zn-terminated 
ZnO(0001) [32], appearing to confirm experimental literature [33] suggesting neither atomic nor 
molecular oxygen should bond strongly.  By contrast, recent computational literature [34] reports 
that both species should adsorb strongly (190 – 290 kJ/mol (2-3eV/adsorbate)), which is consistent 
with the present work. 
        The present work shows that molecular oxygen decreases VS on Zn-terminated ZnO(0001) 
by a substantial amount  up to roughly 19.29kJ/mol (0.2 eV). Note that ZnO the downward band 
bending on the clean surface represents a response to donor-like surface states. It has been 
proposed elsewhere for other ZnO surfaces that O2, an electron scavenger, decreases the band 
bending by extracting electrons from the surface through adsorption [35,36], thereby becoming 
chemically adsorbed O2
- [24, 37-39].  This effect would keep electrons localized near the surface 
instead of being donated to the conduction band and rendering the surface more positively charged. 
8.5.2 Implications for Defect Engineering 
        Recent isotopic self-diffusion measurements of O in TiO2 [40] and ZnO [41] have shown that 
near-surface electric fields can induce accumulation of injected point defects within the space 
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charge region. Although diffusion induces the injected interstitial atoms to spread into the 
underlying bulk, appropriate combinations of electric field direction and defect charge can attract 
the injected defects back toward the surface. In other words, electric drift can retard the diffusional 
migration of the charged defects through the space charge layer, resulting in a longer residence 
time within that layer. The extended residence time causes the defects to pile up, with the effect 
scaling quadratically with VS [32].  In the present case, the variation of VS between 54.97 kJ/mol 
(0.57eV) and 79.08 kJ/mol (0.82eV) would translate into an enhanced O interstitial concentration 
by a factor of about three.  Related transport modeling61 has shown that depletion of such defects 
can occur as well depending upon the sign of charge on the defects and the direction of the electric 
field. The magnitude of VS required for such effects can be quite small  on the order of a few 
meV.   
        Other mechanisms for defect pile-up in the space charge region have also been identified due 
to charging contributions to the O vacancy formation energy (for Fe-doped SrTiO3(100) [42]) or 
to changes in the charge state of the defect (for boron near Si/SiO2 interfaces [43,44]).  In the latter 
case involving ion implantation, the surface serves as a net sink for point defects by annihilation 
rather than a net source by injection.  Regardless of the specific physical mechanism, however, or 
whether the surface is employed as a source or sink, the ability of VS to serve as a tool to influence 
the spatial distribution of defects is clear.   
        Under suitable conditions, VS can be used as a tool to control the net rate of defect injection 
or annihilation at the surface as well.  The ability of surface electric fields to inhibit the migration 
rate of interstitial atoms toward the surface in a controlled way is already well established in Si 
[45].  The field-based attraction of injected interstitials toward the surface described in Ref. 36 can 
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become large enough to affect not only the defects’ spatial distribution (when VS is in the meV 
range), but also the net injection rate deeper into the bulk (when Vs is considerably larger). 
        Adsorption of simple gases affects VS on metal oxide semiconductors other than ZnO.  For 
example, Gopel and coworkers have shown that adsorption of O2, H2, CO and CO2 can affect VS 
on TiO2 [46]. Thus, we surmise that use of T and P to control VS via the isotherm and thereby 
accomplish defect engineering may generalize to other metal oxide surfaces as well. The properties 
of the isotherm (as embodied in the enthalpy and entropy for adsorption) would need to be matched 
to the temperature range required for defect mobility.  The present case of O2 on ZnO(0001) near 
room temperature may not be well matched, for example, to a defect engineering process of 
injecting O interstitials to annihilate O vacancies 100 m deep  requiring temperatures several 
hundred degrees higher.   
        In liquids, control of VS can be accomplished electrochemically via suitably applied potentials.  
Indeed, such a phenomenon seems to underlie the defect manipulation that seems to account for 
the recent report [47] of enhanced room-temperature oxygen storage by TiO2 nanotubes by 
electrochemical means. 
        The method described here for employing adsorption P and T to control VS for defect 
engineering is distinct from, but complementary to, another adsorption-based mechanism for 
controlling defect behavior. This other mechanism involves controlled saturation of surface 
dangling bonds, and has been demonstrated for sulfur on TiO2 [40] and nitrogen on Si [48].  In 
both cases, defect injection and/or annihilation rates were varied by 1-2 orders of magnitude 
through adsorption of submonolayer concentrations of the controlling element  to the extent that 
the majority species responsible for carrying self-diffusional flux actually changed. In this 
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mechanism the controlled saturation of dangling bonds at the surface modulates the ease with 
which point defects can exchange with the surface. In principle, the two methods may be combined 
and coordinated to facilitate defect engineering through the surface. 
        Recent electrical measurement resulted in some new insights about near surface electrostatics. 
ZnO(0001) has a large accumulation-type band bending in vacuum and air, rendering the surface 
so n-type that it becomes degenerate and highly conductive.  Fig. 8.6 depicts this, but perhaps with 
the wrong exact shape of the bending (explained below).  The direct of bending implies that a lot 
of excess positive charge exists in the plane of the surface itself, which attracts the majority carriers 
that form the SCR.  
        O2 adsorption decreases the band bending somewhat, which is consistent with the idea from 
the sensor and DFT literature that the adsorbed oxygen (either atomic or molecular) becomes 
negatively charged and partially counterbalances the excess positive charge in the surface plane.  
        The electron affinity of ZnO is large (3.7 eV) [18], but still smaller than the work functions 
of Al (~4.1 eV) and W(~4.5 eV).  So an ideal metal-semiconductor junction would put the surface 
Fermi level within the band gap.  EF is definitely not within the conduction band in a way that 
would lead to degenerate doping.  And the fact that the present work get high surface conductivity 
for both Al and W, which have different work functions, suggests the ohmic behavior is not merely 
the fortuitous matching of metal work function and EF in the semiconductor bulk.  The implication 
here is that the ZnO surface characteristic leading to degeneracy in the surface layer is preserved 
upon contact with these metals.  We don’t know how or why that preservation happens, but the 
key point is that the surface layer remains degenerate, leading to the ohmic and high-conductivity 
behavior that’s observed.  (Note that a degenerate semiconductor is not necessarily “metallic” the 
conductivity may not be quite high enough to qualify as a metal.)     
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         If the ZnO region very near the surface is degenerate, the usual equations for the spatial 
dependence of band bending (square-root for depletion, somewhat exponential for accumulation) 
no longer apply.  There’ll be a near-surface region where the shape is different.  I’m sure the shape 
is a solved problem somewhere, as it’d occur at any junction (pn, MIS…) where a very large 
voltage is applied across the junction.  But we don’t need that solution to guess what happens 
qualitatively.  There’ll be a shallow region very near the junction (or surface, in our case) where 
excess charge is strongly screened by the degenerate semiconductor, almost like a metal. In the 
metallic limit all charge is screened right at the metal surface.  So most of the potential drop across 
the junction (or between surface and bulk) will occur over an extremely narrow skin region 
corresponding to the spatial extent of the degeneracy.  The remaining potential drop will occur 
over the somewhat deeper semiconductor region that’s non-degenerate, and where standard band-
bending shapes apply.  Detailed numerical solution of Poisson’s equation, with continuity of 
boundary conditions between the skin and “normal” regions, would be needed to determine what 
fraction of the potential drop occurs within the skin region, and how deep that skin is. So Fig. 8.6 
really isn’t quite right, as a much larger fraction of the 0.77 eV potential drop probably happens in 
a very narrow skin region near the surface. 
8.6 Conclusion 
        The present work has extended the in situ optical technique of photoreflectance, augmented 
by a new data analysis method and X-ray photoelectron spectroscopy (XPS), to demonstrate how 
isotherms for gaseous adsorption may be used to control VS for Zn-terminated polar ZnO(0001) 
via temperature and gaseous oxygen pressure. At the modest temperatures of this work, such 
information by itself could be useful to interpret and control the operation of gas sensors.  An 
equivalent concept used at much higher temperatures characteristic of device processing could be 
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used, together with computational tools for modeling the transport-reaction network, to accomplish 
defect engineering via a combination of surface mechanisms involving VS and controlled 
saturation of surface dangling bonds. The approach will likely yield results that depend upon 
crystallographic orientation - a variable yet to be explored. 
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8.7 Figures 
 
Figure 8.1 Typical photoreflectance spectra of Zn-rich ZnO(0001) at 310K with theoretical line 
shape according to Eq. (8.1). 
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Figure 8.2 Variation of the photoreflectance amplitude factor C with illumination intensity for 
the spectra in Fig. 8.1. Solid lines represent logarithmic fits according to Eq. (8.3). 
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Figure 8.3 Arrhenius plot of the quantity A2exp(VS/kT) taken from the data of Figure 8.2. Slope 
of the plot gives VS0. 
 
 
 
 
 
 
180 
 
 
Figure 8.4 Variation of Arrhenius slope S as a function of temperature in oxygen pressure 5×10-9 
Torr.  
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Figure 8.5 Linear fits to the leading edge of the valence band XPS spectra from ZnO Zn-polar 
face, and Ion bombarded gold reference sample (inset) at 5×10-9 Torr, 310K. 
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Figure 8.6 Band structure of Zn-terminated ZnO(0001) at 5×10-9 Torr, 310K. The bands bend 
downward by 0.77eV at the free surface edge. 
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Figure 8.7 Variation of surface potential Vs as a function of temperature in oxygen pressure 5 
×10-9 Torr. 
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Figure 8.8 Variation of band bending VS with oxygen pressure at sample temperature 310K. 
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Chapter 9: Coverage-Dependent Adsorption Thermodynamics of Oxygen on 
ZnO(0001) 
 
9.1 Abstract 
        The equilibrium behavior of oxygen adsorbed on metal oxide surfaces such as ZnO(0001) 
often affects their behavior in applications such as gas sensing. The present work attempts to bridge 
this distinct gap to applications from an alternate perspective by employing the optical technique 
of photoreflectance (PR) to measure the enthalpy Hads and entropy Sads of oxygen adsorption as 
a function of coverage on Zn-terminated ZnO(0001). The large and strongly coverage-dependent 
parameters, stemming from a multiplicity of sites, chemical species and reconstructions, lead to a 
nonmonotonic coverage variation in both Hads and Sads. The entropic contribution to the free 
energy is comparable to the enthalpic contribution even near room temperature, so that temperature 
effects on oxygen adsorption may be uncommonly large. 
9.2 Introduction 
        ZnO has attracted considerable research interest due to its applications in solar cells [1], gas 
sensors [2,3], photocatalysts [4], and in light-emitting devices [5,6]. In connection with sensors 
and photocatalysts, and with defect engineering for reducing parasitic optical emissions [7], the 
adsorption behavior of oxygen on polar ZnO(0001) surfaces has been investigated over many years 
by both experimental and computational approaches.  An extensive literature shows that the c-
plane polar (0001) surfaces of wurtzite ZnO exhibit complicated surface reconstructions [8-11], 
which probably contribute to enhanced chemical properties for applications. The reconstructions 
                                                          
* Part of this work has been submitted for publication: Ming Li and Edmund G. Seebauer, Applied 
Surface Science. (2016) 
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observed on polar terminations of III-V and II-VI semiconductors result from the need for 
electrostatic stabilization [12]. This stabilization can occur via large surface rearrangement or 
faceting [8-11], although point defect formation and gas adsorption can also affect the outcome 
[13]. However, the extensive literature on reconstructed ZnO surfaces and surface phase diagrams 
has evolved largely decoupled from a comparably extensive literature of applications in catalysis 
and sensors [14,15]. 
        A recent computational report [13] has attempted to bridge that gap by examining the extent 
to which various ZnO reconstructions adsorb O adatoms and O2 molecules, and to uncover the 
underlying mechanisms.  Yet those first-principles calculations apply mainly at 0K, not at the 
higher temperatures characteristic of applications.  Entropic effects become more significant at 
such temperatures, as evidenced by a change in the dominant reconstruction near 1000K [10].  In 
spite of modest attempts to estimate such entropic effects [13], there exist no experimental values 
for the enthalpy or entropy of adsorption on a well-defined single-crystal ZnO surface.  The present 
work attempts to bridge this distinct gap to applications from an alternate perspective by 
employing the optical technique of photoreflectance (PR) to measure the enthalpy and entropy of 
oxygen adsorption as a function of coverage on Zn-terminated ZnO(0001).  The results provide 
further evidence for the multiplicity of sites, chemical species and reconstructions that may be 
involved.  In addition, the large and strongly coverage-dependent entropy of adsorption suggest 
that temperature effects on oxygen adsorption may be uncommonly large. 
9.3 Experiment  
        The apparatus consisted of an optical system for photoreflectance coupled to a small 
turbomolecularly pumped ultrahigh vacuum (UHV) chamber described previously [16, 17] and in 
Chapter 2, with a base pressure of roughly 210-10 Torr.  The optical-cube chamber body was 
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equipped with fused-silica optical ports, an inlet and handling system for O2, a cold-cathode 
ionization gauge and thermocouple gauge, and an electrical feedthrough for specimen support, 
heating and temperature measurement. Wurtzite c-axis ZnO(0001) single crystals (CrysTec GmbH) 
with Zn termination of dimensions 1 cm  1 cm  0.05 cm were mounted as described previously 
[16] and were heated resistively.  Temperature was monitored with a type-K chromel-alumel 
thermocouple press-fitted onto the edge of the ZnO. Specimens were degreased by successive 5-
min ultrasonic baths in electronic-grade acetone, isopropanol, and methanol, and where then 
mounted immediately in the UHV chamber to minimize surface contamination.  Experiments with 
oxygen employed O2 (S. J. Smith Co., ≥ 99.6% minimum, typical ≥ 99.995% with the balance 
being water (<1ppm) or gases inert to ZnO) without further purification. 
        Photoreflectance (PR) is a contactless optical modulation spectroscopy [18] in which the 
built-in surface electric field of a semiconductor is periodically perturbed by photo-carriers 
generated via super-bandgap illumination. Photogenerated minority carriers migrate to the surface 
and neutralize a fraction of excess charge residing there. The consequent change in built-in surface 
electric field perturbs the reflectance R in narrow regions of wavelength corresponding to critical 
points in the semiconductor’s band structure. The reflectance change R is monitored with phase 
sensitive detection.  The spectrum of R/R vs. energy E can be fitted with a lineshape function 
(the third-derivative functional form [19]).  Measurements of the spectral amplitude as a function 
of temperature T and perturbing beam intensity I yields good estimates of the magnitude of the 
band bending VS [16,20,21].  The optical and contactless attributes of PR make it useful for in situ 
adsorption studies at pressures above the high-vacuum range. 
        PR was performed as described elsewhere [16]. Briefly, specimens were pumped at near-
normal incidence with a continuous-wave 10mW diode laser operating at 355nm. The beam 
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projected a circular illuminated area on specimen with diameter near 5mm. The beam intensity 
profile was Gaussian TEM00 with an average intensity at the surface of 0.051W/cm
2. The scanning 
probe light was provided by a 75W arc lamp directed through a monochromator of 0.25m focal 
length operating at a spectral resolution of 6.4 nm.  Incident at a 30 angle of incidence, the probe 
beam was shaped through plano-convex lenses and then reflected into a photodiode.  Phase-
sensitive detection was employed at 410 Hz.   
        Isosteres were obtained by using Vs as a proxy for adsorbate coverage , and by determining 
VS by the methods of Ref. [16] as a function of T (300-356K) and O2 pressure P (5×10
-9 torr to 
760 torr).  The pressure range was limited by the capabilities of the vacuum chamber, and the 
temperature range was limited by room temperature at the low end (with no cooling capability) 
and the disappearance of the PR spectrum at T > 380K due to rapidly increasing thermionic 
emission of minority carriers that swamp the photocarriers.  Although PR cannot determine the 
direction of the band bending, separate measurements [16] with X-ray photoelectron spectroscopy 
have demonstrated downward bending, in accord with existing literature [22,23].  The magnitude 
of VS decreases monotonically with increasing coverage [16].  Throughout the entire range of 
experimental conditions, control experiments demonstrated full adsorption reversibility.  
        The isosteric enthalpy of adsorption ΔHads was determined from the isosteres via the Clausius-
Clapeyron equation: 
(𝜕𝑙𝑛𝑃 (𝜕1/𝑇)⁄ )𝜃  = ∆𝐻𝑎𝑑𝑠 𝑅⁄                                                                                                              (9.1) 
where R denotes the gas constant.  The corresponding adsorption entropy Sads was determined by 
extrapolation of the isosteres to the limit of infinite T (i.e., to the vertical axis of an Clausius-
Clapeyronplot at 1/T = 0).   
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9.4 Results  
 Figure 8.1 shows an example PR spectrum, with the corresponding fit to the third-
derivative functional form (TDFF) by means described previously [16].  The fit to the spectral 
lineshape is quite good, as it was over the entire range of conditions examined here.  Application 
of the data reduction methods described in Ref. [16] lead to a value of VS corresponding to each 
spectrum.  Figure 9.1 plots VS vs. P for the four temperatures employed in this work.  The 
magnitude of VS decreases as P increases and T decreases, as one would expect for a quantity that 
moves in a direction opposite to adsorbate coverage.  The curves of VS vs. P at constant T are well 
separated, even over the rather narrow 36K range of temperatures examined here.  Moreover, the 
curves exhibit markedly increasing upward concavity as T decreases.  The separation among 
curves ultimately leads to the large values of Hads and Sads reported below.  The increasing 
concavity leads to the strong and non-monotonic variation in these thermodynamic quantities. 
 Horizontal cuts across the curves yield adsorption isosteres – the locus of points (P, T) that 
yield specified values of VS.  Figure 9.2 shows a family of such isosteres in the Clausius-
Clapeyronform suitable for application of Eq. (6), with the isosteres plotted at equally spaced 
increments of VS between 0.64 and 0.72 eV.   Each isostere is adequately fit by a straight line.  The 
slopes of these lines increase visibly as VS decreases from 0.76 eV (i.e., the lowest coverage) and 
then decrease again as VS reaches the lower end of its range (at high coverage).  Thus, Hads varies 
with coverage and is not monotonic. Although the intercepts with the vertical axis at 1/T = 0 are 
not shown on the scale of Figure 9.2, casual visual inspection suggests that the lines do not 
converge to a single point on that axis – indicative of a coverage-dependent functional form for 
Sads. 
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        Figure 9.3 plots the resulting values of ΔHads as a function of VS. The enthalpy begins at about 
-2.2eV for low coverage, before dropping smoothly to -3.4eV at VS=0.68eV and then rising back 
to -2.9eV.  Fig. 9.4 shows the corresponding values of ΔSads using the standard referencing gas 
pressure P0 = 1bar, which exhibits the same pattern as ΔHads. The entropy begins at -4.4meV/K at 
low coverage, before dropping smoothly to -9.1meV/K at VS=0.68eV and then rising back to -
7.8meV/K.  
        Figure 9.5 plots the Gibbs free energy of adsorption ΔGads computed from the relation ΔGads 
= ΔHads – TΔSads, with T set to a characteristic value of 300K.  The free energy increases from -
0.87eV at low coverages to -0.53eV at high ones.  Importantly, the entropic contribution to ΔGads 
is typically 70-80% as large as the enthalpic contribution. 
9.5 Discussion  
        From the experimental perspective, adsorption of oxygen on Zn-terminated ZnO(0001) was 
first explored in the 1970s by Dorn et al. [24] and Onsgaard et al. [25] using electron energy loss 
spectroscopy (EELS). The results suggested that oxygen does interact with Zn-terminated 
ZnO(0001), but few details were given. Cheng et al. [26,27] revisited the system in the early 1980s 
with temperature programmed desorption (TPD), showing that adsorption occurs.  Desorption 
peaks appeared at 383K and 550K.  Although no kinetic analysis was performed on the primary 
peak at 550K (which is quite wide), we have applied an improved adaptation [28] of Redhead’s 
method [29] (assuming a pre-exponential factor for first-order desorption of 1013/s) to obtain an 
activation energy for desorption of 1.49eV.  The authors posited adsorption on vacancy sites, and 
also showed that their surface was probably modified by atomic reconstructions or even (4041) 
steps.  
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        From the computational perspective, Allen et al. [30] predicted based upon first-principles 
calculations that oxygen should not adsorb on Zn-ZnO(0001) in either molecular or atomic form. 
Subsequent density functional theory (DFT) calculations by Dai et al. [31] agreed with this 
conclusion. However, neither of those efforts considered the reconstructions triggered by the need 
for electrostatic stabilization of c-axis ZnO surfaces. By incorporating such effects, Warschkow et 
al. [13] and Gorai et al. [7, 32] have employed DFT to show that both molecular and atomic oxygen 
adsorb on Zn-ZnO(0001). 
        This surface is nominally polar in bulk-like termination.  To electrostatically stabilize such a 
surface, the macroscopic electric dipole must be removed. Electron counting rules concerning 
dangling bonds [12], which are typically applied to covalent semiconductors and according, can 
also be applied as well to iono-covalent semiconductors such as ZnO. Electron counting ensures a 
locally charge-neutral surface for which the macroscopic dipole vanishes, thereby electrostatically 
stabilizing the surface [33,34]. The simultaneous accommodation of the thermodynamic 
environment (e.g., whether O2 and/or H2 are present) and electrostatic considerations give rise to 
the extensive array of reconstructions that appear on the surface phase diagrams for Zn-ZnO(0001) 
[13,32,35-44].  The availability of hydrogen atoms (present in most experimental systems via H2 
or, more commonly, H2O) further complicates the picture because of the role adsorbed H [32] or 
OH [8] can play in stabilization.   
9.5.1 Enthalpic Effects  
        In the present work, the experimental magnitude of ΔHads reaches about -3.53eV. Generally, 
ΔHads on metal or semiconductor substrates ranges in magnitude from ~-1.04eV to ~-3.65eV 
[45,46].  The present case clearly lies near the top of that range, and well above the previous TPD 
value of -1.49eV for stepped ZnO(4041) [27]. Referring to bulk-like ZnO(0001), Warschkow et 
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al. [13] have employed DFT to indicate that both molecular and atomic oxygen adsorb on Zn-
ZnO(0001). More recently, Gorai et al. confirmed that both molecular [32] and atomic oxygen [7, 
32] may be capable of adsorbing onto pristine Zn-ZnO(0001), depending upon which underlying 
surface reconstruction is present.. The adsorption enthalpies calculated in Refs [13] and [32] were 
referenced to different initial surface geometries, and as the surface geometry in the present work 
is unknown, direct comparisons cannot be made. In Ref. [13] the adsorption energy referenced to 
a bulk-like surface varies over a wide range down to near zero as coverage increases.  Notably, 
however, ΔHads in that work declines rapidly and monotonically with increasing coverage due to 
repulsion between adsorbed atoms.  The non-monotonic behavior observed here was not suggested 
in that work, but almost certainly does not have the bulk-like surface present.  
        The non-monotonic behavior is difficult to rationalize based upon standard models for 
adsorbate-adsorbate interactions [45], and probably emerges from the large multiplicity of ways 
in which oxygen can adsorb.  The large variety of surface reconstructions has already been 
mentioned, including the n7n3 “triangular pit”, (2 2)-O, (2 1)-H, and √3×√3 R30◦ (2×1)H.  
The n7n3 and (2 2)-O are likely to coexist under some conditions [10,13].  Even on a given 
reconstruction, oxygen can adsorb at more than one kind of site.  For example, on the n7n3 surface, 
atomic oxygen adsorbs at three types of high-symmetry sites: fcc, hcp and on-top [13].  The 
adsorption energies for the most stable fcc and hcp sites are comparable to each other over much 
of the coverage range. In addition, oxygen can adsorb in both atomic and molecular forms with 
comparable energies at some coverages [13], implying likely co-existence of those forms as well.  
        Thus, existing literature points a substantial number of reconstructions, adsorption sites, and 
chemical states (O or O2) that can yield a highly variable value for ΔHads as the oxygen coverage 
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increases.  The present results are consistent with this picture, except for the non-monotonic 
variation of ΔHads.  This aspect of the results requires examination of the adsorption entropy ΔSads. 
9.5.2 Entropic Effects 
         Examination of Fig. 9.4 shows that ΔSads varies with coverage with a functional form 
remarkably similar to that of ΔHads.   At the temperatures characteristic of this work, the entropic 
contribution to the free energy of adsorption is quite substantial – typically only 10-20% smaller 
than that of ΔHads.  Thus, ΔGads becomes a rather small difference between two large numbers.  
Because the effects of ΔSads are so large, the exact details of its coverage dependence determine 
which reconstructions, adsorption sites and chemical states are populated first.  The ordering does 
not follow a monotonic progression in ΔHads. 
 A natural question, then, is why ΔSads is so large.  Indeed, -ΔSads/kB ranges between two 
enormous numbers: roughly 50 and 110. Possible contributions are many, and are challenging to 
compute. Contributions to the entropy that are typically considered include (1) mixing entropy 
when several species are present, (2) softening of lattice phonon modes, (3) loss of degrees of 
freedom due to adsorption from the gaseous phase, and (4) introduction of adsorbate-induced 
phonon modes.  Estimates for each of these contributions exist for general cases [47-49], but they 
are not nearly large enough to explain the values of ΔSads observed here. 
 The literature on adsorption entropy for semiconductors is rather limited, as direct 
experimental measurements in true thermodynamic equilibrium tend to be difficult due to the wide 
ranges of pressure and temperature required. Often, ΔSads is estimated indirectly via 
nonequilibrium kinetic measurements of desorption rates.  This literature has been reviewed over 
the years for metals [50] and semiconductors [49].  Although the average value of ΔSads is near 
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zero for both kinds of substrates, deviations from that value in individual systems are substantially 
larger for semiconductors – both in the zero-coverage limit and as the coverage increases.   
 Another possible mechanism to explain these deviations is ionization of the adsorbate itself 
or of nearby surface sites.  This effect was originally invoked to explain large formation energies 
for bulk defects [51,52], but was later extended to the realms of surface defects [53] and adsorption 
[54].  The core concept embodies the notion that electron-hole pair creation intrinsically entails an 
entropy ΔScv resulting from charge creation within the conduction and valence band, and that 
generation of a free charge carrier and an opposite localized charge during ionization results in an 
entropic change ΔSI of similar magnitude due to lattice mode softening. The magnitude of ΔSI per 
ionization event may be estimated from material parameters such as the band gap Eg and the 
Varshni coefficients for its temperature dependence: 
 ∆𝑆𝐼(𝑇) ≈ ∆𝑆𝑐𝑣(𝑇) = 𝜕∆𝐸𝑔 𝜕𝑇⁄ = −𝛼𝑇(𝑇 + 2𝛽) (𝑇 + 𝛽)
2⁄                                                     (2) 
This entropy due to charge separation is always positive regardless of the sign of the ionization 
charge, and n ionization events (e.g., n=2 for a adsorbate in state -2) leads to an entropic 
contribution of nΔSI For ZnO, the Varshni coefficients have been measured to be [16] 
α=0.75meV/K and β=690K. Substitution of a characteristic temperature T = 300K yields -ΔSI/kB 
= 4.5.  The excess charge residing at adsorbed O2 is considerable – two electrons [7].  Similarly, 
the excess charge on an adsorbed O atom is at least -1 [32].  Thus ionization of either the adsorbed 
O2 molecule or two dissociated atoms would lead to -ΔSI/kB = 9.  This contribution is substantial, 
but not sufficient to explain the values observed here. 
 Adsorption-induced reorganizations represent another possibility for large changes in ΔSads. 
Such reconstructions are well known both for metals like O/Cu(100) [55, 56] and O/Ni(100) [57], 
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and for semiconductors like O/Si(100) [58].  For Zn-ZnO(0001), Kresse et al. [8] have shown by 
DFT that the adsorption of hydroxyl radicals can abruptly transform the most favored surface 
phase from a simple O-rich structure into the n7n3 triangular pit structure. Presumably the entropic 
changes would be large, given the different phonon spectrum and different distribution of ionized 
sites and adsorbates.  A more quantitative estimate is not more easily made, however. 
9.5.3 Implications for ZnO sensors 
        ZnO-based gas sensors usually comprise polycrystalline nanostructures, and in varying 
configurations operate at temperatures ranging from 200℃ to 700℃, depending on the gas species 
to be detected (typically O2, CO, NOx, and other small molecules) and synthesis protocols 
[3,59,60].  Oxygen adsorption is generally thought to withdraw electrons from the material, an 
idea confirmed by recent first-principles calculations [32].  This withdrawal changes the width of 
the space charge region near the surface, which in turn propagates into the resistivity of the thin 
film.  Doping, morphology, film thickness and other factors affect the sensitivity and selectivity 
of the film by various mechanisms that are incompletely understood.  However, steady-state 
response to a given gas concentration is determined in part by its adsorption isotherm at a given 
temperature, which in turn depends upon the functional form of Gads vs. coverage.  An important 
implication of the present work, however, is the entropic contribution to Gads is quite large due 
to the multiplicity of sites, chemical species and reconstructions that may be involved.  This 
contribution varies substantially with temperature through the term TSads  both through the 
explicit dependence upon T and through the implicit dependence within Sads as the constellation 
of sites, chemical species and reconstructions shifts with temperature.  The enthalpic contribution 
to Gads also presumably has a similar implicit dependence upon temperature for broadly similar 
reasons.   
199 
 
        Although the present work treats only a single crystallographic orientation of wurtzite ZnO 
rather than the multiplicity of orientations in polycrystalline thin films, the c-axis orientation is 
typically the dominant one in films deposited by gas-phase [1,61] and liquid phase [62,63] methods.  
Although the Zn-rich and O-rich c-axis faces of ZnO(0001) differ in specific details, both exhibit 
a significant variety of sites and reconstructions.  Thus, it is reasonable to suppose that the large 
entropic contribution to oxygen adsorption is a general feature of polycrystalline ZnO films.   
9.6 Conclusion 
        Oxygen adsorption on Zn-terminated ZnO(0001) presents an intriguing chemisorption system 
in which the entropic contribution to the free energy is comparable to the enthalpic contribution 
even near room temperature. Moreover, the substantial number of reconstructions, adsorption sites, 
and chemical states (O or O2) lead to highly variable values for ΔHads and ΔSads as the oxygen 
coverage increases.  As a result, the exact details of the coverage dependence determine which 
reconstructions, adsorption sites and chemical states are populated first.  The ordering does not 
follow a monotonic progression in either ΔHads or ΔSads near room temperature.  However, at the 
higher temperatures characteristic of typical ZnO gas sensor operation, both ΔHads are likely to 
change ΔSads as well as their relative balance, so it is difficult to determine what the isotherms will 
be except to say they are likely to have a strong temperature dependence.  Although the general 
values of ΔHads are consistent with existing literature, the large magnitude of ΔSads is difficult to 
explain except possibly via adsorbate-induced reorganizations. 
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9.7 Figures 
 
Figure 9.1 Variation of band bending VS with oxygen pressure and sample temperature. 
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Figure 9.2 Isosteres for O2 on ZnO(0001) derived from the data of figure. 9.1. 
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Figure 9.3 Heats of adsorption calculated from data in Figure. 9.2 based on Clausius-Clapeyron 
relation as a function of band bending VS. 
 
 
 
 
 
 
203 
 
 
Figure 9.4 Entropy of adsorption calculated from data in Figure. 9.2 based on Clausius-Clapeyron 
relation as a function of band bending VS. 
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Figure 9.5 Gibbs free energy of adsorption calculated from relation ΔGads = ΔHads – TΔSads, with 
characteristic temperature of 300K. 
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Chapter 10: Conclusion and Future Work 
 
10.1 Conclusion 
        The primary intellectual contribution of the present work has been to demonstrate two 
surface-mediated mechanisms for defect engineering in zinc oxide.  To mitigate the concentration 
of detrimental oxygen vacancies in the ZnO bulk, atomic oxygen can be thermally injected from 
the surface into the underlying bulk through adsorption, dissociation and injection. The results 
have this thesis have demonstrated that this sequence may be manipulated by controlling the 
concentration of injection sites via foreign-element adsorption, and by influencing the near-surface 
electric field.For the near-surface electric field mechanism, the surface potential on ZnO(0001) 
was shown by Photoreflectance (PR) to vary from 0.8-0.5eV in a wide range of oxygen pressure 
near room temperature, which leads to a factor of three change in near surface isotopic labeled 
defect concentration. The PR capability developed in this work has also permitted to measure the 
enthalpy of O2 adsorption (~2.5eV for Zn-terminated ZnO) and comparison to values predicted by 
others for polar ZnO surfaces based on quantum calculations. For the foreign-element adsorption 
mechanism, isotopic self-diffusion measurements showed that only ~0.07ML sulfur decreases the 
injection rate of Oi by up to a factor of three. Studies of the temperature dependence study showed 
the same activation energy 1.5eV for oxygen injection from both clean and sulfur covered surfaces, 
which points to a simple site-blocking mechanism. Although this mechanism is straightforward, it 
differs from those demonstrated previously for nitrogen on silicon and sulfur on titanium dioxide. 
In order to obtain a better understanding of the detailed injection kinetic pathways, a continuum 
based microkinetic model was created to simulate the Oi self-diffusion experiments, which 
revealed estimates of many kinetic related parameters detailed in chapter 5. Compare to previous 
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model in TiO2, this model modified several important aspects, and reinforced the site blocking 
mechanism in ZnO. The kinetic parameters estimated from the current model can potentially be 
utilized directly in ZnO applications where defect treatment is important.  
        In an effort to quantify the degree of annihilation of bulk oxygen vacancies through Oi 
injection, photoluminescence (PL) studies were conducted that demonstrated annihilation of over 
half of the VO in Oi equilibrated material compared to as-received single crystal. Electrical 
measurements were performed on single crystal samples and revealed surprising ohmic behavior 
of both aluminum and tungsten contacts on single crystal ZnO(0001), which demonstrated the 
high-conductivity nature of this polar surface previously characterized with Photoreflectance (PR) 
detailed in Chapter 8. The confirmation of such ohmic behavior paves the way for future four-
point probe methods to be implemented in single crystal ZnO directly to ease the carrier 
concentration measurements and therefore the quantification process of bulk oxygen vacancies. 
10.2 Future work 
        The following work can be carried out to better understand defect engineering methods and 
help generalizing such methods to other semiconductor materials in both future research and 
industrial high throughput processes.  
(i) The present work discovered that interstitial oxygen is injected into the ZnO(0001) 
through special low-concentration injection sites. It would be of great value to 
experimentally dive into the atomic scale with instruments like scanning tunneling 
microscopy (STM) to verify such injection sites to boost the understanding of defect 
injection into a new level. 
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(ii) To couple the present defect engineering method into other semiconductor unit 
operations such as deposition, etching, it would be crucial to keep the defect treatment 
process in low temperature. One way to achieve that is to use solely the electrical drift 
instead of thermal energy to migrate interstitial defects. The electrical current can be 
conducted through thin and removable metal layer deposition onto the oxide surfaces. 
(iii) Instruments that can characterize defect concentration in-situ like deep-level transient 
spectroscopy (DLTS) can be adapted to monitor the defect diffusion and reaction in the 
current research.  
(iv) In many real world applications such as catalysis and gas sensing, materials with 
polycrystalline or nanoparticle morphologies are preferred over single crystal for 
budget and surface-volume ratio reasons. It would be valuable to transfer the techniques 
developed here in single crystals to other desired morphologies to aid real life 
applications. 
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Appendix A: Photoreflectance Operating Procedure 
 
A.1 Safety Precautions 
1. Read through safety guides for the specific laser implemented. 
2. Wear appropriate protective eyewear for the laser implemented. 
3. Post signs on the entrance to the laboratory as safety caution.  
4. Ensure that electrical connections are intact and the floor is free of liquid or excess clusters. 
5. Prior to turn on the laser, check the potential beam line and avoid accidental reflection. 
6. Ensure a flashlight is at hand when operating photoreflectance in the laboratory with main 
lights turned off. 
A.2 Operating Procedure 
1. Mount sample in vacuum chamber using vacuum compatible silver paint, and put thermal 
couple tip on the edge of the sample if temperature monitoring is desired. 
2. Pump down to base pressure using staged pumping. 
3. If sample heating needed, turn on DC power supply and adjust voltage and current output 
to achieve desired temperature. 
4. Turn on arc lamp by pressing “Power” button on PTI LPS-220B arc lamp power supply, 
then press the “Ignite” button. 
5. Turn on power supply to pre-amplifier. 
6. Turn on photodiode multimeter and set it to DC voltage 20V scale.  
7. Turn on Stanford Research System SR530 lock-in amplifier. 
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8. Turn on Stanford Research System SR540 chopper controller and set it to desired frequency 
(often 410Hz).  
9. Turn on the 355nm DPSS laser. Initially direct the beam to black tube shaped “beam dumper” 
to allow 30mins for laser to warm up. 
10. Initialize monochromator to desired starting wavelength (often 425nm), focus arc lamp on 
sample surface by adjusting components of monochromator and optical focal lens. 
Manually adjust through the desired scanning wavelength range, and make sure the 
mustimeter display voltage below 10V all the time. 
11. Align the laser beam onto the sample to approach overlap with the focused arc lamp beam 
spot. The alignment can be helped with normal paper that luminescence with 355nm laser 
beam. 
12. Manually adjust through the desired scanning wavelength range again with monochromator. 
This time, look at the lock-in amplifier display to ensure no overloading exist. 
13. Turn on power supply to monochromator stepper driver. 
14. Turn off the main light in the room to lower the noise level on the PR spectra. 
15. Open the LabVIEW interface installed on the control computer, and press the “Run” button 
at the top left of the LabVIEW window. 
16. When scanning is done, right click the LabVIEW interface to save the data file into an Excel 
for later processing.  
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Appendix B: AES Operating Procedure 
 
1. Attach the cylindrical mirror analyzer (CMA) to the UHV chamber. 
2. Attach the cables (labeled) from the AES controller, electron gun controller and electron 
multiplier power supply to the appropriate connectors on the CMA. 
3. Put the two thermocouple leads attached to the sample grounded in the small holes on the 
table. 
4. Turn on the main power supply located on the bottom of the blue accessory rack.  
5. Turn on the electron gun controller and set it to 3kV. At this point, make sure the sample 
is not facing the gun to avoid contaminant from the filament outgas. Let the gun warm up 
for 30mins and then place the sample in position. 
6. Turn on the AES controller and the electron multiplier power supply. Select 3kV on the 
electron multiplier power supply. 
7. Set the starting energy of desired AES spectra range on AES controller, and set the 
scanning speed (often 1eV/s). 
8. Connect the labjack with control computer using USB line, and start the user interface on 
computer to monitor the signal from AES controller. 
9. Press the start button on AES controller to initiate the AES spectra acquisition.   
10. After scanning, press save button on the computer interface to save data in excel format. 
11. To shut down, turn the emission current to 0, and then turn off the electron multiplier power 
supply AES controller, and lock-in amplifier.  
12. Unground the sample. 
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Appendix C: Matlab Code Parameter Indexing 
 
C.1 Index Generation 
% the index 
     dset={[1:3],[1:3],[1:3],[1:3],[1:3],[1:3],[1:3],[1:3]}; 
% the engine 
     n=numel(dset); 
     r=cell(n,1); 
     [r{1:n}]=ndgrid(dset{end:-1:1}); 
     r=reshape(cat(n+1,r{:}),[],n); 
     r=r(:,end:-1:1); 
% the result 
     r 
C.1 Parameter Indexing 
% the parameter 
     dset={[0.15 0.2 0.25], 
           [5.5E12 7E12 8.5E12], 
           [9E-2 1E-1 1.1E-1], 
           [0.315 0.32 0.325], 
           [5.5E-5 6E-5 6.5E-5], 
           [6.25e5 6.5e5 6.75e5], 
           [2e25 3e25 4e25], 
           [3.65e14 3.7e14 3.75e14]}; 
% the engine 
     n=numel(dset); 
     r1=cell(n,1); 
     [r1{1:n}]=ndgrid(dset{end:-1:1}); 
     r1=reshape(cat(n+1,r1{:}),[],n); 
215 
 
     r1=r1(:,end:-1:1); 
% the result 
     r1 
 
 
 
 
