In this paper we consider the most general nonlinear regression model, Y( ) = ( (1) ) 1 ( (2) ; ) + , prove of the almost sure convergence, and asymptotic normality of the estimators for the nonlinear parameters, using the most general optimal stochastic approximation procedure. A procedure for constructing the general confidence intervals for the vector of nonlinear parameters is also developed; the most generalized nonlinear regression model is introduced. We establish asymptotic properties for the most generalized model.
1-Interduction
Consider the following nonlinear regression model: ( ) = ( ; ) + where : × → , with , being Euclidean spaces, is an unobservable random error, with ( ) = 0 , ( ) = 2 ; 2 is a constant that may depend on x ; Y(x) is an observable random that can be observed at each level ∈ ; and ∈ is the parameter of interest. Based on observations 1 , 2 , … . , , it has been known, [6] , [10] ,via classical procedures, how to estimate = ( 1 , … . ,~)
′ . Now our problem is to estimate sequentially by using optimal stochastic approximation methods [1] , [2] , [3] , [4] . We shall incorporate the approach of eliminating linear parameters proposed by [9] in an iterative manner together with optimal stochastic approximation procedures to estimate sequentially. We shall also consider the general model ( ( ) = ( ; ) + ) when the regression function ,as far as the parameters are concerned , is composed of linear and nonlinear regression functions, i.e., ( ; ) = (( (1) ) 1 ( (2) ; ), where 1 ( (2) ; ) , is a nonlinear regression function and 1 :
− × → , with (2) ∈ − and (( (1) ) is a real valued linear function of ( (1) ). However (( (1) ) may depend on x, and (1) ∈ . The model:
(~) = ( ;~) +~ then takes the form ( ) = (( (1) ) 1 ( (2) ; ) +~ .We study the most general stochastic approximation procedure to estimate (2) , given by:
being an arbitrary random vector in − that will be independent of any future observations, may be positive measurable functions of (~ ( 2) (1) ; 1 , 2 … . ; ℎ 1 , ℎ 2 … , ℎ −1 ), are (p-q x m) matrix-valued measurable functions of (~( 2)
(1) ; 1 , 2 … . , ; ℎ 1 , ℎ 2 … . ℎ −1 ) and ℎ are design vectors in based on transforming the observations by a Borel measurable transformation,ℎ = (ℎ (1) , … … , ℎ ( ) ) ′ . We study the almost sure convergence as well as the asymptotic normality of the sequential estimating
under conditions on h and on the conditional distribution of the error random vectors = − ( |~( 2) (1) ,~( 2) (2) , … ,~( 2) ( ) ) = − ( (2) ( ) ), we prove the asymptotic normality of /2 (~( 2) ( ) − (2) ) for 0 < ≤ 1, which is given as follows /2 (~( 2) ( ) − (2) ) is normal with mean = 0 , and covariance matrix = ∈ is the vector of parameters of concern.
We shall consider the most general nonlinear regression model of (1.1), when the regressionfunction is composed of linear and nonlinear regression components, i.e.
( ; ) = ( (1) ) 1 ( (2) ; ) . Where 1 ( (2) ; ) is a nonlinear regression function in (2) , with (2) − and ( (1) ) is a real -valued linear function of (1) . However ( (1) ) may depend on and (1) . Let be distributed according to a distribution function F that admits a symmetric density function f whose gradient vector exists, and the information matrix, I(f), off is positive definite. The model (1.1) then takes the form: Let us first estimate (1) estimated sequentially by applying an iterative least square procedure. [4] ,since (1) is assumed to appear linearly in the model (1.2), then substitute the initial guess ~ ( 2) (1) of (2) into (1.2). Therefore, the estimating sequence
(1) ] −1 (2) (1) 1 , is an initial value for the sequence(~( 1) ( ) ), and ~ ( 2) ( 1) is an arbitrary initial value for the sequence (~( 2) ( ) ).Now substitute ~ ( 1) into (1.2). The vector of linear parameters ~ ( 1) ,is automatically replaced by the best companion value ~( 1) which is a function of ~ ( 2) alone. One then obtains the reduced model given by:
Consider the most general stochastic approximation procedures given by:
is an arbitrary random vector in − that will be independent of any future observations, be positive measurable functions of (~ ( 2) (1) , 1 , 2 … . . ; ℎ 1 , ℎ 2 … . ℎ −1 ) ,
(1) , 1 , 2 … . ; ℎ 1 , ℎ 2 … . ℎ −1 ), and ℎ are design vectors in based on transforming the observations by a Boral measurable transformation, ℎ = (ℎ (1) , … … , ℎ ( ) ) Our main objective is to study the almost sure convergence of ~ ( 2) ( ) . weshall study the aasymptotic normality, of the sequential estimating sequence (~( 2) ( ) ) generated by (1.4). Weshall construct confidence intervals for the vector of nonlinear parameters ~( 2) .
2-Assumptions
The following assumptions are stated in this section to be called upon later in the sequel [5] Assumption (2.1):
For all ∈ .Moreover, let be positive measurable functions of (~ ( 2) (1) , let with ,ℎ = , where h = the identity.
Assumption (2.2)
The m-dimensional observations
, are random vector errors. , are
distributed with a distribution function F that admits a symmetric density function f whose gradient vector exists and the information matrix, I(f) , of f is positive definite .
Assumption (2.3)
Exists and is finite for all ∈ , and i , j = 1,2,….m.
Assumption (2.4):
The transformation h satisfies:
is positive constant that depends on h and f;i;j=1,2,….,m. This assumption actuallystates that the components of the vector ℎ( ) are uncorrelated, i.e.
(ℎ ( ) , ℎ ( ) ) = 0. ,
Before the proof we shall give some remarks on the above conditions.
Remarks:
(1) We use eq. (3.1), since (~( 2) ( ) −~ ( 2) ) must be in the same direction of (~( 1) ( ) ) ,ℎ (~( 2) ( ) ) , so that the regression function is bounded between two lines, also to insure that the angle and its cosine must be positive between two vectors ( 2) and is bounded.
Proof:
Without loss of generality, let ~( 2) = 0 . By (2.1), we have 
) ℎ = 0 . Thus, by using (3.5) and (3.6) , we get 
and ,ℎ are -measurable functions, then taking the conditional expectation of both sides of (3.10) with respect to , we obtain
Therefore, by applying (nonnegative almost sure supermartingales convergence theorem) [11] , with = ,
,ℎ (~( 2) ( ) ) >, and £ = 2 2 2 || || 2 ( 2 + 1/2 || || 2 ), under (3.1),(3.7),and (3.8),satisfy the conditions of (nonnegative almost sure supermartingales convergence theorem ) [11] , we conclude that ‖~ ( 2) ( ) ‖ converges and is finite and It remains to establish~( 2) ( ) → 0 , we do so by a contradiction. Suppose that here exists 
