Persistence of locality in systems with power-law interactions by Gong, Zhe-Xuan et al.
Persistence of locality in systems with power-law interactions
Zhe-Xuan Gong,1, ∗ Michael Foss-Feig,1, ∗ Spyridon Michalakis,2 and Alexey V. Gorshkov1
1Joint Quantum Institute, NIST/University of Maryland, College Park, Maryland 20742, USA
2Institute for Quantum Information & Matter, California Institute of Technology, Pasadena, California 91125, USA
(Dated: July 8, 2014)
Motivated by recent experiments with ultra-cold matter, we derive a new bound on the propaga-
tion of information in D-dimensional lattice models exhibiting 1/rα interactions with α > D. The
bound contains two terms: One accounts for the short-ranged part of the interactions, giving rise to
a bounded velocity and reflecting the persistence of locality out to intermediate distances, while the
other contributes a power-law decay at longer distances. We demonstrate that these two contribu-
tions not only bound but, except at long times, qualitatively reproduce the short- and long-distance
dynamical behavior following a local quench in an XY chain and a transverse-field Ising chain. In
addition to describing dynamics in numerous intractable long-range interacting lattice models, our
results can be experimentally verified in a variety of ultracold-atomic and solid-state systems.
PACS numbers: 05.50.+q, 03.65.Ud, 05.70.Ln, 75.10.Pq
In relativistic quantum theory, information propaga-
tion is limited by the speed of light. While the speed
of light plays no such role in non-relativistic many-body
quantum systems [1, 2], bounds on information propa-
gation can emerge when interactions are short-ranged,
as first shown by Lieb and Robinson [1]. Such Lieb-
Robinson bounds underly our understanding of numer-
ous equilibrium and non-equilibrium phenomena, includ-
ing the generation of entanglement and topological or-
der [3–7], exponential decay of correlations in gapped
ground states [8, 9], and the Lieb-Schultz-Mattis theorem
[10, 11]. While these bounds are well established, their
generalization to systems with long-range interactions is
far from complete [8, 12, 13]. Meanwhile, numerous cur-
rently available atomic, molecular, and optical systems
exhibiting long-range interactions are emerging as versa-
tile platforms for studying quantum many-body physics
both in and out of equilibrium. These long-range interac-
tions include dipolar (1/r3) interactions between electric
[14, 15] or magnetic [16–21] dipoles, strong van-der-Waals
(1/r6) interactions between Rydberg atoms [14, 22] or
polaritons [23], along with 1/rα and even more general
forms of interactions between trapped ions [24–27] or
atoms in multimode cavities [28].
One important consequence of a speed limit for short-
range interacting systems is the existence of a linear light
cone, which bounds a causal region and gives rise to a
notion of locality. While Lieb-Robinson bounds have
been generalized to long-range interacting systems by
Hastings and Koma [8], it is not yet clear to what ex-
tent locality persists. For example, while the Hastings-
Koma bound allows for a causal region that grows expo-
nentially in time, and thus a divergent velocity, to the
best of our knowledge there are no models that explicitly
demonstrate such behavior. Conversely, linear light cones
have been observed in systems with long-ranged interac-
tions [12, 13], yet are manifestly absent in the existing
Hastings-Koma bound.
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FIG. 1: (Color online). Illustration of the quench observable
Qr(t). At time t = 0, one spin (shown in blue) is perturbed
by a unitary operator U . The effect on another spin (shown
in red) a distance r away, charecterized by the expectation
value of an operator A, is measured at a later time t.
In this Letter, we study dynamics following a local
quantum quench in spin systems with power-law (1/rα)
interactions. To characterize the propagation of informa-
tion, we consider the measurable quantity
Qr(t) =
∣∣〈ψ|U†A(t)U |ψ〉 − 〈ψ|A(t)|ψ〉∣∣ /2. (1)
Here |ψ〉 is an arbitrary initial state, U is a unitary oper-
ator perturbing a single spin, while A is an observable on
a lattice site a distance r away, and measured at a time
t later [29]. For convenience, we assume that the expec-
tation value of A in any state is between −1 and 1, and
hence 0 ≤ Qr(t) ≤ 1. Being the difference between the
expectation values of A(t) with and without the quench
U , Qr(t) quantifies the ability to send information over
a distance r in a time t (Fig. 1).
In interacting many-body systems, it is not generally
possible to calculate Qr(t) exactly; therefore, rigorous
bounds on its behavior are crucial for characterizing how
information propagates. In what follows, we derive a
bound on Qr(t) that for the first time captures two cru-
cial features of long-range interacting systems: (1) The
persistence of a linear light cone at intermediate dis-
tances, and (2) The contraction of the causal region for
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2decreasing interaction range, such that locality is recov-
ered in the large-α limit. These features are then veri-
fied in the exact dynamics of two non-integrable lattice
spin models. We note that our results can also be used
to bound, for example, entanglement and correlation
growth after a global quench [30], or ground-state cor-
relations of gapped Hamiltonians [8]. Our results are rel-
evant to recent experiments in trapped ions [26, 27], and
build on recent theoretical work studying post-quench
dynamics in several long-range interacting systems, in-
cluding Ising models with [12, 31, 32] and without [13, 33]
a transverse field, the XXZ chain [13, 34], and spin mod-
els with boson-mediated interactions [35].
Model and main results.—For clarity of presentation,
we consider a one-dimensional (1D) lattice, but gener-
alizations to D > 1 are straightforward. We study the
post-quench dynamics of a spin model with Hamiltonian
H =
∑
i<j Jijhij (so A(t) = e
iHtAe−iHt). Here the inter-
action hij is a Hermitian operator acting on sites i and
j, whose expectation value in any state is between −1
and 1. The coupling constants are given by Jij = 1/r
α
ij ,
where rij = |i − j| (for convenience we set Jii = 1). In
what follows, we will prove that
Qr(t) ≤ c1(ev1t − 1)e−µr + c2(ev2t − 1)/[(1− µ)r]α, (2)
The constants c1, c2, v1, v2 are finite for all α > 1 and
independent of t and r, while 0 < µ < 1 is an adjustable
parameter that can be tuned to optimize the bound for
any particular value of α. Importantly, the bound does
not depend on the form of the interaction hij , and there-
fore is applicable in many situations where exact (ana-
lytical or numerical) calculation of Qr(t) is not feasible.
As shown in Fig. 2(a), we can define a causal region as
the part of the r-t plane where the right-hand-side of
Eq. (2) is larger than a given value. The first term on
the right-hand-side of Eq. (2) is reminiscent of the famil-
iar Lieb-Robinson bound [1]; alone it would lead to a
causal region bounded by a linear light cone (v1t & r),
and thus to a finite velocity for the propagation of infor-
mation [36]. The second term is superficially similar to
the Hastings-Koma bound [8]; alone it would lead to a
causal region with a logarithmic boundary v2t & α log r,
and an actual velocity that grows exponentially in time.
The two terms together give a hybrid boundary, which
switches from linear to logarithmic behavior at a critical
rc satisfying rc ∼ α log rc. As shown in Fig. 2(b), the
decay of signal outside the causal region changes from
exponential to polynomial at rc.
We emphasize that, despite the superficial similarity
between the long-range piece of Eq. (2) and the Hastings-
Koma bound, they are fundamentally different, and
Eq. (2) cannot be obtained by simply adding a short-
range contribution to the Hastings-Koma bound. In or-
der to not vanish (for all r and t) in the large-α limit,
where locality should be recovered, the Hastings-Koma
t
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FIG. 2: (Color online). (a) Illustration of the causal region
(shaded) resulting from Eq. (2) for the case v1 = v2 = v and
µ = 1/2. The boundary switches from linear to logarithmic
at a critical rc satisfying rc ∼ α log rc. (b) The decay of the
signal outside the causal region changes from exponential to
algebraic at rc. (c) The Hastings-Koma bound [8] leads to a
logarithmically bounded causal region that expands with de-
creasing interaction range (increasing α). (d) The new bound
in Eq. (2) gives rise to a causal region that contracts with de-
creasing interaction range, converging to a linear light-cone
for α→∞.
bound requires a v2 that diverges as α → ∞. There-
fore, as shown in Fig. 2(c), it leads to a causal region
that actually grows larger for shorter-range interactions.
To the contrary, in the long-range piece of Eq. (2), v2
remains finite in the large-α limit. Thus we obtain a
much more physical scenario in which the causal region
shrinks for progressively shorter-range interactions, even-
tually coinciding with the linear Lieb-Robinson light cone
[Fig. 2(d)].
Long-range generalization of Lieb-Robinson bounds.—
Using standard techniques [1, 2, 8, 35, 37], Qr(t) can be
bounded by an infinite series in time,
Qr(t) ≤
∞∑
n=1
(2λt)n
n!
Jn(i, j), (3)
Jn(i, j) ≡
∑
k1,...,kn−1
Jik1Jk1k2 . . . Jkn−1j , (4)
which has a clear physical interpretation. The quantity
Jn(i, j) [depicted for n = 1, 2 in Fig. 3(a)] can be thought
of as the total contribution from all nth order “hopping”
processes connecting sites i and j, with each “hop” being
related to a matrix element of the Hamiltonian connect-
ing the spins at its endpoints. The accompanying factor
of tn arises simply because t multiplies these matrix el-
ements in the time-evolution operator. The factors of
λ ≡ ∑k Jik (which is a finite constant for all α > 1 be-
cause
∫∞
1
dr/rα converges) are included for technical rea-
sons to absorb otherwise present hops that originate from
3the initial (rather than final) site of the previous hop,
thus allowing for the simple structure shown in Fig. 3(a).
Physically, one would expect the total hopping ampli-
tude Jn(i, j) to decay with r ≡ rij . This is manifestly
true for n = 1, where J1(i, j) = Jij = 1/rα. For the
second-order hopping process, for any i, j, and α > 1 [8],
J2(i, j) ≡
∑
k
JikJkj ≤ 2
∑
k
Jik(2
αJij) = 2λ2
αJij . (5)
The above inequality can be understood as follows:
When the site k is closer to i than to j, the hop Jkj
must be longer than half of the distance between sites i
and j, and therefore corresponds to a hopping strength
of at most 2αJij . The factor of 2 then accounts for the
terms in the sum when the site k is closer to j than
to i. Eq. (5) is called the reproducibility condition, as
repeated application of this inequality [to Eq. (4)] gives
Jn(i, j) ≤ (2λ2α)n−1/rα, which reproduces the 1/rα de-
cay for all n. Substituting these bounds on Jn(i, j) into
Eq. (4) immediately yields the Hastings-Koma bound
Qr(t) ≤ c(evt − 1)/rα, (6)
where v = 4λ22α and c = (2λ2α)−1. The Hastings-Koma
bound (6) holds for all α > 1, so naively one would ex-
pect to be able to recover a short-ranged Lieb-Robinson
bound [e.g. the first term in Eq. (2)] by taking the limit
α → ∞. However, because the velocity v in Eq. (6) di-
verges exponentially with α, the causal region actually
encompasses all r and t for short-range (α → ∞) inter-
actions [Fig. 2(c)]. Below, we derive the new bound in
Eq. (2), which recovers the correct short-range physics in
the large-α limit, and, for finite α, manifestly preserves
the effects of short-range interactions at intermediate dis-
tance scales.
Recovering locality.—To obtain the bound on Qr(t)
given in Eq. (2), we begin by fixing the 2α divergence in
the velocity v, which originates from the reproducibility
condition Eq. (5). The cause of this divergence is the at-
tempt to bound repeated nearest-neighbor hops (which
have unity amplitude for all α) by a single long-range
hop (whose amplitude decreases with α). To resolve this
issue, we separate out the nearest-neighbor hops in de-
riving the reproducibility condition in Eq. (5):∑
k
JikJkj ≤ 2(
∑
rik≤1
JikJkj + 2
αJij
∑
rik≥2
Jik). (7)
Here the notation
∑
rik≤1 implies a sum over all sites k
for which rik ≤ 1. Because the second sum
∑
rik≥2 Jik
does not contain nearest-neighbor hops, it can now be
bounded by 2
∑
rik even
r−αik = 2
∑
rik≥1(2rik)
−α = 2(λ−
1)2−α. Importantly, this cancels the 2α factor in Eq. (7).
Using the fact that Jij ≤
∑
rik≤1 JikJkj , we then obtain∑
k
JikJkj ≤ 4λ
∑
rik≤1
JikJkj . (8)
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FIG. 3: (Color online) (a) Schematic representation of two
hopping processes contributing to the first two terms in
Eq. (4). The full amplitude Jn(i, j) is obtained by summing
the contribution from all possible nth order paths. (b) The
largest-magnitude terms contributing to the bound [Eq. (9)]
on Jn(i, j) for n = 2, 3.
Applying this result iteratively in Eq. (4), we find
Jn(i, j) ≤ (4λ)n−1
∑
rik1≤1,...,rkn−2kn−1≤1
Ji,k1 . . . Jkn−1,j . (9)
The maximum possible value for each summand is given
by (r − n + 1)−α, corresponding to the hopping process
containing n−1 nearest-neighbor hops from site i towards
j, together with one remaining hop of distance r− n+ 1
[see Fig. 3(b)]. Since there are 3 sites within unit distance
of any given site, Jn(i, j) ≤ (12λ)n−1(r − n+ 1)−α.
This new bound on Jn(i, j) is free of the 2α factor,
as we desired. However, because Jn(i, j) now decays as
1/(r − n + 1)α instead of the simple 1/rα, the bound
no longer decays with r when n approaches r and fails
when n > r. Thus to produce a useful bound, we must
restrict the order n to be smaller than some fraction of
r. Denoting this fraction by a free parameter µ ∈ (0, 1),
to be optimized later, the contribution to Qr(t) of all
hopping processes of order n < dµre (the smallest integer
≥ µr) can be bounded as
dµre−1∑
n=1
(2λt)n
n!
Jn(i, j) ≤ c2 e
v2t − 1
[(1− µ)r]α , (10)
with v2 = 24λ
2 and c2 = (12λ)
−1. Crucially, while this
result superficially resembles the Hastings-Koma bound
[Eq. (6)], the velocity v2 no longer diverges with α.
We still must bound the contribution from processes
with n ≥ dµre hops. These processes are dominated by
dµre repeated hops, each of a length ∼ 1/µ. Formally,
∞∑
n=dµre
(2λt)n
n!
Jn(i, j) ≤
∞∑
n=dµre
(2λ2t)n
n!λeµr−n
<c1
ev1t − 1
eµr
, (11)
where we use the trivial bound Jn(i, j) ≤ λn−1. Here
v1 = 2λ
2e and c1 = λ
−1. Not surprisingly, Eq. (11) re-
sembles the Lieb-Robinson bound, except that the expo-
nential decay occurs on a typical length scale 1/µ.
4Combining Eqs. (10) and (11), we arrive at our bound
in Eq. (2). A key feature of our new bound is that both
velocities v1 and v2 actually decrease (through the im-
plicit α-dependence of λ) with shorter interaction range
(larger α), consistent with the expected physical picture.
Note that the free parameter µ can be optimized to give
the best possible bound for a particular range of interac-
tions. For example, in the α → ∞ limit, the 1/rα part
of our bound vanishes, and we can choose µ → 1 to re-
cover the Lieb-Robinson bound. Alternatively, for small
α, choosing µ close to zero recovers the Hastings-Koma
bound at sufficiently large r (for small α, the divergence
with α of the Hastings-Koma velocity v in Eq. (6) is not
important).
Applications to experimentally realizable models.—We
now show that the coexistence of behavior consistent
with both terms in Eq. (2) can be seen in experimen-
tally realizable lattice spin models. We consider a spin-
1/2 chain governed by (a) an XY model: HXY =
1
2
∑
i<j(σ
x
i σ
x
j +σ
y
i σ
y
j )/r
α
ij , and (b) a transverse-field Ising
model (TFIM): HTFIM =
∑
i<j σ
x
i σ
x
j /r
α
ij + Bz
∑
i σ
z
i .
Ions in a linear rf-Paul trap have already been used to
simulate both models with α ∈ (0, 3) [24, 26, 27]. Al-
ternately, for α = 3, both models can be simulated with
polar molecules [15, 34, 38, 39]. In both models, we take
a spin-polarized initial state |ψ〉 = ⊗i |σzi = −1〉, apply a
local quench operator U = eipiσ
y
0/4 on site 0, and measure
A = σxr on site r. For a chain with N spins, we choose the
time 1 . t  N small enough to avoid boundary effects
and large enough to prohibit a perturbative treatment of
the dynamics.
For the long-range XY model subjected to the stated
local quench, we can restrict our attention to the single
spin-excitation subspace during the entire time evolution.
As a result, we can map the spin model to a solitary free
particle, making numerical calculation trivial for hun-
dreds of spins. For N = 501 spins and α = 2, 3, 6,∞,
Fig. 4(a) demonstrates that at a specific time, the dis-
tance dependence of Qr(t) can be divided into several
regions: (I) 1 ≤ r ≤ rLC ≡ vmaxt, where vmax de-
notes the maximum group velocity of the free particle.
Qr(t) increases to its maximum value at r ≈ rLC. (II)
rLC < r < rc, where Qr(t) decays faster than a power
law. Note that for α = 3 and α = 6, Qr(t) is almost un-
changed by the addition of long-ranged interactions for
rLC < r < rc. Thus the behavior of Qr(t) in this region is
a direct consequence of nearest-neighbor interactions in
the system, and is captured by the first term in Eq. (2).
(III) r > rc, where Qr(t) decays algebraically as 1/r
α
due to the second term in Eq. (2). Note, however, that
2Qr(t) ≈ t/rα (which is asymptotically exact in the limit
of t/r → 0 [40]) does not saturate the time dependence
exp(v2t)−1 in Eq. (2). This exponential time dependence
in our bound (as well as in Ref. [8]) results from the Jn
in Eq. (4) adding in phase. For the XY model, a more
careful analysis shows that the contributions for different
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FIG. 4: (Color online). Qr(t) following a local quench in:
(a) a 1/rα XY chain (periodic boundary conditions, N =
501, t = 5), and (b) a 1/rα TFIM chain (open boundary
conditions, N = 23, Bz = 0.5, t = 1).
n do not add constructively, causing Qr(t) to depend lin-
early on t [40]. These issues not-withstanding, it is abun-
dantly clear (especially in the α = 3 and α = 6 cases)
that the distance dependence of Qr(t) is a combination
of a nearest-neighbor-interaction contribution (leading to
rapid decay outside of a well-defined light cone) and a
long-range-interaction contribution scaling as 1/rα.
In the TFIM, the long-ranged interactions prevent a
mapping onto a free model, and therefore our numeri-
cal calculation is limited to a relatively small chain size
(N = 23). Setting Bz = 0.5, which accentuates the role
of quantum fluctuations, we calculate Qr(t) numerically
for α = 2, 3, 6,∞ using a Krylov-subspace projection
method. Figure 4(b) shows that a local quench of the
TFIM yields behavior that is qualitatively similar to the
XY model. For large r, we see a clear power-law decay
∼ 1/rα. For intermediate r, we see hints of faster than
power-law decay similar to the nearest-neighbor case.
Outlook.— In addition to being relevant to a vari-
ety of equilibrium [2, 8, 10, 41, 42] and short-time non-
equilibrium [3–5] phenomena, we also expect the derived
bound to shed light on long-time relaxation processes in
quantum many-body systems [4]. It would be very in-
teresting to try to either saturate or tighten the time
dependence in the long-range part of the bound, thereby
proving or ruling out the possibility of quantum state
transfer [43] in time t ∝ log r.
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