Abstract. We present a new technique for the optimization of (partially) bound queries over disjunctive datalog programs. The technique exploits the propagation of query bindings, and extends the Magic-Set optimization technique (originally defined for non-disjunctive programs) to the disjunctive case, substantially improving on previously defined approaches. Magic-Set-transformed disjunctive programs frequently contain redundant rules. We tackle this problem and propose a method for preventing the generation of such superfluous rules during the Magic-Set transformation. In addition, we provide an efficient heuristic method for the identification of redundant rules, which can be applied in general, even if Magic-Sets are not used. We implement all proposed methods in the DLV system -the state-of-the-art implementation of disjunctive datalog -and perform some experiments. The experimental results confirm the usefulness of Magic-Sets for disjunctive datalog, and they highlight the computational gain obtained by our method, which outperforms significantly the previously proposed Magic-Set method for disjunctive datalog programs.
Introduction
Disjunctive datalog (Datalog ∨ ) programs are logic programs where disjunction may occur in the heads of rules [1, 2] . Disjunctive datalog is very expressive in a precise mathematical sense: it allows to express every property of finite ordered structures that is decidable in the complexity class Σ showing that given a query Q over a program P , the brave and cautious answers of Q over P coincide, respectively, with the brave and cautious answers of Q over P , where P is the rewriting of P under DMS. £ We design effective techniques for avoiding redundant rules. The head-to-head binding propagation needed for disjunctive programs (see [13] and Section 3.1), very often causes the generation of many redundant rules (both APM and DMS are affected by this problem). We experimentally observe that the presence of redundant rules slows down the computation significantly, and may even counterpoise the advantages of the magic sets optimization. Thus, we design two techniques for redundant-rules prevention and elimination, respectively. The former technique prevents some cases of generation of redundant rules, by storing some extra information on the binding-propagation flow. Since the problem of redundant-rule identification is untractable (like clause subsumption), to eliminate "a posteriori" redundant rules (which could not be avoided by the former technique), we design a new and efficient heuristic for identifying redundant rules. Note that this heuristic is not specific for the disjunctive Magic-Set method, and can be applied for any type of logic program, even in the presence of unstratified negation and constraints. The enhancement of DMS with both our redundancy prevention and elimination techniques, yields an improved method, called Optimized Disjunctive Magic-Set Method (ODMS). £ We implement all the proposed methods and techniques. In particular, we implement the DMS method and its enhancements for redundancy prevention and elimination (yielding ODMS), in the DLV system [4] -the state-of-the-art implementation of disjunctive datalog. Both DMS and ODMS are fully integrated in the DLV system, and their are completely transparent to the end user that can simply enable them by setting the corresponding option. The interested reader can retrieve from http://www.dlvsystem.com/magic/ a downloadable executable of the DLV system in which an option for using DMS or ODMS is provided -the same url contains some hints for its usage. £ We evaluate the efficiency of the implemented method: We have performed extensive experiments using benchmarks reported in the literature, comparing the performance of the DLV system without optimization, with APM of [13] , with DMS, and with ODMS. These experiments show that our methods, especially ODMS, yields speedups in many cases and only rarely produces mild overheads w.r.t. the native DLV system, greatly improving on APM of [13] .
Preliminaries

Disjunctive Datalog Queries
A disjunctive rule r is of the form a 1 v · · · v a n :-b 1 , · · · , b k ., where a 1 , · · · , a n , b 1 , · · · , b k are atoms and n ≥ 1, k ≥ 0. The disjunction a 1 v · · · v a n is the head of r, while the conjunction b 1 , . . . , b k is the body of r. Moreover, let H(r) = {a 1 , . . ., a n } and B(r) = {b 1 ,. . . , b k }. A non-disjunctive rule with an empty body (i.e. n = 1 and k = 0) is called a fact. If a predicate is defined only by facts, it is referred to as EDB predicate, otherwise as IDB predicate. Throughout this paper, we assume that rules are safe, that is, each variable of a rule r appears in a positive literal of the body of r. A disjunctive datalog program (short. Datalog ∨ program) P is a finite set of rules; if P is disjunction-free, then it is a datalog program (Datalog program). A query Q is a non-empty conjunction b 1 , · · · , b k of atoms.
Given a program P, we denote by ground(P) the set of all the rules obtained by applying to each rule r ∈ P all possible substitutions from the variables in r to the set of all the constants in P. The semantics of a program P is given by the set MM(P) of the subset-minimal models of P. Note that on Datalog ∨ the notion of answer set [1] coincides to the notion of minimal model.
Let P be a Datalog ∨ program and let F be a set of facts. Then, we denote by P F the program P F = P ∪ F. Given a query Q and an interpretation M of P, ϑ(Q, M ) denotes the set containing each substitution φ for the variables in Q such that φ(Q) is true in M . The answer to a query Q over P F , under the brave semantics, denoted by Ans b (Q, P F ), is the set ∪ M ϑ(Q, M ), such that M ∈ MM(P ∪ F). The answer to a query Q over the facts in F, under the cautious semantics, denoted by Ans c (Q, P F ), is the set ∩ M ϑ(Q, M ), such that M ∈ MM(P ∪ F) = ∅. If MM(P ∪ F) = ∅, then all substitutions over the universe for variables in Q are in the cautious answer. Finally, we say that programs P and P are bravely (resp. cautiously) equivalent w.r.t. Q, denoted by P ≡ Q,b P (resp. P ≡ Q,c P ), if for any set F of facts Ans b (Q, P F ) = Ans b (Q, P F ) (resp. Ans c (Q, P F ) = Ans c (Q, P F )).
Magic-Set for Non-disjunctive Datalog Queries
We will illustrate how the Magic-Set method simulates the top-down evaluation of a query by considering the program consisting of the rules path(X, Y) :-edge(X, Y). and path(X, Y) :-edge(X, Z), path(Z, Y). together with query path(1, 5)?.
Adornment
Step: The key idea is to materialize, by suitable adornments, binding information for IDB predicates which would be propagated during a top-down computation. These are strings of the letters b and f , denoting bound or free for each argument of an IDB predicate. First, adornments are created for query predicates. The adorned version of the query above is path bb (1, 5). The query adornments are then used to propagate their information into the body of the rules defining it, simulating a top-down evaluation. Obviously various strategies can be pursued concerning the order of processing the body atoms and the propagation of bindings. These are referred to as Sideways Information Passing Strategies (SIPS), cf. [9] . Any SIPS must guarantee an iterative processing of all body atoms in r. Let q be an atom that has not yet been processed, and v be the set of already considered atoms, then a SIPS specifies a propagation v → χ q, where χ is the set of the variables bound by v, passing their values to q.
In the first rule of the example (path(X, Y) :-edge(X, Y).) a binding is only passed to the EDB predicate edge (which will not be adorned), yielding the adorned rule in which all arguments labeled f in α are eliminated. Then, for each adorned atom p in the body of an adorned rule r a , a magic rule r m is generated such that (i) the head of r m consists of magic(p), and (ii) the body of r m consists of the magic version of the head atom of r a , followed by all of the predicates of r a which can propagate the binding on p. 
. is asserted, and (2) a rule g :-g α is produced. In our example we generate magic path bb (1, 5) . and path(X, Y) :-path bb (X, Y). The complete rewritten program consists of the magic, modified, and query rules. Given a non-disjunctive datalog program P, a query Q, and the rewritten program P , it is well known (see e.g. [7] ) that P and P are equivalent w.r.t. Q, i.e., P ≡ Q,b P and P ≡ Q,c P hold (since brave and cautious semantics coincide for non-disjunctive datalog programs).
Magic-Set Method for Disjunctive Datalog Programs
In this section we present the Disjunctive Magic-Set algorithm (short. DMS) for the optimization of disjunctive datalog programs, which has been implemented and integrated into the DLV system [4] . Before discussing the details of the algorithm, we informally present the main ideas that have been exploited for enabling the Magic-Set method to work on disjunctive programs.
Binding Propagation in Datalog
∨
Programs: some Key Issues
As first observed in [13] , while in nondisjunctive programs bindings are propagated only head-to-body, any sound rewriting for disjunctive programs has to propagate bindings also head-to-head in order to preserve soundness. Roughly, suppose that a predicate p is relevant for the query, and a disjunctive rule r contains p(X) in the head. Then, besides propagating the binding from p(X) to the body of r (as in the nondisjunctive case), a sound rewriting has to propagate the binding also from p(X) to the other head atoms of r. Consider, for instance, a Datalog
, r(X). and the query p(1)?. Even though the query propagates the binding for the predicate p, in order to correctly answer the query, we also need to evaluate the truth value of q(Y), which indirectly receives the binding through the body predicate a(X, Y). For instance, suppose that the program contains facts a(1, 2), and r(1); then atom q(2) is relevant for query p(1)? (i.e., it should belong to the magic set of the query), since the truth of q(2) would invalidate the derivation of p(1) from the above rule, because of the minimality of the semantics. It follows that, while propagating the binding, the head atoms of disjunctive rules must be all adorned as well.
However, the adornment of the head of one disjunctive rule r may give rise to multiple rules, having different adornments for the head predicates. This process can be somehow seen as "splitting" r in multiple rules. While this is not a problem in the nondisjunctive case, the semantics of a disjunctive program may be affected. Consider, for instance, the program p(X, Y) v q(Y, X) :-a(X, Y). in which p and q are mutually exclusive (due to minimality), since they do not appear in any other rule head. Assuming the adornments p bf and q bf to be propagated, we might obtain rules whose heads have the form p bf (X, Y) v q fb (Y, X) (derived while propagating p bf ) and
). These rules could support two atoms p bf (m, n) and q bf (n, m), while in the original program p(m, n) and p(n, m) could not hold simultaneously (due to semantic minimality), thus changing the original semantics.
The method proposed in [13] circumvents this problem by using some auxiliary predicates which collect all facts coming from the different adornments. For instance, in the above example, two rules of the form collect p(X, Y) :-
. are added for predicate p. The main drawback of this approach is that collecting predicates, while resolving the semantic problem, bloat the program with additional rules reducing the gain of the optimization.
A relevant advantage of our algorithm (confirmed also by an experimental analysis) is that we do not use collecting predicates; rather, we preserve the correct semantics by stripping off the adornments from non-magic predicates in modified rules. Other computational advantages come from our adornment technique, which is obtained by extending non-disjunctive SIPS to the disjunctive case.
DMS Algorithm
The salient feature of our algorithm is that we generate modified and magic rules on a rule-by-rule basis. To this end, we exploit a stack S of predicates for storing all the adorned predicates to be used for propagating the binding of the query: At each step, an element is removed from S, and each defining rule is processed at a time. Thus, adorned rules do not have to be stored.
The algorithm DMS (see Figure 1 ) implements the Magic-Set method for disjunctive programs. Its input is a disjunctive datalog program P and a query Q. Note that the algorithm can be used for non-disjunctive rules as a special case. If the query contains some non-free IDB predicates, it outputs a (optimized) program DMS(Q, P) consisting of a set of modified and magic rules, stored by means of the sets modifiedRules(Q, P) and magicRules(Q, P), respectively. The main steps of the algorithm DMS are illustrated by means of the following running example. [14] ). We are given a collection C of companies producing some goods in a set G, such that each company c i ∈ C is controlled by a set of Input: A Datalog ∨ program P, and a query Q = g1(t1), . . . , gn(tn). Output: The optimized program DMS(Q, P). var S: stack of adorned predicates; modifiedRules(Q, P),magicRules(Q, P): set of rules; begin 1. if g1(t1), . . . , gn(tn) has some IDB predicate then 2. modifiedRules(Q, P):=∅; S, magicRules(Q, P) :=BuildQuerySeeds(Q);
Example 1 (Strategic Companies
for each rule r ∈ P:
ra:=Adorn(r,p α ,S); 7.
magicRules(Q, P) := magicRules(Q, P) Generate(ra); 8.
modifiedRules(Q, P) := modifiedRules(Q, P) {Modify(ra)}; 9.
end for 10. end while 11. DMS(Q, P):=magicRules(Q, P) ∪ modifiedRules(Q, P); 12. return DMS(Q, P); 13. end if end.
Fig. 1. Disjunctive Magic-Set Method
other companies O i ⊆ C. A subset of the companies C ⊂ C is a strategic set set if it is a minimal set of companies producing all the goods in G, such that if O i ⊆ C for some i = 1, . . . , m then c i ∈ C must hold. This scenario can be modelled by means of the following program P sc .
Moreover, given a company c ∈ C, we consider a query Q sc = sc(c) asking whether c belongs to some strategic set of C. P
The computation starts in step 2 by initializing modifiedRules(Q, P) to the empty set. Then, the function BuildQuerySeeds is used for storing in magicRules(Q, P) the magic seeds, and pushing on the stack S the adorned predicates of Q. Note that we do not generate any query rules, because the transformed program will not contain adornments.
Example 2. Given the query Q sc = sc(c) and the program P sc , BuildQuerySeeds creates magic sc b (c). and pushes sc b onto the stack S. P
The core of the technique (steps 4-9) is repeated until the stack S is empty, i.e., until there is no further adorned predicate to be propagated. Specifically, an adorned predicate p α is removed from the stack S in step 4, and its binding is propagated in each (disjunctive) rule r in P of the form
with n ≥ 0, having an atom p(t) in the head (step 5). Adorn.
Step 6 performs the adornment of the rule. Different from the case of nondisjunctive programs, the binding of the predicate p α needs to be also propagated to the atoms p 1 (t 1 ), . . . , p n (t n ) in the head. We achieve this by defining an extension of any non-disjunctive SIPS to the disjunctive case. The constraint for such a disjunctive SIPS is that head atoms (different from p(t)) cannot provide variable bindings, they can only receive bindings (similarly to negative literals in standard SIPS). So they should be processed only once all their variables are bound or do not occur in yet unprocessed body atoms.
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Moreover they cannot make any of their free-variables bound. The function Adorn produces an adorned disjunctive rule from an adorned predicate and a suitable unadorned rule by employing the refined SIPS, pushing all newly adorned predicates onto S. Hence, in step 6 the rule r a is of the form
Next r 1 is processed again, this time with head predicate sc(C 2 ), producing
and finally, processing r 2 we obtain
P
Generate. The algorithm uses the adorned rule r a for generating and collecting the magic rules in step 7. Since r a is a disjunctive rule, Generate first produces a nondisjunctive intermediate rule by moving head atoms into the body. Then, the standard technique for Datalog rules, as described in Generation Step in Section 2, is applied.
Example 4.
In the program of Example 3, from the rule r 1a first its non-disjunctive intermediate rule
is produced, from which the magic rule
is generated. Similarly, from the rule r 1a we obtain
and finally r 2a gives rise to the following rules
P
Modify. In step 8 the modified rules are generated and collected. The only difference to the non-disjunctive case is that the adornments are stripped off the original atomssee Section 3.1. Hence, the function Modify constructs a rule of the following form
Finally, after all the adorned predicates have been processed the algorithm outputs the program DMS(Q, P).
Example 5. In our running example, we derive the following set of modified rules: where r 1m (resp. r 1m , r 2m ) is derived by adding magic predicates and stripping off adornments for the rule r 1a (resp. r 1a , r 2a ). Thus, the optimized program DMS(Q sc , P cs ) comprises the above modified rules as well as the magic rules in Example 4, and the magic seed magic sc b (c). P
Query Equivalence Results
We conclude the presentation of the DMS algorithm by formally proving its soundness.
To this aim proofs in [13] cannot be reused, due to the many differences w.r.t. our approach. The result is shown by first establishing a relationship between the minimal models of the program DMS(Q, P) and of the program rel(Q, P) constructed as follows. Given a set S of ground rules of P, we denote by R(S) the set {r ∈ ground(P) | ∃r ∈ S, ∃q ∈ B(r ) ∪ H(r ) s.t. q ∈ H(r)}. Then, rel(Q, P) is the least fixed point of the following succession rel 0 (Q, P) = {r ∈ ground(P) | ∃ground(q) ∈ Q ∩ H(r)}, and rel i+1 (Q, P) = R(rel i (Q, P)), for each i > 0.
Notice that the correspondence between the models of DMS(Q, P) and of rel(Q, P) can be established by focusing on non-magic atoms only. Thus, we next exploit the following notation. Given a model M and a predicate symbol g, we denote by M [g] the set of atoms in M whose predicate symbol is g. Then, M [P] denotes the set of atoms in M whose predicate symbol appears in the head of some rule of P. Finally, given a set of interpretations S, let
Lemma 1. Given a Datalog
∨ program P, and a query Q. Then, it holds that ∀M ∈ MM(DMS(Q, P)), and ∃M ∈ MM(rel(Q, P)) s.t. M = M [rel(Q, P)].
Lemma 2. Given a Datalog
∨ program P, and a query Q. Then, it holds that ∀M ∈ MM(rel(Q, P)), and ∃M ∈ MM(DMS(Q, P)) s.
Armed with the above results, we can prove the following.
Theorem 1 (Soundness of the DMS Algorithm). Let P be a Datalog
∨ program, let Q be a query. Then, DMS( Q, P ) ≡ Q,b P and DMS( Q, P ) ≡ Q,c P hold.
Proof (Sketch).
Let rel(Q, P) denote the set ground(P) − rel(Q, P). After lemmas 1 and 2, it suffices to prove that rel(Q, P) ≡ Q,b P and rel(Q, P) ≡ Q,c P. In fact, we can show that ground(P) is partitioned into two modules (see definitions and notations in [2] ), i.e., rel(Q, P) £ rel(Q, P), that can be hierarchically evaluated. Thus, the models of P are such that MM(P) = M MM(M ∪ rel(Q, P)), for each M ∈ MM(rel(Q, P)), where for the sake of simplicity, the model M is also used for denoting the set of the corresponding ground facts in it.
The results follows by observing that for each predicate q in Q, MM(P)[q] = (MM(P)[rel(Q, P)]) [q] . In fact, we can show that MM(P)[rel(Q, P)] = MM(rel(Q, P)). Then, it suffices to observe that for each predicate q in Q, the set of ground rules having q in the head is in rel 0 (Q, P) ⊆ rel(Q, P). P
Redundant rules: Prevention and Checking
Both the DMS method described above and APM of [13] have a common drawback: Numerous redundant rules may be generated, which can deteriorate the optimization. For instance, in Example 5 the first two modified rules coincide, and this might happen even if the two head predicates differ. We stress that our rewriting algorithm already drastically reduces the impact of such phenomena, as it does not introduce additional predicates and rules (apart from magic rules). Nevertheless, since this aspect is crucial for the optimization process, we next devise some strategies for further reducing the overhead. Let P be a disjunctive datalog program, and let r 1 and r 2 be two rules of P. Then, r 1 is subsumed by r 2 (denoted by r 1 r 2 ) if there exists a substitution ϑ for H(r 2 ) ∪ B(r 2 ), such that ϑ(H(r 2 )) ⊆ H(r 1 ) and ϑ(B(r 2 )) ⊆ B(r 1 ). Finally, a rule r 1 is redundant if there exists a rule r 2 such that r 1 r 2 . Unfortunately, deciding whether a rule is subsumed by another rule is a hard task: Theorem 2. Let P be a disjunctive datalog program, and let r 1 and r 2 be two rules of P. Then, the problem of deciding whether r 1 r 2 is NP-complete in the number of variables of r 1 (program complexity). Hardness holds even for B(r 1 ) = B(r 2 ) = ∅.
The above result strongly motivates the design of methods for preventing the generation of redundant rules as well as of polynomial time heuristics for their identification. The latter aspect is also of interest outside the context of the Magic-Set method.
Prevention of Redundant Rules
There are two typical situations in which redundant rules may be generated: (S1) when adorning a disjunctive rule with two predicates having the same adornment and arguments, and (S2) when adorning a rule with an adorned predicate, which stems solely from a previous adornment of the same rule. and p bf is pushed onto the stack, which gives rise to
which is not syntactically subsumed by nor subsumes r 1 . Nonetheless, if p bf is generated only by the above rule, then r 2 will add no significant information as for the relevance of s bf , as it would propagate to s bf the same binding it had received from predicate s itself. Conversely, if the predicate p bf is eventually generated by some other rules, then it must also be considered for adorning the above rule, since it may provide additional new information. P Situation S1 is easy to implement: In the function Generate we add a check whether the creation of the modified rule is necessary. Let r :
. be a disjunctive rule, and p α i be an adorned predicate that has already been used for generating the modified rule r m . Then, any other adorned predicate p α j such that (i) p j has the same arguments of p i and (ii) each argument of p i has the same adornment in α and α , will generate for r a modified rule r m with r m r m .
This check can be implemented by storing for each adorned predicate the set of rules it has already adorned, and it can be proven to be sound and complete.
Situation S2 requires more effort. It implies that an adorned predicate should not always be applied to the whole program. To achieve this, we associate a target to each adorned predicate. The first time a predicate p α is pushed on the stack, it is marked for being used for adorning all the rules but the one that has generated it; this target is termed allButSource. Then, if at a certain point p α is generated again, then two situations may occur:
has been marked allButSource and already used for adorning the program (hence has been removed from the stack), then the new predicate will be inserted in the stack by marking it for adorning only the rule which was the source of the first generation of p α (that has not been adorned yet); such a target is called onlySource.
has been not yet used, then it is simply marked for being used for adorning all the program, giving rise to target all.
In the implementation we associate to each adorned predicate also the rule that generated it. Then, we modify step 6 in Fig. 1 as follows. A rule r considered for being adorned with a predicate p Due to space limits, we omit the correctness proofs of the above solutions.
Identifying Redundant Rules
Even though the above strategies may significantly reduce the redundancy within the rewritten program, we also exploit a (post-processing) technique for identifying those redundant rules whose generation could not be prevented. Specifically, we implemented a heuristic for rule subsumption checking that has been integrated into the core of the DLV system, and that can be invoked to identify redundancy in any type of program. The heuristic is based on the following observation. 
Roughly, we try to construct the sequence l 1 , . . . , l m of the above proposition and the associated substitutions ϑ 1 , . . . , ϑ m in an incremental way. At each step i, we choose an atom l i in r 1 which has not yet been processed such that there exists a candidate l i in r 2 for being subsumed. Moreover, if many atoms in r i satisfy the above condition, we greedily select the one which subsumes the maximum number of atoms, and among these we prefer those with the maximum number of distinct variables not yet matched.
Experimental results
Compared Methods, Benchmark Problems and Data
In order to evaluate the impact of the proposed methods, we compare DMS and ODMS both with the traditional DLV evaluation without Magic-Sets and with the APM method proposed in [13] . For the comparison, we consider the following benchmark problems that have been already used to assess APM in [13] (see therein for more details):
-Simple Path: Given a directed graph G and two nodes a and b, does there exist a unique path connecting a to b in G? The graph is the same as the one reported in [13] , and the instances are generated by varying the number of nodes. -Ancestor: Given a genealogy graph storing information of relationship (father/brother) among people and given two persons p 1 and p 2 , is p 1 an ancestor of p 2 ? The structure of the "genealogy" graph is the same as the one presented in [13] , and the instances are generated by varying the number of nodes, i.e., the number of persons, in the graph. -Strategic Companies: The problem has been formalized in Example 1. The instances are generated according to the ideas presented in [13] , by grouping the companies in suitable clusters. Let G be the cluster such that c is in G. Then, the instances are generated with |G| = 250, while the number of companies outside G is varied. 
Results and Discussion
The experiments have been performed on Pentium III machines running GNU/Linux. The DLV prototype used was compiled with GCC 2.95. For every instance, we have allowed a maximum running time of 1800 seconds (half an hour) and a maximum memory usage of 256MB. On all problems, DMS outperforms APM, even without considering the time for the rewriting needed in [13] , which is also not reported in the figures.
The results for Simple Path are reported in Figure 2 . The diagram on the left shows that DMS scales much better than APM on this problem and that ODMS provides additional speed-up. The main reason can be understood by looking at the right diagram, in which the numbers of ground rules are reported: The overhead of the auxiliary rules for APM is evident, it generates about 25 times more rules than DMS. We did not include pure DLV (No Magic) in the diagrams, as it is dramatically slower; e.g. the instance with 255 nodes takes about 195 seconds. Finally, the experimental results for Ancestor are very similar to the ones for Simple Path.
On the left of Figure 3 we report the results for Strategic Companies. The advantages of the Magic-Set method (in both implementations) are evident. Anyhow, we can see that APM performs and scales worse than DMS, while ODMS provides even better performance and scaling.
Finally, on the right of Figure 3 , we report a more detailed analysis on the impact of subsumption checking. In particular, we want to check whether the application of subsumption checking is computationally heavy (how much performance gets worse in a bad case where no redundant rule is identified). To this end, we test a program with two types of rules, specifically r i : p i (X) v q i (X) :-a(X), b(X). and r i : p i (X) v q i (X) :-a(X)., where a and b are EDB predicates, and where each rule of the form r i is subsumed by a rule of the form r i .
We fix a database of 100 facts, and we report the gain, calculated as the difference between the execution times of DLV without and with subsumption checking by varying the number of the rules of type r i .
We report three distinct runs: (0) when no redundancy is added, i.e., when there is no occurrence of rules of type r i , (1:1) when one redundant rule is added in correspondence to one non-redundant one, i.e., when a rule of the form r i occurs for each rule r i , and (1:2) when for each pair of rules r i and r i+1 we insert only one occurrence of a redundant rule, namely either r i or r i+1 . Importantly, the experiments show that the implementation is lightweight as in case (0) it does not deteriorate the performance of DLV. Moreover, it is effective as it leads to a gain up to 3% for case (1:2) and up to 16% for case (1:1).
Related Work and Conclusions
The Magic-Set method is among the most well-known techniques for the optimization of positive recursive Datalog programs due to its efficiency and its generality, even though other focused methods, e.g. the supplementary magic set and other special techniques for linear and chain queries have been proposed as well (see, e.g., [15, 7, 16] ).
After seminal papers [8, 9] , the viability of the approach was demonstrated e.g. in [17, 18] . Later on, extensions and refinements have been proposed, addressing e.g. query constraints in [10] , the well-founded semantics in [11] , or integration into costbased query optimization in [12] . The research on variations of the Magic-Set method is still going on. For instance, in [19] a technique for the class of soft-stratifiable programs is given, and in [13] an elaborated technique for disjunctive programs is described.
In this paper, we have elaborated on the issues addressed in [13] . Our approach is similar in spirit to APM, but differs in several respects:
-DMS avoids the use of auxiliary predicates needed for APM, yielding a significant computational benefit. -DMS is a flexible framework for enhancements and optimizations, as it proceeds in a localized fashion by analyzing one rule at time, while APM processes the whole program at time. -ODMS extends DMS by employing effective methods for avoiding the generation of and for identifying still left-over redundant rules. -ODMS has been integrated into the DLV system [4] , profitably exploiting the DLV internal datastructures and the ability of controlling the grounding module. -We could experimentally show that our ODMS implementation outperforms APM on benchmarks taken from the literature.
It has been noted (e.g. in [11] ) that in the non-disjunctive case, memoing techniques lead to similar computations as evaluations after Magic-Set transformations. Also in the disjunctive case such techniques have been proposed, e.g. Hyper Tableaux [20] , for which a similar relationship might hold. However, we leave this issue for future research, and follow [11] in noting that an advantage of Magic-Sets over such methods is that they can be more easily combined with other database optimization techniques.
Concerning future work, our objective is to extend the Magic-Set method to the case of disjunctive programs with constraints and unstratified negation, such that it can be fruitfully applied on arbitrary DLV programs. We believe that the framework developed in this paper is general enough to be extended to these more involved cases.
