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Abstract
This paper considers and gives error analysis for Levin iteration method to approximate Bessel-trigonometric transformation
I [f ] = ∫ ba f (x) cos(r1x)J(rx) dx. For generalized Fourier transformation I [f ] = ∫ ba f (x)eig(x) dx under the condition that
g′(x) = 0 for all x ∈ [a, b], Levin iteration method with the initial U [0](x) ≡ 0 is identical to the asymptotic method.
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1. Introduction
The quadrature of highly oscillatory integrals has a wide application in many area of applied mathematics, the
standard classic integration formulas will fail completely when the frequency is signiﬁcantly larger than the number
of quadrature points. Many methods have developed for generalized Fourier transformation
∫ b
a
f (x)eig(x) dx since
Filon [6], such as Clenshaw–Curtis-type method [2,5], Filon-type method, asymptotic method [8,9], Levin method
[11], Levin-type method [14], Huybrechs and Vandewalle [7], etc. [3,4,10,15,18,17].
Levin [12] presented a collocation method for ∫ b
a
F (x) · W(x) dx for m-vector functions F(x) and W(x). The
collocation method is applicable to a wide class oscillatory integrals with weight function W(x) satisfying certain
differential conditions. It is efﬁcient for computing integrals of the form∫ b
a
f (x)J(rx) dx,
∫ b
a
f (x) cos(r1x)J(rx) dx. (1.1)
Levin collocation method [12]: Given a general class of highly oscillatory integrals of the form
I [F ] =
∫ b
a
m∑
k=1
fk(x)wk(x) dx ≡
∫ b
a
F (x) · W(x) dx, (1.2)
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where F(x) = (f1(x), f2(x), . . . , fm(x))T is an m-vector of non-highly oscillatory functions, W(x) = (w1(x),
w2(x), . . . , wm(x))
T is an m-vector of linearly independent highly oscillatory functions also depending on r, and
“·” denotes the inner product, assume that
W ′(x) = A(r, x)W(x), (1.3)
where A(r, x) is an m × m matrix of non-highly oscillatory functions. The spirit of the method is based upon the fact
that if F were of the form
F(x) = U ′(x) + AT(r, x)U(x) ≡ L(1)U(x), axb, (1.4)
then the integral could be evaluated as
I (F ) =
∫ b
a
(U ′(x) + AT(r, x)U(x)) · W(x) dx =
∫ b
a
[U(x) · W(x)]′ dx
= U(b) · W(b) − U(a) · W(a). (1.5)
To approximate the solution U(x), an alternative is to select linearly independent basis m-vector functions {Uk(x)}vk=1
and let P(x) =∑vk=1akUk(x) satisfy
P ′(cj ) + AT(r, cj )P (cj ) = F(cj ), j = 1, 2, . . . , v, (1.6)
at nodes c1, c2, . . . , cv and calculate the approximation
Qv,L(F ) =
∫ b
a
(P ′(x) + AT(r, x)P (x)) · W(x) dx = P(b) · W(b) − P(a) · W(a). (1.7)
There is another approach to approximate the solution of (1.4): rewrite system (1.4) as
U(x) = A−T(r, x)[F(x) − U ′(x)], (1.8)
where A(r, x) is non-singular for all x ∈ [a, b] and r?1. Levin [12] deﬁned a sequence of successive approximations
to the solution (1.4)
U [k+1](x) = A−T(r, x)[F(x) − (U [k])′(x)] (1.9)
with U [0](x) ≡ 0.
Based on the non-oscillation of one of the solution of the ODE in the collocation method (1.4) and error analysis
for U [k](x), Levin [13] showed the effectiveness for the collocation method with v selected nodes in each subinterval
including the endpoints of each subinterval.
Theorem 1.1 (Levin [13]). Let F ∈ C2v+1[a, b], B(r, x) = ((1/C(r))A(r, x))−1 exists, B ∈ C2v+1[a, b], and its
2v + 1 derivatives are bounded uniformly in r for C(r)0. Then
E(F) = |Qv,h,L(F ) − I (F )|< c(b − a)h
v−2
C(r)2
, (1.10)
for C(r) and > 0, where h is the length of each subinterval and c is a constant independent of r and h.
In this paper, we will consider and give error analysis for Levin iteration method
Ik[F ] =
∫ b
a
[W(x) · U [k](x)]′ dx = W(b) · U [k](b) − W(a) · U [k](a) (1.11)
to approximate I [F ] for Bessel-trigonometric transformations. For generalized Fourier transformation under the con-
dition that g′(x) = 0 for all x ∈ [a, b], Levin iteration method with the initialU [0](x) ≡ 0 is identical to the asymptotic
method. Here “·T” denotes the transpose of a vector or matrix.
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2. The identity of the Levin iterative method and the asymptotic method for generalized Fourier
transformation
For generalized Fourier transformation
I [f ] =
∫ b
a
f (x)eig(x) dx (2.1)
with f, g ∈ C∞[a, b] and g′(x) = 0 for all x ∈ [a, b], a special case in (1.2) with m = 1. Then A(, x) and B(, x)
is deﬁned as follows:
A(, x) = ig′(x), B(, x) = 1
g′(x)
, (2.2)
and F(x) = f (x), W(x) = eig(x) and C() = i := 1/.
Lemma 2.1. Under the assumption on g(x) with g′(x) = 0 for all x ∈ [a, b] and f, g ∈ C∞[a, b], let {j (x)} be
deﬁned as
1(x) = B(, x)f (x), k+1(x) = B(, x)′k(x), k1. (2.3)
Then the kth iteration u[k](x) of Levin iteration method (1.9) with the initial u[0](x) ≡ 0 satisﬁes
u[k](x) = −
k∑
j=1
(−)jj (x), k1. (2.4)
Proof. From (1.9),
u[1](x) = εB(, x)(f − 0) = B(, x)f = 1(x).
By induction on k,
u[k+1](x) = B(, x)[f − (u[k](x))′] = B(, x)
⎛
⎝f + k∑
j=1
(−)j′j
⎞
⎠
= B(, x)f −
k∑
j=1
(−)j+1B(, x)′j
= −
k+1∑
j=1
(−)jj (x).  (2.5)
From Lemma 2.1, for I [f ] = ∫ b
a
f (x)eig(x) dx, {k(x)} and u[k](x) can be represented by
1(x) =
f (x)
g′(x)
, k+1(x) =
(k(x))
′
g
′
(x)
, u[k](x) = −
k∑
j=1
j (x)
(−i)j , k1 (2.6)
and Levin iteration method is achieved by
Ik[f ] =
∫ b
a
[eig(x)u[k](x)]′ dx = eig(b)u[k](b) − eig(a)u[k](a)
= −
k∑
j=1
1
(−i)j [j (b)e
ig(b) − j (a)eig(a)]. (2.7)
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Fig. 1. The absolute error scaled by 3 for Levin iterative method I2[cos(x)] with u[0](x) ≡ 0 (top), compared with the absolute error scaled by
2 for Levin iterative method I2[cos(x)] with u[0](x) = ex (bottom): I [f ] =
∫ 2
1 cos(x)e
i(x+x2) dx and  from 10 to 500.
In the following, we will consider Levin iteration method and the asymptotic method [9]. The foundation of the
asymptotic method lies in the observation that for g′(x) = 0 for all x ∈ [a, b]
I [f ] =
∫ b
a
f (x)eig(x) dx
= 1
i
∫ b
a
f (x)
g′(x)
deig(x)
= 1
i
[
f (x)
g′(x)
eig(x)
]b
a
− 1
i
∫ b
a
d
dx
[
f (x)
g′(x)
]
eig(x) dx
=: QA1 [f ] −
1
i
∫ b
a
d
dx
[
f (x)
g′(x)
]
eig(x) dx.
Continuing this process of approximating by integrating by parts, we get the k-step asymptotic quadrature [9]
QAk [f ] = −
k∑
j=1
1
(−i)j {j (b)e
ig(b) − j (a)eig(a)}. (2.8)
The error I [f ] − QAk [f ] ∼ O(−k−1) [9]. From (2.7) and (2.8), we have:
Theorem 2.1. Under the assumption on g(x)with g′(x) = 0 for all x ∈ [a, b] and f, g ∈ C∞[a, b], the Levin iterative
method Ik[f ] with u[0](x) ≡ 0 and the asymptotic method for computing I [f ] =
∫ b
a
f (x)eig(x) dx are identical, that
is Ik[f ] = QAk [f ].
Remark 1. The convergent rate of Levin iteration method depends on the choice of the initial vector function u[0](x).
For example, let us consider I [cos(x)] = ∫ 10 cos(x)ei(x2+x) dx approximated by Levin iteration method I2[cos(x)]
with u[0](x) ≡ 0 or u[0](x) = ex (Fig. 1).
If we select u[0](x) = −∑sj=1 j (x)(−i)j , by (2.5) similarly Ik[f ] = QAk+s[f ].
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3. Levin iterative method for Bessel-trigonometric transformations
Followed Iserles and NZrsett [8,9], the asymptotic method for ∫ b
a
F (x) · W(x) dx is based on the following
asymptotic series: assume that W ′(x) = A(r, x)W(x), where A(r, x) is a nonsingular m × m matrix, and B(r, x) =
((1/C(r))A(r, x))−1. Suppose that W(x), B(r, x) ∈ C∞[a, b] for C(r)?1. Let
F1(x) = F(x), Fk+1(x) = (BT(r, x)Fk(x))′, k = 1, 2, . . . .
Then ∫ b
a
F (x) · W(x) dx ∼
∞∑
m=1
(−1)m+1
c(r)m
(Fm(b) · B(r, b)W(b) − Fm(a) · B(r, a)W(a)) (3.1)
since
I [f ] = 1
C(r)
∫ b
a
BT(r, x)F1(x) · W ′(x) dx
= · · · =
s∑
m=1
(−1)m+1
c(r)m
(Fm(b) · B(r, b)W(b) − Fm(a) · B(r, a)W(a))
+ (−1)
s
C(r)s
∫ b
a
Fs+1(x) · W(x) dx. (3.2)
The asymptotic method for
∫ b
a
F (x) · W(x) dx is deﬁned as
QAs [F ] =
s∑
k=1
(−1)k+1
C(r)k
(Fk(b) · B(r, b)W(b) − Fk(a) · B(r, a)W(a)). (3.3)
Levin iterative method is efﬁcient for Bessel-trigonometric transformations∫ b
a
f (x)J(rx) dx,
∫ b
a
f (x) cos(r1x)J(rx) dx.
for large parameter r or r1.
Lemma 3.1 (Xiang [19]). Assume that W ′(x) = A(r, x)W(x), where A(r, x) is an m × m matrix and B(r, x) =
((1/C(r))A(r, x))−1 exists, W(x), B(r, x) ∈ C1[a, b], and B(r, x) and its derivative are bounded by c uniformly for
C(r). Then for C(r)∥∥∥∥
∫ x
a
W(t) dt
∥∥∥∥∞
c(2 + b − a)
C(r)
‖W(x)‖∞, ∀x ∈ [a, b]. (3.4)
Lemma 3.2 (Xiang [19]). Let F(x) and W(x) be suitably smooth m-vector functions in [a, b] and W(x) satisfy that∥∥∥∥
∫ x
a
W(t) dt
∥∥∥∥∞
1
D(r)
, ∀x ∈ [a, b].
Then ∣∣∣∣
∫ b
a
F (x) · W(x) dx
∣∣∣∣  1D(r)
(
|F(b)| +
∫ b
a
|F ′(x)| dx
)
. (3.5)
Case 1:
∫ b
a
f (x)J(rx) dx: Let F(x) = (0, f (x))T,W(x) = (J−1(rx), J(rx))T, C(r) = r and = 1/r , then
I [f ] =
∫ b
a
f (x)J(rx) dx =
∫ b
a
F (x) · W(x) dx, W ′(x) =
( −1
x
−r
r −
x
)
W(x) = A(r, x)W(x),
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Fig. 2. Numerical quadrature of
∫ 2
1 1/(1 + x2)J0(rx) dx by the Levin iteration method Is [1/(1 + x2)] with s = 1, 2 with the initial U [0](x) ≡ 0,
the absolute error is scaled by r5/2 or r7/2, respectively.
andB(r, x)=((1/C(r))A(r, x))−1 exists,W(x), B(r, x) ∈ C∞[a, b], andB(r, x) and its k+1 derivatives are uniformly
bounded in [a, b] for r?1.
Theorem 3.1. Let U [0](x) ≡ 0, then
Ik[F ] − I [f ] = QAk [F ] − I [f ] ∼ O(r−k−3/2). (3.6)
Proof. From (3.2), similarly by Lemma 2.1,
Ik[F ] =
∫ b
a
[W(x) · U [k](x)]′ dx = W(b) · U [k](b) − W(a) · U [k](a) = QAk [F ]. (3.7)
Since |J(x)|1 and for  ﬁxed, in [1,16] for large y,
J(y) =
(
2

)1/2
y−1/2 cos
(
y − 
2
− 
4
)
+ O(y−3/2), |J(y)|1.
Then for 0<axb,
J−1(rx) = O(r−1/2), J(rx) = O(r−1/2), W(x) = O(r−1/2), r?1
and by Lemma 3.1, for all x ∈ [a, b]∥∥∥∥
∫ x
a
W(t) dt
∥∥∥∥∞ = O(r−3/2), r?1. (3.8)
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Fig. 3. Numerical quadrature of
∫ 2
1 (1/(1 + x2)) cos(10x)J0(r2x) dx by the Levin iteration method Is [1/(1 + x2)] with s = 1, 2 with the initial
U [0](x) ≡ 0, the absolute error is scaled by r5/2 or r7/2, respectively.
From the deﬁnition ofF(x) (=1, 2, . . . , k+1) and due to thatB(r, x) and its k+1 derivatives are uniformly bounded
in [a, b] for r?1, it is easy to verify by induction thatF(x) is uniformly bounded in [a, b] for r?1, =1, 2, . . . , k+1.
Thus from (3.2) and Lemma 3.2,
Ik[f ] − I [f ] = QAk [F ] − I [f ] =
(−1)k
rk
∫ b
a
Fk+1(x) · W(x) dx ∼ O(r−k−3/2). 
Example 1. Let us consider
∫ 2
1 1/(1 + x2)J0(rx) dx (see Fig. 2).
Case 2:
∫ b
a
f (x) cos(r1x)J(r2x) dx: Let F(x)= (0, f (x))T,W(x)= (eir1xJ−1(r2x), eir1xJ(r2x))T, then we have
I [f ] =
∫ b
a
f (x) cos(r1x)J(r2x) dx = Re
∫ b
a
f (x)eir1xJ(r2x) dx = Re
∫ b
a
F (x) · W(x) dx
and
W ′(x) =
⎛
⎝ ir1 + − 1x −r2
r2 ir1 − 
x
⎞
⎠W(x) = A(r1, r2, x)W(x).
If r1 and r2 satisfy that r11r2 or 1r1r2 for some constant 1 > 1. DeﬁneC(r1, r2)=max{r1, r2}. ForC(r1, r2)?1,
from the deﬁnition of A(r1, r2, x), it is not difﬁcult to show that B(r1, r2, x) = ((1/C(r1, r2))A(r1, r2, x))−1 exists,
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‖B(r1, r2, x)‖∞ = O(1), ‖B(r1, r2, x)−1‖∞ = O(1), ‖B(j)(r1, r2, x)‖∞ = O(1) and ‖[B−1(r1, r2, x)](j)‖∞ = O(1)
for j = 1, 2, . . . , k + 1. Similarly by Lemmas 3.1 and 3.2, we have
Theorem 3.2. Let U [0](x) ≡ 0, then
Re Ik[F ]−I [f ] = ReQAk [F ]−I [f ] = Re
[
(−1)k
C(r1, r2)
k
∫ b
a
Fk+1(x) · W(x) dx
]
∼ O
(
1
r
1/2
2 max{r1, r2}k+1
)
.
(3.9)
Example 2. Let us consider
∫ 2
1 (1 + x2)−1 cos(r1x)J0(r2x) dx (see Fig. 3).
Remark 2. The Levin iteration method Ik[F ] with U [0](x) ≡ 0 can get a higher order of the error bound for C(r) or
C(r1, r2) for s > 1 than the corresponding Levin collocation method.
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