We study the performance of the multigrid method applied to spectral element (SE) discretizations of the Poisson and Helmholtz equations. Smoothers based on finite element (FE) discretizations, overlapping Schwarz methods, and point-Jacobi are considered in conjunction with conjugate gradient and GMRES acceleration techniques. It is found that Schwarz methods based on restrictions of the originating SE matrices converge faster than FE-based methods and that weighting the Schwarz matrices by the inverse of the diagonal counting matrix is essential to effective Schwarz smoothing. Several of the methods considered achieve convergence rates comparable to those attained by classic multigrid on regular grids.
Introduction
The availability of fast elliptic solvers is essential to many areas of scientific computing. For unstructured discretizations in three dimensions, iterative solvers are generally optimal from both work and storage standpoints. Ideally, one would like to have computational complexity that scales as O(n) for an n-point grid problem in lR d , implying that the iteration count should be bounded as the mesh is refined. Modern iterative methods such as multigrid and Schwarz-based domain decomposition achieve bounded iteration counts through the introduction of multiple representations of the solution (or the residual) that allow efficient elimination of the error at each scale. The theory for these methods is well established for classical finite difference (FD) and finite element (FE) discretizations, and order-independent convergence rates are often attained in practice. For spectral element (SE) methods, there has been significant work on the development of Schwarz-based methods that employ a combination of local subdomain solves and sparse global solves to precondition conjugate gradient iteration. Theoretical work, due to Pavarino and Widlund [31] , Mandel [23] , Casarin [2, 3, 4] , and others, and practical experience [13, 14, 15, 28, 34] indicate that these methods achieve order-independent convergence, or at least convergence rates that are independent of the number of subdomains (elements). The iteration counts, however, are generally not as low as observed for classical FD-or FE-based eral or hexahedral) spectral element by employing the fast-diagonalization method (FDM) of Lynch et al. [20] for the solution of the local problems. The storage and work complexities of the FDM on E elements of order N are O(EN d ) and O(EN d+1 ), respectively, with constants essentially identical to those for matrix-vector products in A s . Thus, more sophisticated local-solve strategies (e.g., multigrid) would reduce the global solution time by at most a factor of two in comparison with the FDM approach. In fact, because the O(EN d+1 ) work term arises from cache-efficient matrix-matrix products, the FDM is faster than any other approach for the moderate values of N typically used in practice; any iterative approach would need to converge in fewer than two iterations to compete. For deformed elements, where the FDM does not strictly apply, Couzy [5] points out that the FDM can be used as an approximate solver, which is adequate for preconditioning purposes. The FDM/Schwarz approach has been successfully applied in two-and three-dimensional incompressible Navier-Stokes simulations [5, 15] and in the solution of the shallow-water equations on the sphere [40] .
In this paper, we combine the intra-element SEMG technique of Rønquist and Patera [35] and Maday et al. [22] with the more recent developments in spectral element/Schwarz methods. The main idea is to employ the Schwarz overlapping method [11, 13] , coupled with subdomain solves based on the FDM, to provide a multigrid smoothing step. Because the subdomain problems are solved exactly (and efficiently), the ill-conditioning attributed to high-aspect ratio cells within the subdomains is avoided. For completeness, we present several competitive methods and compare with performance results presented elsewhere, when available.
In the next section, we introduce the SE discretization for a model Poisson problem. The basic elements of the iterative procedures are described in Section 3, and several smoothing strategies are presented in Section 4. The error and smoothing behavior for a few of the methods is discussed in Section 5. Numerical experiments demonstrating the convergence behavior of the methods are presented in Section 6. Additional discussion and concluding remarks are given in Section 7. Table 1 summarizes the abbreviations used in the tables and text.
Discretization
We take as our model problem the Poisson equation in the squareΩ :
where ∂Ω :=Ω\Ω. We will also present in Section 6 selected results for the Helmholtz problem −∇ 2 u + αu = f , α > 0. To begin, however, we consider the one-dimensional problem, −u xx = f , u(±1) = 0. 
One-Dimensional Case
The starting point for the spectral element discretization is the weak formulation of the one-dimensional model problem, which reads:
where
Here, ω :
and
The spectral element discretization is based on a restriction of u and v to a finitedimensional subspace. We introduce
, where Y N is the space of piecewise discontinuous polynomials defined on elements, or subdomains, whose union constitutes a nonoverlapping partition of ω. For simplicity, we consider a uniform partition consisting of E x elements, ω e := [x e−1 , x e ], e = 1, . . . , E x , with x e := eL x − 1 and L x := 2/E x . Functions in Y N are represented in terms of Lagrange polynomials on each element
where u e j are the nodal basis coefficients associated with ω e and r e = 1 + 2(x − x e )/L x is an affine mapping from ω e to the reference elementω := [−1, 1]. The Lagrangian basis functions satisfy h j (r) ∈ lP N (ω), h j (ξ i ) = δ ij , where lP N (ω) is the set of all polynomials of degree ≤ N ; ξ i ∈ [−1, 1], i = 0, . . . , N , correspond to the Gauss-Lobatto-Legendre (GLL)
x 5 x 6 . . . Figure 1 : Local (top) and global (bottom) SE node numbering for (E x , N )=(3,4). quadrature points; and δ ij is the Kronecker delta. Derivatives in this basis are given by
defines the elemental derivative matrix for ξ i ∈ω.
In addition to the choice of bases for X N , the spectral element method is characterized by the substitution of quadrature for the inner products (., .) in (2). For any u, v ∈ Y N , we define
where ρ j is the GLL quadrature weight. With these definitions, the spectral element discretization of (2) reads: Find u ∈ X N 0 such that
To generate the matrix form of (8), we introduce local and global node numberings, as illustrated in Fig. 1 . Sets of variables with both sub-and superscripts indicate local variables and are denoted by vectors with subscript L. Every function in X N has an equivalent global node numbering, denoted by vector elements with a single subscript. For example,
T is the locally indexed set of nodal values, while u = (u 1 , u 2 , . . . , u nx ) T is the globally indexed set. For the one-dimensional domain, the local to global mapping is given by
Note that, because of function continuity (u ∈ X N ), global indices have two local representations on the interfaces, that is, q(N, e) = q(0, e + 1). We introduce the Boolean
whereê j is the jth column of the n x × n x identity matrix. Then the local to global mapping can be expressed in matrix form as u L = Q x u. Boundary conditions (u ∈ X N 0 ) are enforced by introducing a restriction operator R x , with R T x := (ê j ), j = 2, . . . , n x − 1. For any u ∈ lR nx−2 , there is a corresponding function u ∈ X N 0 with local basis coefficients given by u L = Q x R T x u. With these definitions, the matrix form of (8) reads: Find u ∈ lR nx−2 such that
Here, the block-diagonal matrices A x,L = diag(A e ) and B x,L = diag(B e ) are respectively the unassembled stiffness and mass matrices, with entries
We define the respective assembled stiffness and mass matrices as
Since A x is symmetric positive definite (SPD), (11) is equivalent to solving the system
In addition to the spectral element matrices (12), we construct finite element matrices based on the space of piecewise linear Lagrangian basis functions,
The corresponding (tridiagonal) stiffness and (diagonal) mass matrices for the homogeneous Dirichlet problem are given bỹ
Two-Dimensional Case
The usual approach to generation of the governing SE system matrices in d space dimensions, d = 2 or 3, is to decompose the domain Ω into nonoverlapping quadrilateral or hexahedral elements and perform the necessary quadrature and differentiation on an element by element basis to yield a block-diagonal matrix comprising the element stiffness matrices. These local stiffness matrices are then assembled through application of a Boolean matrix Q defined by function continuity requirements, as in the preceding section. (See, e.g., [8, 13] .) Here, we take a different approach in order to illustrate key features concerning the fast diagonalization method and the construction of tensor-product-based subdomain operators that are also applicable in more general situations (i.e., to problems that are not based on tensor-product arrays of elements). Construction of the one-dimensional problem is extended to lR d by taking the tensor product of the bases and operators described in Section 2.1. If the nodes are numbered lexicographically, then the stiffness matrix for the two-dimensional Laplacian on Ω := ω x × ω y can be written as the Kronecker product:
Here, the subscript y indicates a discretization on E y elements in the y-direction similar to that derived for the x-direction. The finite element discretization has a similar form,
It was observed in [13] that, because A s is based on diagonal mass matrices, A f must be similarly constructed in order to be an effective preconditioner of A s . As a result, A f has a 5-point, rather than 9-point, stencil. (B (14) is diagonal.) Matrices of the form (15) and (16) have a particularly simple inverse based on the fast diagonalization method. For any m × m matrices A * and B * , with A * symmetric and B * SPD, the following similarity transformation holds:
where Λ * = diag(λ 1 , . . . , λ m ) is the matrix of eigenvalues and S * = (s 1 , . . . , s m ) is the matrix of eigenvectors associated with the generalized eigenvalue problem A * s = λB * s. As a result, A s is readily diagonalized by taking * = x and y in (17) , and its inverse is given by
The finite element form is similar, and the extension to three dimensions is straightforward.
(See, e.g., [8] .) This solution method was introduced by Lynch, Rice, and Thomas [20] and used in spectral element preconditioning applications by Couzy and Deville [6] , Couzy [5] , and Fischer et al. [15] .
We make a few comments regarding the tensor product forms (15) and (16) . Here, and in the sequel, we assume that A ∈ lR n×n represents either A s or A f . Let R T i,x be a rectangular matrix comprising a contiguous subset of the columns of the (n x − 2) × (n x − 2) identity matrix, and let R T j,y be defined similarly in the y-direction.
vector consisting of the nodal values of u in the rectangular
regionΩ k defined by the restriction matrices (R i,x , R j,y ), and zero elsewhere. Moreover,
By construction, A k can be inverted by the FDM, and
k R k g corresponds to the solution of the discretized Poisson problem, constrained to have zero nodal values outside ofΩ k .
We note that the use of tensor-product forms allows matrix-vector products to be recast as matrix-matrix products, which are particularly efficient on modern vector and cache-based processors. For example, if u = u ij , is the vector of nodal basis coefficients on Ω, then (S T y ⊗ S T x )u is computed as S T x U S y , where U is simply u viewed as the matrix having entries u ij . For large systems, one might want to consider (e.g., Chebyshev-based) discretizations that allow fast (i.e., O(n log n)) application of S x and S y , as considered by Shen [38] . However, for spectral-element-based subdomain problems, which typically range in size from 5 × 5 to 16 × 16, matrix-matrix approaches are usually optimal.
In general, the FDM cannot be used for arbitrarily deformed subdomains because the discrete Laplacian cannot always be expressed in the tensor product form (15) . For the purposes of a preconditioner, however, all one requires is an approximation to A (or A k ). As suggested by Couzy [5] , a reasonable approach is to base the FDM on a discretization of Poisson's equation defined on a rectangle having the correct average dimensions in each coordinate direction in the reference domain. This approach was employed in threedimensional Navier-Stokes applications in [15] . A similar preconditioning strategy for the case of spectral methods with nonconstant coefficients is discussed by Shen [38] .
Iterative Solution Methods
We are interested in methods to solve the global system Au = g. To introduce notation, we consider the Richardson iteration
with preconditioner M and relaxation parameter σ. The iteration (19) can be combined with multigrid, in which case it serves the role of a smoother, or accelerated by Krylov-based projection methods such as conjugate gradients (if M is SPD) or GMRES [36] . One also can use multigrid as the preconditioner for conjugate gradients (CG) or GMRES. Several combinations of these approaches are considered in Section 6. In this section, we briefly describe our multigrid scheme, as well as the deflation method considered in [12, 33] , and a new Schwarz method based on local, coarse, and strip solves.
Multigrid
The two-level multigrid method is defined as follows:
The smoothing steps (i) and (v) are designed to eliminate high-frequency error components that cannot be represented on the coarse grid. The idea is that the error after (ii), e := A −1 r, should be well approximated byẽ, which lies in the coarse-grid space represented by the columns of J. Here, m d and m u are the number of smoothing steps on the downward and upward legs of the "V" cycle. In our study, we take m d = m u = 1, unless otherwise noted. Also, we take
in the local-coarse-strip (LCS) algorithm described below. We define σ to be either unity or, following Rønquist and Patera [35] , the inverse of the maximum eigenvalue of M A (corresponding to maximum damping of the highest wavenumber), which is readily found by a power iteration. The coarse-grid correction, step (iii), is characterized by the prolongation and restriction operators J and J T , as well as the coarse-grid solve A −1 C , which are defined below. For select cases, we have also considered replacing A −1 C with a call to a multigrid Vcycle on the coarser grid, to verify that the algorithms of interest can be nested. This nesting is essential to the efficiency of the multigrid method as it ensures that coarse-grid work is less than the fine-grid work.
Deflation
The deflation method was introduced by Nicolaides [26] and also studied by Mansfield [25] in the context of FE discretizations. Spectral element implementations of the deflation method in Navier-Stokes applications are presented in Rønquist [33] and Fischer [12] . Deflation employs an explicit projection of the solution onto coarse and fine subspaces, denoted by subscript C and F , respectively. The system Au = g is split into the two systems,
The column space of the prolongation operator J is intended to approximate the span of the low eigenmodes of the A system and is readily formed through intra-element interpolation as in the case of SEMG. The fine-space matrix A F has a null space corresponding to the coarse space, so one has the additional constraint J T u F = 0, which is readily enforced through local operations provided J is based on intra-element interpolation [12] . The fine-space equation is solved by using preconditioned CG. Every calculation of a matrix-vector product involving A F (one per CG iteration) requires two matrix-vector products in A and a coarse grid solve. Once u F is known, an additional coarse-grid problem (22) is solved to compute u C . Because of the reliance on an exact decomposition of the coarse and fine spaces, it is imperative that A C = J T AJ and that A −1 C be computed exactly. Deflation is the only method in which we use this form of the coarse-grid operator. In all other cases A C is built by constructing a (FE or SE) discretization on the mesh of order N C < N .
Local-Coarse-Strip
The main difficulty of the methods presented thus far is in addressing the error on and near the interfaces. In the multigrid schemes, for instance, the high-aspect ratios of the cells near the element interfaces prevent the smoothers from being effective near and at the interfaces. The result, which is seen, in fact, in all methods, is that the error near the interfaces decays slowly. The local-coarse-strip (LCS) method was specifically devised to combat this problem. This method is a multiplicative combination of the preconditioners M L , M C , and W M strip , which correspond to the execution of local solves, a coarse grid solve, and (weighted) strip solves, respectively. These will be described in detail later. The LCS scheme corresponds to the multigrid method (20) 
In a more compact form, the LCS sweep can be written as
Although M L , M C , and W M strip are themselves symmetric (at least for W = I), M LCS is not and therefore cannot be used as a preconditioner for the conjugate gradient method. It can be used, however, in a scheme such as GMRES.
Preconditioners and Smoothers
In this section, we present several multigrid smoothing strategies that are used in the numerical tests of Section 6. Our original intent was to base the multigrid smoother, M , on the additive overlapping Schwarz method of Dryja and Widlund [11] , with local subdomain problems discretized by finite elements having nodes coincident with the GLL nodes, as considered in [3, 13, 28] . Following Couzy and Deville [6] and Fischer et al. [15] , one can solve the subdomain problems by using a fast diagonalization method similar to (18) , guaranteeing that the cost of M is essentially equivalent to the cost of applying A. However, the use of the FDM frees one from the constraint of using FE-based preconditioners, since the FDM solution cost depends only on the use of the tensor-product form and not on the sparsity of the originating operator. Hence, one also can consider subdomain problems derived as restrictions of the original SE matrix, A s , as first suggested by Casarin [3] .
To establish a means for comparing the computational complexities, we estimate the cost of each step in terms of the cost of a matrix-vector products in A s on the fine grid, which we define to have unit cost. For example, for the element-based Schwarz methods, we associate a cost of unity for M , whereas we attribute zero to the Jacobi-based preconditioner. Note that these costs do not account for communication overhead and would need to be reevaluated in a parallel computing context. We acknowledge that, even in the serial context, these cost estimates are somewhat crude. However, given the wide variance in performance on current computer architectures, which often have multilevel memory hierarchies, a more precise estimate is not practical. The storage complexity for all of the methods is essentially a small multiple of the number of grid points, so we assume parity in this measure.
Below, we briefly describe the preconditioning strategies considered in the next section. Each definition is based on a generic matrix A, which denotes either A f or A s , both of which are considered.
Jacobi
The Jacobi preconditioner is simply the diagonal matrix
Cost: 0.
GSRB
We define the Gauss-Seidel red-black preconditioner as follows:
where R r and R b restrict to red and black nodes, respectively. Nodes are designated as red or black in a checkerboard pattern. No red node is the neighbor of another red node. M GSRB has the same sparsity pattern as A f . Note that this preconditioner is used only in the FE case. Cost: 1.
Local
We define the local smoother as
where R e restricts to nodes interior to element e, as illustrated in Fig. 2(a) . Because it updates only the element interior nodes, this smoother does not have full rank and must be used in conjunction with some other step, such as M strip , which updates the interface nodes. Cost: 1. 
Coarse
The coarse-solve system is given as
For all cases except deflation, A C is computed as a spectral or finite element discretization, following (15) or (16), but using GLL points of order N C = 1 or N C = N/2. J interpolates from the coarse to the fine space, using either spectral or piecewise bilinear interpolation, depending on whether A C is based on the spectral or finite element discretization. For deflation, we take A C = J T AJ. Cost: 1 for N C = N/2, 0 for N C = 1.
Schwarz
The additive Schwarz preconditioner due to Dryja and Widlund [11] is
e .
Here,R e is a tensor-product-based restriction operator that restricts to those nodes that are less than l nodes away from element e, as illustrated in Fig. 2(b) for the case l = 2. For the case of many elements, it is important to augment (28) with a coarse-grid problem [39] . This augmentation can be done either in an additive way, in which case one obtains the two-level additive Schwarz preconditioner (which we refer to as the additive Schwarz method)
or in a multiplicative way, in which case one obtains a hybrid Schwarz method given by the multigrid algorithm of Section 3. 
Strip
We define the strip smoother as
whereR i restricts to the nodes of strip i. We let a strip be the collection of nodes on an interface together with nodes in either direction of the interface such that the strip width is 2l − 1 nodes, as illustrated in Fig. 2(c) . Here, as with the Schwarz preconditioner, the inverse is effected by the FDM. Cost: 1.
Diagonal weight matrix W
Both the strip and Schwarz preconditioners involve a sum of overlapping local solves. The diagonal counting matrix C given by indicates the number of subdomains sharing a given node. In several cases considered, the additive overlapping solves are weighted with the diagonal weight matrix given by
Richardson LCS GMRES LCS/GMRES
For CG applications, where M must be symmetric, we pre-and postmultiply M by √ W . The distribution of the weights for M strip is illustrated in Fig. 2(d) . Table 2 summarizes the combinations of iterative methods and smoothers considered in Section 6. Additive coupling of the local and coarse solves is denoted by "+". Multiplicative coupling is denoted by ";". Table 3 gives the work-per-iteration estimates used in evaluating each of the methods. The estimates provided in the table are roughly the number of matrixvector products in A s that would correspond to an equivalent amount of work. Figure 3 illustrates the error behavior for three variants of the hybrid Schwarz scheme for a 2 × 2 array of elements with N = 16. Figure 3(a) shows the error after a single application of the smoothing step (19) with the (additive) Schwarz preconditioner (28) with minimal overlap as depicted in Fig. 2(b) . While the error is clearly smooth in the element interiors, it is not smooth along the interfaces, and there is a definite spike at the cross-point. As seen in Fig. 3(b) , subsequent application of the coarse-grid solve does little to remove the error along the interface-the rapid decay of the error in the interface-normal direction prevents it from being effectively represented on the coarse grid, and the overall convergence is slow. is bounded by E, since each P e :=R T e (R e AR T e ) −1R e A is the A-orthogonal projector onto R(R T e ) and thus has eigenvalues of 0 and 1. By grouping the subdomains into sets such that no two subdomains within a given set overlap, the bound estimate can be improved to C, where C is the minimum number of disjoint subdomains required to cover all of Ω. In the present case, C = 4, implying σ = 1/4.) After the smoothing step, the error in the element interiors (Fig. 3(c) ) is not as smooth as in Fig. 3(a) . It is, however, improved on the whole, and the coarse-grid step is able to make a more significant reduction, as seen in Fig. 3(d) .
Error Behavior for Hybrid Schwarz and LCS
Figures 3(e) and (f) show the error when the Schwarz smoother is weighted by W (31). This weighting eliminates much of the high-frequency error on the interface observed in Fig.  3(a) and makes the coarse-grid correction much more effective. Comparing the magnitudes in Figs. 3(b) and 3(f) one sees, for this particular case, a tenfold reduction in the error through the introduction of W . Figure 4 shows how each step of the LCS scheme affects the error. Starting with random error in a 2 × 2 element grid of order N = 16, applying M L , the local solves, immediately smoothes the error in the interiors of the elements, as seen in Fig. 4(a) . The coarse solve, M C , then effectively eliminates the interior error, leaving the high-frequency modes on the interfaces, as Fig. 4(b) shows. These modes are significantly reduced by W M S , the strip solves, as shown by Fig. 4(c) . The tenfold reduction in the high-frequency components of the error near the interfaces depends on the presence of W in the strip-solve update. Without it, the strip solves would have to be damped by a relaxation factor σ u and the error would be at most reduced by a factor of two. This factor would then determine the overall convergence rate.
Results
We performed numerical experiments to test the described methods on the model problem using MATLAB version 6.5. The results are tabulated in Tables 4-9 . For all runs, the domain was decomposed into E = E x × E y = 8 × 8 elements, which was found to be sufficiently large to exhibit asymptotic behavior. The source function was 2π 2 sin(x) sin(y), and the initial guess was chosen at random with values confined to the interval [0, 1]. Iterations continued until the norm of the error, determined by an initial exact solve, dropped below 1 × 10 −11 . Total work estimates, based on the per iteration estimates of Table 3 , are reported for the N = 16 case. Table 4 lists iteration counts for multigrid applied to the FE discretized model problem. Tables 5-15 list iteration and work counts for algorithms that solve the SE discretized model problem. The methods of Table 5 use FE-based preconditioners; those of Tables 6-15 use SE-based preconditioners. In all the tables, the Schwarz methods use a minimal overlap, l = 2 (1 node beyond the element interfaces), while the strip solves use l = 3. The strip solves are weighted with α = 0.2 relative to the GSRB solves. In each table, the "weighted" designation indicates the use of W (31) or √ W , as indicated in Table 2 . The unweighted cases imply W is the identity matrix. For clarity, the table and cases throughout the discussion below are identified in parentheses. 
FE-Based Poisson Problem
The first set of experiments was designed to test the effect of grid spacing on the multigrid method. Table 4 shows the results of various smoothing strategies applied to the FE problem, A f u = g, with a uniform grid spacing and with the spacing given by a tensor product of the nodal spacing depicted in Fig. 1 . For the uniform spacing, the GSRB algorithm (4b) produces the classic multigrid convergence rate-more than one digit per iteration. This rate is not attained for any of the other smoothers except for the weighted hybrid Schwarz scheme (4e). However, all the methods exhibit mesh resolution independence. For the nonuniform spacing based on the SE nodal points, only the weighted hybrid Schwarz scheme (4j) is comparable to the best case for the uniform spacing. A slight degradation in performance is observable with increasing N . None of the methods attains mesh resolution independence. Table 4 is the weighted hybrid Schwarz method (5w), which has iteration counts ranging from 16 to 22 as N ranges from 4 to 16, in contrast to the values 6 to 9 given in (4j). This increase in iteration count is consistent with a condition [17] . Another point of interest in Table 5 is additive Schwarz with bilinear coarse-grid space (5j), which corresponds to the state of the art as employed in [13, 15, 28, 30] . These results are in close agreement with those reported by Pahl [28] (Table 4 .4). Comparing (5j) with the equivalent weighted method (5l), which employs √ W as a pre-and postmultiplier of M Schwarz , shows that a simple weighting provides roughly a 25 percent reduction in iteration count and work. Enriching the coarse grid to N C = N/2 (5m) reduces the N dependence in the iteration count and yields an additional 18 percent reduction in work for the case N = 16, resulting in the lowest overall work for the FE-based preconditioning strategy.
SE-Based Poisson Problem, FE-Based Preconditioning
The weighted hybrid Schwarz (5w) and deflation (5r) schemes also have low iteration counts. It is not realistic to consider N C = N/2 for deflation, however, because this enriched coarse-grid problem must be solved exactly and cannot be nested as would be the case for multigrid ( = hybrid Schwarz). Surprisingly, the unweighted hybrid Schwarz scheme (5v) has slightly lower iteration counts than does its weighted counterpart (5w). This is the only occurrence of this phenomenon in the tests considered. Table 6 presents results for the spectral element problem with M and M C based on spectral element discretizations. The case (6a) corresponds to the Jacobi-based SEMG method of Maday et al. [22] and Rønquist [32] , who found comparable work estimates. The Schwarz-and LCS-based smoothers are constructed by restricting the A s matrix, as suggested by Casarin [3] . In every case, the iteration count is lower than the corresponding FE-preconditioned case in Table 5 . By virtue of the FDM, the costs per iteration are equivalent, so it is clearly preferable to base the local Schwarz problems on the originating SE operators. It is also clear that using the diagonal weight matrix is beneficial, particularly in the unaccelerated multigrid scheme (6c).
SE-Based Poisson Problem, SE-Based Preconditioning
The best method in Table 6 is the LCS/GMRES scheme (6r), with a work count of 54 for N = 16. Again, the deflation method (6m) has to be discounted because of the requirement for an exact coarse-grid solve of order N C = N/2. Somewhat surprisingly, the simple additive Schwarz method with a bilinear coarse space (6g,i) is a strong contender, because of its low cost per iteration. In fact, for N = 8, the weighted SE-based variant (6i) has the lowest work estimate of all methods considered, 48 versus 54 for the next lowest scheme. The iteration count for N = 8 (16) was reduced from 35 (58) for the state-of-theart unweighted FE-based Schwarz method (5j) to 24 (43) for the weighted SE-based local problems (6i). Table 7 presents two-level multigrid results for the case of only one smoothing per iteration (m d = 1, m u = 0). This yields a nonsymmetric preconditioner, so one must switch from CG to GMRES. The best method, weighted hybrid Schwarz (7e), has a slightly higher iteration count than does the LCS/GMRES method (6r), but the work estimates are comparable. Table 8 illustrates the effect of the coarse-grid space on the performance of the hybrid Schwarz and LCS methods. The standard approach with Schwarz methods is to have the coarse-grid mesh size to be roughly the same as the size of the subdomains, corresponding to N C = 1 in the present case. Using N C = N/2 clearly improves the methods and yields nearly order-independent convergence rates. To verify that it is realistic to consider an enriched coarse space for these methods, we have also tested the fully nested multigrid Vcycle. For N > 2, the exact coarse-grid solve is replaced by a recursive call to the multigrid algorithm with N ←− N C = N/2. For N = 2, the coarse grid problem with N C = 1 is solved directly. (The feasibility of this direct solution approach for parallel applications has been established in [41] .) The results are reported in Table 9 . In all cases except the unaccelerated hybrid Schwarz method (9a), the iteration count increases by 1 over the corresponding case in Table 7 , where exact coarse-grid solves are employed. Table 10 illustrates how the performance of the additive Schwarz, hybrid Schwarz, and LCS algorithms is affected by the element aspect ratio. The aspect ratios were implemented by choosing the domain Ω :
Influence of Aspect Ratio
with different values of L x while holding E x = E y = 8. Only the N = 16 case is considered. The results demonstrate that using an acceleration procedure (here either CG or GMRES) is crucial for the robustness of the method. Although the accelerated and nonaccelerated versions of LCS, for example, have close iteration counts for the 1:1 aspect ratio, the accelerated version (10f) outperforms the nonaccelerated version (10e) by greater than a factor of 3 on the 8:1 aspect ratio problem. Of the methods, LCS is the most affected by the high aspect ratio, while the additive Schwarz with enriched coarse space is least affected. As a result, the additive Schwarz method (10b) becomes a strong contender in the high aspect ratio case, while the LCS method loses some of its competitiveness. Nonetheless, both the hybrid Schwarz and LCS methods remain very competitive for the high aspect ratio problems. Tables 11-15 show the results of the SE-based methods for the Helmholtz problem, Hu = g, where H = A + αI. Each table shows the results for a different value of α, with the set ranging from α = 1 to α = 100000 (the case α = 0 is covered in Tables 6 and 7) . In these tables, the MG weighted hybrid Schwarz method uses only one smoothing step. Also, we again take E x = E y = 8. At least for small values of α, we would expect that iteration counts for those methods lacking a coarse-grid solve (i.e., entries d,g,j in Tables 11-15) would grow as E increases. All other methods exhibit iteration counts that are bounded as E increases. The performance of all of the methods improves as the parameter α is increased. For the less complicated methods, this improvement is much more dramatic so that at some point they become the preferred methods because of their low work per iteration. For example, in the α = 100000 case, the weighted additive Schwarz method with no coarse solve (15j) performs best. acceleration. This feature is unique to LCS, and one is tempted to conclude that this feature makes LCS attractive. However, we stress that an acceleration scheme is important for the robustness of the method. For example, in the 8:1 aspect ratio case, the accelerated LCS scheme (10f) outperformed the non-accelerated scheme (10e) by over a factor of 3.
SE-Based Helmholtz Problem
For the Poisson problem with unit-aspect ratio subdomains the additive Schwarz PCG methods had work counts in the range 72-86. With a rich coarse space of order N/2, the work count was 72; for a coarse space of order 1, the count was 86. Here, one should consider that the gain in going to a richer coarse space is offset by the added complexity and that the iteration count of the rich coarse-space method will degrade, to at least some degree, when the coarse solve is replaced by nesting the method. The improvement in using a richer coarse space may not be dramatic enough to warrant its implementation.
In general, basing the Schwarz operators on restrictions of the originating SE matrices, as suggested by Casarin [3] , was found to be superior to using FE-based discretizations. This is made possible through the use of the fast diagonalization method, which can be applied to tensor-product subdomains at a cost that is independent of the sparsity of the governing subdomain system and that is essentially equal to the cost of matrix-vector products in A s .
We found that weighting the overlapping Schwarz updates by the inverse of the counting matrix C (30) plays a crucial role in obtaining multigrid-like iteration counts.
Finally, extensions to three dimensions and more complex systems, such as the consistent Poisson operator that governs the pressure in the lP N − lP N −2 SE discretization of the Navier-Stokes equations [13, 15] , are currently under investigation. Initial results are encouraging and will be published in a future work. We hope that this study provides a broad overview and some guiding principles for the development of algorithms that will be of value in practice.
