Labeled data is crucial for deep learning model training, but it is mainly based on manual annotation. This paper proposes an automatic annotation algorithm for deep learning image datasets based on HOG features. The algorithm obtains the position information of the target based on the Gaussian mixture model, and automatically obtains the target category based on the Mean Shift algorithm of HOG feature. The labeled sample obtained in the above steps is used to train the Deformable Part Model to annotate more unlabeled image data. Experimental results show that this algorithm can quickly complete the automatic annotation of image datasets, reduce the cost of acquiring labeled datasets and greatly improve the effectiveness of acquiring labeled datasets in deep learning.
Introduction
Deep learning [1] is an important breakthrough in the field of artificial intelligence in the past decade. The quality of training data directly affects the quality of the model, which demonstrates the importance of data and features in the supervised learning network. Many researchers are faced with the problem that labeled data is limited and it is very difficult and expensive to obtain new labeled data. There are already some popular datasets annotation tools, such as LabelImg [2] and BBox-Label-Tool [3] and the video-based annotation tool Vatic, which rely on manual annotation. Lior Wolf proposes a method of labeling pictures using deep learning and Fisher vectors [4] , but the annotations are descriptions of the pictures. All the categories in the picture are required to be known and the method cannot be used to label training samples. In addition, researchers have also proposed an artificial dataset generation algorithm: Generative adversarial nets [5] . Although it is convenient and fast to generate labeled data, but the generated dataset is not the same distribution as the data collected in the real world. Whether it can be used for deep learning model training still needs discussion and research.
In summary, some annotation tools have been widely used for acquiring deep learning training data sets. However, most of the annotation works mainly rely on human at home and abroad nowadays, and there is a widespread problem of low automation. This paper proposes an automatic annotation algorithm for deep learning image datasets based on HOG features. This method uses the mixture Gaussian model to obtain the position of the target, and applies the HOG features to classify each target based on the Mean Shift algorithm, then uses the labeled samples obtained in the above steps to train the deformable part model to implement annotation of more unlabeled pictures. As shown in Figure. 1, with the targets as foregrounds, this paper gets the position of the targets based on the Gaussian mixture model, then the HOG features of the targets is clustered based on the Mean Shift clustering algorithm to obtain the categories, and subsequently the labeled samples obtained in the above steps is used to train the deformable part model so as to get the detection model. Finally a large number of unlabeled images can be annotated with the trained deformable part model. In essence, this paper uses weaker classifiers to annotate samples and reinforces labeling information layer by layer, so as to find more significant structural features from a small number of samples and label more samples.
Schematic Algorithm Framework

Prepared Work
Video Capture
This article focuses on an automatic annotation algorithm for deep learning image datasets based on HOG features. The video is captured firstly (the video shown in Figure. 2 can be downloaded from http://wordpress-jodoin.dmi.usherb.ca/dataset2014/). With the pedestrian as the target to be classified, this article selects a pedestrian mo-tion scene taken by a fixed surveillance camera and obtains a pedestrian dataset as shown in Figure. 2. 
Foreground Extraction and Denoising Processing
In order to obtain the position of the target to be classified, the Gaussian mixture model [6] is used to extract the foreground of the video, then the denoising processing is performed. The denoising processing mainly includes the threshold processing, the median filter [7] and the canny edge detection [8] . After edge detection, the contour of the target can be obtained. The overall flow is shown in Figure. 3. Furthermore, there are many cases where dynamic backgrounds are included in nature such as leaf shaking or water ripples. As shown in the video in Figure. 2, the water surface in the back-ground is dynamic, and the pedestrian foreground extracted by the Gaussian mixture model still contains these noises, so the threshold processing and the median filter are used to process the foreground noise.
Use the mixture Gaussian model to obtain forgrounds The foreground extracted by the Gaussian mixture model is shown in Figure. 4(a). The foreground after the threshold processing and the median filter is shown in Figure. 4(b). After denoising processing, the noise of the dynamic background is suppressed, a clean foreground can be obtained. As shown in Figure. 4(c), the canny algorithm is used to calculate the contour to get the minimum bounding box. The position information mainly contains four parameters: xmin, ymin, xmax, ymax. The four parameters respectively represent the x, y coordinates of the pixel points in the upper left corner and in the lower right corner of the bounding box. Then the same processing on all video frames is performed to obtain their location. The specific data is shown in Table 1 . Table 1 . The position of the target.
Mean Shift Clustering Algorithm Based on HOG Feature
HOG Feature
HOG (Histogram of Oriented Gradient), which is a directional gradient histogram [9] , is a feature descriptor used for object detection in computer vision and image processing. It forms features by calculating and counting histograms of gradient directions in the local area of the image. The basis is that the shape of the detected local object can be described by the gradient of the intensity of the light and the distribution of the edge direction. The essence is the statistical information of the gradient, and the gradient always exists at the edge of the image (the edge is composed of the points where the brightness changes obviously in the image.).
As shown in Figure. 
Mean Shift Clustering Algorithm
Mean Shift algorithm [10] is a non-parameter estimation algorithm or nuclear density estimation algorithm. It is an effective iterative algorithm, which makes each point in the local point move? to the direction with the highest probability density. This paper uses the Mean Shift algorithm to cluster HOG features to distinguish different kinds of objects. Consider a d-dimensional space as a sphere, then given a set of n data points in the d-dimensional space, and the basic form of the Mean Shift vector for any point x in space is expressed as Eq.1:
This vector is the Mean Shift vector, where k S represents the data point in the dataset whose distance to x is less than the length h of the bandwidth, expressed as Eq.2: x M  (3) Usually the Mean Shift vector needs to be added the kernel function to improve the clustering performance. The kernel function estimation method can improve the histogram estimation very well. By data weighting with the kernel function, the smoothness of the expression is enhanced. A good kernel function can improve the properties of the density estimation function, the convergence, and computational performance of the algorithm. This paper selects the Gaussian kernel function. The final formula for the Mean Shift vector is:
Therefore, the updated spherical center coordinate is expressed as Eq.5:
The main idea of Mean Shift is to divide the value field of data into several equal intervals. The data is divided into several groups by interval, forming a histogram of the probability distribution of the corresponding data. The algorithm is robust to initialization and has a large overhead in computation time. It is more effective for data with lower dimensions. As the dimension increases, the corresponding calculation amount of the histogram will also increase, directly affecting the real-time performance of the algorithm. Therefore, in this paper, the target to be labeled is uniformly compressed to 256*256 pixels after the position of the target is obtained by the background separation algorithm, so the dimension of the HOG features is reduced. Then the Mean Shift clustering algorithm based on the HOG feature can improve the speed of calculations. The Mean Shift algorithm in this paper has only one parameter, bandwidth parameter h, so the choice of h has a great influence on Mean Shift algorithm. In this paper, bandwidth is calculated by the bandwidth estimation method. In essence, it is the average farthest k nearest neighbor distance.
Deformable Part Models
After the above steps, a few labeled image data can be obtained, which is not enough for deep learning training. In general, the quality of the sample dataset is directly related to the training effect of the deep learning model. If the sample size is not enough, the model will be overfitted, resulting in weak generalization ability. Therefore, this article firstly uses the above method to obtain a small amount of labeled image data, then uses these data as training data to train the deformable part model. After the classification model is obtained, the unlabeled pictures can be annotated so that we can get more labeled data.
The Deformable Part Model (DPM) (Felzenszwalb et al., 2008) was proposed by Felzenszwalb in 2008 [11] . It is a part-based detection method so that it is robust to the deformation of the target. At present, DPM has become a core part of many algorithms for classification, segmentation, pose estimation, etc. Because of the relatively lesssamples required, this paper applies it to the object detection of images to obtain more labeled datasets.
Experimental Design and Analysis Experiment One: Using Mean Shift Clustering Algorithm to Classify Targets of Different Categories
A video containing categories of people and digger is used to create labeled datasets. The main design flow of the experiment is as follows:
(1) Using the Gaussian mixture model for foreground extraction;
(2) Denoising processing;
(3) Using the canny edge detection to obtain the target contour;
(4) Calculating the HOG features of the target after getting its position; (5) Using Mean Shift algorithm to cluster targets based on HOG features. 20 frames of the video is taken for the clustering experiment, and an example frame in the video is shown in Figure 6 (a). The Table 2 shows that the change of the 20 frames' clustering results as bandwidth increases. Repeated experiments show that when the proportion of the neighbor samples is set to 0.2~0.525 in the neighborhood search which means the bandwidth is between 5.69 and 8.52, the algorithm can effectively cluster digger and pedestrian to distinguish them accurately. It can be clearly seen from the data in Table 2 that using Mean Shift clustering can quickly classify different categories according to HOG features, reducing the amount of calculationand speeding up the classification speed. This method do not need to rely on human to create labels and as a consequence, it can reduce human's burden.
The clustering resulte of a frame is shown in Figure 6 
Experiment Two: Training a Deformable Part Model with a Few Samples to Obtain More Labeled Data
Experience shows that compared with pedestrian detection, digger detection is a more difficult task, so this experiment takes digger samples as an example to show the results of using DPM to obtain more labeled data. The main design flow for the experiment is as follows:
(1) Rely on experiment one to obtain a small number of labeled samples, these samples are used as training data. In this paper, the number of positive samples is 1000, and the number of negative samples is also 1000;
(2) Use the samples in step (1) to train the DPM of the digger, a result of visualization of the digger detection model is shown in Figure. 8; (3) Obtain unlabeled pictures of the digger from the network and use them as a test set; (4) Use the digger detection model to detect digger in the test set. The detection results is shown in Figure. 9, from which the annotation xmin, ymin, xmax, ymax can be obtained. In this way, more digger labeled data can be obtained. It can be clearly seen from the data in Table 3 that setting different thresholds has a great effect on the detection of diggers. After a series of reliable experiments, the results show that when the threshold is set to 0.7, the precision and recall reach a good value, so the 93.6% of the samples which are correctly classified can be used as positive samples of the digger, and at the same time the position of digger in each image can be obtained.
Conclusion
In this paper, based on the problem of difficult acquisition of deep learning datasets, an automatic annotation algorithm for deep learning image datasets based on HOG features is proposed. It is simpler and faster than manual labeling. Human take about 6 minutes to annotate 100 images, while the algorithm in this paper can complete the annotation work within 3 minutes. The scheme proposed in this paper use Gaussian mixture model to extract the position of the target and then use Mean Shift algorithm to cluster the target based on the HOG features to obtain the categories to which different objects belong. The labeled samples obtained by the above steps are used to train DPM to obtain an object detection model. Thereby, we can detect more unlabeled pictures and obtain more labeled samples with the trained DPM. In essence, this paper uses weaker classifiers to annotate samples and reinforces labeling information layer by layer, so as to find more significant structural features from a small number of samples, and uses these features to label more samples. In the cases of that a small amount of misjudgment, rapid screening can be performed by human. In summary, this paper realizes the automatic annotation of image datasets in deep learning, improving the work efficiency of annotation, and reducing the cost of acquiring image data sets.
