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Povzetek 
Zaznavanje obrazov je del računalniškega vida in umetne inteligence. To je 
uporabno na različnih področjih znanosti. Z uporabo vgrajenih sistemov se ta 
uporabnost poveča, čeprav je izziv narediti vgrajeni sistem za zaznavanje obrazov na 
video slikah, ki deluje v realnem času.  
Osredotočili smo se na detekcijo obrazov v sklopu knjižnice OpenCV. Ta 
knjižnica vsebuje uporaben nabor algoritmov za obdelavo slik v realnem času.  
V magistrskem delu so predstavljeni optimizacijski postopki za vgrajeni sistem, 
ki je zasnovan na mikroprocesorskem sistemu v FPGA vezju. Predstavljene so tudi 
primerjave z ostalimi znanstvenimi deli. Naš sistem deluje z nizkim taktom ure 48 
MHz, kar je primerno za aplikacije z zahtevano nizko porabo energije. Optimizacije 
so bile izvedene na podlagi profiliranja izvajanja OpenCV knjižnice in analize 
podatkovnih dostopov do pomnilnika. Slednji so običajno ozko grlo, kjer se posledično 
uporablja hitre predpomnilnike za pohitritev vgrajenega sistema.  
Uspešno smo naredili vgrajeni sistem za zaznavanje obrazov na video slikah, ki 
deluje v realnem času. Poleg tega smo predstavili nadaljnje delo in optimizacije 
vgrajenih sistemov.  
  
 
Ključne besede: zaznavanje obrazov, računalniški vid, vgrajeni sistem, 
procesiranje v realnem času, OpenCV, SoC, FPGA, ASIC, CMOS slikovni senzor, 
RISC mikroprocesor, SIMD, nizka poraba energije, SDRAM, SRAM, hitri 
predpomnilnik.  
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Abstract 
Face detection is a part of computer vision and artificial intelligence. It is useful 
on various fields of science. It’s usage can increase even more with the use of 
embedded systems. However it is a challenge to implement a real time embedded 
system for face detection on video images.  
We were focused on face detection within OpenCV library. OpenCV is very 
popular and useful set of algorithms for real-time digital image processing.  
In this master thesis we present optimizations of embedded system with a 
microprocessor based SoC (System on a Chip) implemented in FPGA. We also present 
comparisons to other scientific papers. Our system has low operating frequency of 48 
MHz, which is useful for lower power consumption applications. Optimizations were 
based on profiling the OpenCV face detection algorithm and data access to the 
memory. The data access is a bottle neck in many microprocessor digital systems 
where cache memories are used for accelerating the execution of embedded system.  
We have successfully implemented the real time embedded system for face 
detection on video images. However further work and optimizations were also 
presented.  
 
 
Key words: face detection, computer vision, embedded system, real-time 
processing, OpenCV, SoC, FPGA, ASIC, CMOS image sensor, RISC microprocessor, 
SIMD, low power consumption, SDRAM, SRAM, CACHE memory.  
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1 Uvod 
1.1 Zaznavanje objektov na video slikah 
Zaznavanje objektov na video slikah že dolgo časa navdušuje raziskovalce 
različnih področij. Čeprav je to področje podsklop računalniškega vida in del umetne 
inteligence, je hkrati interdisciplinarno področje in je zanimivo na različnih drugih 
znanstvenih področjih [11]. V obdobju zadnjih 15 let je zaznavanje objektov doživelo 
velik razmah.  
Razlog za tako velik razmah lahko poleg velike uporabnosti pripišemo več 
dejavnikom, od katerih je imel zelo veliko težo razpoložljivost odprtokodne 
programske knjižnice za obdelavo digitalnih slik v realnem času, katere uporaba je 
dovoljena tako za raziskovalne kot komercialne namene [12, 13]. Tu govorimo o 
odprtokodni programski knjižnici Open Computer Vision (OpenCV ali OCV), ki je 
bila predstavljena leta 2000 in med drugim vsebuje algoritme za detekcijo in 
prepoznavo obrazov, predmetov, gest, razpoloženja ljudi, sledenja gibanja itd. 
Prav tako sta bila pomembna dejavnika čedalje večja cenovna dostopnost 
slikovnih senzorjev in strojne opreme (v največji meri osebnih računalnikov) potrebne 
za obdelavo digitalnih slik v realnem času. Prvi slikovni senzorji za zajem digitalne 
slike so bili narejeni v tehnologiji Charge-Coupled Device (CCD) [15], kar je 
omogočalo dovolj dobro kvaliteto slike, vendar ta tehnologija še ni omogočila 
nizkocenovnih slikovnih senzorjev. Šele razvoj CMOS tehnologije, njena uporaba za 
namen slikovnih senzorjev in integracije slikovnih senzorjev z ostalimi sklopi 
digitalnih sistemov na isti silicijevi rezini, je omogočilo, da so CMOS slikovni senzorji 
imeli dovolj dobro kvaliteto slike in postali cenovno zanimivi [14]. Eno glavnih 
področij, s pomočjo katerega so CMOS slikovni senzorji doživeli velik razmah in 
nizke cene, je njihova uporaba v mobilni telefoniji.  
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1.2 Predstavitev ciljev in zahtev 
V tem delu smo se pri zaznavanju objektov omejili na zaznavanje obrazov na 
video slikah. Zaznavanje obrazov lahko pomeni različne zahteve, odvisno od ciljev 
aplikacije. Če hočemo zaznati le obraze obrnjene v smeri slikovnega senzorja, 
zaznavamo pokončno obrnjene obraze z direktnim pogledom v slikovni senzor. Možno 
je tudi zaznavanje poljubno nagnjenih obrazov z direktnim pogledom v slikovni 
senzor. Če hočemo zaznati obraze, ki niso obrnjeni v smeri slikovnega senzorja, 
zaznavamo le stranski pogled obraza. Lahko imamo tudi kombinacijo naštetih 
možnosti, kjer bi spremljali, koliko od vseh zaznanih obrazov je obrnjenih v smeri 
slikovnega senzorja. V našem delu smo se omejili na zaznavanje pokončno obrnjenih 
obrazov z direktnim pogledom v slikovni senzor. Zaznavanje obrazov glede na zahteve 
je že podprto v odprtokodni programski knjižnici OpenCV.  
Hkrati s tem smo se omejili na vgrajene sisteme. Vgrajeni sistemi imajo precej 
manjšo porabo energije in manjše dimenzije v primerjavi s klasičnimi mikroprocesorji 
v osebnih računalnikih in so zato zelo zanimivi in uporabni v različnih namenskih 
aplikacijah [16]. Hkrati s tem imajo vgrajeni sistemi tudi precej manjšo procesno moč. 
Slednje predstavlja velik izziv, če hočemo doseči, da zastavljen sistem deluje v 
realnem času.  
Vgrajeni sistemi temeljijo na širokem spektru različnih mikroprocesorjev; od 
zelo majhnih in varčnih 8-bitnih mikroprocesorjev s taktom ure 32 kHz ali celo manj 
do zelo učinkovitih več-jedrnih 64-bitnih mikroprocesorjev s taktom ure do 2 GHz in 
celo več [16]. Večinoma imajo mikroprocesorji za vgrajene sisteme omejen nabor 
ukazov (angl. Reduced Instruction Set Computing, RISC [17]), s čimer je dosežena 
manjša poraba prostora na silicijevi rezini in manjša poraba energije. Naša zahteva je 
izbrati tip mikroprocesorja, ki bo čim manjši po velikosti, da bi še lahko imel 
zadovoljivo procesno moč in da bo hkrati delal na čim nižjem možnem taktu ure. 
Zaradi velikosti procesorja se izogibamo 64-bitnemu in prav tako več-jedrnem  
procesorju. Hkrati pa večina algoritmov v knjižnici OpenCV uporablja podatkovni tip 
podatkov ali celoštevilčni (angl. integer) ali s plavajočo vejico (angl. floating point), 
kar nas omeji, da ne moremo imeti manj kot 32-bitno arhitekturo procesorja, če 
hočemo imeti časovno učinkovit sistem. Izbrani tip mikroprocesorja za našo nalogo je 
32-bitni mikroprocesor z RISC arhitekturo.  
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Vgrajeni sistemi so lahko bolj ali manj integrirani na isti silicijevi rezini, torej v 
enem integriranem vezju. Integrirano vezje, ki ima na isti silicijevi rezini 
mikroprocesor, vmesnik za zunanji pomnilnik, notranji pomnilnik in vmesnike za 
različne vhodno-izhodne enote, imenujemo mikrokrmilnik, če vsebuje kompleksnejše 
gradnike pa sistem v integriranem vezju (angl. System on Chip, SoC) [16, 18]. Tako 
integrirano vezje je lahko narejeno s tehnologijo standardnih celic in ga imenujemo 
integrirano vezje za namensko aplikacijo (angl. Aplication Specific Integrated Circuit, 
ASIC) ali pa s tehnologijo mreže programirljivih logičnih celic (angl. Field 
Programmable Gate Array, FPGA). FPGA tehnologija omogoča hitro in enostavno 
izvedbo prototipov, hkrati pa je primerna za manjše serije izdelkov v primerjavi z 
ASIC tehnologijo. SoC v FPGA tehnologiji praviloma doseže nižji največji takt ure 
kot v ASIC tehnologiji. Zaradi zahtev po optimizaciji smo za naš SoC izbrali FPGA 
tehnologijo z izbranim taktom ure 48 MHz. S takim taktom ure lahko naredimo SoC 
tako za FGPA kot ASIC tehnologijo, hkrati pa omogočimo nižjo porabo energije v 
primerjavi s sistemi, ki imajo vsaj 10-krat višji takt ure. Optimizacije našega SoC 
vgrajenega sistema naj vključuje optimizacijo tako programskega kot strojnega dela, 
da bi se čimbolj približali delovanju v realnem času.  
Izbrani slikovni senzor je tipa CMOS, kakršen je danes zelo razširjen. Izbrana 
velikost slike je 800 x 600 pik. Tak slikovni senzor je zelo razširjen in cenovno ugoden.  
Na tem mestu povzamemo cilje te naloge:  
- Izdelati SoC vgrajeni sistem za zaznavanje obrazov na video slikah. 
- Sistem naj dela s čim nižjim taktom ure z namenom implementacije v 
cenovno ugodnih FPGA vezjih.  
- Sistem naj se čim bolj približa delovanju v realnem času.  
Zdaj povzamemo še vse zgoraj predstavljene dodatne zahteve:  
- Zaznani obrazi so pokončno obrnjeni in usmerjeni proti slikovnem 
senzorju.  
- Izbrana arhitektura mikroprocesorja je RISC z 32-bitno širino ukazov in  
podatkov in taktom ure 48 MHz.  
- Izbrani tehnologija slikovnega senzorja je CMOS tehnologija. Velikost 
slike slikovnega senzorja je 800 x 600 pik.  
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1.3 Pregled literature 
1.3.1 Pomembna dela 
Temeljno delo predstavlja algoritme za detekcijo objektov in obrazov 
imenovane Viola-Jones [5]. Ti algoritmi so del odprtokodne knjižnice OpenCV. Hkrati 
je to delo tudi temelj za vse rešitve detekcije obrazov na osebnih računalnikih, 
predvsem na mikroprocesorjih podjetja Intel. Prav Intel je zaslužen, da je celotna 
knjižnica algoritmov OpenCV postala odprtokodna, saj so s tem najenostavneje 
promovirali procesno moč svojih mikroprocesorjev. Posledično je knjižnica OpenCV 
optimizirana za izvajanje na Intelovih mikroprocesorjih z optimizacijami, ki 
uporabljajo prednosti Intelovih ko-procesorjev in Intelove dobre podpore za računanje 
s števili s plavajočo vejico. Te lastnosti knjižnice OpenCV zelo upočasnijo izvajanje 
algoritmov na vgrajenih sistemih.  
Ob začetku projekta, ki temelji na zgoraj zastavljenih ciljih in zahtevah, smo 
našli le eno objavo raziskovalnega dela v smeri implementacije v FPGA vezju [4]. To 
delo je bilo zelo pomembno za naš začetek projekta, saj vsebuje osnovne informacije 
o profiliranju izvajanja OpenCV knjižnice na enakem mikroprocesorju 
implementiranem v FPGA vezju, kot smo si ga izbrali mi. Tudi nekatere optimizacije, 
ki smo jih izvedli na našem sistemu, so bile predstavljene in opisane v tem delu. Te 
optimizacije so dodatna strojna implementacija mikroprocesorskih ukazov po meri za 
številski tip s plavajočo vejico in se nanašajo na sledeče aritmetične operacije: vsota/ 
razlika, množenje, deljenje, primerjava in zaokroževanje. Mi smo na podlagi naše 
analize dodatno uporabili še sledeče ukaze po meri: pretvorba med tipi števil in 
kvadratni koren. Uporabili smo hitri predpomnilnik za ukaze in podatke, tako kot je 
bilo izvedeno v omenjenem delu. Dostop do podatkovnega pomnilnika smo tudi 
nadgradili za namen dodatne optimizacije. Nismo pa izvedli optimizacije za 
zmanjšanje velikosti slike, ki jo shranimo s pomočjo slikovnega senzorja in kot je 
opisano v tem delu, ker smo izvajali detekcijo obrazov na celotni zajeti sliki.  
Naslednje delo je imelo tudi pomemben vpliv na začetku projekta. Objave 
eksperimentalnega oz. raziskovalnega dela so bile le na spletu [2] in govorijo o 
optimizaciji hitrosti izvajanja OpenCV knjižnice na ARM mikroprocesorjih v 
vgrajenih napravah. Tudi tu so se izognili zmanjševanju velikosti slike pri zajemanju 
videa, saj je to računsko zahtevna operacija. Poleg tega so raziskovali v smeri 
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optimizacije računanja z različnimi podatkovnimi tipi; ARM in podobni RISC 
mikroprocesorji imajo dobro podprto računanje s celimi števili, ne pa s števili s 
plavajočo vejico. Slednje je časovno zelo zamudno. Pri tem eksperimentalnem delu so 
ugotovili, če zamenjajo podatkovne tipe spremenljivk v enačbah v celoštevilčne 
podatkovne tipe, pridobijo na hitrosti izvajanja, vendar na račun natančnosti in 
posledično na račun učinkovitosti zaznavanja obrazov. Tudi sami smo izvedli to 
optimizacijo z namenom njene evalvacije in smo ugotovili, da ima zaznavanje obrazov 
preveč napak pri slabši, a še zmeraj sprejemljivi osvetljenosti. Te optimizacije nismo 
uporabili v našem sistemu.  
Na tem mestu je potrebno omeniti dve deli, ki sta osnovi za naše magistrsko 
delo. Prvo delo [25] ni objavljeno in je bilo namenjeno interni uporabi v podjetju AGB 
Lab d.o.o. Rezultate našega dela smo objavili v [24], kjer smo opisali izvedene 
optimizacije na vgrajenem sistemu.  
1.3.2 Optimizacije na drugih platformah 
Naslednja dela niso imela velikega vpliva na naš projekt in naše delo, ker 
opisujejo optimizacije, ki so uporabne ali na Intelovih mikroprocesorjih ali na 
mikroprocesorjih za sodobne mobilne telefone. Slednji vgrajeni sistemi imajo precej 
večjo procesno moč v primerjavi z našim vgrajenim sistemom, hkrati pa nimajo 
možnosti dodatnih optimizacij v strojni opremi. So pa ta dela zanimiva s stališča, kaj 
so različni avtorji ugotovili glede optimizacije izvajanja kode knjižnice OpenCV. V 
objavljenem delu [1] opisujejo optimizacije izvajanja kode za mobilne telefone 
iPhone. Izveden optimizacije so bile s pretvorbo podatkovnih tipov in računanjem s 
celimi števili, hkrati pa so prilagodili interesno področje zaznavanja obrazov na sliki 
in s tem zelo zmanjšali število operacij. Optimizacije izvajanja kode za mobilne 
telefone z operacijskim sistemom Android so opisane v [21]. Optimizacije v obeh delih 
niso sprejemljive za naš vgrajeni sistem, saj želimo zaznavati obraze na celotnem 
področju slikovnega senzorja od najmanjših možnih (20 x 20 slikovnih pik) do 
največjih možnih obrazov. S tem želimo imeti dobro zaznavanje obrazov, ki so blizu 
slikovnega senzorja, daleč od njega, ali pa kjerkoli vmes. Hkrati ne želimo poslabšati 
zaznavanja obrazov na račun hitrosti izvajanja knjižnice OpenCV. Prav tako je bila 
glavna optimizacija interesno področje oziroma velikost slike v opisanem delu [22] za 
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mobilne telefone iPhone. Malo drugače pa je potekala optimizacija v delu [3], kjer 
opisujejo optimizacijo za Intelov procesor. Interesno področje zaznave obrazov na 
sliki je ena od optimizacij, druga pa je večnitenje oz. izvajanje več procesov hkrati.  
1.3.3 Bodoče razširitve in optimizacije našega dela 
Naše delo temelji na zaznavanju obrazov, ki so pokončni in obrnjeni v smeri 
slikovnega senzorja. Naslednja dela opisujejo postopke, ki so potrebni za zaznavanje 
rotiranih in obrnjenih obrazov [6- 9, 10]. Ti postopki niso bili uporabljeni pri našem 
projektu in s tega stališča niso pomembni za naše delo. So pa pomembni za nadaljnjo 
razširitev našega dela.  
V [23] so avtorji objavili zanimive optimizacije vgrajenega sistema zasnovanega 
v FPGA vezju. Del optimizacij je narejen na ozkem grlu pri dostopu podatkov, 
podobno kot smo naredili v našem sistemu. Razlika je v tem, da so izvedli branje v 
poseben predpomnilnik narejen iz registrov v FPGA vezju, pri čemer vsak izmed delov 
predpomnilnika zadošča velikosti območja detekcije obraza. Ker se sosednja območja 
detekcije obrazov v veliki meri prekrivajo, so branje enega podatka zapisali v več 
predpomnilnikov hkrati. Dostop do predpomnilnikov v registrih pa nekajkrat hitrejši 
kot dostop do zunanjega SRAM pomnilnika, ki ima vlogo predpomnilnika na drugem 
nivoju (L2).  
 
Slika 1: Izvedba predpomnilnika v registrih FPGA vezja 
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Dodatno so pohitrili izvajanje kode s paralelnim izvajanjem aritmetičnih 
operacij na vseh predpomnilnikih hkrati (angl. Single Instruction, Multiple Data - 
SIMD). pri čemer so uporabili veliko količino pomnilnih celic znotraj FPGA vezja. 
Hkrati so uporabili takt ure, ki je dva in pol krat večji, kot v našem sistemu. Primer 
teoretično največje pohitritve izvajanja tega sistema v enostavni izvedbi v primerjavi 
z našim sistem je velik. Če vzamemo širino paralelnega izvajanja ukazov 8 in dejstvo, 
da je dostop do notranjega registra izveden v 1 taktu ure, dostop do zunanjega SRAM 
pomnilnika pa 4 takte ure in da imajo v tem sistemu 125 MHz takt ure, dobimo z 
množenjem teh parametrov pohitritev v velikosti 80 krat.  
Omenjene optimizacije so uporabne za večja in dražja FPGA vezja, zato za naše 
delo v času izvajanja projekta niso bile primerne. Bodo pa postale zelo uporabne z 
razvojem tehnologije in večjo cenovno dostopnostjo večjih in hitrejših FPGA vezij.  
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2 Računalniški vid in knjižnica OpenCV 
2.1 Kaj je računalniški vid? 
Računalniški vid nekega sistema lahko v grobem opišemo kot pretvorbo 
podatkov iz video slik na podlagi katere v sistemu sledi odločitev ali pa zgolj 
pretvorjen nabor podatkov. Video slike so ali zajete direktno iz slikovnega senzorja ali 
shranjene na kakšnem spominskem mediju v sistemu. Primer odločitve v sistemu je 
lahko »na tej sliki je zaznan obraz« ali kakšen drug predmet. Primer pretvorjenega 
nabora podatkov je pretvorjena črno-bela slika iz osnovne barvne slike.  
Zajem video slike je ena od operacij pred postopkom računalniškega vida. Ta 
operacija poskrbi za projekcijo iz tri-dimenzionalnega (3D) realnega sveta na dvo-
dimenzionalni (2D) slikovni senzor. Ne samo, da zajem slike ne pove ničesar o sliki 
sami, saj za to potrebujemo računalniški vid, ampak je sama projekcija iz 3D v 2D 
prostor močno pogojena z zornim kotom slikovnega senzorja, svetlobnimi pogoji ipd.  
Omejitve zaznavanja pri zajemu video slik s slikovnim senzorjem lahko 
premostimo z dodatnimi parametri in omejitvami glede zaznanih predmetov v okolici. 
Primer bi bil, ko ima mobilni robot nalogo, da pobere vse spenjače za papir v stavbi. 
Robot lahko ignorira napačno zaznane spenjače na nemogočih lokacijah, kot so strop 
ali okno. Dodatno ima spenjač določeno velikost v primerjavi z drugimi predmeti in 
je običajno postavljen na mizo itd. Dodatni parametri glede iskanih predmetov so 
lahko dodatno naučeni v procesu strojnega učenja. Prav tako lahko uporabljamo 
dodatne senzorje, s katerimi lahko merimo velikost predmetov. Primer bi bil laserski 
merilnik razdalje.  
Dodatne težave pri računalniškem vidu prinaša šum. Šum dobro rešujemo s 
statističnimi metodami. Povsem mogoče je, da zaradi šuma z običajnimi metodami ne 
moremo zaznati roba na enem delu zajete slike. Z uporabo statistike preko večjega 
lokalnega območja te slike pa to težavo lahko premostimo. Podobne težave nastanejo 
pri napakah leč pri slikovnih senzorjih. Ker v splošnem napake leč dobro poznamo jih 
z uporabo statistike lahko v zelo veliki meri odpravimo.   
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Kot splošno pravilo lahko rečemo, da več parametrov in omejitev pri 
računalniškem vidu poenostavi problem in naredi rešitev zanesljivejšo. Knjižnica 
OpenCV vsebuje veliko različnih osnovnih orodij potrebnih za računalniški vid.  
Celotno poglavje je dobro opisano v tem delu [26].  
2.2 Kaj je knjižnica OpenCV? 
Knjižnica OpenCV je odprtokodna programska knjižnica, ki združuje več kot 
500 posameznih algoritmov za obdelavo slik pri računalniškem vidu. Knjižnica je 
napisana v programskih jezikih C in C++ in je napisana tako, da je možno izkoristiti 
prednosti več-jedrnih procesorjev.  
Eden od ciljev knjižnice OpenCV je nuditi enostaven sistem, s pomočjo katerega 
lahko zelo hitro naredimo zahtevno aplikacijo s področja računalniškega vida. 
Algoritmi v knjižnici OpenCV so uporabni za različne obdelave slik, vse od enostavnih 
geometričnih in barvnih transformacij, detekcij robov predmetov, histogramov, 
filtriranja slik, pa vse do kompleksnih in splošnih funkcij procesiranja slik, ki med 
drugimi zajemajo detekcijo napak v proizvodnih procesih, obdelava slik v medicini, 
zagotavljanje varnosti, stereo računalniški vid, računalniški vid pri robotiki itd. 
Knjižnica OpenCV vsebuje tudi splošno namensko knjižnico za strojno učenje 
(angl. Machine Learning Library – MLL), ki deluje na principu statistične prepoznave 
vzorcev. Ta knjižnica je uporabna v sklopu knjižnice OpenCV, hkrati pa je lahko 
uporabna tudi povsem samostojno pri kakršnemkoli strojnem učenju.  
Celotno poglavje je dobro opisano v tem delu [26]. 
2.3 Struktura in vsebina knjižnice OpenCV 
Knjižnica OpenCV je strukturirana v pet glavnih komponent, od katerih so štiri 
prikazane na naslednji sliki (Slika 2). Komponenta CV vsebuje osnovne in višje 
nivojske algoritme za obdelavo slik. Komponenta MLL je knjižnica za strojno učenje, 
ki vsebuje tudi statistične klasifikatorje. Komponenta HighGUI vsebuje procedure in 
funkcije za zajem in prikaz video slik. Komponenta CXCore vsebuje podporo za 
podatkovne strukture (med drugimi tudi za XML) in risanje geometrijskih likov.  
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Na sliki ni pete komponente z imenom CvAux, ki vsebuje eksperimentalne 
algoritme in algoritme glede prepoznave identifikacije obrazov na osnovi skritih 
Markovih modelov (angl. Hidden Markov Models – HMM).  
 
Slika 2: Osnovna struktura knjižnice OpenCV [26] 
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3 Vgrajeni sistem 
3.1 Izbrana razvojna plošča za vgrajeni sistem 
Za razvojni sistem smo izbrali nizkocenovno FPGA programirljivo vezje 
proizvajalca Altera (tip Cyclone III). V času izbire razvojne plošče za naš izbrani 
vgrajeni sistem nismo dobili že obstoječe razvojne plošče na trgu, zato smo jo razvili 
v podjetju AGB Lab d.o.o. izključno za ta namen.  
Na razvojni plošči je poleg FPGA vezja še 64MB DDR2 SDRAM pomnilnika, 
ter 16MB FLASH pomnilnika za shranjevanje programske opreme in podatkov. Poleg 
osnovne plošče smo razvili še natično razvojno ploščo, ki vsebuje 8MB SRAM 
pomnilnika, ter konektorja za kamero in enkran (Slika 3).  
 
Slika 3: Osnovna Razvojna plošča z FPGA vezjem in DDR2 SDRAM 
pomnilnikom (levo), ter natična plošča s SRAM pomnilnikom in konektorjem za 
ekran (desno) – načrtovano v podjetju AGB Lab d.o.o. 
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3.2 Zasnova vgrajenega sistema 
Vgrajeni sistem smo zasnovali na FPGA programirljivem vezju in Nios II 
programirljivem 32-bitnem mikroprocesorju z RISC arhitekturo nabora ukazov in 
Harwardsko arhitekturo vodil (ločeno ukazno in podatkovno vodilo). Izbrani 
mikroprocesor ima primerljivo arhitekturo glede zmogljivosti z OpenRISC 1200 in 
ARM9 mikroprocesorji pri enakih pogojih [27, 28 in 29].  
Samo FPGA vezje ponuja možnost raznih izboljšav in pohitritev izvajanja 
algoritmov zaradi svoje programirljive arhitekture. Prav tako ima izbrani procesor 
možnost dodajanja ukazov po meri (angl. custom instructions), pomožnih računskih 
enot (npr. FPU) in hitrih podatkovnih in ukaznih predpomnilnikov (nivo L1). 
SLIKOVNI 
SENZOR
POMNILNIK
Nios II
mikroprocesor
Vmesnik za 
slikovni senzor
Vmesnik za 
prikaz na zaslon
ZASLON
FPGA
 
Slika 4: Groba zasnova vgrajenega sistema v FPGA vezju. 
Sistem v FPGA vezju je načrtovan s tremi enotami, ki dostopajo do 
podatkovnega pomnilnika: Nios II mikroprocesor, vmesnik za kamero in vmesnik za 
prikazovalno enota. Pri tem moramo poudariti, da ima mikroprocesor dve vodili, s 
katerimi dostopa do pomnilnika, ukazno in podatkovno. Ozko grlo sistema je dostop 
do skupnega pomnilnika, zato je zelo pomembno, da je vmesnik za dostop do 
pomnilnika primerno načrtovan. Primeren vmesnik vsebuje ločena vodila do 
vmesnikov za posamezne enote, ki potrebujejo časovno intenziven dostop do 
pomnilnika, hkrati pa vsebuje tudi majhne predpomnilnike (vrste FIFO), da se lahko 
dostopi na podatkovnih vodilih hitro zaključijo. Hkrati je pomembno da je vodilo do 
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pomnilnega integriranega vezja vsaj enako široko kot interno vodilo (v našem primeru 
32-bitov). Primer našega vgrajenega sistema v FPGA vezju z notranjimi podatkovnimi 
in ukaznimi vodili je na naslednji sliki (Slika 5).  
 
Slika 5: Vgrajeni sistem v FPGA vezju z mikroprocesorjem Nios II in 
podatkovnimi in ukaznimi vodili do ostalih delov sistema. 
14 Vgrajeni sistem 
 
Frekvenca sistema v FPGA vezju je 48 MHz. Velikosti slike kamere in ekrana sta 
800 x 600 slikovnih pik, pri čemer je osveževanje zaslona 60 Hz, zajem slik iz kamere 
pa na zahtevo.  
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4 Implementacija knjižnice OpenCV 
4.1 Uporaba knjižnice OpenCV 
V času razvoja digitalnega sistema je bila izbrana OpenCV knjižnica verzije 1.1. 
Pri naši uporabi knjižnice OpenCV smo se omejili na detekcijo pokončnih obrazov 
obrnjenih v smeri slikovnega senzorja. V splošnem lahko rečemo, da se začne celotni 
postopek detekcije objektov z učenjem sistema. Knjižnica OpenCV to mogoča in ta 
postopek lahko predstavimo kot odgovore na tri vprašanja (Slika 6).  
 
 
 
 
 
 
 
 
 
 
 
Slika 6: Celotni postopek detekcije, posamezne faze in vprašanja v zvezi z 
detekcijo [25]. 
Faza učenja poteka ločeno od same faze detekcije obrazov. Zato lahko ta faza 
poteka na kakršnem koli sistemu in se jo praviloma izvede v naprej. Rezultate te faze 
se uporabi v fazi detekcije objektov, v našem primeru detekcije obrazov.  
Faza učenja je časovno zelo zahtevna operacija. Primer poteka učenja je viden na 
naslednji sliki (Slika 7).  
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Število N POZITIVNIH 
vzorcev slik 
(obrazi) 
dimenzije 20 x 20
Število M NEGATIVNIH 
vzorcev slik 
(naključne slike) 
dimenzije 20 x 20
Postopek UČENJA
v knjižnici strojnega učenja
(angl. Machine Learning 
Library – MLL)
1. stopnja izračunanih značilk
2. stopnja izračunanih značilk
22. stopnja izračunanih značilk
  .  .  .
Datoteka tipa XML z opisi vseh 
izračunanih Haarovih značilk
KAJ? KAKO? REZULTAT
 
Slika 7: Diagram poteka faze učenja v knjižnici OpenCV. 
Za namen detekcije obrazov v našem primeru nismo uporabili knjižnice za učenje. 
S tem smo se izognili fazi 1 – učenje. Uporabili smo že obstoječe podatkovne strukture 
v knjižnici OpenCV za detekcijo pokončnih obrazov. Detekciji obrazov, ki zajemata 
fazi 2 in 3 se bomo posvetili v nadalj+evanju. 
4.1.1 Splošen opis poteka detekcije obrazov v knjižnici OpenCV 
Detekcija obrazov v knjižnici OpenCV poteka s pomočjo Haarovih značilk. 
Haarove značilke temeljijo na razmejitvi pravokotnega področja slike, kjer se primerja 
svetlovsto vst razmejenih področij med seboj. Vsota svetlosti slikovnih pik na svetlem 
področju se odšteje od vsote svetlosti pik na temnem področju (Slika 8). 
a) b)
c) d) e)
 
Slika 8. Haarove značilke; a) in b) za detekcijo robov, c) in d) za detekcijo linij 
ter e) za detekcijo obrobnega polja. 
Postopek detekcije objektov na osnovi Haarovih značilk sta predlagala Paul Viola 
in Michael Jones [5,6]. Postopek je v grobem razdeljen na strojno učenje in na 
detekcijo objektov. Učenje je sestavljeno iz t.i. treniranja klasifikacijske funkcije z 
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velikim številom pozitivnih in nato še negativnih objektov (Slika 7). Pri tem učenju se 
določi množica značilk z utežmi in parametri za klasifikacijo značilk. Množica vseh 
značilk je v našem primeru urejena v 22 stopenj (Slika 9).  
 
Slika 9: Množica vseh značilk urejena v 22 stopenj. 
18 Implementacija knjižnice OpenCV 
 
Vsaka stopnja v množici značilk vsebuje več značilk. Zgornja slika prikazuje vse 
stopnje, kjer se vsaka stopnja začne s črnim kvadratkom zaradi boljše preglednosti. 
Naslednja slika prikazuje detajlnejši pogled na prvi dve stopnji v množici značilk 
(Slika 10).  
 
Slika 10: Prvi dve stopnji značilk. 
Vsaka značilka ima določene parametre in vrednosti za uteži, ki so uporabljeni v 
nadaljnem postopku detekcije. Uteži in parametri prve značilke v naši množici značilk 
so prikazani na naslednji sliki (Slika 11).  
 
Slika 11. Primer prve Haarove značilke v naši množici, velikosti 20 x 20 pik in 
njen zapis v XML podatkovni strukturi [25]. 
Izbrani set Haarovih značilk se nato uporabi pri detekciji obraza na posameznem 
področju slike, kjer se ugotavlja ali je na tem mestu obraz, ki ustreza tej dimenziji 
področja slike (Slika 12). Ta postopek detekcije se uporabi tako, da se preveri 
posamezno dimenzijo področja detekcije na vseh mestih slike, pri čemer se postopek 
ponovi za vsako velikost področja slike, ki je v našem interesnem področju detekcije 
obrazov.  
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Slika 12. Prekrivanje obraza s področjem detekcije in Haarovimi značilkami. 
Posamezna značilka ima zelo šibko moč razločevanja ali je v izbranem področju 
slike obraz ali ne. Skupen set primerno izbranih značilk pa tvori močan klasifikator. 
Vsak klasifikator deluje po načelu, da preverja, ali je na danem področju majhna 
verjetnost, da bi tam lahko bil objekt, v našem primeru obraz. Če ni te verjetnosti, se 
preverjanje zaključi, v nasprotnem primeru se na istem področju preveri naslednji 
klasifikator.  
Osnovno ali začetno področje detekcije je v našem primeru veliko 20 x 20 slikovnih 
pik. V tem področju imamo več kot 160000 možnih Haarovih značilk. Za detekcijo 
poravnanih obrazov, kot je uporabljeno v knjižnici OpenCV, se število značilk 
zmanjša na 6061. Mi smo uporabili optimiziran nabor značilk, ki se zmanjša na 2135.  
Tudi v primeru, ko je slika polna obrazov, je število teh precej manjše kot število 
vseh področij slike, kjer se preverja oz. izvaja detekcija obraza. Zato se pri detekciji 
obraza oz. natančneje pri klasifikaciji podmnožic značilk na izbranem področju slike 
uporablja pravilo, da se čim prej zavrže verjetnost, da je na trenutnem področju obraz 
in se premakne na novo področje. Vseh dobrih 2100 izbranih značilk je grupiranih v 
22 podmnožic, ki so razvrščene tako, da vsaka podmnožica predstavlja svojo stopnjo 
v zaporednem postopku klasificiranja področja slike. Prvih sedem stopenj vsebuje 
naslednje število značilk: 3, 16, 21, 39, 33, 44, 50 [25]. Večina področij detekcije 
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obraza se posledično zavrže v začetnih podmnožicah značilk, kar precej zmanjša 
računsko intenzivnost detekcije celotne slike. Seveda pa je skupen čas detekcije 
obrazov na celotni sliki močno odvisen od kompleksnosti slike in od števila obrazov 
na sliki.  
Za izračun vrednosti značilk, to je vsote svetlosti slikovnih pik v izbranih 
pravokotnikih in njihovo razliko, se zelo učinkovito obnese t.i. integralni zapis slike 
(integralna slika). Integralna  slika je po številu slikovnih pik enaka izvorni (osnovni) 
sliki s to razliko, da vsaka pika integralne slike predstavlja vsoto svetlosti pik nad in 
levo od te pike vključno s to piko. Naslednja enačba (1) prikazuje izračun integralne 
slike, kjer ii(x,y) predstavlja integralno sliko in i(x.y) predstavlja izvorno sliko.  
𝑖𝑖(𝑥, 𝑦) =  ∑ 𝑖(𝑥′, 𝑦′)𝑥′≤𝑥,𝑦′≤𝑦    (1) 
Z integralno sliko je izračun vrednosti vsote svetlosti pik v pravokotniku zelo 
preprosto. Za izračun svetlosti pravokotnika D, kot je prikazano na sliki 3, uporabimo 
štiri mejne vrednosti svetlosti pik. Vrednost na lokaciji 1 predstavlja vsoto pik v 
pravokotniku A. Podobno predstavlja vrednost 2 vsoto pik v pravokotnikih A in B, 
vrednost 3 vsoto pik v pravokotnikih A in C, ter vrednost 4 vsoto pik v pravokotnikih 
A, B, C in D. Svetlost pravokotnika D izračunamo tako, da od vsote vrednosti 1 in 4 
odštejemo vsoto vrednosti 2 in 3.  
1 2
3 4
A B
C D
 
Slika 13. Izračun svetlosti pravokotnika D z integralno sliko in štirimi 
vrednostmi pik. 
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Za izračun značilk, kar pomeni razliko svetlosti sosednjih pravokotnikov, 
potrebujemo z uporabo integralne slike zelo malo vrednosti; za značilke z dvema 
sosednjima pravokotnikoma potrebujemo šest vrednosti (2 ogljišči obeh 
pravokotnikov sta skupni), za značilke s tremi pravokotniki potrebujemo osem 
vrednosti itd.  
4.1.2 Podrobnejši opis poteka detekcije obrazov v knjižnici OpenCV 
Podrobnejši opis poteka detekcije bo služil kot dobro ogrodje za intuitivne 
izboljšave poteka detekcije na vgrajenem sistemu.  
Ker je interesno področje zaznavanja obrazov na video slikah od najmanjših 
možnih do največjih, moramo področje detekcije po vsakem pregledu celotne slike 
povečati na naslednjo večjo vrednost. Ta postopek ponavljamo vse do največje izbrane 
vrednosti. Spodnji primer prikazuje prvo tabelo (Tabela 1) z imeni parametrov in 
njihovih vrednosti, ter drugo tabelo (Tabela 2) s preračunanimi vrednostmi velikosti 
področij. Za detekcijo se uporabijo samo tiste preračunane velikosti področij detekcije, 
ki izpolnjujejo vse tri pogoje (C1, C2 in C3) v drugi tabeli, glede na podane parametre 
v prvi tabeli. S tem se omeji najmanjše in največje možno področje detekcije in s tem 
najmanjši in največji možen zaznan obraz. Predvsem izbira parametra 
HDO_SCAN_WIN_MIN_SIZE in s tem najmanjšega možnega scan okna bistveno 
vpliva na hitrost in natančnost detekcije. Za prehod manjšega okna čez celo sliko je 
potrebno več časa, čeprav pri tem najdemo manjše obraze in obratno. 
Pomen PARAMETRA Ime PARAMETRA (angl.) VREDNOST 
Širina slike Image width (IMG_W) 400 px 
Višina slike Image height (IMG_H) 300 px 
Faktor povečave HDO_SCALE_FACTOR 1.40 
Najmanjša velikost HDO_SCAN_WIN_MIN_SIZE 80 px 
Mejna vrednost 
(koordinata X) 
HDO_SCAN_WIN_X_GUARD 50 px 
Mejna vrednost 
(koordinata Y) 
HDO_SCAN_WIN_Y_GUARD 50 px 
Začetna velikost Start scan win size (START_SIZE) 20 px 
Tabela 1: Parametri za izračun dimenzij področja zaznavanja obrazov. 
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 fFactorn+1 = fFactorn * 
HDO_SCALE_FACTOR 1 1,40 1,96 2,74 3,84 5,38 7,53 10,54 14,76 
 scan win size = START_SIZE 
* fFactor 20 28 39 55 77 108 151 211 295 
C1 scan win size > 
HDO_SCAN_WIN_MIN_SIZE           Y Y Y Y 
C2 scan win size < IMG_W - 
HDO_SCAN_WIN_X_GUARD Y Y Y Y Y Y Y Y Y 
C3 scan win size < IMG_H - 
HDO_SCAN_WIN_Y_GUARD Y Y Y Y Y Y Y Y   
Tabela 2: Izračunane vrednosti dimenzij področij zaznavanja obrazov [25]. 
Spodnja slika (Slika 14) prikazuje primer, kako vrednosti parametrov in 
preračunanih vrednosti vplivajo na velikost področja zaznavanja obrazov.  
 
Slika 14. Primer povečevanja področja zaznavanja obrazov od najmanjše do 
največje velikosti glede na podane podatke v tabelah [25]. 
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Okno področja 
detekcije 
Pravokotnik 1. značilke 
v področju detekcije 
Pravokotnik 2. značilke 
v področju detekcije 
 velikost pozicija velikost pozicija velikost 
Faktor 
povečave 
fFactor W H X0 Y0 W0 H0 X1 Y1 W1 H1 
1,00 20 20 3 7 14 4 3 9 14 2 
1,40 28 28 4 10 20 6 4 13 20 3 
1,96 39 39 6 14 27 8 6 18 27 4 
2,74 55 55 8 19 38 11 8 25 38 5 
3,84 77 77 12 27 54 15 12 35 54 8 
5,38 108 108 16 38 75 22 16 48 75 11 
7,53 151 151 23 53 105 30 23 68 105 15 
10,54 211 211 32 74 148 42 32 95 148 21 
14,76 295 295 44 103 207 59 44 133 207 30 
Tabela 3: Spremenjene pozicije in velikosti pravokotnikov v klasifikatorjih 
značilk glede na spremenjene velikosti področij zaznavanja obrazov. 
Zgornja tabela (Tabela 3) prikazuje, kako povečevanje velikosti področja 
zaznavanja obrazov vpliva na spremenjene pozicije in velikosti pravokotnikov v 
klasifikatorjih značilk.  
Spodnje besedilo prikazuje izračun novih vrednosti velikosti področja zaznavanja 
obrazov:  
// calculate scaled feature rectangles according to factor for this 
scan window size 
CvRect rectMF; // rectangle for original features 
CvRect rectHF; // rectangle for scaled features 
 
// adjust feature rectangle position 
rectHF.x = CI_FP2INT(CI_INT2FP( rectMF.x ) * fFactor ); 
rectHF.y = CI_FP2INT(CI_INT2FP( rectMF.y ) * fFactor ); 
// scale up feature rectangle dimensions 
rectHF.width  = CI_FP2INT(CI_INT2FP( rectMF.width )  * fFactor ); 
rectHF.height = CI_FP2INT(CI_INT2FP( rectMF.height ) * fFactor ); 
// CI_FP2INT – custom instrucion, float to int conversion 
// CI_INT2FP – custom instrucion, int to float conversion 
 
Naslednja slika (Slika 15) prikazuje izgled povečanega področja zaznavanja in 
spremenjene pozicije ter povečanih pravokotnikov značilk klasifikatorja.  
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Slika 15. Primer povečevanja področja zaznavanja obrazov in pozicije ter 
velikosti pravokotnikov značilk klasifikatorja [25]. 
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Tudi pomik področja zaznavanja obraza v horizontalni (v smeri X na tabelah in 
slikah) in vertikalni (v smeri Y na tabelah in slikah) smeri je odvisen začetne vrednosti 
pomika in istega faktorja, kot pri povečavi področja zaznavanja obrazov. Primer je 
prikazan v spodnjih tabelah (Tabela 4 in Tabela 5) in spodnji sliki (Slika 16).  
Pomen PARAMETRA Ime PARAMETRA (angl.) VREDNOST 
Širina slike Image width (IMG_W) 400 px 
Višina slike Image height (IMG_H) 300 px 
Faktor povečave HDO_SCALE_FACTOR 1.40 
Najmanjša velikost HDO_SCAN_WIN_MIN_SIZE 80 px 
Mejna vrednost 
(koordinata X) 
HDO_SCAN_WIN_X_GUARD 50 px 
Mejna vrednost 
(koordinata Y) 
HDO_SCAN_WIN_Y_GUARD 50 px 
Začetna velikost Start scan win size (START_SIZE) 20 px 
Začetni korak HDO_INITIAL_YSTEP 8 px 
Tabela 4: Parametri za določitev premika področja zaznavanja. 
HDO_INITIAL_YSTEP 8 8 8 
fFactor 5,38 7,53 10,54 
ROUND (fFactor) 5 8 11 
iXstep =iYstep = MAX(HDO_INITIAL_YSTEP, ROUND(fFactor)) 8 8 11 
Tabela 5: Izračunan korak premika področja zaznavanja v horizontalni in 
vertikalni smeri [25]. 
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Slika 16. Premikanje področja zaznavanja glede na izračunan korak [25]. 
Prav na vsaki poziciji na sliki, kamor se premakne področje zaznavanja glede na 
zgoraj omenjene parametre in izračune, se začne izvajati postopek zaznavanje obrazov. 
Najprej se izračunajo vrednosti glede na prvo podmnožico značilk. Če obstaja 
verjetnost obraza na tem področju, potem se zaznavanje nadaljuje z naslednjim 
klasifikatorjem, drugače pa se zaznavanje na tem področju pri tej velikosti zaključi. 
Primer izračuna s pripadajočimi vrednostmi je prikazan na spodnji sliki (Slika 17), sam 
izračun pa se izvede s klicem funkcije »cvRunAvrMemHaarClassifierCascade«.  
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Slika 17. Zaznavanje obraza na izbranem delu slike [25]. 
Za hitrejši izračun povprečne vrednosti sivine znotraj izbranega pravokotnika, se 
uporabljajo vrednosti integralne slike, kar smo omenili že v prejšnjem poglavju. 
Število operacij potrebnih za izračun integralne slike je razvidno na naslednji sliki 
(Slika 18). Kljub velikemu zmanjšanju števila branj iz pomnilnika, lahko sklepamo, 
da bo število branj posameznih podatkov iz pomnilnika predstavljalo eno od možnosti 
izboljšav.  
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Slika 18. Integralna slika, računanje povprečne vsote sivine in število potrebnih 
operacij. 
Originalna struktura celotnega nabora značilk je namenjena originalni sliki pri 
najmanjši predvideni velikosti področja zaznavanja obrazov (20 x 20 slikovnih pik v 
našem primeru). Zaradi uporabe dodatne integralne slike in zaradi povečevanja 
področja zaznave obrazov, se za učinkovito računanje iz originalnega nabora značilk 
kreira novi skriti nabor značilk. Novi skriti nabor značilk ni več opisan z absolutno 
pozicijo in velikostjo značilk in pravokotnikov, temveč je določen s kazalci na oglišča 
pravokotnikov, ki so že primerno povečana, njihova lokacija pa je prirejena na 
integralno sliko, kot je prikazano na naslednji sliki (Slika 19).  
 
Slika 19. Struktura za zapis značilk v osnovnem in skritem naboru [25]. 
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Na naslednji sliki (Slika 20) je prikazan postopek prirejanja novih vrednosti glede 
na osnovno in integralno sliko. Vsi ti kazalci se preračunajo vsakič pred izvajanjem 
zaznavanja celotne slike z določeno velikostjo področja zaznavanja.  
 
Slika 20. Struktura za zapis značilk v osnovnem in skritem naboru. 
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Slika 21. Potek zaznavanja v originalnem in optimiziranem postopku. 
Zgornja slika (Slika 21) prikazuje intuitiven pristop k optimizaciji izvajanja 
knjižnice OpenCV v vgrajenem sistemu.  
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4.1.3 Prilagoditev struktur pri detekciji obrazov za vgrajeni sistem 
Če hočemo podatkovne strukture uporabljati v vgrajenem sistemu na učinkovit 
način, jih moramo za ta namen prilagoditi. Celoten nabor značilk za detekcijo obrazov 
smo prilagodili v strnjeno obliko primernejšo za vgrajeni sistem, tako kot to prikazuje 
naslednja  slika (Slika 22).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 22. Primer urejene strukture nabora značilk za vgrajeni sistem s 3 
stopnjami in 10 klasifikatorji [25]. 
4.2 Pregled nekaterih možnih optimizacij vgrajenega sistema 
Implementacija OpenCV knjižnice za posamezno aplikacijo praviloma zahteva 
dodatne prilagoditve in optimizacije programske in/ali strojne opreme z namenom 
hitrejšega izvajanja procesiranja slike, manjše porabe energije, cenejšega končnega 
produkta itd. 
CvAvrMemHaarStageClassifier
*pClassifier
iNumOfClassifiers = 2
...
CvAvrMemHaarClassifierCascade
*pStageClassifier;
iNumOfStages = 3;
iNumOfAllClassifiers = 10;
...
CvAvrMemHaarStageClassifier
*pClassifier
iNumOfClassifiers = 3
...
CvAvrMemHaarStageClassifier
*pClassifier
iNumOfClassifiers = 5
...
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarClassifier
CvAvrMemHaarStageClassifier
float fStageThreshold;
int iNumOfClassifiers;
int iTwoRects;
CvAvrMemHaarClassifier* pClassifier;
CvAvrMemHaarClassifierCascade
    CvAvrMemHaarStageClassifier *pStageClassifier;
    int  iNumOfStages;
    int  iNumOfAllClassifiers;
    int  iMemDataSize; 
    int  iFlags;
    CvSize sizeOrigWindow;
    char szName[32];
CvAvrMemHaarClassifier
CvAvrMemHaarFeature tMemFeature;
float fThreshold;
float fLeftVal;
float fRightVal;
CvAvrMemHaarFeature
 struct {
    CvRect r;
    float fWeight;
}rect[CV_HAAR_FEATURE_MAX];
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Primeri optimizacij programske opreme so: prilagoditev računskih algoritmov iz 
računanja s plavajočo vejico na računanje s fiksno vejico [1, 2] ali s celimi števili 
(odvisno od izbranega mikroprocesorja), vnaprej izračunane tabelirane vrednosti 
koraka in velikostnega okna pričakovanega predmeta, uporaba algoritmov za detekcijo 
premikov z namenom zmanjševanja interesnega področja na sliki, uporaba algoritmov 
z barvnimi značilkami z namenom zmanjševanja interesnega področja na sliki itd.  
Primeri optimizacije strojne opreme so: paralelno procesiranje z večnitenjem pri 
več-jedrnem mikroprocesorju [3], uporaba hitrega prvonivojskega predpomnilnika L1 
[4], ki se nahaja med mikroprocesor-jem in notranjim sistemskim vodilom in/ali 
drugonivojskega L2, ki se nahaja pred zunanjim SDRAM pomnilnikom, uporaba 
procesorske enote za računanje s plavajočo vejico (angl. Floating-Point Unit, FPU), 
uporaba procesorske enote za izvajanje specifičnih ukazov za digitalno obdelavo 
signalov  (enota DSP) itd.  
Možnosti optimizacij programske in strojne opreme so močno, vendar ne izključno, 
odvisne od aplikacije oz. natančneje od izbrane strojne opreme. Pregled v tem poglavju 
je povzet po [24]. 
4.3 Potek izvajanja funkcij OpenCV knjižnice in opis 
pomembnejših funkcij 
Na spodnji sliki (Slika 23) je prikazan potek izvajanja knjižnice OpenCV pri 
zaznavanju obrazov. Na sliki so opisane bistvene funkcije, nekatere izmed njih pa so 
spodaj tudi podrobneje razložene.  
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Slika 23. Potek izvajanja knjižnice OpenCV in bistvene funkcije. 
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4.3.1 cvAdjustAvrMemHaarClassifierCascade 
Funkcija pripravi vrednosti kazalcev *pStageClassifier in *pClassifier, ki kažejo na 
lokacije skritega nabora značilk v pomnilniku. Te lokacije so odvisne od operacijskega 
sistema za razliko od vgrajenega sistema, kjer so lahko vedno na enakem mestu.  
Ker v vgrajenem sistemu kaskada in integralna slika ne bodo na isti lokaciji, kot je 
pri izvajanju knjižnice na osebnem računalniku, je potrebno vrednosti kazalcev 
popravit glede na njihove dejanske pozicije v vgrajenem sistemu.  
4.3.2 cvInitAvrMemHaarDetector 
Funkcija poskrbi za inicializacijo vseh struktur, potrebnih pri zaznavanju.  
4.3.3 cvAvrMemHaarDetectObjects 
Glavna funkcija za detekcijo obrazov na sliki. Funkcija izvaja naslednje operacije:  
 kliče izračun integralne slike 
 izbere faktor in njemu pripadajočo skrit nabor značilk 
 premika pozicijo področja zaznave po sliki in vsakič kliče zaznavanje  
4.3.4 cvAvrIntegral 
Funkcija izračuna integralno sliko osnovne črno-bele slike. Poleg tega izračuna še 
integralno sliko kvadratnih vrednosti slikovnih pik osnovne črno-bele slike. Izvede se 
za vsako osnovno sliko posebej. 
4.3.5 cvRunAvrMemHaarClassifierCascade 
Funkcija izvaja zaznavanje obrazov na trenutni poziciji in znotraj trenutne velikosti 
izbranega področja.  
4.3.6 groupAvrRectsSeq 
Funkcija združuje rezultate iz funkcije cvAvrMemHaarDetectObjects glede na 
vrednost parametra _iMinNeighbours. 
4.4 Profiliranje izvajanja funkcij OpenCV knjižnice 
Za namen analiziranja izvajanja detekcije obrazov in možne optimizacije 
sistema moramo pridobiti informacijo o profilu izvajanje programske kode. V spodnjih 
dveh tabelah (Tabela 6 in Tabela 7) je prikazan profil detekcije obrazov z našim FPGA 
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sistemom brez optimizacij. Čas izvajanja zanke detekcije obrazov je dobrih 652 
sekund, pri čemer je velikost slike 800 x 600 pik z enim obrazom.  
Zanimiva je primerjava s profilom detekcije obraza, ki se izvaja na osebnem 
računalniku, ki jo navajajo v [4]. Velikost slike je skoraj enaka naši (720 x 576 
slikovnih pik) in je vsebovala prav tako en obraz. Osebni računalnik ima procesor 
Pentium 4 z interno frekvenco 3,2 GHz, 1Gbyte DDR SDRAM pomnilnika in seveda 
pripadajoče hitre predpomnilke. V obeh primerih je prevajalnik programske kode 
GNU GCC. Čas izvajanja zanke detekcije na osebnem računalniku je približno 2 
sekundi, pri čemer je potrebno navesti, da je bila uporabljena nastavitev prevajalnika 
programske kode na največjo hitrost.  
Z analizo profila izvajanja detekcije obrazov v našem sistemu v FPGA vezju 
vidimo, da je računsko najintenzivnejša funkcija z imenom 
»cvRunAvrHaarClassifierCascade«, ki se izvede skoraj 800 tisočkrat. Računske 
operacije se izvajajo s plavajočo vejico, pri čemer je naš sistem zasnovan na tipu celih 
števil. Tudi to je razlog, da imajo veliko računsko zahtevnost funkcije, ki se 
uporabljajo za računanje s števili s plavajočo vejico, ter veliko število klicev funkcij 
za pretvorbo med tipi števil. 
Pri profiliranju izvajanja knjižnice OpenCV moramo upoštevati dejstvo, da so 
vso dostopi do pomnilnikov zajeti v čas izvajanja funkcij. Iz tega sklepamo, da 
moramo dostope optimizirati ločeno, ne glede na analizo profiliranja izvajanja 
knjižnice.  
Profiliranje izvajanja funkcij je povzeto po [24].  
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Tabela 6: Celotni profil izvajanja detekcije obrazov s Haarovimi značilkami na 
izbranem FPGA sistemu brez optimizacij. 
self + 
children   self   children  self  self   total 
% time  % time seconds seconds    calls s/call s/call  name (hierarchical) 
99.1 0 729.44 0 1 0 729.44 alt_main
7.12 0 52.38 0 3 0 52.38 -> alt_io_redirect
7.12 0 52.38 0 3 0 17.46     -> alt_open_fd
7.12 0 52.38 0 3 0 17.46         -> open
7.12 7.12 0 52.38 3 17.46 17.46             -> alt_file_locked
92 0 676.94 0 1 0 676.94 -> main
0.2 0.2 0 1.69 2/9 0.85 0.85     -> delay(int)
1.6 0 11.75 0 1 0 11.75     -> bsp_camera_init()
0.9 0.89 0.03 6.53 2 3.26 3.28         -> send_camera_init_sequence(int*, int)
0.7 0.7 0 5.08 6/9 0.85 0.85         -> delay(int)
0.1 0 0.85 0 1 0 0.85     -> bsp_camera_grab_pic()
0.1 0.1 0 0.85 1/9 0.85 0.85         -> delay(int)
0.1 0.09 0 0.65 1 0.65 0.65     -> cvAdjustAvrHaarClassifierCascade
89.9 1.35 651.84 9.91 1 9.91 661.75     -> cvAvrHaarDetectObjects
0.6 0 4.12 0 2 0 2.06         -> cvIntegral
0.6 0.56 0.01 4.11 2 2.06 2.06             -> icvIntegralImage_8u32s_C1R
1.2 0.65 4.35 4.76 29 0.16 0.31         -> cvSetImagesForAvrHaarClassifierCascade
6.52 47.99 57918586 0 0             -> __floatsisf
0.26 1.93 2333969 0 0             -> cvRound(float)
0.05 0.05 0 0.38 134328 0 0             -> memcpy
83.1 50.02 368.13 795124 0 0         -> cvRunAvrHaarClassifierCascade
6.52 47.99 57918586 0 0             -> __floatsisf
4.25 31.3 25783234 0 0             -> __ltsf2
0.17 1.29 782615 0 0             -> sqrt
0.28 2.1 1532880 0 0             -> __gtsf2
0.16 1.18 782673 0 0             -> __extendsfdf2
0.15 1.11 795124 0 0             -> __gesf2
0.13 0.95 782615 0 0             -> __truncdfsf2
0.92 6.73 1 6.73 12.84         -> cvCanny
0.26 1.93 2333969 0 0         -> cvRound(float)
9.98 73.41 58701201 0 0  __pack_f
6.52 47.99 57918586 0 0  __floatsisf
4.92 36.2 59339134 0 0  __unpack_f
4.25 31.3 25783234 0 0  __ltsf2
4.12 30.34 28111246 0 0  __fpcmp_parts_f
1.41 10.36 782615 0 0  __ieee754_sqrt
1.04 7.62 9 0.85 0.85  delay(int)
0.89 6.53 2 3.26 3.28  send_camera_init_sequence(int*, int)
0.85 6.27                       __lesf2
0.64 4.7 5476134 0 0  __unpack_d
0.63 4.62 2333969 0 0  __fixsfsi
0.55 4.06 2345990 0 0  __fpcmp_parts_d
0.35 2.55 2333969 0 0  roundf
0.33 2.41 783563 0 0  __pack_d
0.3 2.18 1200 0 0  icvFilterRowSymm_8u32s(unsigned char const*, int*)
0.28 2.1 1532880 0 0  __gtsf2
0.28 2.09 150 0.01 0.01  icvFilterColSymm_32s16s(int const**, short*, int, int)
0.26 1.93 2333969 0 0         -> cvRound(float)
0.19 1.42 150 0.01 0.02  CvBaseImageFilter::fill_cyclic_buffer
0.16 1.18 782673 0 0  __extendsfdf2
0.14 1 795128 0 0  cvPoint(int, int)
0.11 0.81 782673 0 0  __ltdf2
0.11 0.78 781594 0 0  __gedf2
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Tabela 7: Profil izvajanja časovno zahtevnejših funkcij detekcije obrazov s 
Haarovimi značilkami na izbranem FPGA sistemu brez optimizacij. 
4.5 Predlagane spremembe in izboljšave 
Na podlagi rezultatov profiliranje detekcije obrazov na našem sistemu, smo naredili 
naslednje optimizacije sistema. 
4.5.1 Podatkovni tip 
Sprememba tipa vrednosti posameznih pik integralne slike v pomnilniku iz 
celoštevilčnega v tip s plavajočo vejico. S tem smo  posledično povečali računsko 
zahtevnost izračuna integralne slike z dodatno pretvorbo med tipi števil, vendar smo 
to rešili z optimizacijo navedeno pri 4.5.6. 
4.5.2 Standardni ukazi po meri 
Uporaba ukazov po meri, ki so standardno na voljo za računske operacije s števili 
s plavajočo vejico: add, sub, div in mul.  
4.5.3 Nestandardni ukazi po meri  
Uporaba ukazov po meri, ki niso standardno na voljo za računske operacije s 
števili s plavajočo vejico: primerjave (<, <=, >, >=), pretvorbe med tipi (int -> 
float, foat -> int) in kvadratni koren.  
Function name
total 
time [%]
funct.itself 
time [%]
child.funct. 
time [s]
funct.itself 
time [s]
number of 
calls
    -> cvAdjustAvrHaarClassifierCascade 0.11 0.10 0 0.65 1
    -> cvAvrHaarDetectObjects 99.89 1.50 651.84 9.91 1
        -> cvIntegralImage 0.67 0.00 4.12 0 2
        -> cvSetImagesForAvrHaarClassifierCascade 1.33 0.72 4.35 4.76 29
        -> cvCanny 1.89 1.02 6.11 6.73 1
        -> cvRunAvrHaarClassifierCascade 92.33 55.58 243.72 368.13 795124
            -> __pack_f 11.09 0 73.41 58701201
            -> __floatsisf 7.24 72.43 47.99 57918586
            -> __unpack_f 5.47 0 36.2 59339134
            -> __ltsf2 4.72 59.28 31.3 25783234
            -> __fpcmp_parts_f 4.58 0 30.34 28111246
            -> __ieee754_sqrt 2.56 0 17.17 782615
            -> cvRound(float) 1.56 0 10.53 2333969
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4.5.4 Standardni hitri predpomnilnik 
Uporaba standardnega hitrega predpom-nilnika za ukazno in podatkovno vodilo, 
tako kot so to izvedli v [4].  
4.5.5 Uporaba SRAM podatkovnega pomnilnika 
Uporaba zunanjega SRAM pomnilnika za integralno sliko, kjer imamo enako 
hiter dostopni čas do posameznega podatka ne glede na skupno dolžino prebranih 
podatkov; učinek je podoben, kot bi imeli celo integralno sliko v hitrem 
drugonivojskem prepomnilniku.  
4.5.6 Izračun integralne slike v FPGA vezju 
Izračun integralne slike v FPGA vezju še predno se le ta vpiše v izbrani 
pomnilnik; vključuje tudi dodatno pretvorbo iz celoštevilskega tipa v tip s plavajočo 
vejico. 
4.5.7 Pred-izračun skritega nabora značilk 
Izračun velikosti oken značilk (t.i. skriti nabor značilk) pred vsako spremembo 
velikosti interesnega področja za detekcijo obraza se s spremembo algoritma izvede le 
enkrat na začetku, saj se v našem primeru velikost slike in drugi parametri algoritma, 
ki vplivajo na omenjeni izračun, med delovanjem ne spreminjajo. 
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5 Sklep 
5.1 Pohitritev detekcije obrazov z dodatnimi optimizacijami 
Izvedene optimizacije opisane pod 6.a, 6.b in 6.c so bile direktno razvidne iz 
profiliranja izvajanja detekcije obrazov. Samo optimizacija 6.a je pomenila 30% 
hitrejše izvajanje detekcije obrazov. Optimizacija z uporabo števil tipa s fiksno vejico 
in najmanjšim korakom, kot so izvedli v [10], vnese opazno večjo napako detekcije v 
primerjavi z navedeno tudi če korak povečamo za 10%.  
Optimizaciji opisani pod 6.f in 6.g ne predstavljata velike pohitritve izvajanja, 
vendar sta bili obe na svoj način smiselni; prva je bila smiselna z uporabo FPGA vezja, 
kjer je signalno porcesiranje v cevovodu zelo učinkovito, druga je bila smiselna za 
namen naše aplikacije, kjer se razen vsebine slike s kamere ostali parametri ne 
spreminjajo.  
Optimizacija opisana pod 6.d je zelo smiselna, saj je dostop do podatkov pri 
cenovno ugodnem SDRAM pomnilniku časovno potraten. Ta optimizacija je pomenila 
približno 10% hitrejše izvajanje kode, pri čemer je imel večji vpliv hitri predpomnilnik 
za ukaze, kjer je branje ukazov linearnejše v primerjavi z branji podatkov za značilke.  
Zelo zanimiva je bila optimizacija opisana pod 6.e, s katero smo dosegli štirikrat 
hitrejše izvajanje detekcije obrazov kot običajno. S to optimizacijo smo dosegli dva 
pozitivna učinka in sicer ločen pomnilnik za ukaze in podatke, ter hitrejši dostop do 
posameznih podatkov kot pri branju iz SDRAM pomnilnika.  
Z vsemi optimizacijami nam je uspelo doseči izvajanje detekcije obrazov na sliki 
800 x 600 slikovnih pik z enim obrazom v približno 2 sekundah. S tem smo pokazali, 
da je lahko tudi mikroprocesorski digitalni sistem implementiran v FPGA vezju z zelo 
nizko frekvenco 48 MHz zelo učinkovit.  
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5.2 Kako naprej 
Pri tem je pomembno omeniti, da je optimizacija, ki vključuje uporabo podatkovnega 
SRAM pomnilnika, cenovno draga in zato težko sprejemljiva. To nameravamo rešiti 
v prihodnosti s posebno izvedbo hitrega predpomnilnika za branje podatkov, ki bi bil 
prilagojen zahtevam algoritma; to je pred branje podatkov, ki ustrezajo obliki in 
velikosti interesnega področja detekcije obrazov, namesto linearnega pred branja. Za 
učinkovito izvedbo z vsemi parametri bi bilo zelo primerno modeliranje v 
matematičnem okolju kot je Matlab, nenazadnje tudi za učinkovito izboljšanje 
detekcije nagnjenih obrazov, kjer so Haarove značilke ali integralna slika rotirani [7-
10]. 
Dodatno pohitritev bi lahko izvedli na način, kot ga opisujejo v delu [23]. Z razvojem 
tehnologije in cenovno dostopnejših FPGA vezij, ki so večja in zmogljivejša, bi lahko 
implementirali predlagane rešitve in še zmeraj obdržali cenovno dostopen izdelek.  
 
 41 
Literatura 
[1] R. Avsec, P. Peer, OpenCV in iPhone: detekcija obrazov v realnem času, 
zbornik konference ROSUS 2010, str. 131-138, Maribor, april 2010 
[2] S. Kislov, »Fixing the OpenCV's implementation of Viola-Jones algorithm«, 
http://www.computer-vision-software.com/blog/2009/04/fixing-opencv/, 
Rhonda Software, 2009 
[3] M. Jerot, Hitro zaznavanje obrazov s knjižnico OpenCV, diplomsko delo, 
FERI, Maribor, september 2011 
[4] A. Bigdeli, C. Sim, M. B. Abhari, B. C. Lovell, »Face Detection on Embedded 
Systems«, ICESS,  Lecture Notes in Computer Science, str. 295-308, Springer, 
2007 
[5] P. Viola, M. Jones, »Rapid Object Detection using a Boosted Cascade of 
Simple Features«, Conference on Computer Vision and Pattern Recognition, 
volume 1, str.511-518, 2001 
[6] P. Viola, M. Jones, »Fast Multi-view Face Detection«, Technical Report 
TR2003-96, Mitsubishi Electric Research Laboratories, August 2003 
[7] C. Messom, A. Barczak, »Fast and Efficient Haar-like Features using Rotated 
Integral Images«, Australian Conference on Robotics and Automation, 
ACRA2006, str. 1–6, 2006 
[8] A. L. C. Barczak, M. J. Johnson, C. H. Messom, »Real-time Computation of 
Haar-like features at generic angles for detection algorithms«, Res. Lett. Inf. 
Math. Sci., 2006, Vol.9, str. 98-111, New Zealand, 2006 
[9] A. L. C. Barczak, »Toward an Efficient Implementation of a Rotation Invariant 
Detector Using Haar-like Features«, Proceedings of the IVCNZ'05, str. 31-36, 
Dunedin, New Zealand, 2005 
42 Sklep 
 
[10] R. Lienhart, J. Maydt, »An Extended Set of Haar-like Features for Rapid 
Object Detection«, Intel Labs, Intel Corporation, Santa Clara, USA, 2002 
[11] Wikipedia, »Computer vision«, 
https://en.wikipedia.org/wiki/Computer_vision, julij 2016 
[12] Wikipedia, »OpenCV«, https://en.wikipedia.org/wiki/OpenCV, julij 2016 
[13] Itseez, »OpenCV«, http://opencv.org/, julij 2016 
[14] Wikipedia, »Active pixel senzor«, 
https://en.wikipedia.org/wiki/Active_pixel_sensor, julij 2016 
[15] Wikipedia, »Charge-coupled device«, https://en.wikipedia.org/wiki/Charge-
coupled_device, julij 2016 
[16] Wikipedia, »Embedded system«, 
https://en.wikipedia.org/wiki/Embedded_system, julij 2016 
[17] Wikipedia, »Reduced instruction set computing«, 
https://en.wikipedia.org/wiki/Reduced_instruction_set_computing, julij 2016 
[18] Wikipedia, »System on a chip (SoC)«, 
https://en.wikipedia.org/wiki/System_on_a_chip, julij 2016 
[19] Wikipedia, »Adaboost«, https://en.wikipedia.org/wiki/AdaBoost, julij 2016 
[20] Itseez, »Boosting«, http://docs.opencv.org/2.4/modules/ml/doc/boosting.html, 
julij 2016 
[21] B. Špringar, Pohitritev postopka za lokaliziranje obrazov iz knjižnice OpenCV 
na operacijskem sistemu Android, diplomsko delo, FERI, Maribor, januar 2015 
[22] M. Gaberšek, Razvoj aplikacije računalniškega vida za mobilni telefon iphone, 
diplomsko delo, FERI, Maribor, maj 2010 
[23] B. Brousseau, J. Rose, »An Energy-Efﬁcient, Fast FPGA Hardware 
Architecture for OpenCV-Compatible Object Detection«, International 
Conference on Field-Programmable Technology (FPT), str. 166-173, 
december 2012 
[24] T. Markovič, D. Slavinec, A. Trost, Optimizacija mikroprocesorskega sistema 
za detekcijo obrazov na osnovi knjižnice OpenCV, 24. mednarodna 
elektrotehniška in računalniška konferenca, ERK 2015, str. 23-26, september 
2015 
Sklep 43 
 
[25] D. Slavinec, Izboljšava kode OpenCV, AGB Lab d.o.o. (Nielsen Lab d.o.o.), 
interno gradivo, januar 2010 
[26] G. Bradski, A. Kaehler, »Learning OpenCV«, O'Rielly Media Inc., California, 
ZDA, prva izdaja, september 2008 
[27] Wikipedia, »Nios II«, https://en.wikipedia.org/wiki/Nios_II, julij 2016 
[28] Wikipedia, »Openrisc 1200«, https://en.wikipedia.org/wiki/OpenRISC_1200, 
julij 2016 
[29] Wikipedia, »ARM9«, https://en.wikipedia.org/wiki/ARM9, julij 2016 
 
 44 
 
