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Abstract
In this note, we are concerned with the weighted W2,p estimate for the Gellerstedt equation, which is
degenerate on the boundary ∂R2+. Based on the estimates of the generalized Airy functions and Mihlin’s
multiplier theorem, we establish a weighted W2,p a priori estimate.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Gellerstedt equation; Generalized Airy function; Mihlin’s multiplier theorem
1. Introduction
In this note, we consider the following Gellerstedt equation [7] with the Dirichlet boundary
value problem in the upper half-space{
∂2yu+ yn∂2xu = f in R2+,
u(0, x) = φ(x) on ∂R2+,
(1)
where n ∈ N, R2+ = {(y, x): y > 0, x ∈ R}, f ∈ C∞0 (R2+) and φ ∈ C∞0 (R). When n = 1 and
(y, x) ∈ R × R, Eq. (1) is the classical Tricomi equation, which is mixed type and describes
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N. Xu, H. Yin / J. Math. Anal. Appl. 332 (2007) 1148–1164 1149the transition of gas from subsonic flow (elliptic region) to supersonic flow (hyperbolic region).
In [17], one can find more physical backgrounds and applications of Tricomi equation. The exis-
tence and regularity of weak solution to Tricomi equation has been extensively studied by many
authors (one can see [1–4,12–18,23] and the references therein). For the slightly generalized
Tricomi-type equation (1) in a bounded smooth convex domain of R2+ with the C2,α-regular
(0 < α < 1) Dirichlet boundary value, the existence of a classical C2,α-solution can be derived
from Theorem 12.7 and the remarks (1) concerning the bounded slope condition of [8, p. 310]
(namely, one can treat the unknown function v(y, x) ≡ u(y, x) − φ(x) instead of u(y, x) in
Eq. (1)). The purposes of our paper are to establish the weighted W 2,p estimate as well as ob-
serve the influences of degeneracy degree on the regularity of the solution to Eq. (1) in the elliptic
domain which degenerates on the boundary ∂R2+. Following the presentations in [10] and [11],
we suppose that u ∈ C∞0 (R2+) and suppu ⊂ {(y, x): 0 y <M, x ∈ R} in (1). The main result
in this note is
Theorem A. Under the above assumptions, then, for 1 < p < +∞, there is a positive con-
stant CM,p independent of u such that∥∥∂2yu∥∥Lp(R2+) + ∥∥y n2 ∂2xyu∥∥Lp(R2+) + ∥∥yn∂2xu∥∥Lp(R2+)
CM,p
(‖f ‖Lp(R2+) + ‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
)
,
here Bspp(R) represents the Besov space.
Remark 1. Theorem A extends the result on the Tricomi equation in [11] to the Gellerstedt
equation.
Remark 2. If p = 2 in Theorem A, then it follows from the embedding theorem in [6] and
B
3
n+2
22 (R) ⊂ H 1(R) for n 1 that
‖∂yu‖
L
2n+8
n (R2+)
 CM
(∥∥∂2yu∥∥L2(R2+) + ∥∥y n2 ∂2xyu∥∥L2(R2+)) CM(‖f ‖L2(R2+) + ‖φ′‖L2(R)).
This is an interesting result. Indeed, for the 2-d Laplacian equation ∂2yu + ∂2xu = f with
u(0, x) = φ(x), if f ∈ L2(R2+) and u ∈ C∞0 (R2+), in general, we can only obtain the following
estimate:
‖∂yu‖L4(R2+)  C‖∂yu‖H 120 (R2+)
C
(‖f ‖L2(R2+) + ‖φ′‖L2(R)).
Thus, for 1 n 3, ∂yu of Eq. (1) has more Lp(R2+) regularities than that of the 2-d Lapla-
cian equation.
Remark 3. By the minor modifications, we can extend the result in Theorem A to the multidi-
mensional Gellerstedt equation, namely, if u ∈ C∞0 (Rd+1+ ) satisfies{
∂2yu+ ynxu = f in Rd+1+ ,
u(0, x) = φ(x) on ∂Rd+1,+
1150 N. Xu, H. Yin / J. Math. Anal. Appl. 332 (2007) 1148–1164where x =∑dj=1 ∂2xj is the Laplace operator, (n, d) ∈ N×N, Rd+1+ = {(y, x): y > 0, x ∈ Rd},
f ∈ C∞0 (Rd+1+ ) and φ ∈ C∞0 (Rd). Then there is a positive constant CM,p independent of u such
that ∥∥∂2yu∥∥Lp(Rd+1+ )+∥∥y n2 ∇x∂yu∥∥Lp(Rd+1+ ) + ∥∥ynxu∥∥Lp(Rd+1+ )
 CM,p
(‖f ‖
Lp(Rd+1+ )
+ ‖φ‖
B
4
n+2 − 2(n+2)p
pp (R
d )
)
.
To prove Theorem A, as in [11], we will analyze the singular integral operator which is related
to the corresponding homogeneous equation of (1) and apply for the Mihlin’s multiplier theorem
to derive the weighted W 2,p-estimate. However, the resulted singular integral operator in our
note involves the generalized Airy functions, then it is needed for us to give a more complicated
computation than that in [11]. The rest of the paper is organized as follows. In Sections 2 and 3,
we will give some useful estimates and results on the generalized Airy functions and singular
integral operators respectively. Based on some inequalities in Sections 2 and 3, we will complete
the proof of Theorem A in Section 4.
2. Some results about extension of Airy’s equation
In this section, we will discuss the representation of distributional solution to the Gellerstedt
equation
∂2yu+ yn∂2xu = f (2)
with n a fixed positive integer.
By use of partial Fourier transform with respect to x, it follows from (2) that
∂2y uˆ(y, ξ)− yn|ξ |2uˆ(y, ξ) = fˆ (y, ξ), (3)
where uˆ(y, ξ) = ∫
R
u(y, x)e−ixξ dx with ξ ∈ R and i = √−1.
To solve (3), first let us consider the following homogeneous equation of (3)
∂2y uˆ(y, ξ)− yn|ξ |2uˆ(y, ξ) = 0. (4)
Set
z = |ξ | 2n+2 y,
then (4) is reduced to
d2uˆ
dz2
− znuˆ = 0. (5)
Let J 1
n+2
(z) and J− 1
n+2
(z) denote the standard Bessel functions, it is known (see [9,20]) that
f1(z) = z 12 J 1
n+2
(
2i
n+ 2z
n+2
2
)
and f2(z) = z 12 J− 1
n+2
(
2i
n+ 2z
n+2
2
)
(6)
are two linearly independent solutions of Eq. (5).
Following [9], we define the functions An and Bn as follows
An(z) = z
1
2
n+ 2
{
I− 1
n+2
(
2
n+ 2z
n+2
2
)
− I 1
n+2
(
n+ 2
2
z
n+2
2
)}
, (7)
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(
z
n+ 2
) 1
2
{
I− 1
n+2
(
2
n+ 2z
n+2
2
)
+ I 1
n+2
(
2
n+ 2z
n+2
2
)}
, (8)
where I− 1
n+2
(z) = i 1n+2 J− 1
n+2
(iz) and I 1
n+2
(z) = i− 1n+2 J 1
n+2
(iz) with i = √−1 are the modified
Bessel functions.
It follows from the standard theory of Bessel functions [22] that An(z) and Bn(z) are real on
the real axis, analytic in the finite complex plane, and constitute a fundamental set of solutions
to (5). By the expansions for modified Bessel functions in [22], one has
An(z) = αnyn1(z)− βnyn2(z), (9)
Bn(z) =
√
n+ 2(αnyn1(z)+ βnyn2(z)) (10)
with
αn = 1
(n+ 2) n+1n+2 Γ (n+1
n+2 )
, βn = 1
(n+ 2) 1n+2 Γ ( 1
n+2 )
and
yn1(z) = 1 +
∞∑
k=1
(
1
n+ 2
)2k k∏
j=1
j−1
(
j − 1
n+ 2
)−1
z(n+2)k,
yn2(z) = z
{
1 +
∞∑
k=1
(
1
n+ 2
)2k k∏
j=1
j−1
(
j − 1
n+ 2
)−1
z(n+2)k
}
.
In particular,
An(0) = αn, A′n(0) = −βn, (11)
Bn(0) =
√
n+ 2αn, B ′n(0) =
√
n+ 2βn. (12)
Recalling that Γ (1 − z)Γ (z) = πsin zπ (z = integer), according to Abel’s formula, (11) and(12), then the Wronskian of An(z) and Bn(z) is
W [An,Bn; z] = 2
π
√
n+ 2 sin
π
n+ 2 . (13)
From the standard asymptotic forms for Bessel functions in [22], we have for |z| → ∞
An(z) = 1√
(n+ 2)π sin
π
n+ 2z
− n4 e−
2
n+2 z
n+2
2 (1 +O(z− n+22 )) if |arg z| < 3π
n+ 2 , (14)
Bn(z) = π− 12 z− n4 e 2n+2 z
n+2
2 (1 +O(z− n+22 )) if |arg z| < π
n+ 2 . (15)
We now choose two linearly independent solutions to Eq. (4) as follows
Un1(y, ξ) = An
(
y|ξ | 2n+2 ) and Un2(y, ξ) = Bn(y|ξ | 2n+2 ). (16)
Note that the Wronskian of Un1(y, ξ) and Un2(y, ξ) is
W
[
Un1(y, ξ),Un2(y, ξ);y
]= 2
π
√
n+ 2 sin
π
n+ 2 |ξ |
2
n+2 . (17)
Therefore, the solution of Eq. (3) is
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(
y|ξ | 2n+2 )+C2Bn(y|ξ | 2n+2 )
+ π
√
n+ 2
2 sin π
n+2
(
Bn
(
y|ξ | 2n+2 ) y∫
0
An(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt
−An
(
y|ξ | 2n+2 ) y∫
0
Bn(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt
)
, (18)
where C1 and C2 are constants.
By use of uˆ(0, ξ) = φˆ(ξ) and uˆ(y, ξ) → 0 as y → ∞, then we can determine the constants
in (18) as follows
C1 = π(n+ 2)2 sin π
n+2
∞∫
0
An(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt + (n+ 2) n+1n+2 Γ
(
n+ 1
n+ 2
)
φˆ(ξ),
C2 = −π
√
n+ 2
2 sin π
n+2
∞∫
0
An(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt.
Thus, we have the following representation of u(y, x) to Eq. (1)
u(y, x) = −π
√
n+ 2
2 sin π
n+2
F−1ξ
(
An
(
y|ξ | 2n+2 ) y∫
0
Bn(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt
)
− π
√
n+ 2
2 sin π
n+2
F−1ξ
(
Bn
(
y|ξ | 2n+2 ) ∞∫
y
An(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt
)
+ π(n+ 2)
2 sin π
n+2
F−1ξ
(
An
(
y|ξ | 2n+2 ) ∞∫
0
An(t |ξ | 2n+2 )
|ξ | 2n+2
fˆ (t, ξ)dt
)
+ (n+ 2) n+1n+2 Γ
(
n+ 1
n+ 2
)
F−1ξ
(
An
(
y|ξ | 2n+2 ) φˆ(ξ)dt), (19)
here F−1ξ denotes the Fourier inverse transform.
For the notational convenience, in terms of (14) and (15), for |arg z| < π
n+2 we define
FAn(z) = An(z)e
2
n+2 z
n+2
2
, FBn(z) = Bn(z)e−
2
n+2 z
n+2
2
, (20)
GAn(z) = z
n
4 FAn(z), GBn(z) = z
n
4 FBn(z). (21)
To prove Theorem A, it is required to know the related estimates on FAn , FBn , GAn , GBn and
their derivatives.
Lemma 1. For each α ∈ Z+ there exists a positive constant Cα such that for each y > 0∣∣∣∣yα dαFAn(y)dyα
∣∣∣∣+ ∣∣∣∣yα dαFBn(y)dyα
∣∣∣∣ Cα. (22)
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plane, then we can easily know that (22) is valid for 0 < y  1. For y  1, it follows from (14),
(15) and a direct computation that (22) is true. Namely, Lemma 1 is established. 
Completely analogous to the proof on Lemma 1, by a direct computation one can easily obtain
Lemma 2.
(i) For each α ∈ Z+ there exists a positive constant Cα such that for each y > 0∣∣∣∣yα dα+1FAn(y)dyα+1
∣∣∣∣+ ∣∣∣∣yα dα+1FBn(y)dyα+1
∣∣∣∣Cα, (23)∣∣∣∣yα dαGAn(y)dyα
∣∣∣∣+ ∣∣∣∣yα dαGBn(y)dyα
∣∣∣∣ Cα. (24)
(ii) For each α ∈ Z+ and ξ = 0 there exists a positive constant Cα such that for each (y, ξ) ∈ R2+
|ξ |α
∣∣∣∣∂αFAn(y|ξ | 2n+2 )∂ξα
∣∣∣∣+ |ξ |α∣∣∣∣∂αFBn(y|ξ | 2n+2 )∂ξα
∣∣∣∣ Cα, (25)
|ξ |α
∣∣∣∣ ∂α∂ξα ∂∂y
(
FAn(y|ξ |
2
n+2 )
|ξ | 2n+2
)∣∣∣∣+ |ξ |α∣∣∣∣ ∂α∂ξα ∂∂y
(
FBn(y|ξ |
2
n+2 )
|ξ | 2n+2
)∣∣∣∣ Cα, (26)
|ξ |α
∣∣∣∣ ∂α∂ξα ∂∂y
( |ξ | nn+2
y
∂
∂ξ
FAn
(
y|ξ | 2n+2 ))∣∣∣∣
+ |ξ |α
∣∣∣∣ ∂α∂ξα ∂∂y
( |ξ | nn+2
y
∂
∂ξ
FBn
(
y|ξ | 2n+2 ))∣∣∣∣ Cα, (27)
|ξ |α
∣∣∣∣∂αGAn(y|ξ | 2n+2 )∂ξα
∣∣∣∣+ |ξ |α∣∣∣∣∂αGBn(y|ξ | 2n+2 )∂ξα
∣∣∣∣Cα, (28)
|ξ |α
∣∣∣∣ ∂α∂ξα ∂∂yGAn(y|ξ | 2n+2 )
∣∣∣∣+ |ξ |α∣∣∣∣ ∂α∂ξα ∂∂yGBn(y|ξ | 2n+2 )
∣∣∣∣ Cαy . (29)
3. Some useful estimates
In this section, for reader’s convenience, we will list some useful inequalities although most
of them have been given in [5,11] and [19,21].
Firstly, the following conclusions are well known (one can see [5] and [19]).
Lemma 3. Let (Tf )(x) = ∫∞0 K(x,y)f (y)dy, here K is assumed to be homogeneous
of degree −1, that is, K(λx,λy) = λ−1K(x,y) for λ > 0. In addition, we assume that∫∞
0 |K(1, y)|y−
1
p dy = AK < ∞. Then
‖Tf ‖p AK‖f ‖p, (30)
here the norms ‖ · ‖p are those of Lp(0,∞;dx) with 1 p ∞.
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0
( x∫
0
f (y)dy
)p
x−r−1 dx
) 1
p
 p
r
( ∞∫
0
(
yf (y)
)p
y−r−1 dy
) 1
p
. (31)
Lemma 5. For h(x) ∈ C∞0 (R) and ∞ > s > 1p with 1 <p < ∞, we define
ψ(y, x) =F−1ξ
(|ξ |se−y|ξ |hˆ(ξ)), (32)
then one has
‖ψ‖Lp(GM)  CM‖h‖
B
s− 1p
pp (R)
, (33)
here the domain GM = {(y, x) ∈ R2+: 0  y < M, x ∈ R} and CM is a constant depending
on M .
Next, let us recall a result in [11], which will play an important role in proving Theorem A.
Assume 0 < c < 1, 1 <p < ∞ and θ ∈ R. Two linear transformations P1,θ =F−1ξ (P̂1,θ ) and
P2,θ = F−1ξ (P̂2,θ ) where for i = 1,2 the functions P̂i,θ are defined as follows (one can see [11,
(1.46) and (1.47)])
P̂1,θ (y, ξ) = e−y|ξ |
y∫
cy
et |ξ ||ξ |
(
t
y
)θ
fˆ (t, ξ)dt, (34)
P̂2,θ (y, ξ) = ey|ξ |
y
c∫
y
e−t |ξ ||ξ |
(
t
y
)θ
fˆ (t, ξ)dt. (35)
Then Proposition 1.2 in [11] implies
Lemma 6. If 1 < p < ∞ and θ ∈ R, then the transformations P1,θ and P2,θ are bounded
in Lp(R2+), that is
‖P1,θ f ‖Lp(R2+) Cp,θ‖f ‖Lp(R2+), (36)
‖P2,θ f ‖Lp(R2+) Cp,θ‖f ‖Lp(R2+), (37)
where the positive constant Cp,θ is independent of f .
Finally, we give some estimates on the multipliers which will be used in Section 4.
Lemma 7. Let ξ = 0 and α ∈ Z+, we have the estimates as follows
|ξ |α
∣∣∣∣ dαdξα (|ξ | 2n+2n+2 e− 2n+2 (y n+22 −t n+22 )|ξ |)
∣∣∣∣ Cαyn+1 , 0 t < y2 , (38)
|ξ |α
∣∣∣∣ dαdξα (|ξ | 2n+2n+2 e− 2n+2 (t n+22 −y n+22 )|ξ |)
∣∣∣∣ Cαtn+1 , 0 y < t2 , (39)
|ξ |α
∣∣∣∣ dαdξα (|ξ |e− 2n+2 (y n+22 −t n+22 )|ξ |)
∣∣∣∣ Cαn
2 +1
, 0 t < y
2
, (40)y
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∣∣∣∣ dαdξα (|ξ |e− 2n+2 (t n+22 −y n+22 )|ξ |)
∣∣∣∣ Cα
t
n
2 +1
, 0 y < t
2
, (41)
|ξ |α
∣∣∣∣ dαdξα (|ξ |e− 2n+2 (t n+22 +y n+22 )|ξ |)
∣∣∣∣ Cα
y
n
2 +1 + t n2 +1 , t > 0, y > 0, (42)
|ξ |α
∣∣∣∣ dαdξα (|ξ | 2n+2n+2 e− 2n+2 (y n+22 +t n+22 )|ξ |)
∣∣∣∣ Cαyn+1 + tn+1 , t > 0, y > 0, (43)
|ξ |α
∣∣∣∣ dαdξα (e− 2n+2 (y n+22 −t n+22 )|ξ |)
∣∣∣∣Cα, 0 < y2 < t < y, (44)
|ξ |α
∣∣∣∣ dαdξα ((y|ξ |) 2nn+2 − n(n+2)p e− 1n+2 y|ξ |)
∣∣∣∣ Cα, y > 0, (45)
|ξ |α
∣∣∣∣ dαdξα ((y|ξ |) nn+2 − n(n+2)p e− 1n+2 y|ξ |)
∣∣∣∣ Cα, y > 0. (46)
Proof. By the fact that ex tends to +∞ “faster” than any power of x as x → +∞, then we have
xke−x < C for x > 0, (47)
here C > 0 is a constant.
Then, it follows from (47) and a direct computation that Lemma 7 holds. 
4. Proof of the Theorem A
In this section, we start to prove Theorem A.
Set w(y,x) = ∂xu(y, x), then we have{
∂2yw + yn∂2xw = ∂xf in R2+,
w(0, x) = φ′(x) on ∂R+.
(48)
Moreover, it follows from (19) and (20) that
wˆ(y, ξ) =
4∑
k=1
wˆk(y, ξ) (49)
with
wˆ1(y, ξ) = CnFAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
y∫
0
iξ |ξ |− 2n+2 e 2n+2 t
n+2
2 |ξ |FBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (50)
wˆ2(y, ξ) = CnFBn
(
y|ξ | 2n+2 )e 2n+2 y n+22 |ξ |
×
∞∫
y
iξ |ξ |− 2n+2 e− 2n+2 t
n+2
2 |ξ |FAn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (51)
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(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
∞∫
0
iξ |ξ |− 2n+2 e− 2n+2 t
n+2
2 |ξ |FAn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (52)
wˆ4(y, ξ) = Cne− 2n+2 y
n+2
2 |ξ |FAn
(
y|ξ | 2n+2 )iξ φˆ(ξ), (53)
here and below, Cn represents a generic positive constant depending on n.
In addition,
yn∂2xu(y, x) ≡ q(y, x) = −
4∑
k=1
qk(y, x) (54)
with qˆk(y, ξ) = (−iξ)ynwˆk(y, ξ) for k = 1,2,3,4.
Now we start to estimate ‖yn∂2xu(y, x)‖Lp(R2+). This is given in the following lemma.
Lemma 8. Under the assumptions of Theorem A, we have∥∥yn∂2xu(y, x)∥∥Lp(R2+) CM,p(‖f ‖Lp(R2+) + ‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
)
.
Proof. We will divide the proof into four steps.
Step 1. Estimate on ‖q1(y, x)‖Lp(R2+).
Firstly, by (21) and (50), we can rewrite qˆ1(y, ξ) as
qˆ1(y, ξ) = qˆI1 (y, ξ)+ qˆII1 (y, ξ),
where
qˆI1 (y, ξ) = CnynFAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
y
2∫
0
|ξ | 2n+2n+2 e 2n+2 t
n+2
2 |ξ |FBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (55)
qˆII1 (y, ξ) = Cny
3n
4 GAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
y∫
y
2
|ξ |t− n4 e 2n+2 t
n+2
2 |ξ |GBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt. (56)
Now we treat ‖qI1 (y, x)‖Lp(R2+).
Since it follows from (25), (38) and Mihlin’s multiplier theorem [19, Theorem 3, p. 96] that
∥∥qI1 (y, ·)∥∥Lp(R)  Cy
y
2∫
0
∥∥f (t, ·)∥∥
Lp(R)
dt, (57)
then applying Hardy’s inequality to (57) yields∥∥qI1∥∥ p 2  C‖f ‖Lp(R2 ). (58)L (R+) +
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Since
∞∫
0
∫
R
∣∣h(y, x)∣∣p dx dy = 2
n+ 2
∞∫
0
∫
R
∣∣h(z 2n+2 , x)∣∣pz− nn+2 dx dz, (59)
then we have
qˆII1
(
z
2
n+2 , ξ
)
z
− n
(n+2)p
= Cnz
3n
2(n+2)− n(n+2)p GAn
(
z
2
n+2 |ξ | 2n+2 )e− 2n+2 z|ξ |
×
z∫
z
2
n+2
2
|ξ |e 2n+2 s|ξ |GBn
(
s
2
n+2 |ξ | 2n+2 )fˆ (s 2n+2 , ξ)s− n(n+2)p s n(n+2)p − 3n2(n+2) ds. (60)
Thus, it follows from Mihlin’s multiplier theorem, Lemma 6, (59) and (60) that
∥∥qII1 ∥∥Lp(R2+) =
(
2
n+ 2
∞∫
0
∫
R
∣∣qII1 (z 2n+2 , x)∣∣pz− nn+2 dx dz
) 1
p
 C
( ∞∫
0
∫
R
∣∣f (s 2n+2 , x)s− n(n+2)p ∣∣p dx ds) 1p
 C‖f ‖Lp(R2+), (61)
where and below the generic positive constant C is independent of f .
Step 2. Estimate on ‖q2(y, x)‖Lp(R2+).
For y > 0, by (51), we can have
qˆ2(y, ξ) = qˆI2 (y, ξ)+ qˆII2 (y, ξ)
with
qˆI2 (y, ξ) = CnynFBn
(
y|ξ | 2n+2 )e 2n+2 y n+22 |ξ | · ∞∫
2y
|ξ | 2n+2n+2 e− 2n+2 t
n+2
2 |ξ |FAn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt
and
qˆII2 (y, ξ) = Cny
3n
4 GBn
(
y|ξ | 2n+2 )e 2n+2 y n+22 |ξ | · 2y∫
y
|ξ |t− n4 e− 2n+2 t
n+2
2 |ξ |GAn
(
t |ξ | 2n+2 )fˆ (t, ξ).
Firstly we estimate ‖qI2 (y, x)‖Lp(R2+).
It follows from (25), (39) and Mihlin’s multiplier theorem that
∥∥qI2 (y, ·)∥∥Lp(R)  C
∞∫ 1
t
∥∥f (t, ·)∥∥
Lp(R)
dt. (62)
2y
1158 N. Xu, H. Yin / J. Math. Anal. Appl. 332 (2007) 1148–1164Thus, a simple and direct computation yields∥∥qI2∥∥Lp(R2+)  C‖f ‖Lp(R2+). (63)
Next, we estimate ‖qII2 (y, x)‖Lp(R2+).
As in (60), we have
qˆII2
(
z
2
n+2 , ξ
)
z
− n
(n+2)p
= Cnz
3n
2(n+2)− n(n+2)p GBn
(
z
2
n+2 |ξ | 2n+2 )e 2n+2 z|ξ |
×
2
n+2
2 z∫
z
|ξ |e− 2n+2 s|ξ |GAn
(
s
2
n+2 |ξ | 2n+2 )fˆ (s 2n+2 , ξ)s− n(n+2)p s n(n+2)p − 3n2(n+2) ds. (64)
By use of Mihlin’s multiplier theorem, Lemma 6, (59) and (64), then one can derive∥∥qII2 ∥∥Lp(R2+)  C‖f ‖Lp(R2+). (65)
Step 3. Estimate on ‖q3(y, x)‖Lp(R2+).
For y > 0, by (52), we obtain
qˆ3(y, ξ) = CnynFAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ | · ∞∫
0
|ξ | 2n+2n+2 e− 2n+2 t
n+2
2 |ξ |FAn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt.
By virtue of (43), (25) and Mihlin’s multiplier theorem, we conclude that
∥∥q3(y, ·)∥∥Lp(R)  C
∞∫
0
yn
yn+1 + tn+1
∥∥f (t, ·)∥∥
Lp(R)
dt. (66)
With the aid of Lemma 3, one has
‖q3‖Lp(R2+)  C‖f ‖Lp(R2+). (67)
Step 4. Estimate on ‖q4(y, x)‖Lp(R2+).
By (53), we have
qˆ4
(
z
2
n+2 , ξ
)
z
− n
(n+2)p = Cn
(
z|ξ |) 2nn+2 − n(n+2)p e− 1n+2 z|ξ |FAn(z 2n+2 |ξ | 2n+2 )
× |ξ | 4n+2 + n(n+2)p e− 1n+2 z|ξ |φˆ(ξ). (68)
It follows from (25), (45), Mihlin’s multiplier theorem and Lemma 5 that
‖q4‖Lp(GM)  CM‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
. (69)
Hence by (54), (58), (61), (63), (65), (67), (69) and (1) we arrive at∥∥∂2yu∥∥Lp(R2+) + ∥∥yn∂2xu∥∥Lp(R2+)  CM(‖f ‖Lp(R2+) + ‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
)
. (70)
Namely, we complete the proof on Lemma 8. 
Next we establish the estimate on ‖y n2 ∂2xyu‖Lp(R2 ).+
N. Xu, H. Yin / J. Math. Anal. Appl. 332 (2007) 1148–1164 1159Lemma 4. Under the assumptions of Theorem A, we have∥∥y n2 ∂2yu(y, x)∥∥Lp(R2+)  CM,p(‖f ‖Lp(R2+) + ‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
)
.
Proof. It follows from (49) and a direct computation that
y
n
2 ∂2xyu(y, x) = −η1(y, x)− η2(y, x)+ η3(y, x)+ η4(y, x), (71)
where the partial Fourier transform of ηk(y, x) (k = 1,2,3,4) is as follows
ηˆ1(y, ξ) = Cny n2 ∂An(y|ξ |
2
n+2 )
∂y
·
y∫
0
iξ |ξ |− 2n+2 Bn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (72)
ηˆ2(y, ξ) = Cny n2 ∂Bn(y|ξ |
2
n+2 )
∂y
·
∞∫
y
iξ |ξ |− 2n+2 An
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (73)
ηˆ3(y, ξ) = Cny n2 ∂An(y|ξ |
2
n+2 )
∂y
·
∞∫
0
iξ |ξ |− 2n+2 An
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (74)
ηˆ4(y, ξ) = Cn y n2 ∂An(y|ξ |
2
n+2 )
∂y
iξ φˆ(ξ). (75)
As in Lemma 8, we divide the proof into four steps.
Step 1. Estimate on ‖η1(y, x)‖Lp(R2+).
We can rewrite (72) as
ηˆ1(y, ξ) = ηˆI1(y, ξ)+ ηˆII1 (y, ξ)− ηˆIII1 (y, ξ)
with
ηˆI1(y, ξ) = Cny
n
2
∂
∂y
(
FAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |)
×
y
2∫
0
iξ |ξ |− 2n+2 e 2n+2 t
n+2
2 |ξ |FBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt,
ηˆII1 (y, ξ) = Cny
n
2
∂
∂y
(
GAn
(
y|ξ | 2n+2 )y− n4 )e− 2n+2 y n+22 |ξ |
×
y∫
y
2
iξ |ξ |−1t− n4 e 2n+2 t
n+2
2 |ξ |GBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt,
ηˆIII1 (y, ξ) = Cny
3n
4 GAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
y∫
y
2
iξ t−
n
4 e
2
n+2 t
n+2
2 |ξ |GBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt.
Now we come to treat each term in ηˆ1(y, ξ).
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ηˆI1(y, ξ) = Cny
n
2
∂FAn(y|ξ |
2
n+2 )
∂y
e−
2
n+2 y
n+2
2 |ξ |
×
y
2∫
0
iξ |ξ |− 2n+2 e 2n+2 t
n+2
2 |ξ |FBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt
+CnynFAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
y
2∫
0
iξ |ξ | nn+2 e 2n+2 t
n+2
2 |ξ |FBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (76)
then it follows from (38), (40), (25), (26) and Mihlin’s multiplier theorem that
∥∥ηI1(y, ·)∥∥Lp(R)  Cy
y
2∫
0
∥∥f (t, ·)∥∥
Lp(R)
dt. (77)
With the aid of (31), we have∥∥ηI1∥∥Lp(R2+) C‖f ‖Lp(R2+). (78)
Next, we estimate ‖ηII1 (y, ξ)‖Lp(R2+).
Noting that
ηˆII1 (y, ξ) = Cny
n
4
∂GAn(y|ξ |
2
n+2 )
∂y
e−
2
n+2 y
n+2
2 |ξ |
×
y∫
y
2
iξ |ξ |−1t− n4 e 2n+2 t
n+2
2 |ξ |GBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt
+Cny n4 −1GAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
y∫
y
2
iξ |ξ |−1t− n4 e 2n+2 t
n+2
2 |ξ |GBn
(
t |ξ | 2n+2 )fˆ (t, ξ)dt, (79)
then, according to (44), (28), (29) and Mihlin’s multiplier theorem, we obtain
∥∥ηII1 (y)∥∥Lp(R)  Cy
y∫
y
2
∥∥f (t)∥∥
Lp(R)
dt. (80)
Furthermore, applying inequality (31) to (80) yields∥∥ηII1 ∥∥Lp(R2+)  C‖f ‖Lp(R2+). (81)
Thirdly, we treat ‖ηIII(y, ξ)‖Lp(R2 ).1 +
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ηˆIII1
(
z
2
n+2 , ξ
)
z
− n
(n+2)p
= Cnz
3n
2(n+2)− n(n+2)p GAn
(
z
2
n+2 |ξ | 2n+2 )e− 2n+2 z|ξ |
×
z∫
z
2
n+2
2
i
ξ
|ξ |e
2
n+2 s|ξ ||ξ |s n(n+2)p − 3n2(n+2) GBn
(
s
2
n+2 |ξ | 2n+2 )fˆ (s 2n+2 , ξ)s− n(n+2)p ds. (82)
Therefore, by (59), (82), (28), Mihlin’s multiplier theorem, Lemma 6 and the Lp boundedness
of the Riesz transforms, we deduce∥∥ηIII1 ∥∥Lp(R2+)  C‖f ‖Lp(R2+). (83)
Step 2. Estimate on ‖η2(y, x)‖Lp(R2+).
By (73), one get
ηˆ2(y, ξ) = ηˆI2(y, ξ)+ ηˆII2 (y, ξ)+ ηˆIII2 (y, ξ)
with
ηˆI2(y, ξ) = Cny
n
2
∂
∂y
(
FBn
(
y|ξ | 2n+2 )e 2n+2 y n+22 |ξ |)
×
∞∫
2y
iξ |ξ |− 2n+2 FAn
(
t |ξ | 2n+2 )e− 2n+2 t n+22 |ξ |fˆ (t, ξ)dt,
ηˆII2 (y, ξ) = Cny
n
2
∂
∂y
(
GBn
(
y|ξ | 2n+2 )y n4 )e 2n+2 y n+22 |ξ |
×
2y∫
y
iξ |ξ |−1GAn
(
t |ξ | 2n+2 )t− n2 e− 2n+2 t n+22 |ξ |fˆ (t, ξ)dt,
ηˆIII2 (y, ξ) = Cny
3n
4 GBn
(
y|ξ | 2n+2 )e 2n+2 y n+22 |ξ |
×
2y∫
y
iξGAn
(
t |ξ | 2n+2 )t− n4 e− 2n+2 t n+22 |ξ |fˆ (t, ξ)dt.
Similar to the treatment in Step 1, by (39), (41), (25), (26) and Mihlin’s multiplier theorem,
we obtain∥∥ηI2(y)∥∥Lp(R) C
∞∫
2y
1
t
∥∥f (t)∥∥
Lp(R)
dt. (84)
Therefore, by a simple computation, we get∥∥ηI2∥∥Lp(R2+)  C∥∥f (t)∥∥Lp(R2+). (85)
Analogously, it follows from (28), (29), Mihlin’s multiplier theorem and (31) that∥∥ηII2 ∥∥ p 2  C∥∥f (t)∥∥ p 2 . (86)L (R+) L (R+)
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Step 3. Estimate on ‖η3(y, x)‖Lp(R2+).
Formulae (74) implies that
ηˆ3(y, ξ) = ηˆI3(y, ξ)+ ηˆII3 (y, ξ)
with
ηˆI3(y, ξ) = Cny
n
2
∂
∂y
(
FAn
(
y|ξ | 2n+2 ))e− 2n+2 y n+22 |ξ |
×
∞∫
0
iξ |ξ |− 2n+2 FAn
(
t |ξ | 2n+2 )e− 2n+2 t n+22 |ξ |fˆ (t, ξ)dt,
ηˆII3 (y, ξ) = CnynFAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |
×
∞∫
0
iξ |ξ | nn+2 FAn
(
t |ξ | 2n+2 )e− 2n+2 t n+22 |ξ |fˆ (t, ξ)dt.
Since by using (42), (26) and Mihlin’s multiplier theorem, we can verify that
∥∥ηI3(y)∥∥Lp(R)  C
∞∫
0
y
n
2
y
n
2 +1 + t n2 +1
∥∥f (t)∥∥
Lp(R)
dt. (88)
Thus, by Lemma 3, we have∥∥ηI3∥∥Lp(R2+) C‖f ‖Lp(R2+). (89)
In addition, it is follows from (43), (25) and Mihlin’s multiplier theorem that
∥∥ηII3 (y)∥∥Lp(R)  C
∞∫
0
yn
yn+1 + tn+1
∥∥f (t)∥∥
Lp(R)
dt, (90)
then by Lemma 3, we get∥∥ηII3 ∥∥Lp(R2+)  C‖f ‖Lp(R2+). (91)
Step 4. Estimate on ‖η4(y, x)‖Lp(R2+).
By virtue of (75), we obtain
ηˆ4(y, ξ) = ηˆI4(y, ξ)+ ηˆII4 (y, ξ)
with
ηˆI4(y, ξ) = Cny
n
2 iξ
∂
∂y
(
FAn
(
y|ξ | 2n+2 ))e− 2n+2 y n+22 |ξ |φˆ(ξ),
ηˆII4 (y, ξ) = Cnyniξ |ξ |FAn
(
y|ξ | 2n+2 )e− 2n+2 y n+22 |ξ |φˆ(ξ).
Taking y = z 2n+2 , then we have
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(
z
2
n+2 , ξ
)
z
− n
(n+2)p
= Cni ξ|ξ |
∂
∂y
(
FAn(z
2
n+2 |ξ | 2n+2 )
|ξ | 2n+2
)(
z|ξ |) nn+2 − n(n+2)p e− 2n+2 z|ξ ||ξ | 4n+2 + n(n+2)p φˆ(ξ).
Thus, by (46), (26), Mihlin’s multiplier theorem, Lemma 5 and the Lp boundedness of the
Riesz transforms, we get∥∥ηI4∥∥Lp(GM) CM‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
. (92)
Next we estimate ‖ηII4 ‖Lp(R2+).
Since
ηˆII4
(
z
2
n+2 , ξ
)
z
− n
(n+2)p
= −Cni ξ|ξ |FAn
(
z
2
n+2 |ξ | 2n+2 )(z|ξ |) 2nn+2 − n(n+2)p e− 2n+2 z|ξ ||ξ | 4n+2 + n(n+2)p φˆ(ξ),
then it follows from (45), (25), Mihlin’s multiplier theorem, Lemma 5 and the Lp boundedness
of the Riesz transforms that∥∥ηII4 ∥∥Lp(GM)  CM‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
. (93)
Therefore, we obtain∥∥y n2 ∂2xyu∥∥Lp(R2+)  CM(‖f ‖Lp(R2+) + ‖φ‖
B
4
n+2 − 2(n+2)p
pp (R)
)
.  (94)
Finally, combining Lemma 8 with Lemma 4, we complete the proof on Theorem A.
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