Abstract. In this paper we extend a previously proposed randomized landscape generator in combination with a comparative experimental methodology to study the behaviour of continuous metaheuristic optimization algorithms. In particular, we generate landscapes with parameterised, linear ridge structure and perform pairwise comparisons of algorithms to gain insight into what kind of problems are easy and difficult for one algorithm instance relative to another. We apply this methodology to investigate the specific issue of explicit dependency modelling in simple continuous Estimation of Distribution Algorithms. Experimental results reveal specific examples of landscapes (with certain identifiable features) where dependency modelling is useful, harmful or has little impact on average algorithm performance. The results are related to some previous intuition about the behaviour of these algorithms, but at the same time lead to new insights into the relationship between dependency modelling in EDAs and the structure of the problem landscape. The overall methodology is quite general and could be used to examine specific features of other algorithms.
Introduction
An important research direction in evolutionary and metaheuristic optimization is to improve our understanding of the relationship between algorithms and the optimization problems that they are applied to. In a general sense, an algorithm can be expected to perform well if the assumptions that it makes, either explicit or implicit, are wellmatched to the properties of the search landscape or solution space of a given problem or set of problems.
While it is possible to carry out theoretical investigations of performance and behaviour (e.g. by assuming that the problem has a known analytical form), it is also useful to take a systematic and rigorous approach to the experimental analysis of algorithms. To this end, randomised problem or landscape generators have some favourable properties which can be used to gain insights into the behaviour of metaheuristic optimizers with respect to some underlying properties of the problem instances generated [1] .
In this paper we extend a previously proposed randomised landscape generator in combination with a methodology inspired by [2] . We do pairwise performance comparisons of algorithms on 2D test problems with linear ridge structure to gain insight into problem difficulty for different algorithm instances. We then use this approach to investigate the specific issue of explicit dependency modelling in the Estimation of Multivariate Normal Algorithm (EMNA) compared to the Univariate Marginal Distribution Algorithm (UMDA c ) which does not model variable dependencies. The overall methodology is quite general and can be used to examine experimentally the specific features of other algorithms.
An outline of the paper is as follows. Sec. 2 gives an overview of the previous work that provides a basis for the methodology in this paper. The extension of the landscape generator to incorporate linear ridge structure and some illustrative experiments are presented in Sec. 3. In Sec. 4 the extended generator and methodology are used to study the relationship between dependencies in problem variables and the modelling in UMDA c and EMNA. Sec. 5 concludes the paper.
Using a Landscape Generator to Actively Study the Relationship between Problems and Algorithms
Experimental research in metaheuristics is receiving increasing attention in the literature as a means of evaluating and comparing the performance of newly proposed and existing algorithms. This includes the development of large-scale competitions and associated sets of benchmark test problems (e.g at recent Genetic and Evolutionary Computation Conferences (GECCO) and Congress on Evolutionary Computation (CEC)). Several different types of test problems have been used for the evaluation of algorithms, including constructed analytical functions, real-world problem instances or simplified versions of real-world problems and problem/landscape generators [3, 4, 5] . Different problem types have their own characteristics, however it is usually the case that complementary insights into algorithm behaviour result from conducting larger experimental studies using a variety of different problem types. Max-Set of Gaussians (MSG) [3] is a randomised landscape generator that specifies test problems as a weighted sum of Gaussian functions. By specifying the number of Gaussians and the mean and covariance parameters for each component, a variety of test landscape instances can be generated. The topological properties of the landscapes are intuitively related to (and vary smoothly with) the parameters of the generator.
Langdon and Poli use Genetic Programming (GP) to evolve landscapes for the evaluation and comparison of metaheuristics [2] . Individuals in the GP are candidate landscapes, represented and evolved as 2D polynomial functions. The fitness function for the GP is the performance difference between two specified algorithms that are run on a landscape. Consequently, landscapes found by the GP are optimization problems where one of the algorithms significantly outperforms the other. The results show that considerable new insights can be gained into the behaviour of the algorithms tested and their parameter settings. The methodology is generally applicable to compare other metaheuristic optimization algorithms.
An interesting possibility is to combine the advantages of a randomised landscape generator with an active search for landscapes that maximise performance difference between algorithms. This approach allows greater control over the types of landscapes generated through the parameterisation of the MSG generator, compared to using a GP to evolve arbitrary polynomial functions. Experiments can be conducted while systematically and incrementally varying the landscape parameters. If a parameterisation is found that produces significant performance difference between two algorithms, a large number of problem instances can be generated with known topological features for analysis and further experimentation.
Extending the Landscape Generator to Incorporate Ridge Structure
In this paper we consider 2D continuous optimization problems:
A symmetric boundary constraint is implemented such that x ∈ [−1, 1] 2 by rejecting any search points generated by an algorithm that lie outside the feasible region.
Constructing Linear Ridges in Randomized Landscapes
Many real world optimization problems are defined over variables with significant dependency relationships. This suggests objective fitness function landscapes with correlation structure or ridges in their contours. In [3] parameterisations of the MSG generator are described that generate localised dependencies, with peaks either uniformly distributed around the space or in a "big valley" structure. However, these rarely lead to global dependency structure and cannot be controlled directly from the generator parameters. We propose an extension to the MSG generator that incorporates linear ridge structure as follows. In two dimensions, a line through the search space is given by
Our aim is to generate linear ridges positioned randomly in the search space, with a random angle to the coordinate axes. A ridge can be formed by positioning a number of Gaussian components such that their means are distributed along a line. This can be done by generating two points along the bounds of the search space, where each point is along a different boundary. The two points are then used to solve Eqn. 1 for a, b and c. Then, the mean points of the n Gaussians are determined by generating values of x 1 from U [−1, 1] and using Eqn. 1 to find the respective values of x 2 . The orientation (rotation angle) of each Gaussian component on the ridge is determined via its covariance structure. Firstly, an orientation angle is randomly generated. This would impose a homogeneous structure on the ridge with every local peak at the same orientation (between completely aligned with, or orthogonal to the linear ridge). To add further variety, the orientation of each component is subsequently adjusted by a small amount of noise. Examples of ridge landscapes resulting from this method are shown in Fig. 1 . 
Illustrative Experiments
To examine the effect of ridge structure on algorithm performance, we compared the Direct algorithm [6] , UMDA c (see Sec. 4) and an implementation of Simulated Annealing on random (i.e. with component mean values uniformly distributed in the feasible search space), big valley and ridge structured landscapes over a varying number of components. For each value, we ran these algorithms on 30 problem instances, with 30 random restarts per instance. Fig. 2(a) shows the average performance difference between Direct and UMDA c over restarts for all problem instances. We see that Direct and UMDA c perform quite similarly on big valley, but quite differently on random landscapes. On ridge landscapes, the difference is somewhere in between. Performance is also not strongly related to the number of Gaussian components, except perhaps when the number of components equals 1. In this case, the difference is consistently very small for big valley landscapes, since the global peak will be biased towards the centre of the search space. This is not true for random and ridge landscapes. Fig. 2(b) shows the performance difference between Direct and Simulated Annealing. There is some concentration of points close to zero performance difference, that is, trials where the two algorithms performed almost identically (e.g. both found the global optimum). However, a larger fraction of the results is distributed around a performance difference value of approximately 0.6. Not surprisingly, this is strongly related to the structure of the generated landscapes. The generator includes specification of a threshold between the maximum height of local optima (for these results 0.5) and the height of the global optimum (1.0). This threshold will appear in the results of many different algorithms for these landscapes, as most algorithms tend to converge to either the global or a local optimum.
Comparing EMNA and UMDA c in Terms of Landscape Dependency Structure
EDAs are a class of metaheuristic optimization algorithms that build and use a probabilistic model to direct the search process [7, 8] . For continuous problems, the most commonly used model is a Gaussian or Normal distribution with specified covariance structure. The continuous Univariate Marginal Distribution Algorithm (UMDA c ) uses a diagonal covariance matrix, corresponding to a factorised product of univariate Normal distributions. The Estimation of Multivariate Normal (EMNA) algorithm uses a full covariance matrix corresponding to an unrestricted multivariate Normal distribution [7] .
One of the major issues that has been explored across EDA research, and has motivated the work in Sec. 3 has been the incorporation of dependency modelling in the probabilistic model of the algorithms. The general assumption is that many real world optimization problems are defined over variables that have unknown dependency relationships between them. Therefore, a model that has the ability to capture and exploit dependencies between problem variables can be expected to provide good performance on such problems. This argument has been experimentally verified several times in the context of developing new algorithms for both continuous and binary problems. If such a model works well for a given optimization problem, it suggests that there are features present in the fitness landscape that the model is able to fit well, but there are few reported studies that specifically analyse the relationship between landscape properties and dependency modelling in EDAs.
Experimental Results on Ridge Landscapes
In this Section we use the landscape generator described above to evaluate and compare the performance of UMDA c and EMNA. Our assumption is that linear ridges on the landscape result from a very simple and direct dependency relationship between x 1 and x 2 . A set of experiments was carried out as follows. The rotation angle of components in the landscapes (see Sec. 3) was varied between 0 and 45 degrees with increments of 1 degree with random noise of ± 5 degrees. At each angle, 30 randomised landscapes were generated and 30 trials of each algorithm were conducted on each landscape. Each algorithm used a population size of 50, selection threshold of 0.8 and was run for 50 generations. Fig. 3 shows the mean fitness difference between UMDA c and EMNA in terms of best fitness values found on each landscape instance. Counter to our assumption and intuition, the results show no obvious trend between the angle of rotation and the fitness difference of the two algorithms. More surprisingly, UMDA c tends to outperform EMNA regardless of the rotation angle of the ridge, with fitness differences concentrated between 0 and 0.1 and skewed in favour of UMDA c (positive values). Our expectation was that the full covariance model of EMNA would be more capable of capturing the dependencies within the ridge-structured landscapes.
One benefit of using a landscape generator is that it is possible to analyse results on specific landscape instances. Each data point in Fig. 3 represents a performance difference between the two algorithms averaged over 30 trials. To further investigate the above results, we selected three samples of the landscape instances from Fig. 3 corresponding to the maximum, minimum and approximately zero fitness differences. Fig. 4 shows 9 example landscape instances where UMDA c significantly outperforms EMNA. Ridges in these landscapes tend to be axis aligned, but exhibit significant variation in height along the top of the ridge. Global peaks are relatively narrow compared to other peaks in the landscape and are strongly positioned toward the boundaries of the search space.
In contrast, Fig. 5 shows landscape instances where EMNA significantly outperforms UMDA c . Ridges in these landscapes are more diagonal than those in Fig. 4 , reflecting stronger correlation between x 1 and x 2 . The global peaks in Fig. 5 tend to be highly elliptical, as well as being narrow and located near the boundary of the search space. It is clear from Figs. 4-6 that the performance difference between the algorithms is strongly influenced by identifiable features of the landscape. The main topological features that we have observed above are the regularity, position and orientation of the ridge as well as the position and orientation of the global peak relative to the ridge and how elliptical it is. It seems likely that a number of factors are responsible for the performance differences observed in the above experiments. The summary of all results in Fig. 3 focus on a single factor (i.e. orientation) in isolation, but no trend is observed because of the variability in the generated landscape instances contributed by other factors. When these factors are identified and controlled or constrained, clearer performance difference trends may be seen. From Fig. 5 , when EMNA outperforms UMDA c , the landscape does tend to have a diagonal ridge in agreement with our initial assumption. But this is in combination with a global peak that is relatively small, located close to the search space boundary and is highly elliptical in a direction orthogonal to the ridge itself. In contrast, the landscapes where UMDA c outperforms EMNA (Fig. 4 ) also tend to have a small global peak located close to the boundary, but the ridges are closely axis-aligned. Furthermore, the global peak is less elliptical, and the ridge itself is often closer to the boundary.
Discussion and Related Work
The results above can be related to what is already known about the behaviour of UMDA c and EMNA. It has been shown that the modelling in EMNA does not lead to efficient progress on a linear correlated slope function: the variance of the model extends orthogonally to the direction of increasing fitness (i.e. in the worst possible direction) [9, 10] . This is equally true of UMDA c if the contours of the slope are axis-aligned, but since the UMDA c model cannot completely capture a linear dependence, it should outperform EMNA on a correlated slope. Our general observation that UMDA c tends to outperform EMNA on ridge landscapes (Fig. 3) supports this reasoning.
For univariate or factorisable problems (i.e. uncorrelated variables), UMDA c is also known to converge prematurely on any monotonic or flat function [11, 12, 13, 14] while convergence is fast on a unimodal function when the model is "close enough" to the optimum. In the landscapes generated above, a ridge on the search space boundary is globally similar to a monotonic slope (in the direction orthogonal to the ridge), while a ridge through the centre of the search space is more like a unimodal function along most directions through the search space. In the above experiments we have observed the tendency of both algorithms to become stuck on the side of a ridge close to the boundary (such as Fig. 1(b) ). However, in practice the behaviour of the algorithms is affected by the interaction of several different factors: ridge location and rotation, global peak size, orientation (with respect to the ridge direction) and eccentricity (see the discussion above). Additional experiments are required to study the interactions of these factors relative to algorithm performance.
Conclusions
This paper proposes a general experimental methodology, combining a randomised landscape generator with an active search for problems that differentiate between algorithms. More specifically, an existing generator was extended to incorporate global ridge dependency structure. This was used to investigate the relationship between problem variables and dependency modelling in simple continuous EDAs. The results give insight into the relationship between algorithm performance and landscape structure. They also indicate that, even for parameterised benchmark functions, the experimental behaviour of metaheuristics is a highly complex function of the properties of the problem landscape.
Although the methodology presented is general, the experiments described above were limited to 2D problems and the algorithmic parameter settings used. Examining higher-dimensional problems and integrating the variation of algorithm parameters are avenues for future work. A longer-term goal of this type of exploratory work is to be able to more precisely categorise or quantify the relationship between landscape structure and algorithm behaviour.
