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Abstract
In parts I, II, and III combined of this paper, we define a notion of viscosity solution
for these equations and existence is proved by a Perron-like method. Here, in part I, we
prove useful identities, and a maximum-like principle for smooth sub(super) solutions of
the standard wave equation. We define a new potential theoretic (P) notion of solution,
subsolution and supersolution, and a related potential type (P) Cauchy problem for
semilinear second order hyperbolic equations.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Perron’s method—the method of baylage, upper and lower solutions—and
lately revived under the name of “viscosity solutions” [1] has been important in
the study of second order elliptic and parabolic PDE. The method is based on the
maximum principle for elliptic and parabolic PDE.
It is well known that the maximum principle fails for hyperbolic second order
PDE. For example, consider the wave equation
u := utt − uxx in R2 (1)
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and consider u(x, t) := sin(x) sin(t) on the domain
D :=
(0 x  π2 + 1100
0 t  π2 + 1100
)
.
Note that
u(x,0)= 0, ut (x,0)= sin(x).
This function u is a solution to the Cauchy problem for the wave equation in
this domain D, but it has an interior maximum at the point (π/2,π/2), interior
to D.
Thus, lacking the maximum principle it has always been assumed that
Perron’s method cannot be applied to solve the Cauchy problem for second order
hyperbolic PDE.
However, we demonstrate in part I of this paper that there is a modified
maximum principle that is valid for C2 solutions of the wave equation. We also
define a notion of viscosity solution, subsolution and supersolution for semilinear
hyperbolic PDE and we define a generalized notion of Cauchy data for these
equations. If the generalized Cauchy data is smooth it reduces to the standard
Cauchy problem and if the viscosity solution, or subsolution or supersolution is
smooth it reduces to a standard solution, subsolution or supersolution.
Our notion of viscosity solution, subsolution, and supersolution is denoted
by P- (or potential theoretic) solution, and is based on taking the limit of applying
the wave (or, more generally, a semilinear hyperbolic) operator to mollified func-
tions.
In part II of the paper we prove a comparison principle for such P-sub and
supersolutions of the generalized Cauchy problem for semilinear second order
hyperbolic equations. In part III we prove difference criteria for a function to
be a P-sub(super) solution of this Cauchy problem and prove existence of our
generalized solution to the generalized Cauchy problem by Perron’s method. This
solution is then the upper envelope of a family of P-subsolutions with the given
P-Cauchy data.
Thus, we demonstrate the existence of solutions (which may be merely contin-
uous a.e.) of the these equations for the Cauchy problem—and also for a gener-
alized non-smooth Cauchy problem for this class of equations on domains which
can be quite irregular. (The domain merely must contain the backward character-
istic cone for  at each interior point of the domain, so the upper boundary could
be quite irregular.)
Our notion of generalized non-smooth Cauchy data is inspired by Stein’s
concept of Lp-derivative.
We have stated and proved all results, for clarity of exposition—for domains
with an odd number of space dimensions greater than or equal to three. The results
for an even number of space dimensions for n greater than or equal to two follow
in the usual way by dimensional reduction.
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2. Classical solutions: Classical C2 solutions of wave equations and useful
identities
In this section we prove some important identities for C2 solutions, subso-
lutions, and supersolutions for the wave operator. We also define some useful
terminology and prove some useful identities.
3. Classical solutions of semilinear equations in regular domains
3.1. Terminology and definitions
We give some basic definitions. We recall the standard definitions below:
Let u(t, x) :R+ ×R+ →R, where R+ = [0,∞}.
Definition 1. Let
L(u)= ∂
2u
∂t2
− ∂
2u
∂t2
+ F(u), (2)
where F :R→R. We say that L is a semilinear wave operator.
We will study semilinear wave operators on a class of special domains.
Definition 2. Let D be a compact subdomain of R+ ×R→ R. If, for each point
P ∈ D0, the backward characteristic cone corresponding to L in Definition 1 is
contained in D we say that the domain D is L-regular.
Remark 1. If the operator L is clear in context we will often shorten the
terminology of Definition 2 to “regular domain.”
Given any point P ∈D0, we can always adopt coordinates in which P is on
the time axis.
We do this in the sequel, so we adopt a term for such coordinates.
Definition 3. Let L be a semilinear wave operator. Let D be an L-regular
domain. Let P ∈ D0. Let {x0 = t, x1, x2, . . . , xn} be coordinates for D, and let
P = {t0 = τ, x10, x20, . . . , xn0} in these coordinates. Then,
{y0 = x0 = t, y1 = x1 − x10, y2 = x2 − x20, . . . , yn = xn − xn0} (3)
are P -coordinates for D.
Remark 2. Note that in P -coordinates, P = {τ,0,0, . . . ,0}. Let R2 =∑ni=1 y2i .
The backward characteristic cone (for L) is given by the equation (t − τ )2 =R2.
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Definition 4. Let D be a regular domain with coordinates {t, x1, x2, . . . , xn}. Then
Base(D)=D ∩ {t = 0}.
We now define two kinds of Cauchy data.
Definition 5. Let D be a regular domain in R+ × Rn. Let u :R+ × R→ R. Let
u(0, x˜)=ψ1(x˜). Let (∂u/∂t)(0, x˜)=ψ2(x˜), for all x˜ ∈ Base(D).
(a) If ψ1 : Base(D)→ R is continuous and ψ2 : Base(D)→ R is continuous,
we say that u has classical Cauchy data (ψ1,ψ2) on Base(D).
(b) If u is differentiable in space and time on Base(D) and ψ1 is differentiable,
ψ2 is continuous; we say that u has strong classical Cauchy data (ψ1,ψ2) on
Base(D).
We often refer to the backward characteristic cone with vertex at P .
Definition 6. Let L be a semilinear wave operator in the domain D, where D
is regular for L. Let P ∈ D0, with P = (τ, x10, x20, . . . , xn0). Then, we denote
the backward characteristic cone for L with vertex at P by K0,τ . Similarly, we
denote the restriction of this cone between t = t1 and t = t2 by Kt1,t2 . Sometimes,
for extra clarity, we will add P as a label as in KP0,τ . This helps when several
characteristic cones appear in the same section of text.
3.2. A useful integral identity
In this subsection, we prove an integral identity that is the basis for our
maximum and comparison principles for semilinear wave equations in regular
domains.
In this subsection, let L be a semicontinuous wave operator in a domain D,
where D is regular for L, and let P = (τ,0, . . . ,0) in P -coordinates {x0 =
t, x1, x2, . . . , xn} for D. Let K0,τ be the backward characteristic cone with vertex
at P and with its base on Base(D). Let s denote the downward slant distance
measured along a line segment of any generating line segment of K0,τ , starting
at P . Let Ω =Ωn−2 be the unit n− 2 sphere and let dΩ be the surface element
on the unit n− 2 sphere.
Note that on K0,τ , we have (t − τ )2 −∑ni=1 x2i = 0. Let R2 =∑ni=1 x2i .
Useful formulae. Let the slant angle at P of the coneK0,τ be denoted by α. Then
on K0,t we have
∂
∂s
= 1√
2
(
∂
∂R
− ∂
∂t
)
, (4)
∂
∂υ
= 1√
2
(
∂
∂R
+ ∂
∂t
)
. (5)
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Remark 3. Here ∂/∂υ is the co-normal derivative, i.e., it is the derivative in the
direction of an outward normal to the surface of the backward characteristic cone
K0,τ .
Let ∆Ω denote the angular part of the Laplacian in Rn. We have
∆Ω =
n∑
i=1
∂2
∂x2i
−
(
∂2
∂R2
− n− 1
R
∂
∂R
)
. (6)
We now have a sequence of lemmas used to prove the main result of this
section—a fundamental integral representation formula for .
Lemma 7. Let u ∈ C2(K0,τ ). On K0,τ we have
utt −
[
uRR + n− 1
R
uR
]
=−
{
n− 1
R
}
1√
2
(
∂u
∂s
+ ∂u
∂υ
)
− 2usυ
=−2usυ −
{
n− 1
R
}
uR. (7)
Proof. We have
(A)
∂
∂s
= 1√
2
(
∂
∂R
− ∂
∂t
)
,
(B)
∂
∂υ
= 1√
2
(
∂
∂R
+ ∂
∂t
)
.
Solving the system (A), (B) for ∂/∂R and for ∂/∂t , we obtain
∂
∂R
= 1√
2
(
∂
∂s
+ ∂
∂υ
)
,
∂
∂t
=− 1√
2
(
∂
∂s
− ∂
∂υ
)
. (8)
These give
∂2
∂R2
= 1
2
(
∂2
∂s2
+ 2 ∂
2
∂s∂υ
+ ∂
2
∂υ2
)
,
∂2
∂t2
= 1
2
(
∂2
∂s2
− 2 ∂
2
∂s∂υ
+ ∂
2
∂υ2
)
, (9)
and thus
utt −
[
uRR + n− 1
R
uR
]
=−2usυ − n− 1
R
uR
=−
(
n− 1
R
)
1√
2
(
∂u
∂υ
+ ∂
∂s
)
− 2usυ. ✷ (10)
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Theorem 8. Let u ∈C2(K0,τ ). On K0,τ we have
(t − τ )β+1
[
utt −
(
uRR + n− 1
R
uR
)]
= (n− 1)(t − τ )βuR − 2(t − τ )β+1uυs . (11)
Proof. This follows directly from Lemma 7 and the fact that on K0,τ we have
(t − τ )2 =
n∑
i=1
x2i =R (12)
and
s√
2
= (τ − t). ✷ (13)
Lemma 9. Let u ∈C2(K0,τ ). On K0,τ we have
(τ − t)((t − τ )βuυ)s − β√2 (t − τ )βus
=−β(t − τ )βuR + (t − τ )β+1uνs. (14)
Proof. On K0,τ we have
(t − τ )[(t − τ )βuυ]s =− β√2 (t − τ )(t − τ )β−1uυ + (t − τ )β+1uυs. (15)
Thus,
(t − τ )((t − τ )βuυ)s − β√2 (t − τ )βus
=− β√
2
(t − τ )β(us + uυ)+ (t − τ )β+1uυs
=−β(t − τ )βuR + (t − τ )β+1uυs . ✷ (16)
Recall that u= utt −∑ni=1 uxixi .
Lemma 10. Let u ∈ C2(K0,τ ). On K0,τ we have
−(t − τ )β+1u+ (n− 1)(t − τ )βuR
+ 2β(t − τ )β+1
(
utt −
(
uRR + n− 1
R
uR
))
= (t − τ )β+1∆Ωu.
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Now apply Theorem 8 to the bracketed term in the equation immediately above
to obtain
−(t − τ )β+1u+ (n− 1)(t − τ )βuR +
[
2β(t − τ )βuR − 2(t − τ )β+1uυs
]
− 2β(t − τ )β = (t − τ )β+1∆Ωu. ✷
Lemma 11. Let u ∈C2(K0,τ ). On K0,τ we have
(a)
−(t − τ )β+1u+ (n− 1)(t − τ )βuR
+ [√2β(t − τ )βus − 2(t − τ )((t − τ )βuυ)s]− 2β(t − τ )βuR
= (t − τ )β∆Ωu. (17)
(b)
(t − τ )βu+ (n− 1)(t − τ )β−1uR
+ [√2β(t − τ )β−1us − 2((t − τ )βuυ)s]− 2β(t − τ )β−1uR
= (t − τ )β∆Ωu. (18)
Proof. To prove (a) use Lemma 9 to replace the bracketed term in Lemma 10.
To prove (b), when t = τ simply divide (a) by (t−τ ). To prove (b) when t = τ ,
note that both sides of (b) are zero if β = 1. When β = 1, note that (b) is valid
when β = 1 is replaced by β = 1+ ε, ε > 0, and take the limit as ε ↓ 0. ✷
Lemma 12. Let u ∈C2(K0,τ ). On K0,τ we have
(c) (
n− (2β + 1))(t − τ )β−1uR +√2β((t − τ )β−1u)s
− β(β − 1)(t − τ )β−2u− 2[(t − τ )βuυ]s
= (t − τ )β∆Ωu+ (t − τ )βu. (19)
(d) If n= 2β + 1, on K0,τ we have
√
2β
((−s√
2
)β−1
u
)
s
+ β(β − 1)
(−s√
2
)β−2
u− 2
[(−s√
2
)β
uυ
]
s
=
(−s√
2
)β
∆Ωu+
(−s√
2
)β
u. (20)
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Proof. To prove (c) we recall that ∂/∂s = (1/√2)(∂/∂R − ∂/∂t), which implies
the identity
√
2β(t − τ )β−1us =
√
2β
(
(t − τ )β−1u)
s
− β(β − 1)(t − τ )β−2u.
Apply this identity to Lemma 11(b). We obtain, on K0,τ , that
−(t − τ )βu+ (n− 1)(t − τ )β−1uR +
[√
2β
(
(t − τ )β−1u)
s
]
− [β(β − 1)(t − τ )β−2u]− 2[([t − τ ]βuυ)s]− 2β(t − τ )β−1uR
= (t − τ )β∆Ωu, (21)
which simplifies to(
n− (2β + 1))(t − τ )β−1uR +√2β((t − τ )β−1u)s
− β(β − 1)(t − τ )β−2u− 2([(t − τ )βuυ]s)
= (t − τ )β∆Ωu+ (t − τ )βu. (22)
To prove (d), note that on K0,τ , we have (t − τ )=−s/
√
2, t = τ − s/√2 and
apply these formulae to (c). ✷
These lemmas now give a very useful integral identity for the standard wave
operator .
Theorem 13 (Fundamental integral identity for ). Let D be a regular domain
for , with D ⊂ R+ × Rn. Let n = 2β + 1, β > 1. Let P ∈ D0, and let
{x0 = t, x1, . . . , xn} be P -coordinates for D , so that P = {τ,0,0, . . . ,0} in these
coordinates. Let K0,τ be the backward characteristic cone for  with vertex P
and base on Base(D). Let u ∈C2(D). Then∫
Sn−1
√
2β(−τ )β−1u(s =√2τ )dΩ − ∫
Sn−1
√
2β(0)β−1u(s = 0) dΩ
− β(β − 1)
∫
Sn−1
√
2τ∫
0
(−s√
2
)β−2
uds dΩ
− 2
∫
Sn−1
(−τ )βuυ
(
s =√2τ )dΩ
=
∫ ∫
K0,τ
(−s√
2
)β
uds dΩ. (23)
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Proof. Note that ds =√2dt and integrate Lemma 12(d) with respect to dΩ ds,
i.e., over K0,τ from base to vertex. Note, that we are integrating with respect to
dΩ ds, which is not the volume form on K0,τ .
Also, note that
√
2τ∫
0
[ ∫
Sn−1
(−s√
2
)β
∆Ω dΩ
]
ds = 0,
by exchanging the order of integration and using the divergence theorem to show
that the angular integral
∫
Sn−1 ∆Ω dΩ = 0. ✷
Remark 4. In Theorem 13, s = √2τ refers to points on Base(K0,τ ) and s = 0
refers to the vertex P = (τ,0,0, . . . ,0) of K0,τ .
Corollary 14 (Alternative form of the fundamental inequality). Under the hypoth-
esis of Theorem 13 we have the alternative form of the conclusion of Theorem 13
below:
β
∫
Sn−1
(0)β−1u(τ,0,0, . . . ,0) dΩ − β
∫
Sn−1
(−τ )β−1u(t = 0) dΩ
+ β(β − 1)
τ∫
0
∫
Sn−1
(τ − t)β−2udΩ dt + 2
∫
Sn−1
(−τ )βuυ(t = 0) dΩ
=
∫ ∫
K0,τ
(τ − t)βudt dΩ. (24)
Proof. Elementary arithmetic and change of variables from s to t in the con-
clusion of Theorem 13 ✷
4. Maximum and minimum principles for the wave equation: The C2 case
In this section we show that a version of the maximum (minimum) principle is
valid for sub and supersolutions of the standard wave equation.
Remark 5. The naive statement of the maximum principle is false even for the
equation u= 0. An example was already provided in Section 1.
Theorem 15. Let n = 3. Let D be a regular domain in R+ × R3 for the oper-
ator . Let u ∈ C2(D) and let u  0 in D0. Let u(0, x)  0, ut (0, x)  0,
uε(x,0) 0 for all (0, x) ∈ Base(D). Then, u 0 in D.
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Proof. First we replace u by v = u− εt2 − εt , and note that v < 0 in D0 and
that vt < 0 at t = 0, vυ < 0 at t = 0. Since v  0 at t = 0 and vt < 0 at t = 0,
we have v(t, x) < 0 ∀(t, x) ∈ D that have small enough positive t . Let τ be the
first positive value of t for which v(t, x)= 0, and let P = (τ, x) ∈D0 be a point
for which this happens. Choose P-coordinates for D, which we denote by a slight
abuse of notation by {x0 = t, x1, x2, . . . , xn} so that P = (τ,0,0, . . . ,0).
Now consider the backward characteristic cone K0,τ with vertex at P , invoke
Theorem 13 and let ε ↓ 0. ✷
Remark 6. For later use in part II of the paper, we will write β instead of β = 1,
and we will write n instead of n = 3 in the fundamental integral identity of
Theorem 13.
We obtain (n= 3, n= 2β + 1, so that β = 1)
∫
Sn−1
√
2β(−τ )β−1v(t = 0, x) dΩ −√2v(t = τ, x)vol(Sn−1)
− β(β − 1)
∫
Sn−1
√
2τ∫
0
(t − τ )β−2v ds dΩ
− 2
∫
Sn−1
(−τ )βvυ(t = 0, x) dΩ
=
∫ ∫
K0,τ
(t − τ )β(v) ds dΩ (25)
and thus (since β = 1, n= 3)
∫
S2
√
2v(t = 0, x) dΩ −√2v(t = τ, x)vol(S2)− 2(−τ )
∫
S2
vυ(t = 0, x) dΩ
=
∫ ∫
K0,τ
(t − τ )(v) ds dΩ. (26)
But note that the left-hand side of the above identity is less than or equal to zero
because∫
S2
√
2v(t = 0, x) dΩ  0, −
∫
S2
√
2v(t = τ, x) dΩ = 0, (27)
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and
β(β − 1)
∫
S2
√
2∫
0
(t − τ )β−2v ds dΩ = 0, (28)
since β = 1.
However, the right-hand side of the identity is strictly greater than zero,
because (v) < 0 for 0 < t < τ , which implies∫ ∫
K0,τ
(t − τ )(v) ds dΩ > 0.
This is a contradiction. Hence, v < 0 in D0. ✷
Remark 7. Thus, Theorem 15 is a version of a maximum principle for classical
subsolutions of . Similarly, we have a minimum principle for classical superso-
lutions of .
Theorem 16. Let n = 3. Let D be a regular domain for . Let v be C2 in D.
Let v(0, x) 0, vυ(x,0) 0, for all (x,0) ∈ Base(D). Let v  0 in D0 . Then,
v  0 in D0.
Proof. The proof is the same as that of Theorem 15, mutis mutandis. ✷
Definition 17. Let L be a semilinear wave equation and let D be a regular domain
for L.
Let (t, x) ∈D0 and let u,v :D0 → R be C2 at (t, x). We say that u is a clas-
sical subsolution of L at (t, x) iff (Lu)(t, x) 0, and we say that v is a classical
supersolution of L at (t, x) iff (Lv)(t, x) 0.
Remark 8. At this point we can state and prove versions of Theorems 15 and
16 for n = 2β + 1 with β ∈ Z+. We can also extend Theorems 15 and 16 to
certain semilinear wave equations. However, to avoid duplication of exposition
and because the main focus of this paper is Perron’s method for generalized (non-
C2) solutions of semilinear wave equations, these extensions will be stated in the
setting of these generalized solutions in part II of the paper.
5. Generalized solutions of wave equations
In this section we define a notion of generalized solution, subsolution,
supersolution for wave equations of second order (including a class of semilinear
wave equations). In part II of the paper we will prove maximum, minimum and
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comparison principles for such equations and establish Perron’s method in this
setting.
6. Extension of functions
In order to define our notion of generalized solution, we need to use smoothing
via convolution with a smoothing kernel onR1×Rn. To do this, we need to extend
semicontinuous functions, on a regular domain D for  with D ⊂ R+ × R, to
R×Rn so that the extension has compact support. We do this here.
Let D be such a regular domain in R+ × Rn. We define the extension of
functions on D to all of R ×Rn.
Let u :D ⊂ cl(R+ × Rn)→ R. We first extend u to the double Ddb of D
obtained by reflection.
For ∀X ∈D, let X = (t, xi) be our notation for the coordinates of X.
We define the first “pre-extension”E1X by
E1u=
(
u(X), if X ∈D∑n+2
i=1 Aiu(−t/i, x ′), if X ∈ −D
)
,
where {Ai}, i = 1, . . . , n+ 2, is the solution to the linear algebraic system
n+2∑
i=1
(−1)sAi = 1, s = 0,1,2, . . . , n+ 2. (29)
Remark 9. This is the standard extension, used to extend functions to reflected
domains. See, for example, [2, pp. 125 and 126]. As is shown there, if u is C0,
C1,C2 in D, then E1u is C0,C1,C2 in Ddb.
Now, we arrange that our extension is compactly supported in R×Rn.
Let BR be an open ball large enough that it contains Ddb completely in its
interior.
Let ϕ ∈ C∞0 (Rn × R) be a smooth cutoff function that equals one on BR and
equals zero outside B2R .
Our final extension of u to R×Rn, with compact support is given by
E(u) := ϕE1(u). (30)
We note that if u is C0,C1,C2 on D, then E(u) is C00 ,C
1
0 ,C
2
0 on R×Rn.
Remark 10 (Abuse of notation). From now on, in this paper we identify u with
its extension Eu and suppress the notation E.
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7. Poisson regularization
We now define our notion of regularized functions that is used later to define
our generalized solutions, subsolutions, and supersolutions of wave equations.
Given a function from R × Rn to R, with compact support at infinity; for
example, the extension of a function from a regular domain (for ) to R, we
recall the definition of its Poisson regularization given in [3, p. 61].
Definition 18. Let u :R×Rn→R. Then, we define the σ -regularization (Poisson
regularization) of u by (here σ > 0)
uσ = u ∗ Pσ , where Pσ is the Poisson kernel. (31)
Remark 11. We note that at any point of continuity we have limσ→0 uσ (X) =
u(X).
Remark 12. Later we will define a notion of generalized solution, subsolution,
supersolution of a wave equation that is based on the limit of L(uσ ) as σ ↓ 0.
We will also define a notion of generalized Cauchy data compatible with the
convergence of uσ to u. This will then allow us (in part II of the paper) to use the
fundamental integral identity of Theorem 13 applied to uσ to prove maximum,
minimum and comparison theorems for these generalized solutions, subsolutions
and supersolutions.
8. P-Cauchy data
We define a notion of Cauchy data, based on σ -regularization—that is in-
dependent of the regularization parameter σ . Because of technicalities in the
proof of Perron’s method in part II we need a slightly non-obvious definition
of initial time-derivative data. In the event that the function u :D→ R (where D
is a regular domain for ) is differentiable at t = 0, this notion of generalized
Cauchy data agrees with the notion of strong Cauchy data given in Definition 5.
Our definition is based on the notion of L1-derivative in Rn+1.
Definition 19. Let D be a regular domain for , with D ⊂ R+ × Rn. Let
Ψ1 : Base(D)→ R be continuous. Let u :D→ R. We say that u has P -Cauchy
data (Ψ1,Ψ2) iff
(1) limσ↓0(uσ )(0, x)= Ψ1(0, x), ∀(0, x) ∈ Base(D).
(2) For each h > 0, and each X0: (0, x0) := (0, x01, . . . , x0n) ∈ Base(D),
there exist real numbers {b1(X0), b2(X0), . . . , bn(Xn)} ∈ Base(D), such that for
each (n + 1)-dimensional, closed half ball B+h (X0) in D of radius h, we have
∀X = (t, xi) ∈ B+h (X0)
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∫
B+h (X0)
∣∣∣∣∣u(X)−Ψ1(X0)−Ψ2(X0)t −
n∑
i=1
bi(X0)(Xi −X0,i)
∣∣∣∣∣dX
= o(h). (32)
In the notation of [3, p. 242], the n + 1 vector (Ψ2(X0), bi(X0)) is denoted by
Λ(X0).
Remark 13. Stein in [3, pp. 246–248] introduced the notation of harmonic
derivative and proved that if a function into the reals has an L1-derivative at a
point, then it has a harmonic derivative at that point that equals its L1-derivative.
He also proved that if a function has a derivative in the classical sense at a
point, the function has an L1-derivative that equals the ordinary derivative at that
point.
We recall [3, p. 247] that
Definition 20 (Stein’s harmonic derivative). Let X0 ∈ Rm. Then f has a harmonic
derivative at X0 iff
(1) f is locally integrable at X0.
(2) ∂uσ/∂xi , i = 1,2, . . . ,m, have non-tangential limits at X0 as σ ↓ 0.
He defines the harmonic partial derivatives by
f (X0)= lim
(X,σ )→(X0,0)
uσ (X), (33)
∂f
∂xj
(X0)= lim
(X,σ )→(X0,0)
∂uσ
∂xi
(X), (34)
where the variable point (X,σ) converges to (X0,0) non-tangentially.
Remark 14. Definition 19 says that “the time partial derivative” in the Cauchy
data is the time component of the gradient of u in the L1-sense.
Remark 15. It follows from Remark 13 that if u has strong classical Cauchy data
(Ψ1,Ψ2) on Base(D) then u has P -Cauchy data (Ψ1,Ψ2) on Base(D).
9. P-co-normal derivative on Base(D)
In order to apply the fundamental integral identity of Theorem 13 to uσ and
take the limit as σ ↓ 0, we use a generalized notion of the co-normal derivative
on Base(D) that appears in that identity. We denote this by the P -co-normal
derivative.
P. Smith / J. Math. Anal. Appl. 275 (2002) 693–710 707
The reader should compare that the classical definition of the co-normal
derivative given in Remark 1.
Definition 21 (Strong P -Cauchy data). Let u :D → R have P -Cauchy data
(Ψ1,Ψ2) on Base(D). If Ψ1 is classically differentiable on Base(D), we say that
u has strong P -Cauchy data (Ψ1,Ψ2) on Base(D).
Definition 22 (P -co-normal base derivative). Let D be a domain in R+ × Rn,
that is regular for . Let P be a point in D0, where P = (τ,0), with respect to
P -coordinates for D. Let K0,τ be the backward characteristic cone for , with
vertex at P . Let u :D → R have strong P -Cauchy data (Ψ1,Ψ2) on Base(D).
Then, there exists a unique P -co-normal derivative Ψ3 on Base(K0,τ ) defined by(
∂u
∂υ
)
P
(0, xˆ) :=Ψ3(0, xˆ) := 1√
2
((
∂u
∂R
)
L1
(0, xˆ)+
(
∂u
∂t
)
L1
(0, xˆ)
)
∀(0, xˆ) ∈ Base(K0,τ ). (35)
The notation (∂u/∂t)L1(0, xˆ) denotes the evaluation of the L1-time partial
derivative at (0, xˆ). Here (∂u/∂R)L1(0, xˆ) is constructed, by the formula (chain
rule) for the change to polar coordinates, from the components of the L1-spatial-
partial derivatives, and then evaluation at (0, xˆ).
Remark 16. Since, by the hypothesis of Definitions 21 and 22 u has P -Cauchy
data on Base(K0,τ ), we note by Remark 13 that u is harmonically differentiable
at each point (0, xˆ) on Base(K0,τ ) and thus
Ψ3 = 1√
2
[
lim
σ↓0
(
∂uσ
∂R
)
(0, xˆ)+ lim
σ↓0
(
∂uσ
∂t
)
(0, xˆ)
]
, ∀(0, xˆ) ∈ Base(K0,τ ).
(36)
Also note, as in Remark 13, that the above limits are, in fact, non-tangential
limits.
Collecting all our results from Sections 8 and 9 we have
Lemma 23 (Convergence of P -boundary data). Let D be domain in R+ × Rn
that is regular with respect to . Let u :D→ R have P -Cauchy data (Ψ1,Ψ2)
and P -co-normal derivative Ψ3. Let X0 ∈ Base(D). Let (X,σ) converge non-
tangentially to (X0,0). Then
(a) lim
(σ↓0)
(
uσ (X0)
)= lim
(X,σ )→(X0,0)
(u)σ (X)= Ψ1(X0). (37)
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(b) Let j = 0,1, . . . , n (recall that x0 = t); we have
lim
σ↓0
[(
∂uσ
∂xj
)
(X0)
]
= lim
(X,σ )→(X0,0)
[
∂uσ
∂xj
(X)
]
= Ψ2(X0). (38)
(c)
lim
σ↓0
[
∂uσ
∂υ
(X0)
]
= lim
(X,σ )→(X0,0)
[
∂uσ
∂υ
(X)
]
=
(
∂u
∂υ
(X0)
)
P
= Ψ3(X0). (39)
10. P-sub and supersolutions for semilinear operators
In analogy with the definition of harmonic first derivative in [3, pp. 246–
248], but using second partial derivatives we define notions of subsolution and
supersolution for linear and semilinear hyperbolic wave equations of second order
in domains that are regular with respect to . These notions are based on σ -
regularization, but are independent of the parameter σ .
Remark 17. Below, we use expressions like
lim
σ↓0
Y→X
and lim
σ↓0
Y→X
that denote non-deleted limits with respect to the X and Y . That is, in the defi-
nition of the limits we use open balls about X, but we do not use deleted open
balls about X. Thus X can equal Y . For details on this, and its use in the study of
semicontinuous functions, see [4, pp. 219–223, Definition 2.2].
Definition 24. LetD be a compact domain in R+×Rn, that is regular with respect
to . Let the operator L :C2(D)→ R be defined by
L(u) :=u− c2u− f (u)− g(x), (40)
where u ∈ C2(D), c is a real constant, f :R→ R and g :D→ R is continuous.
We define the operators £− and £+ with £± :L1(D) ∩L∞(D)→R by
£−(u)(X) := lim
σ↓0
Y→X
[
L(uσ )(Y )
]
= lim
σ↓0
Y→X
[
uσ (Y )− c2uσ (Y )− f
(
uσ (Y )
)− g(X)]
= lim
σ↓0
Y→X
[
uσ (Y )
]− c2( lim
σ↓0
Y→X
(
uσ (Y )
))
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− lim
σ↓0
Y→X
(
f
(
uσ (Y )
))− g(X) (41)
and
£+(v)(X) := lim
σ↓0
Y→X
[
L
(
vσ (Y )
)]
= lim
σ↓0
Y→X
[
vσ (Y )− c2vσ − f
(
vσ (Y )
)− g(X)]
= lim
σ↓0
Y→X
[
vσ (Y )
]− c2( lim
σ↓0
Y→X
[
vσ (Y )
])
−
(
lim
σ↓0
Y→X
f
(
vσ (Y )
))− g(X). (42)
Definition 25. Let X ∈D.
(1) We say that u :D → R is a P -subsolution of £−(u)(X)  0 at X iff
£−(u)(X) 0. If this is valid for all X ∈D, we say that u is a P -subsolution
of £−(u) 0 in D.
(2) We say that v :D → R is a P -supersolution of £+(v)(X)  0 at X iff
£+(v)(X) 0. If this is valid for allX ∈D, we say that v is a P -supersolution
of £+(v) 0 in D.
(3) Let w :D → R. If w is a P -supersolution of £+(w)(X)  0 at X and also
a P -subsolution of £−(w)(X)  0 at X, we say that w is a P -solution of
£(w)(X)= 0 at X, where
£(w)(X) := lim
σ↓0
[
L
(
wσ (X)
)]
= lim
σ↓0
[
wσ (X)− c2wσ (X)− f
(
wσ (X)
)− g(X)]. (43)
If this condition is satisfied at all X ∈ D, we say that w is a P -solution of
£(w)= 0 in D.
Remark 18 (Consistency). In the above (1), (2) are consistent with (3), since
lim
σ↓0
[
wσ(X)− c2wσ (X)− f (wσ )(X)− g(X)
]
= lim
σ↓0
(
wσ (X)
)− c2( lim
σ↓0
wσ (X)
)
− lim
σ↓0
f
(
wσ (X)
)− g(X)
 lim
σ↓0
Y→X
[
wσ (Y )
]
(X)− c2
(
lim
σ↓0
Y→X
wσ (Y )
)
(X)
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− lim
σ↓0
Y→X
(
f
(
wσ (Y )
))
(X)− g(X)
= £−(w)(X) 0 £+(w)(X)
= lim
σ↓0
Y→X
[
wσ (Y )− c2wσ (Y )− f
(
wσ (Y )
)− g(X)](X)
 lim
σ↓0
(
wσ(X)
)− c2( lim
σ↓0
Y→X
(wσ )(Y )
)
(X)
−
(
lim
σ↓0
Y→X
(
f
(
wσ (Y )
)))
(X)− g(X)
= lim
σ↓0
[
(wσ )(X)− c2wσ (X)− f
(
wσ (X)
)− g(X)] (44)
which implies
lim
σ↓0
[
wσ (X)− c2wσ (X)− f
(
wσ (X)
)]− g(X)
=
(
lim
σ↓0
L(uσ )
)
(X)= 0. (45)
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