Unlike other forms of priming, semantic priming appears only to occur at short lags. In apparent contrast to this, S. Becker, M. Moscovitch, M. Behrmann, and S. Joordens (1997) described a theory of priming that predicts long-term effects for all forms of relatedness. This prediction is reconciled with previous failures to observe long-term semantic priming on the basis of 2 claims: (a) that previously used pairs share few semantic features and (b) that tasks typically used to study priming are not especially sensitive to semantic influences. The present experiments provide further support for these claims by demonstrating long-term semantic priming in the lexical-decision task when the stimuli and task are modified in a way that increases semantic involvement. However, the findings suggest that in addition to the mechanism advocated by Becker et al., a second mechanism is necessary to provide a complete account of semantic priming effects. Meyer and Schvaneveldt (1971) introduced the lexicaldecision task as a tool for learning more about the processes and mechanisms underlying semantic memory. In its original form, the task consisted of two letter strings simultaneously presented, with participants instructed to press one key if both stimuli were words, and another key if one or both of the stimuli were nonwords. Findings from that task indicated that correct "word** responses could be emitted faster if the stimuli consisted of a pair of semantically related words (e.g., sky-cloud) than if the stimuli consisted of apair of semantically unrelated words (e.g., car-cloud). This phenomenon is called semantic priming.
much smaller as intervening items were presented between a related prime-target pair.
That semantic priming is robust to alterations of procedure is likely one of the reasons it has played such a large role in cognitive psychology. Since these pioneering studies, priming effects have been extended to a wide variety of tasks and procedures, from perceptual identification to naming (see Neely, 1991 , for a review). Moreover, the basic priming effect has also been observed across dimensions other than or in addition to semantics, such as morphological relatedness (e.g., Bentin & Feldman, 1990; Stolz & Feldman, 1995) , word form (Forster, 1987) , and repetition (e.g., Scarborough, Cortese, & Scarborough, 1977) .
If the generality of the findings of Meyer et al. (1972) increased the attractiveness of priming phenomena to researchers of word recognition, the observance of the sensitivity of semantic priming to intervening items was a first step toward setting semantic priming effects apart from other forms of priming. This was the case because many other forms of priming are not nearly as affected by the presentation of intervening items. As examples, Scarborough et al. (1977) observed repetition priming effects even when the first and second presentations of the item were separated by 32 intervening items; morphological priming effects have been observed at lags of at least 15 items (e.g., Bentin & Feldman, 1990) ; and form-based priming effects have been observed with procedures in which related items were separated by long lags (Rueckl, 1990) . Thus, the fact that semantic priming is not observed at long lags suggests that the mechanisms underlying semantic priming are substantially different from those underlying other forms of priming.
Of course, it would be dangerous to draw this distinction if Meyer et al.'s (1972) results were the only ones showing a decline in semantic priming as a result of intervening items. However, there are actually a large number of studies showing this effect (e.g., Dannenbring & Briand, 1982; Davelaar & Coltheart, 1975; Foss, 1982; Joordens & Besner, 1992; Masson, 1991; McNamara, 1992; Ratcliff & McKoon, 1988) . By way of illustration, Gough, Alford, and HolleyWilcox (1981) performed an experiment in which streams of items were presented one at a time, with participants deciding on the lexical status of each item as it was presented. Critical items were preceded by related primes at lags of 0, 1,2,4, 8, 16, or 32 items. The results of that study showed that responses were faster than in a control condition only when the prime and target occurred consecutively. There was no evidence of priming at any of the remaining lags. Subsequent evidence has shown that small priming effects can be observed with a lag of a single item (Joordens & Besner, 1992; McNamara, 1992) , but none of the studies above reported reliable semantic priming effects with more than a single intervening item.
Theories of Short-Term Semantic Priming
Given the distinction between semantic and other forms of priming suggested by the lag effects described above, it should not be surprising that most accounts of semantic priming have a distinctly short-term nature to them. This contrasts with a more general theory of priming recently described by Becker, Moscovitch, Behrmann, and Joordens (1997) . To make this contrast as clear as possible, we first describe previous accounts of semantic priming, followed by a section focused on Becker et al.'s account.
Spreading Activation
The earliest accounts of semantic priming attributed the faster responding on related trials to spreading activation within a localist memory network (e.g., Anderson, 1976 Anderson, , 1983 Collins & Loftus, 1975; Collins & Quillian, 1969; Neely, 1977; Posner & Snyder, 1975; Quillian, 1967) . Specifically, semantic memory was conceptualized as a network of interconnected nodes with each node representing a concept. Nodes are connected if the concepts they represent are semantically or associatively related. Priming effects are assumed to occur within this architecture in the following manner. When a stimulus is presented in the external environment (e.g., dog), it passes activation to nodes in memory such that the node associated with the external stimulus will eventually "fire.*' Two things are related to the firing of a node. First, the concept represented by that node enters into short-term memory (i.e., the stimulus is identified). Second, activation is spread to other nodes in memory connected to the fired node. It is this spread of activation that is critical for semantic priming because if cat appears in the environment just after dog has appeared, the spread of activation to cat caused by processing of dog will give it a head start in the activation accrual process. Thus, participants are able to respond faster to targets that follow related primes because processing of the prime has provided the target with an internal source of activation, thereby reducing its need for activation from the external source. Ratcliff and McKoon (1988) proposed a compound-cue theory to serve as a competitor to the spreading-activation account of semantic priming effects (see also Dosher & Rosedale, 1989; McKoon & Ratcliff, 1992; Whittlesea & Jacoby, 1990) . A basic assumption of compound-cue theory is that humans perform lexical decisions and many other binary-decision tasks on the basis of a familiarity discrimination. In the case of lexical decision, the general notion is that humans use the current stimulus to probe long-term memory. If the current stimulus is similar to items in long-term memory, the item will tend to be more familiar. Thus, words would feel more familiar than nonwords, allowing participants to discriminate between the two classes of items on the basis of familiarity (e.g., Balota & Chumbley, 1984) .
Compound-Cue Theory
To account for semantic priming effects on lexical decision, Ratcliff and McKoon (1988) assumed that the cue used to probe long-term memory does not consist solely of the current stimulus, but also contains previous stimuli with a probability proportional to the recency with which the stimulus was presented. Thus, the most recently presented stimulus will have a high probability of being in the cue, the next most recent will have a much lower probability* and so forth down the tine. To the extent that the current stimulus is similar to the previous stimuli included in the cue, the resultant familiarity value will be increased. Thus, familiarity is higher when the current stimulus is combined with a semantically related item, and this higher level of familiarity is assumed to allow faster responses.
Semantic Distance/Distributed Models
A third class of models used to account for semantic priming effects can be thought of as a modern version of the semantic-distance account of priming effects (Rips, Shoben, & Smith, 1973) . According to the semantic-distance account, priming occurs because related concepts are stored "close together" in memory. Thus, if one has just retrieved the concept of cat, the concept of dog can be retrieved more quickly than baseline because the memory-searching process does not have far to go to get from cat to dog.
A slightly more complicated form of this notion underlies recent distributed accounts of semantic priming (e.g., Masson, 1991; A. J. C. Sharkey & N. E. Sharkey, 1992 ; N. E. Sharkey, 1989 Sharkey, , 1990 . In contrast to the localist theories of memory described above, distributed theories assume that concepts are represented by patterns of activation across all of the units in a memory network. This view can be easily conceptualized if one thinks of the units in semantic memory as locally representing semantic features associated with the larger concept. For example, the concept dog would have the units representing has fur, domestic pet, has four legs, and so forth turned on and would have units representing has feathers, made of wood, and so forth turned off. The complete pattern of on and off units would therefore provide the semantic representation of the concept dog.
A detailed description of how distributed models have been used to simulate word recognition is presented shortly. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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For present purposes, it is sufficient to note that the basic process thought to underly performance on many wordrecognition tasks is the retrieval of the semantic pattern associated with some orthographic input Moreover, the dependent measure of interest is typically the number of processing cycles required for the states of the semantic units to reach a stable pattern. An account of semantic priming naturally falls out of this framework if one assumes that semantically related items have similar patterns of activation across their semantic nodes. For example, the seemingly reasonable assumption is that concepts like cat and dog share more semantic features than concepts like table and dog. Given this, if the network must retrieve the semantic pattern associated with dog, it can do so faster following cat than following table because fewer units have to change their state to go from the semantic pattern of cat to the semantic pattern of dog. Said another way, cat and dog are closer together in a multidimensional semantic space than are table and dog, and the retrieval process is sensitive to this distance.
A Point of Commonality
Despite the many differences among the three accounts of priming described above, as typically described, all three predict that semantic priming effects are short lived. For spreading-activation models, the prediction is typically linked to decay in the spread of activation over time. In the case of compound-cue models, the prediction of short-lived semantic priming effects is attributable to the weighting factor that combines cues with the current target with a probability that declines dramatically as the lag between a particular cue and the current target is increased. Finally, for distributed models, the prediction stems from the overwriting of the semantic patterns corresponding to previously retrieved items. As is the case with compound-cue models, the prediction falling out of this overwriting mechanism is a drastic decline in priming as the number of intervening items is increased. In fact, we may view the distributed-network model as a connectionist implementation of compound-cue theory, in which the mechanism for combining cues resides in the residual effects of previous activations, summating with the current input, to influence units' activity levels. Thus, in all cases, semantic priming effects are assumed to be highly sensitive to the presentation of intervening items.
Priming as Learning
In contrast to the above theories, Becker et al. (1997) described a theory of priming that predicts the occurrence of long-term semantic priming. This theory centers around the idea that priming simply reflects learning. The details of this account were presented in the context of a particular class of distributed models of memory called attractor networks. Although it might also be extendable to other metatheories of memory, we stay true to the original presentation in the current article. Given this, we must first discuss attractor networks and the role they have played in modeling word-recognition phenomena. We then emphasize two ways in which the learning account differs from previous notions: (a) in its assumption of continual learning and (b) in its assumption that the items are processed only to a depth necessary to support reasonable task performance.
Attractor Networks and Word Recognition
The term attractor network can be used to describe any connectionist network that uses either direct or indirect recurrent (i.e., feedback) connections among the representational units to iteratively settle into a stable state (an attractor) in response to an input pattern. These networks are typically composed of a number of layers of units, with each layer representing some level of representation. For example, one layer might represent the orthography of a stimulus, another the phonology, and a third the semantics. In addition there may be so-called hidden layers, which are able to represent higher order features of the patterns of activation in the nonhidden layers. Once again, for such a network to develop attractor states, it requires recurrent connections either within or between these layers.
Attractor networks retrieve information using a patterncompletion process. First, the networks are exposed to complete patterns, and some learning algorithm is used to encode the associations among the states of all the units in the network, across all of the patterns experienced during learning. After the network has been trained, the stored patterns become attractor states; a network can then be given a corrupted version of one of the patterns it has learned, and under most circumstances, it will be able to clean up the pattern over a number of update cycles. Thus, if the corrupted pattern is one in which 50% of the units are in a state corresponding to a learned pattern and the other 50% are set to random states, an attractor network could use the correlations that it has learned to change the overall pattern to one consistent with a learned state. Given that 50% of the units are already in a state corresponding to a particular learned pattern, these units will bias the changes in the random nodes such that the learned pattern will be the one most consistent with the clean nodes.
The idea of using attractor-network dynamics to model the word-recognition process was first used by Hinton and Shallice (1991) . Their network comprised four layers of units: an orthographic layer, a hidden layer, a semantic layer, and a semantic cleanup layer. Each of the semantic units was viewed as representing a local semantic feature (e.g., living vs. nonliving), such that the complete pattern across these units could be viewed as providing a representation of some concept. Each semantic unit was connected to all other semantic units thereby providing the recurrent connections necessary to support tie pattern-completion process described above. The network was then taught a number of wordlike patterns, using a version of the supervised backpropagation learning procedure for recurrent networks (Rumelhart, Hinton, & Williams, 1986) . For example, an orthographic pattern representing dog would be presented to the orthographic input layer, along with an appropriate semantic pattern provided as a training signal to the semantic layer. In total, the network learned 40 such words. After learning was complete, Hinton and Shallice showed that if the network was presented with just the orthographic pattern associated with a learned item, it could successfully retrieve (i.e., complete) the corresponding semantic pattern. Thus, the network was able to retrieve the semantics associated with various orthographic patterns, a process that potentially underlies performance on most word-recognition tasks.
Since the original work by Hinton and Shallice (1991) , the potential of attractor networks to model the processes underlying word-recognition performance has been examined by a number of investigators. As examples, Joordens and Besner (1992) assessed the predictions of an attractor model of word recognition, proposed by Masson (1991) , concerning priming across an intervening item. Joordens and Besner (1994) then examined the ability of that same network to deal with semantically ambiguous words (e.g., bat) and some of the human word-recognition phenomena associated with them (see also Masson & Borowsky, 1995; Rueckl, 1995 , for further discussion of this issue). These issues are relevant to the current article because the original model described by Masson (1991) , and the modification of that network presented by Masson (1995) to account for Joordens and Besner's (1992) results, both provide an account of shortterm semantic priming effects. Thus, the results of the experiments in this article have implications for those models as well as for more recently proposed attractor models of short-term semantic priming (e.g., Plaut, 1995) . However, for the sake of clarity, we postpone a detailed discussion of these networks until the General Discussion. Instead, we focus on two characteristics that differentiate the way these models have been used to account for human word recognition from central assumptions underlying Becker et al.'s (1997) model.
Continual Learning
The primary difference between Becker et al.'s (1997) approach to modeling word-recognition performance and previous approaches is the former's emphasis on continual learning. As described above, previous attempts to model word-recognition performance have used a procedure in which the model first undergoes a learning phase and is then tested during a second phase. Thus, the values of weights between nodes remain static throughout the test phase. This kind of procedure has been used primarily for the sake of simplicity, and it has provided a useful methodology for learning about aspects of distributed models that are relevant to theories of human memory retrieval.
However, as originally suggested by McClelland and Rumelhart (1986) , it is possible that priming effects are actually a reflection of incremental learning. Specifically, faster response times for targets presented in related contexts may be due the fact that when the prime is responded to, aspects of that item undergo learning. This learning not only speeds subsequent processing if the prime itself reappears, but it also speeds processing for items that have representations similar to the prime. Thus, the target responses are speeded because the representation of the target is similar to the prime on some relevant dimension. For a model to account for priming in this manner, it must undergo Learning each time an item is processed. This kind of continuallearning procedure is used by Becker et al. (1997) , and many of the unique predictions that arise from that model are due to the incorporation of continual learning. Becker et al.'s (1997) model also differs from some previous work in terms of assumptions linking processing in the model to performance on specific word-recognition tasks. The earliest studies linking attractor models to wordrecognition performance held that complete semantic retrieval could be used to generally model human performance on word-recognition tasks (e.g., Hinton & Shallice, 1991; Masson, 1991; N. E. Sharkey, 1989) . This notion has recently come into question, and it is likely that more specific assumptions linking processing in the models to human performance on specific tasks are required (see Masson, 1995; Masson & Borowsky, 1995; Rueckl, 1995) . One of the critical assumptions of the work by Becker et al. is that the assumptions linking processing in the model to performance can be very different depending on the task being performed.
Linking Processing to Responses

Bringing ft Together
How are these assumptions combined to account for priming effects? In fact, there are two ways in which one can combine these assumptions to account for priming effects in general and for the lack of evidence for long-term semantic priming specifically. The approach implemented and described in Becker et al.'s (1997) article is based on the following assumptions. It is assumed that whenever a stimulus is presented, it is processed completely. That is, retrieval continues until the complete representation of that stimulus is formed, and after that representation is formed, it undergoes learning. However, depending on the task, a response may be emitted before certain levels of representation have formed. For example, it is assumed that the lexical-decision task is primarily based on orthographic information. Given that die orthographic level of a stimulus's representation is formed early in processing, that information may be available before very much semantic processing has occurred. This means that the learning done on the prime will influence responses to the target only when the target and prime are similar at a level of representation that is retrieved prior to the emission of a response.
An alternate view similar to Becker et al.'s (1997) notion also deserves mention. It is possible that a complete representation is not retrieved each time a stimulus is presented but, instead, that the kind or extent of representation activated depends on the task the participant is performing. For example, it is possible that when participants are performing an orthographic task, the processing is directed at retrieving orthographic information and stops when that information is available. That task-specific representation is then what undergoes learning. If this is true, it follows that This document is copyrighted by the American Psychological Association or one of its allied publishers.
priming will be observed only when a task emphasizes the level of representation on which the prime and target are similar. This version of the learning account of priming makes predictions virtually identical to those of the version described by Becker et al. and, as Thus, the basic assumption of the learning account is that priming is due to learning that occurs at the time of the prime and that can carry over to facilitate processing of the target. This facilitation should not decay rapidly, as learning is assumed to be permanent in the sense that it will be undone only by further learning. Thus, priming effects should be noticeable even if the related item occurs after a long lag.
Note that unlike the previously described theories of semantic priming, the learning theory could potentially account for all priming effects, both long and short term. Moreover, the assumption of little decay of learning suggests that all forms of priming should show long-term effects as long as certain conditions are met Clearly this prediction seems at odds with the data on semantic priming, discussed earlier. If this view is correct, why is there no evidence of long-term semantic priming in the literature?
The answer to this question has already been alluded to in the descriptions above. The learning theory holds that priming will be observed only if processing of the prime and the target is sensitive to the dimension of similarity. Thus, if participants are engaged in a task that does not involve any semantic processing, the learning that occurs for a prime will not facilitate responses to a subsequent target if that target is similar to the prime on only a semantic level. Long-term priming will be observed only if the prime and target are sufficiently similar on some dimension and if that dimension plays a sufficient role in determining responses on whatever task is being used. To the extent that either of these criteria is not met, long-term priming effects will be weak to nonexistent.
Thus, Becker et al. (1997) provided two explanations for past failures to observe long-term semantic priming. First, studies of semantic priming tend to use pairs that are semantically related, associatively related, or both (e.g., bread-butter). It is unclear just how semantically related such pairs are, and it is possible that the priming effects observed on those tasks might really reflect some mix of semantic and associative factors (see Fischler, 1977; Lupker, 1984; Moss, Ostrin, Tyler, & Marslen-Wilson, 1995; Shelton & Martin, 1992 , and our General Discussion for a variety of views on this issue). It would seem to make more sense to examine words that are almost identical at a level of semantic features, thereby maximizing any semantic relations (e.g., margarine-butter). A second explanation of the apparent lack of long-term semantic priming concerns the possibility that the tasks typically used in word-recognition studies actually make little use of semantic information. For example, it may be possible for participants to name stimuli without relying too heavily on semantic processing. Similarly, lexical decisions might be based primarily on lexical information with only a slight reliance on semantics. Therefore, the lack of previous evidence for long-term semantic priming may have been due to insufficient semantic similarity across primes and targets, the use of tasks that were not overly sensitive to semantic influences, or both.
To back these claims, Becker et al. (1997) had participants perform either lexical decisions or animacy judgments on a sequence of stimuli. It was assumed that although lexical decisions may involve little in the way of semantic processing, animacy judgments likely require a great deal of semantic involvement. Each target item was preceded by either five primes (Experiments IA and IB) or one prime (Experiments 2 and 3) chosen to share a maximal number of semantic features with the target. On average, the primes in Experiments 1A and IB occurred 10 items prior to the target. In Experiment 2, the average lag was 21.5 items. In Experiment 3, the lag was systematically varied to be 0,4, or 8 items. The results were straightforward. A reliable longterm priming effect was observed when animacy decisions were made both to the prime or primes and to the target (43 ms in Experiment IB, 35 ms in Experiment 2, and 71 ms for Lag 8 in Experiment 3), but the long-term semantic-priming effect was not reliable when the lexical-decision task was used (10 ms in Experiment IA). These results converged with simulation results that implemented a learning theory of priming within a distributed memory model. Thus, these experiments provided the first demonstration of long-term semantic priming while providing support for Becker et al.'s arguments concerning previous failures to observe this priming effect.
Present Study
The claims made by Becker et al. (1997) represent a unique way of thinking about semantic priming effects and, perhaps, priming effects in general. As such, the ideas deserve a closer look in contexts other than the animacydecision task. In the present article, we combine the learning theory of priming with recent notions about the dynamic manner in which lexical-decision performance reflects underlying influences. Our goal is to demonstrate that long-term semantic priming effects can also be observed with the lexical-decision task, when that task is set up in a manner than encourages deep semantic processing of the critical primes and targets.
To make our predictions concerning long-term semantic priming on lexical decision clear, it is necessary to specify our theory concerning the dynamic manner in which lexical decisions may arise from processing within an attractor network. Some of the issues prompting this view were alluded to in the introduction. However, they require a more thorough discussion here.
Recall that the earliest attractor models of word recognition assumed that performance could be modeled by counting the number of cycles required for complete settling at the semantic level. In fact, Masson (1991) actually used this assumption as the basis for discriminating between his attractor model of short-term semantic priming and spreadingactivation accounts. Specifically, semantic priming in Masson's model arises as a result of similarity across the semantic patterns of related primes and targets. If the model retrieves the semantic pattern associated with wolf, it already has most of the pattern for dog. Thus, if dog follows wolf in a word-recognition context, fewer changes will be required to get the semantic pattern for dog than would be required if it followed, say, shelf. However, if an unrelated item occurs between a related pair and if one assumes that complete semantic retrieval underlies performance, wolf should lose its ability to prime dog because its semantic features would be completely overwritten by the intervening word (see Joordens & Besner, 1992) . In contrast, the concept of automatic spreading activation predicts that priming would not be eliminated by an intervening item. In Masson's appraisal of the priming literature, and on the basis of two of his own studies, he concluded that priming was eliminated by an intervening item as predicted by his model.
However, Joordens and Besner (1992) noted that in all of the past failures to find priming across an unrelated item, the mean difference was always in the direction consistent with priming, although the effect size was very small. Given this, they performed two experiments that embodied a high degree of statistical power and found significant priming across an intervening item in both cases. This finding was used to argue against the attractor model of word recognition as described by Masson (1991) .
In response to Joordens and Besner's (1992) results, Masson (1995) described a more complicated version of his model that was able to make correct responses without requiring complete retrieval of the semantic pattern for each recognized item. The key to this was Joordens and Besner's use of the naming task to examine word recognition. Masson argued that all that is required for the model to produce a naming response is that it generate an appropriate phonological pattern for a given orthographic pattern. If phonological patterns are retrieved at a faster rate than semantic information, a possibility consistent with the claims of several investigators (e.g., Perfetti & Bell, 1991; Perfetti, Bell, 8c Delaney, 1988; Van Orden, Johnston, & Hale, 1988; Van Orden, Pennington, & Stone, 1990) , then a phonological pattern might be retrieved prior to the complete retrieval of an appropriate semantic pattern. Thus, naming of a given item might result in only a partial overwrite of the previous item's semantic pattern. This allows a residual influence on the network's state of the semantic pattern corresponding to the item presented two items back. In simulation work, Masson showed that this residual influence was sufficient to produce priming effects of the magnitude observed by Joordens and Besner. It is this transition in thinking that we wish to emphasize here. Again, the earliest connectionist models of word recognition assumed that word-recognition performance, in general, could be modeled by examining some single index such as the number of cycles needed for a word to become stable at a semantic layer. As soon as this view is discarded, the field becomes open to new ideas about how to link performance on specific tasks to processing in attractor models. In the case of naming, it seems obvious that a complete phonological pattern is required to emit a naming response. Thus, the route taken by Masson (1995) 
Lexical-Decision Performance
The other mainstay task in the word-recognition literature is the lexical-decision task. Is it reasonable to assume that complete retrieval of some semantic pattern is the process underlying lexical decision? Another recent debate in the literature suggests that the answer is also "no" in this case. This debate stems from simulation work performed by Joordens and Besner (1994) , examining the ambiguity effect in lexical decision. The ambiguity effect refers to the finding that participants can make lexical decisions faster for words having multiple meanings than for words with one meaning (Jastrzembski, 1981; Jastrzembski & Stanners, 1975; Kellas, Ferraro, & Simpson, 1988; Millis & Buttons, 1989 ; but see Gernsbacher, 1984) . Joordens and Besner showed that attractor networks of the type described by Masson (1991;  i.e., the Hopfield network), have major difficulties settling into a correct semantic pattern for words that have been associated with multiple meanings. Thus, if complete retrieval of semantic patterns is necessary for performing lexical decisions, these networks cannot even make lexical decisions for ambiguous words, let alone make them faster for ambiguous words than for unambiguous words. This leaves three possibilities: (a) Ambiguity effects reveal the limitations of attractor networks as models of word recognition; (b) the characteristics of the tested networks are just too simple and more complicated models could do a better job; or (c) lexical decisions can be made by the model, and by participants, in some manner that does not require complete semantic retrieval. It is this last possibility that we focus on in the remainder of this section.
If lexical decisions are not based on complete retrieval of some semantic pattern, what are they based on? An alternative is suggested by the work of Balota and Chumbley (1984) . They assumed that lexical decisions are sometimes based on an assessment of familiarity; stimuli that are familiar are likely to be words, whereas those that are unfamiliar are likely to be nonwords. Balota and Chumbley's exact model is much more complicated than this, and we discuss that model in the context of our results in the General Discussion section. However, for now, it is their concept of lexical decisions based on familiarity that we wish to focus on. Specifically, is it possible to conceptualize such a process working in an attractor network?
In fact, there is a characteristic of attractor models that can be quantified and that seems to share much with the psychological concept of familiarity. This quantity goes by two different names: energy (Hopfield, 1982) and harmony (Smolensky, 1986) . The only difference between these is a difference in sign. We use the harmony version of this quantity because the sign of the harmony value maps better onto the concept of familiarity (i.e., high values of harmony map to high levels of familiarity). Specifically, then, the harmony value provides a measure of the extent to which any pattern currently represented across the units of an attractor network fits with the patterns that the network has This document is copyrighted by the American Psychological Association or one of its allied publishers.
previously learned. High values of harmony indicate a good fit; low values represent a poor fit. Note that so defined, harmony seems to be closely related to the concept of familiarity. Thus, we may regard the computation of harmony values as a potential mechanism underlying lexical decision (see also Borowsky & Masson, 1996; Joordens, Masson, & Besner, 1995; Masson & Borowsky, 1995 , for discussions and simulations relevant to this possibility). When harmony is examined as either words (i.e., learned patterns) or nonwords (i.e., nonlearned patterns) are retrieved in an attractor net, an interesting pattern emerges. As indicated in Figure 1 , both stimulus types start with a low harmony value and both show increases in harmony as retrieval proceeds. However, nonwords asymptotically reach a lower overall harmony value than words do, either because some of the units are clamped to an unlearned pattern or because the unlearned pattern is being fed into the net during processing. Thus, for a given sample of words and nonwords, one could find a certain processing deadline when the majority of words have attained some criterion level of harmony and the majority of nonwords have not. Once such a criterion has been defined, correct "word" responses can be modeled simply by counting up the number of cycles that a word stimulus required to reach the specified harmony criterion (for a detailed description, see Joordens et al., 1995) .
With respect to the issue of long-term semantic priming, it is critical to note that this harmony model of lexical decision is highly sensitive to the distributional characteristics of the words and nonwords used in the experiment. The more similar the nonword patterns are to the learned word patterns, the more processing will be required to discriminate the two stimulus classes (i.e., the deadline will need to be moved further to the right). Empirical work examining human performance largely confirms this possibility; a number of investigators have reported longer lexicaldecision latencies for both word and nonword decisions as Cycles of Retrieval Figure 1 . Functions depicting increases in harmony for words versus nonwords across cycles of retrieval. the character of nonword foils is manipulated in a manner that makes them more wordlike (James, 1975; Shulman & Davidson, 1977; Stone & Van Orden, 1993 ; but see Andrews, 1982; Davelaar, Coltheart, Besner, & Jonasson, 1978; McQuade, 1981) .
However, the harmony model also makes a further prediction. Given that attractor networks used to model word recognition tend to do more orthographic processing early on and then use the orthographic processing to assist semantic processing, it follows that more processing cycles imply a higher degree of semantic processing. Thus, the harmony model predicts that semantic influences on lexical decision will increase if the words and nonwords used in an experiment are made more similar: hence our predisposition to describe this as a dynamic model of the processes underlying lexical-decision performance.
In fact, this prediction is completely consistent with three studies in the literature that have manipulated the similarity of words and nonwords in the context of lexical decision. Stone and Van Orden (1993) found that the magnitude of the word-frequency effect increased when pseudohomophones (e.g., brane) were used instead of pronounceable nonwords (e.g., pane) as nonword foils. Given that the frequency effect does not interact with stimulus quality and does interact with manipulations of context, it is typically assumed to occur late in the system, perhaps in the computation of semantics (see Borowsky & Besner, 1993; Besner & Smith, 1992) . Moreover, given that pseudohomophones have a phonological pattern consistent with a known word, it seems reasonable to assume that pseudohomophones are more wordlike than are pronounceable nonwords. Thus, the finding of a bigger frequency effect when pseudohomophones serve as the nonword foils is consistent with the prediction of more semantic involvement as the words and nonwords in a given experiment are made more similar.
In addition, Borowsky and Masson (1996) performed a study examining the ambiguity effect in lexical decision in contexts involving either consonant strings (e.g., jhrck) or pronounceable nonwords (e.g., frane) as nonword foils. They found a reliable ambiguity effect, but only when the nonword foils were pronounceable. To the extent that the ambiguity effect is semantic in nature, and to the extent that pronounceable nonwords are more wordlike than consonant strings, this result is once again what would be expected assuming more semantic involvement when the nonwords are more wordlike.
Perhaps most germane to the current study, Shulman and Davidson (1977) showed that short-term semantic priming effects in lexical decision are larger when the nonwords are more wordlike. They examined priming effects across two versions of the lexical-decision task: one in which the nonwords were nonpronounceable and another in which they were pronounceable. Priming effects were significantly larger when the nonwords were pronounceable. All of these results are consistent with the notion that semantic influences in lexical decision are larger when the nonwords are more wordlike.
We hope to extend these findings in the present experiments by combining this harmony model of lexical decision with Becker et al.'s (1997) theory of long-term priming in an attempt to find evidence for long-term semantic priming on lexical decision. Specifically, the learning account of priming predicts that long-term semantic priming should occur for lexical decisions if they can be made to rely more heavily on semantic information. The harmony model of lexical decision predicts that semantic influences on lexical decision can be increased by using nonword foils that are more wordlike than the pronounceable nonwords typically used in lexical-decision experiments. ITius, the prediction is obvious. It should be possible to observe long-term semantic priming by using nonword foils that are more wordlike than pronounceable nonwords. In Experiment 1, this prediction was tested with a simple 2x2 design. Experiment 2 examined the same issue by using a more complicated design consisting of multiple lags and three types of nonword foils. Experiment 3 was a conceptual replication of Experiment 2, except that it controlled for some possible confounds. Finally, Experiment 4 was a more powerful version of the experiment that allows the phenomenon of long-term semantic priming to be easily produced in any lab.
Experiment 1
The question examined in Experiment 1 is straightforward: Is there any evidence of long-term semantic priming when pseudohomophones, as opposed to pronounceable nonword strings, are used as nonword foils? A simple 2X2 design was used to address this question. The first variable was context and it involved a contrast of targets that were not preceded by a related prime (i.e., unrelated) with targets preceded by a related prime at a lag of eight intervening items (i.e., related). In addition, the effect of the context variable was examined across two background conditions manipulated across blocks. One of the background conditions involved presenting pseudohomophones as the nonword foils, and the other involved presenting pronounceable nonwords as the nonword foils.
Method
Participants. Sixteen undergraduate students from McMaster University agreed to participate in the experiment for a monetary payment of $4. All participants had normal or corrected-to-normal vision. All participants 1 first language was English. Procedure. The experiment used the running lexical-decision task in which participants make lexical decisions for a stream of stimuli, with each subsequent stimulus presented shortly after a decision is made for the current stimulus. When this version of the lexical-decision task is used in conjunction with brief intcrtrial intervals (ITIs) and relatively low relatedness proportions, attributions of any observed priming effects to expectancies or postaccess processes are unlikely (McNamara & Altarriba, 1988; Shelton & Martin, 1992) . By "low relatedness proportion" we are referring to designs in which a fairly small proportion of the trials contain related primes or targets (Neely, Keefe, & Ross, 1989) . Thus, if priming effects are observed in a running lexical-decision task using short ITIs and a low relatedness proportion, those effects are assumed to reflect automatic influences of memory retrieval mechanisms.
Altogether, the experiment consisted of 10 blocks containing 42 experimental trials each. Each block of 42 trials was further broken down into 7 prime-target pairs, 7 unprimed targets, and 21 nonwords. The prime-target pairs were always separated by 8 items, and the stimulus assignment was constrained such that no more than 3 words or nonwords were allowed to occur in succession. Five forms specifying stimulus assignments meeting these constraints were created, and one of these forms was randomly sampled at the beginning of each block. This sampling occurred without replacement until all five forms were sampled; at that time, all five forms were replaced and a new round of sampling without replacement was initiated.
In addition to the manipulation of primed versus unprimed targets, the nature of the nonword foils was manipulated. For half of the participants, the initial five blocks used a pronounceable nonword background (e.g.,/rone), and the final five blocks used a pseudohomophone background (e.g., brane). For the remaining participants, the opposite ordering was used. To accustom participants to the particular type of nonword prior to the experimental blocks, 20 practice trials were added to the beginning of Blocks 1 and 6. These practice trials consisted of 10 filler words and 10 filler nonwords of the appropriate nonword type. The practice trials blended into the experimental trials such that participants had no indication when the practice trials ended and the experimental trials began. They were simply instructed to use the first few trials to become accustomed to the task, then to continue responding as quickly and accurately as possible. Other than the inclusion of the practice trials, the transition to Block 6 was no different from the transition between any other pair of blocks.
The specific timing of events for each block was as follows. First, the message Press the {Space-bar) when you 're ready to begin Block X was presented with X representing the current block number. Participants were instructed to rest as long as they liked prior to beginning each block, but to perform the task diligently once they initiated the block. Depression of the space bar resulted in a 300-ms blank field followed by presentation of the first stimulus. Each response then initiated another 300-ms blank field, followed by the subsequent stimulus, and so on until all 42 stimuli were presented and responded to.
Stimuli. One hundred forty semantically related word pairs were used as stimuli in the experimental trials of Phase 1. As described, 14 of these word pairs were used for each block, but when a target was serving in the control condition, its prime was not presented in the block; hence, there were 21 words per block. The pairs used in the current experiment were chosen on the basis of having a large apparent overlap of semantic features. Whenever possible, close synonyms were used. The experimental trials also required 210 nonwords, 105 of each type. These nonwords were generated by first acquiring a suitable list of pseudohomophones. We took some of these pseudohomophones from McCann and Besner's (1987) article and generated the rest ourselves. Pronounceable nonwords were then formed from the pseudohomophones by changing the initial phoneme in a manner that ensured that the nonword was still pronounceable. Finally, the practice trials required 20 words and 20 nonwords, 10 of each nonword type.
Apparatus. The experiment was run on an IBM compatible Pentium computer. Stimuli were displayed on a 15-in. (34.5-cm) SVGA color monitor and measured approximately 8 mm tall x 7 mm wide. Participants were positioned approximately 65 cm from the monitor and used the keyboard to enter their responses. The 1 key on the numeric keyboard was used to indicate a "word" response, and the 2 key was used to indicate a nonword response. The software used to run the experiment and collect the data was programmed with the Micro-Experimental Laboratory (MEL) software package. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Results
Mean reaction times and percent error rates for the conditions of Experiment 1 are depicted in Table 1 with their associated standard errors. These data were analyzed using two 2 (lag) X 2 (background) analyses of variance (ANOVAs), one conducted on the mean reaction times and one on the mean error rates. A priori t tests were also conducted to contrast performance for primed versus unprimed targets across the two background conditions. For these and all subsequent analyses, effects are described as significant if the probability of observing the effect was less than .05, two-tailed.
The analysis of reaction times revealed a main effect only of background, with participants making correct word decisions faster in a pronounceable nonword background (M -601 ms) than in a pseudohomophone background (Af = 637 ms), F(l, 15) = 7.11, MSE = 2,920.94. Neither the main effect of priming (F = 2.24) nor the interaction between priming and background (F < 1) was significant. Further analysis of these data, using planned t tests, revealed that although the means within both background conditions had a direction consistent with long-term semantic priming, neither of the priming effects was statistically reliable: /(15) = 1.43 and 0.98 for the pronounceable and pseudohomophone backgrounds, respectively.
Although there was no evidence of reliable long-term semantic priming in the reaction-time data, there was evidence in the error data. Specifically, participants made significantly fewer errors on primed (Af = 5.6%) than on unprimed targets (Af = 8.3%), F(l, 15) = 9.91, MSE = 0.001. Furthermore, although there was no significant main effect of background (F < 1), priming did interact with background, F(\, 15) = 5.09, MSE = 0.001. Specifically, the priming effect on errors (i.e., incongruent minus congruent) was larger in the pseudohomophone background (Af = 4.5%) than in the pronounceable nonword background (M = 0.9%). Further analysis of these difference scores, using planned comparisons, showed that the priming effect was significant for the pseudohomophone condition, f (15) = 3.01, but not for the pronounceable nonword condition, f(15) = 1.32.
These results confirm the predictions described in the introduction. The finding that participants take longer to respond to words presented in a pseudohomophone back- ground than to those presented in a pronounceable nonword background replicates previous work (e.g., James, 1975; Shulman & Davidson, 1977; Stone & Van Orden, 1993) and is consistent with the possibility that participants engage in more semantic processing when performing lexical decisions in a pseudohomophone background. This possibility, when combined with the claims of Becker et al. (1997) , suggests that lexical decisions in a pseudohomophone background may be sufficiently sensitive to semantic influences to produce long-term semantic priming similar to that seen on animacy judgments. Indeed, long-term semantic priming was observed on the mean error rates for the pseudohomophone condition. The fact that long-term semantic priming was not observed in the pronounceable nonword condition lends credence to the possibility that the lexicaldecision task as typically administered is not sufficiently sensitive to semantic information to allow long-term effects to be observed. Moreover, this appears to be true even when primes and targets share many semantic features, as in the current experiment.
Experiment 2
Experiment 1 confirmed the existence of long-term semantic priming and showed that such long-term effects can be observed on lexical-decision performance as well as in the animacy-decision task reported by Becker et al. (1997) . In addition, the procedure used in Experiment 1 provides a basis for examining the phenomenon of long-term semantic priming in more detail. In the present experiment, we took a first step in this direction by examining the time-course of this phenomenon. That is, Experiment 1 showed that semantic priming can be observed with a lag of eight items, but provided no means of comparing the priming effect at that lag with effects at different lags. Does the priming effect decrease in magnitude as lag increases, or does it stay relatively constant? Experiment 2 was designed to directly address that question while providing a conceptual replication and extension of the critical results of Experiment 1.
Method
Participants. Thirty-six undergraduate students at McMaster University served as participants in the current experiment. Twentyeight of these participants received course credit for their participation; the remaining 8 were paid $4 on completion of the experiment. All participants had normal or corrected-to-normal vision, and all had English as their first language.
Procedure. The current experiment was very similar to the previous one except for the addition of levels to both independent variables. Instead of simply comparing a Lag 8 priming condition with an unprimed target, six priming conditions were examined: unprimed targets and targets primed at lags of 0, 1, 2, 4, and 8 items. In addition, performance was assessed in a background consisting of scrambled nonwords (e.g., jhrea) as well as in the pronounceable (e.g., frane) and pseudohomophone (e.g., brane) backgrounds used in Experiment 1. The extra priming conditions were included to allow an examination of the sensitivity of long-term semantic priming to the number of intervening items as outlined above. The scrambled nonword condition was included to further test assumptions about the dynamic nature of lexical The changes to the number of levels for the independent variables required a slight reorganization of the experimental procedure. Trials in Experiment 2 were organized into 15 blocks of 44 trials, with these trials consisting of 2 unprimed targets, 10 prime-target pairs, and 22 nonwords. The lags were interspersed within each block such that targets at each lag were equally likely to occur within each subset of 11 trials. This ensured that any effect of lag was not due to any sort of systematic change in participants' response time over the course of the block. As in Experiment 1, nonword background was manipulated in a blocked fashion, with the 15 experimental blocks being broken down into 3 sets of 5 consecutive blocks. Each of these sets used a different type of nonword foil: pseudohomophones, pronounceable nonwords, or scrambled nonwords. The presentation order of these nonword types was completely counterbalanced across each subset of 6 participants. Following Experiment 1, 20 practice trials were presented at the beginning of the 1st, 6th, and 11th blocks to accustom participants to each nonword class prior to running experimental trials with that background.
Stimuli and apparatus.
Forty semantically related word pairs were added to those used in Experiment 1 to bring the total to 180 pairs, 12 pairs per block. A list of these 180 pairs is provided in Appendix A. The experimental trials also required a total of 330 nonwords, 110 of each type. This required the generation of 5 new pseudohomophones in addition to those used in Experiment 1, along with 5 matched pronounceable nonwords. The 110 scrambled nonwords were then created by rearranging the letters of each pronounceable nonword (e.g., frane) in a manner that made it unpronounceable (e.g., fared). A complete list of these nonword foils is provided in Appendix B. Finally, the practice trials required a total of 30 filler words and 30 nonwords. The 30 nonwords had to include 10 of each type, and a list of these stimuli is presented in Appendix C. The apparatus used in Experiment 2 was identical to that used in Experiment 1.
Results
A complete summary of the relevant data is presented in Table 2 . Separate analyses were conducted on the mean reaction times for correct word decisions and on the mean percent error. Each analysis initially consisted of a 6 (priming condition) X 3 (background) ANOVA. We then conducted t tests to examine the reliability of the priming effects at each lag under each background condition.
With respect to the time it took participants to correctly categorize the targets as words, examination of Table 2 suggests that both the nonword type and the priming condition had an effect. Specifically, for the scrambled nonword condition there appears to be no systematic priming effect at all. For the pronounceable nonword condition there appears to be a priming effect at Lag 0 that becomes nonsysteraatic at longer lags. Finally, for the pseudohomophone condition, there seems to be a priming effect at all lags. To make these patterns more apparent, Figure 2 is a plot of the priming effect (i.e., unprimed reaction time minus This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
primed reaction time) at each lag for the three nonword conditions. Statistical analysis of the reaction-time data revealed a main effect of nonword type, f(2, 70) = 25.90, MSE = 7,744.9, and a main effect of priming condition F(5,175) = 2.59, MSE =3,961.1. Unfortunately, the interaction of these two variables failed to reach significance, F(10, 350) = 1.50, MSE = 4,269.7. The failure of the interaction to reach significance was due to several variables. First, responses in the scrambled condition were extremely variable, increasing the mean square error and thereby reducing the power of the omnibus analysis. Second, the critical interaction was carried mostly across the first few lags. After a lag of about four items, the pseudohomophone and pronounceable conditions were associated with largely parallel functions. Thus, the tails of the functions also worked against finding a significant interaction.
However, if the data are analyzed with pairwise t tests comparing the mean response time at each lag to the mean response time in the control condition, the differences across the nonword backgrounds are more apparent. For the scrambled nonword background, none of the lags produced response times significantly different from the control condition, all fs(35) < 1.3. For the pronounceable nonword condition, only the responses at Lag 0 were significantly faster than the control responses, /(35) = 2.08; all other lags were associated with responses that did not differ significantly from the control condition, fs(35) < 1.17. In stark contrast, the response times at all of the tags in the pseudohomophone condition were significantly faster than the control condition, tt(35) = 3.07, 2.42, 2.11, 2.18, and 2.63, for Lags 0,1,2,4, and 8, respectively. Thus, although priming occurred only at short lags when pronounceable nonwords were used as foils, it was observed at much longer lags when pseudohomophones were used as the nonword foils.
Similar analyses performed on the error data revealed a significant effect only of priming condition, F(5, 175) = 2.60. Once again, despite the lack of a significant interaction, F(10, 350) < 1, pairwise t tests analogous to those described above were performed to verify that none of the reaction-time differences were compromised by an opposite effect in the error rates. In the scrambled nonword condition, the error rate was significantly lower at Lag 1 than in the control condition, f(35) = 2.33, and in the pseudohomophone nonword condition the error rate was significantly lower than the control condition at Lag 1, r(35) = 2.92. All of the remaining error rates were not statistically different from their respective control conditions, although the priming effect for Lags 4 and 8 of the pseudohomophone condition did approach significance, with one-tailed p values of .07 and .11, respectively. Thus, these analyses reveal no indication of a speed-accuracy trade-off, and the effects that were observed are consistent with long-term semantic priming in the pseudohomophone condition.
Discussion the unprimed condition, participants performed lexical decisions most slowly when the nonword foils were pseudohomophones (M = 695), followed by when they were pronounceable nonwords (M = 647), and, finally, by when they were scrambled nonwords (M = 595). In keeping with the notion that this extra decision time increased the degree of semantic influence underlying performance, semantic priming effects were most apparent in the pseudohomophone condition, were much less apparent when pronounceable nonwords were used, and were completely nonexistent when scrambled nonwords were used.
However, given the novelty of the results reported in Experiments 1 and 2, it seems justified to carefully consider the methodology used to be certain that the results were not due to some form of artifact. In fact, there are three aspects of the methodology that could be improved. First, the primes and targets were not completely rotated through all of the lag, relatedness, and background conditions of Experiments 1 and 2. Instead, random assignment was relied on to take care of any potential confounding stimulus variables. Similarly, the response history prior to the critical targets was not controlled in any manner but was instead allowed to vary randomly. Responses made prior to some critical response (i.e., "word" vs. "nonword" in the case of the current experiments) can have a large effect on the time to make the current response. Thus, a better design would control for response history as well as rotate the stimuli through all conditions. The final, and perhaps most important, aspect of the methodology that could be improved is the manner in which priming was assessed in Experiment 2. Specifically, the use of a single unrelated condition against which all the related conditions are compared is potentially problematic because if the mean in that unrelated condition is aberrantly high, the differences could be interpreted as priming in all of the related conditions. A better approach would involve the use of a separate related and unrelated condition for each lag. Experiment 3 reexamined the issue of long-term semantic priming on lexical decision by using a design that addresses the methodological issues described above.
Experiment 3
The primary purpose of this experiment was to replicate the results of Experiment 2 while (a) keeping response history constant across related and unrelated trials, (b) rotating the targets and primes through the two different relatedness conditions and the three different lags, and (c) using a separate unrelated condition for each related condition. The experiment was simplified somewhat to make the counterbalancing less difficult. Specifically, only the pseudohomophone condition was examined given that the most important finding in Experiments 1 and 2 is the long-term semantic priming observed in that condition. In addition, only three lags were examined: zero items, four items, and eight items.
Method
The results of the present experiment provide further support for the predictions generated in the introduction. In This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
pants received course credit for their participation. All participants had normal or corrected-to-normal vision, and all had English as their first language. General The present experiment used the running lexicaldecision task, and the procedure used was identical to that described in Experiment 1. The major difference in the current experiment concerns the manner in which the experimental factors of lag, relatedness, and response history were counterbalanced across lists. This was done in a manner identical to that described in the Procedure section of Becker et al.'s (1997) Experiment 3. The critical primes and targets were also identical and are provided in Appendix D of Becker et al. In addition to these critical primes and targets, Becker et al. included an equal number of filler words, and the task required of their participants was to make an animacy decision for each item as it was presented. In contrast, pseudohomophones were used in the current experiment in place of the filler words, and our participants were required to make a lexical decision for each item.
Results
The results of Experiment 3 are presented in Table 3 . Separate analyses were conducted on the mean reaction times for correct word decisions and on the mean percent errors. Each analysis initially consisted of a 3 (lag) X 2 (context) ANOVA. We then conducted t tests to examine the reliability of the priming effects at each lag.
With respect to the time it took participants to correctly categorize the targets as words, examination of Table 3 suggests that priming did occur at lags of zero and four items, but did not occur at a lag of eight items. The priming at a lag of four items supports the primary contention put forth in Experiments 1 and 2 that semantic effects survive longer lags than have been previously observed when the word versus nonword discrimination is difficult. However, the lack of priming at a lag of eight items diverges from the significant priming observed at that lag in Experiments 1 and 2 and suggests that perhaps some decay in priming does occur, even when a pseudohomophone background is used.
Statistical analysis of the reaction-time data revealed a main effect only of context F(l, 59) = 6.84, MSE= 9,920.6. Although the interaction between context and lag was not significant, pairwise t tests revealed that priming effects were significant at a lag of zero items, z(59) = 2.40, and at a lag of four items, t(\5) = 2.11, but not at a lag of eight items, f(15) = 0.22. An analogous ANOVA performed on the error data revealed no significant main effects or interaction. However, planned t tests did reveal that participants made fewer errors in the related than in the unrelated condition at a lag of zero intervening items, t(59) = 2.01.
Discussion
The results of the present experiment support the primary implications of Experiments 1 and 2; semantic priming does occur at much longer lags than previously observed when the task is manipulated in a manner that makes the discrimination between words and nonwords more difficult. This finding of long-term semantic priming, even if it occurs only at a lag of four items, is critical given that all theories of semantic priming effects other than the learning account would predict no priming effects across more than one or perhaps two intervening items.
At this point in the article, a reader might have two reservations about our argument in favor of the learning account. The first objection could be an empirical one. Sometimes the effect occurs in reaction times; sometimes it occurs in error rates; and sometimes it doesn't occur at all at long lags. This might be taken as suggesting that the effect is fragile and that it perhaps can be observed only in tightly controlled experiments with large numbers of participants. The second objection could be theoretical. Throughout this article, we have been assuming that we are in a situation in which strategies and postaccess processes are not having an effect. This assumption appears justified to us given that we are using a procedure that is supposed to eliminate any such effects (see McNamara & Altarriba, 1988; Shelton & Martin, 1992) . Nonetheless, one could believe that the prevalence of short lags in our experiments has encouraged participants to engage in some sort of rehearsal strategy, and that it is this rehearsal that is producing the priming effects at longer lags by effectively transporting the prime across the lag. Experiment 4 was conducted to address and rule out both of these concerns. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Experiment 4
The purpose of the present experiment was to modify the procedure in a way that would accomplish two goals. First, we wanted to provide a methodology that would lead to a robust long-term semantic priming effect on lexical decision that could be easily replicated and, therefore, more easily studied. Second, we wanted to demonstrate that the observed long-term priming effects were not due to the use of a rehearsal strategy.
Increasing Semantic Influences Further Still
With respect to the first of these goals, our logic was as follows. If the observance of long-term semantic priming in lexical decision requires that the lexical decisions be made in a manner that involves semantic processing of the words, then if the depth of that semantic processing could be increased even beyond that of the pseudohomophone condition used in the previous experiments, more robust effects should occur. How do we further increase the semantic processing of words without moving away from the lexicaldecision task? The answer to this question is somewhat complicated, but extremely relevant. Thus, a brief excursion into recent developments of the harmony model is required.
In the introduction to this article, we spent some time talking about how correct word decisions could be described in the context of the harmony model. A more complicated issue is how correct nonword decisions are made. Joordens and Piercey (1996) examined this issue in detail and ended up proposing a modified version of the harmony model that uses a slightly different decision rule for both word and nonword decisions. Rather than comparing harmony with a static word criterion, the modified model compares the harmony of an item at a given point in processing with a referent level of harmony that also increases over time. If the harmony of the current item reaches some criterion amount above the referent level, then it is called a word. Alternatively, if it falls some criterion amount below the referent, it is classified as a nonword.
Perhaps the best way to think of this process is in a manner analogous to Ratcliffs (1978) diffusion model. At the beginning of processing, all items begin with a level of harmony equivalent to the referent level. Over the course of processing, the harmony of nonwords will increase at a rate below that of the referent In contrast, the harmony of words will increase at a rate above that of the referent. Thus, if one considers only the harmony of words and nonwords relative to the referent level, a figure like that in Figure 3A could be used to depict what happens when words and nonwords are processed. Again, the critical notion is that a given item is processed until it reaches either a criterion amount of harmony above the referent (i.e., a word decision) or a criterion amount of harmony below the referent (i.e., a nonword decision).
It is important that the position of the referent relative to the criteria for word and nonword decisions is assumed to be affected by the characteristics of words and nonwords. Joordens and Piercey (1996) believe that the setting of this referent level is guided by the following efficiency principle. The system sets the referent level at a position that minimizes the overall response time to the stimuli. That is, it attempts to set it at a level that, overall, will lead to the fastest (and least error-prone) performance across both words and nonwords. To be more concrete, consider the following two variables. The first is the proportion of words versus nonwords in the stimulus list. If there are more nonwords than words, the efficiency principle suggests that the system will set the referent level a little closer to the nonword criterion. Such cheating toward the nonword criterion will pay off overall because the benefit to nonword performance will outweigh the cost to word performance given that there are more nonwords than words.
A second critical variable with respect to the setting of the referent level is the overall familiarity of the words and nonwords in the experiment. First, consider the case of words. If the words in general are highly familiar, this will increase the rate at which they approach the word criterion. Any time the rate of approaching criterion is higher for words than for nonwords, the system should again move the referent level closer to the nonword criterion to compensate for the rate advantage in a manner that creates the minimum overall reaction time. What if the nonwords are familiar (i.e., wordlike)? Familiar nonwords will actually be slower to hit the nonword criterion because their familiarity will pull them toward the word criterion. Thus, if the nonwords are familiar, this will again cause the referent level to be moved closer to the nonword criterion and away from the word criterion.
Once again, the goal of this experiment was to maximize the semantic processing of the critical prime-target pairs. Given the above model of lexical-decision performance, this goal could best be reached by creating a lexical-decision experiment in which the referent level was set as far as possible away from the word criterion. Doing so would increase the amount of time words would take to reach the word criterion, which should result in deeper processing of the items prior to response.
With all this in mind, Experiment 4 involved three changes that we hoped would increase the semantic processing of the critical prime-target pairs by shifting the referent to a level closer to the nonword criterion (see Figure 3B ). First, we created a context in which 60% of the stimuli presented to participants were nonwords, and we told them in advance that most of the stimuli would be nonwords. Second, we included filler words that were of very high frequency to increase the overall familiarity level of our word stimuli without varying the familiarity of the critical prime-target pairs. Finally, we preexposed the pseudohomophone stimuli in a phase prior to the lexical-decision phase in an attempt to raise their familiarity even further. The hope was that by "souping up" the lexical-decision task in this manner, semantic influences would be very strong, allowing an easy demonstration of long-term semantic priming.
Ruling Out Rehearsal
The second goal of the present experiment was to rule out the possibility that the long-term semantic priming observed in previous experiments was due to participants rehearsing the prime item until the appearance of the related target. Assuming the running lexical-decision task used in the previous experiment did not eliminate the possibility of rehearsal, then there is the chance that participants may have used such a strategy given the inclusion of short-lag conditions. That is, sometimes a related prime and target would have been presented with no or few intervening items. These trials may have tipped participants off to the presence of related pairs which may have encouraged them to rehearse the primes in anticipation of upcoming related targets.
We have already stated that we are skeptical about this possibility. Nonetheless, in the present experiment, only a lag of eight items was used. Thus, the participants never saw related primes and targets in close temporal proximity. Moreover, the addition of filler words and extra nonwords also reduced the overall relatedness proportion which should also have worked against any sort of rehearsal strategy. Thus, if we observed long-term semantic priming in the current experiment, it would be very difficult to attribute it to rehearsal.
Method
Participants. The participants for the current experiment were 24 undergraduate students enrolled in the introductory psychology course at the University of Toronto at Scarborough. AH participants received bonus credit for their participation. All had normal or corrected-to-normal vision, and all had sufficient command of English to perform the current experiment without any difficulties.
Procedure. The experiment was composed of two phases. In the first phase, participants were exposed to 96 pseudohomophones, one at a time. As each pseudohomophone was presented, participants were asked to simply read it out loud. Specifically, participants pressed the space bar to begin this phase. Each trial then began with a 500-ms blank field followed by presentation of the pseudohomophone. As soon as the participant read the pseudohomophone, the experimenter hit a key that advanced the experiment to the next trial. As the primary purpose of this phase was simply to preexpose the participants to the nonwords that would appear in the second phase (thereby raising their familiarity), no data were collected during Phase 1.
Phase 2 consisted of a running lexical-decision task similar to that used in the previous experiments. The phase was composed of 160 trials each consisting of a 200-ms blank field followed by presentation of either a word or a nonword. The word or nonword remained on the screen until the participant responded. As soon as the participant responded, the next trial commenced.
Materials. Of the 160 items used in the current experiment, 96 were pseudohomophones and 64 were words. For a given participant, the 64 words presented consisted of 24 words that served as the related primes and targets, 24 words that served as the unrelated primes and targets, and 16 words that were the high-frequency filler words. The related prime-target pairs were identical to those used in Experiment 3 as was the procedure used to rotate both the primes and targets through the related and unrelated conditions. Because only an eight-item lag was used in the current experiment, this rotation could be accomplished with only 4 lists, instead of the 12 lists required in Experiment 3.
Apparatus. The experiment was run on a 486 IBM compatible computer attached to a 14-in. (30.94-cm) color monitor. In all other respects, the apparatus and how it was used to collect responses was identical to that described in the previous experiments.
Results
The results of Experiment 4 are presented in the bottom portion of Table 3 . Note that this table shows only the response times and error rates for the critical targets; the filler words are not included. There are two main things to note from the results of the current experiment. First, reaction times were slow-more than 150 ms slower than the responses in Experiment 3, which was similar in many respects to the current experiment. This suggests that the manipulations that we hoped would increase the time it took to correctly categorize words were successful. Thus, if semantic analysis is one of the later aspects of word processing, we may have been successful at increasing the semantic analysis of the words prior to response. Second, there was a large (i.e., 63-ms) semantic priming effect despite the fact that eight items intervened between the related primes and targets, and despite the fact that the rehearsal should not have been contributing to performance in the current experiment. Thus, it seems we were successful in developing a methodology that results in clear evidence for long-term semantic priming in lexical decision.
Separate analyses were conducted on the mean reaction times for correct word decisions and on the mean percent errors. Analysis of the reaction-time data revealed that the 63-ms priming effect was significant, t(23) = 2.57. The error rates were not significantly different across the related and unrelated conditions, t(23) -0.24.
Discussion
The results of the present experiment are straightforward. With a procedure designed to maximize semantic influences on lexical-decision performance, robust long-term semantic priming was observed. In fact, the long-term semantic priming observed in the current experiment was larger in magnitude than the priming effect observed in a typical lexical-decision task when the related primes and targets are presented consecutively. Thus, we see no reason to doubt the existence of this phenomenon or to attribute it to some sort of strategic factor. Long-term semantic priming is real, and it seems to reflect the automatic processing of words when that processing is biased in a manner that supports deep semantic processing.
It is interesting to note that the reaction times observed in the present experiment were even longer than the reaction times observed by Becker et al. (1997) with an animacydecision task. Thus, it may be the case that participants were relying even more heavily on semantics in the current experiment than they would when performing an animacy decision. At the very least, this suggests that the influences underlying lexical decision are flexible indeed and that there really is no such thing as "the" lexical-decision task.
General Discussion
In the General Discussion, we first summarize the primary empirical results of the current work and then discuss some theoretical implications of our findings. These implications are addressed in two major sections. The first focuses on the general model of lexical decision on which the current experiments were based and the degree to which this model represents a unique way of thinking about the use of familiarity on tasks indexing memory retrieval. The second section more specifically addresses semantic priming effects on word recognition and includes a discussion of the mechanisms that appear necessary to account for the current results, as well as a discussion of the implications of the current results for recent discussions concerning semantic versus associative priming.
Summary of Empirical Results
The present study provided a number of demonstrations of semantic-relatedness effects that spanned four and sometimes eight intervening items. It is true that the whole picture of long-term semantic priming is not completely clear at this point. There are a number or aspects of our data that are not completely understood. For example, why did the long-term effect show up in errors in Experiment 1 and in reaction time for the next three experiments? Also, why was priming observed at a lag of eight items in Experiments 2 and 4 but not in Experiment 3? Does the long-term priming effect decay as Experiment 3 might suggest, or does it remain relatively constant as Experiment 2 suggests? All of these issues are worthy of further investigation.
However, the primary purpose of the present study was to demonstrate unambiguously that long-term semantic priming can be observed with versions of the lexical-decision task that enhance the semantic processing of the primes and targets. That effect was demonstrated in Experiment 1 and was replicated three times with variations in procedure designed to rule out confounds. In all experiments, longterm semantic priming was observed. Thus, although issues concerning long-term semantic priming remain, the phenomenon itself appears to be genuine.
Note that the search for long-term semantic priming in lexical decision was motivated by the convergence of two ideas: (a) Becker et al.'s (1997) account of priming and (b) the notion that the influences underlying lexical-decision performance are highly dynamic and can be manipulated. As such, the findings of this study have implications both for accounts of semantic priming and for theories of how familiarity may arise and may be used in binary-decision tasks such as lexical decision. We now consider those implications.
Implications for Lexical Decision and, Perhaps, Other Binary-Decision Tasks
The model of lexical decision we focused on in the current article is based on the following assumptions. As any letter string is perceived, its orthographic representation is gradually retrieved (or reinstantiated). Throughout this process, the forming representation is compared with patterns stored in memory. This comparison yields a familiarity value that reflects the extent to which the current pattern fits with memory. This familiarity value will grow over time for any item presented because memory actually influences the retrieval process in an attempt to generate a representation that corresponds to a learned pattern. In the case in which a word is presented, this will all result in that word's representation being gradually retrieved with familiarity increasing at a fairly rapid rate and asymptoting at a fairly high level. However, in the case in which a nonword is presented, memory can have only so much influence in making the representation like something it knows because the actual orthographic pattern (which is not consistent with anything in memory) is also playing a role in determining the representation. The result of this interaction is the retrieval of a representation that is somewhat consistent with learned patterns, but not nearly as consistent as the representation of a word would be. Thus, the growth of familiarity for nonwords would likely be slower and would asymptote at a much lower level.
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for words and nonwords, a variety of models can be considered in which familiarity is used as the basis for lexical decisions. The model we favor is the model described by Joordens and Piercey (1996) in which familiarity, as it grows, is compared with a referent level that is sensitive to a number of the characteristics of the experimental procedure. Some of the details of that model were described in the introduction to Experiment 4. For current purposes, the critical assumptions of that model are the following: (a) As the nonwords are made more wordlike (i.e., as the rate and asymptotic level of their familiarity growth approaches that of words), the time to make correct word decisions should increase; (b) any time the latency of word decisions is increased without slowing the rate of information accrual, the result will be a more complete representation of the word at the time of response. Thus, assuming that the semantic representation is one of the later representations built, the longer it takes to make correct word decisions, the stronger the semantic influences that are present will be.
Thus, the model predicts that variables thought to affect performance by means of semantics should have a larger effect when the nonwords are made more wordlike. The results of the current experiments support that contention. Experiments 1 and 2 replicated a number of previous studies (e.g., James, 1975; Shutman & Davidson, 1977; Stone & Van Orden, 1993) , by showing that participants take longer to make correct word decisions when the words are assessed against progressively more wordlike nonwords. Second, as is apparent in the Lag 0 results of Experiment 2, the magnitude of short-term priming effects becomes larger as nonwords are made more wordlike. Finally, all of the experiments showed that long-term semantic effects, previously thought not to occur on the lexical-decision task, do occur when the nonword foils are made sufficiently wordlike (i.e., when they are pseudohomophones). All three of these results are indicative of the highly dynamic manner in which underlying processes are linked to lexical-decision performance, a characteristic that is captured by the harmony model. This type of model may provide more than just a model of lexical-decision performance. Specifically, it may provide a general model of performance on many binary-decision tasks, if they are being performed primarily on the basis of a familiarity value. When considered in this manner, the harmony model is just one instance of a class of models assuming that binary decisions are often based on familiarity. One other example is Balota and Chumbley's (1984) model of lexical decision mentioned earlier. Others Include Ratcliff and McKoon's (1988) compound-cue theory of lexical decision and global matching models of memory such as SAM (search of associative memory; Gillund & Shif&in, 1984) , MINERVA 2 (Hintzman, 1984) , and TOD AM (theory of distributed associative memory; Murdock, 1982) . All of these models describe subtly different ways of using slightly different computations of familiarity. Therefore, it seems important to emphasize characteristics of the harmony model that may distinguish it.
One characteristic that distinguishes the harmony model from implementations of other familiarity-based models is the fact that harmony (or familiarity) gradually increases as information is accrued. This contrasts with the models described above in that they calculate a single familiarity value and then feed that static familiarity value into some decision module to simulate human dependent variables (e.g., Hockley & Murdock, 1987) . Given our interpretation of the present results, it seems that the harmony account is more reasonable as it appears that participants do allow more information to accrue when faced with wordlike nonwords and that the responses emitted in a difficult discrimination context are more sensitive to certain underlying influences. If participants are basing their responses on a familiarity value, that value (and the influences affecting it) should change as a stimulus is processed. It is important to note, however, that it is possible to alter the processing structure of many of the other familiarity-based models in a manner that forces the gradual accrual of information over time (see Hintzman, 1988) . Thus, we are not arguing that other familiarity-based models cannot be modified to behave like the harmony model, we are merely suggesting that the harmony model naturally embodies an increase in familiarity over time, whereas other familiarity-based models do not.
A second characteristic is perhaps more important in setting the harmony model apart from other models. In the harmony model, increases in harmony corresponding to the presentation of a stimulus are directly tied to the active retrieval of previously encoded information pertaining to that stimulus, such as the retrieval of a semantic pattern associated with some orthographic pattern. Said another way, harmony in an attractor network changes as a natural consequence of a system whose primary purpose is to retrieve information other than the harmony value. This contrasts with the models mentioned above. In all of those models, the familiarity computation is distinct from the processes used to retrieve specific information about the stimulus. For example, Balota and Chumbley's (1984) model is a double-criterion model similar to Atkinson and Juola's (1974) model of recognition memory. Such models hold that responses are based on familiarity only when the computed familiarity value is sufficiently large or small. If the familiarity value lies somewhere between these extremes, a memory search must be relied on. Thus, the processes underlying the computation of familiarity and those underlying retrieval from memory are different This kind of distinction between processes underlying the calculation of a familiarity value and processes underlying retrieval of other stimulus-related information is simply not part of the harmony model of binary performance.
As a side note, some researchers have made the even stronger claim that the processes underlying the computation of familiarity are independent of those underlying the recollection of specific information (Mandler, 1980; Yonelinas, 1994) . When considered in this light, the harmony model would be best characterized as a redundancy model of binary-decision performance (see Jones, 1987; Joordens & Merikle, 1993) . That is, the assumption of the harmony model is that the recollection of specific information is always performed in the context of a computation of familiarity but that the reverse is never true.
It should be noted that in our discussion of these issues, we have lumped together models of lexical decision and models of recognition under the general heading of models of binary-decision performance. One might question whether these two tasks should be considered together. We offer the following observation: In some contexts, the recognitionmemory task could be viewed as a more difficult version of lexical decision. That is, participants performing a recognition experiment are typically asked to discriminate items they have experienced in the context of the experiment from other stimuli. In the lexical-decision task, participants are asked to discriminate stimuli they have experienced in any context from those they have not. When participants perform the recognition task primarily on the basis of familiarity, lexical decision and recognition may represent two versions of a very similar task. Viewing the recognition task as sometimes representing a more difficult version of the lexical-decision task suggests an interesting possibility for providing converging evidence for our central claims. That is, we have argued that by making the nonwords more wordlike, we increase the semantic sensitivity of that task and thereby allow long-term semantic priming to be observed as predicted by Becker et aL (1997) . If the recognition task is a difficult version of lexical decision, it should be the case that long-term semantic priming can also be observed on that task.
In fact, MacLeod and Nelson (1976) provided evidence consistent with this prediction. They used a version of the continuous-recognition paradigm (Shepard & Teghtsoonian, 1961) in which participants heard a fist of 300 items and were required to make an old-new decision to each item, with "old" meaning mat the item had occurred earlier in the stream in addition to its current presentation. The experiment was focused on a phenomenon termed false recognition, which is the finding of inflated false-alarm rates for new items that are preceded by a semantically or associatively related item (Underwood, 1965) . For example, if the current item was the word cat and that item had not been presented previously, participants would be more likely to call it "old" if a related item like dog appeared earlier in the list. The unique aspect of MacLeod and Nelson's experiment was their examination of this effect across lags of 0, 5, 10, and IS intervening items. The results showed that the false-recognition effect was observed at all of the "long" lags. Thus, MacLeod and Nelson demonstrated long-term semantic priming on recognition 19 years prior to the demonstration of long-term semantic priming on animacy decisions by Becker et al. (1997) .
Thus, MacLeod and Nelson's (1976) results provide converging support for our contention that the harmony account of lexical decision may be extended to provide a more general account of how attractor networks can be linked to performance on binary-decision tasks. Of course there is a danger in extending this theory to account for tasks such as recognition. That danger is that models explicitly focused on the recognition task, such as SAM, MINERVA, and TODAM, have been honed to the point of providing very complete accounts of the many variables known to affect recognition performance (see Ratcliff, Van Zandt, & McKoon, 1995) . The harmony model will probably need to develop somewhat before it provides a serious challenge to these models in that regard. Nonetheless, the model's success in predicting the outcome of the current experiments and its ability to retrodict (terminology by C. M. MacLeod, personal communication, August 14, 1995) data that are almost 20 years old suggests the potential that a more elaborate development of the harmony model may realize.
The observant reader will have noticed a number of hedges in our claim concerning links between lexical decision and recognition. To make those hedges explicit, we note that it is possible that recognition performance often reflects a mixture of two response influences: influences due to familiarity and influences due to recollection. At this point in its development, the harmony model does not provide a clear account of influences due to recollection. Thus, at this time, we are primarily interested in versions of the recognition task that may minimize the influences of recollection. The continuous-recognition task used by MacLeod and Nelson (1976) may represent just such a situation.
Semantic Priming
Putting aside the issue of the harmony model, we now consider the implications of the current data for accounts of semantic priming. Two results of the present experiments are critical in this regard. First, long-term semantic priming was observed with the lexical-decision task but only when pseudohomophones were used as nonword foils in place of the more typical pronounceable nonwords. Second, although there were no significant long-term priming effects apparent when pronounceable nonwords were used, there was a significant short-term effect. This second result replicates a number of previous studies suggesting that priming effects are short-lived when pronounceable nonwords are used.
The fact that long-term priming was observed on lexicaldecision performance provides the clearest implications. The models described in the introduction all assume that semantic priming is affected by intervening items and, at present, these theories provide no straightforward account of long-term semantic priming. In the case of the compoundcue and proximity models, the sensitivity of semantic influences to intervening items follows explicitly from the mechanisms assumed to underlie priming. As a result, it should be difficult to alter these models in a way that accounts for the current data while retaining their previous theoretical positions on priming effects.
However, this does not necessarily imply that these theories should be discarded. Specifically, if all that was observed was either the presence or absence of long-term semantic priming, then it would appear that a theory like the learning account would provide a good overall description of the data. However, in Experiment 2, we replicated the common finding of short-term semantic effects on lexical decision that dissipate quickly as a result of intervening items. Moreover, it appears as though the priming effect at Lag 0 in the pseudohomophone condition of Experiment 2 may have been larger than the effects at the longer lags. Both of these findings suggest that there may be two components This document is copyrighted by the American Psychological Association or one of its allied publishers.
underlying semantic priming effects. We can see three ways of accounting for these components.
A nonlinear learning account. It may be the case that all of the observed effects were due to a single learning mechanism. To fit this view with the current results, it is necessary to assume that the effect of learning is nonlinear over time (or intervening items). Specifically, it must be assumed that the initial effect of learning is to make strong changes in the weight matrix that quickly decay toward the prelearning values but do not go all the way back. This rapid decay in learning was part of McClelland and Rumelhart's (1986) original model of Long-term priming. The most challenging data for this view occurred in the pronounceable nonword condition of Experiment 2 in which short-term priming was observed in the absence of long-term effects. This view would account for these findings by assuming that the overall learning effect was very small when pronounceable nonwords were used, because of the limited semantic involvement. Because the learning effect was so small, it could be reliably observed only at the short lags where the effect was at its peak. The straightforward prediction of this view is that a sufficiently powerful study should reveal a small priming effect at long lags even in the pronounceable nonword condition.
A learning-proximity account. Alternativelyj semantic priming may arise from two sources. One such possibility would involve a hybrid of learning and proximity mechanisms. That is, if a related pair occurs consecutively (or perhaps with a single intervening item), proximity effects may increase the magnitude of the observed priming. There is one necessary assumption to this view: The priming caused by proximity must be more sensitive to slight degrees of semantic involvement than the priming caused by learning. This assumption is once again needed to account for the effects observed with pronounceable nonwords in Experiment 2. According to the learning-proximity account, participants performing Lexical decisions in a pronounceablenonword context are doing some semantic processing of each stimulus, but not enough for the subsequent learning to reliably influence semantically related words. However, the slight semantic processing is sufficient to produce reliable short-term effects by means of a proximity mechanism. Is it possible to set up a system that would work in the manner described above? This is obviously an issue best left for simulation.
A learning-associative priming account. The final possibility we wish to propose is a hybrid view of semantic priming that conjoins a learning mechanism with a mechanism sensitive to associative influences. The assumption here is that when words are experienced, in addition to learning the patterns associated with the specific words, participants also learn something about words that tend to cooccur with the present item. We do not wish to go into the details of how such a mechanism may work, although we direct interested readers to relevant connectionist models by Griniasty, Tsodyks, and Amit (1993) and Plaut (1995) . Suffice it to say that with such a mechanism, a network gains the ability to move quickly from the pattern of one word to the pattern of a learned associate when the items are presented consecutively. Thus, we may view this as a generalization of the proximity account, in which contextually associated words, as well as semantically similar words, provide fast access points to each other's attractors. The critical aspect for the current results is that this associative learning is not tied to the semantic level of representation and, therefore, can occur even when there has been little in the way of semantic processing. Thus, on the basis of this hybrid view, the pronounceable nonword condition of Experiment 2 would be viewed as primarily reflecting the associative mechanism, whereas the pseudohomophone condition would be viewed as reflecting the combined workings of the associative and learning mechanisms.
This hybrid account seems to hold merit in light of recent debates about whether semantic priming is really the result of semantic or associative relationships between words. Shelton and Martin (1992) performed a running lexicaldecision task with pronounceable nonwords and compared priming across pairs assumed to reflect only semantic similarities (e.g., cake-bread) or both semantic and associative relations (e.g., butter-bread). Using procedures very similar to those used in the current experiments, they showed that priming for consecutive primes and targets occurs only when associative relations are present. Thus, they concluded at that time that there was no such thing as pure semantic priming.
Two events subsequent to Shelton and Martin's (1992) article are especially relevant to the current discussion. First, Randi Martin (personal communication, March 13, 1995) has indicated that the results Shelton and Martin described seemed to occur only when participants were responding quickly. When they replicated their experiment with participants who responded more slowly overall, both pure semantic and associative-semantic priming were observed. Note that this finding fits very well with the views described in the current article if it is assumed that fast participants are often responding without performing much in the way of semantic analyses, whereas slow participants are performing more semantic analyses. That is, the fast versus slow participants may be analogous to participants in our pronounceable versus pseudohomophone conditions. Thus, the finding that fast participants show only associative priming, whereas slow participants show both semantic and associative priming fits well with the third account in which associative priming is assumed to be a more general mechanism, whereas semantic priming is tied to semantic analysis.
The second relevant event is the recent publication of an article by Moss et al. (1995) . Following Shelton and Martin (1992) , Moss et al. examined priming effects arising from either pure semantic or various associative-semantic relations across a number of experimental manipulations. Their results can best be described in the following manner. Sometimes associative-semantic priming occurs alone, but often pure semantic effects are also observed. In the latter situations, the associative-semantic priming appears to increase in magnitude, implying a combination of mechanisms. Thus, Moss et al/s results further support the notion of two loci for semantic priming effects, one relying on semantic processing and one that is more ubiquitous throughThis document is copyrighted by the American Psychological Association or one of its allied publishers.
out all levels of representation. These mechanisms could be restated more generally as follows: Priming by means of learning requires a match between the level of processing engaged by the task and the locus of representational overlap of primes and targets. Thus, if the primes and targets overlap in semantics, a task involving semantics is required to bring about long-term priming. On the other hand, short-term priming may be observed on tasks that engage any level of processing at which associations between prime and target words are present and encoded.
Summary
In conclusion, all of this leads us to believe that the learning-associative mechanism account of the current results may be the most plausible. Given this account, we would provide the following description of our results. The influences underlying lexical-decision performance can vary along a continuum determined in part by the degree to which the nonwords resemble words.
1 When they do not resemble words at all, as when scrambled nonwords are used, decisions can be made very quickly, so quickly, in fact, that the early stages of processing where we believe associative priming effects may arise may not play a sufficient role to support observable short-term priming effects. When the nonwords are somewhat wordlike, as when pronounceable nonwords are used, there is enough processing at the early stages to support short-term associative priming effects, but there is insufficient processing at later stages to support long-term semantic priming effects. Finally, when nonwords are very wordlike, as when pseudohomophones are used, processing at early and later stages is sufficient to support both short-term associative effects and long-term semantic effects.
At the same time, we acknowledge that further direct support of the above claims is required before the other possibilities we described are dismissed. Of course, we strongly believe that whichever account prevails, it must be presented within the context of a dynamic model of the influences underlying lexical-decision performance, maybe even the model described here.
