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Trend and Bounds for Error Growth in
Controlled Lagrangian Particle Tracking
Klementyna Szwaykowska and Fumin Zhang
Abstract
This paper establishes the method of controlled Lagrangian particle tracking (CLPT) to analyse the
offsets between physical positions of marine robots in the ocean and simulated positions of controlled
particles in an ocean model. The offset, which we term the CLPT error, demonstrates distinguished
characteristics not previously seen in drifters and floats that cannot be actively controlled. The CLPT
error growth over time is exponential until it reaches a turning point that only depends on the resolution
of the ocean model. After this turning point, the error growth slows down significantly to polynomial
functions of time. In the ideal case, a theoretical upper threshold on exponential growth of CLPT
error can be derived. These characteristics are proved theoretically, verified via simulation, and justified
with ocean experimental data. The method of CLPT may be applied to improve the accuracy of ocean
circulation models and the performance of navigation algorithms for marine robots.
Index Terms
Autonomous underwater vehicles; stochastic systems; Markov models; model-based control; mod-
eling errors.
I. INTRODUCTION
Ocean circulation modeling is an area of active research in physical oceanography. One
established method to improve the accuracy of ocean circulation models is the method of
Lagrangian particle tracking (LPT) [1], [2]. Unactuated drifting platforms called Lagrangian
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floats are deployed in the ocean and are advected freely by the ocean flow. The trajectories of
the Lagrangian floats in the ocean are compared with numerically modeled trajectories obtained
using the ocean circulation model. It is common practice that Lagrangian floats are idealized as
massless Lagrangian particles.
Tracking of particles in ocean flows has a wide range of applications, and there have been
numerous attempts to accurately predict distributions of particles over time. Applications include
tracking of chemical pollutants [3], fish larvae [4], [5], and algae [6], [7]. Commonly, a random-
walk or random-flight model is used to simulate particle trajectories (see, for example [8], [9],
[10], [11]); these approaches are reviewed in [12]. LPT has also been shown to effectively
model the motions of macroscopic (1-2 meter) drifting platforms deployed in the ocean [13],
[14], [15], [16]. However, the effectiveness of LPT is sensitive to the initial positions of the
deployed platforms and to the structure of the underlying flow [17], [18], [19]. Significant errors
in predicted particle positions are also produced by errors in the modeled flow velocities; these
may be caused by numerical error within ocean models, missing physics, insufficient resolution
of the model in the region of interest, and errors in the model forcing. When a larger ocean
model is used to drive a regional model, as is commonly done, errors in the forcing result in
complex, multi-scale errors in the driven model; this is known as the uncertainty cascade [20],
[21]. Multiple ocean models may be combined in a hyper-ensemble to improve the modeling of
the surface drift [21]. Data collected from free-drifting sensor platforms can be assimilated into
ocean models, improving the long-term accuracy of predicted flow values in certain cases [2],
[17], [22], [18].
In recent years, autonomous underwater vehicles (AUVs) have been developed as small,
inexpensive, and flexible controlled platforms that can support various oceanographic studies.
AUVs have many of the same advantages as Lagrangian floats, hence can be used to replace
Lagrangian floats in certain applications [23], [24]. Furthermore, AUVs are able to make real-
time adjustments to mission goals, for example to increase sampling density in a particular region
of interest, or navigate to study a specific phenomenon that has arisen during the deployment.
In addition, the quality of collected data can be improved by combining measurements from
multiple AUVs ([25], [26]), and the number of vehicles used is readily scalable [23]. This
has led to research in cooperative adaptive sampling ([26], [27]) that has demonstrated new
opportunities for ocean science and control theory enabled by AUV technologies.
December 18, 2012 DRAFT
ERROR GROWTH IN CONTROLLED LPT 3
The use of ocean model data for AUV navigation has been demonstrated by a number of
research efforts. Various algorithms have been proposed for navigation guided by ocean model
flow data, including use of the A* algorithm for min-time path planning under spatially-varying,
time-static flow [28], [29]; Fast Marching (FM)-based algorithms for efficient path planning
in a static flow field [30] (this method is generalized by Soulignac at al, to strong [31] and
time-varying flows [32]); genetic algorithms [33], [34], [35]; and case-based path planning [36].
In the Adaptive Sampling and Prediction (ASAP) experiment [27], a fleet of underwater gliders
(which are buoyancy-propelled AUVs), was used for cooperative sampling of a domain over the
course of six weeks. The glider trajectories were generated based on flow predictions from ocean
models, and adapted to changing flow conditions [26], [27], [37], [38]. A series of algorithms
for ocean-model based control of an AUV for plume tracking using the Regional Ocean Model
System (ROMS) is demonstrated in [39]. Collected flow data were fed back into the model to
improve accuracy of the flow forecasts. Alternative schemes for adaptive sampling with the goal
of incorporating assimilation of data collected by vehicles into trajectory planning are proposed
in [40], [41].
Autonomous underwater vehicles may prove to be an important asset in the continued de-
velopment of ever more accurate ocean models. We envision possibilities of integrating the
localization and navigation performance of underwater vehicles with ocean modeling, to improve
both the navigation performance of the AUVs, and the accuracy of ocean model predictions. In
this paper, we introduce the method of controlled Lagrangian particle tracking (CLPT). CLPT
quantifies the offset between predicted and actual positions of Lagrangian particles under active
feedback control moving in ocean flows with the guidance from ocean circulation models. In
contrast with LPT, which deals with passively drifting particles, CLPT allows the particles to
control their motion. CLPT creates a natural framework for understanding the interaction between
flows estimated or predicted by ocean models and controlled particle trajectories. Incorporating
feedback control helps to overcome some of the difficulties encountered in the method of LPT.
We consider the offset between the physical positions and the simulated positions as CLPT
error. The main contribution of this paper is to reveal and theoretically justify the unique
characteristics of the error growth associate with the CLPT that has not been previously observed
in LPT. We show that the CLPT error typically grows exponentially for a relatively short period
of time until it reaches a turning point. Afterwards, the CLPT error will grow much slower with
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a rate bounded above by polynomial functions of time. The size of error at the turning point is
given by a function that only depends on the resolution of the ocean model. These behaviors of
the CLPT error are theoretically justified under simplifying assumptions about the dynamics of
the CLPT particles and structure of the error in the ocean model. As comparison, the error growth
for LPT tend to be exponential most of the time. The difference between the error growth rate
can also be explained theoretically. Our results show that CLPT error grows much slower than
LPT error, and hence may be more useful for ocean model improvements and vehicle navigations
in certain situations. In addition, we show that although our theoretical results are derived under
simplifying assumptions, they are consistent with data collected from controlled underwater
gliders during the adaptive sampling and prediction (ASAP) field experiment performed in
Monterey Bay, CA, in 2006.
The rest of this paper is organized as follows. The method of the controlled Lagrangian particle
tracking and CLPT error is introduced in Section II. The upper threshold for exponential growth
of the CLPT error is calculated in Section III for the 1-D and 2-D flow cases. Long-term particle
tracking error due to small-scale turbulent flows not resolved by the ocean model is considered in
Section IV. The results are compared with simulation and observations made during the Adaptive
Sampling and Prediction (ASAP) experiment in Monterey Bay in 2006 (Section V). This paper
significantly extends our preliminary results for the 1-D case presented in [42], [43].
II. CONTROLLED LAGRANGIAN PARTICLE TRACKING
Controlled Lagrangian particle tracking is used to model the motions of vehicles with con-
trolled velocity inputs in ocean flow fields. Each vehicle is modeled as a massless particle
whose velocity is the sum of ambient flow velocity F and control velocity input u. In this
paper, we consider the horizontal motion of the particles. Particle position at time t is given by
x(t) ∈ D ⊂ R2, obtained by integrating the following equation:
dx(t) = (F(x, t) + u(x, t)) dt (1)
Realistic trajectories for particles drifting in a flow field can be simulated by using a statisti-
cal approach to particle tracking, where the flow field F is decomposed into two constituent
components: a mean flow F, and a stochastic eddy diffusion field ν, that includes small-scale
flow fluctuations due to physical eddies, as well as waves, wind-driven flows, and other turbulent
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components. It has been shown that this approach can be used effectively to model trajectories of
passive drifter platforms in the ocean, provided that the parameters describing the turbulent flow
components are known or can be estimated [12], [44], [45]. A good first-order model of particle
trajectories can be given by a Markovian random-flight model, described using the Langevin
equation from [44], with added control velocity term u:
dx = (F(x, t) + ν + u(x, t))dt
dν = −Aνdt+ Λdω
(2)
where F(x, t) is the underlying mean flow, and ν is the eddy diffusion term. The matrices A












where σ is the variance of the stochastic velocity fluctuations, τ represents Lagrangian correlation
time, and Ω is the spin parameter. The stochastic input ω represents zero-mean, Gaussian white
noise.
A natural approach to predicting the position of a controlled particle would be to obtain an
estimate F̂ of the ocean flow field F , using an ocean model. The estimated position z(t) of the
particle is then governed by
dz(t) =
(
F̂(z, t) + u(z, t)
)
dt. (4)
This equation can be integrated numerically for z(t).
A. CLPT Error
The more realistic model of particle motion in (2) can be used to gauge the accuracy of
position prediction made using the simple model (4). The position prediction error epos ∈ R2
is defined as difference between the predicted particle position z(t) and the position obtained
using the Langevin model x(t):
epos(t) = x(t)− z(t). (5)
The initial conditions are set with initial time t0 = 0, and z(0) = x(0), so that e(0) = [0 0]T.
The magnitude of the position prediction error is defined as the CLPT error e(t):
e(t) := ‖x(t)− z(t) ‖ , (6)
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where ‖ · ‖ represents the standard `2 norm in R2, and e(0) = 0. The CLPT error may be taken
as a measure of the performance of the ocean-model based position prediction.
B. CLPT error dynamics
In the following section, we will show that there is a fundamental limit on the quality of the
position prediction estimate that can be obtained using the ocean model for a particle moving
under flow-canceling control. We show that the growth of error in predicted position is initially
exponential; we derive an expected threshold for decrease in the error growth rate to polynomial
growth.
The growth in the position estimation error over time is given by
depos(t) = [F(x, t) + u(x, t)− F̂(z, t)− u(z, t) + ν]dt
dν = −Aνdt+ Λdω.
(7)
Let f(z, t) := F(z, t)− F̂(z, t) be the error in the estimated mean flow F̂. The above equation
may be written as
depos(t) = [(F̂(x, t) + f(x, t)) + u(x, t)− F̂(z, t)− u(z, t)]dt+ νdt. (8)
The control velocity u can be designed to cancel the effects of the mean flow; since the mean
flow is not known, u can be set to cancel only the estimated mean flow. In the remainder of
this paper, we will make the following assumption:
(A1) A flow-canceling controller has been implemented, so that:
u(χ, t) = −F̂(χ, t) (9)
for χ(t) = x(t) or z(t).
Under assumption (A1),
[(F̂(x, t) + f(x, t)) + u(x, t)− F̂(z, t)− u(z, t)] = f(x, t) (10)
for all times t. Position estimation error growth may therefore be modeled as
depos(t) = [f(x, t) + ν]dt
dν = −Aνdt+ Λdω,
(11)
with initial condition epos(0) = [0 0]T.
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In this section, we consider the error growth due to error in predicted flow f alone; we therefore
make the assumption:
(A2) The small-scale eddy diffusivity is negligible, so that ν(t) ≡ 0.
Under assumption (A2), the position estimation error evolves in times as
depos
dt
= f(x, t) (12)
with e(0) = [0 0]T. As t → ∞, epos will converge to a stable equilibrium point of f(x, t) =
f(z + e, t). In general f is an unknown function of position and time, whose values depend on
the particular realization of the ocean flow and on the model used.
Given perfect cancellation of the model flow, the position of the virtual vehicle remains
z(t) = z(0). Therefore, epos(t) = x(t) − z(0). We can assume, without loss of generality, that
the vehicle starts at the origin, x(0) = z(0) = [0 0]T. Then epos(t) given by (12) will be equal
to x(t) in the following system:
dx = f(x, t)dt, x(0) = 0 (13)
where f(x, t) := F̂(x, t)−F(x, t). For simplicity, we will ignore the time variation of f and treat
it as a function of x only. We also assume that f has equilibria; that is, there exits a non-empty
set X s.t. f(x, t) = 0 ∀x ∈ X.
For a given realization of f , the motion of x(t) can be approximated using a linearization of
(13),
dx ≈ f(0) +Dxf(0)xdt, x(0) = 0 (14)
where Dxf is the Jacobian of f . It is a well-known result that the trajectories of such a linear





which corresponds to exponential error growth. Suppose that x(t) in (13) approaches xeq, a
stable equilibrium of (13), as t → ∞. Then ‖xeq − z(0) ‖ = ‖xeq ‖ is an upper threshold for
exponential growth of the CLPT error.
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C. Comparison with LPT error
For freely-drifting agents in the ocean, the position prediction error can be expressed as in
(7), with control u ≡ 0:
depos(t) = [F(x, t)− F(z, t)]dt− f(z, t)dt+ νdt
dν = −Aνdt+ Λdω.
(16)
The first term in the error growth equation depends on the underlying flow velocity at two
different points: the simulated vehicle position z(t) and the true position x(t). Given a slight
initial offset between z and x, the error growth due to this term alone (setting f ≡ 0 and ν ≡ 0)
is:
depos(t) = [F(x, t)− F(z, t)]dt. (17)
This can be interpreted as the offset between two particles, initially close together, drifting
in an ocean flow. It is a well-known result in oceanography that, even in simple flow fields,
the separation between two such particles may grow exponentially without bound (this fast
divergence of trajectories from close initial conditions is termed deterministic chaos) [2]. Thus,
nothing can be said about the long-term error growth rate. This is in contrast with the case of
controlled particles, where error growth rate will be shown to decrease in the long term.
III. THEORETICAL THRESHOLD ON EXPONENTIAL GROWTH OF CLPT ERROR
In this section, we derive the expected upper thresholds for exponential growth of CLPT error,
for one and two-dimensional flow fields. The expected thresholds are functions of the gridsize
in the ocean model used to estimate the flow.
A. The one dimensional case
We first consider the case when flow is one-dimensional, and compute a theoretic upper
threshold on exponential growth of the CLPT error; this threshold is given by E(|xeq − z(0)|),
since x asymptotically converges to xeq. We make the following assumptions:
(B1) The particle is confined to move on a line, so the domain of f is R. Since f is now a scalar
function, we denote it by f ; similarly, we denote the real and virtual particle positions x
and z by x and z, respectively.
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(B2) We define a grid over R, with uniform gridsize h. The ocean model outputs an estimate F̂
of the flow F at each gridpoint xk = kh. We model the values of f(x) = F̂ (x)−F (x) at
the grid points are independent identically distributed noises1. The noise values are denoted
as ξk (ξk = f(xk) = f(kh)). These ξk are assumed to be symmetrically distributed around
0, with probability density function ρξ.
(B3) The initial conditions are given by x(0) = z(0) = 0.
The values of f are not known everywhere in R, since they depend on the structure of the
unknown flow F, as well as on the method used to interpolate F̂ between gridpoints. However, f
can be approximated at any point by taking the linear interpolation of its values at the gridpoints:
for x ∈ (xk, xk+1), we have
f(x) =
(xk+1 − x) ξk + (x− xk) ξk+1
h
. (18)
Under assumptions (B1)-(B3), the equilibria of f(x) are given by
xeq = (ξk+1xk − ξkxk+1)/(ξk+1 − ξk). (19)
We will find the expected threshold for exponential growth of CLPT error, E(|xeq|), over all
realizations of the model flow f . For this, we need the following lemmas:
Lemma III.1. The position xeq in (19) is a stable equilibrium of (13) under assumptions (B1)-
(B3) if and only if ξk > 0 and ξk+1 < 0.
Proof: A sufficient and necessary condition for xeq to be a stable equilibrium is that it
satisfies f(xeq) = 0 and ∂f/∂x(xeq) = (ξk+1 − ξk)/h < 0.
Suppose that ξk > 0 and ξk+1 < 0. Clearly, there exists a point xeq ∈ [hk, h(k+ 1)], given by
(19), which is an equilibrium of f . Since (ξk+1 − ξk)/h < 0, xeq must be a stable equilibrium.
Conversely, suppose that xk < xeq < xk+1 is a stable equilibrium. Using the equation for xeq,





xk(ξk+1 − ξk) > ξk+1xk − ξkxk+1 > xk+1(ξk+1 − ξk). (21)
1Note that, for any given realization of the ocean model and true ocean flow fields, the flow error f is a deterministic, unknown
function. By a small abuse of notation, we use f to denote the random variable whose value is a function over R1
December 18, 2012 DRAFT
ERROR GROWTH IN CONTROLLED LPT 10
Subtracting the middle term from both sides of (21), we find:
ξk(xk+1 − xk) > 0 > ξk+1(xk+1 − xk), (22)
which directly gives ξk > 0, ξk+1 < 0, since xk+1 − xk = h > 0. This proves the Lemma.
Lemma III.2. The probability that xeq ∈ (xk, xk+1) given ξ0 > 0 is:






Proof: By Claim III.1, Pr(xeq ∈ (xk, xk+1)|ξ0 > 0) is simply the probability that ξ1, ..., ξk >
0 and ξk+1 < 0. Because the values of ξ are independent,







The ξi are iid symmetrically-distributed variables, thus Pr(ξi > 0) = 1/2 for all i. Similarly,
Pr(ξk+1 < 0) = 1/2. Thus Pr(xeq ∈ (xk, xk+1)|ξ0 > 0) = (1/2)k+1.






where ρ|xeq |(x) is the probability density function of |xeq|. We introduce ξ0 as a conditioning
variable in (23); then, using the fact that ξk are symmetrically-distributed, zero-mean random
variables, so that
Pr(ξk > 0) = Pr(ξk < 0) =
∫ ∞
0












|x|ρ|xeq |(x|ξ0 < 0)dx. (25)
For convenience, we define the following variables:
x+ = argminx>0{|x| : f(x) = 0, ∂f/∂x < 0} (26)
x− = argminx<0{|x| : f(x) = 0, ∂f/∂x < 0}. (27)
The calculation of E(|xeq|) proceeds through the following three claims:
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Claim III.1. If ξ0 > 0, then xeq = x+, and moreover, xeq ∈ (xk, xk+1) where xk+1 is the
position corresponding to the first negative value of ξ; that is, ξj > 0 for all j ∈ {1, 2, ..., k},
and ξk+1 < 0.
Proof: By the definition in (18), f is a continuous, piecewise affine function.
By continuity, f(0) = ξ0 > 0 implies that f > 0 in some sufficiently small neighbourhood ε
of 0. Thus x cannot become negative, since dx/dt = f(x) > 0 for all x ∈ ε; so limt→∞ x(t) =
xeq > 0.
Since f is piecewise affine, f > 0 on any interval [xk, xk+1] with ξk, ξk+1 > 0, and f must
have a zero-crossing xeq on any interval (xk, xk+1) with ξk > 0 and ξk+1 < 0. By Lemma III.1,
this crossing is a stable equilibrium of (13). The smallest such crossing is x+. Since x = 0 is
in the region of attraction, x→ xeq as t→∞, thus xeq = x+.
Claim III.2. If ξ0 < 0, then xeq = x−, and moreover, xeq ∈ (x−k, x−k+1) where x−k is the point
corresponding to the first positive value of ξ, that is, ξj < 0 for all j ∈ {−1,−2, ...,−k + 1},
and ξ−k > 0.
Proof: The proof exactly parallels the proof of Claim III.1.
Claim III.3. Under assumptions (B1)-(B3) of the one-dimensional problem, we have∫ ∞
0
|x|ρ|xeq |(x|ξ0 > 0)dx =
∫ 0
−∞








|x|ρ|xeq |(x|ξ0 > 0)dx =
∫ 0
−∞ |x|ρ|xeq |(x|ξ0 < 0)dx follows from
the symmetry of ρξ. It remains to show that E(|xeq|) = 3h/2.




|x|ρ|xeq |(x|ξ0 > 0)dx,






xρ|xeq |(x|ξ0 > 0, xeq ∈ (xk, xk+1))dxPr(xeq ∈ (xk, xk+1)|ξ0 > 0). (28)









(u+ xk)ρ|xeq−xk|(u|ξ0 > 0, (xeq − xk) ∈ (0, h))du. (29)
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We now compute ρ|xeq−xk|(u|ξ0 > 0, (xeq − xk) ∈ (0, h)). Given that xeq ∈ (xk, xk+1), let
u∗ , xeq − xk in this interval. To find ρu∗(u|u∗ ∈ (0, h)), the probability density of u∗ in terms





v = ξk. (31)





The inverse map is well-defined and is given by




















ρ(v, v(1− h/u∗)). (35)
Since ξk and ξk+1 are independent, symmetrically distributed random variables and ξk > 0
and ξk+1 < 0 are given, we have:
ρ(ξk) = 2ρξ(ξk)U(ξk) (36)
ρ(ξk+1) = 2ρξ(ξk+1)U(−ξk+1), (37)
where U(·) denotes the unit step function.
Because the values of ξ are iid, the joint probability distribution
ρ(φ−1(~ω)) = ρ(~ξ) = ρ(ξk)ρ(ξk+1) = ρ(v)ρ(v(1− h/u∗)). (38)




ρξ(v)ρξ(v(1− h/u∗))U(v)U(v(h/u∗ − 1)). (39)
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Taking the marginal distribution over v gives the distribution function ρ|xeq−xk|(u|(xeq − xk) ∈
(0, h)) in (29):









vρξ(v)ρξ(v(1− h/u∗))dvU(h/u∗ − 1). (40)































































































ρξ(v)dv = 2xk(1/2) = xk.
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where we have used xk = kh. This proves Claim III.3.
We now extend the above result to the case where the particle’s initial position does not
coincide with a particular gridpoint (that is, we drop assumption (B3)). Suppose that the particle’s
initial position is x(0) = z(0) ∈ (xk, xk+1]. There are then 4 possible cases, depending on the
values of ξk = f(xk) and ξk+1 = f(xk+1):
1) ξk > 0 and ξk+1 > 0,
2) ξk < 0 and ξk+1 > 0,
3) ξk > 0 and ξk+1 < 0,
4) ξk < 0 and ξk+1 < 0.
Let c be a random variable that labels the above cases; c takes values in the set {1, 2, 3, 4}, with
Pr(c = i) = 1
4
for all i. The expected value of |xeq − x(0)| in this case may be calculated using
conditional expectations:





E( |xeq − x(0)|| c = i). (49)
Claim III.4. The expected value of |xeq − x(0)| is independent of initial conditions, that is,
E(|xeq − x(0)|) = 3h/2 (50)
for arbitrary x(0) = z(0).
Proof: We proceed by calculating E( |xeq − x(0)|| c = i) for each case in turn.
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To begin, consider case 1) (ξk > 0 and ξk+1 > 0). By monotonicity of f on (xk, xk+1),
f(x) > 0 for all x ∈ (xk, xk+1]; it is clear, then, that the particle moves in the positive x-
direction until it passes xk+1; the expected distance to the nearest equilibrium is then
E(xeq − x(0)) = E(xeq − xk+1) + xk+1 − x(0) (51)
where xk+1 > 0 is given. Shifting the origin to xk+1 and using Claim III.3 gives E(xeq−xk+1) =
3h/2. Plugging this back into (51) gives
E( |xeq − x(0)|| c = 1) = 3h/2 + (xk+1 − x(0)). (52)
Case 4) (ξk < 0 and ξk+1 < 0) is analogous to case 1); this time however, f(x) < 0 for all
x ∈ (xk, xk+1]. The particle moves in the negative x-direction until it passes xk, therefore
E( |xeq − x(0)|| c = 4) = (x(0)− xk) + 3h/2. (53)
Next consider case 2) (ξk < 0 and ξk+1 > 0). Here we can calculate the expectation as follows:
E( |xeq − x(0)|| c = 2) =E( |xeq − x(0)|| c = 2, f(x(0)) > 0)Pr(f(x(0)) > 0)
+ E( |xeq − x(0)|| c = 2, f(x(0)) < 0)Pr(f(x(0)) < 0).
(54)
If f(x(0)) = f(z(0)) > 0, then f(x) > 0 for all x ∈ (x(0), xk+1]; so the particle moves in the
positive direction until it passes xk+1. As in case 1), the expected value of |xeq − x(0)| is then
3h/2 + (xk+1 − x(0)). If, on the other hand, f(x(0)) = f(z(0)) < 0, then f(x) < 0 for all
x ∈ (xk, x(0)), and the particle moves in the negative direction until it passes xk. As in case 4),
the expected value of |xeq−x(0)| is then (x(0)−xk) + 3h/2. Therefore (54) can be rewritten as




















+ (h− 2(x(0)− xk))Pr(f(x(0)) > 0).
(55)
It remains only to calculate the probability Pr(f(x(0)) > 0). Let y0 := x(0)−xk (y0 ∈ (0, h]).
Using (18), we can write:
Pr(f(y0) > 0|ξk < 0, ξk+1 > 0) = Pr
(
y0ξk+1 + (h− y0)ξk
h
> 0







∣∣∣∣ ξk < 0, ξk+1 > 0) . (56)
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Lastly, consider case 3) (ξk > 0 and ξk+1 < 0). By Lemma 1, there is a stable equilibrium
xeq ∈ (xk, xk+1) where f(xeq) = 0. By monotonicity of f within one interval, we have that if
f(x(0)) < 0, then x(0) > xeq; and if f(x(0)) > 0, then xeq > x(0). Therefore,
E(|xeq − x(0)||c = 3)
= E(xeq − x(0))Pr(f(x(0)) > 0) + E(x(0)− xeq)Pr(f(x(0)) < 0)
= (xk + h/2− x(0))Pr(f(x(0)) > 0)
+ (x(0)− (xk + h/2))(1−Pr(f(x(0)) > 0))
= 2((xk + h/2)− x(0))Pr(f(x(0)) > 0)− ((xk + h/2)− x(0))
(58)
where Pr(f(x(0)) > 0) denotes
Pr(f(x(0)) > 0|ξk > 0, ξk+1 < 0),
that can be calculated analogously to the probability in case 2) (using y0 := x(0)− xk):









Using the fact that ρξ is a symmetric function and applying change of variables r′ = −r and
s′ = −s, the above may be rewritten as









= 1−Pr(f(y0) > 0|ξk < 0, ξk+1 > 0).
(60)
Plugging (52),(53),(55), and (58) into (49) gives
E(|xeq − x(0)|) = 3h/2, (61)
which is independent of the value of x(0). This proves Claim III.4.
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B. The two dimensional case
We have shown that, in the one-dimensional case, E(|xeq − z(0)|) = 3h/2. This result can be
generalized to the two-dimensional case. The assumptions for this case are as follows:
(C1) The particle moves in the horizontal plane (the domain of f is R2).
(C2) The ocean model outputs an estimate F̂ of the flow F at each gridpoint on a uniform square
grid over R2 with gridsize h, where xk,l = [kh, lh]T is a gridpoint indexed by (k, l). We
assume that the values of f(x) = F̂(x) − F(x) at the grid points are iid symmetrically-
distributed random variables, which will be denoted by ~ξk,l = [ξ1k,l ξ
2
k,l]
T (where ξ1k,l =
f 1(xk,l) and ξ2k,l = f
2(xk,l) are mutually independent). The pdf of ξik,l, where i = 1, 2,
will be denoted by ρξ.
(C3) The initial position of the particle in simulation is equal to the initial position of the
physical particle: z(0) = x(0).
Analogous to the one-dimensional case, values of f at any point can be approximated by taking
the bilinear interpolation of grid point values; for x = [x1 x2]T ∈ (kh, (k+ 1)h)× (lh, (l+ 1)h),





~ξk,l((k + 1)h− x1)((l + 1)h− x2) + ~ξk+1,l(x1 − kh)((l + 1)h− x2)




In two dimensions, the particle exhibits a much richer range of behaviors than a particle
confined to move on a line, and it becomes much more difficult to find limt→∞ x(t) = xeq.
Instead, we approximate this value by finding a lower bound on Ef (|xeq − x(0)|) as Ef (|x∗ −
x(0)|), where x∗ is defined as the smallest (w.r.t. the 1-norm in R2) equilibrium of the flow f
that satisfies the necessary stability condition ∂f i/∂xi < 0 for i = 1, 2:
x∗ = argminx∈R2
{
‖x− x(0) ‖1 : ∂f
i/∂xi(x) < 0 ∀i
}
(63)
The main contribution of this section is summarized in the following theorem:
Theorem III.1. The expected value of the 1-norm of the steady-state position prediction error
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Fig. 1. Zero level set of the error flow in the x-direction, f1(x) = 0. Equilibria of f(x) lie on intersections of the zero level
sets for flow in the x- and y-directions.
given by ‖x∗ ‖1 satisfies:




































where h is the grid size used by the ocean model. In particular, if ρξ is Gaussian,
E(‖x∗ − x(0) ‖1) ≤ 2.52h. (65)
In order to prove this theorem, we need a sequence of lemmas, which are proved below. As
in the one-dimensional case, we introduce the following variables for convenience:
xi+ = argminxi>0{|xi| : f i(xiêi) = 0, ∂f i/∂xi < 0} (66)
xi− = argminxi<0{|xi| : f i(xiêi) = 0, ∂f i/∂xi < 0}, (67)
where êi is the ith standard basis vector in R2.
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Proof: The variable xi− represents the first stable equilibrium of f
i, evaluated on (−∞, 0)
in the direction i. Without loss of generality, let i = 1 (x-axis). Along the axis, f 1 is a linear
interpolation of its values at the points {0,±h,±2h, . . .}. By Claim III.1, the smallest stable
equilibrium of f 1 on (−∞, 0) must lie in the first interval ((−(k+1)h,−kh)) with ξ1−(k+1),0 > 0
and ξ1−k,0 < 0.
Since ξ10,0 > 0 by assumption, Pr(x
1
− ∈ (−h, 0)) = 0. Let
ξ1−j,0 = min
l∈Z+
{ξ−l : ξ−l < 0} (68)
be the first negative gridpoint flow value. Then we have:












By symmetry of the distribution of ξ1n,0, Pr(ξ
1
n,0 > 0) = Pr(ξ
1
n,0 < 0) = 1/2 for all n. The
above equation may therefore be simplified to:













The calculation for x2− is analogous. This proves the Lemma.





Proof: The variable xi+ represents the first stable equilibrium of f
i, evaluated on the line
corresponding to direction i. As in Lemma III.3, let i = 1 (x-axis). By Claim III.1, the smallest
stable equilibrium of f 1 on (0,∞) must lie in the first interval (mh, (m + 1)h) with ξ1m,0 > 0
and ξ1m+1,0 < 0. Therefore, since ξ
1
0,0 > 0 by assumption, Pr(x
1
+ > (k + 1)h) is equal to the
probability that ξ1i,0 > 0 for all i ∈ {1, ..., k + 1}. Using the fact that ξ1n,0 are independent and
symmetrically distributed, we have:
Pr(x1+ > (k + 1)h|ξi0,0 > 0) =
k+1∏
i=1






The calculation for x2+ is analogous. This proves the Lemma.
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Proof: The proof is almost identical to that of Lemma III.4. Let i = 1 (x-axis). By Claim
III.1, the smallest stable 0 of f 1 on (0,∞) must lie in the first interval (kh, (k + 1)h) with
ξ1k,0 > 0 and ξ
1
k+1,0 < 0. Therefore, since ξ
1
0,0 > 0 by assumption, Pr(x
1
+ > (k + 1)h) is equal
to the probability that ξ1i,0 > 0 for all i ∈ {1, ..., k}, and ξ1k+1,0 < 0. Using the fact that ξ1n,0 are
independent and symmetrically distributed, we have:











The calculation for x2+ is analogous. This proves the Lemma.
























Proof: The value of Pr(x∗ = xi−, x
i





− ∈ (−(k + 1)h,−kh)|ξi0,0 > 0) =
Pr(|xi−| < |xi+|, xi− ∈ (−(k + 1)h,−kh)|ξi0,0 > 0). (74)
The dependence on ξ0 will not be written in future equations to avoid notational clutter, but will
be assumed. The variables xi− and x
i
+ are mutually independent, so that
Pr(|xi−| < |xi+|,xi− ∈ (−(k + 1)h,−kh)) =
Pr(xi− ∈ (−(k + 1)h,−kh))Pr(xi+ > (k + 1)h)
+Pr(xi− ∈ (−(k + 1)h,−kh))Pr(xi+ ∈ (|xi−|, (k + 1)h)).
(75)
where
Pr(xi+ ∈ (|xi−|, (k + 1)h)) =
Pr(xi+ ∈ (|xi−|, (k + 1)h)|xi+ ∈ (kh, (k + 1)h))Pr(xi+ ∈ (kh, (k + 1)h)). (76)
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So that
Pr(|xi−| < |xi+|, xi− ∈ (−(k + 1)h,−kh)) =
Pr(xi− ∈ (−(k + 1)h,−kh))Pr(xi+ > (k + 1)h)+
Pr(xi− ∈ (−(k + 1)h,−kh))Pr(xi+ ∈ (|xi−|, (k + 1)h)|xi+ ∈ (kh, (k + 1)h))
×Pr(xi+ ∈ (kh, (k + 1)h)).
(77)
Using Lemmas III.3-III.5, the above can be written as









Pr(xi+ ∈ (|xi−|, (k + 1)h)|xi+ ∈ (kh, (k + 1)h)). (78)
The remaining expression, Pr(xi+ ∈ (|xi−|, (k + 1)h)|xi+ ∈ (kh, (k + 1)h)), may be calculated
as follows:
Pr(xi+ ∈ (|xi−|, (k + 1)h)|xi+ ∈ (kh, (k + 1)h))






where xi− ∈ (kh, (k + 1)h). Using the change of variables
u = x− kh
v = ξik,0
(80)
and the distribution for u∗ = x∗−xk = x+− kh derived in the one-dimensional case (see (40)),
we have:




































This proves the Lemma.
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Proof: The value of Pr(x∗ = xi+, x
i





+ ∈ (kh, (k + 1)h)|ξi0,0 > 0) =
Pr(|xi+| < |xi−|, xi+ ∈ (kh, (k + 1)h)|ξi0,0 > 0). (84)
For notational convenience, we refrain from writing the conditioning variable ξi0,0. Using inde-
pendence of xi− and x
i
+, the above equations may be written as
Pr(|xi+| < |xi−|, xi+ ∈ (kh, (k + 1)h)) =
Pr(xi+ ∈ (kh, (k + 1)h))Pr(xi− < −(k + 1)h)+
Pr(xi+ ∈ (kh, (k + 1)h))Pr(xi− ∈ (−(k + 1)h,−xi+)|xi− ∈ (−(k + 1)h,−kh))
×Pr(xi− ∈ (−(k + 1)h,−kh)).
(85)
By Lemmas III.3 and III.5,












and we can calculate
Pr(xi− < −(k + 1)h) = 1−
k∑
j=0















Then using change of variables
u = x+ (k + 1)h
v = ξik,0
(88)
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and the distribution for u∗ = x∗ − x−(k+1) = x+ + (k + 1)h in (40), Pr(xi− ∈ (−(k +
1)h,−xi+)|xi− ∈ (−(k + 1)h,−kh)) can be calculated analogously to Pr(xi+ ∈ (|xi−|, (k +
1)h)|xi+ ∈ (kh, (k + 1)h)) to give:



































This proves the Lemma.
Having these Lemmas, we can now proceed to the proof of Theorem III.1:
Proof: The `1 norm of x∗ is |x1∗|+ |x2∗|. By assumption, the flows along the x- and y-axes
are mutually independent. We proceed by computing the expected value of |xi∗|, for i = 1, 2,
along each dimension independently.
First, note that the value of E(|x∗,i − xi(0)|) is independent of the initial position x(0). This
can be shown as follows:
First, use a shift the coordinates; for xi(0) ∈ [kh, (k + 1)h), let x 7→ x′ = x − kh so that
x′i(0) ∈ [0, h). Then
E(|x∗,i − xi(0)|) = E(|x′∗,i − x′i(0)|)
= E(x′∗,i − x′i(0)|x′∗,i = x+i > 0)Pr(x′∗,i = x+i )
+ E(x′∗,i + x
′
i(0)|x′∗,i = x−i < 0)Pr(x′∗,i = x−i )










which is the expected value of E(|x∗,i − xi(0)|) when x(0) = 0. We will therefore assume for
the remainder of this proof that x(0) = z(0) = 0.
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Consider the motion along one axis. Let ξik, for i = 1, 2, denote the the values of ξ
i
i,j along



















i|ξi0 < 0)dxi. (92)
This case differs from the one-dimensional case, however, in that claims III.1 and III.2 no longer
hold, since the particle is moving in two dimensions, and may therefore circumvent the region
of positive (or negative) flow around xi = 0 by moving along the perpendicular directions.














i|ξi0 > 0)dxi. (93)
Note that xi∗ = argminxi+,xi−{|x|}, therefore E(|x
i




























i|ξi0 > 0, d2)Pr(d2|ξi0 > 0)dxi
(94)
where we have adopted the shorthand d1 for the condition “x∗ = xi−, x
i
− ∈ (−(k + 1)h,−kh)”
and d2 for “x∗ = xi+, x
i
+ ∈ (kh, (k + 1)h)”, for notational convenience.






v = ξib xhc
(95)
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The above expression holds for i = 1, 2, so E(|x∗|1) = E(|x1∗| + |x2∗|) = E(|x1∗|) + E(|x2∗|) =
2E(|xi∗|). This proves Theorem III.1 in the general case. If ξ has a Gaussian distribution, the
above expression may be evaluated numerically to give
E(|xi∗|) = 1.26h, (99)
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from which it follows that, in this case, E(|x∗|) = 2.52h. This completes the proof of Theorem
III.1.
We have shown the expected value of the `1 norm of the position estimation error in the 2-D
case. This gives a range on the expected value of the `2 error as follows:
‖χ ‖1 /
√
2 ≤ ‖χ ‖2 ≤ ‖χ ‖1 (100)
for all χ ∈ R2. Therefore we can say that in the case that ξ are Gaussian random variables, the
expected value of the `2 norm of the position estimation error satisfies:
E(‖x∗ ‖2) ∈ [1.78h, 2.52h]. (101)
Note that the above calculations do not depend on the strength of the error flow values at the
gridpoints, only on the fact that they are independent, identically distributed random variables.
The strength (that is, the variance) of the flow, however, does affect the time it takes for the error
growth to reach an equilibrium. Since the velocity of the particle in the ocean flow is given by a
bilinear interpolation of the flow values at the gridpoints, the higher the variance of the gridpoint
values, the higher the mean velocity; and consequently, the faster the particles converge to an
equilibrium of the error flow field.
The above approach does not address the coupling between the x and y-position of the expected
equilibrium. This coupling is due to the bilinear interpolation of the gridpoint flow values.
Because it is a bilinear interpolation of gridpoint values, the error flow along each of the x and
y directions is a continuous function in R2, with continuous curves marking its level sets; in
particular, the curves f1(x) = 0 and f2(x) = 0 are continuous curves (see Fig. 1). The average
distance to the nearest equilibrium, therefore, depends not only on the average distance to an
equilibrium along a particular axis, but also on the shape of the zero-level set curve. This can be
understood via the following simple example: consider two lines y = 0 and y = h, with zero-
crossings at x = 1 and x = −2, respectively. The sample mean of the norms of the crossing
values is (|1| + | − 2|)/2 = 1.5. Consider a straight line joining the two crossing points. The
mean distance from the y-axis to this line is 5/6h. In general, the distance to the zero level set
curve along the x and y-directions is less than the expected distance to an equilibrium along a
particular line parallel that axis; for this reason, Theorem III.1 gives an upper bound on the true
value of Ef (‖x∗ ‖1) at steady state.
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IV. EDDY DIFFUSIVITY CONTRIBUTION TO CLPT ERROR GROWTH
The random-flight model (2) is frequently used to model motions of fluid particles in homo-
geneous, isotropic turbulence. In our model, we assume that the controlled particle is likewise
subject to motion due to small-scale turbulent flows; in this section we consider the contribution
of these turbulence-induced motions on the growth of the CLPT error.
We reproduce here the Langevin equation governing the dynamics of the controlled particle:
dx = (F(x, t) + u(x, t) + ν) dt (102)
dν = −Aνdt+ Λdω (103)
Under assumption (A1), u(x, t) has been chosen to cancel the estimated flow F̂(x, t) = F(x, t)+
f(x, t). For simplicity, we further assume that the spin parameter Ω in (3) may be ignored, so
that A = 1
τ




I , where I is the identity matrix in R2. To simplify the notation, we




. Let q denote the particle state, [x, ν]T . The total equation for







 (ê3dω1 + ê4dω2) (104)
where êi, i = 1, . . . , 4, are standard basis vectors in R4, and the initial position of the particle,
x(t0), is assumed to be 0.
Claim IV.1. The CLPT error growth due to the stochastic velocity term ν, for the case that
f ≡ 0, satisfies:







when t > τ .
To complete the proof of this claim, we need the following two Lemmas:
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Using this definition,it can be easily shown that
dE (ψ2(t))
dt
= −2aE (ψ2) + 2L. (108)








This proves the Lemma.
















it is easy to show that
dE (ψ1(t))
dt











This is a non-homogeneous linear ODE, which we solve explicitly to get:




















This proves the Lemma.
We now proceed to the proof of Claim IV.1:
Proof: Given perfect mean flow cancellation, and f ≡ 0 (that is, F̂ = F), (4) gives z(t) = 0,
thus z(t) = z(0) = 0. The CLPT error is then given by
e(t) = ‖x(t)− z(t) ‖ = ‖x(t) ‖ , (116)
with dynamics of x given by (104), where ‖ · ‖ is the standard `2-norm in R4. We define ψ as
the square of the CLPT error,
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 = 2E (xTν) = 2E (ψ1) . (118)
























which is bounded above by 2L
a2
t for t > 1/a = τ , the Lagrangian correlation time of the system.
The expected value of ‖ eν(t) ‖ = ‖x(t) ‖ can be restricted by Jensen’s inequality:













, for t larger than the correlation time scales of the system. Thus, positioning
error growth due to the stochastic eddy diffusivity term is bounded above by a square-root time
growth law.
Remarks: We can now combine the results of sections III and IV to summarize the characteris-
tics of the growth of CLPT error. The initial error growth is dominated by the error contributions
due to large-scale error flow f , which represents inaccuracies in the model prediction of the mean
flow field. This causes an initially exponential CLPT error growth; however, this contribution
to the error growth becomes small when the particle reaches an equilibrium of the error flow
field. The long-term error contribution is dominated by the eddy diffusivity ν, with CLPT error
growth on the order of t1/2, justified by Claim IV.1.
V. SIMULATION AND THE ASAP FIELD EXPERIMENT
In deriving the upper threshold for exponential CLPT error growth between simulated particles
and particles moving in real ocean environments, we have made several simplifying assumptions
about the structure of the error field. To demonstrate that the results hold in more complicated
situations, we compare them with simulation and observations made during the 2006 ASAP
experiment.
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A. Simulation of CLPT Error Growth
The CLPT error results are first tested in simulation. We design two simulations: the first,
to verify the expected values for CLPT error due to modeling flow error f ; the second, to
demonstrate motion of controlled agents in the flow defined by (13).
In the first simulation, we select a square area of interest, centered at the origin, and cover it
with a grid whose gridsize is normalized to h = 1. We simulate the error flow f by assigning
Gaussian-distributed random flow values (with diagonal covariance matrix) at each gridpoint.
Using these values, we then solve for all equilibrium points, where f = 0. In the 1-D case,
equilibria are kept only if they correspond to a stable equilibrium, i.e., if df
dx
< 0. In the 2-D
case, equilibria are kept if they satisfy the necessary stability criteria, ∂f
1
∂x








The above calculation is repeated 105 times for each of the 1-D and 2-D cases, and the sample
mean taken over all runs. This gives a sample mean of the `1-norm to the nearest equilibrium
that satisfies necessary stability conditions in the 1-D and 2-D cases.
In the 1-D case, the sample mean of the distance to the equilibrium is 1.5, which agrees with
the theoretical value of 1.5h calculated in Section III. In the 2-dim case, the sample mean of
the minimum 1-norm of the equilibrium is 1.92h. This is less than 2.52h, the expected value of
the 1-norm of the error computed in Section III, which agrees with Theorem III.1.
The second simulation demonstrates how the results for position estimation error growth are
affected by small-scale turbulent flow, modeled by the ν term in the Langevin equation (11).
In this simulation, we again set up a 2-D region of interest, centered at the origin, and cover
it with a grid. The gridsize used is 0.9 km and 1.8 km (the latter value, 1.8 km was chosen to
correspond to the gridsize used by the ROMS ocean model in the physical glider deployment
in Monterey Bay; see Section V-B). The values of the error flow f at gridpoints are normally
distributed random variables with diagonal covariance matrix (given by σfI2×2). Flow values at
the particle position are obtained using bilinear interpolation of the gridpoint values, with added
stochastic drift ν. An Euler-Maruyama integrator is used to find particle positions over time. The
simulation is run with 1000 repetitions, for different values of the variance σν (the variance of
driving noise in ν), 1/τ , and σf . Fig. 2 shows the average `2-norm of the particle position over
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time for different values of the simulation parameters. The error growth is initially dominated
by the error due to the error flow f ; for longer times, the error is dominated by the small-scale
stochastic terms. The shape of the error growth curve depends on the relative strengths of these
two contributions, as shown in Fig. 2.
Fig. 2. (Top) Comparison of CLPT error growth with and without model error flow f . The dotted lines show simulated error
growth in the case f ≡ 0; solid lines show simulated error growth with σf = 0.5 for an ocean model with gridsize h = 0.9 km.
The Lagrangian correlation time is τ = 1 hr. (Bottom) CLPT error growth over time for varying ocean model gridsize and σν .
The variance of ocean model flow values at gridpoints is σf = 0.5. The Langevin correlation time is 1 hr.
B. ASAP Field Experiment Results
The CLPT theoretical results were inspired by observations made during the Adaptive Sam-
pling and Prediction (ASAP) field experiment in Monterey Bay, CA, in August 2006. We
now apply the theoretical CLPT results to explain observed errors in simulating positions of
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autonomous underwater gliders during the experiment. We note that gliders are hardly ideal
Lagrangian particles; they have finite mass and volume, and a complex coupling exists between
the glider motion and surrounding flow. Moreover, gliders move in a 3-dimensional time-varying
flow. However, in this section we consider only the horizontal component of glider motion, using
depth-averaged flow velocity for the 2-dimensional flow field used in our CLPT analysis. We
show that the characteristic shape of the CLPT error growth may be observed, in spite of the
non-Lagrangian nature of the physical gliders.
The scientific goal of the experiment was to study the three-dimensional heat and mass transfer
dynamics of the coastal upwelling center of Monterey Bay [27], [46]. A heterogeneous glider
sensor network was used to continuously monitor a 20× 40 km control volume over a period of
one month. The sensor array included a fleet of 6 Slocum underwater gliders [27]. The glider
tracks were selected to optimize an adaptive sampling metric (see [26] for details).
The Slocum gliders use Iridium satellite telephones for bidirectional communication with an
on-shore server. The glider trajectories are specified by waypoint lists passed to each glider via
the server. The glider then follows the specified trajectory using an onboard controller.
It should be noted that Slocum gliders have an option for current correction; using this option
enables an on-board flow cancellation algorithm. The glider maintains an on-board estimate of
the depth-averaged current over the previous dive. When operating with current correction, the
glider adjusts its heading to cancel the on-board flow estimate based on surfacing data collected
for the previous dive. In coastal environments with tidal flows that change significantly over
the dive time of the glider, this flow-canceling algorithm generally performs poorly; during the
ASAP experiment, the on-board current correction was therefore turned off.
The waypoints were generated using an onshore computer connected via network with the
glider server. The implementation was done using the Glider Coordinated Control System (GCCS),
a Matlab-based glider control software written at Princeton by D. Paley and F. Zhang. A detailed
description of the GCCS is given in [38], [47]. GCCS consists of three modules: a simulation
module, a planning module, and a communication module used to transmit data between GCCS
and the glider server. The planning module uses a detailed 3-dimensional glider model, together
with estimated flow data, to predict future glider surfacings. A faster, less accurate glider model
is then used to generate desired trajectories based on the predicted surfacing positions, and to
convert these to waypoint lists. When a glider surfaces, the communication module is used to
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send the waypoint list for that glider; the glider’s surfacing position is used to initialize the
simulation to predict the surfacing position for the next dive. GCCS can also be run in simulator
mode; in this case, the gliders and glider server are replaced with the GCCS simulator module
for testing and controller verification purposes.
The controller used in the ASAP experiment was designed to coordinate the motions of the
gliders along their desired trajectories, while maintaining optimal spacing for good sampling
performance. A detailed description of the controller used is given in [48], [47]. Note that this
controller assumes zero flow conditions; the controller applied, then, used a superposition of a
flow-canceling control and a the coordinated controller. The flow to be canceled was estimated
as a weighted average of glider onboard flow estimates.
A virtual glider experiment was run alongside the physical experiment, using the GCCS sim-
ulation node. The gliders in the virtual fleet were modeled using true glider parameters, and the
same proprietary on-board controller as that used by the physical gliders. The virtual gliders were
initialized at the same positions as their physical counterparts, and their motions were simulated
using flow data from ocean models. The experiment was repeated for three different models:
the Navy Coastal Ocean Model/Innovative Coastal Ocean Observing Network (NCOM/ICON)
[49], the Harvard Ocean Prediction System (HOPS, http://modelseas.mit.edu/HOPS/) [50], and
the Regional Ocean Modeling System (ROMS, http://www.myroms.com) [51] developed by
NASA JPL. The NCOM model is a free-surface, primitive-equation model with global global
temperature and salinity data assimilation from the Modular Ocean Data Assimilation System
(MODAS). The model is discretized on a grid with resolution o approximately 2.24 km over
the study site, and provides a 72-hour flow forecast. The HOPS model is a primitive equation
model adapted for coastal applications. The ROMS model is a free-surface, terrain-following,
primitive equation model with mean gridsize of 1.8− 2.2 km over the study domain. The flow
values at the glider position for each ocean model were obtained using a linear interpolation of
the model flow gridpoint values. Each virtual experiment was run over a period of 24 hours.
A plot of the norm of the error in the position prediction over time (averaged over all gliders
and all days for which data is available) obtained using the virtual glider model is shown in Fig.
3. This figure was generated by measuring the separation (CLPT error) between the physical
gliders and their simulated counterparts for each ocean model at surfacing positions, and taking
the linear interpolation of this error to 1/2-hour intervals; the separation values at each time
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were then averaged over each of the gliders in the fleet, and over all days of the simulation. The
figure is overlaid with plot of CLPT error growth simulated using the Langevin equation with
ocean model gridsize of 1.8 km, stochastic forcing with σν = 0.05 and 0.07, and error flow at
gridpoints with variance of 0.2, averaged over 1000 runs. Note that the error grows approximately
exponentially until a value of about twice the gridsize is reached; past this point, the growth
rate slows down. This agrees with the CLPT prediction of the upper threshold for exponential
growth of the CLPT error, and with the contribution of the stochastic eddy diffusivity term in
the Langevin equation.
Fig. 3. CLPT error growth observed in the ASAP experiment, averaged over all gliders and all runs. The CLPT error is the
magnitude of the error in position estimation obtained using an ocean model. The solid lines are plots of mean CLPT error
(averaged over all gliders and all days of the simulation) are shown for each of the three ocean models used in the experiment.
The dashed lines show CLPT error simulated using the Langevin equation with drift given by error flow f , with model error
flow variance 0.2, and σν = 0.05 and 0.07, respectively. The simulations were run with gridsize of 1.8 km, which corresponds
to the gridsize used by the ROMS ocean model in the ASAP field experiment. The simulated CLPT error growth results give
good qualitative agreement with the observed experimental data.
VI. CONCLUSION AND FUTURE WORK
This paper develops the theory of controlled Lagrangian particle tracking (CLPT). In particular,
we theoretically justified the observations made through experiments that the CLPT error has
slower growth rate than the LPT error. We have discovered that the CLPT error growth is initially
exponential, but slows to polynomial growth when the error crosses a threshold that is determined
by the gridsize of the ocean model that is used for making position predictions.
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In our treatment of the CLPT error, we have assumed a particularly simple structure for the
error flow in order to make our calculations tractable. This error flow is, in reality, very difficult
to characterize. In future work, we propose to incorporate observations of glider position (made
at surfacing times) to update the model flow and to create a model-based observer for the
positions of actuated agents. This approach will be used to obtain more accurate positioning of
the underwater vehicles, as well as to study the true structure of the error flow.
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FIGURE CAPTIONS
1) Zero level set of the error flow in the x-direction, f1(x) = 0. Equilibria of f(x) lie on
intersections of the zero level sets for flow in the x- and y-directions.
2) (Top) Comparison of CLPT error growth with and without model error flow f . The dotted
lines show simulated error growth in the case f ≡ 0; solid lines show simulated error
growth with σf = 0.5 for an ocean model with gridsize h = 0.9 km. The Lagrangian
correlation time is τ = 1 hr. (Bottom) CLPT error growth over time for varying ocean
model gridsize and σν . The variance of ocean model flow values at gridpoints is σf = 0.5.
The Langevin correlation time is 1 hr.
3) CLPT error growth observed in the ASAP experiment, averaged over all gliders and all
runs. The CLPT error is the magnitude of the error in position estimation obtained using
an ocean model. The solid lines are plots of mean CLPT error (averaged over all gliders
and all days of the simulation) are shown for each of the three ocean models used in the
experiment. The dashed lines are plots CLPT error simulated using the Langevin equation
with drift given by error flow f , with model error flow variance 0.2 and 0.3, respectively,
and σν = 0.1. The simulations were run with gridsize of 1.8 km, which corresponds to
the gridsize used by the ROMS ocean model in the ASAP field experiment. The simulated
CLPT error growth results give good qualitative agreement with the observed experimental
data.
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