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Abstract
We study the quantization of Chern-Simons theory with group G coupled to dynamical sources. We
first study the dynamics of Chern-Simons sources in the Hamiltonian framework. The gauge group
of this system is reduced to the Cartan subgroup of G. We show that the Dirac bracket between the
basic dynamical variables can be expressed in term of dynamical r−matrix of rational type. We then
couple minimally these sources to Chern-Simons theory with the use of a regularisation at the location
of the sources. In this case, the gauge symmetries of this theory split in two classes, the bulk gauge
transformation associated to the group G and world lines gauge transformations associated to the Cartan
subgroup of G. We give a complete hamiltonian analysis of this system and analyze in detail the Poisson
algebras of functions invariant under the action of bulk gauge transformations. This algebra is larger
than the algebra of Dirac observables because it contains in particular functions which are not invariant
under reparametrization of the world line of the sources. We show that the elements of this Poisson
algebra have Poisson brackets expressed in term of dynamical r−matrix of trigonometric type. This
algebra is a dynamical generalization of Fock-Rosly structure. We analyze the quantization of these
structures and describe different star structures on these algebras, with a special care to the case where
G = SL(2,R) and G = SL(2,C)R, having in mind to apply these results to the study of the quantization
of massive spinning point particles coupled to gravity with a cosmological constant in 2+1 dimensions.
1 Introduction
The aim of the present work is to provide new methods for the study of Chern-Simons
theory associated to non-compact group coupled to dynamical sources.
The combinatorial quantization program of Chern-Simons theory works perfectly well
in the compact case as shown in [5] and for the case where G = SL(2,C)R as shown
in [7]. This method provides a Hamiltonian quantization of Chern-Simons theory on
Σg,n × R where Σg,n is a topological surface of genus g with n punctures: it provides a
complete quantization of the algebra of Dirac Observables, i.e. the algebra of constants
of motion of this theory as well as a unitary representation of it.
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Having in mind potential application to quantum gravity, this method needs further im-
provements to address ”physical questions” related to the spectrum of important partial
observables such as, for example, the radar time between two particles world-lines. The
present work is a step in this direction.
In the second section of this paper, we study the dynamics of Chern-Simons sources in
the Hamiltonian framework. The gauge group of this system is reduced to the Cartan
subgroup of G. We show that the Dirac bracket between the basic dynamical variables
can be expressed in term of dynamical r−matrix of rational type. In the third sec-
tion, we then couple minimally these sources to Chern-Simons theory with the use of a
regularisation at the location of the sources. In this case, the gauge symmetries of this
theory split in two classes, the bulk gauge transformation associated to the group G and
world lines gauge transformations associated to the Cartan subgroup of G. We give a
complete hamiltonian analysis of this system and analyze in detail the Poisson algebras
of functions invariant under the action of bulk gauge transformations. This algebra is
larger than the algebra of Dirac observables because it contains in particular functions
which are not invariant under reparametrization of the world-line of the sources. We
show that the elements of this Poisson algebra have Poisson brackets expressed in term
of dynamical r−matrix of trigonometric type. This algebra is a dynamical generaliza-
tion of Fock-Rosly structure.
In the fourth section, we analyze the quantization of the Poisson algebras involved in
the study of free sources, and in the fifth section we analyze the quantization of the
Poisson algebras involved in the study of sources coupled to Chern-Simons theory. In
the study of these structures, we describe different star structures, with a special care to
the case where G = SL(2,R) and G = SL(2,C)R, having in mind to apply these results
to the study of the quantization of massive spinning point particles coupled to gravity
with a cosmological constant in 2 + 1 dimensions.
2 Hamiltonian Dynamic of a Chern-Simons Source.
Let G be a real connected simply-connected simple Lie group and g be its real Lie
algebra and denote 〈, 〉 the Killing form on g.
Let χ ∈ g, we consider the action for a dynamical variable g ∈ G defined as:
S[g(t)] =
∫ t2
t1
dt〈χ, g−1
dg
dt
〉 . (1)
We will now proceed to the Hamiltonian analysis of this system. This system has
been analyzed in the case where G = SL(2,C)R in [1] where it describes the dynamic
of a relativistic massive spinning particle on de Sitter space dS3.
The cotangent bundle T ∗G is a trivial bundle and we have T ∗G ≃ g∗×G. Let X be
an element of g, this defines a linear function on g∗, which defines via the isomorphism
of bundle a function on T ∗G denoted fX . If π is a representation of G acting on Vπ, we
will view its matrix elements denoted gπ as functions on T ∗G. The canonical symplectic
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structure on T ∗G induces the following Poisson brackets:
{gπ1 , g
π′
2 } = 0 , {fX , g
π} = π(X)gπ , {fX , fY } = f[X,Y ], (2)
for all π, π′ representations of G.
In the previous formulas, gπ has to be viewed as an element of End(Vπ) ⊗ Pol(G),
where Pol(G) is the Hopf algebra of matrix elements of finite dimensional representa-
tions of G. We denote Irr(G) the equivalence classes of irreducible finite dimensional
representations of G.
Pol(G)∗ =
∏
π∈Irr(G)End(Vπ) is a (multiplier) Hopf algebra containing U(g) as
a Hopf subalgebra, therefore we can view Pol(G)∗ as a completion of U(g) that we
denote U(g)c. Any irreducible representation of G defines a representation of U(g) and
then extends to a representation of Pol(G)∗. In order to obtain a universal description,
i.e independent of the choice of representation, we will collect all the gπ in an object
M ∈ U(g)c ⊗ Pol(G) such that
(π ⊗ id)(M) = gπ. (3)
By construction this object satisfies:
(∆⊗ id)(M) =M1M2, (4)
where ∆ is the canonical coproduct on Pol(G)∗ = U(g)c.
The relations (2) can be equivalently written as:
{M1,M2} = 0 , {P1,M2} = t12M2 , {P1, P2} = [P1, t12], (5)
where t ∈ g⊗2 is defined by t =
∑
a,b t
abXa⊗Xb where (Xa) is any basis of g, (t
ab) is
the inverse matrix of 〈Xa,Xb〉 and P : T
∗G → g, P = tabXafXb . As a remark, P being
in g⊗ F (T ∗G) , it obeys the relation (∆ ⊗ id)(P ) = P1 + P2.
This Hamiltonian system is a constrained system and the primary constraints are
written as:
φ =M−1PM + χ ≈ 0. (6)
Note that (∆ ⊗ id)(φ) = φ1 + φ2, as a result φ ∈ g ⊗ F (T
∗G). If ξ is an element of g
we denote φ(ξ) = 〈φ, ξ〉. The canonical hamiltonian is equal to zero, whereas the total
Hamiltonian is equal to:
Htot[M,P, µ] = φ(µ), (7)
where µ is a Lagrange multiplier function with values in g.
The Poisson brackets of the constraints are
{φ1, φ2} = [φ2 − χ2, t12], (8)
which can be recast as
{φ(ξ), φ(ξ′)} = φ([ξ, ξ′])− 〈χ, [ξ, ξ′]〉. (9)
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Therefore we have:
φ˙ = {φ,Htot} = [µ, φ− χ]. (10)
As a result, conservation of the constraints under time evolution imposes no sec-
ondary constraints and fixes µ to commute with χ. We denote Cχ the centralizer in g of
the element χ. For all ξ ∈ Cχ, φ(ξ) is a first class constraint, and for every ξ we have:
δξM = {M,φ(ξ)} = −Mξ , δξP = {P, φ(ξ)} = 0. (11)
The transformation of Lagrange multiplier, allowing for an invariance of the total action
S[M,P, µ] = −
∫ t2
t1
dt〈P,
dM
dt
M−1〉+Htot[M,P, µ] , (12)
up to boundary terms, is given by
δξµ = ξ˙ + [ξ, µ]. (13)
Up to gauge symmetries which are trivial on-shell, the gauge symmetry corresponding
to the reparametrization of the world line of the particle t 7→ t+ ζ(t) can be recovered
from the gauge transformations generated by φ(µ)ζ(t). The Noether symmetry of this
system is given by
M 7→ g−1M , P 7→ g−1Pg , µ 7→ µ (14)
where g is a constant element in G.
We will assume that χ is a regular semisimple element, therefore h = Cχ is a real
Cartan subalgebra. We will now prefer to work with G = gC. We have collected in the
Appendix 1 the relevant conventions on complex Lie algebras that we use throughout
the rest of our work. We have also gathered, in Appendix 2, relevant notions about real
structures. We will still denote by M (resp. P ) the complexification of M (resp. P )
and impose on it additional reality conditions imposed by the real form on G selecting
g. Once a star ⋆ is defined on G, a star (denoted with the same symbol) can then be
straightforwardly defined on F (T ∗G) by the following requirement:
(⋆⊗ ⋆)(M) =M−1, (⋆⊗ ⋆)(P ) = −P. (15)
As a result, coming back to the canonical analysis, the action (1) is real as soon as
χ⋆ = −χ.
We now compute the Dirac bracket of the previous Hamiltonian system. Assume
that a constrained Hamiltonian system is given with a set of first class constraints ϕi
and second class constraints ψA. We will assume
{ϕi, ϕj} ≈ 0 {ϕi, ψA} ≈ 0 {ψA, ψB} = DAB (16)
where coefficients DAB are functions on the phase space and DAB is weakly invertible,
i.e. there exist functions ∆AB, (∆
−1)AB , νCAB , ρ
i
AB on the phase space such that
DAB = ∆AB + ν
C
ABψC + ρ
i
ABϕi ∆AB(∆
−1)BC = δCA . (17)
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We define the Dirac bracket as follows:
{f, g}D = {f, g} − {f, ψA}(∆
−1)AB{ψB , g}. (18)
The Dirac Bracket verifies the following properties, for any functions f1, f2, f3 on the
phase space:
{f1, f2}D = −{f2, f1}D {f1, f2f3}D = {f1, f2}Df3 + f2{f1, f3}D, (19)
{f1, ϕi}D ≈ {f1, ϕi} , {f1, {ϕi, ϕj}D}D ≈ {f1, {ϕi, ϕj}} , (20)
{f1, ψA}D ≈ 0 , (21)
{f1, {f2, f3}D}D + cycl.perm. ≈ 0 if ρ
i
AB{ϕi, fa} = 0 ,∀a,A,B. (22)
Due to the property (21), one can strongly impose the constraints ψA = 0.
Let G = H⊕H⊥ where H⊥ = N+⊕N− and for all ξ ∈ G we denote by ξH (resp.ξH⊥)
its projection on H (resp.H⊥). As a result we obtain:
{φ(ξ), φ(ξ′)} ≈ 〈φH− χ, [ξ, ξ
′]〉 ≈ −〈ad(χ˜)(ξ), ξ′〉 (23)
where we have denoted χ˜ = χ− φH.
We denote Q(χ˜) the endomorphism of G with kernel H and which restriction on
H⊥ is the inverse of −ad(χ˜) i.e Q(χ˜)(eα) = −α(χ˜)
−1eα. We denote r(χ˜) ∈ G
∧2 by
〈ξ ⊗ ξ′, r(χ˜)〉 = −〈Q(χ˜)(ξ), ξ′〉, it satisfies:
r(χ˜) = −(∆−1)ABξA ⊗ ξB (24)
where (ξA) is any basis of H
⊥.
The explicit expression of r(χ˜) is given by:
r(χ˜) = −
∑
α∈Φ
1
α(χ˜)
eα ⊗ e−α. (25)
We denote χ˜ =
∑
i χ˜αiλ
i with λi the basis of H dual to (hαi) with respect to 〈., .〉, r(χ˜)
satisfies the classical dynamical Yang Baxter equation, i.e:
[r12(χ˜), r13(χ˜) + r23(χ˜)] + [r13(χ˜), r23(χ˜)] =
=
∑
i
(h(1)αi
∂r23(χ˜)
∂χ˜αi
− h(2)αi
∂r13(χ˜)
∂χ˜αi
+ h(3)αi
∂r12(χ˜)
∂χ˜αi
). (26)
This solution is the basic rational dynamical r-matrix solution [2].
As a result we get:
{M1,M2}D =M1M2r12(−χ˜), {M, 〈χ˜, h〉}D =Mh, h ∈ H
{P1,M2}D = t12M2 , {P1, P2}D = [P1, t12]. (27)
This is straightforward from (5,11,24).
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We can now impose strongly the second class constraints i.e (M−1PM + χ)H⊥ = 0,
as a result we obtain the strong equality:
P = −Mχ˜M−1. (28)
In conclusion, this Hamiltonian system is entirely described by M, χ˜ =
∑
i χ˜αiλ
i
with λi the basis of H dual to (hαi) with respect to 〈., .〉, satisfying the relations:
{M1,M2}D =M1M2r12(−χ˜), {M, χ˜αi}D =Mhαi , (29)
{χ˜1, χ˜2}D = 0, χ− χ˜ ≈ 0, (30)
Htot = 〈µ, χ− χ˜〉 (∆ ⊗ id)(M) =M1M2. (31)
We will denote by S(G) the Poisson algebra generated by M, χ˜ and will call it the
Poisson algebra of the free source.
We denote S(G)H the Poisson subalgebra of S(G) Poisson commuting with the
components of χ˜. This Poisson algebra is generated by the components of P .
We now specialize to the case where G = sl(2,C) and denote χ˜ = χ˜0λ. In the
appendix 2, a brief summary of basic properties of star structures is given, in particu-
lar star involutions corresponding to the real forms of sl(2,C) are given by equations
(177,178,179). As said before, these star structures and automorphisms can be straight-
forwardly extended to functions on the phase space S(G) by equation (15). More pre-
cisely, if
1
2
π is the two dimensional unitary representation of su(2), we define
g = (
1
2
π ⊗ id)(M) =
[
a b
c d
]
(32)
and the following linear automorphisms of S(G) :
σ1(a) = a σ1(b) = −b σ1(c) = −c σ1(d) = d σ1(χ˜0) = χ˜0 (33)
σ2(a) = d σ2(b) = −c σ2(c) = −b σ2(d) = a σ2(χ˜0) = −χ˜0. (34)
The corresponding star structures are then given by
su(2) : a⋆ = d b⋆ = −c χ˜⋆ = −χ˜, su(1, 1) : ⋆ = σ1 ◦ ⋆, sl(2,R) : ⋆ = σ2 ◦ ⋆.
(35)
As a remark, note that σi ◦⋆ = ⋆◦σ
−1
i ensuring that these stars are involutions. We will
denote S(g) the algebra S(G) endowed with the corresponding star structure selecting
the real form g.
In order to apply our study to the case of relativistic particles on a three dimensional
deSitter space, it is also fruitful to analyze the action (1) in the slightly more general
situation, i.e. G = SL(2,C)R. We denote sl(2,C)R the real Lie algebra of sl(2,C),
although this algebra is not simple, our whole construction can be straightforwardly
generalized to this case. A complete analysis of the corresponding system, in this case, as
well as the coupling to Chern-Simons theory has been done in [1]. The complexification
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is such that gC = sl(2,C)⊕sl(2,C) and its Cartan basis will be denoted e(l,r), f (l,r), h(l,r)
where the l (resp. r) generates the first (resp.second) component of the direct sum. Any
of the star structures (180,181,182) can be used to recover the real Lie algebra sl(2,C)R.
Any real bilinear form on sl(2,C) ⊕ sl(2,C) invariant under the adjoint action is given
by: < x, y >= a < x(l), y(l) > +a¯ < x(r), y(r) > with a ∈ C. Following [1], we have
chosen a = 1i in order to describe the dynamic of a particle on deSitter space. This
action will couple minimally to deSitter Gravity. The real action for the free source (1)
is entirely defined in terms of a Cartan element χ = χ(l)h(l) + χ(r)h(r) and depends on
dynamical variables M (l),M (r), χ˜(l), χ˜(r). The star structure on these elements can be
easily described if we denote
g(l) = (
( 1
2
,0)
π ⊗ id)(M (l)) , g(r) = (
(0, 1
2
)
π ⊗ id)(M (r)),
indeed
a(l)⋆ = d(r) b(l)⋆ = −c(r) d(l)⋆ = a(r) c(l)⋆ = −b(r) χ˜(l)⋆ = −χ˜(r) (36)
a(l)⋆ = d(r) b(l)⋆ = c(r) d(l)⋆ = a(r) c(l)⋆ = b(r) χ˜(l)⋆ = −χ˜(r) (37)
a(l)⋆ = a(r) b(l)⋆ = b(r) d(l)⋆ = d(r) c(l)⋆ = c(r) χ˜(l)⋆ = χ˜(r). (38)
The corresponding hamiltonian system is described by
{M
(σ)
1 ,M
(ǫ)
2 }D =M
(σ)
1 M
(σ)
2 r
(σσ)
12 (−χ˜
(σ))δσ,ǫ,
{M (σ), χ˜(ǫ)}D =M
(σ)h(σ)δσ,ǫ, {χ˜
(σ), χ˜(ǫ)}D = 0,
χ(σ) − χ˜(σ) ≈ 0 Htot =< ρ, (χ− χ˜) >, σ, ǫ ∈ {l, r} (39)
where the Lagrange multipliers ρ = ρ(l)h(l) + ρ(r)h(r) satisfy reality conditions ρ(l)⋆ =
−ρ(r) (resp.ρ(l)⋆ = ρ(r)) in the case (36,37) (resp. (38)).
3 Chern-Simons theory coupled with sources: Hamilto-
nian analysis
3.1 Hamiltonian reduction and Dirac Brackets
We now proceed to the Hamiltonian analysis of Chern-Simons theory coupled to classical
sources. We have generalized the method developped in [1] to higher rank case. Let Σ
be an orientable topological compact surface of genus g with p punctures x1, ..., xp. We
fix a Cartan subalgebra h in g. We denoteM = Σ× [t1, t2], and to each puncture xk we
assign a regular semisimple element χ(k) ∈ h. The minimal coupling of Chern-Simons
theory to pointlike sources located on the punctures would give the following action:
S[A,M(1), ...,M(p)] = θ
∫
M
〈A∧, dA+
2
3
A ∧A〉+
+
p∑
k=1
∫ t2
t1
dt〈χ(k),M(k)(t)
−1(
d
dt
+At(t, xk))M(k)(t)〉, (40)
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where A is a g−connection on M and the real parameter θ is the coupling constant.
The naive field equations obtained from the previous action are:
ǫij(∂iAj − ∂jAi + [Ai, Aj ]) = −
p∑
k=1
1
4πθ
M(k)χ(k)M
−1
(k)δ(x − xk), (41)
where i, j run along spatial indices.
Because the right-handside contains δ distributions, A has to belong to the set of
distributions. In the non abelian case, the commutator term A ∧ A, involving the
product of two distributions is therefore ill-defined. In order to solve this problem one
can remove the points xk and impose, as in [3], the condition Aϕ = −
1
4πθM(k)χ(k)M
−1
(k)
as additional constraint on a small neighborhood of xk to the obvious bulk constraint
F = 0, with the gauge group acting continuously at xk. The drawback of this method
is that the constraint on Aϕ is imposed by hand and does not come from the canonical
analysis of a well defined action principle.
In view of these difficulties we will modify the previous action as explained in [1].
To each puncture xk we associate a small closed disk Dk ⊂ Σ containing xk such
that these disks do not intersect. Let Sk be the closed curve defined by Sk = ∂Dk and
denote by Tk =
◦
Dk × [t1, t2] a tubular neighborhood of the vertical line passing through
xk, and T = ∪kTk. We denote M
− = M\ T, its boundary contains Bk = Sk × [t1, t2]
and Σ−t1 ∪ Σ
−
t2 where Σ
−
t = Σ
− × {t} with Σ− = Σ \ (∪k
◦
Dk). The spatial boundary is
B = ∪pk=1Bk. Sk being diffeomorphic to a circle, we choose a parametrisation of Sk by an
angle ϕ ∈ [0, 2π[ respecting the orientation and if f is a function on Sk we denote f
av its
mean value, i.e: fav = 12π
∫
f(ϕ)dϕ. For any function f : Σ− → C we denote f(k) = f|Sk .
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If A is a connection on M−, Sk × [t1, t2] being embedded in M
−, the pullback of A
under this embedding gives a one form on Bk denoted A
(k) = A
(k)
t dt+A
(k)
ϕ dϕ. We will
also denote St = ∂Σ
−
t = ∪jS
j
t .
We will study the following regularized action:
S[A,M(1), ...,M(p)] = θ
∫
M−
〈A∧, dA +
2
3
A ∧A〉+
+
p∑
k=1
∫ t2
t1
dt〈χ(k),M
−1
(k)(
d
dt
+ (A
(k)
t )
av)M(k)〉+
p∑
k=1
θ
∫
Bk
〈A
(k)
t |A
(k)
ϕ 〉, (42)
where A is a smooth g-connection on M−.
We first analyze the gauge symmetry of this action. We define
G =
{
g ∈ C∞(M−, G),∀t ∈ [t1, t2], g(., t) is a constant function on each Sk
}
. (43)
The Lie algebra ð of this group is:
ð =
{
Γ ∈ C∞(M−, g)/∀t ∈ [t1, t2], Γ(., t) is a constant function on each Sk
}
and the action of ξ ∈ ð on the gauge field A and on dynamical variables M(k), for
k ∈ {1, · · · , p} will be respectively given by:
δ[Γ]Aµ = D
A
µ Γ , δ[Γ]M(k) = Γ|SkM(k) , ∀Γ ∈ ð. (44)
As a result the infinitesimal action of the gauge group preserves the total action up
to boundary terms on Σ−t1 ∪ Σ
−
t2 :
δ[Γ]S[A,M(1) , ...,M(p)] = θ
∫
Σ−t2
d2x ǫij〈Ai, ∂jΓ〉 − θ
∫
Σ−t1
d2x ǫij〈Ai, ∂jΓ〉. (45)
We now study the Hamiltonian analysis of this action. We reexpress the action as:
S[A,M(1), ..,M(p)] =
∫
dt
(
θ
∫∫
Σ−t
d2x ǫij〈Aj , ∂tAi〉+ 〈At, ǫ
ijFij(A)〉
+
p∑
k=1
〈χ(k),M
−1
(k)
dM(k)
dt
〉+ 2θ
p∑
k=1
∫
Skt
〈A
(k)
t , A
(k)
ϕ −X(k)〉
)
(46)
where the mapping from the spatial boundary B to g denoted X(k) is defined by
X(k) = −
1
4πθ
M(k)χ(k)M
−1
(k) . (47)
As in the free case we introduce the momenta P(k) ∈ g of the sources which satisfy:
{M(k) 1,M(l) 2} = 0, {P(k) 1,M(l) 2} = t12M(k) 2δkl, {P(k) 1, P(l) 2} = [P(k) 1, t12]δkl,
(48)
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and the primary constraints are:
φ(k) =M
−1
(k)P(k)M(k) + χ(k) ≈ 0, k = 1, ..., p. (49)
We denote by Cφ this set of constraints. At is considered as a Lagrange multiplier
and the Poisson structure on the spatial connection satisfies:
{Ai(x)1, Aj(y)2} = ǫijt12 δ
(2)(x− y) , ∀x, y ∈ Σ−. (50)
Variation with respect to At implements the primary constraint:
Ω(v) =
1
2
∫∫
Σ−
d2x ǫij〈v, Fij(A)〉+
p∑
k=1
∫
Sk
〈v(k), A
(k)
ϕ −X(k)〉 ≈ 0 , (51)
∀v ∈ C∞(Σ−, g).
We will denote by CΩ this set of constraints.
It has to be noticed that the previous constraints can be written as bulk constraints
and boundary constraints:
Fij(x) = 0 ∀x ∈ Σ
−. (52)
A(k)ϕ = X(k) (53)
We deduce, from the action, the total Hamiltonian:
Htot[A,M(k), P(k), µ(k), ρ] = −θ
(∫∫
Σ−
d2x ǫij〈ρ, Fij(A)〉 + 2
p∑
k=1
∫
Sk
〈ρ(k), A
(k)
ϕ −X(k)〉
)
+
p∑
k=1
〈µ(k), φ(k)〉 , (54)
where we have introduced Lagrange multipliers µ(k), ρ with µ(k) ∈ g, and ρ a smooth
function on Σ− with value in g.
Conservation of the constraints (49) under time evolution imposes the following
conditions:
0 ≈
dφ(k)
dt
=
{
φ(k),H
tot
}
= [µ(k) −M
−1
(k)ρ(k)M(k), χ(k)] . (55)
As a result, the equations (55) do not impose any secondary constraint. We define
v(k) = µ(k) −M
−1
(k)ρ(k)M(k), the previous equation imposes v(k) ∈ Cχk .
The requirement that the constraint Ω(v) must be preserved in time implies no
secondary constraints but imposes conditions on the Lagrange multiplier ρ(k) as now
explained.
Time evolution of Ω(v) is given by:
0 ≈
dΩ(v)
dt
= Ω([ρ, v]) +
p∑
k=1
∫
Sk
〈v(k), ∂ϕρ(k) + [X(k), ρ(k) − ρ
av
(k)]〉. (56)
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For ξ ∈ g we define the operator
Kξ : C∞(S1, g) −→ C∞(S1, g), u 7→ ∂ϕu+ [ξ, u− u
av ]. (57)
Let X ∈ h, we will say that X is special if ∃α ∈ Φ, e2πα(X) = 1.
The condition on the Lagrange multiplier is:
KX(k)(ρ(k)) = 0, (58)
and this property has a very simple meaning: in the case where 14πθχ(k) is not special,
ρ(k) is constant on Sk.
Indeed from the equivariance property Kgξg
−1
◦ Adg = Adg ◦K
ξ, it is sufficient to
show that if X ∈ h is not special the kernel of KX is the set of constant functions on
S1.
To prove this, we define G(ϕ) = eϕX(u − uav)e−ϕX . If u lies in the kernel of KX ,
G(ϕ) is equal to a constant G. 2π periodicity of u imposes that G commutes with e2πX .
The condition e2πα(X) 6= 1, ensures that Ggα = 0. Therefore G ∈ h which implies, as
announced, u− uav = G = 0.
We will assume in the sequel that every 14πθχ(k) is not special.
The Dirac process ends and we are left with the set of constraints C = Cφ ∪ CΩ.
We replace the set of constraints C by Cφ ∪ CΩ˜ where
X˜(k) = −
1
4πθ
M(k)χ˜(k)M
−1
(k) with χ˜(k) = χ(k) − φ(k)|h, (59)
Ω˜(v) =
1
2
∫∫
Σ−
d2x ǫij〈v, Fij(A)〉+
p∑
k=1
∫
Sk
〈v(k), A
(k)
ϕ − X˜(k)〉. (60)
In order to compute the Dirac bracket we proceed iteratively.
We treat first the subset of second class constraints in Cφ as in the first section and
compute the resulting intermediary Poisson bracket denoted {·, ·}d :
{M(k) 1,M(l) 2}d =M(k) 1M(k) 2r12(−χ˜(k))δkl, {M(k), χ˜(l)αi}d =M(k)hαiδkl,
{χ˜(k) 1, χ˜(l) 2}d = 0, χ(k) − χ˜(k) ≈ 0, P(k) = −M
−1
(k) χ˜(k)M(k). (61)
The Poisson brackets involving the connection are left unchanged.
We now compute the Poisson brackets of the remaining constraints:
{Ω˜(u), Ω˜(v)}d =
1
2θ
(
Ω˜([u, v]) −
p∑
k=1
∫
Sk
〈u,KX˜(k)v〉
)
(62)
{χ˜(k) − χ(k), Ω˜(u)}d = 0 ∀u, v ∈ C
∞(Σ−, g). (63)
We now have to distinguish first class from second class constraints.
From the Poisson brackets (62), we see that, given u ∈ C∞(Σ−, g), the constraint
Ω˜(u) is first class if and only if u|Sk is constant for each k.
Moreover the constraints χ˜(k) − χ(k) are also first class.
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There is no canonical way to select the set of second class constraints, however, the
Dirac bracket does not depend on this choice. This procedure is achieved by choosing
a space of functions ð⊥ such that C∞(Σ−, g) = ð ⊕ ð⊥, and ∀u ∈ ð⊥, uav|Sk = 0 for any
k = 1, ..., p. The detail of this space in the bulk is in fact irrelevant. The key property
of this space is the fact that for any couple u, v ∈ ð⊥, if ∀k = 1, ..., p, u|Sk = v|Sk then
u = v. As a result we can identify ð⊥ with the vector space of functions of zero mean
value from the boundary circles ∪pk=1Sk to the Lie algebra. Hence, it can be naturally
equipped with a pre-Hilbert space structure using the L2 norm.
In order to compute the final Dirac bracket, it will be useful to introduce the anti-
symmetric bilinear form KX˜ as follows:
ð⊥ ×2 −→ C
(u, v) 7−→ KX˜(u, v) =
p∑
k=1
∫
Sk
〈u(k),K
X˜(k)v(k)〉. (64)
Given an element u ∈ ð⊥, KX˜(u, ·) : ð⊥ −→ C is invertible and we denote (KX˜)−1(·, u)
its inverse, i.e.∫
ð⊥
[Dw]KX˜ (u,w)(KX˜ )−1(w, v) = δð⊥(u− v) , ∀ u, v ∈ ð
⊥ (65)
where the previous functional integration is defined via the integration on the Fourier
modes of functions on ∪pk=1Sk.
From the expression (62), the Poisson bracket of two second class constraints is
strongly equal to the sum of three terms
2θ{Ω˜(u), Ω˜(v)}d = Ω˜([u, v]|ð⊥) + Ω˜([u, v]|ð)−K
X˜(u, v). (66)
To obtain the expression of the Dirac matrix it is sufficient to compute it up to second
class constraints: we can therefore eliminate the first term appearing in the previous
expression. Moreover, to compute the expression of the Dirac bracket on functions
which are invariant under the first class constraints Ω˜(w) for w ∈ ð, it is sufficient to
invert the Dirac matrix computed only up to these first class constraints. As a result
we obtain that:
{f, g}D = {f, g}d + 2θ
∫∫
ð⊥×ð⊥
[Du][Dv]{f, Ω˜(u)}d(K
X˜ )−1(u, v){Ω˜(v), g}d (67)
for any f, g which Poisson commute with Ω˜(w), w ∈ ð.
Let us now consider three different punctures xl, xm, xn and let γ (resp. γ
′) be an
oriented curve joining Sl to Sm (resp. Sl to Sn). We denote by ϕ and ϕ
′ the angles
associated respectively to the departure point of γ and γ′.
Let Uγ be the holonomy of the connection A along γ. The functions Vγ [A,M ] =
M−1(m)UγM(l) are invariant under gauge transformation belonging to G. We can compute
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explicitely the Dirac bracket of these functions, computation done in the Appendix 4,
which can be expressed as a dynamical quadratic Poisson bracket as
{Vγ1, Vγ′2}D = Vγ1Vγ′2r
θ
12(ϕ− ϕ
′;−χ˜(k)) (68)
with rθ12(ϕ; χ˜) given by:
rθ12(ϕ;−χ˜) =
1
4πθ
(π − ϕ)∑
j
hαj ⊗ λ
j +
∑
α∈Φ
eα ⊗ e−α
πeχ˜(α)(π−ϕ)/4πθ
sinh(χ˜(α)/4θ)
 . (69)
Note that there is a discontinuity of this function at ϕ = 0 and that rθ12(0+;−χ˜) =
r
θ (+)
12 (−χ˜) and r
θ
12(0−;−χ˜) = r
θ (−)
12 (−χ˜) are the basic trigonometric solutions of the
classical dynamical Yang-Baxter equation which satisfy
r
θ (+)
12 (−χ˜)− r
θ (−)
12 (−χ˜) =
1
2θ
t12. (70)
We will denote r
θ (±)
12 = r
θ (±)
12 (χ˜ → −∞) and note that θr
θ (±)
12 is the standard solution
of the classical Yang-Baxter equation.
3.2 Poisson algebras of dynamical holonomies
Let us stress that the function Vγ is not a Dirac observable because it does not Poisson
commute with χ˜m, χ˜l and we have:
{Vγ , χ˜(l)αi} = Vγhαi , {Vγ , χ˜(m)αi} = −hαiVγ . (71)
Let us fix for each Sk a point zk on it, and fix p − 1 curves γ(2), ..., γ(p) where γ(k)
goes from z1 to zk. We will assume that γ(k) does not touch any circle except its end
points and that two different curves have only z1 as intersection. We will study the
Poisson algebra of polynomials of matrix elements of the holonomies (Vγ(k))k=2,··· ,p with
coefficients in the algebra of functions of (χ˜(k))k=1,··· ,p. The orientation of the surface Σ
at the point z1 fixes an order < on the set of curves γ(2), ..., γ(p). Up to relabelling of
the sources it is always possible to assume that γ(2) < · · · < γ(p).
The Poisson brackets between these elements are then given by:
{Vγ(k) , χ˜(1)αi} = Vγ(k)hαi , {Vγ(k) , χ˜(l)αi} = −hαiVγ(k)δkl, (72)
{Vγ(k)1, Vγ(l)2} = Vγ(k)1Vγ(l)2r
θ(−)
12 (−χ˜(1)) with k < l, (73)
{Vγ(k)1, Vγ(k)2} = Vγ(k)1Vγ(k)2r
θ(−ǫ)
12 (−χ˜(1)) + r
θ(ǫ)
12 (−χ˜(k))Vγ(k)1Vγ(k)2, (74)
(∆⊗ id)(Vγ(k)) = Vγ(k) 1Vγ(k) 2 (75)
We denote Holp(G) this Poisson algebra and call it the Poisson algebra of dynamical
boundary-boundary holonomies.
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Remark: We could have generalized straightforwardly the function Vγ [A,M ] to em-
bedded spin networks with open legs attached to the circles Sk. The Poisson bracket of
these objects have two types of contributions: those associated to intersecting points
in the bulk which are computed using Goldman bracket and those associated to the
boundary which are computed using (73,74).
In the case where Σ is the sphere a similar construction based on spin-networks is
equivalent to the previous one. In the case where Σ is a genus n-surface the complete
description of observables requires the introduction of holonomies corresponding to non-
trivial cycles. This description can be developped straightforwardly along the guidelines
of previous derivations. It is not the aim of the present paper to develop these aspects,
we will then stick to the case where Σ is the sphere.
At this point, we still have to impose the remaining relations corresponding to the
requirement of flatness of the connection on the sphere. This requirement is implemented
by the relation
Υ− 1 ≈ 0, (76)
with
Υ = e−
χ˜(1)
2θ
2∏
k=p
(
V −1γ(k)e
−
χ˜(k)
2θ Vγ(k)
)
. (77)
It is important to emphasize that these relations are not remnants of some large bulk
gauge transformations Ω˜ (Υ is even strictly invariant under Ω˜ !). These relations have
to be considered as additional relations to be implemented on Vγ(k) , χ˜(k) in order to
recover the true degrees of freedom and not as canonical constraints generating any
gauge transformations. We have to note that, using previous Poisson brackets as well
as the relation
r
θ (+)
12 (−χ˜(k))−
1
2θ
∑
j
hαj ⊗ λ
j = e
χ˜(k)
2θ r
θ (−)
12 (−χ˜(k))e
−
χ˜(k)
2θ , (78)
the Poisson brackets between dynamical variables and Υ can be straighforwardly com-
puted and are:
{Υ1, Vγ(k) 2} = Vγ(k) 2[Υ1, r
θ(−)
12 (−χ˜(1))] (79)
{Υ, χ˜(1) αi} = [Υ, hαi ], {Υ1, χ˜(k)} = 0, ∀k = 2, ..., p. (80)
As a result (Υ − 1)Holp(G) is a Poisson ideal, therefore we can define the Poisson
algebra Holp(S
2,G) obtained from Holp(G) by moding out the relations Υ = 1. We
call Holp(S
2,G) the algebra of dynamical boundary-boundary holonomies on S2 of zero
curvature.
In order to implement these constraints in a way adapted to quantization, we will
give an alternative description of Holp(S
2,G) by embedding Holp(G) in a larger Pois-
son algebra Holp(•,G), the algebra of bulk-boundary dynamical holonomies defined
as follows: Holp(•,G) is generated by polynomials of matrix elements of the matrices
(U(k))k=1,··· ,p with coefficients in the algebra of functions of (χ˜(k))k=1,··· ,p, with Poisson
brackets
{U(k), χ˜(l)αi} = U(k)hαi , (81)
{U(k)1, U(l)2} = r˘
θ(−)
12 U(k)1U(l)2 with k < l (82)
{U(k)1, U(k)2} = U(k)1U(k)2r
θ(−ǫ)
12 (−χ˜(1)) + r˘
θ(ǫ)
12 U(k)1U(k)2, (83)
(∆⊗ id)(U(k)) = U(k)1U(k)2. (84)
In order for this Poisson algebra to be well defined the r−matrix r˘θ has to be a solution
of classical Yang-Baxter equation such that
r˘
θ (+)
12 − r˘
θ (−)
12 =
1
2θ
t12. (85)
The Poisson-Lie group F (GC) which Poisson bracket is defined by
{g1, g2} = [g1g2, r˘
θ
12] (86)
coacts on Holp(•,G) by the Poisson map
Holp(•,G) −→ F (G
C)⊗Holp(•,G) (87)
U(k) −→ g
−1U(k), (88)
where the Poisson structure on F (GC) ⊗ Holp(•,G) is defined as {f ⊗ a, f
′ ⊗ a′} =
{f, f ′} ⊗ aa′ + ff ′ ⊗ {a, a′}.
As a result the coinvariant elements ofHolp(•,G) is a Poisson subalgebraHolp(•,G)
G
which is moreover the image of the following injective Poisson map:
Holp(G) −→ Holp(•,G)
(Vγ(k) , χ˜(k), χ˜(1)) 7→ (U
−1
(k)
U(1), χ˜(k), χ˜(1)), k ≥ 2. (89)
It can easily be shown that different choices of r−matrix r˘θ fullfilling the required
condition (85) give rise to the same Poisson algebra of gauge coinvariant elements. We
will then generically choose r˘θ = rθ (however, in the sl(2,C)R case, a different choice
will be more fruitful for our purpose).
Our aim is now to implement the flatness condition (76) in Holp(•,G). We define
Γ =
1∏
k=p
(
U(k)e
−
χ˜(k)
2θ U−1(k)
)
. (90)
It can easily be shown that the elements Poisson commuting with Γ are exactly the gauge
coinvariant elements in Holp(•,G). As a result we obtain Holp(•,G)
G = Holp(G).
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The elements of Holp(•,G) Poisson commuting with Γ modded by the relations
Γ = 1 is endowed with a natural Poisson algebra which is isomorphic to the Poisson
algebra Holp(S
2,G).
It will be useful, in order to deal with the invariance under the remaining first class
constraints:
π(k) = χ˜(k) − χ(k) ≈ 0, k = 1, ..., p (91)
to introduce the following objects
P(k) = U(k)e
−
χ˜(k)
2θ U−1(k) (92)
generating the Poisson subalgebra of elements invariant under the remaining first class
constraints π(k). The Poisson algebra generated by (P(k)) is the classical multi-loop
Poisson algebra L0,p(G) of Fock-Rosly [6]. If π is a finite dimensional representation of
G, we define Cπ(k) = (trπ ⊗ id)(P(k)), which are Poisson central elements of L0,p(G). For
χ(1), ..., χ(p) we denote Iχ(1),...,χ(p) the ideal generated by C
π
(k) − trπ(e
−
χ(k)
2θ ), ∀π,∀k.
We then define the Poisson algebra L0,p(G;χ(1), ..., χ(p)) = L0,p(G)/Iχ(1) ,...,χ(p).
We can now define the Poisson algebra of elements of Holp(S
2,G) Poisson commut-
ing with all the remaining first class constraints (π(k))k=1,...,p modded out by the relation
π(k) ≈ 0, k = 1, ..., p. This Poisson algebra is isomorphic to the moduli space of flat
connection on S2 with p-punctures associated to conjugacy classes which representa-
tive are e−
χ(k)
2θ . This Poisson algebra is usually denoted M(S2,G;χ(1), ..., χ(p)) and is
obtained from the Poisson algebra L0,p(G) by modding out the flatness condition, i.e.
M(S2,G;χ(1), ..., χ(p)) = L0,p(G;χ(1), ..., χ(p))
G/(Γ = 1).
Note that we have worked with the complexification of g througout this section. One
can define the analogous Poisson algebras Holp(g),Holp(•, g),Holp(S
2, g), by defining
on Holp(G), Holp(•,G), Holp(S
2,G), star structures selecting the real form g. We are
sketchy at this point but we will develop this in the case of the quantization of these
Poisson algebras.
The Dirac quantization program has been successfully constructed in [5] for the case
of the Poisson algebra M(S2,G;χ(1), ..., χ(p)) through the use of the multiloop algebra
and its representations. In this framework, all the first class gauge constraints are
promoted to projectors selecting the space of physical states.
However, we do not want to stick necessarily to the Dirac formalism, in particular
it can be interesting to study the intermediate step where particular roles are given
to some of the sources and to study partial observables which do not commute with
some of the π(k). Indeed, in the g = sl(2,C)R case a Chern-Simons source is a free
massive spining point particle evolving in deSitter space. In this case the weight χ is
expressed in term of the mass and the spin of the particle. The formalism of Chern-
Simons theory coupled to sources describes the particles coupled to deSitter gravity.
Dirac quantization program, which can be fully understood using the combinatorial
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quantization techniques, allow us to quantize and analyze only the quantum constants
of motion of the system. This leads inevitably to the frozen time problem. It is therefore
important to design alternative quantization schemes in order to quantize larger class of
observables which are not Dirac observables, for examples partial observables involved
in a conditional probability description of quantum gravity. The hierarchy of Poisson
algebras that we have introduced in this section has been designed for this purpose.
We will therefore study in the next sections the quantization of the Poisson algebras
Holp(G), Holp(•,G), Holp(S
2,G), We will study as well their star structures, which
implement the choice of real structure on G when g is of rank 1 or when g is sl(2,C)R.
This will be important for the construction and analysis of unitary representations
of these algebras which will be the subject of a second article [8].
The canonical analysis can be pursued for the case of sources coupled to Chern-
Simons gauge theory. In the case where G = SL(2,C)R, the connection is a sl(2,C) ⊕
sl(2,C) connection with a left and right component denoted A(l), A(r). The Chern-
Simons action coupled to sources is written as:
S[A,M(1), ..,M(p)] =
1
i
(S[A(l),M
(l)
(1), ..,M
(l)
(p)]− S[A
(r),M
(r)
(1) , ..,M
(r)
(p) ]) (93)
with coupling constant θ ∈ R. The hamiltonian analysis has already been done and the
final result is that the dynamical r-matrix in this case is simply:
r(ϕ;−χ˜) = r
(ll) θ
i
12 (ϕ;−χ˜
(l)) + r
(rr) − θ
i
12 (ϕ;−χ˜
(r)) (94)
= r
(ll) θ
i
12 (ϕ;−χ˜
(l))− r
(rr) θ
i
21 (ϕ;−χ˜
(r)). (95)
In the following we will use the shortened notation r
(ll)(±)
12 (−χ˜
(l)) = r
(ll) θ
i
12 (0±;−χ˜
(l))
and r
(rr)(±)
12 (−χ˜
(r)) = r
(rr) θ
i
12 (0±;−χ˜
(r)).
The corresponding Poisson algebra of dynamical boundary-boundary holonomies is
generated by elements V
(l)
γ(k) , V
(r)
γ(k) , χ˜
(l)
(k), χ˜
(r)
(k) such that
{V (σ)γ(k) , χ˜
(ǫ)
(1)} = V
(σ)
γ(k)
h(σ)δσ,ǫ , {V
(σ)
γ(k)
, χ˜
(ǫ)
(m)} = −δk,mh
(σ)V (σ)γ(k)δσ,ǫ, (96)
{V
(l)
γ(k)1
, V
(r)
γ(m)2
} = 0 (97)
{V
(l)
γ(k)1
, V
(l)
γ(m)2
} = V (l)γ(k)1V
(l)
γ(m)2
r
(ll)(−)
12 (−χ˜
(l)
(1)) with k < m, (98)
{V
(r)
γ(k)1
, V
(r)
γ(m)2
} = V (r)γ(k)1V
(r)
γ(m)2
r
(rr)(+)
12 (−χ˜
(r)
(1)) with k < m, (99)
{V
(σ)
γ(k)1
, V
(ǫ)
γ(k)2
} = δσ,ǫ(V
(σ)
γ(k)1
V
(σ)
γ(k)2
r
(σσ)(−)
12 (−χ˜
(σ)
(1) ) +
+r
(σσ)(+)
12 (−χ˜
(σ)
(k))V
(σ)
γ(k)1
V
(σ)
γ(k)2
). (100)
Note that in this case we can define a star structure on Holp(sl(2,C) ⊕ sl(2,C)) as
(⋆⊗ ⋆)(V
(l)
γ(k)) = V
(r) −1
γ(k) , (⋆⊗ ⋆)(χ˜
(l)
(k)) = −χ˜
(r)
(k).
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4 Quantization of Chern-Simons sources
We now proceed to the quantization of a free Chern-Simons source i.e to the quantization
of the Poisson algebra S(G).
The quantization of dynamical quadratic Poisson brackets is a well studied subject
and the quantization of the Poisson brackets of the free source gives:
M1M2 =M2M1R12(µˆ) (101)
[µˆαi ,M ] =Mhαi , (102)
with the following semiclassical behaviour µˆ ∼ − χ˜i~ and R12(µˆ) = 1+ i~r12(−χ˜) + o(~).
We will denote µ = − χi~.
It is natural, due to the associativity of the operator algebra (101,102), to require
that the matrix R(µ) satisfies the dynamical Yang-Baxter equation (183) with R(µ) ∈
U(G)⊗2.
We define an algebra denoted Sˆ(G), generated by the components of M ∈ U(G) ⊗
Sˆ(G) and components of µˆ ∈ H⊗ Sˆ(G), with relations:
M1M2 = (∆⊗ id)(M)F12(µˆ) , (103)
[µˆαi ,M ] =Mhαi . (104)
Note that the relation (103) implies the exchange relation (101).
µˆαi are elements which generate gauge transformations. The algebra of gauge invari-
ant elements, denoted Sˆ(G)H, is the subalgebra of Sˆ(G) commuting with components
of µˆ. It is generated by the components of
P =
i~
2
M (b(µˆ) + c)M−1 (105)
where b(µˆ) =
∑
j(2µˆj + hαj )λ
j and c is the quadratic Casimir of U(G) normalized by
∆(c) = c1 + c2 + 2t12.
P satisfy
∆(P ) = P1 + P2, (106)
[P1,M2] = i~t12M2 , [P1, P2] = i~[P1, t12] , [P1, µˆ2] = 0. (107)
As a result, we obtain that P = tabXa ⊗ Pˆb, with [Pˆa, Pˆb] = i~f
c
abPˆc, where [Xa,Xb] =
f cabXc. The algebra generated by the components of P, i.e (Pˆa) is therefore isomorphic
to U(G). The proof of the results (106,107) is contained in Appendix 4.
In a Dirac quantization process the study of unitary representations of this algebra
is sufficient. However, in order to follow other quantization schemes, it is necessary to
study representation of the algebra Sˆ(G) itself.
In the case where G = sl(2,C), we have the formula:
F (µ) = 1−
1
µ0
e⊗ f in the fundamental representation, (108)
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where we have denoted by µ0 the quantity µα where α is the positive root of sl(2).
As a result R(µ) = 1− 1µ0 e ∧ f −
1
µ20
fe⊗ ef in the fundamental representation.
The equations (101,102) defining Sˆ(G) can be written:
M1M2 =M2M1R12(µˆ0)
µˆ0M =M(µˆ0 + h). (109)
Denoting g = (
1
2
π⊗ id)(M) =
(
a b
c d
)
, the commutation relations (109) can be rewrit-
ten as:
µˆ0b = b(µˆ0 − 1), µˆ0d = d(µˆ0 − 1), µˆ0a = a(µˆ0 + 1), µˆ0c = c(µˆ0 + 1)
ac = ca, bd = db, ab(1−
1
µˆ0
) = ba, cd(1 −
1
µˆ0
) = dc
ad− da = cb
1
µˆ0
, cb− bc = ad
1
µˆ0
. (110)
The quantum determinant ad− cb is a central element which is fixed to
ad− cb = 1 (111)
from the fusion equation (103).
In the Dirac scheme, the first class constraints Π = µˆ0−µ0 are promoted to constraint
operators. The algebra of quantum observables Sˆ(G)H is the subalgebra of operators
commuting with Π. As in the classical case, the algebra of quantum observables Sˆ(G)H
is then generated by momentum variables P and is isomorphic to the algebra U(sl(2,C))
using
e = −cµˆ0d, f = aµˆ0b, h = −(aµˆ0d+ cµˆ0b). (112)
The center of Sˆ(G)H is generated by the quadratic Casimir element which has a very
simple expression in term of µˆ0 : C = h
2 + 2(ef + fe) = µˆ0
2 − 1.
Along the lines of the classical treatment, we introduce the following linear auto-
morphisms of Sˆ(G):
σ1(a)=a σ1(b)=−b σ1(c)=−c σ1(d)=d σ1(µˆ0)= µˆ0 (113)
σ2(a)=
µˆ0
µˆ0 + 1
d σ2(b)=−c σ2(c)=−
µˆ0
µˆ0 + 1
b σ2(d)=a σ2(µˆ0)=−µˆ0.
(114)
In order to identify hermitian operators associated to real functions on the classical
phase space, we have to define a star structure (involutive antilinear antimorphism) on
the complex algebra defined by the relations (103,104) quantizing the function algebra
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according to its classical counterpart defined in previous section. In the case of first
rank algebras, there are only three cases of interest:
Sˆ(su(2)) : a⋆ = d b⋆ = −c µˆ⋆0 = µˆ0, (115)
Sˆ(su(1, 1)) : ⋆ = σ1 ◦ ⋆, (116)
Sˆ(sl(2,R)) : ⋆ = σ2 ◦ ⋆.
(117)
As a remark we have the properties σi ◦ ⋆ = ⋆ ◦ σ
−1
i necessary for these stars to be
involutive. Using definitions (112) we obtain
su(2) : e⋆ = f, f⋆ = e, h⋆ = h (118)
su(1, 1) : e⋆ = −f, f⋆ = −e, h⋆ = h (119)
sl(2,R) : e⋆ = −e, f⋆ = −f, h⋆ = −h. (120)
In the sl(2,C)R case, the algebra of interest is Sˆ(sl(2,C)R) = Sˆ(sl(2,C))
⊗2 equipped
with one of the following star structures:
a(l)⋆= d(r) b(l)⋆= −c(r) c(l)⋆= −b(r) d(l)⋆= a(r) µˆ(l)⋆= µˆ(r),
⋆ = (id⊗ σ1) ◦
⋆ ⋆ = (id⊗ σ2) ◦
⋆. (121)
In each of these cases, it can be shown that the star Lie algebra generated by the
components of P are all isomorphic to sl(2,C)R.
5 Quantization of Chern-Simons theory coupled to Sources
In this section we define and study the quantization of the Poisson algebras defined in
section 3.
The quantization of the Poisson algebra Holp(G) is the algebra denoted Ĥolp(G)
and defined as:
[µˆ(1)αi , Vγ(k) ] = Vγ(k)hαi , [µˆ(l)αi , Vγ(k) ] = −hαiVγ(k)δkl,
Vγ(k)1Vγ(l)2 = Vγ(l)2Vγ(k)1R
θ(−)
12 (µˆ(1)) with k < l, (122)
where Rθ(µˆ) is a solution of dynamical Yang-Baxter equation, with Rθ(+)(µˆ) = Rθ(µˆ),
Rθ(−)(µˆ) = Rθ21(µˆ)
−1, and the following semiclassical behaviour µˆ(k) ∼ −
χ˜(k)
i~ and
R12(µˆ(k)) = 1 + i~r
θ
12(−χ˜(k)) + o(~) and define q = exp(
i~
4θ ).
We will denote µ(k) = −
χ(k)
i~ .
The quantization of (74) leads to
R
θ(ǫ)
21 (µˆ(k))Vγ(k)1Vγ(k)2 = Vγ(k)2Vγ(k)1R
θ(ǫ)
12 (µˆ(1)), (123)
which is implied by
Vγ(k)1Vγ(k)2 = F
θ −1
21 (µˆ(k))R
θ
12(∆ ⊗ id)(Vγ(k))F
θ
12(µˆ(1)). (124)
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The set of relations (122,124) defines the quantum dynamical algebra Ĥolp(G).
According to the classical case, we will have to implement the relations imposed by
the flatness of the connection. In order to achieve this, we will quantize the Poisson
algebra Holp(•,G). As in the classical case, we have to choose a R−matrix denoted
R˘θ12 solution of quantum Yang-Baxter equation, quantizing the classical r−matrix r˘
θ
12.
These R−matrices are of the form R˘θ12 = J
−1
21 R
θ
12J12 where J is any 2-cocycle. Different
choices will lead to the same results after having moded out by the quantum flatness
condition. Hence, in absence of explicit mention, we will choose J = 1⊗ 1 (however in
the sl(2,C) case we will choose a non trivial J).
We then define the algebra Ĥolp(•,G) by the relations:
[µˆ(k)αi , U(l)] = δklU(k)hαi , (125)
U(k)1U(k)2 = J
−1
21 R
θ
12(∆⊗ id)(U(k))F
θ
12(µˆ(k)). (126)
R˘θ21U(k)1U(l)2 = U(l)2U(k)1 k < l. (127)
Note that relation (126) implies the exchange relations:
R˘
θ(±)−1
12 U(k)1U(k)2 = U(k)2U(k)1R
θ(∓)
12 (µˆ(k)). (128)
Let us introduce the elements P(k) which are the q-analogue of the element (105)
P(k) = U(k)v
−1B(µˆ(k))U
−1
(k) , k = 1, ..., p. (129)
These elements commute with the action of the Cartan elements and satisfy the
following relations:
[µˆ(k) αi ,P(l)] = 0, ∀k, l (130)
P(k) 2R˘
θ −1
12 P(k) 1R˘
θ
12 = J
−1
12 (∆⊗ id)(P(k))J12 (131)
R˘θ21P(k) 1R˘
θ −1
21 P(l) 2 = P(l) 2R˘
θ
21P(k) 1R˘
θ −1
21 , (132)
R˘θ21U(k) 1P(k) 2 = P(k) 2R˘
θ −1
12 U(k) 1 (133)
R˘θ −112 U(l) 1P(k) 2 = P(k) 2R˘
θ −1
12 U(l) 1 (134)
R˘θ21U(k) 1P(l) 2 = P(l) 2R˘
θ
21U(k) 1 ∀k < l. (135)
These identities are straightforwardly derived from basic definitions, and we give, as an
example, the proof of (131) and (133) in the appendix 4.
A central result is the following factorization theorem:
Ĥolp(•,G) is isomorphic to Ĥol1(•,G)
⊗p.
We will now prove this proposition. Ĥol1(•,G) is the algebra defined by
[µˆαi ,W ] =Whαi ,
W1W2 = J
−1
21 R
θ
12(∆⊗ id)(W )F
θ
12(µˆ), (136)
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where we have denoted W = U(1), µˆ = µˆ(1).
This algebra contains Uq(G) as a subalgebra. Indeed if we define L =Wv
−1B(µˆ)W−1
we verify
L2R˘
θ −1
12 L1R˘
θ
12 = J
−1
12 (∆ ⊗ id)(L)J12. (137)
As usual we introduce the Gauss factorization L = L(+) −1L(−) with
L
(±)
1 L
(±)
2 = J
−1
12 ∆(L
(±))J12 (138)
R˘θ12L
(+)
1 L
(−)
2 = L
(−)
2 L
(+)
1 R˘
θ
12. (139)
Moreover Uq(G) acts on Ĥol1(•,G) by adjoint action as follows
L
(±) −1
2 W1L
(±)
2 = R˘
θ (±)
21 W1 L
(±) −1µˆL(±) = µˆ. (140)
Let us now consider the algebra Ĥol1(•,G)
⊗p as being generated by W(k), µˆ(k) asso-
ciated to p commuting copies of Ĥol1(•,G) (we will also denote L
(±)
(k) the corresponding
elements). We introduce one more element by
Γ
(±)
(k) =
p∏
j=k
L
(±)
(j) ∀k = 1, ..., p Γ
(±)
(p+1) = 1. (141)
It is easy to show that following map
κ : Ĥolp(•,G) −→ Ĥol1(•,G)
⊗p
(U(k), µˆ(k)) 7→ (Γ
(−) −1
(k+1) W(k), µˆ(k)) (142)
is an isomorphism of algebra.
In order to implement the conditions of the flatness of the connection it is useful to
remark that
κ(P(k)) = Γ
(−) −1
(k+1) L(k)Γ
(−)
(k+1), (143)
κ(
1∏
j=p
P(j)) = Γ
(+) −1
(1) Γ
(−)
(1) . (144)
The subalgebra of elements of Ĥolp(•,G) commuting with
∏1
j=pP(j) will be denoted
Ĥolp(•,G)
Uq(G) ≃ Ĥolp(G).
Note that if H is a Ĥol1(•,G) module, using the explicit isomorphism between
Ĥolp(•,G) and Ĥol1(•,G)
⊗p, we obtain that a representation of Ĥolp(•,G) is provided
by the module H⊗p. Because Uq(G) acts on H
⊗p via ∆(p), this action corresponds to the
action of Γ
(±)
(1) . Therefore a representation of Ĥolp(•,G))
Uq(G) implementing the condi-
tion
∏1
j=pP(j) = 1 consists in the module (H
⊗p)Uq(G) i.e the vector space of invariant
vectors under the action of Uq(G).
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We will construct an explicit unitary representation of Ĥolp(G) when g = sl(2,R)
or g = sl(2,C)R in [8].
We will now provide, in the case where G = sl(2,C), an explicit analysis of the
structure of Ĥol1(•,G). Let us denote xˆ = q
µˆ0 , and (
1
2
π ⊗ id)(W ) =
(
a b
c d
)
. In the
fundamental representation we have:
F θ12(x) = 1− (e⊗ f)
q − q−1
1− x−2
. (145)
As a result the exchange relations implied by (136) can be explicitely recast as:
xˆa = qaxˆ, xˆc = qcxˆ, xˆb = q−1bxˆ, xˆd = q−1dxˆ,
ac = qca, bd = qdb, ab(q−1 −
q − q−1
xˆ2 − 1
) = ba, cd(q−1 −
q − q−1
xˆ2 − 1
) = dc,
ad− da = cb
q − q−1
1− xˆ−2
, cb− bc = ad
q − q−1
xˆ2 − 1
.. (146)
ad− qcb is a central element which can be computed using the fusion relation (136)
ad− qcb = q−1/2. (147)
The subalgebra Uq(sl(2)) is expressed as:
(
1
2
π⊗ id)(L) =
(
(q − q−1)2qfe+ q−h −(q − q−1)q2qhf
−q(q − q−1)e qh
)
= (
1
2
π⊗ id)(Wv−1B(µˆ)W−1),
(148)
which can be written
e = −cd
q
3
2 (q−1xˆ− qxˆ−1)
q − q−1
, qhf = ab
q−
1
2 (xˆq−1 − xˆ−1q)
q − q−1
,
qh = q
1
2 (axˆ−1d− qcxˆb). (149)
The Casimir element C = (q − q−1)2fe+ qqh + q−1q−h is given by C = xˆ+ xˆ−1.
We will now study when G = sl(2,C), the star structures that can de defined on
Ĥol1(•,G). In the case where g is a simple Lie algebra, our quantization procedure leads
to the expression q = exp( i~4θ ), therefore q has to be unimodular.
We will not dwell on the case where g = su(2). In that case numerous technical
problem arise, in this formalism as well as others (need of weak quasi-Hopf algebras at
the start to ensure truncation of the spectrum for q root of unit, etc..) and we do not
want to adress them in this work.
We will only give here the ⋆ structure associated to g = sl(2,R). Let us now consider
the star algebra (Ĥol1(•, sl(2,C)), ⋆) associated to the sl(2,R) case. The star structure,
in this case, is defined by:
|q| = 1 a⋆ = q2a b⋆ = q
x2 − 1
q2x2 − 1
b c⋆ = qc d⋆ =
x2 − 1
q2x2 − 1
d xˆ⋆ = x. (150)
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As a consequence, the star structure on the subalgebra Uq(sl(2,R)) is given by
e⋆ = −q−1e (qh)⋆ = qh f⋆ = −qf. (151)
In the case where g = sl(2,C)R our choice of classical invariant bilinear form im-
poses q to be fixed to the real value q = exp( ~4θ ). A detailed study of Uq(sl(2,C)R)
has been done in [9]. In this work we have chosen Uq(sl(2,C)R) being the quantum
double of Uq(su(2)). This choice implements naturally a quantum analog of Iwasawa
decomposition allowing to develop an harmonic analysis on Uq(sl(2,C)R). We have
Uq(sl(2,C)R) = Uq(sl(2))
(l) ⊗ Uq(sl(2))
(r) as an algebra. The isomorphism of coal-
gebra is true up to a twist J = (Rθ12)
(rl). As a result the R matrix of the quantum
double is twist equivalent to (Rθ12)
(ll)(R
θ (−)
12 )
(rr) with the twist J = (Rθ12)
(rl).
As a result we define Ĥol1(•, (sl(2,C)R)
C) to be the algebra:
[µˆ(σ),W (ǫ)] =W (σ)h(σ)δσ,ǫ , (152)
W
(l)
1 W
(l)
2 = (R
θ
12)
(ll)(∆⊗ id)(W (l))F θ12(µˆ
(l)) (153)
W
(r)
1 W
(r)
2 = (R
θ (−)
12 )
(rr)(∆⊗ id)(W (r))F θ12(µˆ
(r)) (154)
(Rθ21)
(lr)W
(l)
1 W
(r)
2 =W
(r)
2 W
(l)
1 . (155)
As a result this algebra is generated by the elements
xˆ(l) = qµˆ
l
, xˆ(r) = qµˆ
r
as well as the matrix elements of
(
( 1
2
,0)
π ⊗ id)(W (l)) =
(
a(l) b(l)
c(l) d(l)
)
, (
(0, 1
2
)
π ⊗ id)(W (r)) =
(
a(r) b(r)
c(r) d(r)
)
.(156)
The precise commutation relations are
1. the left variables satisfy the relations (146) with a(l)d(l) − qc(l)b(l) = q−1/2
2. the right variables satisfy the relations (146) with a(r)d(r) − qc(r)b(r) = q5/2
3. the left and right variables satisfy the exchange relation (155).
The subalgebra Uq(sl(2,C)) ⊗ Uq(sl(2,C)) is defined as:
e(l) = −
q
3
2
q − q−1
c(l)d(l)(q−1xˆ(l) − qxˆ(l) −1), qh
(l)
f (l) = a(l)b(l)
q−
1
2 (xˆ(l)q−1−xˆ(l) −1q)
q − q−1
,
qh
(l)
= q
1
2 (a(l)xˆ(l)−1d(l)−qc(l)xˆ(l)b(l)), qh
(r)
= q−3q
1
2 (a(r)xˆ(r)−1d(r)−qc(r)xˆ(r)b(r)),
e(r) = −q−3c(r)d(r)
q
3
2 (q−1xˆ(r)−qxˆ(r) −1)
q − q−1
, qh
(r)
f (r) = q−3a(r)b(r)
q−
1
2 (xˆ(r)q−1−xˆ(r)−1q)
q − q−1
.
(157)
The star structure on Ĥol1(•, (sl(2,C)R)
C) is defined using
a(l)⋆=q−3/2d(r), b(l)⋆=−q−1/2c(r), c(l)⋆=−q−5/2b(r), d(l)⋆=q−3/2a(r), x(l)⋆=x(r)(158)
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Proving that this star is an antilinear antimorphism of Ĥol1(•, sl(2,C)
C
R
) is done by a
direct verification of the commutation relations. With this star we have, in particular,
e(l)⋆ = qqh
(r)
f (r) f (l)⋆ = q−1e(r)q−h
(r)
(qh
(l)
)⋆ = qh
(r)
. (159)
Remark. We end this section of the definition and study of quantization of these
dynamical algebras by looking at the subalgebra of Ĥolp(G) generated by
M(k) = V
−1
γ(k)
v−1B(µˆ(k))Vγ(k) , k ≥ 2
and µˆ(1). We call this algebra the quantum algebra of dynamical monodromies origi-
nating from the first source, and we denote it M̂onp(G). The commutation relations
satisfied by these elements are:
[µˆ(1) αi ,M(k)] = [M(k), hαi ], (160)
R21(µˆ(1))M(k) 1R
−1
21 (µˆ(1))M(l) 2 =M(l) 2R21(µˆ(1))M(k) 1R
−1
21 (µˆ(1)), k<l,(161)
M(k) 2R
−1
12 (µˆ(1))M(k) 1R12(µˆ(1)) = F
−1
12 (µˆ(1)) (∆⊗ id)(M(k)) F12(µˆ(1)). (162)
As a result the algebra generated by µˆ(1) and M(k) for k fixed is a dynamical reflection
algebra which has been recently studied in [13].
As a remark, we note that the equation (160) and the linear equation (190) can be
equivalently written as:
(vB(µ(1)))
−1
2 R
−1
12 (µˆ(1))M(k) 1R12(µˆ(1)) = R21(µˆ(1))M(k) 1R
−1
21 (µˆ(1))(vB(µ(1)))
−1
2 (163)
(vB(µ(1)))
−1
2 R
−1
12 (µˆ(1))(vB(µ(1)))
−1
1 R12(µˆ(1)) = F
−1
12 (µˆ(1)) (∆ ⊗ id)((vB(µ(1)))
−1) F12(µˆ(1)).
6 Conclusion
In this work, we have defined and studied algebras associated to the quantization of
Chern-Simons theory with sources. We have emphasized the example G = SL(2,R) ×
SL(2,R) and G = SL(2,C)R having in mind potential applications to Lorentzian quan-
tum gravity in 2 + 1 dimensions with Λ < 0 or Λ > 0. These algebras are bigger than
the algebra of constants of motion and include partial observables depending on the
parametrization of the world-line of the sources. These algebras are nice and new ex-
amples of dynamical exchange algebras.
Our work can be extended in different directions that we are now exploring.
1. A direct continuation of our work is the representation side of the present work
[8]. As explained in section 3.1, the structure of Ĥolp(•, G) is reduced to the
study of Ĥol1(•, G). We can construct therefore unitary representation of this
algebra allowing to obtain unitary irreducible representation of Ĥolp(•, G) and of
its different quotients introduced in our work.
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2. From the mathematical perspective, we have pointed numerous links between these
algebras. Our work can give new insights in the theory of dynamical quantum
groups. In particular the study of the quantum algebra of dynamical monodromies
will give new results in the explicit construction of the dynamical coboundary in
the sl(n) case.
3. The application of the present work to the study of physical questions that can
be adressed in 2 + 1 quantum gravity has to be developped and is currently in
progress.
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Appendix 1: Conventions on Uq(G)
Let G be a finite dimensional simple complex Lie algebra and denote H a Cartan sub-
algebra of G. We denote Φ ⊂ H∗ the set of roots of G. We select a set of simple roots
Π = {α1, .., αr} and we denote by Φ
+ the set of positive roots. Let G = N− ⊕ H⊕N+
be the corresponding decomposition of G and let Gα be the root subspace of G. We
denote by 〈·, ·〉 the Killing form on G.
If α ∈ H⋆ we will denote by tα ∈ H the element defined by 〈tα, h〉 = α(h),∀h ∈ H,
and still by 〈·, ·〉 the scalar product on H⋆ defined by duality. To each root α we will
associate the element hα =
2
〈α|α〉 tα.
A presentation of Uq(G) by generators and relations is given by:
[tαi , tαj ] = 0 [eαi , e−αj ] = δij
qtαi − q−tαi
q − q−1
(164)
[tαi , eαj ] = a
sym
ij eαj
[tαi , e−αj ] = −a
sym
ij e−αj
with asymij = 〈αi|αj〉 (165)
(adq′eαi)
nij (eαj ) = 0
(adq′e−αi)
nij (e−αj ) = 0
if i 6= j and nij = 1− 2
asymij
asymii
, q′ = q or q−1(166)
where we have introduced:
(adq±1x)(y) =
∑
(x)
x(1) y S
±1(x(2)). (167)
The Hopf algebra structure is defined by:
∆(tαi) = tαi ⊗ 1 + 1⊗ tαi
∆(eαi) = eαi ⊗ q
tαi + 1⊗ eαi
∆(e−αi) = e−αi ⊗ 1 + q
−tαi ⊗ e−αi . (168)
As usual, we denote by Uq(B+) (resp. Uq(B−)) the algebra generated by hα, eα, α ∈
Π. (resp. hα, e−α, α ∈ Π).
We denote π+ (resp. π−) the projections of Uq(B+) (resp. Uq(B−)) onto Uq(H) .
We define U+q (G) (resp. U
−
q (G)) the kernel of π
+ (resp. π−).
Uq(G) is quasi-triangular, i.e. there exists an R−matrix which obeys the standard
quasitriangularity equations
(∆ ⊗ id)(R) = R13R23 (id ⊗∆)(R) = R13R12 (169)
R∆ = ∆′R. (170)
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As usual we denote R(+) = R,R(−) = R−121 .
As a remark, the expression of R for Uq(sl(2)) is simply R = q
h⊗h
2 expq((q−q
−1)e⊗f)
with the q−exponential being defined as:
expq(z) =
+∞∑
n=0
zn
(n)q!
(171)
where (n)q! = (n)q · · · (1)q, with (z)q = q
z−1[z]q and [z]q =
qz−q−z
q−q−1
.
Uq(G) is a ribbon Hopf algebra, which means that it exists an invertible element
v ∈ Uq(G) such that:
v is a central element,
v2 = uS(u), ǫ(v) = 1, S(v) = v,
∆(v) = (R21R12)
−1(v ⊗ v), (172)
where we have denoted u =
∑
i S(bi)ai where S is the antipode and R =
∑
i ai ⊗ bi. A
fundamental property of u is
S2(x) = uxu−1, ∀x ∈ Uq(G). (173)
The explicit values of these elements as well as the conventions concerning Clebsch-
Gordan coefficients for finite dimensional representations of Uq(sl(2)) are summarized
in [9].
Appendix 2: Real forms and Star structures
A real vector space V can be equivalently described in terms of its complexification
V C = V ⊗R C equipped with a star structure, i.e. an antilinear involution, denoted ⋆
and chosen such that V is the real vector space of elements x ∈ V C such that x⋆ = −x.
A complex bilinear form 〈., .〉 on V C is the complexification of a real bilinear form on V
if an only if 〈x, y〉 = 〈x⋆, y⋆〉,∀x, y ∈ V C.
If V = g is a Lie algebra we have moreover to require the star to be an antimorphism
of C−Lie algebra. A real form of a complex Hopf algebra is defined by choosing a star
structure which is an antilinear involutive antimorphism of algebra and which property
with respect to the coalgebra is usually chosen as being a morphism or antimorphism
of coalgebra (see the review in [9].)
Once a star ⋆ is defined on G, a star (denoted with the same symbol) can then be
straightforwardly defined on F (GC) by the following requirement added to the defini-
tions (3,4):
(⋆⊗ ⋆)(M) =M−1 (174)
We recall here the different real form of sl(2,C) namely su(2), su(1, 1), sl(2,R). Note
that although classically su(1, 1) is isomorphic as a real Lie algebra to sl(2,R), in the
quantum case one obtains two different real forms. These structures are simpler to
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describe using the following linear involutive automorphism σ1, σ2 : sl(2,C) → sl(2,C)
defined by
σ1(h) = h σ1(e) = −e σ1(f) = −f (175)
σ2(h) = −h σ2(e) = −f σ2(f) = −e. (176)
We can now define the following star structures on the Lie algebra:
su(2) : e⋆ = f f⋆ = e h⋆ = h, (177)
su(1, 1) : ⋆ = σ1 ◦ ⋆ (178)
sl(2,R) : ⋆ = σ2 ◦ ⋆. (179)
g = sl(2,C)R is the real Lie algebra of sl(2,C). Its complexification is such that
gC = sl(2,C)⊕ sl(2,C). Let us define e(l,r), f (l,r), h(l,r) to be a Cartan basis of gC where
the l (resp. r) generate the first (resp.second) component of the direct sum. Any of the
following star structure
(e(l))⋆ = f (r) (f (l))⋆ = e(r) (h(l))⋆ = h(r) (180)
(e(l))⋆ = −f (r) (f (l))⋆ = −e(r) (h(l))⋆ = h(r) (181)
(e(l))⋆ = −e(r) (f (l))⋆ = −f (r) (h(l))⋆ = −h(r) (182)
is a real form on sl(2,C)⊕ sl(2,C) selecting the same real Lie algebra sl(2,C)R.
Appendix 3: Dynamical Quantum Groups
The purpose of dynamical quantum group theory (for a review see [2]) is to give an
algebraic framework to the study of solutions of the Dynamical Quantum Yang Baxter
Equation i.e:
R12(µ)R13(µ+ h2)R23(µ) = R23(µ + h1)R13(µ)R12(µ+ h3), (183)
where R : H∗ → Uq(G)
⊗2 and [R12(µ), h ⊗ 1 + 1⊗ h] = 0,∀h ∈ H.
This last equation is a quantization of the classical dynamical Yang Baxter equation,
i.e R satisfies R(µ) = 1 + i~r(−χ˜) + o(~) with µ ∼ − χ˜i~ and r satisfies the Classical
Dynamical Yang Baxter quation, i.e:
[r12(χ˜), r13(χ˜) + r23(χ˜)] + [r13(χ˜), r23(χ˜)] =
=
∑
i
(h(1)αi
∂r23(χ˜)
∂χ˜αi
− h(2)αi
∂r13(χ˜)
∂χ˜αi
+ h(3)αi
∂r12(χ˜)
∂χ˜αi
). (184)
When r12(χ˜) is the rational solution (25), it has been shown that the quantization
R(µ) lies in U(G)⊗2 and can be expressed as:
R(µ) = F21(µ)
−1F12(µ),
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where F (µ) ∈ U(G)⊗2 is the solution of the dynamical 2-cocycle equation
(id⊗∆)(F (µ))F23(µ) = (∆ ⊗ id)(F (µ))F12(µ+ h3), (185)
with [F12(µ), h ⊗ 1 + 1⊗ h] = 0,∀h ∈ H.
It has been shown in [10, 11] that the corresponding solution of the previous equation
is also the unique solution of the following linear equation on F
[F12(µ), b(µ)2] = −2(
∑
α∈Φ+
eα ⊗ e−α)F12(µ) (186)
where b(µ) =
∑
j(2µj + hαj )λ
j with the condition that F (µ)− 1 ∈ U+(G)⊗ U−(G).
When rθ12(χ˜) is the trigonometric solution (195), it has been shown that the quan-
tization Rθ(µ) ∈ Uq(G)
⊗2 can be expressed as:
Rθ(µ) = F θ21(µ)
−1RθF θ12(µ) (187)
where F θ(µ) ∈ Uq(G)
⊗2 is the solution of the dynamical 2-cocycle equation
(id⊗∆)(F θ(µ))F θ23(µ) = (∆ ⊗ id)(F
θ(µ))F θ12(µ + h3), (188)
q = exp( i~4θ ) and R
θ is the universal R matrix of Uq(G). It has been shown in [10, 11]
that the corresponding solution of the dynamical 2-cocycle equation is also the unique
solution of the linear equation on F θ
F θ(µ)B2(µ) = R
−1
12 q
∑
j hαj⊗λ
j
B2(µ)F
θ(µ), (189)
with B(µ) = q
∑
j(2µj+hαj )λ
j
= qb(µ), with the condition that F θ(µ)−1 ∈ U+q (G)⊗U
−
q (G)
and [F12(µ), h ⊗ 1 + 1⊗ h] = 0,∀h ∈ H.
This implies the following equation on the dynamical R matrix:
R12(µ)B2(µ)R21(µ) = B2(µ+ h1). (190)
Appendix 4: Miscellaneous Results
We compute the Dirac bracket between Vγ and Vγ′ and obtain the results (68, 69).
{Vγ1, Vγ′2}D = {Vγ1, Vγ′2}d + 2θ
∫∫
ð⊥×ð⊥
[Du][Dv]{Vγ1, Ω˜(u)}d(K
X˜ )−1(u, v){Ω˜(v), Vγ′2}d
= Vγ1Vγ′2
(
r12(−χ˜(k))−
1
2θ
∫∫
ð⊥×ð⊥
[Du][Dv]u(ϕ)1(K
− 1
4piθ
χ˜(k))−1(u, v)v(ϕ′)2
)
The last identity is obtained using basic properties already established, as well as the
following identities
{Vγ1, Vγ′2}d = Vγ1Vγ′2r12(−χ˜(k)) , {Ω˜(u),M(k)}d = 0 , {Ω˜(u), Ai}d =
1
2θ
DAiu,∫
ð⊥×ð⊥
[Du][Dv]M−1(k)1u(ϕ)1M(k)1(K
X(k))−1(u, v)M−1(k)2v(ϕ
′)2M(k)2 =
=
∫
ð⊥×ð⊥
[Du][Dv]u(ϕ)1(K
− 1
4piθ
χ˜(k))−1(u, v)v(ϕ′)2.
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This Dirac bracket can also be written as a dynamical quadratic Poisson bracket as
{Vγ1, Vγ′2}D = Vγ1Vγ′2r
θ
12(ϕ− ϕ
′;−χ˜(k)) (191)
with rθ12(ϕ; χ˜) given by:
rθ12(ϕ;−χ˜) =
1
4πθ
(π − ϕ)∑
j
hαj ⊗ λ
j +
∑
α∈Φ
eα ⊗ e−α
πeχ˜(α)(π−ϕ)/4πθ
sinh(χ˜(α)/4θ)
 . (192)
This is obtained by computing explicitely (KY )−1. Let u, v ∈ ð⊥ we define u(ϕ) =∑
n,α∈Φ u
α
ne
inϕ +
∑
n,j=1...r u
hαj
n einϕ, with uαn ∈ Ceα and u
hαj
n ∈ Chαj , and similarly
v(ϕ) =
∑
n,α∈Φ v
α
ne
inϕ +
∑
n,j=1...r v
λj
n e
inϕ, with vαn ∈ Ceα and v
λj
n ∈ Cλ
j.
Let Y ∈ h we have
KY (u, v) = 〈u, ∂ϕv + [Y, v]〉
= 2π
 ∑
n 6=0,α∈Φ
〈u−α−n, v
α
n 〉(α(Y ) + in) +
∑
n 6=0,j
〈u
hαj
−n , v
λj
n 〉 in
 . (193)
As a result we get:
(KY )−1(u, v) =
1
2π
 ∑
n 6=0,α∈Φ
〈uαn, v
−α
−n〉
α(Y ) + in
+
∑
n 6=0,j
〈u
hαj
n , vλ
j
−n〉
in
 . (194)
Therefore we obtain:
4πθrθ12(ϕ;−χ˜) =
∑
m6=0,α∈Φ
eα ⊗ e−α
1
4πθ χ˜(α) + im
eimϕ +
∑
j,m6=0
hαj ⊗ λ
j
im
eimϕ
= (π − ϕ)
∑
j
hαj ⊗ λ
j +
∑
α∈Φ
eα ⊗ e−α
πeχ˜(α)(π−ϕ)/4πθ
sinh(χ˜(α)/4θ)
, (195)
where in the second equality we have extended the function by 2π-periodicity with the
convention that ϕ ∈ [0, 2π[.
We now show the result (106,107).
We denote k12 =
∑
j hαj ⊗ λ
j, and a12 =
∑
α∈Φ+ eα ⊗ e−α.
2
i~
P1M2 = M1b1(µˆ)M
−1
1 M2
= M1b1(µˆ)M2R
−1
12 (µˆ)M
−1
1
= M1M2(b1(µˆ) + 2k12)R
−1
12 (µˆ)M
−1
1
= M2M1R12(µˆ)(b1(µˆ) + 2k12)R
−1
12 (µˆ)M
−1
1 .
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Using the identity R12(µˆ)(b1(µˆ) + 2k12)R
−1
12 (µˆ) = 2t12 + b1(µˆ), which is a consequence
of the linear equation 186, we obtain:
2
i~
P1M2 = 2t12M2 +
2
i~
M2P1. (196)
We now prove that ∆(P ) = P1 + P2. Let P =
1
2Mb(µˆ)M
−1,
2∆(P) = M1M2F
−1
12 ∆(b(µˆ))F12(µˆ)M
−1
2 M
−1
1
= M1M2∆(b(µˆ))M
−1
2 M
−1
1
= M1M2(b1(µˆ) + b2(µˆ) + 2k12)M
−1
2 M
−1
1
= M1b1(µˆ)M
−1
1 +M1M2b2(µˆ)M
−1
2 M
−1
1
= M1b1(µˆ)M
−1
1 +M2M1R12(µˆ)b2(µˆ)R
−1
12 (µˆ)M
−1
1 M
−1
2
= M1b1(µˆ)M
−1
1 +M2M1(b2(µˆ) + 2k12 − 2t12)M
−1
1 M
−1
2
= M1b1(µˆ)M
−1
1 +M2b2(µˆ)M
−1
2 − 2M2M1t12M
−1
1 M
−1
2 .
This closes the proof of ∆(P ) = P1 + P2.
We now prove the q−analog of the two previous relations:
P2R˘
−1
12 U1 = (U2v
−1
2 B2(µˆ)U
−1
2 )R˘
−1
12 U1 =
= U2v
−1
2 B2(µˆ)U1R
−1
21 (µˆ)U
−1
2 =
= U2U1v
−1
2 B2(µˆ + h1)R
−1
21 (µˆ)U
−1
2 =
= U2U1v
−1
2 R12(µˆ)B2(µˆ)U
−1
2 =
= R˘21U1U2v
−1
2 B2(µˆ)U
−1
2 =
= R˘21U1P2
and
J−112 ∆(P)J12 = J
−1
12 ∆(U)v
−1
1 v
−1
2 R21R12B2(µˆ)B1(µˆ + h2)∆(U
−1)J12 =
= J−112 R
−1
12 J21U1U2F
−1
12 (µˆ)v
−1
1 v
−1
2 R21R12B2(µˆ)B1(µˆ+ h2)F12(µˆ)U
−1
2 U
−1
1 J
−1
21 R12J12 =
= U2U1R
(−)
12 (µˆ)F
−1
12 (µˆ)v
−1
1 v
−1
2 R21R12B2(µˆ)B1(µˆ+ h2)F12(µˆ)U
−1
2 U
−1
1 R˘12 =
= U2U1F
−1
21 (µˆ)v
−1
1 v
−1
2 R12B2(µˆ)B1(µˆ+ h2)F12(µˆ)U
−1
2 U
−1
1 R˘12 =
= U2U1v
−1
1 v
−1
2 R12(µˆ)B2(µˆ)B1(µˆ + h2)U
−1
2 U
−1
1 R˘12 =
= U2U1v
−1
1 v
−1
2 B2(µˆ+ h1)R
−1
21 (µˆ)B1(µˆ + h2)U
−1
2 U
−1
1 R˘12 =
= U2v
−1
2 B2(µˆ)U1R
−1
21 (µˆ)U
−1
2 v
−1
1 B1(µˆ)U
−1
1 R˘12 =
= (U2v
−1
2 B2(µˆ)U
−1
2 )R˘
−1
12 (U1v
−1
1 B1(µˆ)U
−1
1 )R˘12 =
= P2R˘
−1
12 P1R˘12.
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