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Construction of Hyperbolic Signal Sets from the Uniformization of
Hyperelliptic Curves
E´rika Patricia Dantas de Oliveira Guazzi∗, and Reginaldo Palazzo Jr.†
Abstract
In this paper, we present a new approach to the problem of designing hyperbolic signal sets
matched to groups by use of Whittaker’s proposal in the uniformization of hyperelliptic curves
via Fuchsian differential equations (FDEs). This systematic process consists of the steps: 1)
Obtaining the genus, g, by embedding a discrete memoryless channel (DMC) on a Riemann
surface; 2) Select a set of symmetric points in the Poincare´ disk to establish the hyperelliptic
curve; 3) The Fuchsian group uniformizing region comes by the use of the FDE; 4) Quotients of
the FDE linearly independent solutions, give rise to the generators of the associated Fuchsian
group. Equivalently, this implies the determination of the decision region (Voronoi region) of a
digital signal. Hence, the following results are achieved: 1) from the solutions of the FDE, the
Fuchsian group generators are established. Since the vertices of the fundamental polygon are
at the boundary of D2, its area (largest possible) implies the least symbol error probability as a
performance measure of a digital communication system; 2) a relation between the parameters
of the tessellation {p, q} and the degree of the hyperelliptic curve is established. Knowing g,
related to the hyperelliptic curve degree, and p, number of sides of the fundamental polygon
derived from Whittaker’s uniformizing procedure, the value of q is obtained from the Euler
characteristic leading to one of the {4g, 4g} or {4g+2, 2g+1} or {12g−6, 3} tessellation. These
tessellations are important due to their rich geometric and algebraic structures, both required
in classical and quantum coding theory applications.
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1 Introduction
The proposal to use topological spaces as a first step towards the design of general systems
(pattern recognition, and biological, just to name a few) is getting the attention lately, by showing
its efficiency in the construction of new signal constellations, [10, 11, 39, 8, 31], in the construction
of new topological quantum codes, [22, 13, 3, 30, 21], in the construction of holographic codes,
[29, 24, 6], and several other problems as relevant as the ones just mentioned. For instance, regarding
the design of reliable, efficient, and less computationally complex digital communication systems,
this change of paradigm makes it possible to include new mathematical concepts, like the ones
shown in this paper, not previously considered in the aforementioned systems.
It is by the attributed relevance to the communication channel that it will be possible to
introduce new strategies to overcome interferences, noise, and other forms of impairments. In
this direction, consider a discrete memoryless channel (DMC). The identification of the proper
topology follows from the embedding of this channel on compact surfaces, minimal surfaces, [26],
or composition of both as is the case of holographic codes, [29].
Among the topological invariants, the genus, g, of a surface is the relevant invariant in this new
proposal, for it provides the possibility to analyze the surface’s geometric and algebraic properties
where the DMCs will be embedded, [9, 38, 15].
Since our interest lies on the cases where g ≥ 2, it follows that subgroups and quotient of
groups associated to the discrete groups of isometries (Fuchsian groups) of a regular tessellation in
the hyperbolic plane of the type {p, q} establishes the signal set that will be constructed, [9, 25],
where p denotes the number of sides of the regular polygon and q denotes the number of such
polygons meeting at each vertex. The strategy to systematize the procedure is to interpret the
fundamental region of the tessellation {p, q} as the uniformizing region of an algebraic curve derived
from the Fuchsian differential equation corresponding to the compact surface, which embeds the
DMC channel.
In [41, 42, 43, 27, 7, 18, 4, 5] the relationship between the Fuchsian groups and the Fuchsian
differential equations is considered. In [28], it was realized a detailed study of these FDEs (where the
hypergeometric differential equations stand out as the most analyzed ones) and the relationship
of these equations with the elements of the hyperbolic geometry. In [42], the objective was to
establish the necessary and sufficient conditions such that the quotient of two FDE solutions should
be Fuchsian.
The objective of this paper is to propose a systematic approach for the construction of hy-
perbolic signal sets from the uniformization of hyperelliptic curves by the use of the Fuchsian
differential equation. To the best of our knowledge, the procedure leading to the determination
of the uniformizing region of a hyperelliptic curve has not been employed previously in problems
related to communication theory.
To achieve this goal, the steps to be followed in this systematic approach are described next:
1) Let C be a DMC and Km,n the corresponding complete bipartite graph;
2) Determine the minimum, gm, and maximum, gM , values taken by g (gm ≤ g ≤ gM ) of the
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compact surface where Km,n may be embedded as a two-cell embedding, [34], that is,
gm(Km,n) =
{
(m− 2)(n − 2)
4
}
for m,n ≥ 2, and {a} denotes the least integer greater than or equal to the real number a,
and
gM (Km,n) =
[
(m− 1)(n − 1)
2
]
for m,n ≥ 1, and [a] denotes the greatest integer less than or equal to the real number a. For
more detailed information, we refer the reader to [9], [34] and [35].
3) Knowing gm and gM , choose a set of symmetric points S = {s1, s2, . . . , s(2g+1)} in the Poincare´
disk and for each value of g such that gm ≤ g ≤ gM , establish the hyperelliptic curve y
2 =
f(z) = (z − s1)(z − s2) . . . (z − s(2g+1));
4) Given the second order FDE
d2y
dz2
+
3
16
[(
f ′(z)
f(z)
)2
−
2g + 2
2g + 1
f ′′(z)
f(z)
]
y = 0
determine the fundamental region which will uniformize the hyperelliptic curve, or equiv-
alently, determine the associated Fuchsian group, where the generators of the group are
quotients of the linearly independent solutions of this FDE.
The Whittaker proposal can not be generalized to any algebraic curve. To the best of our
knowledge, Rankin [33] establishes a set with the largest number of algebraic curves for which the
Whittaker proposal holds, that is, for the curves of the form ym = zp(zn − 1)r, where m, p, n and
r are positive integers. It has been shown in [18] that although the established Rankin algebraic
curves have many automorphisms, however there are algebraic curves with less automorphisms
satisfying Whittaker proposal. We call attention to the fact that our interest is in hyperelliptic
curves where m = 2, p = 0, n = 2g + 1 or n = 2g + 2, and r = 1, implying that y2 = z2g+1 ± 1 or
y2 = z2g+2 ± 1. The relevance of these two curves lies on the fact that they lead to the {4g, 4g}
and {4g + 2, 2g + 1} tessellations, respectively, for which there is an algorithm to find arithmetic
Fuchsian groups, [32], leading to the construction of hyperbolic lattice codes. We consider in this
paper only the case n = 2g + 1 since the case n = 2g + 2 has the same number of branch points.
Hence, given a hyperelliptic curve satisfying Whittaker’s proposal with all of its roots at the
boundary of the Poincare´ disk, the following results are expected to be achieved.
• To identify the generators of the Fuchsian subgroup associated with the fundamental region
which uniformizes the given hyperelliptic curve;
• To establish a relation between the degree of the hyperelliptic curve and the parameters p and
q of the tessellation {p, q}, where p is derived from the uniformizing region of the hyperelliptic
curve.
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This paper is organized as follows. In Section 2, the necessary concepts for grasping the content
of the paper is presented. In Section 3, Whittaker’s proposal, [42], is briefly reviewed and the curve
y2 = z5+1 is taken into consideration. In Section 4, we show how to obtain the Fuchsian subgroup
associated with a given hyperelliptic curve whose fundamental region is the limiting case, that is,
all of its roots (vertices) are at the boundary of D2. A relation between the hyperelliptic curve
degree and the parameters of the tessellation is also derived. Finally, in Section 5, the conclusions
are drawn. In the Appendix, it is considered a detailed description of Whittaker’s proposal in order
to fill in some essential steps left out of in obtaining the generators of the Fuchsian group associated
with the uniformizing region of the given hyperelliptic curve.
2 Preliminaries
In this section, we present some essential concepts needed in this paper.
2.1 Elements of hyperbolic geometry
When considering surfaces with genus g ≥ 2, the corresponding geometry is the hyperbolic
geometry. There are four models in this geometry. However, we consider only the model of the
Poincare´ disk D2 = {z ∈ C||z| < 1}, we refer the reader to [20] for more detailed information.
Definition 2.1. [20] The transformations identified in PSL(2,R) =
SL(2,R)/{±I} are classified in three types according to the value taken by the absolute value of
the matrix trace. Let T (z) = az+bcz+d , a, b, c, d ∈ Z, with ad − bc = 1. In this way, T is an elliptic
transformation, if |Tr(T )| = |a+ d| < 2, a parabolic transformation, if |Tr(T )| = |a+ d| = 2, and
a hyperbolic transformation, if |Tr(T )| = |a+ d| > 2.
Given a set A ⊂ D2, its hyperbolic area µ(A), is defined as
µ(A) =
∫
A
4dxdy
(1− (x2 + y2))2
,
if the integral exists and is finite.
Theorem 2.1. [40](Gauss-Bonnet) Let A be a hyperbolic triangle with angles α, β, and γ. Then,
the hyperbolic area of A is given by µ(A) = pi − (α+ β + γ).
Definition 2.2. [20] The Mobius transformations are isometries, that form a subgroup of the
isometries of the Poincare´ disk, Isom(D2).
Definition 2.3. [20] A regular tessellation of the hyperbolic plane is a partition consisting of
polygons, all congruent, subject to the constraint of intercepting only at sides and vertices, and also
having the same number of polygons meeting at each vertex, independent of the vertex. Therefore,
there are infinite regular tessellations in D2.
Definition 2.4. [20] The side-pairing of a regular hyperbolic polygon Pp is a set of isometries
φ = {Tτ |τ ∈ A} such that, for each side τ ∈ A : there exists a side τ
′
= τ and the isometries Tτ
and Tτ ′ , satisfying Tτ ′ = T
−1
τ and if τ is a side of Pp then τ
′
= P ∩ T−1τ (P ).
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Theorem 2.2. [38] Let Pp be a Dirichlet region associated with the Fuchsian group Γp and v1, · · · , vp
the p vertices of Pp. Let v1, · · · , vt, where t ≤ p, be the vertices of a cycle and δ1, · · · , δt the internal
angles in the corresponding vertices. If m denotes the order of the stabilizer in Γp of one of the
vertices of the cycle, then
δ1 + δ2 + · · ·+ δt =
2pi
m
. (1)
As a consequence of Theorem 2.2, it follows that if one of the vertices v1, · · · , vt, t ≤ p, of a
cycle of vertices is not a fixed point, then m = 1. Since the Fuchsian groups Γp coming from the
uniformization process for the hyperelliptic curve does not have elliptic elements, it follows that
the condition in (1) is given by,
δ1 + δ2 + · · ·+ δt = 2pi,
where t ≤ p. Furthermore, given a regular tessellation {p, q}, since there are q of these polygons
meeting at each vertex of Pp, it follows that the internal angles in the corresponding vertices are
2pi/q. Hence, by Theorem 2.2, it follows that each cycle must have exactly q vertices and the
amount of cycles in a tessellation {p, q} is pq . Thus, q must divide p.
2.2 Cross-ratio
Definition 2.5. [20] Let z1, z2, z3, z4 be distinct points in the extended complex plane. Thus, the
cross-ratio [z1, z2, z3, z4] is defined by
[z1, z2, z3, z4] =
(z1 − z2)(z3 − z4)
(z2 − z3)(z4 − z1)
.
2.3 Differential equations in the complex plane
In this subsection, we present the concepts and results related to second-order Fuchsian dif-
ferential equations (FDEs).
2.3.1 Fuchsian differential equations
Differential equations where all the singular points are regular singular points are called Fuch-
sian differential equations or, simply, Fuchsian equations.
Definition 2.6. [37] The second order differential equation
y′′(z) + p(z)y′(z) + q(z)y(z) = 0, (2)
is called second order Fuchsian differential equation if every singular point in the extended complex
plane is regular, that is, if the singularity in p(z) is a simple pole and in q(z) is a pole of at most
order 2.
Example 2.1. The hypergeometric differential equation (HDE) is given by
z (z − 1) y′′(z) + [(α+ β + 1) z − γ] y′(z) + αβy(z) = 0,
and has three regular singular points at z = 0, z = 1 and z =∞.
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The solution of a second-order FDE with at least three regular singular points may be reduced
to a solution of an HDE. The solutions of the FDE are established using the Frobenius method, [37].
This method makes it possible to calculate the solutions of an n order FDE in a regular singular
point.
2.4 Solutions to the Hypergeometric differential equation
In this section we present the solutions of the hypergeometric differential equation related to
each one of the three singularities at z = 0, z = 1 and z = ∞, for more detailed information we
refer the reader to [37], [23], [2]. The reason for presenting the HDE solutions is that they are part
of the final steps toward the solution of the FDE.
Consider the hyperelliptic differential equation
z(1− z)y′′(z) + [γ − (1 + α+ β)z]y′(z) − αβy(z) = 0. (3)
From [37], the solutions of the equation (3) at the singularities are given by:
1. Solutions at z = 0: γ 6= 0 and γ 6∈ Z negative.
w10(z) = F (α, β; γ; z)
w20(z) = z
1−γF (α+ 1− γ, β + 1− γ; 2− γ; z)
2. Solutions at z = 1: γ − (α+ β) 6∈ Z positive.
w11(z) = F (α, β; 1 − γ + α+ β; 1− z)
w21(z) = (1− z)
γ−α−βF (γ − β, γ − α; 1− γ − α− β; 1− z)
3. Solutions at z =∞: α− β 6∈ Z negative.
w1∞(z) = z
−αF (α, 1 − γ + α; 1 − β + α; z−1)
w2∞(z) = z
−βF (β, 1 − γ − β; 1 + β − α; z−1)
Definition 2.7. [2] The hypergeometric function is defined as
F (α, β; γ; z) =
Γ(γ)
Γ(α)Γ(β)
∞∑
n=0
Γ(α+ n)Γ(β + n)
Γ(γ + n)
zn
n!
.
Since the solutions are given by expressions that involve the hypergeometric function, we
present some of its properties.
1. F (α, β; γ; z) = F (β, α; γ; z)
2. F (α, β; γ; 1) = Γ(γ)Γ(γ−α−β)Γ(γ−α)Γ(γ−β) , γ 6= 0,−1,−2, . . . e Re(γ) > Re(α+ β)
3. F (α, β; γ; 0) = 1
6
Construction of Hyperbolic Signal Sets from the Uniformization of Hyperelliptic Curve
4. F (α, β;β; z) = (1− z)−α
5. F (α, β; γ; z) = (1− z)γ−α−βF (γ − α, γ − β; γ; z)
6. (1− z)F (α, β; γ − 1; z) = 1 + z
(
α+β−2γ+1
γ−1
)
F (α, β; γ; z) + (α−γ)(β−γ)γ(γ−1) F (α, β; γ + 1; z).
The analytical continuation, [2], relates the solutions of the HDE. Thus, the solutions at z = 0
may be rewritten as the linear combination of the solutions at z = 1, namely,
F (α, β; γ; z) =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)
F (α, β;α + β − γ + 1; 1 − z)
+
Γ(γ)Γ(α+ β − γ)
Γ(α)Γ(β)
(1− z)γ−α−βF (γ − α, γ − β; γ − α− β + 1; 1− z)
with |arg(1− z)| < pi.
Besides, the solutions at z = 0 may also be rewritten as the linear combination of the solutions
at z =∞, namely,
F (α, β; γ; z) =
Γ(γ)Γ(β − α)
Γ(γ − α)Γ(β)
(−z)−αF (α, 1 − γ + α; 1− β + α; z−1)
+
Γ(γ)Γ(α− β)
Γ(α)Γ(γ − β)
(−z)−βF (β, 1 − γ + β; 1− α+ β; z−1)
with |arg(−z)| < pi.
Remark 2.1. The development of (−x)−k makes use of the fact that ln(−1) = ±pii:
(−x)−k = eln(−x)
−k
= e−k ln(−x) = e−k ln((−1)x) = e−k[ln(−1)+ln(x)]
= e−k ln(−1)e−k ln(x) = e±kpiieln(x)
−k
= x−ke±kpii.
2.5 Uniformization
This subsection follows a similar concept in [16] and [36] closely, due to the didactical and
clear form of exposition. Consider the circle given by X2 + Y 2 = 1. The two parametric forms
associated with this equation are given by Y = sin z, X = cos z, and by Y = 2z
1+z2
and X = 1−z
2
1+z2
.
Note that X is a two-valued function of Y , whereas, in the two parametric forms, both Y and X are
one-valued functions. Therefore, the parametric solutions uniformize the circle. These functions
are called automorphic functions.
From the Riemann surface theory it is known that a compact Riemann surface can be viewed
either as an algebraic curve G(X,Y ) = 0, or as the quotient space of the unit disc D2 by the
action of a Fuchsian group. Hence, let f1(z), f2(z) be two automorphic functions belonging to
the same group and having the same definition domain. Thus, there exists an algebraic relation
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G(f1, f2) = 0. If X is an algebraic function of Y , defined by the relation G(X,Y ) = 0, then the
functions X = f1(z) and Y = f2(z) uniformize the algebraic function. Note that given G(X,Y ) =
p0(Y )X
m+p1(Y )X
m−1+· · ·+pm(Y ) = 0, where pi(Y ) are polynomials, and G(X,Y ) is irreducible,
then for each value of Y there are m distinct values of X. Then, the Riemann surface of X as a
function of Y is a closed surface of two sides with m-sheets with a finite number of ramification
points.
2.6 Hyperelliptic functions
We refer the reader to [16], [41], and [17], and references within, for more detailed information.
Definition 2.8. Let K be a field and K its algebraic closure. A hyperelliptic curve C of genus g,
(g ≥ 1), over K is an equation of the form:
C : y2 + h(z)y = f(z) in K[z, y], (4)
where h(z) ∈ K[z] is a polynomial of degree at most g, f(z) ∈ K[z] is a monic polynomial of degree
2g+1, and do not exist solutions (z, y) ∈ K×K simultaneously satisfying the equation y2+h(z)y =
f(z) and the partial derivatives equations 2y + h(z) = 0 and h′(z)y − f ′(z) = 0. A singular point
in C is a solution (z, y) ∈ K ×K simultaneously satisfying the equation y2 + h(z)y = f(z) and the
partial derivatives equations 2y + h(z) = 0 and h′(z)y − f ′(z) = 0.
Hyperelliptic curves are a special class of algebraic curves and may be seen as a generalization
of elliptic curves. There are hyperelliptic curves for every genus g ≥ 1. The degree of the polynomial
determines the genus of the curve: a polynomial of degree 2g + 1 or 2g + 2 implies that the genus
of the curve is g.
3 Whittaker’s Proposal for Determining the Uniformization Re-
gion of a Hyperelliptic Curve
The composition of a signal set in the modulator and a set of decision rules in the demodulator
establishes a discrete memoryless channel. Hence, this channel may be represented by a graph. It
is by the embedding of this graph on surfaces that the genus, g, is obtained, [26] and [34]. Knowing
g, the degree of the hyperelliptic curve is either 2g + 1 or 2g + 2, for g ≥ 1. Knowing the linearly
independent solutions to the Fuchsian differential equation (determination of the generators of the
Fuchsian group), the uniformization region of the hyperelliptic curve is known. Therefore, the
number of sides of the fundamental polygon is known. From Theorem 2.2, it follows that each cycle
must contain exactly q vertices and the number of cycles in a tessellation {p, q} is given by p/q.
Consequently, this ratio provides the number of vertices V of the fundamental polygon to be used in
the Euler characteristic of the surface, that is, χ(Γp) = V −E+F = p/q − p/2 + 1 = 2−2g, where
E denotes the number of sides, and F the number of faces. However, knowing the genus, g, and the
number of sides, p, from the Euler characteristic, the value of q is found. Therefore, the tessellation
{p, q}, is specified. Note that these values have to satisfy the inequality (p − 2)(q − 2) > 4, [15].
The previous arguments reveal the importance of the uniformization procedure in obtaining the
fundamental polygon.
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3.1 Whittaker’s proposal
Whittaker in [42] proposes the following result,
Conjecture 3.1. Consider the hyperelliptic curve
y2 = (z − e1)(z − e2)...(z − e2g+2) = f(z). (5)
The uniformization variable of (5) is the quotient of two linearly independent solutions to the
Fuchsian differential equation
d2y
dz2
+
3
16
{
2g+2∑
r=1
1
(z − er)2
+
−(2g + 2)z2g + 2gp1z
2g−1 + c1z
2g−2 + ...+ c2g−1
(z − e1)(z − e2)...(z − e2g+2)
}
y = 0, (6)
where p1 =
∑
er, and c1, ..., c2g−1 are constants which depend on the roots of the hyperelliptic curve
and are determined by the condition that the associated group is Fuchsian, [41] and [27]. Thus, (6)
may be rewritten as
d2y
dz2
+
3
16
{[
f ′(z)
f(z)
]2
−
2g + 2
2g + 1
f ′′(z)
f(z)
}
y = 0.
Whittaker’s proposal holds when the solutions to the FDE lead to generators of a Fuchsian
group whose associated fundamental region is the uniformization region of a hyperelliptic curve.
The algebraic curves which are known to date and satisfy the Whittaker proposal are:
• y2 = z2g+1 + 1, [14];
• y2 = z2g+2 − 1, [12];
• yp = z2g+2 − 1, where p divides 2g + 2, [12];
• y2 = z(z4 − 1), [7].
Whittaker in [42] considered the hyperelliptic curve y2 = z5+1 as an instance for the determi-
nation of its uniformization region. Mursi, [27], considered the case y2 = z7+1. Dhar in [14], proved
the proposal for the case y2 = z2g+1 + 1 and, Dalzell in [12], proved for the curves y2 = z2g+2 − 1
and yp = z2g+2− 1,where p divides 2g+2. The uniformization of the Bolza surface was carried out
by Burnside in [7]. However, Brezhnev in [5] uses a different approach when considering the case
y2 = z(z4−1). This hyperelliptic curve is the affine model of the Bolza surface, and it is a compact
Riemann surface of genus 2 with the highest possible order of the conformal automorphism group
in genus 2.
3.2 Classical procedure
The classical procedure, as shown in [42], [27] and [14], considers the hyperelliptic curve y2 =
z2g+1+1, g ≥ 2. Hence, the linear differential equation is of the form y′′(z)+p(z)y′(z)+q(z)y(z) = 0,
which may be reduced to y′′ +Q(z)y = 0, [23].
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Once the FDE is specified, the procedure consists in realizing variable changes and algebraic
manipulations to arrive at the hypergeometric differential equation. As mentioned in subsection
2.3, the HDE is given by
z (z − 1) y′′(z) + [(α+ β + 1) z − γ] y′(z) + αβy(z) = 0,
having three regular singular points at z = 0, z = 1 and z =∞.
Under the geometric point of view, this is a hyperbolic triangle. There are two cases to consider
leading to the same value taken by g. The first case is to consider the hyperbolic triangle having two
generators, one being a parabolic transformation and the other one is an elliptic transformation.
The second case is to consider the hyperbolic triangle having three generators, all three being
elliptic transformations. Topologically, these regions are identified as a surface of genus g = 0
and, therefore, a sphere. The second case is the one used in Whittaker’s procedure. It is known
that HDE has twenty-four solutions. If they are considered three-by-three, the solutions may be
rewritten as a linear combination, see volume 1 of [2]. The next step is to find the quotient of two
linearly independent solutions of the HDE, leading to the generators (Mobius transformations) of
the Fuchsian group.
3.3 The uniformization procedure for the curve y2 = z5 + 1
Dhar in [14] has proved that the hyperelliptic curve y2 = z2g+1+1 = f(z) satisfies Whittaker’s
proposal. Hence, the proper FDE, satisfying the condition that the group is Fuchsian, is given by
d2y
dz2
+
3
16
[(
f ′(z)
f(z)
)2
−
2g + 2
2g + 1
f ′′(z)
f(z)
]
y = 0. (7)
Without loss of generality, consider the hyperelliptic curve y2 = z5 + 1 = f(z). Although this
was the curve considered by Whittaker, [42], we present next a short version of the steps to be
followed in finding the uniformization region of the given curve. We refer the reader to [19] and
also to the Appendix where Whittaker’s procedure is thoroughly revised to fill in important steps
left out of in [42] and [14], a lengthy derivation, and to describe the whole procedure to obtain
the generators of the Fuchsian group and the Fuchsian subgroup associated with the fundamental
region which will uniformize the given hyperelliptic curve. We hope this effort may be helpful not
only in shedding some light on this procedure as well as to highlight it as a promising alternative
to be employed in the design of new digital communication systems.
Example 3.1. Given y2 = z5 + 1, a curve of genus g = 2, it is known that this curve satisfies
Whittaker’s proposal, (7). Hence,
d2y
dz2
+
3
16
[
52z8
(1 + z5)2
−
24z3
1 + z5
]
y = 0 (8)
From proper variable changes and algebraic manipulations, see Appendix, we arrive at the
HDE given by
x(1− x)u′′(x) +
[
4
5
−
8
5
x
]
u′(x)−
2
25
u(x) = 0. (9)
10
Construction of Hyperbolic Signal Sets from the Uniformization of Hyperelliptic Curve
Thus, the hypergeometric function associated with the HDE (9) is given by
F (α, β; γ;x) = F
(
1
5
,
2
5
;
4
5
;x
)
.
In order to simplify the notation, consider a = 15 . With this, α = a, β = 2a and γ = 4a.
Therefore, the hyperelliptic curve y2 = z5 + 1, whose associated FDE is given by (8), leads to the
HDE (9) and the associated hypergeometric function is
F (α, β; γ;x) = F (a, 2a; 4a;x).
Next, we find the solutions to the HDE (9); see [37] for more detailed information. Note that
the HDE has three singularities at x = 0, x = 1, and x =∞, see subsection 2.4.
1- The solutions at x = 0 are
• w10(x) = F (α, β; γ;x) = F (a, 2a; 4a;x),
• w20(x) = x
aF (2a, 3a; 6a;x).
2- The solutions at x = 1 are
• w11(x) = F (a, 2a; 4a; 1 − x),
• w21(x) = (1− x)
aF (2a, 3a; 6a; 1 − x).
3- The solutions at x =∞ are
• w1∞(x) = x
−aF (a, 2a; 4a;x−1),
• w2∞(x) = x
−2aF (2a, 3a; 6a;x−1).
Relating the solutions w10(x) with w1∞(x) and w2∞(x), and w20(x) with w1∞(x) and w2∞(x),
and using t = w20(x)/w10(x) as the uniformizing variable, with t denoting w20(x)/w10(x) at i∞
and t′ denoting w20(x)/w10(x) at −i∞, after variable changes and algebraic manipulations, see
Appendix, we end up with the uniformizing variable.
t′1 =
[2(cos pia) exp(−3piai)]t1 − i(cos 2pia+ cospia)/ sin pia
(2i sin pia)t1 + 2(cos pia)exp(3piai)
. (10)
Relating the solutions w11(x), with w1∞(x) and w2∞(x), and w21(x) with w1∞(x) and w2∞(x),
similarly as in the previous procedure, the quotient of the two solutions undergoes the following
transformation as x passes from i∞ to −i∞, rounding x = 0,
t′1 = {exp(2piai)}t1. (11)
Substituting the following transformations
t1 = it2(cot pia) exp(2piai),
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and
t2 =
√
(cos 2pia+ cos pia)
cos2 pia
t3,
in (11) and (10), we end up
t′3 =
{exp(−piai)}
√
(cos 2pia+cos pia)
cos2 pia
t3 − 1
{exp(−piai)}t3 −
√
(cos 2pia+cos pia)
cos2 pia
−1 ,
and
t′3 = {exp(2piai)}t1.
Thus, knowing the transformations t′1, and t
′
3 and its inverse, it follows that t
′
1 ◦ (t
′
3)
−1 is the
resulting transformation of the quotient of the two solutions of (9) when z passes successively by
the two circuits, namely, from the infinite to the singularity z1 = e
apii, rounding it, and returning
to infinite, and from the infinite to the singularity z2 = e
3apii, rounding it, and returning to infinite.
Therefore, the Mobius transformations are given by
Sj(t) =
(2 cos(api)− 1)−1/2 t− e
1
2
(4k+1)apii
e−
1
2
(4k+1)apiit− (2 cos(api)− 1)−1/2
,
or in the matrix form by
Sj =

 (2 cos(api)− 1)
−1/2 −e
1
2
(4k+1)apii
e−
1
2
(4k+1)apii − (2 cos(api)− 1)−1/2

 ,
where a = 1/5, j = 1, . . . , 5 and k = 0, 1, 2, 3, 4 are the generators of the Fuchsian group Γ0.
Fig. 1 shows the polygon in D2 resulting from the Whittaker procedure.
Note in Fig. 1 that the vertices originating from the Mobius transformations Sj, with j =
1, 2, 3, 4, 5, are inside D2. The Fuchsian group generated by Sj (elliptic transformations), with
j = 1, 2, 3, 4, 5, is denoted by Γ0 since this pentagon is the fundamental polygon of a surface with
g = 0. The uniformizing region for the curve y2 = z5 + 1 is the juxtaposition of two of these
polygons giving rise to a polygon with eight sides and genus g = 2. The corresponding generators
are given by S2S1, S3S1, S4S1, and S5S1 leading to the Fuchsian subgroup Γ8. The difference
between this procedure and the one to be considered in the next section is that the vertices arising
from the Mobius transformations are at the boundary of D2 denoted by ∂D2.
4 Procedure to Find the Uniformization Region Whose Vertices
are at the Boundary of D2
The objective of this section is to determine the generators of the Fuchsian group associated
with the polygon whose vertices are at the boundary of D2, when the hyperelliptic curve y2 =
12
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e1
e2
e3
e4
e5
S1
S2
S3
S4
S5
Figure 1: Fundamental region: regular pentagon
z(2g+1) ± 1 is considered. Since the curve y2 = z(2g+2) ± 1 has the same number of branch points
as the curve y2 = z(2g+1) ± 1 it follows that there is no need to consider it.
In order to find the uniformization region, we make use of Whittaker’s procedure to obtain
the generators of the Fuchsian group. Next, by use of hyperbolic isometries, the vertices of this
region are allocated in the boundary of the Poincare´ disk. Since the allocated vertices are similar,
up to rotation, to the roots of the hyperelliptic curve, it follows that the procedure then makes use
of the roots of the given hyperelliptic curve (y2 = z(2g+1) ± 1) as the vertices to be used in the
determination of the generators of the Fuchsian group, Γ0. Note that the vertices at the boundary
of the disk reduces the computational complexity substantially in finding the generators of the
Fuchsian group, and so rather than solving the FDE, we use the strategy that the fundamental
polygon has its vertices at the boundary of the Poincare´ disk. This strategy is twofold: it is
relatively easy to determine the Mobius transformations, and the signal decision region has the
most significant area leading to the least error probability.
Note that determining the uniformization region is equivalent to knowing its number of sides,
p. Thus, a relation between the degree of the hyperelliptic curve and the number of sides of the
polygon associated with the fundamental region may be established.
Therefore, the procedure begins by determining the vertices of the polygon in D2, which are the
roots of the hyperelliptic curve. Knowing these roots, the sides of this regular hyperbolic polygon
consist of geodesics connecting pair of subsequent vertices. Thus, given two distinct points, z1 and
z2, there exists a unique geodesic in D
2 connecting z1 to z2, [1]. Furthermore, the geodesics are
13
Erika Patricia Dantas de Oliveira Guazzi and Reginaldo Palazzo Ju´nior
characterized by use of the cross-ratio which are also elliptic Mobius transformations given by
Sj(z) =
az + b
cz + d
←→ Sj =
(
a b
c d
)
,
with ad− bc = 1 and Tr(Sj) = a+d < 2, where j = 1, . . . , n and n is the degree of the hyperelliptic
curve.
Fixing one of these elliptic transformations, for instance, Sk, and multiplying it by the re-
maining elliptic transformations, Sj for every j 6= k, lead to hyperbolic transformations. This new
polygon has 2(n − 1) sides, where n denotes the number of sides of the polygon arising from the
roots of the hyperelliptic curve, and this region is the fundamental region which uniformizes the
hyperelliptic curve.
Since the elliptic transformations satisfy the condition that the determinant is 1, then S2j = I,
where I denotes the identity matrix. Hence, the Fuchsian group is obtained whose generators are
the elliptic transformations as the result of the quotients of the linearly independent solutions of
the hypergeometric differential equation. Next, by use of the Scilab software, the generators of
the Fuchsian subgroup Γ8 = 〈SkSj〉 are determined. Recall that the subgroup Γ8 identifies the
fundamental region of the compact surface, which uniformizes the hyperelliptic curve.
As a consequence of the procedure where the singularities or vertices of the polygon are at the
boundary of D2, we present next the steps of the algorithm to find the Fuchsian subgroup.
Algorithm to Obtain the Fuchsian Subgroup in D2
Step 1- Select a set of 2g + 1 symmetric points in D2 as the roots of the hyperelliptic curve;
Step 2- For each two subsequent vertices of the hyperbolic polygon, determine the elliptic transfor-
mation,
Sj(z) =
az + b
cz + d
←→ Sj =
(
a b
c d
)
with ad− bc = 1, |tr(Sj)| < 2 and j = 1, . . . , (2g + 1);
Step 3- The generators of the Fuchsian group Γ0 are specified by Sj, j = 1, . . . , (2g + 1);
Step 4- Fix one of the elliptic transformations, for instance Sk, and multiply it by all the remaining
elliptic transformations SkSj , for every j 6= k, and verify if every SkSj is hyperbolic. The
resulting set of such transformations consists of the generators of the Fuchsian subgroup Γ4g;
Step 5- Knowing g and p, either select q from the inequality (p− 2)(q − 2) > 4 or find q by using the
Euler characteristic χ(Γp) = p/q − p/2 + 1 = 2− 2g.
Given z1 and z2, two consecutive vertices of the regular hyperbolic polygon and the mid-
point m, by use of the cross-ratio the geodesic connecting these two vertices is obtained and it is
perpendicular to the boundary of D2, see Fig. 2. This geodesic is given by
w =
[z1(m− z2)
2 − z2(m− z1)
2]z + [z22(m− z1)
2 − z21(m− z2)
2]
[(m− z2)2 − (m− z1)2]z + [z2(m− z1)2 − z1(m− z2)2]
.
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z2
z1
S
m
Figure 2: Geodesic between z1 and z2 in D
2
Since it is an elliptic transformation, the vertex z1 is taken to vertex z2, and vice-versa, and the
midpoint m is a fixed point.
The transformation w has determinant not equal to one. Therefore, normalization is necessary.
This normalization is achieved if we multiply w by 1/det(w). Hence, the elliptic transformation S,
acting on the side of the regular hyperbolic polygon in D2 is given by
S =
[z1(m−z2)2−z2(m−z1)2]
det(w) z +
[z2
2
(m−z1)2−z21(m−z2)
2]
det(w)
[(m−z2)2−(m−z1)2]
det(w) z +
[z2(m−z1)2−z1(m−z2)2]
det(w)
.
4.1 Example
In this subsection, we make use of the previous algorithm when the curve is y2 = z2g+1 − 1,
for g = 2.
Example 4.1. Given the curve y2 = z5 − 1, of genus 2, its roots are c1 = 0.3090 + 0.9511i,
c2 = −0.8090 + 0.5878i, c3 = −0.8090− 0.5878i, c4 = 0.3090− 0.9511i and c5 = 1. These roots are
at the boundary of D2, see Fig. 3, and the polygon is regular.
By using the cross-ratio, the geodesic associated with each side of the regular hyperbolic polygon
and its midpoint are determined. From this, the corresponding elliptic transformations are obtained.
The midpoint of each geodesic is given by m1 = −0.1575+0.4846i, m2 = −0.5095, m3 = −0.1575−
0.4846i, m4 = 0.4122 − 0.2995i and m5 = 0.4122 + 0.2995i, as shown in Fig. 3. The elliptic
transformation acting on the side containing c1 and c2, for instance, comes from the use of the
cross-ratio given by
w =
[c1(m1 − c2)
2 − c2(m1 − c1)
2]z + [c22(m1 − c1)
2 − c21(m1 − c2)
2]
[(m1 − c2)2 − (m1 − c1)2]z + [c2(m1 − c1)2 − c1(m1 − c2)2]
,
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c1
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c3
c4
c5
T1
T2
T3
T4
T5
m1
m2
m3
m4
m5
Figure 3: Polygon arising from the roots of z5 − 1 = 0 in D2
where m1 is the midpoint of this side. Since det(w) 6= 1, after normalization, the elliptic transfor-
mation T1 is given by
T1 =
1.7013iz + (1.30902 + 0.425325i)
(1.30902 − 0.425325i)z − 1.7013i
.
Similarly, the remaining elliptic transformations are given by
T2 =
−1.7013iz − 1.3763i
1.3764iz + 1.7013i
T3 =
1.7013iz + (−1.3090 + 0.4253i)
(−1.3090 − 0.4253i)z − 1.7013i
,
T4 =
−1.7013iz + (0.8090 + 1.1135i)
(0.8090 − 1.1135i)z + 1.7013i
T5 =
−1.7013iz + (−0.8090 + 1.1135i)
(−0.8090 − 1.1135i)z + 1.7013i
.
Note that tr(Tj) = 0 and det(Tj) = 1, for j = 1, . . . , 5. In addition to being elliptic transfor-
mations they are also the generators T1, T2, T3, T4 and T5 of the Fuchsian group Γ0 associated with
the hyperelliptic curve.
Note that, from Fig. 3, the polygon in D2 arising from the roots of y2 = z5 − 1 is regular.
In this way, we may select T1 as the fixed elliptic transformation and multiply it by the remaining
elliptic transformations. Thus,
T1T2 =
(2.3090 + 1.8017i)z + (1.6180 + 2.2270i)
(1.6180 − 2.2270i)z + (2.3090 − 1.8017i)
,
T1T3 =
(−4.4271 − 1.1135i)z − 4.4541i
4.4541iz + (−4.4271 + 1.1135i)
,
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T1T4 =
(4.4271 − 1.1135i)z + (−2.6180 + 3.6034i)
(−2.6180 − 3.6034i)z + (4.4271 + 1.1135i)
,
and
T1T5 =
(2.3090 − 1.8017i)z + (−2.6180 + 0.85066i)
(−2.6180 − 0.85066i)z + (2.3090 + 1.8017i)
.
Knowing the previous results, we have to verify if the transformations T1Tj, where j = 2, 3, 4, 5,
are hyperbolic, that is, the trace is a real number whose absolute value is greater than 2. Hence,
|Tr(T1T2)| = 4.6180, |Tr(T1T3)| = 8.8541, |Tr(T1T4)| = 8.8541 and |Tr(T1T5)| = 4.6180. There-
fore, the generators of the Fuchsian subgroup Γ8, forming the fundamental region, are hyperbolic
transformations T1T2, T1T3, T1T4 e T1T5, that is, Γ8 = 〈T1T2, T1T3, T1T4, T1T5〉.
Fig. 4 shows the fundamental region which uniformizes the given hyperelliptic curve.
c1
c2
c3
c4
c5
T1
T2
T3
T4
T5
m1
m2
m3
m4
m5
Figure 4: Fundamental region associated with y2 = z5 − 1 in D2
This example is just a glimpse of the many cases considered in [19].
Lastly, by exhibiting the fundamental region which uniformizes the given hyperelliptic curve,
it becomes possible to tile the Poincare´ disk. Nevertheless, the Fuchsian subgroup may not be
sufficient to determine which tessellation must be used. It is necessary to take into consideration
the degree of the hyperelliptic curve. However, once the tessellation is known, the action of a proper
Fuchsian subgroup on the uniformizing region leads to the desired signal constellation.
4.2 Relationship between the hyperelliptic curve and the associated tessellation
The objective is to obtain a relation between the hyperelliptic curve degree and the parameters
of the regular tessellation. Among the infinite tessellations in the hyperbolic plane, we call attention
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to the following ones: the self-dual tessellation {4g, 4g}, {4g+2, 2g+1}, and the densest tessellation
{12g − 6, 3}, where g = 0, 1, 2, . . . , is the genus of the associated surface. These tessellations have
rich algebraic and geometric structures that are beginning to be explored for applications in classical
and quantum coding theory.
Retaking the example of subsection 4.1, we notice that, given a hyperelliptic curve of degree
n, n ∈ N and n ≥ 3, its roots lead to an n side polygon. The juxtaposition of two such polygons
leads to a fundamental polygon with p = 2n − 2 sides. Hence, q can take any value satisfying the
inequality (p− 2)(q − 2) > 4, see Theorem 7.3.1 in [40].
In particular, our interest is in the hyperelliptic curves of the form y2 = z2g+1 ± 1 since
it is from these curves that arithmetic Fuchsian groups may be determined leading to complete
labeling of the corresponding hyperbolic lattices with applications in digital transmission as well
as in topological quantum codes. Thus, for the hyperelliptic curve of degree 2g + 1, it follows that
p = 2(2g + 1) − 2 = 4g + 2 − 2 = 4g. Then, the tessellation is {4g, q}, where q has to satisfy
the condition (p − 2)(q − 2) > 4. Similarly, given the hyperelliptic curve of degree 2g + 2, then
p = 2(2g+2)− 2 = 4g+4− 2 = 4g+2. Hence, the tessellation is {4g+2, q}, where q has to satisfy
the condition (p − 2)(q − 2) > 4. In special, we consider the hyperelliptic curve of degree 6g − 2
and so, p = 2(6g − 2) − 2 = 12g − 4 − 2 = 12g − 6. Then, the tessellation is {12g − 6, q}, where q
has to satisfy the condition (p − 2)(q − 2) > 4. Hence, we have the following result.
Proposition 4.1. Consider the hyperelliptic curve of degree n with n distinct roots in D2 forming
a regular hyperbolic polygon with n sides. From the juxtaposition of two of these polygons leads to
a polygon with p = 2(n − 1) sides. If the degree of the curve is
1. 2g + 1 then the associated tessellation is {4g, q}, where q satisfies (4g − 2)(q − 2) > 4;
2. 2g + 2 then the associated tessellation is {4g + 2, q}, where q satisfies 4g(q − 2) > 4;
3. 6g − 2 then the associated tessellation is {12g − 6, q}, where q satisfies (12g − 8)(q − 2) > 4;
where g is the genus of the associated surface.
Note that Proposition 4.1 establishes all the possible tessellations of D2 for a given number of
sides p. However, the following result shows that for a given compact surface, there is a specific value
that q may take. This comes from the Euler characteristic given by χ(Γp) = p/q−p/2+1 = 2−2g.
Proposition 4.2. Let g be a given value of the genus of a compact surface, with g ≥ 2. Consider
the hyperelliptic curve of degree n with n distinct roots in D2 forming a regular hyperbolic polygon
with n sides. The juxtaposition of two of these polygons leads to a polygon with p = 2(n− 1) sides.
1. If n = 2g + 1, then from the Euler characteristic q = 4g, leading to a self-dual tessellation
{4g, 4g}, satisfying (p− 2)(q − 2) = (4g − 2)(4g − 2) > 4;
2. If n = 2g + 2, then from the Euler characteristic q = 2g + 1, leading to the tessellation
{4g + 2, 2g + 1}, satisfying (p− 2)(q − 2) = (4g)(2g − 1) > 4;
3. If n = 6g − 2, then from the Euler characteristic q = 3, leading to the densest tessellation
{12g − 6, 3}, where q satisfies (p− 2)(q − 2) = (12g − 8)(1) > 4.
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5 Conclusions
We have presented in this paper a new approach to the construction of hyperbolic signal sets
matched to groups by use of Whittaker’s proposal for the uniformization of hyperelliptic functions
via Fuchsian differential equations (FDEs). The aim was to provide a systematic approach to the
design of new digital communication systems. This approach consisted of the four steps described
next:
1) Let C be a DMC and Km,n the corresponding complete bipartite graph;
2) Determine the minimum, gm, and maximum, gM , values taken by g (gm ≤ g ≤ gM ) of the
compact surface where Km,n may be embedded as a two-cell embedding;
3) Knowing gm and gM , select a set of (2g + 1) symmetric points in the Poincare´ disk for each
value of the genus g such that gm ≤ g ≤ gM , and establish the hyperelliptic curve;
4) From Whittaker’s proposal, determine the uniformizing region of the hyperelliptic curve, or
equivalently, the associated Fuchsian group, where the generators of the group are quotients
of the linearly independent solutions from the FDE.
Step 4 is the most significant step since the generators of the Fuchsian group Γ0 (elliptic
transformations) establish the fundamental polygon associated with the given hyperelliptic function,
from which the generators of a Fuchsian subgroup, Γp ⊂ Γ0, are derived.
The algebraic manipulations and variable changes were exhaustively taken into consideration
to fill in some essential steps left out of in obtaining the generators of the Fuchsian group associ-
ated with the uniformizing region of the given hyperelliptic curve. Because of the relevance and
systematization of Whittaker’s procedure in its completeness, we left to the Appendix for further
considerations.
We have shown a variation of Whittaker’s proposal for the construction of the signal sets. It
consists of making use of the results coming from Whittaker’s proposal, that is, where the vertices
of the fundamental polygon, Γ0, are inside the Poincare´ disk as well as the fundamental polygon
(associated with the generators of the subgroup Γp) which uniformizes the given hyperelliptic func-
tion. The variation was to take the previous vertices of the fundamental polygon, Γ0, and place
them at the boundary of the Poincare´ disk by use of hyperbolic isometries. Hence, generating a
new fundamental polygon (associated with the generators of Γ′0 as well as the fundamental polygon
(associated with the generators of Γ′p) which uniformizes the given hyperelliptic function. The mo-
tivation of the latter case was to find the largest area (Voronoi region) associated with the decision
region of a signal belonging to a signal set such that the performance of the digital transmission
system in terms of the symbol error probability is the least possible.
Furthermore, we established a relation between the degree of the hyperelliptic function with
the parameters of the tessellation {p, q}, leading to two cases as stated in Proposition 4.1 and
Proposition 4.2.
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6 Appendix
6.1 Algebraic Procedure to Uniformize the Hyperelliptic Curve y2 = z2g+1 + 1
The aim of this Appendix is to consider a detailed description of Whittaker’s proposal in
order to fill in some essential steps left out of in obtaining the generators of the Fuchsian group
associated with the uniformizing region of the given hyperelliptic curve. As it is well known, [42],
the uniformizing variable t for the hyperelliptic curve y2 = (z − e1)(z − e2)...(z − e2g+2) = f(z)
is such that the group of transformation consisting of the quotient of two linearly independent
solutions of the second order differential equation
d2y
dz2
+
3
16
{
2g+2∑
r=1
1
(z − er)2
+
−(2g + 2)z2g + 2gp1z
2g−1 + c1z
2g−2 + ...+ c2g−1
(z − e1)(z − e2)...(z − e2g+2)
}
y = 0, (12)
where p1 =
∑
er, and c1, ..., c2g−1 are constants which depend on the roots of the hyperelliptic
curve and are determined by the condition that the associated group is Fuchsian, [41], [27], and
[14] works which are closely followed. Thus, (12) may be rewritten as
d2y
dz2
+
3
16
{[
f ′(z)
f(z)
]2
−
2g + 2
2g + 1
f ′′(z)
f(z)
}
y = 0.
The first approach in Whittaker’s procedure is to arrive at the hypergeometric differential
equation (HDE). Thus, clever algebraic manipulations and proper variable changes are needed to
obtain its solutions. And finally, to realize the algebraic development of the quotient of two linearly
independent solutions.
Note that f ′(z) = (2g + 1)z2g and f ′′(z) = (2g + 1)(2g)z2g−1. Thus, (6.1) is of the form
d2y
dz2
+
3
16
[
(2g + 1)2z4g
(z2g+1 + 1)2
−
(2g + 1)2gz2g−1
z2g+1 + 1
]
y = 0. (13)
Consider y(z) = u(z)f(z)1/4 = u(z)(1 + z2g+1)1/4. It follows that
y′(z) = u′(z)(1 + z2g+1)1/4 + u(z)
2g + 1
4
(1 + z2g+1)−3/4z2g,
and
y′′(z) = (1 + z2g+1)1/4u′′(z) +
2g + 1
2
(1 + z2g+1)−3/4z2gu′(z)
+
[
−
3(2g + 1)2
16
(1 + z2g+1)−7/4z4g +
g(2g + 1)
2
(1 + z2g+1)−3/4z2g−1
]
u(z).
Substituting y′′(z), y′(z) and y(z) in (13) yields
(1 + z2g+1)1/4u′′(z) +
2g + 1
2
(1 + z2g+1)−3/4z2gu′(z)
+
[
(2g + 1)g
2
−
3(g + 1)g
4
]
(1 + z2g+1)−3/4z2g−1u(z) = 0.
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Multiplying the previous equation by (1 + z2g+1)3/4, we obtain
(1 + z2g+1)u′′(z) +
2g + 1
2
z2gu′(z) +
[
(2g + 1)g
2
−
3(g + 1)g
4
]
z2g−1u(z) = 0. (14)
Making a variable change z to s where
s2 = 1 + z2g+1,
we see that
z2g+1 = s2 − 1⇒ z = (s2 − 1)
1
2g+1 .
And that,
dz
ds
=
2
2g + 1
s(s2 − 1)
−2g
2g+1 ,
and
d2z
ds2
=
−8g
2g + 1
s(s2 − 1)
−4g−1
2g+1 +
2
2g + 1
(s2 − 1)
−2g
2g+1 .
Thus,
• u(s) = u(z)
• u′(s) = u′(z)dzds ⇒ u
′(z) = 2g+12
(s2−1)
2g
2g+1
s u
′(s)
• u′′(s) = u′′(z)
(
dz
ds
)2
+ u′(z)d
2z
ds2
→
u′′(z) =
(2g + 1)2
4
(s2 − 1)
4g
2g+1
s2
u′′(s)
+
[
(2g + 1)g
(s2 − 1)
2g−1
2g+1
s
−
(2g + 1)2
4
(s2 − 1)
4g
2g+1
s3
]
u′(s)
Substituting u′′(z), u′(z) and u(z) in (14) leads to
(2g + 1)2
4
(s2 − 1)
4g
2g+1u′′(s) +
[
(2g + 1)ns(s2 − 1)
2g−1
2g+1
]
u′(s)
+
[
(2g + 1)g
2
−
3(g + 1)g
4
]
(s2 − 1)
2g−1
2g+1u(s) = 0.
Multiplying the previous equation by 42g+1 (s
2 − 1)
−2g+1
2g+1 , leads to
(2g + 1)(s2 − 1)u′′(s) + 4gsu′(s) +
[
2g −
3(g + 1)g
2g + 1
]
u(s) = 0. (15)
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Realizing a second variable change, namely, s to x, where
s = 2x− 1,
leads to dsdx = 2 and
d2s
dx2
= 0.
Note that:
• u(x) = u(s)
• u′(x) = u′(s) dsdx ⇒ u
′(s) = 12u
′(x)
• u′′(x) = u′′(s)
(
ds
dx
)2
+ u′(s) d
2s
dx2 ⇒ u
′′(s) = 14u
′′(x)
• s2 = (2x− 1)2 = 4x2 − 4x+ 1⇒ s2 − 1 = 4x(x− 1)
Substituting in (15) it follows that
x(1− x)u′′(x) +
[
2g
2g + 1
−
4g
2g + 1
x
]
u′(x)−
g(g − 1)
(2g + 1)2
u(x) = 0, (16)
is an hypergeometric differential equation (HDE).
The hypergeometric function associated to the HDE (16) is
F (α, β; γ;x) = F
(
g − 1
2g + 1
,
g
2g + 1
;
2g
2g + 1
;x
)
.
To simplify the notation, we consider a = 12g+1 . Thus, α = (g − 1)a, β = ga and γ = 2ga.
Therefore, the hyperelliptic curve y2 = z2g+1+1 whose associated FDE is given by (13) leads
to the HDE (16) and the associated hypergeometric function is
F (α, β; γ;x) = F ((g − 1)a, ga; 2ga;x).
Next, the solutions of the HDE (16) are determined, for more information see [37]. Observe
that the FDE has three singularities at x = 0, x = 1, and x =∞.
The solutions in x = 0 are
• P = w10(x) = F (α, β; γ;x) = F ((g − 1)a, ga; 2ga;x),
• Q = w20(x) = x
aF (ga, (g + 1)a; 2(g + 1)a;x).
The solutions in x = 1 are
• T = w11(x) = F ((g − 1)a, ga; 2ga; 1 − x),
• U = w21(x) = (1− x)
aF (ga, (g + 1)a; 2(g + 1)a; 1 − x).
The solutions in x =∞ are
• R = w1∞(x) = x
−(g−1)aF ((g − 1)a, ga; 2ga;x−1),
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• S = w2∞(x) = x
−gaF (ga, (g + 1)a; 2(g + 1)a;x−1).
Recall that a linear relation connects any of the previous three solutions with constant coeffi-
cients. Hence, without loss of generality, we may relate the solutions P , R and S, that is,
P =
Γ(2ga)Γ(a)
Γ((g + 1)a)Γ(ga)
(−x)−(g−1)aF ((g − 1)a, ga; 2ga;x−1)
+
Γ(2ga)Γ(−a)
Γ((g − 1)a)Γ(ga)
(−x)−gaF ((g + 1)a, ga; 2(g + 1)a;x−1).
Observe that:
• F (α, β; γ;x) = F (β, α; γ;x)
• (−x)−k = x−ke±kpii
Thus, (−x)−(g−1)a = x−(g−1)ae±(g−1)apii and (−x)−ga = x−gae±gapii.
Hence,
P = F ((g − 1)a, ga; 2ga;x)
=
Γ(2ga)Γ(a)
Γ((g + 1)a)Γ(ga)
e±(g−1)apiix−(g−1)aF (((g − 1)a, ga; 2gna;x−1)
+
Γ(2ga)Γ(−a)
Γ((g − 1)a)Γ(ga)
e±gapiix−gaF ((g + 1)a, ga; 2(g + 1)a;x−1)
=
Γ(2ga)Γ(a)
Γ(gn+ 1)a)Γ(ga)
e±(g−1)apiiR+
Γ(2ga)Γ(−a)
Γ((g − 1)a)Γ(ga)
e±gapiiS.
Analogously, relating the solutions Q, R and S leads to
Q = xaF (ga, (g + 1)a; 2(g + 1)a;x)
= xa
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
(−x)−gaF (ga, (g − 1)a; 2ga;x−1)
+xa
Γ((2g + 1)a)Γ(−a)
Γ((g + 1)a)Γ(ga)
(−x)−(g+1)aF (ga, (g + 1)a; 2(g + 1)a;x−1)
=
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
e±gapiiR+
Γ((2g + 1)a)Γ(−a)
Γ((g + 1)a)Γ(ga)
e±(g+1)apiiS.
Consider t = QP in i∞ and t
′ = QP in −i∞. Then,
t =
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a) e
gapiiR+ Γ((2g+1)a)Γ(−a)Γ((g+1)a)Γ(ga) e
(g+1)apiiS
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
(g−1)apiiR+ Γ(2ga)Γ(−a)Γ((g−1)a)Γ(ga) e
gapiiS
,
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and
t′ =
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a) e
−gapiiR+ Γ((2g+1)a)Γ(−a)Γ((g+1)a)Γ(na) e
−(g+1)apiiS
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga)e
−(g−1)apiiR+ Γ(2ga)Γ(−a)Γ((g−1)a)Γ(na) e
−gapiiS
.
Dividing the numerator and the denominator by S, yields
t =
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a) e
gapii R
S +
Γ((2g+1)a)Γ(−a)
Γ((g+1)a)Γ(ga) e
(g+1)apii
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
(g−1)apii R
S +
Γ(2ga)Γ(−a)
Γ((g−1)a)Γ(ga) e
gapii
,
and
t′ =
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a) e
−gapii R
S +
Γ((2g+1)a)Γ(−a)
Γ((g+1)a)Γ(ga) e
−(g+1)apii
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
−(g−1)apii R
S +
Γ(2ga)Γ(−a)
Γ((g−1)a)Γ(na) e
−gapii
.
The next step is to eliminate RS . For that, we use the expression of t to obtain
R
S and next, to
obtain SR . After multiplying and dividing t
′ by SR , leads to t
′ as a function of t.
From the expression of t it follows that
Γ(2ga)Γ(a)
Γ((g + 1)a)Γ(ga)
e(g−1)apii
R
S
t +
Γ(2ga)Γ(−a)
Γ((g − 1)a)Γ(ga)
egapiit
=
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
egapii
R
S
+
Γ((2g + 1)a)Γ(−a)
Γ((g + 1)a)Γ(ga)
e(g+1)apii,
R
S
=
− Γ(2ga)Γ(−a)Γ((g−1)a)Γ(ga) e
gapiit+ Γ((2g+1)a)Γ(−a)Γ((g+1)a)Γ(na) e
(g+1)apii
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
(g−1)apiit− Γ((2g+1)a)Γ(a)Γ((g+2)a)Γ((g+1)a) e
gapii
.
Hence,
S
R
=
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
(g−1)apiit− Γ((2g+1)a)Γ(a)Γ((g+2)a)Γ((g+1)a) e
gapii
− Γ(2ga)Γ(−a)Γ((g−1)a)Γ(ga) e
gapiit+ Γ((2g+1)a)Γ(−a)Γ((g+1)a)Γ(ga) e
(g+1)apii
.
Finally, multiplying and dividing the expression of t′ by SR leads to
t′ =
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a) e
−gapii + Γ((2g+1)a)Γ(−a)Γ((g+1)a)Γ(ga) e
−(g+1)apii S
R
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga)e
−(g−1)apii + Γ(2ga)Γ(−a)Γ((g−1)a)Γ(ga) e
−gapii S
R
.
Equivalently,
t′ =
x1t+ x2
x3t+ x4
,
where
x1 =
Γ((2g + 1)a)Γ(−a)
Γ((g + 1)a)Γ(ga)
Γ(2ga)Γ(a)
Γ((g + 1)a)Γ(ga)
e−2apii −
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
Γ(2ga)Γ(−a)
Γ(ga)Γ((g − 1)a)
,
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x2 =
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
Γ((2g + 1)a)Γ(−a)
Γ((g + 1)a)Γ(ga)
[
eapii − e−apii
]
,
x3 =
Γ(2ga)Γ(−a)
Γ(ga)Γ((g − 1)a)
Γ(2ga)Γ(a)
Γ((g + 1)a)Γ(ga)
[
e−apii − eapii
]
,
and
x4 =
Γ((2g + 1)a)Γ(−a)
Γ((g + 1)a)Γ(ga)
Γ(2ga)Γ(a)
Γ((g + 1)a)Γ(ga)
e2apii −
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
Γ(2ga)Γ(−a)
Γ(ga)Γ((g − 1)a)
.
Note that
eaipi − e−aipi = 2i sin(api), e−apii − eapii = −2i sin api
and that
Γ(2ga) = (2ga − 1)Γ((2ga − 1) = −aΓ(−a),
Γ(2(g + 1)a) = (2(g + 1)a− 1)Γ((2(g + 1)a− 1) = aΓ(a).
Hence,
Γ(2ga)Γ(−a)Γ(2ga)Γ(a) =
a
a
Γ(2ga)Γ(−a)Γ(2ga)Γ(a)
=
1
a
[−aΓ(−a)]Γ(−a)Γ(2ga)aΓ(a)
= −Γ(−a)Γ(−a)Γ(2ga)aΓ(2(g + 1)a).
Thus,
t′ =
[
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
−2apii − Γ(2ga)Γ(a)Γ((g+2)a)Γ((g−1)a)
]
t+ Γ((2g+1)a)Γ(a)Γ((g+2)a)Γ((g+1)a)2i sin api
Γ(2ga)Γ(−a)
Γ(ga)Γ((g−1)a)2i sin apit+
[
Γ(2ga)Γ(a)
Γ((g+1)a)Γ(ga) e
2apii − Γ(2ga)Γ(a)Γ((g+2)a)Γ((g−1)a)
] . (17)
Recall that
• Γ(z)Γ(1 − z) = pisinpiz
• Γ(z)Γ(−z) = − piz sinpiz
• Γ(z) = (z − 1)Γ(z − 1)
Observe that
• Γ(2ga) = −aΓ(−a);
• Γ((g + 1)a) = −gaΓ(−ga);
• Γ((g + 2)a) = −(g − 1)aΓ(−(g − 1)a).
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From this, we have
• Γ(2ga)Γ(a) = pisinapi
• Γ((g + 1)a)Γ(na) = pisin gapi
• Γ((g + 2)a)Γ((g − 1)a) = pisin(g−1)api
When substituting these functions in (17), yields.
t′ =
[
sin gapi
sin api e
−2apii − sin(g−1)apisinapi
]
t+ Γ((2g+1)a)Γ(a)Γ(g+2)a)Γ((g+1)a) 2i sin api
Γ(2ga)Γ(−a)
Γ(ga)Γ((g−1)a)2i sin apit+
[
sin gapi
sinapi e
2apii − sin(g−1)apisin api
] . (18)
Let t1 =
Γ(2ga)Γ(−a)
Γ(ga)Γ((g−1)a) t, then
t =
Γ(ga)Γ((g − 1)a)
Γ(2ga)Γ(−a)
t1 and t
′ =
Γ(na)Γ((g − 1)a)
Γ(2ga)Γ(−a)
t′1.
Substituting this last t′ in (18), we have
Γ(ga)Γ((g − 1)a)
Γ(2ga)Γ(−a)
t′1 =
[
sin gapi
sinapi e
−2apii − sin(g−1)apisin api
]
Γ(ga)Γ((g−1)a)
Γ(2ga)Γ(−a) t1 +
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a) 2i sin api
2i sin apit1 +
[
sin gapi
sin api e
2apii − sin(g−1)apisin api
] ,
Γ(ga)Γ((g − 1)a)
Γ(2ga)Γ(−a)
t′1 =
Γ(ga)Γ((g − 1)a)
Γ(2ga)Γ(−a)
[
sinnapi
sin api e
−2apii − sin(g−1)apisin api
]
t1 +
Γ((2g+1)a)Γ(a)
Γ((g+2)a)Γ((g+1)a)
Γ(ga)Γ((g−1)a)
Γ(2ga)Γ(−a) 2i sin api
2i sin apit1 +
[
sin gapi
sinapi e
2apii − sin(g−1)apisin api
] .
Note that
Γ((2g + 1)a)Γ(a)
Γ((g + 2)a)Γ((g + 1)a)
Γ(2ga)Γ(−a)
Γ(ga)Γ((g − 1)a)
=
Γ((2g + 1)a)Γ(−a)
Γ((g + 2)a)Γ((g − 1)a)
Γ(2ga)Γ(a)
Γ(ga)Γ((g + 1)a)
= −
sin(g − 1)api
sin api
sin gapi
sin api
,
and
sin(g − 1)api sin gapi =
1
2
[cos−api − cos(2g − 1)api] =
1
2
[cos api + cos 2api] .
Fig. 5 illustrates the equivalent angles. Such equivalence are necessary to perform some
simplifications.
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api2gapi
2api
3api
gapi
(2g − 1)api
(2g − 2)api
(g + 1)api
(2g + 1)api 0api
(g − 3)api
g − 2)api
napi
(g + 4)api
(g + 3)api
(g + 1)api
(2g + 1)api 0api
(g + 2)api (g − 1)api
Figure 5: Equivalent angles for hyperelliptic curves of degree 2g + 1
Thus,
t′1 =
[
sin gapi
sinapi e
−2apii − sin(g−1)apisinapi
]
t1 − i
cos api+cos 2api
sinapi
(2i sin api)t1 +
[
sin gapi
sinapi e
2apii − sin(g−1)apisinapi
] .
Observe that
• sin gapisin api e
−2apii − sin(g−1)apisinapi = 2cos apie
−(g+1)apii
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In fact,
sin gapi
sin api
e−2apii −
sin(g − 1)api
sin api
=
sin gapie−2apii − sin(g − 1)api
sin api
=
sin gapi (cos 2api − i sin 2api)− sin(g − 1)api
sin api
=
sin gapi cos 2api − i sin gapi sin 2api − sin(g − 1)api
sin api
=
sin(−g)api cos(2g − 1)api − i sin gapi sin(2g − 1)api − sin(g − 1)api
sin api
=
1
2 [sin((2g − 1)api − gapi)− sin((2g − 1)api + gapi)]
sin api
−
i12 [cos((2g − 1)api − gapi)− cos((2g − 1)api + gapi)]− sin(g − 1)api
sin api
=
1
2 [sin(g − 1)api − sin(3g − 1)api]− i
1
2 [cos(g − 1)api − cos(3g − 1)api] − sin(g − 1)api
sin api
=
−12 [sin(3g − 1)api + sin(g − 1)api] + i
1
2 [cos(3g − 1)api − cos(g − 1)api]
sin api
=
− sin(2g − 1)api cos(−g)api + i sin(2g − 1)api sin(−g)api
sin api
=
− sin(2g − 1)api [cos gapi + i sin gapi]
sin api
=
− sin(2g − 1)api [− cos(g + 1)api + i sin(g + 1)api]
sin api
=
sin(2g − 1)api [cos(g + 1)api − i sin(g + 1)api]
sin api
=
sin(2g − 1)apie−(g+1)apii
sin api
=
sin 2apie−(g+1)apii
sin api
=
2 sin api cos apie−(g+1)apii
sin api
= 2cos apie−(g+1)apii.
• sin gapisin api e
2apii − sin(g−1)apisinapi = 2cos apie
(g+1)apii
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In fact,
sin gapi
sin api
e2apii −
sin(g − 1)api
sin api
=
sin gapie2apii − sin(g − 1)api
sin api
=
sin gapi (cos 2api + i sin 2api)− sin(g − 1)api
sin api
=
sin gapi cos 2api + i sin gapi sin 2api − sin(g − 1)api
sin api
=
− sin gapi cos(2g − 1)api + i sin gapi sin(2g − 1)api − sin(g − 1)api
sin api
=
−12 [sin((−g)api + api) + sin(3gapi − api)]
sin api
+
i12 [cos((−g)api + api)− cos(3gapi − api)]− sin(g − 1)api
sin api
=
−12 [sin(−(g − 1))api + sin(3g − 1)api]
sin api
+
i12 [cos(−(g − 1))api − cos(3g − 1)api] − sin(g − 1)api
sin api
=
−12 [sin(3g − 1)api + sin(g − 1)api] − i
1
2 [cos(3g − 1)api − cos(g − 1)api]
sin api
=
− sin(2g − 1)api cos gapi + i sin(2g − 1)api sin gapi
sin api
=
− sin(2g − 1)api [cos gapi − i sin gapi]
sin api
=
− sin 2api [− cos(g + 1)api − i sin(g + 1)api]
sin api
=
sin 2api [cos(g + 1)api + i sin(g + 1)api]
sin api
=
2 sin api cos apie(g+1)apii
sin api
= 2cos apie(g+1)apii.
From this, it follows that
t′1 =
2cos apie−(g+1)apiit1 − i
cos api+cos 2api
sinapi
2i sin apit1 + 2cos apie(g+1)apii
. (19)
This is the transformation when x passes from i∞ to −i∞ rounding the singularity x = 1.
Now, for x rounding x = 0, we have to use the solutions T and U which holds at x = 1.
Similarly, to the previous case, as x passes from i∞ to −i∞ rounding x = 0, the transformation is
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given by
t′1 = e
2apiit1. (20)
Thus, by substituting the transformations
t1 = it2 cot apie
gapii
and
t2 = t3 sec api
√
(cos api + cos 2api)/2
in (20) and in (19), we have
i cot apiegapiit′2 =
2cos apie−(g+1)apiii cot apiegapiit2 − i
cos api+cos 2api
sinapi
2i sin apii cot apiegapiit2 + 2cos apie(g+1)apii
=
2i cos2 api/ sin api
[
e−apiiit2 −
cos api+cos 2api
2 cos2 api
]
−2 cos apie(g+1)api [e−apiit2 − 1]
= −i cot apie−(g+1)apii
e−apiiit2 −
cos api+cos 2api
2 cos2 api
e−apiit2 − 1
= i cot apiegapii
e−apiiit2 −
cos api+cos 2api
2 cos2 api
e−apiit2 − 1
Hence,
t′2 =
e−apiiit2 −
cos api+cos 2api
2 cos2 api
e−apiit2 − 1
(21)
By changing the variables
t2 =
√
(cos api + cos 2api)
2 cos2 api
t3 and t
′
2 =
√
(cos api + cos 2api)
2 cos2 api
t′3,
in (21), we obtain
√
cos api + cos 2api
2 cos2 api
t′3 =
e−apiii
√
cos api+cos 2api
2 cos2 api
t3 −
cos api+cos 2api
2 cos2 api
e−apii
√
cos api+cos 2api
2 cos2 api
t3 − 1
=
√
cos api + cos 2api
2 cos2 api
e−apii( (cos api+cos 2api
2 cos2 api
)−1/2)t3 − 1
e−apiit3 − (
cos api+cos 2api
2 cos2 api
)−1/2
Therefore, in place of (19) and (20), we have
t′3 =
e−apii( cos api+cos 2api
2 cos2 api
)−1/2t3 − 1
e−apiit3 − (
cos api+cos 2api
2 cos2 api
)−1/2
,
and
t′3 = e
(2piai)t3.
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Thus, these transformations lead to a transformation which is the quotient of the two solutions
of (16) when z passes successively by the two circuits, namely, from the infinite to the singularity
z1 = e
apii, round it, and returning to infinite, and from the infinite to the singularity z2 = e
3apii,
round it, and returning to infinite. By using some algebraic manipulations, we end up with the
Mobius transformations given by
Sj(t) =
(2 cos(api)− 1)−1/2 t− e
1
2
(4k+1)apii
e−
1
2
(4k+1)apiit− (2 cos(api)− 1)−1/2
,
or in the matrix form by
Sj =

 (2 cos(api)− 1)
−1/2 −e
1
2
(4k+1)apii
e−
1
2
(4k+1)apii − (2 cos(api)− 1)−1/2

 ,
where a = 1/(2g + 1), j = 1, . . . , (2g + 1) and k = 0, 1, 2, · · · , 2g are the generators of the Fuchsian
group whose fundamental polygon P(2g+1) has (2g + 1) sides, for g ≥ 2.
The region which uniformizes the curve y2 = z(2g+1)+1 consists of the juxtaposition of two of
these polygons giving rise to a polygon P4g with 4g sides. The 2g generators of the Fuchsian group
Γ4g are given by S2S1, S3S1, S4S1, · · · S2g+1S1.
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