Abstract. We explain how the Meissel-Lehmer-Lagarias-Miller-Odlyzko method for computing π(x) can be used for computing efficiently π (x, k, l), the number of primes congruent to l modulo k up to x. As an application, we computed the number of prime numbers of the form 4n ± 1 less than x for several values of x up to 10 20 and found a new region where π(x, 4, 3) is less than π(x, 4, 1) near x = 10 18 .
Introduction
In the 1870's, the German astronomer Meissel designed a method for computing the value of π(x), the number of prime numbers up to x. The method has been improved by many authors since then. The most important improvement is due to Lagarias-Miller-Odlyzko [LMO85] which obtained a method requiring O(x 2/3 / log x) time and computed the value of π(4 · 10 16 ). Further improvements were obtained by the first author and Rivat [DR96] with O(x 2/3 / log 2 x) time and who computed π(10 18 ). Finally, Gourdon, using ideas originating from LagariasMiller-Odlyzko, implemented a parallel version of the algorithm and computed, to date, values of π(x) up to 4 · 10 22 . For l and k two relatively prime positive integers, one defines π(x, k, l) as the number of prime numbers up to x that are congruent to l modulo k. Asymptotically the numbers π(x, k, l) are all of same size, ϕ(k)
−1 x/ log x. However it has been known for quite some time that there are more primes in the congruence classes that are nonquadratic residues modulo k than in those that are. Heuristically, this bias can be explained from the fact that these classes contain more composite numbers than the latter since they contain all the squares (see also [RS94] ).
For k = 4, there are two classes, the numbers congruent to 1 modulo 4, the quadratic residues, and the numbers congruent to 3 modulo 4, the nonquadratic residues. In this setting Littlewood proved that (see [Ing90] for the Ω ± notation)
log x log log log x .
Therefore there are infinitely many sign changes for the function δ(x) = π(x, 4, 3) − π(x, 4, 1). Define two disjoint subsets of the set of integers:
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For A a subset of the positive integers, the logarithmic density d(A) is defined as the following limit, if it exists:
Note that any set A admitting a density in the usual sense admits also a logarithmic density, and the two densities are equal. However, there exist some sets (e.g., the set of numbers whose decimal expansion starts with 1) with a logarithmic density (in this example log 2/ log 10) but not having a density in the usual sense.
In [RS94] , Rubinstein and Sarnak proved that under suitable generalization of Riemann Hypothesis (RH) both sets admit a logarithmic density. More exactly, they proved, conditionally under these assumptions, that
These results have been further generalized and improved in [FM00] and [BFHR01] .
From the computational point of view, several people have been searching for a region containing elements of ∆ − (see [Lee57] , [BH78] , [BFHR01] ). So far, eight regions have been found and we have discovered a new region using the method described in this paper. See the last section for more details.
In this article, we will prove the following theorem: 
Note that the computation time of this algorithm is exactly that of the algorithm for the computation of π(x) given in [DR96] . Indeed, loops that ranged through the primes less than a given bound B in the computation of π(x) are now replaced by ϕ(k) loops, one for each invertible class modulo k ranging through the primes less than B in that class. Therefore, the total number of operations stays the same. In particular, the running time does not depend on the values of k or l. Of course, for fixed values of x and k, the computation of all π(x, k, l) where l ranges through the ϕ(k) invertible residue classes modulo k is done in O(ϕ(k)x 2/3 / ln 2 x) time, and therefore the computation time of the two values π(x, 4, 1) and π(x, 4, 3) is twice that of π(x).
Proof of Theorem 1
We now explain the method we used to compute π(x, k, l) for large values of x. It is the natural adaptation of the method used in [DR96] ; in particular the total time complexity is the same (for a fixed k and l). From now on, we assume that k is fixed and we write π(x, l) instead of π(x, k, l).
Let y be a real positive number and let T (x, y, l) be the set of positive integers n such that
Assume that y is such that x 1/3 ≤ y ≤ x 1/2 . Then each element n of T (x, y, l) has at most two (not necessarily distinct) prime factors. Thus we can split this set into three disjoint subsets T 0 (x, y, l), T 1 (x, y, l), and T 2 (x, y, l), according to the number of (not necessarily distinct) prime factors.
Let F (x, y, l) be the cardinality of T (x, y, l). The set T 0 (x, y, l) contains only 1 (resp. is empty) if l = 1 (resp. l = 1). Its cardinality is thus δ l,1 . The set T 1 (x, y, l) contains all the prime numbers p with y < p ≤ x and p ≡ l (mod k). Therefore, its cardinality is π(x, l) − π(y, l). Finally, let P 2 (x, y, l) denote the cardinality of T 2 (x, y, l). Putting everything together and rearranging terms, we get
2.1. Computation of P 2 (x, y, l). We have
with the implicit convention that π(a, lp
We use an auxiliary sieve to obtain all primes up to x 1/2 and a parallel sieve of all invertible classes modulo k up to x/y to get the value of π(x/p, n). We thus compute the first sum of equation (2.
2) in time O((x/y) log log x).
The second sum in (2.2) is computed directly using the primes p coming from the auxiliary sieve. The computation time is O(x 1 2 + ), which is negligible compared to O(x 2 3 / ln 2 x).
Computation of π(y, l).
We compute a table of all the prime numbers up to y partitioned according to their class modulo k using a sieve. The value of π(y, n) for all classes n invertible modulo k is deduced directly from this 
Computation of F (x, y, l).
Recall that F (x, y, l) counts the number of elements in T (x, y, l). Let us number the prime numbers
where a is the largest index such that p a ≤ y. We also set
. Now, we split the elements ofT (x, a, l) into two subsets: the first one containing those which are divisible by p a+1 and the second containing those which are not. Clearly, the cardinality of the first set isF (x/p a+1 , a, lp −1 a+1 ) and the cardinality of the second isF (x, a + 1, l). We have proved the induction formula
Together with the initial conditions
we could use equation (2.3) to compute F (x, y, l). However, such a method would require more than x 1−ε time.
Another extreme method would be to sieve all the positive integers congruent to l modulo k up to x by all the prime numbers up to y and count what is left. But, this is even worse since that would take more than x log log x time.
In fact, the best way to compute F (x, y, l) is to use a mix between these two methods as was already done in [LMO85, p. 542]. Let z ≥ y be a real number. Using the induction formula (2.3) to unfold the terms F (x/m, p, n) while m ≤ z and p ≥ 2, we get an expression with terms of the form F (u, 0, n) which are easily computed and terms of the form F (u, p, n) with u < x/z which can be computed using a sieve up to x/z (instead of x in a "sieve only" method). More precisely, we get the formula
where δ(m) (resp. γ(m)) denotes the smallest (resp. largest) prime number dividing m if m > 1, and δ(1) = γ(1) = 1.
Computation of S.
We split the sum (recall that a is the largest integer such that p a ≤ y)
into three parts according to the size of p b :
The sum S 1 is easy to deal with. 
1.
The sum S 1 is computed in negligible time O(y).
Consider the sum S 2 . Reasoning as above, it is clear that m is a prime number. Therefore, we will write q instead of m to emphasize this fact. We get
. Then u has at most one prime factor since all its prime factors must be larger than or equal to p b > x 1/4 , and, on the other hand, u must be smaller than x/(qp b ) ≤ x 1/2 . Thus, u must be a prime unless l ≡ qp b (mod k) in which case u = 1 is also valid. So, we get the formula (writing simply p instead of p b ):
where δ qp,l equals 1 if qp ≡ l (mod k) and 0 otherwise. The max in the sum is due to the fact that, whenever π(x/(qp), l(qp)
−1 ) contains only 1 if qp ≡ l (mod k) and is empty otherwise.
We split this sum again:
with (note that the max condition translates to the fact that q < x/p 2 )
We rewrite the sums U 2 and U 3 in the following way:
and, letting y(p) denote the minimum between y and x/p 2 :
Each sum is computed in a negligible time O(x 1/3 ) using the precomputed table of prime numbers sorted by congruences classes mentioned above.
The hard part of the computation of F (x, y, l) is the computation of the sum U 1 . We write
with Finally, the sum W 4 is computed using, once again, the precomputed table.
The exact time complexity of the computation of these sums is given in [DR96] ; in any case they are O(x 2/3 / log 2 x).
Numerical results
We have implemented the method described above in C++ on a DEC Alpha EV6 500MHz and a Pentium III 1GHz. We have computed the values of π(x, 4, 1) and π(x, 4, 3) for x = d · 10 j with 1 ≤ d ≤ 9 and 10 ≤ j ≤ 19 and also for x = 10 20 . These values are given in Table 2 .
We have also made a thorough search of regions where δ(x) is negative for most of the values of x. Indeed, equation (1.1) shows that a search with a step of 0.004 on a logarithmic scale for a large interval of values of x would hit values x for which δ(x) < 0 with a good chance. We performed a computation of the values of δ(x 0 × r n ) for x 0 = 1, 000 and r = 1.004, up to x = 1, 088, 537, 721, 123, 564, 252 (as far as today). When the value of δ(x) obtained was positive but relatively small, we computed several values of δ near x to see whether or not there was a region in the area. This method led to the rediscovery of all the previous regions already known (see Table 1 ) and also to the discovery of a new region around x = 10 18 . Note that 18 . It should be noted that 10
18 does not belong to ∆ − , but still the value of δ(10 18 ) is relatively small. 
