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A major problem in the study of spoken language understanding is the way in which different kinds of context affect the recognition of spoken words. Although many studies have investigated the relationship between context and word-recognition processes, almost all of them have treated words as morphologically simple units. Consequently, either the stimuli used in these experiments have been monomorphemic words, or else morphological structure has been ignored. In this paper, we will focus upon morphologically complex words and investigate how their recognition is affected by the syntactic and semantic context in which they are heard.
When words are treated as morphologically simple units, with no significant internal structure, syntactic constraints seem to have weaker and less direct effects on spoken word-recognition than do semantic constraints. In research on lexical ambiguity, for example, semantic context (based on interlexical associations) is
We thank Julie Silverman for being such an excellent research assistant, and Chris Hall for his help in the early days of the research. Reprint requests should be addressed to Dr. L. K. Tyler, MRC Language and Speech Group, Department of Psychology, University of Cambridge, Cambridge CB2 3EB, England. generally found to rapidly constrain the meaning of an ambiguous word, while the effects of syntactic context on syntactically ambiguous words are delayed (Oden & Spira, 1983; Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982; Swinney, 1979; Tanenhaus, Leiman, & Seidenberg, 1979) .
In a second type of research, measuring the amount of sensory input needed for recognition as a function of different types of context, syntactic form-class constraints have only minor, marginally significant effects. The typical finding, using word monitoring and gating techniques, is that these constraints only facilitate word recognition by 25-30 ms. In contrast, semantic context, even if very weak, gives large effects, of the order of 70-100 ms of facilitation (Marslen-Wilson & Tyler, 1980; Tyler & Wessels, 1983 , 1985 .
It is unsatisfying, however, to draw the conclusion from these results either that the role of a word's syntactic properties in the on-line processing of an utterance is of minor importance, or that, conversely, the syntactic properties of utterances are of minor significance in the on-line comprehension process. The syntactic organization of an utterance is central to the pro-TYLER AND MARSLEN-WILSON cess of constructing an interpretation of the speaker's meaning, and it is the syntactic information carried by words that provides the basis for this. Why, then, does current research on spoken word-recognition fail to reflect the centrality of syntax in the process of language comprehension?
It is, we believe, one consequence of disregarding the internal structure of word-forms, and of making the implicit assumption that words are atomic units with respect to spoken word-recognition processes.' This approach neglects the fact that many words are made up of a number of morphemes, and it ignores the issue of how different types of morpheme function in on-line comprehension, and how they communicate structural semantic and syntactic information. In fact, there is good linguistic evidence (e.g., Bloomfield, 1933; Lyons, 1977; Matthews, 1972 ) that different types of morpheme vary in the extent to which they carry syntactic and semantic information. Research using monomorphemic words has tended to use words such as nouns and adjectives, that carry primarily semantic information, and which. therefore, will primarily be affected by semantic contextual constraints.* The question we pose in this paper is whether when we test the recognition of morphologically complex forms, the inclusion of morphemes with a primarily syntactic function will increase the sensitivity of the word-recognition process to variations in syntactic constraint.
Morphologically complex forms in English consist of a base3 and one or more afr In visual word recognition more attention has been paid to morphological decomposition, though even here not with respect to the role of context on the recognition process.
2 The few exceptions to this-studies that have looked at the processing of closed class items in the auditory domain (e.g., Friederici. 1983; Swinney. Zurif, & Cutler. 1980 )-did not manipulate context in ways that are relevant to our concerns here.
3 A base is any form to which affixes of any kind can be applied. It is a more general term than stem, which is defined as the part of a word to which inflectional paradigms apply (Lyons, 1977) . fixes (we do not consider compounds here). This combination of base and affix is commonly referred to as a word-form (Lyons, 1977) . The meaning of a word-form is primarily determined by the meaning of the base. Affixes contribute some additional syntactic or semantic information to the word-form, but the extent and the manner in which they do so depends on the type of affix involved. In English, affixes can be either prefixes or suffixes. Here we will only discuss suffixes, since these are the topic of the present research.
Suffixes can be either inflectional or derivational. Although this distinction is somewhat elusive (cf. Aronoff, 1976; Williams, 1981) , most derivations and inflections fall into distinct subclasses. One of the clearest differences between them is in the types of syntactic role which they fulfill. Inflectional morphology in English has a primarily grammatical (or syntactic) function, marking tense, aspect , number, person, and case-consider, for example, the paradigm of verbal inflections for a verb such as jump: jump, jumps, jumped, jumping.
These inflectional morphemes (in this case -3, -ed, and -kg) are intimately bound up with the syntactic organization of the sentence in which they occur. The English derivational morphemes, in contrast, primarily function to alter the semantic properties of the base-forms to which they are attached-consider, for example, the following pairs of base-forms and derived forms: nation/nationhood, deliverldeliverante, write/writer.
The derivational morphemes here C-hood, -ante, -er) change the meanings of the base-forms in various ways, and only secondarily affect their syntactic properties. This usually, but not always, includes a change in the syntactic form-class of the base.
In summary, we can distinguish between those aspects of a word-form which have primarily a semantic function (the baseform with or without derivational morphology), and those which have primarily a syntactic function (the inflectional morphology).
And, clearly, we are distin-guishing here between relative degrees of specialization of function (cf. Bybee, 1985) . We are not claiming that inflectional morphemes have only a syntactic function and that base-forms and derivational morphemes have only a semantic function, but rather that there is a difference in their primary functions.
We hypothesize that this relative specialization of function has consequences for the way in which context affects spoken word recognition. Semantic context should primarily affect the identification of baseforms, since the primary type of information which base-forms carry is semantic4 whereas structural syntactic constraints should have consequences not so much for the identification of base-forms but rather for the identification of the inflected wordform (i.e., the base plus affix). Syntactic constraints do not select on the basis of differences in meaning, but on the basis of syntactic factors which are marked by the affixal morphology. For example, consider the context, "The two children were slowly . . ." followed by the base-form "wander."
This base-form can take a number of inflectional (-kg, -s, -ed) suffixes (as well as the derivational suffix -er). The syntactic properties of the preceding context constrain the type of verbal inflection which is permissible, only allowing the -ing form. At the same time, because a noun cannot occur in this context, the syntactic properties of the utterance also rule out the derived form of "wander" (wanderer). Thus, independent of any semantic constraints which may be operating, syntactic factors uniquely determine the possible properties of the inflected word-form.
One approach to spoken word-recognition that can accomodate both the tindings for morphologically simple words reported earlier and the predictions made here for morphologically more complex words is the cohort model (Marslen-Wilson, 1984; Marslen-Wilson & Tyler, 1980 ; Marslen-4 As we noted above, it is primarily base forms that have been the subject matter of previous research.
Wilson & Welsh, 1978; Tyler & Wessels, 1983) . This is a model of spoken word recognition which assumes that the process is one of eliminating word candidates from an initial set of potential candidates which are defined solely on the basis of the initial bottom-up input. The sensory input corresponding to the beginning of a word activates a set of word candidates, and the internal specifications of this initial set are then evaluated against the subsequent sensory input and against contextual constraints. When a candidate fails to match either, it drops out of the pool. This optimally efficient process continues until only a single candidate remains, and it is at this point-which we will call the identification point-that the listener recognizes the word.
For monomorphemic content words, syntactic constraints should be relatively ineffective in reducing the size of this set. They rarely rule out more than a small proportion of the candidates, both because of the relatively even distribution across cohorts of the major syntactic categories and because of the pervasive form-class ambiguity of English words (cf. Tyler & Wessels, 1983) . In contrast, semantic constraints, even weak ones, can be much more constraining and therefore much more effective in reducing the size of the initial set of word candidates. This fits the experimental results cited earlier in the paper.
For polymorphemic words, formed from bases plus suffixes, the model enables us to convert our claims about the differential effects of syntactic and semantic constraints into precise predictions about the timing of identification processes under different conditions.5 The identification point for the base can be specified as an interaction between the word-initial cohort, specified from the bottom up, and the constraints imposed by semantic context. This point 5 Polymorphemic words made from prefixes and stems present a different sort of problem for the model, and will not be discussed here.
will move earlier or later in the word as a function of the availability of semantic constraints. As was the case for monomorphemic words, syntactic constraints can have only minor effects. The relationship to this base identification point of the identification point for the full form (base + suffix) will vary according to syntactic constraints. It will coincide with the base identification point when the suffix is fully constrained by the prior syntax as in the "wandering" example discussed above. When it is not so constrained, the identification point for the full-form should occur at the point where the acoustic-phonetic input discriminates between the range of possible suffixed forms with the same base. These identitication points, for bases and for full-forms, can be specified for each word by examining the ways in which acoustic-phonetic information and syntactic and semantic information operate on the initial cohort.
To illustrate these effects we selected base-forms which took both inflectional and derivational suffixes. For example, the base-form CORRESPOND can take the inflection -ing or the derivation -ence. These were cases where different suffixes applied to the same base result in word-forms of different form-classes. In the case of COR-RESPOND, for example, the full-form is a verb with the inflection -ing, and a noun with the derivational suffix, -ewe.
These target words were placed in sentences that varied in the kinds of syntactic and semantic constraint they placed upon the target. Variation in semantic context consisted of the contrast between normal and anomalous prose. Either the syntactic context strongly constrained the inflected -ing form of the verb, or it was minimally constraining, allowing both the infiected and the derived forms.
According to our predictions, the variations in semantic context should only affect the point at which the base is identified, with bases being identified earlier in a normal semantic context than in an anomalous semantic context. But semantic context should vlot change the relationship between the point at which the base is identified and the point at which the inflected full-form is identified. It should facilitate the identification of each of them to the same extent.
In contrast, variations in syntactic context should only affect the point at which the full-form is identified. Listeners in the strong syntactic constraint condition should in principle be able to identify the fully inflected word-form as soon as they identify the base. But syntactic constraints should not have any effect on the identification of the base itself.
To be able to measure the points at which listeners can in fact identify bases and fullforms, we used the gating task (Grosjean, 1980; Salasoo & Pisoni, 1985; Tyler & Wessels, 1983 , 1985 . In this task, subjects are presented with successively longer fragments of a word, with each fragment increasing by some constant amount from word onset. If, for example, fragments are incremented in 50-ms steps, the first fragment will consist of the first 50 ms of the word, the second will consist of the first 100 ms, and so on until the whole word has been heard. After hearing each fragment, subjects write down what word they think they have heard and indicate how confident they are. By examining their responses over successive gates, we can determine, for different target words in different contexts, the points at which the subjects identify the bases and the suffixed word-forms. Recent research has shown that the identification points estimated in the gating task correlate very well with the outcomes of normal real-time sequential analysis of the speech input (Marslen-Wilson, 1984 , Tyler, 1984 Tyler & Wessels, 1985) .
For pretesting, we selected 50 base forms which took both in-flectional and derivational suffixes. The inflectional suffix was always the progressive morpheme -ing, making a verb word-form (e.g., corresponding).
The derivational suffix was one of the set of nominal morphemes (e.g., -eace, -er) making the wordform a noun (e.g., correspandence).
Five different types of context were constructed for each test item. In two contexts (the strong syntactic constraint conditions) either the inflected form was the only syntactically permissible form or it was, in a few cases, the only form likely to occur, even though conditions could be constructed that would allow other forms. In another two contexts (the weak syntactic constraint conditions) both inflected and derived forms were equally syntactically appropriate. These two levels of syntactic constraint were covaried with two levels of semantic constraint such that in two conditions the test item occurred in a normal semantic context and in another two conditions, it appeared in a semantically anomalous context. In a fifth condition, the test item occurred in a neutral carrier phrase. An example of the five types of context are given below. The target inflected forms (and their matching derived forms) are given in capitals. Derived forms which are incorrect for the context are starred.
(1) Normal semantic context with strong syntactic constraints for the [-ing] inflected form of the verb:
Peter and Janet were old friends. For many years they had been regularly CORRE-SPONDING/CORRESPONDENCE* with each other.
(2) Normal semantic context with weak syntactic constraints (both inflected and derived forms are possible):
Alice was getting worried. The only news she had received was through CORRESPONDING/ CORRESPONDENCE with her uncle.
(3) Anomalous semantic context with strong syntactic constraints:
Dinners and pineapples were old bracelets. For many brushes they had been regularly CORRE-SPONDING/CORRESPONDENCE* with each other.
(4) Anomalous semantic context with weak syntactic constraints so that both inflected and derived forms are possible:
The paper was growing patient. The yellow stars it had caught was through CORRESPONDING/ CORRESPONDENCE with its uncle.
(5) A no-constraints condition in which the target word appeared in a neutral carrier phrase:
The following word is called CORRE-SPONDING/CORRESPONDENCE.
Pretest. The materials were pretested to ensure that the syntactic constraints worked appropriately (using only the normal prose materials). Two versions of the pretest were constructed. In one version the item appeared in the normal prose/ strong syntactic constraint condition, and in the other it appeared in the normal prose/weak syntactic constraint condition. The materials were presented in written form and consisted of the context sentence-pair, with both the inflected and derived forms of a test item written in capital letters below the sentence-pair. There was a rating scale next to each of the two words.
Ten subjects were tested on each version of the pretest. They were told that the second sentence of each pair was incomplete and could be continued by one or both of the capitalized words. They were asked to indicate on the scale following each word how appropriate it was as a continuation. The scale ran from 1 to 5, where 5 was completely appropriate and 1 was completely inappropriate.
We considered the strong syntactic constraint condition to be successful when the mean rating of the inflected form was at least 4.0, and the mean rating of the de-rived form was less than 2.0. The weak syntactic constraint condition was deemed successful when both inflected and derived forms recieved a mean rating of at least 3.5, and the difference in the ratings was no greater than 1.0. This scoring procedure yielded 35 sets of test items. The median frequency of the set of inflected words was 7, and the median frequency of the derived set was 8 (Francis & Kucera, 1982) .
Design
Five versions of the materials were constructed so that no subject would hear a target word in more than one condition. Every subject heard multiple fragments of each word, and each fragment was preceded by the context material. Each version contained seven instances of the five experimental conditions, pseudorandomly interspersed with 50 filler items and preceded by seven practice items. Filler targets were widely dispersed across sentences. They were of various form-classes: verbs (taking a variety of inflections), nouns, adjectives, and adverbs. Targets were not strongly constrained (either syntactically or semantically.)
These versions were recorded in the following way. First, the five context conditions, containing the inflected form of the test item, were recorded by a female native speaker of English at a normal conversational rate. The targets from the neutral carrier phrase were then inserted into recordings of the other four context conditions so that the same acoustic tokens were used in all conditions. The materials were digitized at a sampling rate of 20 kHz. To be able to evaluate the results we need to know the exact point at which the inflectional information (i.e., the vowel) in the target word started to appear. By visual inspection of the wave form we established the point at which the formant peaks appropriate to the vowel started to appear. Using this as our reference point, we gated forward, to the end of the word, and backward to its beginning, in 50-ms steps. The total number of gates per item varied according to the total duration of the word, ranging between 8 and 16 gates.
Procedure
Subjects were tested in a quiet room in groups of four. They were instructed to listen to the material as carefully as possible and, after each fragment, to write down the word they thought they were hearing. They were then to note their confidence on a rating scale of 1 to 10, with 1 being completely unsure and 10 being completely confident. Subjects were given 5 s between trials to write down their word choice and confidence rating. Eight subjects were tested on each of the five versions. Since the total time taken to run the experiment was 3 h, they were tested in two 1.5 h sessions held at the same time on successive days.
Subjects
Forty paid subjects participated in the gating experiment.
They were all native speakers of English, obtained from the APU subject panel.
RESULTS

A. Context Effects
We examined subjects' responses to locate the gate at which they correctly identified (a) the base form (irrespective of whether the suffix was correct) and (b) the fully inflected form of each target item, and did not subsequently change their minds. This was done for each target item in all five conditions. For this analysis we ignored confidence ratings, because these only applied to the entire word that a subject produced and not to parts of the word. These values were entered into two ANOVAs, one with items as the random variable, and another with subjects as the random variable. We then computed MinF values.
The first question we asked was whether the amount of sensory input needed for identification varied as a function of syntactic and semantic constraints, ignoring for the moment possible differences between base-form and full-form. Collapsing across inflected form and base-form, we found significant main effects of both syntactic and semantic constraints on the amount of sensory input needed for identification of a word. Targets were identified on average 56 ms earlier in normal prose than anomalous prose (MinF'(153) = 31.02, p < .OOl). Similarly, a strongly constraining syntactic context facilitated identification by an average of 95 ms (MinF'(1,42) = 48.02, p < .OOl). Syntactic and semantic constraints did not interact (MinF'(1,64) = 2.15, p > .lO). The difference between normal and anomalous prose was 68 ms under strong syntactic constraints and 42 ms under weak syntactic constraints. This pattern of results can be seen in Figure 1 .
Our second question was whether syntactic and semantic constraints have different effects on identification of the fullform and the base. Figure 2 shows the effects of semantic constraint on identification of the base and the full-form separately.
There is a large overall difference between the stem and the full-form identification point, but the effect of semantic constraint is very similar for both (46 ms for stems and 64 ms for full-forms). The interaction between type of morpheme (base vs full-form) and semantic constraint (MinE"(1,70) = 2.11, p > .lO) was not significant. Semantic context does not change the relationship between the point at which the stem is identified and the point at which the full-form is identified.
In contrast, as Figure 3 shows, syntactic constraints have very different effects on the identification of stems and full-forms. < .OOl). Syntactic constraints affect the identification of the full-form, with its inflectional and derivational affixes, but have only marginal consequences for the identification of stems. Figure 4 shows the breakdown of the syntactic constraint effects for each semantic context condition individually. The overall pattern of results for stems and fullforms is the same irrespective of semantic context. The three-way interaction was not significant (syntax by semantics by type of morpheme: MinF'( 1,SO) = 1.66, p > . IO). The slight elevation of the full-form identification points in anomalous prose/strong syntax reflects the fact that occasionally, the syntactic contexts were less constraining in anomalous than in normal prose.6 This is the pattern of results we predicted on the grounds that the various 6 For a small number of items in the anomalous prose/strong syntax condition the past tense form was also possible. This was not the case in the normal prose/strong syntax conditions. aspects of a morphologically complex word (its base and affixes) differ in the extent to which they carry syntactic and semantic information and are, therefore, differentially sensitive to syntactic and semantic contextual constraints.
B. Precision of Lexicul Processing
The data were also analyzed to determine the correspondence between the point at which the full-form was identified in each experimental condition, and the point at which the sensory input discriminates between that word and all other members of the cohort. In conditions where there is a minimal top-down context (the two low syntactic constraint and the neutral conditions), the full-form should be recognized as soon as (but no sooner than) the word can be discriminated from its competitors on the basis of the bottom-up input. To investigate this claim, we located the "sensory discrimination point" and the recognition point' for each word. For the stimuli here, the crucial sensory information is carried by the initial vowel in the suffix. As soon as subjects can identify this vowel they should be able to determine that they are hearing the inflected -ing verb form. Before this, the sensory input does not discriminate between the two possible full-forms (e.g., "correspondence" and "corresponding").
These sensory discrimination points had been located in the course of making the gating stimuli.
The mean recognition points and discrimination points for each item were entered into an ANOVA, treating words as the random factor.8 This gave a significant main effect of condition [F(5,170) = 35.901. We then tested for significant differences between conditions using the NewmanKeuls statistic.
The mean recognition points in the five experimental conditions, together with the mean discrimination point, are presented in Table 1 . The recognition points in two strong syntactic constraint conditions (404 ' The term "recognition point" is conventionally used in gating research to refer to the point at which a word is identified to some criteral degree of confidence. In this case we set the criterion at 80%. The recognition point for a word, therefore, is the gate at which subjects identify it with 80% confidence. The exact criterion level is not critical-85 and 90% levels give essentially equivalent results. Higher confidence levels are impractical, since not all subjects use the full scale.
8 It was not possible to do an ANOVA with subjects as the random variable because there were no discrimination points for individual subjects. and 486 ms) are significantly earlier (p < .Ol) than those in the other three conditions (529, 561, and 560 ms). They are also significantly earlier than the discrimination point (547 ms). In contrast, there were no significant differences between the two weak syntactic constraint conditions and the neutral condition. Nor did the recognition points in these conditions differ from the point at which the discriminating sensory information first appeared.
We take this as evidence for the precision of lexical analysis processes. In the weak syntactic constraint and the neutral conditions, the target was identified no sooner and no later than the point at which the sensory input provided the discriminatory information which made the word diverge from its competitors.
DISCUSSION
This experiment examined the processing of morphologically complex words in various kinds of sentential context. The first point we need to consider is the question of what kind of processing we were in fact tapping into in this experiment. The reason this question arises is because of the unusual properties of the gating task as a measure of lexical processing.
Gating diverges in two major respects from conventional tests of the processes involved in normal listening. First, it presents the listener with multiple repetitions of the same material, and, second, the subjects do not need to make a rapid response to the speech input. Instead, they typically have 4 or 5 s to write down their responses. Recent research shows, however, that neither of these affects the validity of the task as a way of measuring the sequential analysis of the speech input.
The first problem has been dealt with by Cotton and Grosjean (1984) and by Salasoo and Pisoni (1985) . Both studies compared the multiple-presentation format with a format in which subjects only heard one fragment from each word. This had no effect on the task's measures of the timing of word-recognition processes. Salasoo and Pisoni, for example, found only a 5-ms difference between the two formats in the average amount of sensory input needed for correct identification of given words.
The second problem-that listeners can, effectively, respond at their leisure-was investigated by Tyler and Wessels (1985) . They compared subjects' responses in the written response format with responses produced under time pressure. The subjects were required to name the word aloud as quickly as possible, and did so with mean naming latencies of less than 500 ms.9 The subjects' responses under these conditions matched very closely to the responses in a parallel untimed, written response gating experiment on the same materials. In particular, they showed exactly the same kinds of sensitivities over time to variations in semantic and syntactic context. These studies deal with the potential methodological problems raised by the task. Other studies show that the information which the gating task provides about speech processing corresponds very well not only to the specifications of models of lexical processing, but also to data derived from conventional reaction-time tasks. Marslen-Wilson (1984) , for example, finds correlations of .90 between estimates of recognition point obtained in the gating task and estimates derived from standard monitoring tasks. Similarly, in detailed analyses of the quantitative and qualitative properties of subjects' gating responses. Tyler and Wessels (1983) and Tyler (1984) show that the nature and the temporal distribution of these responses reflect very closely the properties of the on-line processes assumed to underlie normal listening. Effects of post-perceptual response strategies are only detectable, if at all, over the first 50-100 ms of a word, before the cohort has become fully consolidated.
Word-recognition is based on a highly automatized process of access and selection and it is the output of this system that seems to determine the listener's responses in the gating task. This is why, even in the successive presentation/written response format, the information that the task provides of when words are identified can be taken as valid estimates of when words are recognized during normal listening. We assume here that this applies not only to the estimated identification points for the inflected full forms, but also to the identification points for the base forms. In the light of this assumption we return to the discussion of the results.
For multimorphemic words, composed of a stem and a suffix, the results illustrate the way in which different kinds of context operate on different aspects of lexical representation. Semantic context affects the identification of stems, with these being identified earlier when heard in a semantically appropriate context. Syntactic constraints do not affect the identification of stems, but rather the identification of the inflected full-form, that is, of the syntactically sensitive suffixal information.
Previous research, concentrating on the processing of monomorphemic content words, has consistently underestimated the strength of these syntactic effects.
These differential context effects point to an approach to word-recognition which emphasizes the diverse functions of lexical representations in the process of language comprehension. Research on spoken wordrecognition has tended to regard it as a unitary process, resulting in a unitary end point-the word-recognition decision. Only after the word has been recognized do its properties start to be unpacked and made available for contextual interpretation. The current research suggests, instead, a less monolithic type of process, where the differential processing implications of different types of morphemes are extracted as the lexical item is being heard. The process of word-recognition, in this light, becomes not so much the identification of specific word-forms, as the incorporation into higher level representations of the syntactic and semantic implications of the morphemes being heard.
The results-and this interpretation of them-also imply a level of lexical representation that distinguishes between stems and affixes. For semantic context to have its effects on stems, and for syntactic constraints to affect affixed full-forms but not the stems alone, these two aspects of a word must, in some way, be kept distinct in lexical representations. What these data do not tell us, however, is how the lexicon is structured to achieve this.
We will briefly consider two kinds of account, each of which is consistent with the cohort approach we are assuming here. These two accounts differ in their assumptions about the degree to which the derivational and inflectional morphemes associated with a given base are directly accessible as phonologically specified word-forms in the recognition lexicon.
On the first account, the derived and inflected full-forms are only accessible via the prior access of the base. For prefixed forms, this may lead to an "aftix-stripping" processing mechanism of the type advocated by Taft (e.g., Taft, 1981) for visual word-recognition.
For the spoken suffixed forms considered here (and note that English inflectional morphology is exclusively suffixal) this issue does not arise. The processing question that does arise is whether, given this type of structural arrangement, the inflected or derived full-forms are activated as soon as the base is activated, or whether this secondary activation depends on the prior identification of the base. The fact that subjects here produced full-forms at even the earliest gates, and the evidence elsewhere for the early activation of the semantic and syntactic information associated with word-forms (e.g., MarslenWilson, 1984) , suggests that activation of the base means the simultaneous activation of the full-forms associated with this base.
The second type of account assumes that the listener directly represents the derived full-forms, and at least the more frequent inflected full-forms, as separately accessible items in the recognition lexicon. A full-form is therefore accessed directly, without prior access (or identification) of the base. Here the distinction between base and affix is not coded explicitly in the structure of the access process, but is presumably represented at another level of the system.
Both accounts lead to functionally equivalent cohorts of word candidates. As soon as the word-initial cohort is established, this will include as active candidates all of the affixed base-forms that are compatible with the beginning segments of the word. This initial cohort will be selectively reduced over time, as the sensory input continues to accumulate, and as semantic constraints filter out semantically unacceptable base-forms, and syntactic constraints filter out syntactically unacceptable inflected or derived full-forms. This will give recognition of the inflected-form as soon as the base-form is identified under suitably constraining syntactic conditions, and it will lead to the observed delay in the identification of the full-form when the syntactic context does not discriminate between alternate forms of a given base.
