In this paper, we give a necessary and sufficient condition for a one-dimensional functional u(t)) dt to satisfy the so-called (PS)-weak lower semicontinuity property on the space
Introduction
Let f : R m → R be a continuously differentiable (i.e. C 1 ) function satisfying
where c 1 , c 2 > 0 and 1 < p < ∞ are constants. Consider the integral functional
where u: (0, 1) → R m is a curve in R m andu(t) = du dt ∈ R m is its velocity field. Under these assumptions, the functional I (u) is continuously differentiable on the usual Sobolev space X = W 1, p ((0, 1); R m ) and its Fréchet derivative I (u) ∈ X * at u ∈ X is given by
Here, the inner product on R m is denoted by ξ · η ≡ m i=1 ξ i η i and the induced Euclidean norm by |ξ | = (ξ · ξ) 1/2 .
Note that by the Sobolev embedding theorem a function in X can be viewed as an absolutely continuous function on [0, 1]. In the following, the strong and weak convergences in X are denoted by u k → u and u k u, respectively. Let Y = W and define
The following definition is a special case of the general definition introduced in Vasiliu and Yan [11] , which has been mainly motivated by a question raised in Müller [7] concerning the Morrey quasiconvexity condition in connection with the Ekeland variational principle [6] . Definition 1.1. Let u k , u ∈ X. We say that u k (PS)-weakly converges to u in X (with respect to functional I ) provided that u k u in X and I (u k ) Y * → 0 as k → ∞; in this case, we write u k ps u. We say that I is (PS)-weakly lower semicontinuous on X if
The "PS" here simply refers to the sequence being the so-called Palais-Smale sequence in nonlinear analysis [2] .
The main result of this paper is the following theorem regarding the necessary and sufficient condition for the (PS)-weak lower semicontinuity for the functional I defined above. 
This theorem will be proved later as two separate results (Theorems 3.1 and 3.3), where we also derive an equivalent condition of (1.4) (see Remark 3.2 later). The proof of the sufficiency part (Theorem 3.3) of this theorem relies on the Young measure theory as developed in [3, 8, 10] following the original idea of Young [12] .
As an immediate corollary of this theorem, we have the following result, which has been proved in [11] in the case of m = 2; however, the proof there did not use the Young measure theory. 1) ; R m ). Remark 1.1. If m = 1, it has been shown that the restricted convexity condition (1.4) is equivalent to the usual convexity of f ; see [11, Lemma 4.8] . Hence, in this case, the (PS)-weak lower semicontinuity of I on X is equivalent to the usual weak lower semicontinuity of I (see [1, 5] ).
However, in the case of m ≥ 2, condition (1.4) is not equivalent to the convexity of f ; see Remark 3.3 below. Therefore, in general, (PS)-weak lower semicontinuity may lead to a nonconvex variational problem.
The following result shows that, under a certain coercivity condition on f , we do have equivalence between the (PS)-weak lower semicontinuity of I and the convexity of f . (1.5)
Then I is (PS)-weakly lower semicontinuous on X if and only if f is convex in R m .
This theorem follows from Theorem 1.1 using an interesting calculus fact (see Theorem 3.4). Note that, since p > 1, the condition (1.5) is satisfied if f satisfies the usual coercivity growth condition f (ξ ) ≥ c 0 (|ξ | p − 1) for some constant c 0 > 0.
(PS)-weak convergence and the Young measures
We first have the following result.
where the minimizerh ∈ R m is uniquely determined by the equation
Proof. For any c ∈ R m , it follows that
and hence
Using the direct method of calculus of variations and the convexity of L p -norm, the minimization problem of μ = inf c∈R m h − c L p has a unique minimizerh ∈ R m , which is uniquely determined by the Euler-Lagrange equation (2.1). We show ḣ Y * = h −h L p = μ to complete the proof. To this end, define 
Then it is easy to see that I (u k ) =ḣ k in Y * , and hence by Lemma 2.1, there exists a constanth k ∈ R m such that 
After taking a further subsequence, we may assume
where
We claim that there exists a subsequence { j s } such that j s → ∞ as s → ∞ and ∩ ∞ s=1 E j s = ∅. Suppose to the contrary that no such subsequences { j s } existed. Define
where χ F (t) is the characteristic function of set F ⊂ (0, 1). Then g(t) would be finite for every t ∈ E. Let g n (t) = 1 n n j =1 χ E j (t). Then 0 ≤ g n (t) ≤ 1 for all n ∈ N and t ∈ E, and g n (t) ≤
g(t )
n → 0 as n → ∞ for all t ∈ E. Hence by the dominated convergence theorem, 
Moreover, for any continuous function
ψ ∈ C(R m ; R d ), if ψ(U k j (t)) converges weakly toψ(t) in L 1 ((0, 1); R d ) then ψ(t) = R m ψ(ξ)dν t (ξ ) ∀ a.
e. t ∈ (0, 1). (2.4)

Furthermore, for any non-negative continuous function g ∈ C(R m ), one has
1 0 R m g(ξ )dν t (ξ )dt ≤ lim inf j →∞ 1 0 g(U k j (t)) dt. (2.5)
In this case, we say the subsequence {U k j } converges to (ν t ) t ∈(0,1) in the sense of the Young measure as j → ∞, and (ν t ) t ∈(0,1) is called the Young measure determined by {U k j }.
Proof. The Young measure theory has been developed in [3, 8, 10] following the original idea of Young [12] . The last conclusion concerning inequality (2.5) can be found in [8] and also follows from (2.4) using the biting convergence in L 1 (0, 1) (see also [1, 4, 7] ).
Let K ⊂ R m be any given set. Denote by co(K ) the convex hull of K , which, by the Carathéodory theorem [9] , is given by
Note that co(K ) may not be a closed set even when K is closed. However, by the Hahn-Banach theorem [2, 9] , it follows that the closure of co(K ), the so-called closed convex hull of K and denoted by co(K ), can be characterized by
The main result of this section is the following:
Then there exists a subsequence {u k j } converging to a Young measure (ν t ) t ∈(0,1) that satisfies L 1 (0, 1) . Hence, by (2.4) in the Young measure theorem above,
Finally, to showu(t) ∈ co(K L ) for almost every t ∈ (0, 1), we observe that for every y ∈ R m , by (2.8),
Hence by (2.7) and (2.10) we haveu(t) ∈ co(K L ). This completes the proof.
Proof of the main theorems
As before, we assume I (u) is the functional on the space X = W 1, p ((0, 1); R m ) defined by (1.2) with f satisfying the condition (1.1).
Given
Proof of Theorem 1.1. We prove the theorem in two separate steps. 
Theorem 3.1. Assume functional I is (PS)-weakly lower semicontinuous on
We extend ρ to the whole of R as a 1-periodic function. Define
Hence, by the (PS)-weak lower semicontinuity,
which after simplification is the required condition (3.1).
In order to prove the sufficiency part, we need the following calculus result.
Lemma 3.2. Suppose that f : R
m → R is C 1 and satisfies
. From the assumption and the mean value theorem,
where 0 < θ 0 < θ and θ < θ 1 < 1 are some constants depending on θ . Hence
Let θ → 0 + in (3.3) and θ → 1 − in (3.4), respectively, and we have Proof. Since condition (1.4) implies the condition (3.2) of Lemma 3.2, it follows that
this inequality holds for all η ∈ co(K L ) and ξ ∈ K L , which yields
Now assume u k ps u in X. After taking a subsequence, we also assume lim k→∞ I (u k ) exists. Let a subsequence {u k j } and the Young measure (ν t ) t ∈(0,1) be determined as in Theorem 2.4 above. By the Young measure theorem (Lemma 2.3),
Hence, integrating this over ξ ∈ K L with respect to ν t and using the fact supp ν t ⊂ K L , it follows that
for almost every t ∈ (0, 1). Therefore, in view of (3.6),
This proves the (PS)-weak lower semicontinuity of I . Proof. Certainly if f is convex on R m then the condition (3.2) holds. Now assume (3.2) holds and f satisfies (1.5). We show f is convex. Given any η ∈ R m , let g(ξ ) = f (η) + f (η) · (ξ − η) be the linear approximation of f at η. It is sufficient to show
Suppose, to the contrary, there existsξ ∈ R m such that f (ξ) < g(ξ). Let S = {ξ ∈ R m | f (ξ ) < g(ξ )}. Then S is a non-empty open set sinceξ ∈ S. Also by (1.5) the set S is bounded and hence its closureS is compact. Let
for some ξ * ∈S. Since σ < 0 and f = g on ∂ S, it follows that ξ * ∈ S and hence f (ξ * ) = g (ξ * ) = f (η). Then by Lemma 3.2, f (ξ * ) = f (η) + f (η) · (ξ * − η) = g(ξ * ), which is a contradiction since σ = f (ξ * ) − g(ξ * ) < 0. Then it is easy to see that f is C 2 and its derivative map f : R 2 → R 2 is one-to-one. Hence the condition (1.4) is satisfied automatically, but f is not convex; of course, (1.5) does not hold.
