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Abstract
Using elements from the theory of ergodic backward stochastic dif-
ferential equations (BSDE), we study the behavior of forward entropic
risk measures. We provide their general representation results (via both
BSDE and convex duality) and examine their behavior for risk positions
of long maturities. We show that forward entropic risk measures converge
to some constant exponentially fast. We also compare them with their
classical counterparts and derive a parity result.
1 Introduction
Risk measures constitute one of the most active areas of research in financial
mathematics, for they provide a general axiomatic framework to assess risks.
Their universality and wide applicability, together with the wealth of related
interesting mathematical questions, have led to considerable theoretical and
applied developments (see, among others, [1, 9, 10] with more references therein,
and [5, 18, 31] for dynamic convex risk measures).
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A number of popular risk measures are defined in relation to investment
opportunities in a given financial market like, for example, VaR, CVaR, indif-
ference prices, etc. Such measures are however tied to both a horizon and a
market model, and these choices are made at initial time with limited, if any,
flexibility to be revised.
As a result, issues related to how the risk of upcoming positions of arbitrary
maturities can be assessed, model revision can be implemented, time-consistency
can be preserved, etc. arise. Some of these questions were addressed by one of
the authors and Zitkovic in [35], where an axiomatic construction of the so-called
“maturity-independent” risk measures was proposed.
Herein we analyze an important subclass of maturity-independent risk mea-
sures, the forward entropic ones. They are constructed via the forward expo-
nential performance criteria (see Definition 5) and yield the risk assessment of
a position by comparing the optimal investment, under these criteria, with and
without the risk position. Like the forward performance processes, via which
they are built, the forward entropic measures are defined for all times.
In this paper, we focus on a stochastic factor model in an incomplete market,
which consists of multi-assets, and their pricing dynamics depend on correlated
stochastic factors (see (1) and (2)). Stochastic factors are frequently used to
model the dynamics of assets (see, for example, the review paper [34]). In
the forward performance setting, the use of stochastic factors is discussed in
[29], where the multi-stock/multi-factor complete market case is solved. The
incomplete market case with a single stock/single factor was examined in [30]
and, more recently, in [32] for a model with slow and fast stochastic factors.
Our contribution is threefold. Firstly, we provide a general backward stochas-
tic differential equation (BSDE) representation result for forward entropic risk
measures. We do so by building on a recent work of two of the authors ([20]),
who developed a new approach for the construction of homothetic (exponential,
power and logarithmic) forward performance processes using elements from the
theory of ergodic BSDE. This method bypasses a number of technical difficul-
ties associated with solving an underlying ill-posed stochastic partial differential
equation (SPDE) that the forward process is expected to satisfy (see [6] and [28]
for the discussion on the corresponding SPDE).
For the exponential forward family we consider herein, the approach in [20]
yields the forward performance criterion in a factor form (see (10)), for which
the representation is unique. Having this representation result, we show that the
risk measure satisfies a BSDE whose driver, however, depends on the solution
of the aforementioned ergodic BSDE (see Theorem 6), and such a solution can
be linked to the volatility of the forward process (see Remark 4). The fact that
the risk measure is computed via a BSDE is not surprising since we are dealing
with the valuation of a risk position, which is by nature a “backward” problem.
However, the new element is the dependence of the driver of this BSDE on the
solution of another, actually ergodic, BSDE.
We then show two applications of the BSDE representation result. By using
the convex property of the BSDE driver, we derive a convex dual representation
of forward entropic risk measures (see Theorem 8). More specifically, we show
2
that the forward entropic risk measure is the minimal expected value of the risk
position (subject to a penalty term) over all equivalent probability measures.
Such a penalty term, depending solely on the stochastic factor process and
the volatility of the forward performance process, is the convex dual of the
BSDE driver. As a consequence, we obtain several properties of forward entropic
risk measures, namely, anti-positivity, convexity and cash-translativity. In a
single stock/single stochastic factor case, we further show that the equivalent
probability measures are actually equivalent martingale measures (see section
6).
We then study the asymptotic behavior of forward entropic risk measures
when the maturity of the risk position is very long. For risk positions that are
deterministic functions of the stochastic factor process, we show that their risk
measure converges to a constant, which is independent of the initial state of the
stochastic factors, and, furthermore, we prove that the convergence is exponen-
tially fast. As a consequence, we derive an explicit exponential bound of the
investor’s hedging strategies. In particular, when the maturity goes to infinity,
we show that the investor will not do any trading to hedge the underlying risks
in any finite time (see Theorem 10).
Our third contribution is a derivation of a parity result between the forward
and the classical entropic risk measures (see Proposition 15). We show that the
forward measure can be constructed as the difference of two classical entropic
measures applied to the risk position, and to a normalizing factor related to the
solution of the ergodic BSDE for the forward criterion.
We conclude with an example cast in the single stock/single stochastic factor
case. Using the ergodic BSDE approach, we derive a closed form representation
of the forward risk measure (see (55)) and its convex dual representation (see
(56)). We also derive a representation of the classical entropic risk measure
(see (58)) and, in turn, compute numerically the long-term limits of the two
measures for specific risk positions.
The paper is organized as follows. In section 2, we introduce the stochas-
tic factor model and provide background results on exponential forward per-
formance processes. In section 3, we provide general representation results of
forward entropic risk measures using both BSDE and convex duality. We also
study their behavior for risk positions of long maturities. In section 4, we present
the proofs of the main results and, in section 5, we derive the parity result. We
conclude in section 6 with an example.
2 The stochastic factor market model
Let W be a d-dimensional Brownian motion on a probability space (Ω,F ,P).
Denote by F = {Ft}t≥0 the augmented filtration generated by W . We consider
a market of a risk-free bond offering zero interest rate and n risky stocks, with
n ≤ d. The stock price processes Sit , t ≥ 0, solve, for i = 1, . . . , n,
dSit
Sit
= bi(Vt)dt+ σ
i(Vt)dWt. (1)
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The d-dimensional stochastic process V models the stochastic factors affecting
the coefficients of the stock prices, and solves
dVt = η(Vt)dt+ κdWt. (2)
We introduce the following model assumptions. Throughout, we will be
using the superscript Atr to denote the transpose of matrix A.
Assumption 1 i) The drift and volatility coefficients, bi(v) ∈ R and σi(v) ∈
R1×d are uniformly bounded in v ∈ Rd.
ii) The volatility matrix, defined as σ(v) = (σ1(v), . . . , σn(v))tr, has full row
rank n.
iii) The market price of risk, defined as
θ(v) := σ(v)tr[σ(v)σ(v)tr]−1b(v), (3)
v ∈ Rd, is uniformly bounded and Lipschitz continuous.
Note that θ(v) solves σ(v)θ(v) = b(v), v ∈ Rd, which admits a solution
because of (ii) above.
Assumption 2 i) The drift coefficients η(v) ∈ Rd satisfy a dissipative con-
dition, namely, there exists a large enough constant Cη > 0 such that, for
v, v¯ ∈ Rd,
(η(v)− η(v¯))tr(v − v¯) ≤ −Cη|v − v¯|2.
ii) The volatility matrix κ ∈ Rd×d is positive definite and normalized to
|κ| = 1.
The “large enough” property will be quantified in the sequel when it is
assumed that Cη > Cv > 0, where the constant Cv appears in the properties of
the driver of an upcoming ergodic BSDE (see inequality (31)).
Under Assumption 2, the stochastic factor process V admits a unique in-
variant measure and it is thus ergodic. Moreover, any two paths will converge
to each other exponentially fast.
In this market environment, an investor trades dynamically among the risk-
free bond and the risky assets. Let p˜i = (p˜i1, · · · , p˜in)tr denote the (discounted
by the bond) amounts of her wealth in the stocks, which are taken to be self-
financing. Then, the (discounted by the bond) wealth process satisfies
dX p˜it =
n∑
i=1
p˜iit
Sit
dSit = p˜i
tr
t σ(Vt) (θ(Vt)dt+ dWt) ,
with X0 = x ∈ R. As in [20], we work with the investment strategies rescaled
by the volatility,
pitrt := p˜i
tr
t σ(Vt).
Then, the wealth process satisfies
dXpit = pi
tr
t (θ(Vt)dt+ dWt) . (4)
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For any t ≥ 0, we denote by A[0,t] the set of the admissible investment strategies
in [0, t], defined as
A[0,t] = {pi ∈ L2BMO[0, t] : pis ∈ Π for s ∈ [0, t]},
where Π is a closed and convex subset in Rd also including the origin 0, and
L2BMO[0, t] = {pis, s ∈ [0, t] : pi is F-progressively measurable and
ess sup
τ
EP
[∫ t
τ
|pis|2ds
∣∣∣∣Fτ] <∞, for any F-stopping time τ ∈ [0, t]}.
The set of admissible investment strategies for all t ≥ 0 is, in turn, defined as
A = ∪t≥0A[0,t].
The investor has an exponential forward performance criterion for her ad-
missible investment strategies. For the reader’s convenience, we start with some
background results on the forward performance criterion. We first recall its defi-
nition (see [23]-[27]) and, in turn, focus on the exponential class. We then recall
its ergodic BSDE representation, established in [20].
Definition 1 Let D = R × [0,∞). A process U (x, t), (x, t) ∈ D, is a forward
performance process if:
i) for each x ∈ R, U (x, t) is F-progressively measurable,
ii) for each t ≥ 0, the mapping x 7→ U(x, t) is strictly increasing and strictly
concave,
iii) for all pi ∈ A and 0 ≤ t ≤ s,
U(Xpit , t) ≥ EP [U(Xpis , s)|Ft] ,
and there exists an optimal pi∗ ∈ A such that,
U(Xpi
∗
t , t) = EP
[
U(Xpi
∗
s , s)|Ft
]
,
with Xpi, Xpi
∗
solving (4).
Throughout the paper, we work with Markovian exponential forward criteria
that are appropriate functions of the stochastic factor process V, namely,
U (x, t) = −e−γx+f(Vt,t), (5)
for (x, t) ∈ D, with γ > 0, and the function f : Rd×[0,∞)→ R to be determined.
The main idea is to use the Markovian solution of an ergodic BSDE to construct
the function f . We refer to [3, 4, 11, 17, 20] for recent developments of ergodic
BSDE. In Proposition 4.1 of [20], the following result was proved.
Proposition 2 Suppose that Assumptions 1 and 2 hold. Then, the ergodic
BSDE
dYt = (−F (Vt, Zt) + λ)dt+ Ztrt dWt, (6)
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where the driver F : Rd × Rd → R is defined as
F (v, z) :=
1
2
γ2dist2
{
Π,
z + θ(v)
γ
}
− 1
2
|z + θ(v)|2 + 1
2
|z|2, (7)
with θ (·) as in (3), admits a unique Markovian solution (Yt, Zt, λ), t ≥ 0.
Specifically, there exist a unique λ ∈ R, and functions y : Rd → R and z :
Rd → Rd such that
(Yt, Zt) = (y (Vt) , z (Vt)) . (8)
The function y(·) has at most linear growth with y(0) = 0, and z(·) is bounded
with |z(·)| ≤ CvCη−Cv , where Cη and Cv are as in Assumption 2 and equality (31),
respectively. Moreover,
|∇y(v)| ≤ Cv
Cη − Cv . (9)
The solution y(·) is unique up to a constant (i.e. y(·)+C for any constant C
is also a solution), and to avoid this ambiguity, we fix without loss of generality
its value at 0 as y(0) = 0.
We stress that while there exists a unique solution in factor form, the er-
godic BSDE (6) admits multiple non-Markovian solutions, which are however
not considered herein.
The next result relates the solution of the ergodic BSDE (6) to the expo-
nential forward performance process (5) and its associated optimal policy. For
its proof, see Theorem 4.2 of [20].
Proposition 3 Suppose that Assumptions 1 and 2 hold, and let (Y,Z, λ) be the
unique Markovian solution to (6). Then, the process U(x, t), (x, t) ∈ D, given
by
U(x, t) = −e−γx+Yt−λt, (10)
is an exponential forward performance process, and the associated optimal strat-
egy
pi∗t = ProjΠ
(
θ(Vt)
γ
+
Zt
γ
)
. (11)
Remark 4 In [20], the solution pair (Y,Z) is constructed by a “vanishing dis-
count rate” argument, i.e. (Y,Z) are the limiting processes of the solution to an
infinite horizon BSDE with a discount factor ρ as ρ ↓ 0.
The solution Z can be regarded as the volatility of the forward performance
process. To see this, an application of Itoˆ’s formula to e−γx+Yt−λt yields that
dU(x, t)
U(x, t)
=
(
−F (Vt, Zt) + 1
2
|Zt|2
)
dt+ (Zt)
trdWt.
Furthermore, the solution λ can be interpreted as the long term growth rate of
a classical utility maximization problem (see Proposition 3.3 in [20]).
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3 Forward entropic risk measures and ergodic
BSDE
We now study the behavior of forward entropic risk measures in relation to the
exponential forward performance process (10). Forward entropic risk measures
were first introduced in [35] to assess risk positions with arbitrary maturities.
We introduce the space of candidate risk positions,
L = ∪T≥0L∞ (FT ) , (12)
where L∞(FT ) is the space of uniformly bounded FT -measurable random vari-
ables. To simplify the presentation, we assume without loss of generality that
the generic risk position is introduced at time t = 0, and also remind the reader
that D = R× [0,∞) .
Definition 5 i) Consider the forward exponential performance process U (x, t) =
−e−γx+Yt−λt, (x, t) ∈ D (cf. (10)).
Let T > 0 be arbitrary and consider a risk position ξT ∈ L∞ (FT ). Its (T -
normalized) forward entropic risk measure, denoted by ρt(ξT ;T ) ∈ Ft, is defined
by
uξT (x+ ρt(ξT ;T ), t) = U(x, t), (13)
for all (x, t) ∈ R× [0, T ], where
uξT (x, t) := ess sup
pi∈A[t,T ]
EP
[
U(x+
∫ T
t
pitru (θ(Vu)du+ dWu) + ξT , T )
∣∣∣∣∣Ft
]
, (14)
provided the above essential supremum exists.
ii) Let the risk position ξ ∈ L. Define Tξ = inf{T ≥ 0 : ξ ∈ FT }. Then, the
forward entropic risk measure of ξ is defined, for t ∈ [0, Tξ] , as
ρt(ξ) := ρt(ξ;Tξ). (15)
Hence, for ξT ∈ L∞(FT ), we have ρt(ξT ) = ρt(ξT ;T ).
We stress that the performance criterion entering in Definition 5 is defined
for all T > 0, and thus one can assess risk positions with arbitrary maturities.
This is not, however, the case in the classical framework. In the latter, the
performance criterion is built on a (static) utility function defined for a single
time T , and, as a result, one can only assess risk positions at that time (see
Definition 14 in section 5).
3.1 BSDE representation of forward entropic risk mea-
sures
We are now ready to provide one of the main results herein, which is the rep-
resentation of forward entropic risk measures using the solutions of associated
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BSDE and ergodic BSDE. The main idea is to express the forward entropic risk
measure process as the solution of a traditional BSDE whose driver, however,
depends on the volatility of the forward performance process, i.e. the solution
Zt of the ergodic BSDE (6). This dependence follows from the fact that equa-
tion (6) was used to construct the exponential forward performance process (10)
that appears in (13) in Definition 5.
Theorem 6 Consider a risk position ξT ∈ L∞(FT ), with its maturity T > 0
being arbitrary. Suppose that Assumptions 1 and 2 hold. Consider, for t ∈
[0, T ] , the BSDE
Y ξTt = ξT +
∫ T
t
G(Vu, Zu, Z
ξT
u )du−
∫ T
t
(ZξTu )
trdWu, (16)
where the driver G : Rd × Rd × Rd → R is defined as
G(v, z, z¯) :=
1
γ
(F (v, z + γz¯)− F (v, z)) , (17)
with F (·, ·) given by (7). Then the following assertions hold:
i) The BSDE (16) has a unique solution
(
Y ξTt , Z
ξT
t
)
, t ∈ [0, T ] , with Y ξT
being uniformly bounded and ZξT ∈ L2BMO[0, T ].
ii) The forward entropic risk measure of ξT is given, for t ∈ [0, T ] , by
ρt(ξT ) = Y
−ξT
t . (18)
From the above representation, we readily obtain the time-consistency prop-
erty: for any 0 ≤ t ≤ s ≤ T <∞,
ρt(ξT ) = Y
−ξT
t = Y
Y
−ξT
s
t = Y
ρs(ξT )
t = ρt(−ρs(ξT )).
Therefore, the forward entropic risk measure is well defined over all time hori-
zons.
The fact that the forward entropic risk measure is obtained via a BSDE (cf.
(16)) should not suggest that it does not differ from its classical counterpart,
which is also given as a solution of a BSDE (see (50) herein).
Firstly, it is natural to expect that the risk measure will be represented
by the solution of a BSDE, since the pricing condition (13) is, by nature, set
“backwards” in time. However, the classical entropic risk measure is defined only
on [0, T ] for a single maturity T , because the associated traditional exponential
value function is only defined on t ∈ [0, T ]. In contrast, the forward entropic risk
measure is defined for all maturities T ≥ 0, for the associated forward process
U (x, t) (cf. (10)) is defined for all t ≥ 0.
Secondly, the BSDE (16) for the forward risk measure differs from the one
for the classical entropic measure, because its driver depends on the volatility
process Zt, which solves the ergodic BSDE that yields the exponential forward
criterion.
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Remark 7 In addition to forward entropic measures, one can define the “hedg-
ing strategies” associated with the risk position ξT . As in the classical case, they
are defined as the difference of the optimal strategies for uξT (x, t) and U(x, t)
appearing in Definition 5. We deduce that the related hedging strategy, denoted
by αt,T , t ∈ [0, T ], is given by (cf. (35) and (11))
αt,T = pi
∗,ξT
t − pi∗t (19)
= ProjΠ
(
Z−ξTt +
Zt + θ(Vt)
γ
)
− ProjΠ
(
Zt + θ(Vt)
γ
)
.
Observe that the first term naturally depends on the maturity of the risk
position, while the second is independent of it and defined for all times. This is
not the case in the classical setting, where both terms depend on the investment
horizon.
3.2 Convex dual representation of forward entropic risk
measures
Our second main result is a dual representation of the forward entropic risk
measure ρt(ξT ) via the BSDE (16). Firstly, we observe that since Π is convex,
and a distance function to a convex set is also convex, it follows that the driver
G(v, z, z¯), defined in (17), is convex in z¯, for any (v, z) ∈ Rd × Rd. We can
therefore introduce the convex dual of G(v, z, z¯),
G∗(v, z, q) := sup
z¯∈Rd
(
z¯trq −G(v, z, z¯)) , (20)
for q ∈ Rd. Note that G∗ is valued in R ∪ {∞}.
Then, the Fenchel-Moreau theorem yields that
G(v, z, z¯) = sup
q∈Rd
(z¯trq −G∗(v, z, q)), (21)
for z¯ ∈ Rd. Moreover, q∗ ∈ ∂Gz¯(v, z, z¯), which is the subdifferential of z¯ 7→
G(v, z, z¯) at z¯ ∈ Rd, achieves the supremum in (21),
G(v, z, z¯) = z¯trq∗ −G∗(v, z, q∗). (22)
With a slight abuse of notation, for any q ∈ L2BMO[0, T ], its stochastic
exponential E(∫ ·
0
qtrs dWs) is a uniformly integrable martingale, since
∫ ·
0
qtrs dWs
is a BMO-martingale. We then define on FT a probability measure Qq by
dQq
dP = E(
∫ ·
0
qtrs dWs)T , and introduce the admissible set
A∗[0,T ] =
{
q ∈ L2BMO[0, T ] : EQq
[∫ T
0
|G∗(Vs, Zs, qs)|ds
]
<∞
}
,
where V is the stochastic factor process given in (2), and Z appears in the
unique Markovian solution of the BSDE (6).
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Theorem 8 Suppose that Assumptions 1 and 2 hold. Let ξT ∈ L∞(FT ) be
a risk position with its maturity T > 0 being arbitrary. Then, the following
assertions hold:
i) The forward entropic risk measure ρt(ξT ) admits the following convex dual
representation
ρt(ξT ) = − ess inf
q∈A∗
[t,T ]
EQq
[
ξT +
∫ T
t
G∗(Vs, Zs, qs)ds
∣∣∣∣∣Ft
]
, (23)
where G∗ : Rd × Rd × Rd → R ∪ {∞} is the convex dual of G in (20).
ii) There exists an optimal density process q∗ ∈ A∗[t,T ] such that
ρt(ξT ) = −EQq∗
[
ξT +
∫ T
t
G∗(Vs, Zs, q∗s )ds
∣∣∣∣∣Ft
]
. (24)
We note that the penalty term G∗ depends solely on the stochastic factor
process Vs and the volatility process Zs of the forward performance process. In
section 6, we provide a concrete example to further illustrate the structure of
the penalty term G∗.
Remark 9 From the convex dual representation (23), we easily deduce the fol-
lowing properties of the forward entropic risk measure ρt(ξT ).
i) Anti-positivity: ρt (ξT ) ≤ 0 for any ξT ∈ L∞(FT ) with ξT ≥ 0, which
follows from the nonnegativity of G∗ (cf. (37)).
ii) Convexity: ρt (αξT + (1− α) ξ¯T ) ≤ αρt(ξT ) + (1− α)ρt(ξ¯T ), for any α ∈
[0, 1] and ξT , ξ¯T ∈ L∞(FT ).
iii) Cash-translativity: ρt (ξT −m) = ρt (ξT ) + m, for any m ∈ R and ξT ∈
L∞(FT ).
3.3 Long-maturity behavior of forward entropic risk mea-
sures
We study the behavior of forward entropic risk measures when the maturity of
the risk position is long. We focus on European-type positions written only on
the stochastic factor process V . Specifically, with T > 0 being arbitrary, we
consider risk positions represented as
ξT = −g (VT ) , (25)
with g : Rd → R being a uniformly bounded and Lipschitz continuous function
with Lipschitz constant Cg.
From Theorem 6, we have the representation ρt (ξT ) = Y
−ξT
t for t ∈ [0, T ].
Furthermore, by the Markovian assumption on the risk position ξT , we have
that
(Y −ξTt , Z
−ξT
t ) = (y
T,g(Vt, t), z
T,g(Vt, t)),
for some measurable functions (yT,g(·, ·), zT,g(·, ·)).
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We show that as T ↑ ∞, the forward entropic risk measure, from the one
hand, has an exponential decay with respect to its maturity, and from the other,
tends to a constant, which is independent of the initial state of the stochastic
factor process V v0 = v. As a consequence, we derive an explicit exponential
bound of the investor’s optimal investment strategy. In particular, we show
that the investor will not do any trading to hedge the underlying risks in any
finite time when the maturity goes to infinity.
Theorem 10 Suppose that Assumptions 1 and 2 hold. Consider a risk position
ξT as in (25) with T arbitrary. Then, the following assertions hold:
i) There exists a constant Lg ∈ R, independent of V v0 = v, such that
lim
T↑∞
ρ0(ξT ) = lim
T↑∞
yT,g(v, 0) = Lg. (26)
Moreover, for any T > 0,
|yT,g(v, 0)− Lg| ≤ C(1 + |v|2)e−CˆηT , (27)
with the constant Cˆη given in Proposition 16 (see Appendix A.1).
ii) The hedging strategy satisfies, for any T > 0 and s ∈ [0, T ),
EP
[∫ s
0
|αt,T |2dt
]
≤ C(1 + |v|4)e−2Cˆη(T−s). (28)
Therefore, for any s ∈ [0, T ),
lim
T↑∞
EP
[∫ s
0
|αt,T |2dt
]
= 0. (29)
Remark 11 In order to study the long-maturity behavior of the solution Y −ξT0
to the BSDE (16), it is natural to relate (16) with an ergodic BSDE, given below,
and investigate the proximity of their solutions.
To this end, we may consider the ergodic BSDE
Pt = Ps +
∫ s
t
(
G(Vu, Zu, Qu)− λˆ
)
ds−
∫ s
t
(Qu)
trdWu (30)
for 0 ≤ t ≤ s < ∞, and examine the approximation of Y −ξT0 by P0 + λˆT , for
large T.
We stress that the driver of the ergodic BSDE (30) depends on the solution Z
of the ergodic BSDE (6) of the forward performance process. This causes various
technical issues. The driver G(v, z(v), z¯) of the ergodic BSDE (30) depends on
the function z(v). Although, due to the boundedness of the function z(·), the
driver G satisfies the locally Lipschitz estimate (32) in z¯, it may not satisfy
the locally Lipschitz estimate (31) in v, and hence the existence and uniqueness
result in [20] might not apply. Moreover, it is not even clear whether the ergodic
BSDE (30) is well-posed or not. For this, as we mention in the proof of Theorem
10, we work with the function yT,g(·, ·) directly.
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4 Proofs of the main results
4.1 Proof of Theorem 6
We first recall that in the proof of Proposition 4.1 in [20], two key inequalities
were used, which follow from Assumption 1 and the Lipschitz property of the
distance function. Specifically, it can be shown that there exist constants Cv > 0
and Cz > 0 such that
|F (v1, z)− F (v2, z)| ≤ Cv(1 + |z|)|v1 − v2| (31)
and
|F (v, z1)− F (v, z2)| ≤ Cz(1 + |z1|+ |z2|)|z1 − z2|, (32)
for any v, v1, v2, z, z1, z2 ∈ Rd.
Proof of (i): First note that, for t ∈ [0, T ] , G(v, Zt, z¯) is locally Lipschitz
continuous in z¯, since a.s.
|G(v, Zt, z¯1)−G(v, Zt, z¯2)| ≤ Cz(1 + 2|Zt|+ γ|z¯1|+ γ|z¯2|)|z¯1 − z¯2|,
with Z being uniformly bounded. Using, furthermore, that ξT ∈ L∞ (FT ), the
assertion follows from Theorems 2.3 and 2.6 of [19] and Theorem 7 of [16].
Proof of (ii): Using (10) and that ρt(ξT ) ∈ Ft, t ∈ [0, T ] , we have that
uξT (x+ ρt(ξT ), t) = e
−γρt(ξT )uξT (x, t). (33)
To obtain uξT (x, t), we work as follows. Define, for s ∈ [t, T ], the process
Rpis := − exp
(
−γ
(
x+
∫ s
t
pitru (θ(Vu)du+ dWu)
)
+ Ys − λs+ γY −ξTs
)
. (34)
We first show that it is a supermartingale for any pi ∈ A[t,T ], and becomes a
martingale for
pi∗,ξTs = ProjΠ
(
Z−ξTs +
Zs + θ(Vs)
γ
)
. (35)
Indeed, for 0 ≤ t ≤ r ≤ s ≤ T , observe that the exponent in (34) satisfies
−γ(x+
∫ s
t
pitru (θ(Vu)du+ dWu)) + Ys − λs+ γY −ξTs
= −γ(x+
∫ r
t
pitru (θ(Vu)du+ dWu)) + Yr − λr + γY −ξTr
−γ(x+
∫ s
r
pitru (θ(Vu)du+ dWu)) + (Ys − Yr)− λ(s− r) + γ(Y −ξTs − Y −ξTr ).
Using the ergodic BSDE (6) and the BSDE (16) yields
(Ys − Yr)− λ (s− r) = −
∫ s
r
F (Vu, Zu) du+
∫ s
r
Ztru dWu
12
and
Y −ξTs −Y −ξTr = −
1
γ
∫ s
r
(
F
(
Vu, Zu + γZ
−ξT
u
)− F (Vu, Zu)) du+∫ s
r
(
Z−ξTu
)tr
dWu.
Combining the above gives
EP
[
−e−γ(x+
∫ s
t
pitru (θ(Vu)du+dWu))+Ys−λs+γY
−ξT
s
∣∣∣Fr]
= −e−γ(x+
∫ r
t
pitru (θ(Vu)du+dWu))+Yr−λr+γY
−ξT
r
×EP
[
e
∫ s
r
(
−γpitru θ(Vu)−F (Vu,Zu+γZ
−ξT
u )
)
du+
∫ s
r
(
−γpiu+Zu+γZ−ξTu
)tr
dWu
∣∣∣∣Fr] .
For s ∈ [0, T ], consider the process Ns :=
∫ s
0
(−γpiu + Zu + γZ−ξTu )tr dWu.
Because pi, Z−ξT ∈ L2BMO[0, T ] and Z is uniformly bounded, we deduce that N
is a BMO-martingale.
Next, we define on FT a probability measure, denoted by Qpi, by dQ
pi
dP =
E(N)T . Then, dQ
pi
dP
∣∣∣
Fs
= E(N)s, which is uniformly integrable due to the BMO-
martingale property of the process N . Therefore,
e
∫ s
r
(
−γpiu+Zu+γZ−ξTu
)tr
dWu =
(
e
1
2
∫ s
r
|−γpiu+Zu+γZ−ξTu |2du
) E(N)s
E(N)r ,
and, thus,
EP
[
−e−γ(x+
∫ s
t
pitru (θ(Vu)du+dWu))+Ys−λs+γY
−ξT
s
∣∣∣Fr]
= −e−γ(x+
∫ r
t
pitru (θ(Vu)du+dWu))+Yr−λr+γY
−ξT
r
×EP
[
e
∫ s
r
(
−γpitru θ(Vu)−F (Vu,Zu+γZ
−ξT
u )
)
du+ 12
∫ s
r
∣∣∣−γpiu+Zu+γZ−ξTu ∣∣∣2du E(N)s
E(N)r |Fr
]
= −e−γ(x+
∫ r
t
pitru (θ(Vu)du+dWu))+Yr−λr+γY
−ξT
r
×EQpi
[
e
∫ s
r
((
−γpitru θ(Vu)+ 12 |−γpiu+Zu+γZ
−ξT
u |2
)
−F (Vu,Zu+γZ−ξTu )
)
du|Fr
]
.
In turn, if we can show that, for u ∈ [r, s] ,
−γpitru θ(Vu) +
1
2
| − γpiu + Zu + γZ−ξTu |2 ≥ F (Vu, Zu + γZ−ξTu ),
then the supermartingality property would follow. Indeed, after some calcula-
tions, we obtain that
−γpitru θ(Vu) +
1
2
| − γpiu + Zu + γZ−ξTu |2
=
γ2
2
∣∣∣∣piu − (Z−ξTu + Zu + θ (Vu)γ
)∣∣∣∣2−12 ∣∣Zu + γZ−ξTu + θ (Vu)∣∣2+12 ∣∣Zu + γZ−ξTu ∣∣2 .
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On the other hand, for any pi ∈ A[t,T ],∣∣∣∣piu − (Z−ξTu + Zu + θ(Vu)γ
)∣∣∣∣2 ≥ dist2{Π, Z−ξTu + Zu + θ(Vu)γ
}
,
and using the form of F (Vu, Zu + γZ
−ξT
u ) (cf. (7)) we conclude.
To show that Rpi
∗,ξT is a martingale for pi∗,ξT , defined in (35), observe that∣∣∣∣pi∗,ξTu − (Z−ξTu + Zu + θ(Vu)γ
)∣∣∣∣2 = dist2{Π, Z−ξTu + Zu + θ(Vu)γ
}
,
and the martingale property follows. Note, moreover, that this policy is admis-
sible.
We now conclude as follows. Combining the above, we obtain EP [RpiT | Ft] ≤
Rt, for any pi ∈ A[t,T ], where we also used that Y −ξTT = −ξT (cf. (16)). Similarly,
EP
[
Rpi
∗,ξT
T
∣∣∣Ft] = Rt. In other words,
uξT (x, t) = Rt = −e−γx+Yt−λt+γY
−ξT
t ,
which, by (13), implies
−e−γρt(ξT )−γx+Yt−λt+γY −ξTt = −e−γx+Yt−λt,
and (18) follows.
4.2 Proof of Theorem 8
We start by proving some estimates of the driver G and its convex dual G∗.
Lemma 12 The driver G(v, z, z¯) in (17) and its convex dual G∗(v, z, q) in (20)
have the following properties:
i) G(v, z, z¯) has the upper and lower bounds
− γ|z¯|2 − 2
γ
(|z|2 + |θ(v)|2) ≤ G(v, z, z¯) ≤ γ|z¯|2 + 2
γ
(|z|2 + |θ(v)|2), (36)
for any (v, z, z¯) ∈ Rd × Rd × Rd.
ii) G∗(v, z, q) is a convex function in q, for any (v, z) ∈ Rd × Rd.
iii) G∗(v, z, q) has the lower bound
G∗(v, z, q) ≥ max
{
0,
|q|2
4γ
− 2
γ
(|z|2 + |θ(v)|2)
}
, (37)
for any (v, z, q) ∈ Rd × Rd × Rd.
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Proof. The convexity of G∗(v, z, q) in q is immediate, so we only prove (i) and
(iii).
Since 0 ∈ Π, we have that dist2
{
Π, z+θ(v)γ
}
≤ |z+θ(v)|2γ2 and, therefore,
F (v, z) ≤ 12 |z|2. On the other hand, F (v, z) ≥ −ztrθ(v) − 12 |θ(v)|2. We thus
obtain the upper bound
G(v, z, z¯) =
1
γ
(F (v, z + γz¯)− F (v, z))
≤ 1
2γ
|z + γz¯|2 + 1
γ
(ztrθ(v) +
1
2
|θ(v)|2)
≤ γ|z¯|2 + 2
γ
(|z|2 + |θ(v)|2), (38)
which will in turn give us the lower bound of G∗. Indeed, using the definition
of G∗ in (20) and the above upper bound of G in (38), we deduce that
G∗(v, z, q) ≥ z¯trq −G(v, z, z¯)
≥ z¯trq − γ|z¯|2 − 2
γ
(|z|2 + |θ(v)|2)
=
|q|2
4γ
− 2
γ
(|z|2 + |θ(v)|2),
by taking z¯ = q/2γ. On other hand, since G(v, z, 0) = 0, we obtain that
G∗(v, z, q) ≥ 0 by taking z¯ = 0.
The lower bound of G is derived in a similar way.
Proof of Theorem 8.
Proof of (i): For any q ∈ A∗[0,T ], we define
Y −ξT ,qt := EQq
[
−ξT −
∫ T
t
G∗(Vs, Zs, qs)ds
∣∣∣∣∣Ft
]
,
which is finite due to the integrability condition on G∗ in the admissible set
A∗[0,T ]. Note that Y −ξT ,qt −
∫ t
0
G∗(Vs, Zs, qs)ds, t ∈ [0, T ], is a uniformly inte-
grable martingale under Qq, so the martingale representation theorem gives
Y −ξT ,qt −
∫ t
0
G∗(Vs, Zs, qs)ds =
(
−ξT −
∫ T
0
G∗(Vs, Zs, qs)ds
)
−
∫ T
t
(Z−ξT ,qs )
trdW qs ,
(39)
for some predictable density process Z−ξT ,q, whereW qt = Wt−
∫ t
0
qsds, t ∈ [0, T ],
is a d-dimensional Brownian motion under Qq.
On the other hand, we rewrite the BSDE (16) under Qq as
Y −ξTt = −ξT+
∫ T
t
(
G(Vs, Zs, Z
−ξT
s )− (Z−ξTs )trqs
)
ds−
∫ T
t
(Z−ξTs )
trdW qs . (40)
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Combining (39) and (40) and taking the conditional expectation with respect
to Ft give
Y −ξTt −Y −ξT ,qt = EQq
[∫ T
t
(
G(Vs, Zs, Z
−ξT
s )− (Z−ξTs )trqs +G∗(Vs, Zs, qs)
)
ds
∣∣∣∣∣Ft
]
.
Using (21), we then deduce that, for any q ∈ A∗[0,T ],
G(Vs, Zs, Z
−ξT
s )− (Z−ξTs )trqs +G∗(Vs, Zs, qs) ≥ 0,
and thus Y −ξTt ≥ Y −ξT ,qt . Setting q∗s := ∂Gz¯(Vs, Zs, Z−ξTs ), we further obtain
from (22) that
G(Vs, Zs, Z
−ξT
s )− (Z−ξTs )trq∗s +G∗(Vs, Zs, q∗s ) = 0, (41)
from which we conclude that Y −ξTt = Y
−ξT ,q∗
t , for t ∈ [0, T ].
Proof of (ii): We show that the above q∗s , s ∈ [0, T ], is in the admissible
set A∗[0,T ]. To this end, using the lower bound of G∗ in (37), we deduce from
(41) that
G(Vs, Zs, Z
−ξT
s ) = (Z
−ξT
s )
trq∗s −G∗(Vs, Zs, q∗s )
≤ (Z−ξTs )trq∗s −
|q∗s |2
4γ
+
2
γ
(|Zs|2 + |θ(Vs)|2)
≤ 2γ|Z−ξTs |2 +
|q∗s |2
8γ
− |q
∗
s |2
4γ
+
2
γ
(|Zs|2 + |θ(Vs)|2),
where we used the elementary inequality ab ≤ 2γ|a|2 + |b|28γ in the last inequality.
Combining the above inequality and the lower bound of G in (36) further yields
that
1
8γ
|q∗s |2 ≤ 2γ|Z−ξTs |2 +
2
γ
(|Zs|2 + |θ(Vs)|2)−G(Vs, Zs, Z−ξTs )
≤ 3γ|Z−ξTs |2 +
4
γ
(|Zs|2 + |θ(Vs)|2).
Since Z−ξT ∈ L2BMO[0, T ], and both Z and θ(V ) are bounded, we obtain that
q∗ ∈ L2BMO[0, T ].
Finally, using (41) and the bounds of G in (36), we deduce that
EQq∗
[∫ T
0
|G∗(Vs, Zs, q∗s )|ds
]
= EQq∗
[∫ T
0
|(Z−ξTs )trq∗s −G(Vs, Zs, Z−ξTs )|ds
]
≤ (1
2
+ γ)EQq∗
[∫ T
0
|Z−ξTs |2ds
]
+
1
2
EQq∗
[∫ T
0
|q∗s |2ds
]
+
2
γ
EQq∗
[∫ T
0
|Zs|2 + |θ(Vs)|2ds
]
.
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Since Z−ξT , q∗ ∈ L2BMO[0, T ] under Q, and Q ∼ Qq
∗
, we obtain that Z−ξT ,
q∗ ∈ L2BMO[0, T ] under Qq
∗
(see, for example, pp. 1563 in [15]) and, therefore,
EQq∗ [
∫ T
0
|G∗(Vs, Zs, q∗s )|ds] <∞. We then conclude that q∗ ∈ A∗[0,T ].
4.3 Proof of Theorem 10
As we explained in Remark 11, it is difficult to analyze the ergodic BSDE (30).
We will instead work with the function yT,g(·, ·) directly.
We first establish some auxiliary estimates.
Lemma 13 Suppose that Assumptions 1 and 2 hold, and the risk position ξT is
as in (25). Then, the function yT,g(v, t), (v, t) ∈ Rd × [0, T ], has the following
properties.
i) There exists a constant C > 0 such that
|yT,g(v, t)| ≤ C(1 + |v|).
ii) With the constant q given in (62),
|∇yT,g(v, t)| ≤ q + Cv
γ(Cη − Cv) .
iii) With the constant Cˆη given in Proposition 16,
|yT,g(v, t)− yT,g(v¯, t)| ≤ C(1 + |v|2 + |v¯|2)e−Cˆη(T−t).
Proof. Fixing t ∈ [0, T ], and for the stochastic factor process starting from
V t,vt = v, we recall that (Ys, Zs) = (y(V
t,v
s ), z(V
t,v
s )) and that
(Y −ξTs , Z
−ξT
s ) = (y
T,g(V t,vs , s), z
T,g(V t,vs , s)) for s ∈ [t, T ],
where
Y −ξTs = g(V
t,v
T ) +
∫ T
s
1
γ
(
F (V t,vu , γzˆ(V
t,v
u , u))− F (V t,vu , Zu)
)
du
−
∫ T
s
(
zˆ(V t,vu , u)−
Zu
γ
)tr
dWu, (42)
with zˆ(V t,vs , s) defined as
zˆ(V t,vs , s) := Z
−ξT
s +
Zs
γ
= zT,g(V t,vs , s) +
z(V t,vs )
γ
. (43)
In Lemma 17 of Appendix A.2, we will prove that |zˆ(·, ·)| ≤ q. Thus, the process
Z−ξT is uniformly bounded, since
|Z−ξTs | = |zˆ(V t,vs , s)−
Zs
γ
| ≤ q + Cv
γ(Cη − Cv) .
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Therefore, the gradient estimate (ii) for yT,g(v, t) follows from the relationship
κtr∇yT,g(V t,vs , s) = Z−ξTs .
To prove (i), we introduce
H(V t,vs ) :=
(F (V t,vs , γzˆ(V
t,v
s , s))− F (V t,vs , Zs))
(
zˆ(V t,vs , s)− Zsγ
)
γ
∣∣∣zˆ(V t,vs , s)− Zsγ ∣∣∣2 1{zˆ(V t,vs ,s)−Zsγ 6=0},
(44)
and observe that it is uniformly bounded due to (32) and the boundedness of
zˆ(·, ·) and Z.
Next, define a probability measure QH by dQ
H
dP := E(
∫ ·
t
(H(V t,vs ))
trdWs)T
on FT . Then, equation (42) can be written as
Y −ξTt = y
T,g(v, t)
= g(V t,vT )−
∫ T
t
(
zˆ(V t,vs , s)−
Zs
γ
)tr
(dWs −H(V t,vs )ds) = EQH [g(V t,vT )|Ft],
and the assertion follows from the linear growth property of g(·) and the first
assertion of part (ii) in Proposition 16 of Appendix A.1.
Finally, for v, v¯ ∈ Rd, by the second assertion of (ii) in Proposition 16, we
deduce that
|yT,g(v, t)− yT,g(v¯, t)| = ∣∣EQH [g(V t,vT )− g(V t,v¯T )|Ft]∣∣
=
∣∣∣EQH [g(V 0,vT−t)− g(V 0,v¯T−t)]∣∣∣ ≤ C (1 + |v|2 + |v¯|2) e−Cˆη(T−t),
and we conclude.
Proof of Theorem 10.
Proof of (i): From the first estimate (i) in Lemma 13, we first construct,
using a standard diagonal procedure, a sequence {Ti}∞i=1 such that Ti ↑ ∞, and
limTi↑∞ y
Ti,g (v, 0) = Lg (v) , for v ∈ D, where D is a dense subset of Rd, and
some function Lg (v) .
Moreover, the second estimate (ii) in Lemma 13 implies that, for v, v¯ ∈ Rd,
|yT,g (v, 0)− yT,g (v¯, 0) | ≤
(
q +
Cv
γ(Cη − Cv)
)
|v − v¯|. (45)
Therefore, the limit Lg(v) can be extended to a Lipschitz continuous function,
defined for all v ∈ Rd, and, furthermore, we have that
lim
Ti↑∞
yTi,g(v, 0) = Lg(v), v ∈ Rd.
Indeed, for v ∈ Rd\D, there exists a sequence {vj}∞j=1 ⊆ D such that vj → v.
Define Lg (v) := limj↑∞ Lg (vj). Using the estimate (45), we have
|yTi,g (v, 0)− yTi,g (vj , 0) | ≤
(
q +
Cv
γ(Cη − Cv)
)
|v − vj |.
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Taking Ti ↑ ∞ and since limj↑∞ yTi,g (vj , 0) = Lg (vj), we obtain∣∣∣∣ limTi↑∞ yTi,g (v, 0)− Lg (vj)
∣∣∣∣ ≤ (q + Cvγ(Cη − Cv)
)
|v − vj |.
Sending j ↑ ∞, we deduce that, for any v ∈ Rd, limTi↑∞ yTi,g (v, 0) = Lg (v) .
Next, we show that, for v ∈ Rd, Lg(v) ≡ Lg, a constant function. To this
end, by the third estimate (iii) in Lemma 13, we have, for any v, v¯ ∈ Rd, that
|yTi,g (v, 0)− yTi,g (v¯, 0) | ≤ C (1 + |v|2 + |v¯|2) e−CˆηTi .
Letting Ti ↑ ∞ yields limTi↑∞ yTi,g (v, 0) = limTi↑∞ yTi,g (v¯, 0), which implies
that the limit function Lg(v) is independent of v. Thus, it is a constant, denoted
as Lg. Moreover, such a constant Lg is independent of the choice of the sequence
{Ti}∞i=1 (see pp. 394-395 in [17] for its proof).
To prove the convergence rate (27), we argue as follows. For v ∈ Rd and
T > 0, we have, from the proof of Lemma 13 (i), that
|yT,g (v, 0)− Lg| = lim
T ′↑∞
|yT,g (v, 0)− yT ′,g (v, 0) |
= lim
T ′↑∞
∣∣∣yT,g (v, 0)− EQH [g(V 0,vT ′ )]∣∣∣ .
From the tower property of conditional expectations, we further deduce, for
T ′ > T , that∣∣∣yT,g (v, 0)− EQH [g(V 0,vT ′ )]∣∣∣ = ∣∣∣yT,g (v, 0)− EQH [EQH [g(V 0,vT ′ )|FT ′−T ]]∣∣∣
=
∣∣∣yT,g (v, 0)− EQH [yT ′,g (V 0,vT ′−T , T ′ − T)]∣∣∣
=
∣∣∣yT,g (v, 0)− EQH [yT,g (V 0,vT ′−T , 0)]∣∣∣
=
∣∣∣EQH [yT,g (v, 0)− yT,g (V 0,vT ′−T , 0)]∣∣∣ .
Therefore,
|yT,g (v, 0)− Lg| = lim
T ′↑∞
∣∣∣EQH [yT,g (v, 0)− yT,g (V 0,vT ′−T , 0)]∣∣∣
≤ lim
T ′↑∞
CEQH
[
1 + |v|2 +
∣∣∣V 0,vT ′−T ∣∣∣2] e−CˆηT
≤ C (1 + |v|2) e−CˆηT ,
where we used (ii) in Proposition 16 and (iii) in Lemma 13 in the last two
inequalities.
Proof of (ii): We only establish the exponential bound of the hedging
strategy αt,T in (28). Then, the asymptotic behavior of αt,T in (29) follows by
letting T ↑ ∞.
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From Remark 7 and the Lipschitz continuity of the projection operator on
the convex set Π, we deduce that, for any s ∈ [0, T ),
EP
[∫ s
0
|αu,T |2du
]
= EP
[∫ s
0
∣∣∣∣ProjΠ(Z−ξTu + Zu + θ(Vu)γ
)
− ProjΠ
(
Zu + θ(Vu)
γ
)∣∣∣∣2 du
]
≤ CEP
[∫ s
0
|Z−ξTu |2du
]
.
Thus, we only need to establish the exponential bound of Z−ξTu = z
T,g(V vu , u)
with the stochastic factor process starting from V v0 = v. To this end, we easily
deduce, using (iii) in Lemma 13, that, for t ∈ [0, T ),
|yT,g(v, t)− Lg| ≤ C(1 + |v|2)e−Cˆη(T−t). (46)
Applying Itoˆ’s formula to |yT,g(V vs , s)− Lg|2 and using (42), we in turn have
|yT,g(v, 0)− Lg|2 + EP
[∫ s
0
|Z−ξTu |2du
]
= EP[|yT,g(V vs , s)− Lg|2]
+2EP
[∫ s
0
|yT,g(V vu , u)− Lg|
F (V vu , γzˆ(V
v
u , u))− F (V vu , Zu)
γ
du
]
= EP[|yT,g(V vs , s)− Lg|2] + 2EP
[∫ s
0
(Z−ξTu )
trH(V vu )|yT,g(V vu , u)− Lg|du
]
,
where zˆ(·, ·) is given in (43), and the process H(V vu ), introduced in (44), is
uniformly bounded. Using the elementary inequality ab ≤ 14 |a|2 + |b|2, we
further obtain that
EP
[∫ s
0
(Z−ξTu )
trH(V vu )|yT,g(V vu , u)− Lg|du
]
≤ 1
4
EP
[∫ s
0
|Z−ξTu |2du
]
+ CEP
[∫ s
0
|yT,g(V vu , u)− Lg|2du
]
.
Hence, (46) yields that
1
2
EP
[∫ s
0
|Z−ξTu |2du
]
≤ EP[|yT,g(V vs , s)− Lg|2] + CEP
[∫ s
0
|yT,g(V vu , u)− Lg|2du
]
≤ Ce−2CˆηT
(
e2CˆηsEP[(1 + |V vs |2)2] +
∫ s
0
e2CˆηuEP[(1 + |V vu |2)2]du
)
,
from which we conclude that EP
[∫ s
0
|Z−ξTu |2du
] ≤ C(1 + |v|4)e−2Cˆη(T−s), using
the first assertion of part (ii) in Proposition 16.
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5 A parity result between forward and classical
entropic risk measures
In this section, we relate forward entropic risk measures to their classical ana-
logue. In the latter case, the investment horizon is finite, say [0, T ], for some
fixed T, and the terminal utility is given by
UT (x) = −e−γx, (47)
x ∈ R, γ > 0. We recall the definition of classical entropic risk measures associ-
ated with this utility (see, among others, [2, 7, 12, 13, 14, 16, 21, 22, 33]).
Definition 14 Let T > 0 be fixed, and consider a risk position introduced at
t = 0, yielding payoff ξT ∈ FT . Its entropic risk measure, denoted by ρt,T (ξT ) ∈
Ft, is defined by
pξT (x+ ρt,T (ξT ), t) = p
0(x, t), (48)
for all (x, t) ∈ R× [0, T ], with UT (·) as in (47), and
pξT (x, t) := ess sup
pi∈A[t,T ]
EP
[
UT (x+
∫ T
t
pitrs (θ(Vs)ds+ dWs) + ξT )
∣∣∣∣∣Ft
]
,
provided the above essential supremum exists.
Next, we present a decomposition formula that relates forward entropic risk
measures under the exponential performance criterion with their classical coun-
terpart.
Proposition 15 Suppose that Assumptions 1 and 2 hold, and let ξT be a risk
position as in (25). Then, for t ∈ [0, T ] , the forward ρt(·) and classical ρt,T (·)
entropic risk measures satisfy
ρt(ξT ) = ρt,T (ξT − YT − λT
γ
)− ρt,T (−YT − λT
γ
), (49)
where (Y, λ) is the unique Markovian solution to the ergodic BSDE (6).
Proof. Let ξ¯T := ξT − YT−λTγ = −g(V vT )− y(V
v
T )−λT
γ . Using arguments similar
to the ones used in section 3 of [16], we deduce that
pξ¯T (x+ ρt,T (ξ¯T ), t) = −e−γx−γρt,T (ξ¯T )+γP
−ξ¯T
t ,
where the process P−ξ¯Tt , t ∈ [0, T ], solves the quadratic BSDE
P−ξ¯Tt = −ξ¯T +
∫ T
t
1
γ
F
(
V vs , γQ
−ξ¯T
s
)
ds−
∫ T
t
(
Q−ξ¯Ts
)tr
dWs, (50)
with F (·, ·) as in (7).
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The above BSDE is the same as the BSDE (61), which admits a unique
solution (P−ξ¯T , Q−ξ¯T ), as stated in Lemma 17 of Appendix A.2.
Next, from (48) in Definition 14, we obtain that
ρt,T (ξ¯T ) = P
−ξ¯T
t − P 0t . (51)
By Theorem 6, we have that ρt(ξT ) = Y
−ξT
t , and in turn, that
ρt(ξT ) = P
−ξ¯T
t −
Yt − λt
γ
. (52)
Taking ξT ≡ 0 yields ρt(0) = P
YT−λT
γ
t − Yt−λtγ , and since ρt(0) = 0, we obtain
that
P
YT−λT
γ
t =
Yt − λt
γ
. (53)
Therefore, (52) and (53) yield
ρt(ξT ) = P
−ξ¯T
t − P
YT−λT
γ
t
= P−ξ¯Tt − P 0t − (P
YT−λT
γ
t − P 0t )
= ρt,T (ξ¯T )− ρt,T (−YT − λT
γ
),
where we used (51) in the last equality.
6 An example
We provide an example in which we derive explicit formulae for both the forward
and classical entropic risk measures. We also provide numerical results for their
long-maturity limits.
To this end, we consider a market with a single stock whose coefficients
depend on a single stochastic factor driven by a 2-dimensional Brownian motion,
namely,
dSt = b (Vt)Stdt+ σ (Vt)StdW
1
t ,
dVt = η (Vt) dt+ κ1dW
1
t + κ2dW
2
t ,
for positive constants κ1, κ2.
We assume that |κ1|2 + |κ2|2 = 1, the functions b(·) and σ(·) are uniformly
bounded with σ(·) > 0, and η(·) satisfies the dissipative condition in Assumption
2. We also choose Π = R× {0}, so that pi2,t ≡ 0.
Then, the wealth equation (4) becomes dXpi1t = pi1,t
(
θ(Vt)dt+ dW
1
t
)
, where
θ (Vt) =
b(Vt)
σ(Vt)
. The risk position is given by ξT = −g(VT ), as in (25).
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6.1 Forward entropic risk measures
The drivers in (7) and (17) become
F
(
v, (z1, z2)
tr
)
= −1
2
|z1 + θ (v) |2 + 1
2
|z1|2 + 1
2
|z2|2
= −θ (v) z1 − 1
2
|θ (v) |2 + 1
2
|z2|2,
and
G
(
v, (z1, z2)
tr, (z¯1, z¯2)
tr
)
=
1
γ
(
F (v, (z1 + γz¯1, z2 + γz¯2)
tr)− F (v, (z1, z2)tr)
)
= −θ (v) z¯1 + z2z¯2 + γ
2
|z¯2|2,
for z = (z1, z2)
tr ∈ R2 and z¯ = (z¯1, z¯2)tr ∈ R2.
Then, the convex dual of G is given as
G∗
(
v, (z1, z2)
tr, (q1, q2)
tr
)
=
|q2 − z2|2
2γ
× 1{q1+θ(v)=0} +∞× 1{q1+θ(v)6=0}.
for q = (q1, q2)
tr ∈ R2.
To obtain the explicit solution, we set Z−ξT1,t := κ1Z
−ξT
t and Z
−ξT
2,t := κ2Z
−ξT
t
for some process Z−ξTt to be determined. Then, equation (16) becomes
dY −ξTt = −
(
(−κ1θ (Vt) + κ2Z2,t)Z−ξTt +
γ|κ2|2
2
|Z−ξTt |2
)
dt
+Z−ξTt
(
κ1dW
1
t + κ2dW
2
t
)
,
with Y −ξTT = −ξT = g (VT ) .
We define Y˜ −ξTt := e
γ|κ2|2Y −ξTt and Z˜−ξTt := γ|κ2|2Y˜ −ξTt Z−ξTt . In turn,
dY˜ −ξTt = Z˜
−ξT
t
(
(κ1θ (Vt)− κ2Z2,t) dt+ κ1dW 1t + κ2dW 2t
)
,
with Y˜ −ξTT = e
γ|κ2|2g(VT ). Since θ(·) and Z2 are uniformly bounded, the process
Bt :=
∫ t
0
(κ1θ (Vs)− κ2Z2,s) ds+ κ1dW 1s + κ2dW 2s ,
t ≥ 0, is a Brownian motion under some measure Q, equivalent to P, with
dQ
dP
∣∣∣∣
Ft
:= E
(
−
∫ ·
0
(κ1θ (Vs)− κ2Z2,s) (κ1dW 1s + κ2dW 2s )
)
t
. (54)
Hence, dY˜ −ξTt = Z˜
−ξT
t dBt and, thus, Y˜
−ξT
t = EQ
[
eγ|κ2|
2g(VT )|Ft
]
.
In turn, the forward entropic risk measure has the closed-form representation
ρt(ξT ) = Y
−ξT
t =
1
γ|κ2|2 lnEQ
[
eγ|κ2|
2g(VT )|Ft
]
. (55)
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Its convex dual representation is then given by
ρt(ξT ) = − ess inf
q∈A∗
[t,T ]
EQq
[
ξT +
∫ T
t
G∗(Vs, (Z1,s, Z2,s)tr, (q1,s, q2,s)tr)ds
∣∣∣∣∣Ft
]
= − ess inf
q∈A∗
[t,T ]
,q1,·=−θ(V·)
EQq
[
−g(VT ) +
∫ T
t
|q2,s − Z2,s|2
2γ
ds
∣∣∣∣∣Ft
]
. (56)
Note that in this case, the first component q1 of the density process q is the
negative market price of risk −θ(Vs), for s ∈ [0, T ]. Hence, under Qq, the stock
price process S follows
dSt = σ(Vt)StdW
q,1
t ,
where W q,1 = W 1 +
∫ ·
0
θ(Vs)ds is a Brownian motion under Qq. Therefore, Qq
is an equivalent martingale measure.
In this case, the penalty term G∗ reduces to a quadratic function of the
density process q2 and the forward volatility process Z2.
6.2 Classical entropic risk measures
For the classical entropic risk measure, we have the representation ρt,T (ξT ) =
P−ξTt − P 0t , where P−ξTt , t ∈ [0, T ], is the unique solution to (50) with ξ¯T
replaced by ξT ,
P−ξTt = −ξT +
∫ T
t
1
γ
F
(
V vs , γQ
−ξT
s
)
ds−
∫ T
t
(Q−ξTs )
trdWs (57)
= g(VT ) +
∫ T
t
γ2|Q−ξT2,s |2 − |θ(Vs)|2 − 2θ(Vs)Q−ξT1,s
2γ
ds−
∫ T
t
(Q−ξTs )
trdWs.
Direct calculations then yield the closed-form representation
ρt,T (ξT ) = P
−ξT
t − P 0t =
1
γ|κ2|2 lnEQT
[
eγ|κ2|
2g(VT )|Ft
]
, (58)
where the measure QT , defined on FT , is equivalent to P and satisfies
dQT
dP
∣∣∣∣
Ft
:= E
(
−
∫ ·
0
(
κ1θ (Vs)− κ2γQ02,s
)
(κ1dW
1
s + κ2dW
2
s )
)
t
. (59)
Note that in this single stock/single factor example, the only difference be-
tween the forward and classical entropic risk measures is their respective mea-
sures Q and QT (cf. (54) and (59)).
In the forward case, the pricing measure Q is determined by the component
Z2, appearing in the ergodic BSDE representation of the forward performance
process (10). It is naturally independent of the maturity T . In the classical
case, however, the pricing measure QT is determined by the component Q02 ,
coming from the exponential utility maximization (48) with zero risk position
(cf. (57) with ξT = 0), which depends critically on the maturity T .
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For t ∈ [0, T ] , the two measures are related as
dQT
dQ
∣∣∣∣
Ft
=
dQT
dP
∣∣∣∣
Ft
(
dQ
dP
∣∣∣∣
Ft
)−1
= e
∫ t
0
κ1θ(Vs)κ2(γQ
0
2,s−Z2,s)dsE
(∫ ·
0
κ2
(
γQ02,s − Z2,s
)
(κ1dW
1
s + κ2dW
2
s )
)
t
.
We conclude with numerical results for ρ0(ξT ) and ρ0,T (ξT ), taking T as large
as possible, with η(v) = −αv, θ(v) = (K2 − |v|)+, and g(v) = (K1 − |v|)+, for
two positive constants K1,K2. The graphs in Figures 1, 2, and 3, with different
values of κ, confirm the long maturity behavior of both the forward and classical
entropic risk measures. However, it is not clear what the relationship between
such two limiting constants is. Moreover, the graphs confirm that the limiting
constants are indeed independent of the initial value of the stochastic factor
process.
A Appendix
A.1 Estimates on the stochastic factor process V
Proposition 16 Suppose that Assumption 2 holds and that V v0 = v. Then, the
following assertions hold, for all t ≥ 0.
i) The stochastic factor process satisfies |V vt − V v¯t |2 ≤ e−2Cηt|v − v¯|2, for
v, v¯ ∈ Rd.
ii) Assume that the process V v follows
dV vt = (η(V
v
t ) +H(V
v
t )) dt+ κdW
H
t ,
where H : Rd → Rd is a measurable bounded function, QH is a probability mea-
sure equivalent to P, and WH is a QH-Brownian motion. Then, there exists
a constant C > 0 such that EQH [|V vt |p] ≤ C (1 + |v|p), for any p ≥ 1. Fur-
thermore, for any measurable function φ : Rd → R with polynomial growth rate
µ > 0, and v, v¯ ∈ Rd,∣∣EQH [φ(V vt )− φ(V v¯t )]∣∣ ≤ C (1 + |v|1+µ + |v¯|1+µ) e−Cˆηt.
The constants C and Cˆη depend on the function H only through supv∈Rd |H(v)|.
The proof of (i) follows from Gro¨nwall’s inequality. The first assertion in (ii)
is an application of a Lyapunov argument (see Lemma 3.1 of [8]), while the rest
follows from the basic coupling estimate in Lemma 3.4 in [17].
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A.2 Estimates on the auxiliary function zˆ(·, ·)
Recall that (Ys, Zs) = (y(Vs), z(Vs)) and (Y
−ξT
s , Z
−ξT
s ) = (y
T,g(Vs, s), z
T,g(Vs, s))
for s ∈ [0, T ]. Hence, the pair (yˆ(Vs, s), zˆ(Vs, s)), defined as
(yˆ(Vs, s), zˆ(Vs, s)) :=
(
Y −ξTs +
Ys − λs
γ
, Z−ξTs +
Zs
γ
)
, (60)
solves the finite horizon quadratic BSDE
P−ξ¯Ts = g(VT )+
y(VT )− λT
γ
+
∫ T
s
1
γ
F (Vu, γQ
−ξ¯T )du−
∫ T
s
(Q−ξ¯Tu )
trdWu, (61)
with the driver F (·, ·) as in (7) and −ξ¯T = g(VT ) + y(VT )−λTγ .
From the boundedness of Y −ξT and the linear growth of Y , we deduce that
yˆ(Vs, s), s ∈ [0, T ], is square-integrable,
sup
s∈[0,T ]
EP[|yˆ(Vs, s)|2] ≤ C(1 + sup
s∈[0,T ]
EP[|Vs|2]) <∞.
In addition, since Z−ξT ∈ L2BMO[0, T ] and Z is bounded, we obtain that zˆ(Vs, s),
s ∈ [0, T ], is in L2BMO[0, T ].
Lemma 17 Suppose that Assumptions 1 and 2 hold, and that the risk position
ξT is as in (25). Then, the following assertions hold:
i) There exists a unique solution (P−ξ¯T , Q−ξ¯T ) to equation (61), where P−ξ¯T
is square-integrable, i.e. sups∈[0,T ]EP[|P−ξ¯Ts |2] <∞, and Q−ξ¯T ∈ L2BMO[0, T ].
ii) Moreover, the solution Q−ξ¯T is uniformly bounded, namely,
|Q−ξ¯Ts | ≤ q with q =
γCηCg + Cv
γ(Cη − Cv) +
CηCv
γ(Cη − Cv)2 , (62)
where Cv is given in (31), and Cη and Cg in Assumptions 2 and (25), respec-
tively. Hence, the process zˆ(Vs, s), s ∈ [0, T ], given in (60) is also uniformly
bounded by q.
Proof. (i) The existence of the solutions follows from the construction (60).
We next establish uniqueness.
To this end, let (P−ξ¯T , Q−ξ¯T ) and (P¯−ξ¯T , Q¯−ξ¯T ) be two solutions of (61).
Let ∆P−ξ¯Ts := P
−ξ¯T
s − P¯−ξ¯Ts and ∆Q−ξ¯Ts := Q−ξ¯Ts − Q¯−ξ¯Ts . Then the pair
(∆P−ξ¯T ,∆Q−ξ¯T ) solves
∆P−ξ¯Ts =
∫ T
s
1
γ
(
F (Vu, γQ
−ξ¯T
u )− F (Vu, γQ¯−ξ¯Tu )
)
du−
∫ T
s
(∆Q−ξ¯Tu )
trdWu
= −
∫ T
s
(∆Q−ξ¯Tu )
tr(dWu − M¯udu),
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where M¯ is defined as
M¯s :=
(
F (Vs, γQ
−ξ¯T
s )− F (Vs, γQ¯−ξ¯Ts )
)
∆Q−ξ¯Ts
γ
∣∣∣∆Q−ξ¯Ts ∣∣∣2 1{∆Q−ξ¯Ts 6=0}.
Since |M¯s| ≤ C(1+ |Q−ξ¯Ts |+ |Q¯−ξ¯Ts |) and Q−ξ¯T , Q¯−ξ¯T ∈ L2BMO[0, T ], we deduce
that
∫ ·
0
(M¯s)
trdWs is a BMO-martingale. We can therefore define W
M¯
s := Ws−∫ s
0
M¯udu, which is a Brownian motion under some probability measure QM¯
equivalent to P, defined as dQ
M¯
dP = E(
∫ ·
0
(M¯s)
trdWs)T . Hence, we obtain that
∆P−ξ¯Ts = −
∫ T
s
(∆Q−ξ¯Tu )
trdWQ
M¯
u .
Since
∫ ·
0
(∆Q−ξ¯Tu )
trdWu is a BMO-martingale under P and P ∼ QM¯ , it follows
that
∫ ·
0
(∆Q−ξ¯Tu )
trdW M¯u is a BMO-martingale under QM¯ (see, for example, pp.
1563 in [15]), which further implies that ∆P−ξ¯T is a martingale under QM¯ . The
uniqueness of the solution to (61) then follows by noting that ∆P−ξ¯TT = 0.
(ii) For fixed t ∈ [0, T ], we consider the stochastic factor process starting
from V t,vt = v. With a slight abuse of notation, we introduce the truncation
function q : Rd → Rd,
q(z) :=
min(|z|, q)
|z| z1{z 6=0}, (63)
as well as the truncated version of equation (61),
P−ξ¯Tt = g(V
t,v
T )+
y(V t,vT )− λT
γ
+
∫ T
t
1
γ
F (V t,vs , γq(Q
−ξ¯T
s ))ds−
∫ T
t
(Q−ξ¯Ts )
trdWs,
(64)
whose solution is denoted as (y¯(V t,vs , s), z¯(V
t,v
s , s)), s ∈ [t, T ].
From the form of the driver (7) and (63) we deduce the inequalities
|F (v, γq(z))− F (v¯, γq(z))| ≤ Cv(1 + γq)|v − v¯|, (65)
|F (v, γq(z))− F (v, γq(z¯))| ≤ Cz(1 + 2γq)γ|z − z¯|, (66)
for any v, v¯, z, z¯ ∈ Rd. Next, we consider the above truncated equation (64)
with different starting points V t,vt = v and V
t,v¯
t = v¯,
y¯(V t,vt , t)− y¯(V t,v¯t , t)
= g(V t,vT )− g(V t,v¯T ) +
1
γ
(y(V t,vT )− y(V t,v¯T ))
+
∫ T
t
F (V t,vs , γq(z¯(V
t,v
s , s)))− F (V t,v¯s , γq(z¯(V t,v¯s , s)))
γ
ds
−
∫ T
t
(
z¯(V t,vs , s)− z¯(V t,v¯s , s)
)tr
dWs.
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For s ∈ [t, T ] , we define the process Ms as
Ms :=
(F (V t,v¯s , γq(z¯(V
t,v
s , s)))− F (V t,v¯s , γq(z¯(V t,v¯s , s)))) (z¯(V t,vs , s)− z¯(V t,v¯s , s))
γ
∣∣z¯(V t,vs , s)− z¯(V t,v¯s , s)∣∣2 ,
whenever z¯(V t,vs , s)− z¯(V t,v¯s , s) 6= 0, and 0 otherwise. In turn,
y¯(V t,vt , t)− y¯(V t,v¯t , t)
= g(V t,vT )− g(V t,v¯T ) +
1
γ
(y(V t,vT )− y(V t,v¯T ))
+
∫ T
t
F (V t,vs , γq(z¯(V
t,v
s , s)))− F (V t,v¯s , γq(z¯(V t,vs , s)))
γ
ds
−
∫ T
t
(
z¯(V t,vs , s)− z¯(V t,v¯s , s)
)tr
(dWs −Msds).
Note, however, that Ms is bounded as it follows from inequality (66). Thus,
we can define WMs := Ws −
∫ s
0
Mudu, which is a Brownian motion under some
measure QM equivalent to P, defined on FT . In turn,
|y¯(v, t)− y¯(v¯, t)|
≤ CgEQM
[|V t,vT − V t,v¯T ||Ft]+ Cvγ(Cη − Cv)EQM [|V t,vT − V t,v¯T ||Ft]
+
Cv(1 + γq)
γ
EQM
[∫ T
t
|V t,vs − V t,v¯s |ds
∣∣∣∣∣Ft
]
≤
(
Cg +
Cv
γ(Cη − Cv) +
Cv(1 + γq)
γCη
)
|v − v¯|,
where we used the Lipschitz continuity conditions on g(v), y(v) and F (v, γq(z))
with respect to v (cf. (25), (9) and (65) respectively), and the exponential
ergodicity condition (i) in Proposition 16.
From the relationship κtr∇y¯(V t,vs , s) = z¯(V t,vs , s), we further deduce that
q(z¯(V t,vs , s)) = z¯(V
t,v
s , s), and that |z¯(V t,vs , s)| ≤ q. In other words, the trun-
cation does not play a role, and the pair (y¯(V t,vs , s), z¯(V
t,v
s , s)), s ∈ [t, T ], also
solves (61). Therefore, q is the uniform bound of zˆ(V t,vs , s).
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(a) Forward entropic risk measure
(b) Classical entropic risk measure
Figure 1: Forward and classical entropic risk measures against the maturity T , with
γ = 1, α = 0.1, K1 = K2 = 10, κ1 = 0.9, κ2 = 0.1; blue upward-pointing triangle for
v0 = 5, red circle for v0 = 7.5, green asterisk for v0 = 10, black cross for v0 = 12.5 and
magenta square v0 = 15.
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(a) Forward entropic risk measure
(b) Classical entropic risk measure
Figure 2: Forward and classical entropic risk measures against the maturity T , with
γ = 1, α = 0.1, K1 = K2 = 10, κ1 = 0.5, κ2 = 0.5; blue upward-pointing triangle for
v0 = 5, red circle for v0 = 7.5, green asterisk for v0 = 10, black cross for v0 = 12.5 and
magenta square v0 = 15.
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(a) Forward entropic risk measure
(b) Classical entropic risk measure
Figure 3: Forward and classical entropic risk measures against the maturity T , with
γ = 1, α = 0.1, K1 = K2 = 10, κ1 = 0.0, κ2 = 1.0; blue upward-pointing triangle for
v0 = 5, red circle for v0 = 7.5, green asterisk for v0 = 10, black cross for v0 = 12.5 and
magenta square v0 = 15.
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