The necessary and sufficient conditions for Schur geometrical convexity of the four-parameter means are given. This gives a unified treatment for Schur geometrical convexity of Stolarsky and Gini means.
Introduction and Main Result
Let
1.4
Stolarsky and Gini means both are contained in the so-called four-parameter means 3 , which are defined as follows. If pqrs p − q r − s 0, then F p, q; r, s; a, b are defined as their corresponding limits, for example: The Schur convexity of S p,q a, b and G p,q a, b on 0, ∞ × 0, ∞ and −∞, 0 × −∞, 0 with respect to p, q was investigated by Qi 10 and Sándor 11 , respectively. Now Schur convexity of a four-parameter homogeneous means family containing Stolarsky and Gini means on −∞, ∞ × −∞, ∞ with respect to p, q has been perfectly solved by Yang 12 .
The Schur geometrical convexity was introduced by Zhang 13 i x is said to by majorized by y in symbol x ≺ y if
Definitions and Lemmas
where x 1 ≥ x 2 · · · ≥ x n and y 1 ≥ y 2 · · · ≥ y n are rearrangements of x and y in a decreasing order.
ii x ≥ y means x i ≥ y i for all i 1, 2, . . . , n. Let Ω ⊂ R n n ≥ 2 . The function φ : Ω → R is said to be increasing if x ≥ y implies φ x ≥ φ y . φ is said to be decreasing if and only if −φ is increasing.
iii Ω ⊂ R n is called a convex set if αx 1 βy 1 , . . . , αx n βy n ∈ Ω for all x and y, where α, β ∈ 0, 1 with α β 1.
iv Let Ω ⊂ R n n ≥ 2 be a set with nonempty interior. Then φ : Ω → R is said to be Schur convex if x ≺ y on Ω implies φ x ≤ φ y . φ is said to be Schur concave if −φ is Schur convex. n ∈ Ω for all x and y, where α, β ∈ 0, 1 with α β 1.
ii Let Ω ⊂ R n n ≥ 2 be a set with nonempty interior. Then function φ : Ω → R is said to be Schur geometrically convex on Ω if ln x ≺ ln y on Ω implies φ x ≤ φ y . φ is said to be Schur geometrically concave if −φ is Schur geometrically convex.
ii The function φ : Ω → R is called symmetric if for every permutation matrix P , φ P x φ x for all x ∈ Ω. 
Then φ is Schur convex (Schur concave) on Ω if and only if φ is symmetric on Ω and
Lemma 2.5 see 13, Theorem 1.4, page 108 . Let Ω ⊂ R n be a symmetric set with a nonempty interior geometrically convex set Ω 0 . Let φ : Ω → R be continuous on Ω and differentiable in Ω 0 .
Then φ is Schur geometrically convex (Schur geometrically concave) on Ω if and only if φ is symmetric on Ω and
ln x 1 − ln x 2 x 1 ∂φ ∂x 1 − x 2 ∂φ ∂x 2 ≥ ≤ 0 2.4 holds for any x x 1 , x 2 , . . . , x n ∈ Ω 0 .
Schur Geometrical Convexity of Two-Parameter Homogeneous Functions
The more general form of two-parameter homogeneous means is the so-called two-parameter homogenous functions first introduced by Yang 21 . For conveniences, we record it as follows.
Definition 3.1. Assume that f: R × R → R ∪ {0} is n-order homogeneous, continuous and exists first partial derivatives and a, b
f x x, y and f y x, y denote first-order partial derivatives with respect to first and second component of f x, y , respectively.
If f x, y > 0 for all x, y ∈ R × R , then define further
if p q 0.
3.3
Since f x, y is a homogeneous function, H f p, q; a, b is also one and called a homogeneous function with parameters p and q and simply denoted by H f p, q or H f sometimes.
Concerning the monotonicity and log-convexity of two-parameter homogeneous functions, there have been some literatures such as 3, 21, 22 , which yield some new and interesting inequalities for means.
The two-parameter homogeneous functions H f p, q; a, b have some well properties see 21-23 such as the following lemma. 
Then we have 
Proof. Since f x, y has continuous partial derivatives of m order with respect to x, y on R × R , the integrand in 3.6 has continuous partial derivatives of m − 1 order with respect to
For the Schur geometrical convexity, we have the following result. 
3.17
By the mean values theorem, there is a ξ between |p| and |q| such that
where x a ξ , y b ξ . Thus we have
3.19
By Lemma 2.5, our required result is derived immediately. 2 In the case of p q / 0. By Lemma 3.3 together with 3.10 and 3.17 , we have
3.20
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By Lemma 2.5, the required result holds. 3 In the case of p q 0. By Lemma 3.3 and 3.20 , we have 1
3.22
However,
where f x 1, 1 f y 1, 1 due to the symmetry of f x, y . Thus
Summarizing the above three cases, this proof of Theorem 3.4 is complete.
Proof of Main Result
Establishing the Theorem 3.4, we are in a position to prove main result. It is easy to check that P t is even and increasing decreasing on 0, ∞ if x > < y. Indeed,
With x/y t u, then t ln u/ ln x/y , and then P t can be written as
4.14
Direct computation yields
it follows that P t > 0 if u − 1 > 0, that is, x > y and P t < 0 if x < y. Namely,
x − y P t > 0 for t > 0 with x / y.
4.17
By the mean values theorem, there is a η between |r| and |s| such that 
4.23
But by 4.15 and some limit computations, we obtain 
