In this paper we consider classical point particles in full interaction with an arbitrary number of dynamical scalar and (abelian) vector fields. It is shown that the requirement of stability -vanishing self-force-is sufficient to remove the well-known inconsistencies of the classical theory: the divergent self-energy, as well as the failure of Lorentz-covariance of the energy-momentum when including the contributions of the fields. As a result, in these models the mass of a point particle becomes finitely computable. It is shown how these models are connected to quantum field theory via the path-integral representation of the propagator.
Introduction
Perturbative quantum field theory is not able to predict the masses of physical particles, because they are subject to a renormalization which is not finitely computable. Hence particle masses are considered arbitrary parameters, whose values are to be taken from experiment. In contrast, in the classical electron theories of Lorentz and Abraham the mass of the electron is in principle computable, but the result of the computation is inconsistent with the Lorentz covariance of the theory, at least in the original approach [1, 2] ; see also [3] .
Problems in computing the mass of charged particles like the electron arise primarily because of the Coulomb field carried along by the charge. On the one hand this field contributes to the dynamical mass, as it appears for example in the dispersion relation between classical energy and momentum of the particle. This contribution becoming infinite in the limit of a point charge, classical models of the electron were formulated as theories of particles of finite electromagnetic size, with an internal structure characterized by charge and current distributions subject to the influences of external fields.
On the other hand, the particle's own field supposedly acts on the charge distribution inside the particle, causing a self-force which tends to make the particle unstable unless it is balanced by non-electro-magnetic forces, the Poincaré stresses. It is sometimes conjectured that gravity might produce the attractive forces necessary to keep the charge distribution together. Indeed, the Reissner-Nordstrom black hole, and its generalizations in extended theories of gravity, provide examples of stable massive charged solutions in general relativity 1 , but it is physically acceptable only for the case that the gravitational charge radius lies inside the Schwarzschild radius; for a black hole with a single electron charge r charge = √ α l P lanck ≈ 1.5 × 10 −34 cm,
Therefore classical gravity requires the mass of such a particle to be at least 10 21 times the electron mass, of the order of 10 −6 g. This can not apply to any known elementary particles. Apart from this, according to the standard model particles like the electron are effectively massless when observed at distances of the order of the Planck scale, which is extremely small compared to the Fermi scale: Λ P lanck /Λ F ermi ∼ 10 −17 . At such short ranges the left-and righ-handed polarization states of an electron behave differently and, as is well-known, chiral interactions are possible only for particles with light-like momentum, i.e. with vanishing mass. Hence their short-distance gravitational fields are presumably not of Schwarzschild, Reissner-Nordstrom or Kerr-Newman-type 2 . In summary, at the level of classical physics there is at once a problem of what holds a particle like an electron together at length scales shorter than the classical charge radius (but possibly large compared to the Planck scale) and at the same time what is the origin of its mass as observed in its long-range behaviour at low energies. To this last question the standard model provides an answer: particle masses derive from interactions with scalar fields [4, 5, 6] . Whether these scalar fields are fundamental or not is open to debate, but that scalar particles are involved is widely accepted, and experiments are undertaken to observe them.
As for the first question, the standard model does not explain the stability of charged matter, to the extent that it does not require charge quantization. All known explanations of the quantization of electric charge derive from unification of gauge-interactions, or the existence of magnetic monopoles, or other features of physics beyond the standard model, which at present are still speculative. However, as scalar forces are attractive, scalar fields also provide a natural mechanism to counterbalance repulsive electromagnetic forces and hence to account for the stability of charged particles. In fact, the mechanism of using scalar fields to stabilize objects in classical field theory is well-known from the examples of the magnetic monopole solutions and their extensions in gauge theories containing scalars [7, 8] . Usually the field configurations describing these objects are nonsingular, and their masses are finite and computable in the classical theory in which they arise. In supersymmetric models the mass of the special BPS solutions [9, 10] are generally believed to receive no quantum corrections, and stay finite even at the quantum level.
In this paper we investigate a dynamical scheme to explain the stability and mass of charged particles by their combined interactions with vector and scalar fields for the case of particles with point-like (delta function) singularities in their charge distribution. This can be done succesfully, at least at the classical level. We derive a formula for the masses of relativistic point-particles valid in a large class of models having finite total self-energy, residing in the combined Coulomb-Yukawa fields and in the interaction of the point charge with its own field. The latter contribution turns out to be of crucial importance.
A contribution to the mass from the vacuum expectation values of the scalar fields can be included, but it is not necessary. This is different from the Coleman-Weinberg mechanism [11] , which uses electromagnetic interactions in order to create a vacuum expectation value of a scalar field by quantum effects so as to provide masses for the particles.
In contrast to classical theories like those of Lorentz and Abraham, in this paper we consider point-like particles, which is reasonable as long as internal gravitational forces can be neglected, i.e. at distances large compared to the Planck scale. It is possible that in the end any realistic point-particle model is bound to fail at the Planck scale, and that a complete theory of elementary particles requires extended objects (e.g. strings). However, as the classical and quantum theories of point particles and fields provide useful and succesful models to deal with the problems of the structure of matter at larger distances, it is of interest to see that there exist mechanisms explaining the stability of these objects without having to take recourse to new physical phenomena at a scale fifteen orders of magnitude removed from the scale being investigated.
The free relativistic point particle
The mass is an intrinsic property of a particle characterizing its inertia under external forces as well as its coupling to gravitational fields 3 . In the absence of external fields energy and momentum are conserved, owing to space-time translation invariance, and the particle moves with constant velocity. Then its mass is related to its energy and momentum by the Einstein formulae
As a result the mass can be characterised in a Lorentz-invariant way by the classical dispersion relation
Experimentally the mass of a particle can be determined by measuring the energy as a function of the velocity or the momentum, for example in elastic collisions, and establishing the validity of the energy-momentum relations (2) and (3) for some specific value of m. Similarly, in a correct theory of relativistic particles it should be possible to derive the dispersion relation for energy and momentum; in this case m should come out as some function of the characteristic parameters of the fields coupling to the particle, such as the coupling constants, which determine the strength of the interaction, and the range and/or vacuum expectation values of the fields. If this can be done and the relation between mass and field parameters is finite, the mass is computable in terms of these parameters.
In order to compute the mass of a particle -a single particle in the absence of external fields-it is clearly not necessary to solve the complete theory and obtain a quantitative description of arbitrary N-body processes. It suffices to give a complete description of the one-particle states of the theory and show that they fullfill the above energy-momentum relations. Equivalently it is sufficient to compute the mass from the total energy in the rest frame, and show that the one-particle states in an arbitrary inertial frame can be obtained from the rest frame by a simple Lorentz transformation. It is this last step which seemed to fail in the original classical electron theory 4 . In the class of models considered in this paper, the absence of divergences in the self-interaction of the particle makes the results come out fully Lorentz covariant automatically.
Before considering the complications due to the presence of fields and their associated self-interactions, in this section we carry out our program for the almost, but not quite, trivial case of a free, non-interacting relativistic particle. This allows us to introduce our notation and conventions and sets the framework for later discussions.
We label the points of 4-dimensional Minkowski space by Cartesian co-ordinates x µ = (x 0 , x 1 , x 2 , x 3 ) = (ct, x, y, z). The motion of the particle is represented by its worldline, giving its position at various times in terms of the particle co-ordinates ξ µ = (ξ 0 , ξ 1 , ξ 2 , ξ 3 ). If λ represents an arbitrary parameter labeling the points of the worldline, the worldline may be thought of as a map ξ µ (λ) from the real line into Minkowski space. We raise and lower indices by the Minkowski metric η µν = diag(−, +, +, +), and its inverse.
Of course the equation of motion of the particle, describing the worldine, should not depend on its parametrization. Moreover for a free particle of finite mass the worldine should describe motion with constant velocity v < c along a straight line. An action which is reparametrization-invariant and gives the correct equation of motion is [12] 
Here the parameter m is a constant with the dimension of mass, and e(λ) is an auxiliary variable designed to make the action reparametrization invariant; indeed, it plays the role of square root of the one-dimensional metric, and one may verify that the integral in eq.(4) is invariant under a substitution
where f (λ) is a (largely) arbitrary function. The Euler-Lagrange equations obtained from making independend variations of ξ µ and e in the action S read 
We can use the last equation to solve for the combination e dλ:
where τ denotes the usual proper time. Thus we see that proper time here corresponds to the choice of worldline parameter for which e = 1. Then the first equation of motion becomes
which describes a straight line in Minkowski space. We also note, that if we define the covariant 4-momentum by
then the first equation of motion reduces to the conservation of 4-momentum dp µ dτ = 0,
whilst the second equation reduces to the mass-shell constraint (3) . We observe that identifying the parameter m with the physical mass we have indeed a correct theory of a non-interacting relativistic particle; in particular the equations of motion imply the desired energy-momentum dispersion relation. Of course, since in this model the particle doesn't interact with any kind of field, its mass must be purely mechanical and is a free parameter to be put in by hand. This aspect will be changed in the models of interacting particles presented below. For the present this procedure is satisfactory and allows us to discuss some formal aspects of the classical theory which arise in a more complicated form later on. A useful alternative action is obtained by eliminating the auxiliary variable e(λ) from the constraint equation:
The solution with positive square root describes ordinary particles. Taking the negative square root gives the equivalent results for a particle with positive mass moving backward in time, i.e. an anti-particle.
Substitution of eq.(11) into the action S yields Einstein's form of the particle action [13] , which is just the integrated proper time along the worldline:
This is still reparametrization invariant and therefore one can choose the parameter λ itself to represent the proper time: dλ = dτ . Since the distinction between particles and anti-particles is relevant in quantum field theory and since we will restrict ourselves to the analysis of ordinary one-particle states when discussing the mass of quantum particles, in the following we mostly use the Einstein form of the action, eq.(12), rather than the quadratic action (4). The fact that antiparticles, corresponding to the negative square root, have the same action after the redefinitions λ → −λ and ξ µ → −ξ µ , and hence have the same mass and obey the same energy-momentum relations, is just the CPT-theorem.
In field theory it is customary to describe energy and momentum in terms of a divergence-free stress-energy tensor T µν (x):
such that the integral of the time components T 0 µ over 3-space Ω defines a conserved vector representing the total 4-momentum of the system:
For the free non-interacting particle the stress-energy tensor vanishes everywhere except on the worldline of the particle, and takes the form
It is straightforward to check, that this tensor is divergence free upon applying the particle's equation of motion. Also, the time component reduces to the local current density of four-momentum. Therefore relations (14) are satisfied, which as before provides the interpretation of the parameter m as the physical mass of the particle. In classical field theories like electrodynamics the total momentum of the dressed particle, i.e. the combined system of the particle plus its fields, can similarly be computed from the stress-energy tensor. There is however another procedure which is often convenient. This procedure uses the Hamilton-Jacobi formalism of classical mechanics. For the case of the non-interacting particle it consists of inserting the solution of the classical equation of motion, viz.
into the action S + , eq.(12). Here the (dimensionless) four velocity u µ satisfies the constraint
Equivalently, u µ can be expressed in terms of the initial and final positions of the particle in Minkowski space by
As a result the classical action is
The Hamilton-Jacobi equations than become
The constraint on the four velocity (17) can now be re-expressed as
From these equations we infer once more the interpretation of the parameter m as the physical mass of the particle. Later we will show that for particles interacting with scalar and vector fields in a consistent way the one-particle Hamilton-Jacobi function is precisely of the form (19) , with a renormalized value of the mass parameter. This renormalized value then represents the physical mass, as can be verified independently from the stress-energy tensor.
Particles in interaction with dynamical fields
In this section we extend the previous analysis to models of a relativistic particles interacting with N s scalar fields ϕ i (i = 1, ..., N s ), and N v vector fields A α µ (α = 1, ..., N v ). We take these fields to be fully dynamical, with (a priori arbitrary) ranges λ i,α = µ −1 i,α , whilst the scalar fields can also have a vacuum expectation value ϕ i = f i . We do not consider self-interactions of these fields, so our vector fields are taken to be of abelian type. Non-abelian interactions would require the introduction of more than one type of particle. Thus our model could apply to a simplified version of the electroweak standard model based on U(1) × U(1), in which a (scalar) electron couples to the photon and the Z 0 , but not to charged vector bosons W ± .
With these assumptions we introduce a particle model based on the following action
where the scalar charge densities ρ i and vector current densities j µ α are defined by
Note that the coupling of the scalar fields to the scalar charge density represents a kinetic term for the particle of Einstein-type, with a space-time dependent mass g i ϕ i (x). Therefore in this action it is possible to add a separate kinetic term of the type S + , eq.(12), involving a strictly mechanical mass. However, if the above models are derived from a quantum field theory through the path-integral representation of the propagator, as for example in [14] - [17] , then such a term is absent. Moreover, as we argued earlier there is strong reason to believe that none of the known elementary particles in nature has an intrinsic mass and that all masses are low-energy effective masses induced by field-theoretical interactions. Thus the case in which S f ield of eq.(22) represents the complete action is of great physical interest. Nevertheless, adding a mechanical mass-term is allowed and for the moment we include it to keep our discussion as general as possible.
In order to compute the contributions of the fields to the mechanical properties of the particle, we first consider the field equations
Any solution of these equations consists of a particular solution of the inhomogeneous Klein-Gordon or Proca equation, for which we take the retarded Green's function, plus a solution of the homogeneous equation. In the case of a particle moving with constant velocity, the retarded Greens functions simplify to take the form of the usual Coulomb-Yukawa potentials appropriately boosted to a moving frame:
Here the retarded distance parameter R ret = | R ret | is obtained by boosting the relative position vector r = x − ξ in the lab frame back to the rest frame. Hence we get
For example, if the particle sits in the origin of its rest frame, which moves with velocity v in the direction of the z-axis of the lab system, this reduces to
and therefore
with (ct, x, y, z) the co-ordinates in the lab frame. Note also, that the solution of the inhomogeneous Klein-Gordon equation is shifted by the constant f i . In line with standard terminology we refer to the solutions of the homogeneous equations as the radiation fields, the particular solution of the inhomogeneous equation taking the form of the Coulomb and Yukawa field in the vector and scalar case, respectively. This static field always accompanies the particle and contributes to its inertial and gravitational mass.
Next we turn to the equation of motion of the particle. Varying ξ µ , and allowing for a mechanical mass term, the total action is stationary if
Now we require that in the absence of external fields the free particle, dressed with its Coulomb-Yukawa fields, is at rest or moves at constant velocity: it should not exert a net force on itself and the acceleration must vanish:
This leads to the condition
In the rest frame, in which all fields are static, this reduces to
where E α denote the electric components of the field strength tensor F α µν , and ξ is the position of the particle, which in the rest frame is actually the origin, according to our conventions.
Of course, each term in eq.(32) is singular by itself, as follows from the explicit expressions for the fields in eq.(25) upon putting the free radiation fields equal to zero. However, the singular parts may now cancel between the scalar and vector fields, making the full sum of terms vanish. Explicitly, eq.(32) for the fields in the rest frame becomes
if and only if the following two conditions are satisfied:
Thus in our models we observe the following: -stability condition (A) requires both vector and scalar fields to be present; -if all vector fields are massless, condition (B) requires all scalar fields should be massless as well;
-conversely, if one or more scalar fields have a non-zero mass, (B) implies that the particle must couple to at least one massive vector field (and vice versa); for example, if our scheme would apply to some kind of neutrino's, the coupling of the neutrino to the Z 0 would suggest that neutrino's couple also to the Higgs fields and thus have a mass. We conclude, that we have found a consistent, finite solution to the full system of classical dynamical equations for the particle and the fields, which requires relations between the coupling constants and masses of the fields of the form (34) and (35).
The stress-energy tensor
The stress-energy tensor of the system of particle and fields in general admits the following decomposition:
where the various terms refer to the contribution of the particle, the scalar fields and the vector fields, and Λ is an arbitrary constant, which is automatically conserved and hence in principle allowed. The stress-energy tensor is a symmetric real matrix and therefore can be decomposed in terms of a pseudo-orthonormal set of eigenvectors n (λ) , λ = 0, 1, 2, 3, with eigenvalues α (λ) which in general are functions of the space-time point and the position of the particle:
In our model the eigenvectors are determined completely by the geometry, to wit the spherical symmetry in the rest frame of the particle and the Lorentz boost to the lab frame; therefore the eigenvectors are actually the same for the various contributions to T µν listed above. For a particle moving with velocity v in the z-direction, this universal basis has the form
In these equations R = R ret , given by (28). In the rest frame the expressions simplify considerably and can be written in spherical co-ordinates as 
We can now decompose the stress-energy tensor in terms of this basis as follows
where the eigenvalues α (λ) are Lorentz invariant. Next we observe, that the time-like eigenvector is the normalized four-velocity: n µ (0) = u µ /c. Therefore a consistent one-particle theory should yield
where the constant M represents the physical mass of the particle, made up from contributions of all terms in eq.(36):
To obtain the results (41), (42) we require that the integrals over the stress components (α (1) , α (2) , α (3) ) in the decomposition (40) of T µν vanish. It turns out that this is guaranteed if condition (A), eq.(34), for the coupling constants is satisfied. In particular, this condition gets rid of the factors 4/3 which appear in the original computation of the ratio between electromagnetic and kinematic mass because of the Poincaré stresses in the classical electron theory [18] . As a result, we can compute the physical mass M directly in the rest frame, where the calculation is rather simple. A remarkable result is now, that from the same condition (A) it follows, that the physical mass M is finite. This is surprising, because the energy contained in the Coulomb-and Yukawa-fields is infinite, and in this case they add up rather than subtract. What saves the model is, that the interaction of the particle with its own scalar field gives an equally singular negative contribution, cancelling the diverging contribution of the pure field term. Physically this can be understood from the attractive character of scalar forces.
We now demonstrate these results by an explicit computation. The contribution of the particle to the stress-energy tensor is
Thus the only non-zero eigenvalue of the particle term in the stress-energy tensor is α (0) , which in the rest frame becomes the T 00 component. From eq.(25) we then obtain the highly singular explicit expression
Next we consider the scalar fields. The contribution of the scalar fields to the stress-energy tensor takes the form
If we substitute the solution (25) with the radiation field ϕ f ree = 0, we find α sc
with α sc
Note that, as the eigenvalues α (λ) are scalars, they may be evaluated in any reference frame, in particular in the rest frame. The third contribution comes from the vector fields and is evaluated from
Using the explicit solution (25) with A α f ree
in which the co-efficients α vec (0) , α vec (1) have the same form as in the case of the scalar fields, up to signs:
Finally we observe, that the constant term Λη µν gives an equal infinite contribution to the stresses and the energy, which only cancels if we take Λ = 0. Hence we disregard this term from now on. Adding all contributions we can now compute the integral
As explained in eqs.(40)-(42), if the time component p µ = Π µ0 is to describe the four-momentum of a real particle, the only non-vanishing contribution to the integral must come from the α (0) -component of the stress-energy tensor. All stress components α (i) , i = (1, 2, 3) must cancel under the integral. We find that this happens if condition (A) is satisfied: g 2 i = q 2 α , as required to cancel the infinite part of the self-force. Then in the rest frame
with
Because of the way we have set up our calculation, making the Lorentz covariant decomposition (40) of the stress-energy tensor, the integral is bound to give a Lorentz covariant result for the four-momentum p µ . This has been checked explicitly by performing the calculation of p µ in a moving frame. From expression (53) it follows, that in general the physical mass gets contributions from each of the three possible sources: 1. the mechanical mass m; 2. the vacuum expectation value of the scalar fields f i ; 3. the Coulomb and Yukawa self-energy. Any of these contributions can vanish for some physical reason, leaving the explanation of the particle mass in unknown mechanics, in scalar vacuum expectation values or in self-energy. Certainly, even if we suppose a purely dynamical (field theoretical) explanation of mass, this does not have to reside directly in the vacuum expectation values of the scalar fields; the self-energy terms would suffice in principle. However, it is quite reasonable to expect that the masses of the scalar and vector fields themselves are related to the vacuum expectation values:
where the co-efficients A ij and B αj are functions of the coupling constants between the scalar and vector fields. Then all terms in the equation for the physical mass M become proportional to the vacuum expectation values of the scalar fields. Of course, the lowest-order terms are responsible for generating the full (classical) mass if
Unlike our earlier relations (34), (35), there is no obvious physical need for such a constraint in terms of vanishing self-forces or related conditions. Notice however, that the three constraints (34), (35) and (55) would reduce to a single constraint if the masses of all scalar and vector fields were equal:
In the standard model this is certainly not the case at low energies, although it is trivially true in the high-energy limit where all boson masses vanish. Note also, that whereas most vector couplings are universal, the Yukawa couplings can be different for different particles. Apart from quantum effects connected with renormalization, this is the only field theoretical explanation at hand for the different masses of quarks and leptons belonging to different families in the standard model.
Hamilton-Jacobi formulation
As a check on the previous results, we now present an alternative derivation of the mass formula (53), based on the Hamilton-Jacobi formalism. As a starting point, we perform a partial integration in the action (22)
In the integrand we substitute the field equations (24), obtaining
Next we take the explicit solution (25), with the free radiation fields taken to vanish, so as to describe a single non-interacting particle, dressed only with its Coulomb-Yukawa fields, and we use the expressions (23) for the scalar charge and vector current densities. This gives
To obtain the last line, we have substituted for the four-velocity u µ in the vector potential the expression
Taking the limit R → 0 and adding the mechanical mass-term to the action finally gives
with the total mass M given by expression (53). Note that in order to obtain this result it was not necessary to substitute the equation of motion for the particle, except that in equation (59) we have assumed implicitly that the particle moves at constant velocity. Thus we may view this action as an effective particle action in the absence of external fields, derived by integrating out the fields from the full Lagrangian. As one might expect, S cl is precisely of the form of the action for a noninteracting particle, after replacing the mechanical mass m by the full physical mass M. The value of M quoted above was derived on the assumption of constant velocity in the absence of external fields. Therefore, upon substitution of the solution (16) of the equation of motion for a free particle, we obtain Hamilton's principal function
from which we derive the expression for the four-momentum
This is in full agreement with our results from the analysis of the stress-energy tensor.
Quantum theory
In discussing the free point particle, we have presented two reparametrizationinvariant formulations, characterized by the actions S and S + (S − ), eqs. (4) and (12) . It was suggested, that although the classical equations of motion derived from these actions are equivalent, there is a difference at the quantum level: the quadratic action S describes both particles and anti-particles, whereas the Einstein action S + (of 'Nambu-Goto'-type) describes only particles, with antiparticles being described by a different action S − corresponding the negative square root in eq. (11) . We now elaborate on these statements, by constructing the corresponding path integrals and making explicit the different interpretations. We begin with the quadratic action S, eq.(4). As is well-known, this action has a direct relation to the Feynman propagator for a relativistic scalar particle:
where from now on we take natural units c =h = 1. As noted by Schwinger [19] , we can write the Feynman propagator as a proper-time integral:
where K(x − y|τ ) is the kernel of the relativistic Schrödinger equation:
i.e. the solution satisfying the initial condition
The explicit expression is
As the kernel satisfies Huygens' principle
a discretized time path-integral is obtained by re-iterating this equation many times:
where ξ 0 = y, ξ N +1 = x and i ∆τ i = τ . Taking the continuum limit we arrive at a path integral expression for the propagator (cf. [20] ):
The exponent is precisely the quadratic action S after fixing the value of the gauge degree of freedom e(λ) = 1. This can be done consistently [16] , as the corresponding Fadeev-Popov determinant is just a multiplicative constant, which is removed by proper normalization. Next we consider the Einstein action S + and inquire into its meaning in quantum field theory. First we make an observation about its meaning at the classical level. Namely, this action can be considered as describing the motion of the particle in the laboratory frame in which ξ 0 = ct is the time parameter, rather than a dynamical variable. This corresponds to the gauge choice t = λ, after which the action becomes
In this action we can only freely vary the spatial co-ordinates x. The corresponding phase-space is spanned by these co-ordinates and the momenta p =
The time-evolution in the laboratory frame is then described by the Hamiltonian
It is straightforward to check that the corresponding Hamilton equations correctly reproduce the laboratory-time dynamics of the relativistic point particle. The Hamiltonian form of the action is
We assert that with t 1 = y 0 , t 2 = x 0 , and v(t) = d ξ/dt, the Hamiltonian path integral
acquires the meaning of the positive frequency part of the propagator, whilst the action S − gives the negative frequency part, thereby confirming our earlier interpretation of these actions in the quantum theory.
To prove this assertion, we first note that K + (x−y) defined above is a solution of the homogeneous Klein-Gordon equation, because
where H 0 = √ −∆ + m 2 . Next we recall the well-known decomposition of the Feynman propagator into positive and negative frequency parts
where as usual ω p = √ p 2 + m 2 . The positive and negative frequency parts satisfy the inner-product rule
Like Huygens' principle (69) this equation can be reiterated an indefinite number of times, yielding a discretized time expression for a path integral, which in the continuum limit reduces to K + (x−y) in (76). Thus the path integral constructed from the Einstein action represents a different type of Greens function of the corresponding field theory than the path integral (71) based on the quadratic action.
The generalization of these results to particles interacting with a scalar and a vector field is straightforward. One looks for the kernel of the Schrödinger equation
whereĤ is the laplacian operator in the presence of scalar and vector fields:
K(x − y|τ ) is to satisfy the boundary condition (67) and the Huygens superposition principle (69). The solution of this problem can be written as the path integral
Then the Feynman propagator for a particle in external fields in the interacting theory is again given by eq.(65), with the integrand replaced by the expression (83). Finally, the propagator for such a particle when the fields become dynamical is obtained by functional integration over the scalar and vector fields with a density exp(iS f ield 0 ), where S f ield 0 is the kinetic action of the scalar and vector fields. Now consider the alternative formulation, which may be based upon the Hamiltonian
with φ = A 0 . This Hamiltonian gives the same classical equations of motion as the action in the exponent in (83). However, it is a Hamiltonian for time-evolution in the laboratory frame, rather than proper time, and the corresponding path integral
is a solution of the Klein-Gordon equation
With dynamical scalar and vector fields, one should again perform a functional integral over the fields with the weight exp(iS f ield 0 ). The interesting observation, following from the classical Hamilton-Jacobi formalism presented above, is that by expanding the fields and the particle paths about the correct classical solutions (25) and (30), modulo higher order quantum corrections one finds that the Greens functions ∆ F and ∆ ± in the interacting theory still satisfy the decomposition (78), provided one replaces the free mass m everywhere by the finite physical mass M of eq.(53). Thus to this approximation the light-cone structure of the theory, implying causality, and the invariant distinction between particles and anti-particles is preserved in the interacting quantum theory. However, further calculations to investigate higher order quantum corrections (loops) remain to be done.
Discussion
In this paper we have presented a consistent theory of classical point charges. The model is interesting in itself, because it shows how particle masses become computable in terms of field parameters: coupling constants, vacuum expectation values and characteristic ranges, once the particle is intrinsically stable.
Presently, the stability criterion seems to have little relevance for particle physics phenomenology, even at tree level; however, such a comparison may be premature. First of all, we have chosen to analyse here the simplest model with only abelian couplings, because of the advantage that it can be solved completely. Secondly, nothing definite can be said about the scalar sector of the standard model: the number of scalar fields (e.g. Higgs doublets) remains unknown, and their Yukawa couplings are completely arbitrary (as are the masses of quarks and leptons). Also, new heavy gauge bosons could enter into the stability relations (34), (35). Furthermore, we have ignored the effects of spin, but presumably these are small.
Most importantly however, in realistic applications one has to take into account quantum effects, related to the many-body nature of quantum field theory: pair creation, (anti)screening and renormalization. In general, the contributions of these effects to masses and couplings as computed in perturbation theory are divergent; this renders the classical value of the mass meaningless. Also, it is often argued that since only the total (effective) mass is observable, the contribution of scalars, vectors and vacuum expectation values cannot be separated and the notion of Coulomb-and Yukawa-energy contributing to the inertia of the particle has no operational meaning.
Commenting first on the latter argument, it is clear that if the vacuum expectation value and range of scalar and vector fields can change, as during phase transitions, then the relative contributions of fields to the stability conditions and to the mass vary and certainly the changes in these quantites are observable. At least in theory, therefore, the various contributions to the mass do seem to be physically distinguishable. Our results then imply constraints on the changes in the values of the field parameters during phase transitions.
As concerns the contribution of quantum effects to the mass, there is no a priori reason why it should not be computable, like the classical mass. In fact, the BPS solutions in supersymmetric field theories are believed to provide examples of this. More generally, the ultra-violet divergences one encounters in perturbation theory are the result of short distance fields which cannot be controlled even if the coupling constant is arbitrarily small: for any non-zero value of (g, q) the classical Yukawa/Coulomb field becomes large as soon as the distance approaches R ≈ gλ C /4π, where λ C =h/Mc is the Compton wavelength of the particle. Therefore, when computing the effect of quantum fluctuations on the one-particle state it is obviously important to expand the fields around the correct classical solution, which includes the large short-distance Coulomb and Yukawa fields, and not about the vacuum state. Indeed, there is no reason to think that a naive expansion in weak fields close to the vacuum would be a good approximation to the quantum corrections at all, except for the large-distance part, of which the only noticeable correction due to the Yukawa/Coulomb fields is their contribution to the effective mass.
Of course, even when taking into account the singular part of the fields in an improved perturbation theory, as we have been doing at the classical level, finiteness of the result for the mass is not necessarily guaranteed. But the remarkable properties of supersymmetric theories involving scalars (N ≥ 2 in four dimensions) may be an indication of the viability of the scheme. The necessary calculations certainly involve interesting physical and computational problems.
