In this article we address The Location Routing Problem (LRP), where there is a set of customers with known demand and a set of potential depot site and there is a set of heterogeneous vehicle with a certain capacity. Due to the similarity of the problem with real world, the constraints of depot capacity and vehicle capacity as well as route length have been considered simultaneously. The model provided in this article is described concerning the semi soft time window in which that a delay in service delivery time results in delay costs. The total costs in the proposed model include, the total fixed costs of construction depot, fixed costs associated with the use of vehicles, the total distance traveled by the vehicles, the total time within the system for the vehicle and penalty cost associated with the violation of working hour of vehicles and penalty costs associated with delay time in the start of service to customers and the aim is to minimize the total cost. Due to its complexity, two Meta-Heuristic algorithms of Genetic and Tabu Search algorithm have been used. Since the performance of the Meta-Heuristic algorithms is significantly influenced by their parameters, Taguchi Method is used to set the parameters of developed algorithms. Finally, the result represents that the Genetic Algorithm and Tabu Search are significantly efficient in terms of better quality of solution and computational time respectively.
Introduction
Nowadays, companies and factories require the integration and agility of all the production operations from raw materials supply to end product delivery to consumers, in the supply and distribution process of their products. Distribution and support systems are part of supply chain process, in such a way that they plan, perform and control the effective and efficient process of inventory depot, services and information associated with them from the starting point to consumption point in order to provide customers' needs. http://www.ispacs.com/journals/acte/2015/acte-00197/
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Logistics is an important part of Supply Chain Management. The Location Routing Problem is one of the most important and applicational problems in distribution and Logistics management of the two facility location and vehicle routing problem which considers the both simultaneously. To not consider the two problems of Location and Routing simultaneously, would result in increase the supporting costs of supply chain. The current study addresses a model for capacitated Location Routing Problem considering semi soft time window which includes a set of potential sites for depots setup given a set of customers with known demand and a set of heterogeneous vehicles with known capacity. The aim of this article is to find how to combine vehicles utilization and determine the number of depots required among the potential locations for depot setup, determine the tours between the two depots and assigns customers and customers assignment to depots and also consideration of capacity limitation associated with vehicles, and depots and the routes length simultaneously, in order to minimize the costs within the system and total delays. Considering the objective, add some constraints and definitions to the problem, i.e. service delivery occurs within a specified time interval called time window. When time window is added to the model, the Routing problem becomes important, since we have to find ideal route to meet the objectives of the model; thus the time assigned to each customer i.e. the time we delivery services become important. In our proposed model, service delivery to each customer occurs in a specified time interval and the aim is timely arrival of vehicles in specified depots and stations. This causes more satisfaction of customers and their loss decreases significantly. Considering the conditions mentioned above, the problem seems more realistic. The Location and Routing issues individually have been the most important problems considered in Logistics Management and hence Supply Chain Management separately. But combination of these topics under the heading of Location Routing Problem has been more important in last decades. The importance of combination of these topics derives from the fact that according to the investigations and studies, separate optimization of Location and Routing problems will not lead into the optimization of the whole problem. Since late 1960s, combination of these problems was introduced gradually into the literature review of Logistics Management and Supply Chain Management. In spite of very large number of articles and investigations in different fields of Location Theory, LRP has been considered slightly. A review of studies in this field is provided in Table 1 . Coelho and Branco [1] . Used grouping processes in algorithms to solve LRP problem. Sirvastava [2] .
Proposed Heuristic method using Minimum Spanning Tree, based on the grouping methods for LRP problem. Klose and Bruns [3] .
Used Clustering Hierarchical techniques in a heuristic process for LRP. Min [4] .
Proposed a multi-stage method for LRP problem. Wu et al [5] .
Proposed a heuristic for LRP problem in multi-stock case. G. Gallo et al [6] .
Proposed an approximate algorithm for Clustering of a graph by a number of trees with minimization of the weight of the tree with highest weight for LRP. Melechovsky et al [7] .
Proposed Tabu Search and hierarchical method for LRP problem considering non-linear costs. Barreto et al [8] .
Merged several hierarchical and non-hierarchical techniques of Clustering in a multi-stage algorithm for LRP. P.Yang et al [9] .
Developed a Two-Phase method of particles optimization for LRP in Multi-Depot case. Vincent Yu et al [10] .
Proposed Simulated Annealing algorithm to solve LRP. Jose et al [11] .
Developed hybrid method of Genetic Algorithm and iterative local search for LRP problem. C.Prodhon [12] .
Proposed hybrid evolutionary for periodic LRP problem. Zhang et al [13] .
Had some investigations on LRP problem based on Chaos Search and experimental analysis.
Regarding some constraints considered for LRP problem, we can point to some capacity limitations. It is very practical and essential to limit the problem with capacity constraints, hence a type of classic LRP with capacity constraint is called CLRP where a variety of investigations are performed and a summary of studies is provided in [14] . Developed Tabu Search Algorithm for CLRP problem in both symmetrical and asymmetrical cases. Prins et al [15] .
Developed hybrid approach of Greedy Adaptive Search with evolutionary method for CLRP. Barreto et al.
Proposed heuristic method based on the customers classification for CLRP. Marinakis and Marinaki [16] .
Developed a sequential method based on the optimization algorithm of Particles Swarm to solve CLRP. Duhamel et al [17] .
Developed Greedy Randomized Adaptive Search Procedure (GRASP+ELS) with evolutionary local search method for CLRP. Yu et al [18] .
Proposed Simulated Annealing Algorithm to solve CLRP. Nguyen et al [19] .
Used Greedy Randomized Adaptive Search Algorithm using Learning Process to solve CLRP in two levels.
Another type of capacitated Location Routing Problem is considered by time window constraint which is a generalization of Location Routing Problem of vehicle with capacity constraint in which service delivery to each customer should occur in a predetermined time interval called time window (TW). So, in the time window discussions, total routing cost includes not only costs associated with total distance and service times and etc., but also total costs associated with stoppage and waiting time as well. Each customer ( ∈ ) is given a time window of [ , ] which represent the earliest and latest times in which the vehicle is allowed to deliver services to customer j. if the vehicle arrives to customer j earlier than lower bound specified for the time window of that customer, according to the type of time window, either waiting time or early service delivery is considered for it and if the vehicle arrives to the customer after the higher bound specified for the time window of that customer, delay will be considered in the problem. Furthermore we observed that besides the very vast utility of the maximum distance constraints, maximum time allowed in the system and time window of working hour in real world, very little attention is paid to these constraints. Considering these constraints simultaneously makes the problem seem more realistic. In Section 2, CLRPSSTW is described and modeled using linear programming. In Section 3, a tabu search algorithm and Genetic algorithm employed to solve this problem, since it is NP-hard. In Section 4, computational results are presented. Finally, the results are briefly summarized. In Section 5, Conclusion and future research are presented.
Problem description and modeling
In this article, CLRPTW is defined on a complete graph in the form of G= (V, A) where V represents the total nodes including I, a set of candidate points for depot setup to provide the product in a geographical level with known location coordinates and J, a set of customers to be service delivered. = {( , ): 0 ≤ , ≤ , ≠ }, shows the number of edges in graph G. Each customer j ( ∈ ) is given a Time Window of [ , ] showing the earliest and the latest times respectively in which the vehicle is allowed to deliver services to customer . The starting time of route of each vehicle is bigger than or equal to . (E = , is the earliest time of departure from the depot). The model developed in this article is called the Capacitated Location Routing Model with the Time Window, made of two problems of Location of depots and Routings of vehicles both of which are jointly considered. In CLRPTW problem, the constraint of capacity for the depots, the vehicles and the route length, i.e. the route that each vehicle travels, is under control which means the maximum distance a vehicle is allowed to travel and in vase of violation of the maximum path, is http://www.ispacs.com/journals/acte/2015/acte-00197/ International Scientific Publications and Consulting Services subjected to a given penalty. In this model called CLRPSSTW, a CLRP problem with Semi Soft TW is considered. The binary variables in the proposed model are as the following; the variable means that if node receives services immediately after node by the vehicle of type , it is given a value of 1, otherwise it is zero and the variable means that if the candidate depot I opens, = 1, otherwise it is zero and the variable is 1 if the demand of customer j is provided by depot , otherwise it is zero. in order to better articulate the characteristics of the considered problem, There were the following assumptions in this model:
 Each customer receives services only once and by only one type of vehicle.  All the distances of vehicles starts from the depot and ends to it.  The total demands of all the customers associated with one distance, should not exceed the capacity of the vehicle assigned to it.  The total distance traveled by each vehicle type should not exceed the maximum distance allowed ( ).  The vehicle arrival to a customer after the higher bound of its time window results in more delay time in the route or is considered as a delay in service delivery.  the starting time of the route of each vehicle (∀ ∈ ) is bigger than or equal to , which is the latest departure time from the depot.  the ending time of the route per vehicle is smaller than or equal to ′ , being the latest return time to depot or the higher bound of the time window determined for the depot.
Other used notations are as follows; The cost per unit of time for staying within the system for vehicle k Cd k
The cost of each distance unit the vehicle k travels rk Maximum duration of time the vehicle k is allowed to travel (ρ l ) j k Penalty for the violation of unit of time for vehicle k Also, the following positive variables are considered in the model: π j Variable regarding sub-tour elimination constraints which determines the location of node j in the route h j A higher bound for the length of the route traveled to reach node j, which is a non-negative and continuous 
In the proposed model, the objective function (2.1) consists of six parts. The first part is associated with the minimization of fixed costs of depot setup. The second part is considered with respect to the minimization of vehicles utilization costs. The third part represents total costs associated with the distance traveled for all the utilized vehicles. The fourth part of the objective function is associated with the minimization of total time of staying within the system. The fifth part of the objective function is associated with the costs regarding the violation of working hour of the vehicle and the sixth part includes the violation cost of the time window in order to minimize the numbers of and duration regarding the violation of time window corresponding the customers which includes delay costs in service delivery. Constraint (2.2) ensures that each customer belongs to the route only for once and has an only prerequisite node in the tour. 
Proposed Solution Method
The Location Routing Problem concerns the two classic Location and Routing Problems and both problems form special cases of LRP. In case all the customers (demand points) attach directly to one depot (distribution center), LRP decreases to a standard Location problem. On the other hand, if we consider the centers of depots (distribution centers) as constant and predetermined, LRP changes into Vehicles Routing Problem (VRP). The point we should consider here is that LRP is a NP-hard Problem, since it is a combination of two NP-hard problems, namely, Facility Location and Vehicles Routing which was first introduced in Karp [27] studies. That's why it is practically impossible to solve Location Routing Problem using exact methods as real world problems in large scale. Thus, two Meta-Heuristic Algorithms of Genetic Algorithm, and Tabu Search Algorithm were used in this article. First of all, a mechanism should be defined to transform each solution of the problem to a chromosome. Since in this article some decisions should be made regarding the order of customers, and type of vehicle assigned to each customer and opened depot for the problem being investigated, the structure of proposed Chromosome is composed of three parts; the first part is to determine the order of customers and the second part concerns the assignment of opened depots and the customers affected by that depot, and finally the third part is about determination of the vehicle type assigned to each customer. Generally the chromosome of the proposed problem is considered as below. http://www.ispacs.com/journals/acte/2015/acte-00197/ International Scientific Publications and Consulting Services 
Proposed Genetic Algorithm
The first a set of chromosomes which in fact are a set of solutions of the problem, are provided as the Initial Population which were selected randomly. Next, new chromosomes called offsprings are produced through Genetic Operations. These operations are of the two types of mutation and cross over. In The chromosomes playing the role of parents, two notions of crossover rate and mutation rate are used extensively, both of which are selected by the Roulette Wheel method before the start of the algorithm. After the generation of some new chromosomes using evolutionary operator, the most fitted chromosomes are chosen. This process expressed in the selection process, is to select the most fitted chromosomes among the parents and offsprings so that the number of selected chromosomes is equal to the initial population. Selection of a family is followed by a reproduction stage which includes recombination and mutation processes. Cross-over operators in Genetics algorithm like single-point Cross-Over, Multi-Point Cross-Over and etc, are not suitable in sequential problems like the proposed CLRPSSTW, since the replication or omission of some Genes might occur which is not feasible. The cross over operator in the proposed problem received two parents and merges their information in one or several offsprings. The principle for the selection of information from parents and their arrangement in offspings is random. In order to generate offsprings, first a random number is generated (assuming a), (a) percent of the first parent combines with (a-1) percent of the second parent and this way all the offsprings are generated. The offsprings generated in this stage are still unjustified, and the corrective combinational operator is provided in the following. For better understanding of the discussion, consider the following example. If we select the two following chromosomes as parents. In the case of the combination mentioned above in the parent chromosome vectors, new offsprings are generated as follows which change into feasible solutions by a corrective combinational operator. As it can be seen (Figure 3) , the first offspring has two customers with number 2, and this makes the offspring infeasible. In order to solve the problem, corrective combinational operator is used. Thus, in the first stage, controls the customers per generate offspring, e.g. it examines how many times customer 1 was replicated in the solution. The answer is two times. The first customer 1 which concerns the first offspring, stays untouched until the end but the second customer 1 which concerns the second offspring, gets a value of X. The same is repeated for customer 2. Customer 2 is replicated two times in the first offspring, the first customer 2 stays untouched until the end and the second customer 2 is given a value of X. (Figure 4 The same is repeated for customer 3. Customer 3 is replicated two times, the first customer 3 stays untouched until the end and the second customer 3 is given a value of X. The same is repeated for customer 4. Since customer 4 is replicated only for once, it stays untouched until the end. In the next stage, Xs are given a value of zero and replacement occurs in each solution where zero is before the customer number. Thus this operation is replicated according to the number of customers and generates feasible offsprings. The offsprings generated in this process may have competency worse than or equal to their parents. This operation is selected because it is expected that the generated offsprings, may be better than their parents through inheriting some of the characteristics of their parents. Up to this stage, one iteration or generation of the algorithm has occurred. The algorithm converges to the optimal solution through several iterations and if the number of iterations is less than the maximum number of iterations specified which is a function of the problem size, the algorithm continues, otherwise it stops.
Proposed Tabu Search Algorithm
The application of Tabu search algorithm in this article is as follows, first an initial population is generated. To ensure that the initial population generated is feasible, we considered an approach in which a population is randomly generated and then its fitness function of this population is calculated and then the best solution in terms of lower rate of the objective function is selected and is introduced into the TS algorithm process as the initial solution. In each iteration, this algorithm performs a local search on an initial solution which is the output of the previous iteration (namely finds some of the neighbors of this solution) and finally calculates the fitness function of these neighbors and selects the neighbor which has the best objective function and which is not in Tabu list, as the output solution of this iteration. But a major point is how to represent the solution. In this algorithm, the representation of solution is the same as that of Genetic Algorithm. In the next stage the algorithm determines the value of short-term memory, and also long-term memory and maximum number of iterations. The structure of short-term memory in Tabu Search is to authorize the solutions which do not improve the objective function, but may direct us towards a general solution on a condition that it is not included in the list of Tabu solutions. But in order to apply this solution method, Tabu Search has to ovoid return phenomenon which stems from return to previous solutions. This is the inherent task of Tabus which we define here as a set of tabu transfers which is memorized in order to avoid such returns. Long-term memory in Tabu Search is implemented with the aim of directing the search approach. i.e., this implementation memory is a dispersion parameter. Finally the algorithm stops when a specified number of iteration is exceeded. http://www.ispacs.com/journals/acte/2015/acte-00197/ International Scientific Publications and Consulting Services
Results and discussion
In order to analyze the solution methods, they run in the experiments produced for each problem and their results are studied based on the selection of the most efficient method to solve the considered model. Also Taguchi method is implemented to tune the parameters. Orthogonal arrays provided in Taguchi method are designed to perform examinations with varied numbers of levels. Bear in the mind that naturally, increase of levels numbers results the increase of experiments numbers. In this article, the most suitable design is three-echelon experiments and according to the standard orthogonal arrays of Taguchi, 27 array is selected as the suitable experimental design to tune the parameters of Genetic Algorithm. 27 Array is an experimental design with 27 times runs (experiments). If the experiments were run completely, it was necessary to run Table 3 for each algorithm. 
Comparisons
After specifying the optimum levels in the proposed algorithms, in this section the results of GAMS software and the Mea-Heuristic Algorithms are studied to ensure the credibility of the proposed model and comprehend it. Hence, with the programming of the proposed model in GAMS software, in the output part after observing the information concerning the model, the solver state is in Normal Completion state, namely the solver obtains the solution by a normal method and the model state is in Integer Solution 8 which in integer programming models means to reach an exact and feasible solution and the objective function value of the Meta-Heuristic Algorithms and the exact method are identical, although the exact method requires less solution time than the two Mea-Heuristic methods, but the problems in large scale, the exact method does not perform well and the solution time will grow exponentially. In the following some numerical examples in small, medium and large sizes are designed to compare the results of Mea-Heuristic Algorithms by two quantitative criteria of objective function and the running time of the algorithm.
Analysis of results and comparisons
In this section the results of running both Meta-Heuristic Genetic and Tabu Search Algorithms are evaluated from two viewpoints. These viewpoints include: algorithms performance based on the evaluation criteria of proposed algorithms, statistical analysis of algorithms.
Comparison of algorithms performance based on the evaluation criteria
In order to compare Meta-Heuristic algorithms, two quantitative criteria were applied: (1) Quantitative criterion of objective function value (OFV), (2) Time criterion of algorithm run, and then the performance of the proposed algorithms are illustrated based on these two criteria (figure 6).
The specified results show that in OFV criterion, Genetic Algorithm has obtained better results and in Time criterion, Tabu Search Algorithm has better performance. The computational results of the proposed model and graphical illustration of the Algorithms are provided as below, (Table 4 ). 
Statistical comparison of results
In order to provide a statistical analysis of the results of the proposed Meta-Heuristic Algorithms, we have employed analysis of variance. The aim of analysis of variance, is to compare the mean of several populations to determine whether the mean value of these populations are equal or there is meaningful and significant different between them. For this reason, we provided the output of analysis of variance for both solution methods by Minitab v.16.1. Tables 5 and 6 represent the analysis of variance for variables OFV, Time. The P-values of analysis of variances and acceptance or rejection of Null Hypothesis are provided in Table7. The Null Hypothesis is the equality of the means of evaluation criteria in both algorithms with significance http://www.ispacs.com/journals/acte/2015/acte-00197/
International Scientific Publications and Consulting Services level of 0.95. if the resulted P-Value is less than 1-0.95=0.05, the null hypothesis is rejected and we conclude that there is a significant difference between the evaluation criteria of both Algorithms and vice versa. The output of analysis of variance shows that in OFV criterion, both algorithms are quite comparable and in Time criterion, there is a meaningful difference between the algorithms performance.
Conclusion and future research
In this article we considered Location Routing Problem with the constraint of Semi-Soft Time Window and capacity limitation simultaneously for the vehicle, depot and the route length as well. In order for service delivery to the customers, we considered the vehicle as heterogeneous and specified a higher bound for the application of a number of the vehicles, so that the constraints regarding the capacity and maximum distance allowed per vehicle and constraints regarding the time window corresponding each customer are satisfied. Also the proposed model is investigated in multi depots which considers how to assign customers and vehicles to the depots in the proposed model considering the constraints. The aim of this problem is to determine the optimal number of active depots in the problem solution, to satisfy the constraints regarding the capacity and service delivery of depot, and to obtain the objective of the problem which is the minimization of the costs within the system. Due to the complexity of the proposed problem and its NPHard nature in the literature, two Meta-Heuristic Algorithms of Genetic and Tabu Search were developed to solve the problems in real sizes with acceptable computational time. Since the performance of MetaHeuristic Algorithms is highly dependent on their input parameters values, Taguchi Method was used to tune the parameters of the proposed Meta-Heuristic Algorithms. Finally, the efficiency and applicability of the proposed model and solution methods using experimental problems designed in different dimensions is provided and the comparison criteria of single-objective problems, analysis of variance methods were used to select the most efficient method. One of the future research directions could be a multi-product problem and considering fuzzy parameters.
