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This review summarizes the literature describing recent advances in the
coherent x-ray sciences for the high-resolution characterization of materials.
The principles and some of the main experimental techniques as well as their
applications are discussed. The advantages of x-ray methods for characteriz-
ing 3D microstructures as well as for characterizing plasticity in the bulk
become clear from the examples presented. Materials that exhibit size effects
within the 0.1–10-lm range benefit enormously from these techniques, and
development of the relevant x-ray methods will add to our fundamental
understanding of these phenomena. Many of the ideas that have developed in
the coherent x-ray science literature have been enabled through advances in
x-ray source and detection technology, which has occurred over the past
10 years or so. It is a topic of considerable importance to consider how these
techniques, which have matured rapidly, may be best applied to materials
imaging in order to meet the growing needs of the community. As coherent
x-ray methods for characterizing materials at multiple length scales have
developed, several key applications for these techniques have emerged. The
key breakthroughs that have been enabled by these new methods are dis-
cussed throughout this review, together with an examination of some of the
problems that will be addressed by these techniques within the next few years.
INTRODUCTION
X-rays have a clear advantage in materials science
as a result of their ability to nondestructively probe
the internal structure of optically opaque samples,
provided of course that the sample is sufficiently
radiation hard. X-rays have a long and rich history of
development for materials applications. Perhaps one
of the best known examples is elastic strain mapping,
where an x-ray diffraction pattern is collected, and
the measured peak positions are used to determine
the change in the bulk lattice parameter compared
with an unstrained reference.1 X-ray microtomogra-
phy is another common example where, provided
there is sufficient contrast between features, a
material’s microstructure can be reconstructed in
3D.2 It has also been demonstrated that strain
mapping may be combined with tomography to
obtain 3D images of the strain fields within bulk
materials.3 Until significant improvements in the
resolution of x-ray techniques were realized, how-
ever, scientists often had to interpret data that rep-
resented an average of a large number of different
material states within the measurement volume.
Hence, for example, characterizing the subgrain
deformation structure and single defects was beyond
the reach of most x-ray imaging techniques. That has
changed over the past decade with the advent of
high-resolution x-ray detectors, hard x-ray micro or
nano focusing, and the development of coherent dif-
fractive imaging (CDI) techniques that allow nano-
meter-scale imaging of thick specimens.4
A particular area where the dramatic improve-
ment in the spatial resolution of coherent x-ray
techniques is having a large impact is in the
investigation of so-called ‘‘size effects.’’5 In materials
science, size effects are taken to mean the modifi-
cation of a sample’s material properties as a direct
consequence of its microstructure or overall
dimensions. Size effects are often responsible for the
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inaccuracy of many predictive models for material
behavior and have been the subject of years of
extensive investigation in the literature. A 1994
paper by Fleck in which a deformation theory for
size effects is developed states that ‘‘In conventional
plasticity theory no length scale enters the consti-
tutive law and no size effects are predicted. How-
ever, several observed plasticity phenomena display
a size effect whereby the smaller is the size the
stronger is the response.… The effect becomes pro-
nounced when the indent size, grain size or particle
spacing lies below approximately 10 lm.’’6 This
statement encapsulates one of the biggest drivers
for the development of the high-resolution x-ray
techniques that are discussed in this review, and
some of the examples provided actually highlight
the significant differences that have been observed
in material behavior between, for example, thin
films and bulk materials.7–9
For many years, fundamental insights into
materials behavior were largely driven by advances
in electron microscopy (EM). The ability to study
defects at near-atomic resolution or, with the later
development of in situ TEM, characterize defect
dynamics in real time has revolutionized our under-
standing of crystal plasticity.10 However, the
requirement for electron transparent samples does
not allow for the study of bulk samples or samples
that are any thicker than 1 lm. The majority of
the length scales for which size effects are known
to occur are thus inaccessible to electron methods
without sectioning, which may mean the sample is
no longer representative of the bulk material. This
means that for many materials we currently lack
the relevant information needed to accurately
predict their deformation behavior. The alterna-
tive is to use x-rays; however, historically x-rays
have lacked the necessary resolution or contrast
mechanisms to deliver anything like the level of
detailed information that EM can provide. With
the current widespread availability of extremely
bright sources of coherent x-rays, though, as well
as the development of new methods for collecting
and interpreting data, the materials science land-
scape is rapidly changing.
Today, x-ray techniques are used routinely to
probe materials with feature sizes of 0.1–10 lm, in
many cases at spatial resolutions approaching
10 nm. For example, phase contrast methods11 can
provide 3D images of the grain boundary structure;
microbeam techniques allow dislocation networks
and subgrain structures to be mapped in the bulk12;
and CDI is enabling the characterization of the
deformation due to individual crystallographic
defects.13 These developments by the x-ray com-
munity are providing a rich new source of infor-
mation for materials science that will continue to
grow into mainstream techniques. This review is
intended both as a short introduction for the general
reader to these techniques and as a guide to possible
future research directions in the field.
Coherence
All x-ray sources have some degree of partial
coherence; since this review is concerned with
experimental methods in which these coherence ef-
fects are important, a brief introduction to the con-
cept of coherence is now given. For a more in-depth
discussion of these issues particularly in the context
of imaging, the interested reader is directed toward
a recent review by Nugent.14 Coherence describes
the degree of spatial and temporal correlation
between two points on a wavefield. The degree of
coherence can be determined from the interference
visibility that results from superposition of the
waves associated with these two points. The tech-
niques discussed in this review essentially rely on
the interference of scattered x-rays; if the wavefield
is incoherent, these interference effects will be
completely suppressed and these techniques will not
work. For an x-ray undulator source, the degree of
correlation between points in space (spatial coher-
ence) is principally determined by the source size
while the degree of correlation between points on
the wavefield as a function of time (temporal
coherence) is determined by the source divergence.
Textbook discussions of the subject of coherence
frequently illustrate the concepts of coherence
through Young’s two slit experiment where the
contrast of the fringes gives the degree of coherence.
Figure 1 illustrates the Young’s two slit experiment
for the case of a wavefield with partial spatial
coherence and a wavefield with partial temporal
coherence. It can be seen that the effect of partial
spatial coherence is to reduce the fringe visibility
across the entire diffraction pattern while the effect
of partial temporal coherence is to reduce the fringe
visibility as a function of the diffraction angle. Often
the effectiveness of the techniques described in this
review relies on reducing these effects of partial
coherence to the point where they are undetectable
in the experiment.
PHASE CONTRAST TOMOGRAPHY (PCT)
Basic Principle and Method
Most metals in common usage are polycrystalline;
the atoms within polycrystals are aligned into or-
dered regions known as grains, each with a specific
crystallographic orientation. The grain orientations
and the sharp flat walls that separate them (the
grain boundaries) can have a profound influence on
the deformation behavior of metals. For example,
cracks tend to initiate and follow grain boundaries,
while texturing can greatly influence the strength of
polycrystals depending on load direction, grain size
distribution, and shape.
Since many polycrystalline samples have fairly
homogenous absorption characteristics, aside from
diffraction, there are no obvious means for deter-
mining the grain structure from absorption alone or
for monitoring the formation and propagation of
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cracks. PCT exploits the modification to both the
phase and the amplitude component of the incident
x-rays propagating through the sample.15 PCT
generally relies on propagation-based enhancement
of the phase component of the exit surface wave
(ESW) transmitted at the exit face of the sample in
comparison with the absorption component. The
complex transmission function for the object is
normally written as:
Tð~rÞ ¼ Tð~rÞj j exp idð~rÞktð~rÞð Þ
¼ exp bð~rÞktð~rÞð Þ exp idð~rÞktð~rÞð Þ (1)
where bð~rÞ describes the absorption and dð~rÞ char-
acterizes the phase change imparted to the ESW by
interaction with the object. k and tð~rÞ are the asso-
ciated wavenumber for the incident wavelength and
object thickness, respectively. A useful expression
for the intensity Ið~rÞ of the sample ESW that cap-
tures many of the essential characteristics of prop-
agation-based PCT is that derived by Pogany et al.16
assuming perfect coherence at the sample:
Ið~rÞ ¼ 1 2bð~rÞ½   Z
k
r2dð~rÞ (2)
In Eq. 2 we see that the modification of the propa-
gated ESW intensity due to the phase is directly pro-
portional to the propagation distance Z. We also note
that the phase contrast is proportional to the Lapla-
cian of dð~rÞ, hence, at the edges or boundaries within
the sample where there will be a rapid variation in the
phase component of Tð~rÞ, and so contrast will be
enhanced compared with homogeneous regions where
Tð~rÞ is slowly varying. This behavior has been con-
firmed by experiments performed at the European
Radiation Synchrotron Radiation Facility (ESRF).11,15
When Z = 0, which is the ‘‘contact regime,’’ the second
term in Eq. 2 disappears and the phase-enhanced
sensitivity to edge features disappears entirely, such
that the image displays absorption contrast only.
These characteristics of propagation-based phase
contrast explain why grain boundaries and micro-
cracks may be visible at sufficiently large propagation
distances but not when the detector is within the
contact regime of the sample. The abrupt change in
the phase gradient between areas of high and low dð~rÞ
produces interference fringes at the boundary be-
tween these two regions. Increasing the propagation
distance by moving the detector further away from the
sample means that the fringes become broader and
more pronounced (this effect is illustrated in Fig. 2
and Table I, 1st row). Hence, unless propagation-
based phase retrieval techniques such as ‘‘transport-
of-intensity’’14 are applied to recover the ESW in the
sample plane, this increase in contrast comes at the
cost of spatial resolution. Phase contrast can yield
dramatic improvements in the sensitivity of x-ray
imaging to voids, cracks, and cavities. For example,
the smallest detectable void (giving 1% contrast) in
bulk aluminium at 25 keV is around 20 lm using
absorption contrast. Using phase contrast, however,
the smallest detectable void in aluminum is reduced to
just 0.05 lm.17
To observe a measurable phase contrast component
in the ESW, the incident illumination must be par-
tially coherent. Based on the earlier work of Pogany
et al. and Guigay,16,18,19 Nugent14 provides an esti-
mate of the spatial coherence length required to
maximize the phase contrast for a given spatial res-
olution defined by the maximum spatial frequency,
qmax, present in the sample image. Without any
optical magnification of the ESW, the value for qmax
Fig. 1. (a) Schematic illustrating the effect in a Young’s two slit diffraction experiment of having a source with partial spatial coherence. Since the
individual point sources that make up the extended source are uncorrelated, independent emitters, the interference visibility in the pattern is
reduced everywhere. (b) Schematic illustrating the effect of partial temporal coherence. The fringe spacing for each wavelength comprising the
source will be expanded or contracted depending on the diffraction angle leading to fringes with decreasing visibility at higher angles.
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depends on the inverse of 2Dd, where Dd is the detector
pixel width. Assuming a relatively small propagation
distance such that 2p2 qmaxj j2Z
 
=k  1, the spatial





So for smaller values of k (wavelength) or higher
resolution images, the coherence requirements to
observe phase contrast become increasingly
stringent. Similarly as Z increases and the phase
contribution in Eq. 2 increases, longer coherence
lengths are required. Hence, at very short sample-
to-detector distances, the coherence requirements
for PCT are relatively easy to satisfy at third-
generation synchrotrons since the optical path
length differences at small Z are also very
small.20
Another important emerging technique for visu-
alizing the grain structure that is worth mentioning
here is that of diffraction contrast tomography
(DCT) in which individual grains and their orien-
tations are determined from their x-ray diffraction
characreristics.21 In DCT, the sample is rotated
about a single-axis n over 360 while illuminated by
a planar monochromatic beam that results in each
grain within the sample satisfying the diffraction
condition multiple times. Each grain produces Fri-
edel pairs of diffraction spots (hkl and hkl) observed
at rotation angles of x and x + 180.22,23 Using this
approach, 3D grain mapping and indexation in
polycrystalline samples containing up to a few
thousand grains is possible. Due to the relatively
modest coherence requirements, in comparison with
the majority of methods described here, this tech-
nique is not covered any further within this review.
However, the interested reader is directed toward a
summary of the DCT method by Ludwig et al.21
Applications to Materials Imaging
In 1997, Cloetens et al.24 demonstrated the 3D
visualization of microcracks in a metal–matrix
composite fiber using the ID19 beamline at the
ESRF. The crack formation, growth, and eventual
failure of the SiC fiber were measured at a single
deformation state equivalent to 1% plastic strain
(Fig. 3). PCT was used to create tomographic ima-
ges of the structure of paper in 2002 at ID22 (ESRF)
and to perform laminography of an integrated cir-
cuit in the same year.25 In 1997, 1999, and 2006,
Buffiere et al. and Baruchel et al. performed inter-
rupted fatigued tests to monitor the 3D in situ
growth of fatigue cracks induced in aluminum alloys
(Fig. 4), interpreting the results using finite ele-
ment methods.26–28 In 2005, the microstructural
evolution of ceramic samples were studied during
sintering performed at temperatures in excess of
700 using phase contrast microtomography.29
From this data, quantitative information such as
the degree of porosity was determined. Phase con-
trast imaging has also found applications in the
study of high-speed liquid jets and sprays using a
combination of high-spatial and time resolution
detection.30 Such work represents the very latest in
development of time-resolved synchrotron technol-
ogy and imaging.
Fig. 2. Illustration of the absorption, near-field, Fresnel and Fraunhofer regions that occur for a plane-wave incident upon a sample depending on
the propagation distance between the sample and the detection planes.
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PLANE-WAVE CDI
Basic Principle and Method
X-rays generally only have weak interactions
with matter. This makes them both extremely use-
ful for imaging bulk materials but also difficult to
manipulate and to focus. In addition, x-ray absorp-
tion contrast, particularly for biological samples,
can be low in comparison with, for example, EM.
Hence, there is a strong motivation for developing
phase-sensitive x-ray imaging techniques that can
provide high-spatial resolutions, similar to x-ray
Table I. Brief summary of main techniques discussed in this review
Method Schematic of Setup Comments Selected References*
Phase contrast
Tomography
Can image 3D cracks and grain
boundaries in mm-sized samples.
Resolution l lm, detector limited.
Normally, propagation based phase








Can image small isolated objects.
Loss of low-q information.
10-nm resolution with 0.1 nm possible










Can image extended objects.
Requires multiple diffraction patterns,
so no single shot.
Quantitative, recover illumination.








Can image extended objects.
Single-shot experiments.










Can image extended objects.
Modest coherence requirements.
Resolution optics limited >0.1 lm.







Can image small, isolated, single-crystal
samples.
10-nm resolution with 0.1 nm possible
at XFELs.






* Note that the selected references are meant to give the general reader a historical and applied overview. Many important works have
thus necessarily been omitted for the sake of brevity. Partially CDI is omitted as it is equally applicable to most of these experimental
geometries.
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crystallography, but without the need for highly
ordered crystals. The rapid development of coherent
x-ray imaging methods that use the continuous
diffraction from arbitrary samples, whether periodic
or not, has now come a long way in addressing these
aims.
While x-ray crystallography has long been estab-
lished as a means for recovering the molecular
structure from crystals, it was as recent as 1999
that Miao et al.31 demonstrated experimentally that
the crystallographic method could be extended to
include samples with no inherent periodicity. This
technique is commonly referred to as CDI. Since the
first early experiments, there has been an out-
pouring of activity within the x-ray imaging com-
munity as the opportunities, challenges, and
variations on the original concept have been
explored. The key to this technique is in the ‘‘over-
sampling’’ of the measured diffraction signal that,
from a crystallographer’s point of view, may be
regarded as measuring the intensity between dif-
fraction spots as well as at the spots themselves.
The idea stems from a 1952 paper by Sayre32 in
which he realized that Shannon’s sampling theorem
implies that an object can be reconstructed provided
its diffraction signal is sufficiently ‘‘oversampled.’’ It
is natural to wonder why almost 50 years passed
since the publishing of Sayre’s paper and the first
experimental realization of this idea. Part of the
reason was technological, the fidelity of transferring
information from x-ray-sensitive plates or film is not
sufficient for CDI; hence, modern detectors such as
a charge coupled device are required for detection.
Second, the implementation of CDI reconstruction
algorithms involves repeated executions of the fast
Fourier transform; without the advent of modern
personal computers, this proved a significant bar-
rier for many researchers.
The topic of algorithms for phasing continuous
diffraction patterns in order to recover the ESW for
isolated objects has been covered in a number of
reviews, including a very well-known 1987 paper by
Fienup.33 In most cases, with the notable exception
of ptychography (see the subsequent discussion),
recovering the sample ESW consists of the repeated
application of two constraints. Namely, the imposi-
tion of the measured Fourier modulus in the detec-
tor plane ESW (the ‘‘modulus constraint’’) and the
restriction of the extent of the sample to some finite
region representing the total area of the diffracting
object known as the ‘‘support’’ (the ‘‘support con-
straint’’). The error reduction (ER) algorithm, which
closely resembles the Gerchberg–Saxton approach34
in which the object’s intensity distribution is
assumed as a priori information, is the earliest and
best known of the algorithms used in CDI. The first
ER algorithms used to reconstruct an image in CDI,
however, were extremely slow to converge to a
solution, and so a lot of work within the field has
gone into developing robust methods for phasing the
diffraction data. The hybrid input–output algorithm
in which a feedback parameter from the previous
sample ESW estimate is included at each iteration
has been particularly successful.33 Other common
variations include the difference map algorithm by
Elser35 or relaxed averaged alternating reflectors
algorithm by Chapman.36 For further details on
CDI algorithms, the reader is directed to a com-
prehensive review of the topic by Marchesini.37
Fig. 3. Demonstration of propagation enhanced phase contrast in a
monofilament Al/SiC composite. The x-ray energy was 25 keV, and
the propagation distance was (a) 0.005 m and (b) 0.13 m. This shows
just one projection from a PCT series used to reconstruct cracks in the
fiber structure in 3D at a fixed 1% plastic strain. (Reprinted with per-
mission from Ref. 24, Copyright  1997 by the American Institute of
Physics.)
Fig. 4. Images of a fatigue crack growing from the surface inside a cast
Al alloy: (a) 3D rendering of the crack surface as seen along the stress
direction after 270,000 and after (b) 285,000 fatigue cycles; (c) recon-
structed 2D slice (along B, as indicated in (a)) showing a strong devi-
ation of the crack front induced by a grain boundary. (Reprinted with
permission from Ref. 26, Copyright 2006 by Elsevier.)
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The success of CDI as a high-resolution micros-
copy tool has produced a large number of different
experimental varieties and implementations. Only
the main cases will be covered in this review, and to
begin with, it is appropriate to describe the sim-
plest, from an experimental point of view, version of
the technique. That is the illumination of a small,
usually micron-sized sample, by a quasi-monochro-
matic and spatially coherent plane wave. The
detector is placed in the far field of the isolated
object to be imaged and at a sufficient distance that
its diffraction pattern is oversampled (a schematic
can be found in Table I, 2nd row) at twice the
Nyquist frequency—the highest spatial frequency
recorded on the detector, qmax. As a guide to per-
forming an actual experiment, it is useful at this
point to relate the oversampling requirement to
some common experimental parameters. If the
maximum dimension d of the sample we wish to
image is too large, the highest spatial frequencies in
the autocorrelation will become wrapped and
appear to overlap the lowest spatial frequencies.
This corresponds to an undersampling of the sam-
ple’s diffracted intensities. Therefore, the sampling
theory imposes the constraint that d < NDs=2, where
N is the total number of sampling points across the
array containing the object and Ds is the distance
between neighboring points. If this condition is met,
the Fourier transform of the diffraction intensities
will yield an unaliased autocorrelation function for
the object. The relationship between the sampling
frequency in the detector plane (fixed by the detec-
tor pixel width Dd) and the sample plane is set by
the discrete Fourier transform as Dd ¼ kZ=NDs,
where Z is the distance between the sample and
detector planes. Therefore, the relationship among
the maximum sample size that can be imaged, the
wavelength, the sample-to-detector distance, and





If this sampling requirement is met and the detector
is located in the far field of the diffracting object, i.e.,
d2  kZ, then the approximations of plane-wave
CDI will, in general, hold.
An additional complication arises because the
undiffracted zeroth-order component of the trans-
mitted wave through the sample is normally many
orders of magnitude brighter than the diffracted
wave surrounding it. Since the smallest features
that can be reconstructed in the object are limited
by the bandwidth of the spatial frequencies mea-
sured at the detector, the upper limit on the spatial
resolution of CDI is in most cases set by the maxi-
mum detection angle for the scattered photons.
Hence, plane-wave CDI usually requires a beamstop
to be placed at the detector in order to block the
zeroth-order component. This has the unfortunate
side effect of removing the low spatial frequency
information from the diffraction pattern. Miao
et al.31 originally solved this problem by using a low-
resolution optical micrograph of the object to fill in
the low spatial frequency information. Since low
values of q correspond to larger features in the
sample, low-resolution sample information is suffi-
cient to fill in the missing information behind the
beamstop. In cases where low-resolution a priori
information about the sample is not available, a
variety of solutions have been developed to try to
determine the object support. One of the most useful
tools is the so-called ‘‘shrink-wrap’’ algorithm where
the weaker contributions to the reconstructed object
transmission function are slowly removed with each
iteration of the phase retrieval algorithm.38 If
applied with some caution, this approach can be
used to accurately determine the final support for
the sample in the absence of any additional a priori
information. With a good guess at the sample out-
line, it is again possible to fill in the missing spatial
frequencies due to the beamstop.
As noted by a number of authors previously, the
reconstruction of real-valued objects is normally
more straightforward than complex-valued objects,
especially in the case where the size and shape of
the sample profile are not accurately known (since
this determines the support constraint).33,39 How-
ever, real-valued objects must satisfy the require-
ments of being both physically thin and optically
transparent, which will ensure that the ratio of the
real and imaginary components of the sample
refractive index is approximately unity such that
the phase factor can be ignored. If these conditions
are met, the recorded diffraction pattern will be
centro-symmetric since F(q) = F(q). Samples that
are binary or samples that are formed from one
element and illuminated by hard x-rays are both
cases where the resulting diffraction pattern should
be centro-symmetric. For many samples, though, it
can be a matter of practical difficulty to meet the
requirements for centro-symmetric diffraction. In
addition, recovery of the global phase information
can sometimes provide vital additional insights into
the material structure. Nonetheless there are pub-
lished examples where centro-symmetry has been
effectively applied, particularly for biological sam-
ples.40
Applications to Materials Imaging
Since the first demonstration of the plane-wave
CDI method by Miao et al. in 199931 on a sample
consisting of a series of gold nanodots deposited onto
a silicon nitride membrane, the technique has found
widespread application in the 2D and 3D imaging of
materials science samples. The first buried structure
was imaged in 3D in 2002, although the tomographic
dataset only consisted of a relatively limited number
of projections (30 in total).41 In 2005, Chapman36
convincingly demonstrated 3D plane-wave CDI on a
test object composed of a pyramid of 50-nm gold
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spheres. Semiconductor quantum dots have been
reconstructed in 2D and 3D by Miao et al.,42 and by
collecting data above and below an absorption edge,
the same group were later able to demonstrate spe-
cific elemental contrast enhancement on a buried
structure.43 In 2008, Barty et al.44 were able to
reconstruct the 3D structure of a ceramic nanofoam
(Fig. 5). Another important breakthrough was the
realization of CDI using table-top x-ray sources,
which has been demonstrated at the sub-100-nm
scale for gold test samples.45,46 Finally the applica-
tion of plane-wave CDI to imaging magnetic mate-
rials was reported by Turner et al.47 in 2011 when
they used polarized x-rays combined with plane-
wave CDI for the high-resolution imaging of the
magnetic domain structure (Fig. 6).
A major application and driver for the develop-
ment of plane-wave CDI is the recent availability of
x-ray free electron lasers (XFELs). These provide
extremely bright femtosecond pulses of x-rays at the
sample with peak brightness up to 9 orders of
magnitude greater than at third-generation syn-
chrotrons. The number of incident photons con-
tained within a single XFEL pulse is so large that
high-resolution diffraction information can be col-
lected from samples with each femtosecond x-ray
pulse. During a single pulse, nuclear motion in the
sample may be neglected; however, the electronic
structure of the sample will evolve eventually
leading to a breakdown of the sample structure such
that it is damaged or destroyed with each mea-
surement.48,49 This means that scanning methods
cannot generally be applied at an XFEL unless the
incident flux and thus diffraction resolution is
reduced. Hence, plane-wave CDI is currently the
Fig. 5. Section and isosurface rendering of a 500-nm cube from the interior of the 3D volume of a ceramic nanofoam. The foam structure shows
globular nodes that are interconnected by thin beamlike struts. (Reprinted with permission from Ref. 44, Copyright  2008 by the American
Physical Society.)
Fig. 6. (a) An image of magnetic domains in TbCo reconstructed
by phase retrieval from the magnetic diffuse x-ray scattering with a
spatial resolution of approximately 75 nm. Amplitude and phase of
the complex image are shown as brightness and color, respec-
tively. (b) A magnetic transmission x-ray microscopy (MTXM)
image of the magnetic domain structure of a different region of the
same sample at 22-nm spatial resolution. (c) A phase-only display
of the reconstruction for the same field of view. (Reprinted with
permission from Ref. 47, Copyright  2011 by the American
Physical Society.)
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primary diffractive imaging method being applied
at XFELs. Although XFEL plane-wave CDI is still
in the early stages of development, the technique
has already been used to image 2D test objects and
to study nanospheres in flight using femtosecond
XFEL pulses.50
PTYCHOGRAPHIC CDI
Basic Principle and Method
As described earlier, there are a number of con-
ditions that must be met in order to apply plane-
wave CDI. Some of the constraints on plane-wave
CDI and in particular the requirement for a small
isolated sample imposed by oversampling have been
solved by the community through the development
of alternative CDI techniques. One of the most
successful of these methods has been that of
ptychography. An early pioneer of ptychography
was Walter Hoppe in the late 1960s and early 1970s
when the method was originally developed for
applications involving EM.51 Although it was not
widely taken up by the electron community, after
the experimental demonstration of CDI in 199931 it
has since been revisited in the context of x-ray
phase retrieval techniques.
In ptychography, a small probe is scanned in a
step-wise fashion relative to the sample, and at each
overlapping probe position, the diffracted intensity
is recorded (Table I, 3rd row). Once the entire
region of interest within the extended sample has
been imaged, the measurement is stopped. If the
illuminating probe is small enough, the diffracted
intensities are sufficiently large in comparison with
the zeroth-order component that no beamstop is
required. Hence, there is normally no loss of low-
frequency information in ptychography. In place of
the sample support constraint, an overlap con-
straint is applied, so that instead of the sample
outline, one now needs to accurately determine the
relative position on the sample at which each dif-
fraction pattern was collected. A description of the
ptychographic algorithm is provided by Faulkner
and Rodenburg52 The amount of illumination over-
lap required has been discussed in the literature,
but in general greater than around 60% will pro-
duce an adequate reconstruction.53 The motor
encoder resolution, vibration, and sample drift can
all introduce errors into the recorded positions at
which diffraction patterns are collected. The wider
inclusion of experimental techniques such as inter-
ferometry can greatly reduce the positioning errors;
however, misalignments of even a few nanometers
can have a critical influence on the resulting image.
Much in the way that determining the sample
support function has now been automated in plane-
wave CDI, there has been rapid progress in ‘‘posi-
tion-searching’’ algorithms that determine the
actual illumination positions on the sample.54 The
development of these automated position searching
algorithms has been of enormous benefit to the
practical implementation of ptychography, and the
technique has now emerged as one of the mainstays
of the CDI community.
In standard implementations of plane-wave CDI,
the reconstructed phase of complex transmission
functions is not quantitative in the sense that the
incident plane wave is not measured and so does not
provide a definite phase offset. In ptychography,
however, the illumination function is reconstructed
along with the sample ESW. This has the important
benefit that the phase of the object is reconstructed
relative to the phase of the complex illumination
function. This means that it is possible to extract
quantitative information about the sample.55 For
example, if the sample thickness is known, it is
possible to obtain an estimate of the complex
refractive index or if the sample’s optical properties
are well characterized, the reconstructed phase can
yield the sample thickness.56
Applications to Materials Imaging
Phase retrieval using ptychographic CDI was first
demonstrated using hard x-rays by Rodenburg57 in
2007 using a random distribution of gold spheres
ranging from 0.25 lm to 1.5 lm in diameter. The
method has since been demonstrated for a large
number of materials samples including the 2D
imaging of buried nanostructures58 and 3D tomo-
graphic imaging of the microstructure of hardened
cement.59 The potential of the technique for biologi-
cal specimens was demonstrated in 2010 when
Dierolf et al.4 published a ptychographic reconstruc-
tion of part of the mouse femur at a spatial resolution
of 100 nm. By measuring ptychographic CDI data at
two different photon energies below the Au L3
absorption edge (11.920 keV), Takahashi et al.60
have claimed to observe an increased sensitivity to
the elemental distribution within Au/Ag nanoparti-
cles (Fig. 7). Ptychography has also been applied to
the extraction of the magnetic domain structure
using polarized x-rays in 2011 by Tripathi et al.61
Finally, just as with scanning transmission x-ray
microscopy, the small probe size also lends itself to
combination with fluorescence detection, which has
been demonstrated by Schropp et al.62 for the
imaging of a nanostructured microchip.
DIVERGING BEAM CDI
Basic Principle and Method
In parallel to the development of ptychographic
methods has been the realization of CDI techniques
using an illumination with a known phase struc-
ture. One of the most successful implementations of
these types of methods has been Fresnel coherent
diffractive imaging (FCDI), in which a phase curved
illumination is used to illuminate the sample.63 The
theoretical basis for this technique stems from the
work of Nugent et al.64 in considering phase
retrieval via the transport of an intensity equation.
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It was later argued that the use of a curved incident
illumination would overcome many of the conver-
gence issues of plane-wave CDI, particularly for
complex objects.65–67 In particular, the translational
invariance of plane-wave CDI results in ‘‘trivial
ambiguities’’ identified by Bates68 as a transverse
spatial shift, a constant additional phase, and a
complex conjugation that can prevent convergence.
It has been shown that in FCDI these ambiguities
do not exist,69 resulting in rapid and robust con-
vergence of the algorithm.
In FCDI, a curved beam, normally generated by a
Fresnel zone plate (FZP), is used to illuminate the
sample (Table I, 4th row). The oversampling and
far-field condition for the sample still need to be
met, but due to the beam divergence, the holo-
graphic region formed from interference between
the incident illumination and the sample ESW is
visible on the detector. It is important to realize that
FCDI is a two-part experiment. In the first part, the
complex wave illuminating the object must be
determined in order to allow its features to be sep-
arated from that of the complex sample ESW, which
is recovered in the second part.
The determination of the phase of the illuminat-
ing wave-field at the detector is achieved using the
method of Quiney et al.70 This method was derived
in the context of a FZP, although we note that CDI
has also been used by Kewish et al.71 to phase the
diverging beam produced from a pair of Kirkpa-
trick–Baez mirrors. With knowledge of the illumi-
nation intensity at the detector, the extent of the
pupil function as well as the focal length and focus-
to-detector distance, CDI phasing algorithms can be
employed incorporating the appropriate prefactor to
the integral and spherical phase factor within the
integrand defining the Fourier transform of the
pupil ESW. Both factors depend on the reciprocal of
Fig. 7. Reconstructed phase maps of the Au/Ag nanoparticles at (a) 11.7 keV and (b) 11.91 keV (the Au L3 edge is at 11.920 keV). The pixel
size is 8.4 nm. The total number of pixels is 300 9 300. (c) Difference image of the phase maps at 11.7 keV and 11.91 keV. (d) Cross sections
through the white lines in (a)–(c). (Reprinted with permission from Ref. 60, Copyright  2011 by the American Institute of Physics.)
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the distance from the sample to detector, zsd, such
that in the limit that zsd becomes large these factors
can be neglected and we recover the direct Fourier
transform used in the propagation for plane-wave
CDI. Performing a three-plane propagation, i.e.,
lens to focus to detector, enforcing the modulus
constraint in the detector plane and the support
function of the lens in the pupil plane leads to
recovery of the complex illumination function.
Assuming the complex illumination function has
been accurately determined, the second half of the
experiment involves reconstructing the complex
sample transmission function. In this part of the
experiment, the sample ESW is propagated between
the sample and detector planes only (two plane
propagation). For the interested reader, a practical
guide to FCDI is given by Williams et al.72; however,
it is worth noting here that in FCDI, unlike plane-
wave CDI, the illumination is subtracted at the
detector plane to allow the support constraint to be
effectively applied in the sample plane.
The spatial resolution of FCDI is identical to all
other forms of CDI in that the theoretical upper
limit is generally set by the angle to which the dif-
fracted photons are detected. Phasing the diffrac-
tion within and up to the numerical aperture (NA)
of the FZP provides a maximum resolution equal to
the size of the focal spot. Diffraction outside of the
NA of the FZP increases the resolution of the
reconstructed image beyond that of the FZP until
the outermost fringes are phased. Because the illu-
mination is reconstructed separately, the sample
ESW is recovered relative to the incident illumina-
tion (similar to ptychography), and the technique is
thus quantitative. In addition, the use of an FZP to
form the curved incident beam means that the zer-
oth order is blocked in the pupil plane rather than
at the detector; hence, there is no loss of low spatial
frequency information.
An important development in FCDI occurred in
2008 when it was first demonstrated that the edges
of the curved illumination on the sample could be
used to define the support function for the sample.73
This approach, known as Keyhole CDI, permits the
reconstruction of regions of interest within extended
samples without any need for scanning. With
improvements in detector technologies and in par-
ticular photon counting detectors as well as the
development of XFELs, this opens up the possibility
of conducting time-resolved measurements.
Applications to Materials Imaging
The first experimental demonstration of FCDI
was due to Williams et al. In this work, the curved-
beam diffraction pattern collected from a gold
chevron nanostructure was phased.63 The resolu-
tion of the reconstructed sample was 24 nm, a factor
of two improvement over the maximum theoretical
resolution of the FZP used to illuminate the sample.
The inherent quantitative nature of FCDI was
demonstrated by Clark,74 using the reconstructed
phase of the sample ESW for gold nanostructures.
Keyhole CDI at a spatial resolution below 20 nm
was shown using an Xradia resolution target.73 In
2008, Keyhole CDI was carried out on an integrated
circuit (Fig. 8) by Abbey et al.75 In this study, the
void fractions in the interconnect regions were
determined through analysis of the phase advance
within this region compared with the surrounding
fuse.
Using ptychographic methods, Vine et al.76 were
able to demonstrate that ptychographic FCDI
retains many of the advantages of ptychography
while requiring far less data and with less stringent
requirements on the amount of overlap required.
This was extended to include diffraction measure-
ments recorded at multiple defocus positions by
Putkunz et al.77 to improve the quality and reduce
the required x-ray dose for FCDI. Tomography
using FCDI has been experimentally demonstrated
using both visible light78 and x-rays79 on a litho-
graphed glass test object.
CDI WITH PARTIAL COHERENCE
Basic Principle and Method
Frequently, in materials science, imaging over
length scales of 10’s of microns or more is required.
Sampling considerations are one barrier to CDI
being applied over these lengths scales. Another
major issue, particularly at higher energies, is
coherence. Spence et al.,80 Robinson et al.,81 and
Vartanyants and Robinson82 are among the authors
to discuss the coherence requirements for diffractive
imaging. In the following, we first consider spatial
coherence since this is normally the more critical
parameter at synchrotron sources. In crystalline
diffraction, as the coherence length becomes short-
er, the Bragg diffraction peaks broaden and begin to
overlap such that the intensities between them are
no longer zero. Similarly, in a continuous diffraction
pattern, reducing the coherence results in the
intensity values at the diffraction minima increas-
ing relative to the maxima. From a simple per-
spective, when the coherence length is reduced such
that this increase in the intensity at the minima of
the diffraction pattern becomes detectable, the
standard imposition of the Fourier modulus con-
straint in the diffraction plane is incorrect. Even a
small blurring of the diffraction intensities due to a
reduced spatial coherence length can have a critical
effect on the object reconstruction, changing the
redistribution of the reconstructed amplitude or
preventing convergence all together. If the spatial
coherence length continues to be reduced, eventu-
ally it becomes no longer possible to detect the
location of the diffraction minima due to blurring
and the information is essentially lost in the mea-
surement.
Spence et al.80 argue that for CDI to be applied
effectively, the spatial coherence length at the
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sample should be equal to the width of its autocor-
relation since the sampling theorem implies that
the oversampled diffraction pattern contains infor-
mation across this entire region; i.e., lspc  2d (recall
that d is the sample diameter). Typical coherence
lengths for hard x-ray beamlines at third-genera-
tion synchrotron facilities (e.g., ESRF, APS, and
SPRING-8) are of the order of microns.83 This places
tight constraints on the size of sample that can
effectively be recovered using plane-wave CDI. The
issue of partial spatial coherence in CDI is a critical
one, and approaches that incorporate partial
coherence in the phase retrieval of the diffracted
wave have been developed to compensate for this.
These methods assume a quasi-monochromatic field
and rely on the modal decomposition of the mutual
optical intensity (MOI) Jðr1; r2Þ into a sum of
coherent modes wðrÞ, which are mutually incoher-
ent; i.e.,
J r1; r2ð Þ ¼
XN
n¼1
lnwn r1ð Þwnðr2Þ (5)
where ln are positive real numbers that determine
the occupancies of the modes.84 Experimentally
determining the exact form of wðrÞ is challenging,
although it has been demonstrated by Flewett
et al.85 based on a MOI experimentally measured
using phase space tomography by Tran et al.86 In
practice it has been shown that for a synchrotron
undulator source, Jðr1; r2Þ is well approximated by
the product of 1D Gaussian Schell model functions.
Furthermore, it has been shown in experimental
diffractive imaging studies that Jðr1; r2Þ only needs
to be considered over distances less than the fur-
thest separation of scattering centers within the
sample such that just a few coherent modes are
needed in the propagation of the partially coherent
sample ESW. Knowing this we can choose a set of
basis functions for wn that conveniently represent
the first few coherent modes of the Gaussian Schell
model that were determined by Starikov and Wolf.87
In 2009, Whitehead et al.88 were able to apply these
ideas to plane-wave CDI demonstrating significant
improvements in the convergence and quality of
reconstruction obtained by including a priori
knowledge of the beam coherence properties in the
propagation. The limits on the degree of partial
coherence that can be tolerated, using a priori
information about the coherence properties of the
source, is discussed in a recent publication.89
An interesting development has been the use of
the partially coherent modal propagation frame-
work to solve problems where the measured dif-
fraction signal is made up of a statistical ensemble
of different states or configurations of the sample.
Instead of having to account for fluctuations in the
degree of correlation between different points on
the wavefront, this idea transfers the ‘‘partially
coherent’’ characteristics of the experiment to the
sample rather than to the source. Quiney and
Nugent90 first proposed this use of the partial
coherence formulism to extract the molecular
structure from single-molecule diffraction data,
which necessarily contains a continuum distribu-
tion of molecular configurations and electronic
states. In another paper by Dilanian et al.,91 the
same formulism was applied to fitting the contin-
uous diffraction from imperfect nanocrystals in
order to recover their structure factors. These ideas
were recently further explored in the context of
ptychography by Thibault and Menzel.92
For temporal coherence, the bandwidth of most
monochromators is sufficiently narrow that even for
Fig. 8. (a) 2D CDI image of the transmission T ð~rÞ amplitude comprising ten independent reconstructions. The arrow indicates the boundary
between thin and thick regions of the sample. The two areas circled in green are regions where the scan was paused to increase the amount of
detected scatter at high angle, resulting in a higher resolution image. (b) The reconstructed sample ESW, with the brightness representing the
amplitude and the color representing the phase. (c) Reconstruction of void defects in Ta liner. Top row: 3D graphs based on phase difference
through voids compared with the surrounding Ta liner. (Reprinted with permission from Ref. 75, Copyright 2008 by the American Institute of
Physics.)
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the high-resolution images obtained in CDI, the
effects of a finite temporal coherence length are
not detectable. Effectively partial temporal coher-
ence reduces the bandwidth of the useable signal
collected at the detector lowering the resolution of
the resulting reconstruction. In terms of the maxi-
mum scattering angle detected, the temporal
coherence length ltmc > 2dhmax for CDI to be applied
at the maximum possible resolution. This inequality
can be more conveniently be rewritten in terms of
the x-ray energy as E=dE > 2dhmax=k:
In the case of table-top high-harmonic generation
(HHG) x-ray sources, temporal coherence can be an
important issue since to make use of all of the
available flux it may be necessary to consider a
spectral distribution that cannot be represented by
a single optical mode.93 In 2009, Chen et al.94 were
able to demonstrate CDI with a HHG source using a
method that included information about the exper-
imentally determined spectral distribution. In this
case, the spectrum consisted of six distinct and well-
separated harmonics, each one of which was narrow
enough that it could be represented by a single
wavelength. A separate ESW for each sampled
wavelength was propagated and combined at the
detector according to their spectral weighting. A
single component corresponding to just the central
wavelength was then extracted and propagated
back to the sample plane where the usual support
constraint was applied and the estimate of the
sample transmission function updated. This idea
was further developed for synchrotron undulator
sources that have a continuous spectral distribution
requiring a finer sampling.95 In this case, only the
ESW corresponding to the central wavelength was
propagated in either direction with weighting,
summing, and interpolation of the diffraction pat-
terns according to their wavelength-dependent
spatial frequencies all occurring in the detector
plane. The limit on the bandwidth that can be tol-
erated using this technique, derived on basis of the
visibility of the interference function between the
two most closely spaced scattering centers within
the sample, has been discussed in the literature.95
The field of partially CDI is still in its early stages
of development as such the only experimental
applications reported to date have been for fabri-
cated test objects; hence, we omit the ‘‘applications
to materials imaging’’ section here. Nonetheless it
seems clear that we have only begun to scratch the
surface of the potential offered by the partial




Basic Principle and Method
The techniques discussed so far have been carried
out largely in the absence of any significant defects
or strain. The remainder of this review is devoted to
the discussion of x-ray techniques that can be used
to characterize individual dislocations and their
associated structures. Imaging a highly perfect
crystal via the 2D detection of x-rays diffracted from
its constituent lattice planes, known as x-ray dif-
fraction topography (XRT), has been employed since
the 1930s.96 Early contributors to the XRT field in-
clude such famous luminaries as Berg,96 Barrett,97
Guinier and Tennevin,98 and Lang.99 There are no
specific coherence requirements as such for XRT,
and it was initially demonstrated using lab-based
sources. However, it is useful to provide a brief
description here since it clarifies the motivation for
the development of the techniques described in the
remainder of this review.
XRT has the capability of imaging single disloca-
tions over large areas and is used routinely for
defect imaging—particularly as a means of quality
control. XRT principally relies on diffraction con-
trast formed from the interference of waves inside
the crystal allowing for the visualization of indi-
vidual crystallographic line defects (dislocations)
and local lattice strains. The strain sensitivity of
XRT has been quoted as approaching Dlð Þ=l  108
(where Dl is the relative change in the lattice spac-
ing). Due to the high spatial resolution of modern
detectors, features approaching 1 lm can be
resolved within areas as large as 100 cm2. For a
comprehensive summary of the current state-of-the-
art of XRT, the NIST review by Black and Long100
provides an excellent reference.
Plastic deformation of metallic crystals is medi-
ated by the formation and propagation of disloca-
tions that self-organize into ‘‘hard’’ dislocation-rich
walls enclosing ‘‘soft’’ regions of low dislocation
density (cells). This dislocation patterning has pro-
found consequences for material hardening and
failure. However, because of lattice rotation
between cells, ray-tracing from the diffraction image
to the sample required for topography is not possible.
This intrinsic problem of real and reciprocal space
convolution has previously prevented XRT from
being used to image the deformation structure
within (poly) crystals. There has been some attempt
to try to optimize both XRT and DCT for the quan-
titative determination of lattice misorientations via a
technique known as reticulography in which the
sample is placed in the Laue configuration and a fine
absorbing mesh is placed between the sample and
the detector. However, this still does not permit the
examination of highly deformed samples and the
ultimate resolution is still detector limited.
In terms of advancing our fundamental under-
standing of materials deformation, one of the most
important developments in x-ray studies of materi-
als science samples has been the development of
micro and nanofocused beams of hard x-rays.
Reducing the size of the incident beam to the point
where the cumulative amount of lattice curvature
within the sampling volume is sufficiently small
that the Bragg reflection is well defined is perhaps
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the simplest way of deconvolving real and reciprocal
space information. This approach does not require
any phasing of the diffraction pattern, and provided
the incident beam is smaller than the length scale of
the dislocation cells, the lattice rotation gradient
and FWHM of the Bragg reflection provides a
means of distinguishing between the individual cell
walls and their ordered interiors.
An example of the dramatic difference between
the information that can be obtained depending on
beamsize is illustrated in Fig. 9, which shows the
Bragg reflection from a single Ni grain with a 0.1-
mm2 beam and a 600 lm2 beam.7,101 With the larger
beam, which illuminates the entire grain, lattice
rotations within the grain prevent any real-space
interpretation of the diffraction data. With the
submicron beam, the Bragg reflection closely
resembles the incident illumination, and when the
small probe is scanned across the sample, it is
simple to relate the features of the Bragg reflection
to the real-space position on the sample.
Using micro and nanodiffraction, it is possible to
study plasticity effects at the level of single dislo-
cations in bulk materials where EM techniques
cannot be applied. Hence, because of the rapid
improvement of the resolution of x-ray optics,
increasingly x-rays are becoming a viable option for
materials studies at the highest resolutions. This is
providing researchers with a wealth of new infor-
mation about defect behavior within materials of
length scales significantly larger than a micron that
both complements and challenges some of the
results from the huge body of EM work carried out
on thin samples and nanocrystals.
Applications to Materials Imaging
There are now a number of examples of coherent
x-ray microbeam diffraction being used to study
single dislocations and dislocation networks. In
2007, Ravy et al.102 analyzed microdiffraction data
from SrTiO3 and were able to spatially disentangle
the short and long length-scale components, the
latter being attributed to static ordered domains. In
2011, the dislocation substructure in deformed
polycrystalline Ni, shown in Fig. 10, was mapped
using microbeam diffraction.7 From analysis of the
diffraction patterns, the researchers found that with
increasing applied load, more dislocations were
trapped in thinner regions of the grain. It was con-
cluded that this must be due to size effects influ-
encing the subgrain deformation structure; the
variation of defect density with size was found to
follow a power law similar to that of the Hall–Petch
effect or ordinary dislocation plasticity. It is inter-
esting to note that this is the reverse of observations
made in single crystals, e.g., in nano-indentation
experiments made on pillars.103
In another study, Jacques et al.104 used micro-
beam coherent x-ray diffraction to examine the
dissociation of a single bulk dislocation in silicon.
Their work revealed a larger distance between the
partials than had previously been observed in sim-
ilar studies performed with TEM on thin films,
again highlighting the dramatic differences in
defect behavior across the length scales.
BRAGG COHERENT DIFFRACTIVE
IMAGING (BCDI)
Basic Principle and Method
Examining the changes in the Bragg reflection
structure over the entire rocking curve can yield a
wealth of detailed structural information compared
with looking at information from a single diffraction
angle alone. Before the first demonstration of CDI,
researchers were using the technique of reciprocal
space mapping (RSM) to collect as much informa-
tion about the diffracting sample as possible.105
RSM involves the collection of Bragg reflections on
the crystal rocking curve at very high angular res-
olution. RSM shares many common characteristics
with the last technique we will discuss in this
review, that of BCDI. For an in-depth discussion of
this technique, further information can be found in
articles by Harder and Robinson within this issue of
JOM.
A 3D crystal lattice will have a 3D lattice in
reciprocal space, a plane of atoms in a crystal will
create a line in reciprocal space, and a perfect 3D
Fig. 9. Bragg reflections from a single grain in a Ni polycrystal using
(a) 100 9 100 lm incident illumination and (b) a 0.06 9 0.06 lm
incident illumination. (Reprinted with permission from Ref. 7, Copy-
right  2011 by Elsevier.)
Fig. 10. Microdiffraction data showing a subgrain structure in poly-
crystalline Ni (a) composite of 5041 Bragg reflection intensities
showing the whole grain. (b) Lattice rotation gradient in the diffraction
angle after final loading to 4% plastic strain. The width of the dislo-
cation cell walls is between 1 lm and 2 lm, and their separation is
typically 4–10 lm. (Reprinted with permission from Ref. 7, Copyright
 2011 by Elsevier.)
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array of atoms will create a single spot in reciprocal
space. Information about the ‘‘average’’ character-
istics of the crystal lattice is contained close to the
origin of this spot, whereas the detailed structure is
contained in the areas further out from the origin.
The size and shape of the reciprocal lattice spot
(Bragg spot) contains information about the
dimensions of the diffracting volume, and if there
are defects or distortions in the crystal lattice, there
will be other length scales that alter the position,
shape, and intensity distribution around the reciprocal
lattice point.
The intensity distribution of a single Bragg spot
may thus be attributed to the crystal electron den-
sity qðrÞ, the ‘‘shape function’’ sðrÞ, which is related
to the diffracting volume and the relative displace-










Typical strain sensitivities quoted in the literature
for BCDI are of the order of Dlð Þ=l  104.13 When
the crystalline lattice is completely strain free, i.e.,
uðrÞ ¼ 0, the intensity depends only on the modulus
of the Fourier transform of a purely real shape
function. Thus, the diffraction pattern around each
Bragg reflection will be identical and centro sym-
metric. With the introduction of strain into the lat-
tice, the shape function will become complex since
now s rð Þ ¼ sðrÞj jeiu rð Þ:q; therefore, the problem of
reconstructing the real-space crystal lattice becomes
one of retrieving the phase for a complex object.
It was Robinson and Vartanyants who first applied
the ideas about CDI and oversampling as a method of
phase retrieval to the problem of retrieving the phase
of the continuous diffraction pattern around a Bragg
spot106 They realized that the same principles used
to recover phase information in the plane-wave CDI
case could be applied to recovering the phase of a
single oversampled Bragg reflection. The initial
demonstration applied to Au nanocrystals assumed a
perfect crystalline lattice, ignoring the imaginary
part of the real-space density.106 Using CDI in Bragg
reflection geometry, they were able to demonstrate
the reconstruction of the 2D projected shape of the
Au nanocrystals from a single oversampled Bragg
reflection. These ideas were later extended to the
reconstruction of arrays of quantum dots, and a
theoretical framework for the effects of partial
coherence in BCDI was also published.82 In 2006, the
first reconstruction of the 3D deformation field
within a lead nanocrystal was published by Pfeifer
et al.107 by collecting high-resolution Bragg diffrac-
tion data in finely spaced increments along the
nanocrystal rocking curve. There has since been
rapid progress in the field of BCDI, most notably, the
combination of BCDI with ptychography in projec-
tion and in 3D, with a full rocking curve collected
at each point in the ptychographic scan.108 Also, a
recent paper by Clark et al.109 demonstrated the
inclusion of a 3D partially coherent wave propaga-
tion in BCDI with dramatic improvements in the
quality of the reconstructions.
Applications to Materials Imaging
BCDI is ideally suited to applications involving
materials science samples. The resolution of the
reconstructed crystal shape and internal deforma-
tion field depends on the area of reciprocal space
covered by the scattering signal around the indi-
vidual Bragg spots. The x-ray scattering power of
most materials science samples is relatively strong;
hence, these samples give the best signal for CDI.
The highest resolution reported so far for BCDI was
for the reconstruction of Au nanoparticles using a
nanofocused incident beam where 5 nm spatial
resolutions was achieved.56 An important result
published by Newton et al.110 was the recovery of
the 3D strain tensor within a ZnO nanorod based on
reconstruction of the atomic displacements along
the three principal axes from measurements of six
independent reflections. BCDI has also been used
for the analysis of stacking faults in InAs/InP and
GaAs/GaP nanowires through model matching.111
Bragg ptychography using a FZP nanofocused beam
has allowed the characterization of lattice strains
in a multilayer semiconductor device.112 A recent
result that has been reported by Takahashi et al.113
is the reconstruction of the deformation field due to
a single dislocation in a bulk silicon crystal using
Bragg ptychography (Fig. 11). This result paves the
way for 3D quantitative characterization of dislo-
cations in the bulk that is expected to have impor-
tant implications for addressing gaps in our
knowledge over the important 1–10-lm range where
size effects are known to persist.
SUMMARY AND CONCLUSIONS
Since its earliest origins, x-ray science has
showed great promise for imaging materials science
samples and it is surprising to think that techniques
such as x-ray topography allowed the visualization
of crystallographic defects as early as the 1940s.
With the development of third- and more recently
fourth-generation x-ray sources as well as the huge
advances in x-ray detector technology that have
been made, we are now seeing some truly remark-
able results from the x-ray microscopy materials
science community. The coherent output of modern
synchrotron sources combined with the high-reso-
lution and sensitive detection of scattered x-rays is
providing new types of data that have directly
enabled the realization of techniques such as CDI.
The coherent methods discussed in this review can
now be considered to be largely matured, although
there is still some development needed of key
aspects. For example, although 3D Bragg-ptychog-
raphy has been demonstrated, there is still much
work to be done both in improving the experimental
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set up and in developing optimization algorithms for
aligning the 3D reciprocal volume data.
The techniques discussed in this review (sum-
marized in Table I) cover almost all length scales of
relevance to fundamental materials science, rang-
ing from the 3D reconstruction of grain boundary
networks using PCT to the quantitative imaging of
single defects in the bulk using BCDI. The devel-
opment of in situ TEM deformation experiments led
to significant advances in our fundamental under-
standing of materials behavior. 3D x-ray imaging at
the nanoscale is promising a similar impact for bulk
materials characterization. However, spatial reso-
lution is only one issue and is an area that, with the
development of techniques such as CDI, is already
being addressed. One of the focus areas in the next
stage of coherent x-ray development will be on
combining this high spatial resolution with time
resolution to enable one to the study of dynamical
processes. With the increasing availability of fast-
readout, photon counting detectors, the time-re-
solved acquisition of diffraction data with sufficient
statistics to enable reconstruction of the sample is
feasible. Techniques such as plane-wave CDI, Key-
hole and FCDI, as well as BCDI are all amenable to
time-resolved studies. The recent availability of
XFELs also offers a huge range of possibilities for
coherent imaging of materials undergoing ultrafast
transitions and femtosecond snapshots of phonon
dynamics114 and melting processes115 have already
been demonstrated. The implications of the reali-
zation of partially coherent diffraction microscopy
are also only just being explored. With detailed
knowledge of the coherence properties of the source,
an illumination spot larger than the spatial coher-
ence length of the beam can be used. Depending on
the a priori knowledge available, other types of
statistical averaging problems can also be ad-
dressed. Two applications, biomolecular imaging
and disordered crystals, have been discussed in this
review; however, there are certain to be many more.
Broadband lensless imaging is also rapidly growing
in usage. Not only does including a knowledge of the
spectral distribution of the source enable the more
efficient use of a wider variety of sources, but it also
offers the possibility of resonant imaging studies in
the future.
With the practical improvements in the quality
and speed with which the coherent methods that
have been discussed can now be applied, the shifting
focus of research is increasingly on identifying key
problems within materials imaging that these new
techniques can address. CDI in particular has
undergone extremely intensive development over
the past decade and the current-state-of-the-art
permits the high-quality reconstruction of materials
science samples at spatial resolutions of 10’s of nm
with comparative ease. With the recent break-
Fig. 11. (a) Norm (left) and phase (right) maps of the locally averaged local crystal structure factor reconstructed from Bragg ptychography
diffraction patterns. The pixel size is 35.4 nm, and the total number of pixels is 294 9 294. (b) Enlarged norm and phase maps of the area
indicated by the square in (a). (Reprinted with permission from Ref. 113, Copyright  2013 by the American Institute of Physics.)
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throughs in the quantitative characterization of
defects in bulk materials using CDI and with
XFELs only a few years into their operation, we are
just at the beginning of a new chapter in the high-
resolution coherent x-ray imaging of materials. I
hope that this review goes some way toward cap-
turing the enormous progress that has been made in
the field of coherent x-ray imaging in recent years
and that it will serve as a useful guide to those
wishing to use coherent x-rays as a means of
investigating materials science problems.
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