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An existence theorem of conformal scalar-flat




Let (M, g) be a compact Riemannian manifold with boundary. This pa-
per addresses the Yamabe-type problem of finding a conformal scalar-flat
metric on M, which has the boundary as a constant mean curvature hy-
persurface. When the boundary is umbilic, we prove an existence theorem
that finishes some remaining cases of this problem.
1 Introduction
In 1992, J. Escobar ([13]) studied the following Yamabe-type problem, for man-
ifolds with boundary:
YAMABE PROBLEM: Let (Mn, g) be a compact Riemannian manifold of dimension
n ≥ 3 with boundary ∂M. Is there a scalar-flat metric on M, which is conformal to g
and has ∂M as a constant mean curvature hypersurface?
In dimension two, the classical Riemann mapping theorem says that any
simply connected, proper domain of the plane is conformally diffeomorphic
to a disk. This theorem is false in higher dimensions since the only bounded
open subsets of Rn, for n ≥ 3, that are conformally diffeomorphic to Euclidean
balls are the Euclidean balls themselves. The Yamabe-type problem proposed
by Escobar can be viewed as an extension of the Riemann mapping theorem
for higher dimensions.
In analytical terms, this problem corresponds to finding a positive solution
to Lgu = 0, in M,Bgu + Ku nn−2 = 0, on ∂M, (1.1)
for some constant K, where Lg = ∆g − n−24(n−1) Rg is the conformal Laplacian and
Bg = ∂∂η − n−22 hg. Here, ∆g is the Laplace-Beltrami operator, Rg is the scalar





















The solutions of the equations (1.1) are the critical points of the functional
Q(u) =
∫










where dvg and dσg denote the volume forms of M and ∂M, respectively. Escobar
introduced the conformally invariant Sobolev quotient
Q(M, ∂M) = inf{Q(u); u ∈ C1(M),u . 0 on ∂M}
and proved that it satisfies Q(M, ∂M) ≤ Q(Bn, ∂B). Here, Bn denotes the unit
ball in Rn endowed with the Euclidean metric.
Under the hypothesis that Q(M, ∂M) is finite (which is the case when Rg ≥ 0),
he also showed that the strict inequality
Q(M, ∂M) < Q(Bn, ∂B) (1.2)
implies the existence of a minimizing solution of the equations (1.1).
Notation. In the rest of this work, (Mn, g) will denote a compact Riemannian
manifold of dimension n ≥ 3 with boundary ∂M and finite Sobolev quotient
Q(M, ∂M).
In [13], Escobar proved the following existence result:
Theorem 1.1. (J. Escobar) Assume that one of the following conditions holds:
(1) n ≥ 6 and M has a nonumbilic point on ∂M;
(2) n ≥ 6, M is locally conformally flat and ∂M is umbilic;
(3) n = 4 or 5 and ∂M is umbilic;
(4) n = 3.
Then Q(M, ∂M) < Q(Bn, ∂B) and there is a minimizing solution to the equations (1.1).
The proof for n = 6 under the condition (1) appeared later, in [14].
Further existence results were obtained by F. Marques in [24] and [25].
Together, these results can be stated as follows:
Theorem 1.2. (F. Marques) Assume that one of the following conditions holds:
(1) n ≥ 8, W¯(x) , 0 for some x ∈ ∂M and ∂M is umbilic;
(2) n ≥ 9, W(x) , 0 for some x ∈ ∂M and ∂M is umbilic;
(3) n = 4 or 5 and ∂M is not umbilic.
Then Q(M, ∂M) < Q(Bn, ∂B) and there is a minimizing solution to the equations (1.1).
Here, W denotes the Weyl tensor of M and W¯ the Weyl tensor of ∂M.
Our main result deals with the remaining dimensions n = 6, 7 and 8 when
the boundary is umbilic and W , 0 at some boundary point:
Theorem 1.3. Suppose that n = 6, 7 or 8, ∂M is umbilic and W(x) , 0 for some
x ∈ ∂M. Then Q(M, ∂M) < Q(Bn, ∂B) and there is a minimizing solution to the
equations (1.1).
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These cases are similar to the case of dimensions 4 and 5 when the boundary
is not umbilic, studied in [25].
Other works concerning conformal deformation on manifolds with bound-
ary include [1], [3], [5], [7], [9], [10], [12], [15], [16], [17], [18], [19] and [20].
We will now discuss the strategy in the proof of Theorem 1.3. We assume
that ∂M is umbilic and choose x0 ∈ ∂M such that W(x0) , 0. Our proof is
explicitly based on constructing a test function ψ such that
Q(ψ) < Q(Bn, ∂B) . (1.3)
The function ψ has support in a small half-ball around the point x0. The usual
strategy in this kind of problem (which goes back to Aubin in [4]) consists in
defining the function ψ, in the small half-ball, as one of the standard entire
solutions to the corresponding Euclidean equations. In our context those are
U(x) =





where x = (x1, ..., xn), xn ≥ 0.
The next step would be to expand the quotient of ψ in powers of  and, by
exploiting the local geometry around x0, show that the inequality (1.3) holds if
 is small. In order to simplify the asymptotic analysis, we use conformal Fermi
coordinates centered at x0. This concept, introduced in [24], plays the same
role the conformal normal coordinates (see [23]) did in the case of manifolds
without boundary.
When n ≥ 9, the strict inequality (1.3) was proved in [24]. The difficulty
arises because, when 3 ≤ n ≤ 8, the first correction term in the expansion does
not have the right sign. When 3 ≤ n ≤ 5, Escobar proved the strict inequality
by applying the Positive Mass Theorem, a global construction originally due to
Schoen ([26]). This argument does not work when 6 ≤ n ≤ 8 because the metric
is not sufficiently flat around the point x0.
As we have mentioned before, the situation under the hypothesis of Theo-
rem 1.3 is much similar to the cases of dimensions 4 and 5 when the boundary
is not umbilic, solved by Marques in [25]. As he pointed out, the test functions
U are not optimal in these cases but the problem is still local. This kind of phe-
nomenon does not appear in the classical solution of the Yamabe problem for
manifolds without boundary. However, perturbed test functions have already
been used in the works of Hebey and Vaugon ([21]), Brendle ([8]) and Khuri,
Marques and Schoen ([22]).






x21 + ... + x
2
n−1 + ( + xn)
2
)− n2 .
Our test function ψ is defined as ψ = U + φ around x0 ∈ ∂M.
In section 2 we write expansions for the metric g in Fermi coordinates and
discuss the concept of conformal Fermi coordinates. In section 3 we prove
3
Theorem 1.3 by estimating Q(ψ).
Notations.
Throughout this work we will make use of the index notation for tensors,
commas denoting covariant differentiation. We will adopt the summation
convention whenever confusion is not possible. When dealing with Fermi
coordinates, we will use indices 1 ≤ i, j, k, l,m, p, r, s ≤ n− 1 and 1 ≤ a, b, c, d ≤ n.
Lines under or over an object mean the restriction of the metric to the boundary
is involved.
We set det g = det gab. We will denote by ∇g or ∇ the covariant derivative
and by ∆g or ∆ the Laplacian-Beltrami operator. The full curvature tensor will
be denoted by Rabcd, the Ricci tensor by Rab and the scalar curvature by Rg or R.
The second fundamental form of the boundary will be denoted by hi j and the
mean curvature, 1n−1 tr(hi j), by hg or h. By Wabcd we will denote the Weyl tensor.
By Rn+ we will denote the half-space {x = (x1, ..., xn) ∈ Rn; xn ≥ 0}. If x ∈ Rn+
we set x¯ = (x1, ..., xn−1) ∈ Rn−1  ∂Rn. We will denote by B+δ (0) (or B+δ for short)
the half-ball Bδ(0) ∩Rn+, where Bδ(0) is the Euclidean open ball of radius δ > 0
centered at the origin of Rn. Given a subset C ⊂ Rn+, we set ∂+C = ∂C∩Rn+ and
∂′C = C ∩ ∂Rn+.
The volume forms of M and ∂M will be denoted by dvg and dσg, respectively.
The n-dimensional sphere of radius r centered at the origin of Rn+1 will be
denoted by Snr . By σn we will denote the volume of the n-dimensional unit
sphere Sn1 .
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2 Coordinate expansions for the metric
In this section we will write expansions for the metric g in Fermi coordinates.
We will also discuss the concept of conformal Fermi coordinates, introduced
by Marques in [24], that will simplify the computations of the next section.
The conformal Fermi coordinates play the same role that the conformal normal
coordinates (see [23]) did in the case of manifolds without boundary. The
results of this section are basically proved on pages 1602-1609 and 1618 of [24].
Definition 2.1. Let x0 ∈ ∂M. We choose geodesic normal coordinates (x1, ..., xn−1)
on the boundary, centered at x0. We say that (x1, ..., xn), for small xn ≥ 0, are
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the Fermi coordinates (centered at x0) of the point expx(xnη(x)) ∈ M. Here, we
denote by η(x) the inward unit vector normal to ∂M at x ∈ ∂M.
It is easy to see that in these coordinates gnn ≡ 1 and g jn ≡ 0, for j = 1, ...,n−1.
We fix x0 ∈ ∂M. The existence of conformal Fermi coordinates is stated as
follows:
Proposition 2.2. For any given integer N ≥ 1 there is a metric g˜, conformal to g,
such that in g˜-Fermi coordinates centered at x0
det g˜(x) = 1 + O(|x|N) .
Moreover, hg˜(x) = O(|x|N−1).
The first statement of Proposition 2.2 is Proposition 3.1 of [24]. The second
one follows from the equation
hg =
−1
2(n − 1) g
i jgi j,n =
−1
2(n − 1) (log det g),n .
The next three lemmas will also be used in the computations of the next section.
Lemma 2.3. Suppose that ∂M is umbilic. Then, in conformal Fermi coordinates
centered at x0, hi j(x) = O(|x|N), where N can be taken arbirarily large, and
gi j(x) = δi j +
1
3
R¯ik jlxkxl + Rninjx2n +
1
6

































x4n + O(|x|5) .
Here, every coefficient is computed at x0.
Lemma 2.4. Suppose that ∂M is umbilic. Then, in conformal Fermi coordinates
centered at x0,
(i) R¯kl = Symklm(R¯kl; m) = 0;
(ii) Rnn = Rnn; k = Symkl(Rnn; kl) = 0;
(iii) Rnn; n = 0;
(iv) Symklmp( 12 R¯kl; mp +
1
9 R¯ik jlR¯imjp) = 0;
(v) Rnn; nk = 0;
(vi) Rnn; nn + 2(Rninj)2 = 0;
(vii) Ri j = Rninj;
(viii) Ri jkn = Ri jkn; j = 0;
(ix) R = R, j = R,n = 0;
(x) R, ii = − 16 (W¯i jkl)2;
(xi) Rninj; i j = − 12 R; nn − (Rninj)2;
where all the quantities are computed at x0.
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The idea to prove the items (i),...,(vi) of Lemma 2.4 is to express gi j as the
exponencial of a matrix Ai j. Then we just observe that trace(Ai j) = O(|x|N)
for any integer N arbitrarily large. The items (vii)...(xi) are applications of the
Gauss and Codazzi equations and the Bianchi identity. We should mention that
the item (x) uses the fact that Fermi coordinates are normal on the boundary.
Lemma 2.5. Suppose that ∂M is umbilic. Then, in conformal Fermi coordinates
centered at x0 ∈ ∂M, Wabcd(x0) = 0 if and only if Rninj(x0) = W¯i jkl(x0) = 0.
For the sake of the reader we include the proof of Lemma 2.5 here.
Proof of Lemma 2.5. Recall that the Weyl tensor is defined by
Wabcd = Rabcd − 1n − 2
(
Racgbd − Radgbc + Rbdgac − Rbcgad)
+
R
(n − 2)(n − 1)
(
gacgbd − gadgbc) . (2.1)
By the symmetries of the Weyl tensor, Wnnnn = Wnnni = Wnnij = 0. By the
identity (2.1) and Lemma 2.4 (viii), Wnijk(x0) = 0. From the identity (2.1) again





Wi jkl = W¯i jkl − 1n − 2
(
Rninkg jl − Rninlg jk + Rnjnlgik − Rnjnkgil
)
at x0. In the last equation we also used the Gauss equation and Lemma 2.3.
Now the result follows from the above equations. 
3 Estimating the Sobolev quotient
In this section, we will prove Theorem 1.3 by constructing a function ψ such
that
Q(ψ) < Q(Bn, ∂B) .
We first recall that the positive number Q(Bn, ∂B) also appears as the best










for every u ∈ H1(Rn+). It was proven by Escobar ([11]) and independently by
Beckner ([6]) that the equality is achieved by the functions U, defined in (1.4).
They are solutions to the boundary-value problem∆U = 0 , inRn+ ,∂U
∂yn
+ (n − 2)U nn−2 = 0 , on ∂Rn+ .
(3.1)
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Assumption. In the rest of this work we will assume that ∂M is umbilic and
there is a point x0 ∈ ∂M such that W(x0) , 0.
Since the Sobolev quotient Q(M, ∂M) is a conformal invariant, we can use
conformal Fermi coordinates centered at x0.
Convention. In what follows, all the curvature terms are evaluated at x0.




In particular, for any N arbitrarily large, we can write the volume element
dvg as
dvg = (1 + O(|x|N))dx . (3.3)
In many parts of the text we will use the fact that, for any homogeneous













( + xn)2 + |x¯|2
)− n2 , (3.5)
for A ∈ R to be fixed later, and
φ(y) = ARninjyiy jy2n
(
(1 + yn)2 + |y¯|2
)− n2 . (3.6)
Thus, φ(x) = 2−
n−2
2 φ(−1x). Set U = U1. Thus, U(x) = −
n−2
2 U(−1x). Note that
U(x) + φ(x) = (1 + O(|x|2))U(x). Hence, if δ is sufficiently small,
1
2
U ≤ U + φ ≤ 2U , in B+2δ .
Let r 7→ χ(r) be a smooth cut-off function satisfying χ(r) = 1 for 0 ≤ r ≤ δ,
χ(r) = 0 for r ≥ 2δ, 0 ≤ χ ≤ 1 and |χ′(r)| ≤ Cδ−1 if δ ≤ r ≤ 2δ. Our test function
is defined by
ψ(x) = χ(|x|)(U(x) + φ(x)) .
3.1 Estimating the energy of ψ














= EB+δ (ψ) + EB+2δ\B+δ (ψ) . (3.7)
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Observe that
|∇gψ|2 ≤ C|∇ψ|2 ≤ C|∇χ|2(U + φ)2 + Cχ2|∇(U + φ)|2 .
Hence,















EB+2δ\B+δ (ψ) ≤ Cn−2δ2−n . (3.8)
The first term in the right hand side of (3.7) is






















(gi j − δi j)∂i(U + φ)∂ j(U + φ)dx + n − 24(n − 1)
∫
B+δ
Rg(U + φ)2dx .
Here, we used the identity (3.3) for the volume term and Proposition 2.2 for the
integral envolving hg.
Now, we will handle each of the three integral terms in the right hand side
of (3.9) in the next three lemmas.
Lemma 3.1. We have,∫
B+δ















((1 + yn)2 + |y¯|2)n dy
+
8n






((1 + yn)2 + |y¯|2)n+1 dy
+
12n






((1 + yn)2 + |y¯|2)n+1 dy
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Proof. Since Rnn = 0 (see Lemma 2.4(ii)),
∫
Sn−2r
Rninjyiy jdσr(y) = 0 . Thus, we see
that ∫
B+δ







Integrating by parts equations (3.1) and using the identity (3.2) we obtain∫
B+δ



















In the first inequality above we used the fact that ∂U∂η > 0 on ∂
+B+δ , where η
denotes the inward unit normal vector . In the second one we used the fact that
φ = 0 on ∂M.
For the second term in the right hand side of (3.10), an integration by parts












φdx¯ = 0 and the term n−2δ2−n comes from the integral over ∂+B+δ .
Claim. The function φ satisfies
∆φ(y) = 2ARninjyiy j((1 + yn)2 + |y¯|2)− n2 − 4nARninjyiy jyn((1 + yn)2 + |y¯|2)− n+22
− 6nARninjyiy jy2n((1 + yn)2 + |y¯|2)− n+22 .
In order to prove the Claim we set Z(y) = ((1 + yn)2 + |y¯|2). Since Rnn = 0,
∆(Rninjyiy jy2nZ
− n2 ) = ∆(Rninjyiy jy2n)Z−
n
2 + Rninjyiy jy2n∆(Z
− n2 )
+ 2∂k(Rninjyiy jy2n)∂k(Z





2 + 2nRninjyiy jy2nZ
− n+22
− 4nRninjyiy jy2nZ− n+22 − 4nRninjyiy jyn(yn + 1)Z− n+22
= 2Rninjyiy jZ−
n
2 − 6nRninjyiy jy2nZ− n+22
− 4nRninjyiy jynZ− n+22 .
This proves the Claim.

















((1 + yn)2 + |y¯|2)−n−1RninjRnknlyiy jykyly4ndy .
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((1 + yn)2 + |y¯|2)n dy
− 8n






((1 + yn)2 + |y¯|2)n+1 dy
− 12n






((1 + yn)2 + |y¯|2)n+1 dy .
Hence,∫
B+δ






((1 + yn)2 + |y¯|2)n dy
+
8n






((1 + yn)2 + |y¯|2)n+1 dy
+
12n






((1 + yn)2 + |y¯|2)n+1 dy
+ Cn−2δ2−n .

Lemma 3.2. We have,∫
B+δ
(gi j−δi j)∂i(U + φ)∂ j(U + φ)dx =
(n − 2)2















((1 + yn)2 + |y¯|2)n dy
− 4n(n − 2)










O(4δ−4) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,




(gi j − δi j)∂i(U + φ)∂ j(U + φ)dx =
∫
B+δ




(gi j − δi j)∂iU∂ jφdx +
∫
B+δ
(gi j − δi j)∂iφ∂ jφdx . (3.11)
We will handle separately the three terms in the right hand side of (3.11).
The first term is∫
B+δ




(gi j − δi j)(y)∂iU(y)∂ jU(y)dy




((1 + yn)2 + |y¯|2)−n(gi j − δi j)(y)yiy jdy .
Hence, using Lemma A-1 we obtain∫
B+δ
(gi j − δi j)(x)∂iU(x)∂ jU(x)dx =
(n − 2)2





















O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .





























(gi j − δi j)(y)∂i∂ jU(y)φ(y)dy




((1 + yn)2 + |y¯|2)−n−1(gi j − δi j)(y) (3.13)
·
{
nyiy j − ((1 + yn)2 + |y¯|2)δi j
}
Rnknlykyly2ndy
= − 4n(n − 2)












O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .
In the last equality of 3.13, we used Lemma A-2 and the fact that Lemma 2.3,
together with Lemma 2.4(i),(ii),(iii), implies∫
Sn−2r









(∂igi j)(y)∂ jU(y)φ(y)dy = E′3 =

O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,





(gi j − δi j)(x)∂iU(x)∂ jφ(x)dx = E′2 + E′3
− 4n(n − 2)






((1 + yn)2 + |y¯|2)n+1 dy .
Finally, the third term in the right hand side of (3.11) is written as∫
B+δ




(gi j − δi j)(y)∂iφ(y)∂ jφ(y)dy
=

O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .
The result now follows if we choose  small such that log(δ−1) > δ2−n. 
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((1 + yn)2 + |y¯|2)n−2 dy
− n − 2










O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .
Proof. We first observe that∫
B+δ










We will handle each term in the right hand side of (3.14) separately. Using






























O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .











O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8
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O(4δ) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .

3.2 Proof of Theorem 1.3
Now, we proceed to the proof of Theorem 1.3.
Proof of Theorem 1.3. It folows from Lemmas 3.1, 3.2 and 3.3 and the identities
(3.7), (3.8) and (3.9) that

















((1 + yn)2 + |y¯|2)n dy
+ 4
(n − 2)2





((1 + yn)2 + |y¯|2)n dy
+ 4
8nA2






((1 + yn)2 + |y¯|2)n+1 dy
+ 4
12nA2






((1 + yn)2 + |y¯|2)n+1 dy
− 4 4n(n − 2)A






((1 + yn)2 + |y¯|2)n+1 dy
+ 4
(n − 2)2






((1 + yn)2 + |y¯|2)n dy
+ 4
n − 2





((1 + yn)2 + |y¯|2)n−2 dy
− 4 n − 2










O(4δ−4) if n = 6 ,
O(5 log(δ−1)) if n = 7 ,
O(5) if n ≥ 8 .
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We divide the rest of the proof in two cases.





(r2+1)n dr. We will apply the change of variables z¯ = (1+ yn)
−1 y¯ and















(1 + |z¯|2)n dz¯
=
2(n + 1) σn−2 I













(1 + |z¯|2)n+1 dz¯
=
3(n + 1) σn−2 I













(1 + |z¯|2)n+1 dz¯
=
12(n + 1) σn−2 I













(1 + |z¯|2)n dz¯
=
24 σn−2 I














(1 + |z¯|2)n−2 dz¯
=
8(n − 2) σn−2 I
(n − 3)(n − 4)(n − 5)(n − 6) .
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Thus,













(n + 1)(n − 1) I1 +
8nA2
(n + 1)(n − 1) I2 +
(n − 2)2






(n + 1)(n − 1) −
4n(n − 2)A





(n + 1)(n − 1) I1 · Rninj; i j + 
4 n − 2
8(n − 1) I5 · R ; nn
− 4 n − 2





((1 + yn)2 + |y¯|2)n−2 dy . (3.17)
where
E′ =
O(5 log(δ−1)) if n = 7 ,O(5) if n = 8 .
Using Lemma 2.4(xi) and substituting the expressions obtained for I1,...,I5
in the expansion (3.17), the coefficients of Rninj; i j and R ; nn cancel out and we
obtain









+ 4σn−2I · γ
{
16(n + 1)A2 − 48(n − 2)A + 2(8 − n)(n − 2)2
}
(Rninj)2
− 4 n − 2









(n − 1)(n − 2)(n − 3)(n − 4)(n − 5)(n − 6) .
Choosing A = 1, the term 16(n + 1)A2 − 48(n − 2)A + 2(8 − n)(n − 2)2 in the
expansion (3.18) is −62 for n = 7 and −144 for n = 8. Thus, for small , since
Wabcd(x0) , 0, the expansion (3.18) together with Lemma 2.5 implies that








for dimensions 7 and 8.
The case n = 6.
We will again apply the change of variables z¯ = (1 + yn)−1 y¯ and Lemma B-1
in order to compare the different integrals in the expansion (3.16). In the next
estimates we are always assuming n = 6.
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(1 + |z¯|2)n dz¯ + O(1)
= log(δ−1)
n + 1
n − 3σn−2 I + O(1) .






((1 + yn)2 + |y¯|2)n+1 dyndy¯ = O(1) .


































(1 + |z¯|2)n dz¯















(1 + |z¯|2)n−2 dz¯ + O(1)
= log(δ−1)
4(n − 2)
















(1 + |z¯|2)n−2 dz¯ + O(1)
= log(δ−1)
4(n − 1)(n − 2)
(n − 3)(n − 5) σn−2 I + O(1) .
Thus,













(n + 1)(n − 1) I1,δ/ +
(n − 2)2






(n + 1)(n − 1) −
4n(n − 2)A





(n + 1)(n − 1) I1,δ/ · Rninj; i j + 
4 n − 2
8(n − 1) I5,δ/ · R ; nn
− 4 n − 2
48(n − 1)2 I6,δ/ · (W¯i jkl)
2 . (3.19)
Using Lemma 2.4(xi) and substituting the expressions obtained for I1,δ/,...,I6,δ/
in expansion (3.19), the coefficients of Rninj; i j and R ; nn cancel out and we obtain










6(n − 3) − 4
(n − 1)(n − 3)A
2 − 2(n − 2)
n − 1 A +
(n − 2)2(n − 5)
2(n − 1)(n − 3)
}
(Rninj)2
− 4 log(δ−1)σn−2I (n − 2)
2
12(n − 1)(n − 3)(n − 5) (W¯i jkl)
2 . (3.20)
Choosing A = 1, the term 6(n−3)−4(n−1)(n−3) A
2 − 2(n−2)n−1 A + (n−2)
2(n−5)
2(n−1)(n−3) in the expansion
(3.20) is− 215 for n = 6. Thus, for small , since Wabcd(x0) , 0, the expansion (3.20)
together with Lemma 2.5 implies that








for dimension n = 6. 
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Appendix A
In this section, we will use the results of Section 2 to calculate some integrals
used in the computations of Section 3. We recall that all curvature coefficients
are evaluated at x0 ∈ ∂M and we are making use of conformal Fermi coordinates
centered at this point.
Lemma A-1. We have∫
Sn−2r
(gi j − δi j)(y)yiy jdσr(y) = σn−24 y
2
nrn+2
(n + 1)(n − 1)Rninj; i j
+ σn−24
y4nrn
2(n − 1) (Rninj)
2 + O(5|(r, yn)|n+5) .
Proof. By Lemma 2.3,∫
Sn−2r
















Then we just use the identity (3.4), Lemma 2.4 and the fact that
∆2(Rninj; klyiy jykyl) = 16Rninj; i j .

Lemma A-2. We have∫
Sn−2r




Proof. As in Lemma A-1, the result follows from∫
Sn−2r




+ O(5|(r, yn)|n+5) ,
the fact that ∆2(RninjRnknlyiy jykyl) = 16(Rninj)2 and the identity (3.4). 







n−2R; nn − 112(n − 1) r
n(W¯i jkl)2
}
+ O(3|(r, yn)|n+1) .












R; i jyiy jdσr(y)
+ O(3|(r, yn)|n+1) ,
Lemma 2.4(x) and the identity (3.4). 
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Appendix B
In this section we will perform some integrations by parts that were used in the
computations of Section 3.

































(1+s2)m , for α + 3 < 2m.


















for α + 1 < 2m, which proves the item (a).



















































(m − 1)(m − 2)...(m − 1 − k) .
Proof. Integrating by parts,∫ ∞
0





tk(1 + t)−mdt .
On the other hand,∫ ∞
0
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