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One common drawback of virtually all current data embedding methods is the fact that the original image is inevitably distorted
due to data embedding itself. This distortion typically cannot be removed completely due to quantization, bit-replacement, or
truncation at the grayscales 0 and 255. Although the distortion is often quite small and perceptual models are used to minimize
its visibility, the distortion may not be acceptable for medical imagery (for legal reasons) or for military images inspected under
nonstandard viewing conditions (after enhancement or extreme zoom). In this paper, we introduce a new paradigm for data
embedding in images (lossless data embedding) that has the property that the distortion due to embedding can be completely
removed from the watermarked image after the embedded data has been extracted. We present lossless embedding methods for
the uncompressed formats (BMP, TIFF) and for the JPEG format. We also show how the concept of lossless data embedding
can be used as a powerful tool to achieve a variety of nontrivial tasks, including lossless authentication using fragile watermarks,
steganalysis of LSB embedding, and distortion-free robust watermarking.
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1. INTRODUCTION
Data embedding applications could be divided into two
groups depending on the relationship between the embed-
ded message and the cover image. The ﬁrst group is formed
by steganographic applications in which the message has no
relationship to the cover image and the cover image plays the
role of a decoy to mask the very presence of communication.
The content of the cover image has no value to the sender
or the decoder. In this typical example of a steganographic
application for covert communication, the receiver has no
interest in the original cover image before the message was
embedded. Thus, there is no need for lossless data embedding
techniques for such applications.
The second group of applications is frequently addressed
as digital watermarking. In a typical watermarking applica-
tion, the message has a close relationship to the cover im-
age. The message supplies additional information about the
image, such as image caption, ancillary data about the im-
age origin, author signature, image authentication code, and
so forth. While the message increases the practical value of
the image, the act of embedding inevitably introduces some
amount of distortion. It is highly desirable that this distor-
tion be as small as possible whilemeeting other requirements,
such asminimal robustness and sufﬁcient payload.Models of
the human visual system are frequently used tomake sure that
the distortion due to embedding is imperceptible to the hu-
man eye. There are, however, some applications for which any
distortion introduced to the image is not acceptable. A good
example is medical imagery, where even small modiﬁcations
are not allowed for obvious legal reasons and a potential risk
of a physician misinterpreting an image. As another example,
wemention law enforcement andmilitary image analystswho
may inspect imagery under special viewing conditions when
typical assumptions about distortion visibility do not apply.
Those conditions include extreme zoom, iterative ﬁltering,
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and enhancement. Lossless data embedding could also be a
convenientmethod of data embedding for customers who are
overly concerned about decreasing the quality of their images
by embedding a watermark.
Until recently, almost all data embedding techniques,
especially high-capacity data embedding techniques, intro-
duced some amount of distortion into the original image
and the distortion was permanent and not reversible. As an
example, we can take the simple Least Signiﬁcant Bit (LSB)
embedding in which the LSB plane is irreversibly replaced
with the message bits. In this paper, we present a solution to
the problemof how to embed a large payload in digital images
in a lossless (invertible) manner so that after the payload bits
are extracted, the image can be restored to its original form
before the embedding started. Even though the distortion is
completely invertible, we pay close attention to minimizing
the amount of the distortion after embedding.
The ability to embed data in an image in a lossless man-
ner without having to expand the image or append the data
can be quite useful. Data embedded in a header or a sepa-
rate ﬁle can be easily lost during ﬁle format conversion or
resaving. Additional information embedded directly in the
image as additional lines or columns may cause visually dis-
turbing artifacts and increases the image ﬁle size. In contrast,
information that is embedded in the image is not modiﬁed
by compatible format conversion or resaving, no bandwidth
increase is necessary to communicate the additional infor-
mation, and a better security is obtained because the em-
bedded information is inconspicuous and imperceptible. For
increased security, a secret key can protect the embedding
process. In addition to these advantages, lossless data embed-
ding enables novel elegant applications, such as lossless fragile
authentication and erasable robust watermarking.
Applications that would beneﬁt from the newly coined
lossless data embedding include the whole spectrum of frag-
ile watermarking, such as authentication watermarks or wa-
termarks protecting the image integrity. A classical authenti-
cation watermarking scheme starts with dividing the image
or its blocks into two parts—the part that carries the ma-
jority of the perceptual information and an “unimportant”
part that can be randomized without causing perceptible ar-
tifacts. The perceptually important part is then hashed and
the hash is inserted into the “unimportant” part. The Wong’s
scheme [1] is an example of such a scheme. In Wong’s tech-
nique, the perceptually important part consists of the seven
most signiﬁcant bits, while the unimportant part is formed
by the least signiﬁcant bit-plane. However, this and similar
approaches can be reformulated as simply decreasing the in-
formation content of the image and inserting or attaching the
hash to the modiﬁed image as is done in pure cryptographic
authentication methods. Thus, the advantage of embedding
the hash rather than appending becomes dubious at best. The
lossless data embedding enables hash insertion while retain-
ing the information content of the image in its entirety. This
is important for customers who are overly concerned with
the quality of their images after information has been em-
bedded. Some customers are simply so emotionally attached
to their images that no argument about invisibility of the
embedding artifacts is convincing enough. Lossless embed-
ding techniques simply close this issue because the original
data can be restored without any loss of information. This
is especially useful for military images, such as satellite and
reconnaissance images. Actually, the lossless authentication
watermarks are currently being incorporated as an integrity
protection mechanism into the ISSE guard. Another appli-
cation that would clearly beneﬁt from the proposed lossless
techniques is integrity protection watermark embedded in-
side the digital camera for imaging hardware used by forensic
personnel. Establishing the integrity of evidence throughout
the investigation is of paramount importance.Authentication
watermarks embedded by awatermarking chip inside the dig-
ital camera have been proposed in the past. However, because
the authentication process invariably modiﬁes the image, to-
day, the legal problems associated with watermarking prevent
the spread of watermarking technology. The removable loss-
less authentication watermark provides an elegant solution
to this sensitive issue.
In Section 2,we brieﬂy describe previously proposed loss-
less embedding techniques, discuss their limitations, and out-
line the basic ideas behind our approach. Section 3 describes
the RS lossless data embedding method for uncompressed
image formats.We also study the lossless data embedding ca-
pacity and the inﬂuence of the embedding parameters on the
(invertible) distortion and the lossless capacity. In Section 4,
we present several lossless embedding methods for the JPEG
format. Finally, in Section 5 we discuss several important ap-
plications of lossless data embedding, including invertible
fragile image authentication, erasable robust watermarking,
and accurate steganalysis of LSB embedding. The paper is
concluded in Section 6.
2. PRIOR ART
The concept of distortion-free data embedding appeared for
the ﬁrst time in an authentication method in a patent owned
by The Eastman Kodak [2]. The data is embedded using a
spatial additive nonadaptive robust watermark [3] using ad-
dition modulo 256. The watermark pattern W , that is added
to the original image I, is calculated from the payload bits P
and an (optional) secret key K,W = W(P,K):
Iw = I +W mod256, (1)
where Iw is the watermarked image. At the receiving end,
the payload P is ﬁrst extracted from the watermarked image
(watermark is read). Then, the watermark patternW is calcu-
lated. Finally, using subtraction modulo 256, one can obtain
the original image I
I = Iw −W mod256. (2)
Themodulo additionmay introduce some distortion into the
watermarked image Iw when pixels with grayscales close to
zero are ﬂipped to values close to 255 and vice versa. Thus
this lossless data embedding scheme will work as long as the
watermarking scheme is robust with respect to the ﬂipped







B → B′ = C(B) & M
Figure 1: Diagram for lossless data embedding using lossless com-
pression.
pixels, which generally form a correlated salt-and-pepper
noise. This is the only distortion with respect to which the
watermark needs to be robust. If the number of ﬂipped pix-
els is too large, such as for astronomical images, it may not
be possible to extract the payload correctly from the water-
marked image. The reliability of payload extraction can be
signiﬁcantly improved by attempting to identify candidates
for ﬂipped pixels and replacing them with a more likely value
before extracting the payload P .
Another problem with this scheme is that the ﬂipped pix-
els are very visible and the distortion in the watermarked
image, albeit erasable, may be objectionable in many appli-
cations. The problem with the visibility of the artifacts can
be partially alleviated by using a more sophisticated modulo
addition. More detailed analysis and further generalization
of this technique can be found in our previous work [4].
Macq [5] described a modiﬁcation to the patchwork al-
gorithm to achieve lossless watermark embedding. He also
uses addition modulo 256 and essentially embeds a one-bit
watermark. Both the Kodak method [2] and the method by
Macq [5] cannot be used for embedding large payloads. Even
though the distortion they introduce is invertible, the visible
artifacts they may introduce may not be acceptable in many
applications. Finally, the methods are not easily extendable to
other image formats, such as the JPEG.
In an attempt to develop a general lossless data embed-
ding technique that would be extendable to all formats while
providing large capacity and small distortion, we proposed
the following paradigm [4, 6]. We assume that there exists a
subset B in the original image I, such that B can be losslessly
compressed (using some lossless data compression method),
and at the same time, B can be randomized without causing
perceptible changes to the original image I (see Figure 1). If
such a subset can be found, then we can embed data losslessly
by replacing the set B with its compressed form C(B) and a
messageM . The capacity of thismethod is |B|−|C(B)|, where
|x|denotes the cardinality of x. In [4],we proposed using bit-
planes as the set B. However, in this method higher payloads
forced us to use higher bit-planes, thus quickly increasing the
distortion in the image beyond an acceptable level. A much
more elegant and effective solution is the RS data embedding
[7] elaborated upon in Section 3.
The general methodology described in Figure 1 is equally
applicable to lossy formats. Actually, it is easier to identify
a suitable subset B for the JPEG format than for uncom-
pressed formats, such as the BMP or TIFF formats. The loss-
less data embedding methods for JPEG images are detailed in
Section 4.
3. THE RS LOSSLESS DATA EMBEDDINGMETHOD
FOR UNCOMPRESSED IMAGE FORMATS
Assume that the original image is a grayscale image with
M × N pixels and with pixel values from the set P . For ex-
ample, for an 8-bit grayscale image, P = {0, . . . ,255}. We
start with dividing the image into disjoint groups of n adja-
cent pixels (x1, . . . , xn). For example, we can choose groups
of n = 4 consecutive pixels in a row. We also deﬁne the so-
called discrimination function f that assigns a real number
f(x1, . . . , xn) ∈ R to each pixel group G = (x1, . . . , xn).
The purpose of the discrimination function is to capture
the smoothness or “regularity” of the group of pixels G. As
pointed out at the end of Section 4, image models or statis-
tical assumptions about the original image can be used for
the design of discrimination functions. For example, we can
choose the “variation” of the group of pixels (x1, . . . , xn) as
the discrimination function f :
f
(
x1, x2, . . . , xn
) = n−1∑
i=1
∣∣xi+1 − xi∣∣. (3)
Finally, we deﬁne an invertible operation F on P called
“ﬂipping.” Flipping is a permutation of gray levels that en-
tirely consists of two-cycles. Thus, F will have the property
that F2 = Identity or F(F(x)) = x for allx ∈ P . For example,
the permutation FLSB deﬁned as 0↔ 1,2↔ 3, . . . ,254↔ 255
corresponds to ﬂipping (negating) the LSB of each gray level.
The permutation 0↔ 2,1↔ 3,4↔ 6,5↔ 7, . . . corresponds
to an invertible noisewith a larger“amplitude.”One can easily
visualize that many possible ﬂipping permutations are pos-
sible, including those in which the ﬂipping is irregular with
several different changes in gray scales rather than just one.
A useful numerical characteristic for the permutation F is its
“amplitude.” The amplitude A of the ﬂipping permutation F
is deﬁned as the average change of x under the application
of F :
A = 1|P |
∑
x∈P
∣∣x − F(x)∣∣. (4)
For FLSB the amplitude is 1. The other permutation from
this paragraph has A = 2. Larger values of the amplitude A
correspond to adding more noise after applying F .
We use the discrimination function f and the ﬂipping
operation F to deﬁne three types of pixel groups: R, S, and U
Regular groups: G ∈ R ⇐⇒ f (F(G)) > f(G),
Singular groups: G ∈ S ⇐⇒ f (F(G)) < f(G),
Unusable groups: G ∈ U ⇐⇒ f (F(G)) = f(G).
(5)
In the expression F(G), the ﬂipping function F is applied to all
(or selected) components of the vectorG = (x1, . . . , xn). The
noisier the group of pixels G = (x1, . . . , xn) is, the larger the
value of the discrimination function becomes. The purpose

































Figure 2: Diagram for the distortion-free data embedding and extraction algorithm.
of the ﬂipping F is perturbing the pixel values in an invertible
way by some small amount thus simulating the act of “invert-
ible noise adding.” In typical pictures, adding small amount
of noise (i.e., ﬂipping by a small amount) will lead to an in-
crease in the discrimination function rather than decrease.
Although this bias may be quite small, it will enable us to em-
bed a large amount of information in an invertible manner.
Having explained the logic behind the deﬁnitions,we now
outline the principle of the new lossless high-capacity data
embedding method. We denote the number of regular, sin-
gular, and unusable groups in the image as NR , NS , and NU ,
respectively. We have NR + NS + NU = MN/n. Because real
images have spatial structures, we expect a bias between the
number of regular groups and singular groups: NR > NS . As
will be seen below, this bias will enable us to losslessly embed
data. We further note that
if G is regular, F(G) is singular,
if G is singular, F(G) is regular,
if G is unusable, F(G) is unusable.
(6)
Thus, the R and S groups are ﬂipped into each other under
the ﬂipping operation F , while the unusable groups U do not
change their status. In a symbolic form, F(R) = S, F(S) = R,
and F(U) = U .
We can now formulate the data embedding method. By
assigning a “1” to R and a “0” to S we embed one message
bit in each R or S group. If the message bit and the group
type do not match, we apply the ﬂipping operation F to the
group to obtain a match. We cannot use all R and S groups
for the payload because we need to be able to revert to the
exact original image after we extract the data at the receiving
end. To solve this problem, we use an idea similar to the one
proposed in our previous paper [4]. Before the embedding
starts, we scan the image by groups and losslessly compress
the status of the image—the bit-streamofR and S groups (the
RS-vector) with theU groups simply skipped.We do not need
to include the U groups, because they do not change in the
process of message embedding and can be all unambiguously
identiﬁed and skipped during embedding and extraction.We
take the compressed RS-vector C, append the message bits to
it, and embed the resulting bit-stream in the image using the
process described above.
At the receiving end, the user simply extracts the bit-
stream from all R and S groups (R → 1, S → 0) by scanning
the image in the same order as during the embedding. The
extracted bit-stream is separated into the message and the
compressed RS-vector C. The bit-stream C is decompressed
to reveal the original status of all R and S groups. The image
is then processed and the status of all groups is adjusted as
necessary by ﬂipping the groups back to their original state.
Thus, the exact copy of the original image is obtained. The
block diagram of the embedding and extracting procedure is
given in Figure 2.
The raw information capacity for this data embedding
method isNR +NS = MN/n−NU bits. However, because we
need to store the message and the compressed bit-stream C,
the real capacity Cap that can be used for the message is
Cap = NR +NS − |C|, (7)
where |C| is the length of the bit-stream C. As the bias be-
tween R and S groups increases, the compressed bit-stream
C becomes shorter and the capacity higher. An ideal loss-
less context-free compression scheme (the entropy coder
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Table 1: Capacity Cap for ten grayscale test images as a function of the amplitude a.
Test image name (M ×N) Capacity Cap for amplitude a = 1, . . . ,7
1 2 3 4 5 6 7
LennaFace (128× 128) 170 521 1045 1390 1865 1996 2342
Lenna (256× 256) 1038 2916 5095 6027 7663 7783 8988
PalmTrees (400× 268) 916 2274 4020 4621 5778 6643 7971
GoldenGate (400× 268) 4325 8930 14001 14351 16865 16460 18341
Mountains (400× 268) 1656 3790 6426 7575 9602 10432 12149
Desert (400× 268) 7133 10935 17170 16959 19134 18568 20095
Mandrill (512× 512) 186 702 1810 2905 4398 5664 7643
ElCapitan (592× 800) 2500 12219 18898 26627 36774 42133 51430
NYC (1024× 768) 6773 17766 30883 37516 48434 52553 61614
Girl (1024× 1536) 25506 65577 109865 131994 166806 176587 204761
Capacity (bits per pixel) 0.019 0.041 0.069 0.078 0.097 0.102 0.117
Average PSNR (dB) 53.12 46.67 42.84 39.27 38.26 36.06 35.32
LennaFace.bmp Lenna.bmp PalmTrees.bmp GoldenGate.bmp Mountains.bmp
Desert.bmp Mandrill.bmp ElCapitan.bmp NYC.bmp Girl.bmp
Figure 3: Test images used in Table 1.
This estimate will be positive whenever there is a bias
between the number of R and S groups, or when NR ≠ NS .
This bias is inﬂuenced by the size and shape of the group G,
the discrimination function f , the amplitude of the ﬂipping
F , and the content of the original image. The bias increases
with the group size n and the amplitude of the permutation
F . Smoother and less noisy images lead to a larger bias than
images that are highly textured or noisy.
The bias is not, however the parameter that should be op-
timized for this scheme. The capacity Cap is the characteristic
that should be maximized to obtain the best performance.
Our goal is to choose such a combination of the group size
n and its shape, the permutation F , and the discrimination
function f , in order to maximize the capacity while keeping
the distortion to the image as small as possible. The expres-
sion for the capacity Cap was experimentally veriﬁed on test
images using the adaptive arithmetic coder [8] as the lossless
compression. It was found that Cap matched the achieved
bit-rate within 15–30 bits depending on the image size.
We have performed a number of experiments to see how
the capacity and distortion change with different group sizes
and shapes, discrimination functions f , and ﬂipping oper-
ations F . It was a rather unexpected result that the highest
capacity was obtained for relatively small groups (n ≈ 4).
Another surprising fact was that a quite reasonable capacity
could be obtained from the ﬂipping permutation FLSB that in-
ﬂuences only the LSBs.And thiswas true for all images includ-
ing those that did not show any structure in their LSB plane.
In Table 1, we give an example of how the amplitude of
the ﬂipping function inﬂuences the capacity Cap and the dis-
tortion for ten grayscale images shown in Figure 3. We used
groups of n = 4 consecutive pixels and seven ﬂipping op-
erations with amplitudes ranging from 1 to 7. We can see a
very high variability in capacity between images. Images with
abundant highly textured areas and noisy images have gener-
ally smaller capacity. It is also clearly apparent that the capac-
ity increases very fast with amplitude. Further analysis and
improvements of the new method are given in Section 3.1.
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3.1. Further analysis
One of the goals set in this paper is to maximize the capacity
while keeping the invertible distortion as small as possible.
First, we looked at the inﬂuence of the size of the groups.
We have found from our experiments that groups of approx-
imately four pixels gave us the best overall capacity for all
amplitudes. Groups that are too small will generate too small
a bias between the R and S groups and therefore decrease the
capacity in spite of the fact that the number of groups in-
creased. Although large groups achieve a larger bias between
R and S groups and have fewerU groups, the capacity will de-
crease due to small number of groups.We have also observed
that for smaller amplitudes, the highest capacity was some-
times obtained for group size ﬁve, while for larger amplitudes
(e.g., larger than 6), smaller groups of only three pixels gave
us slightly better results.
A scheme that uses groups of n pixels can never achieve
higher capacity than 1/n bits per pixel (bpp). Thus, a natu-
ral way to increase the capacity would be to use overlapping
groups of pixels rather than disjoint groups. However, over-
lapping groups will lead to the problem that the pixels that
were already modiﬁed will inﬂuence the status of groups that
have not yet been visited. This will not only decrease the bias
and complicate the data extraction process but may prevent
us from recovering the embedded data altogether. The prob-
lem can be avoided by using groups that overlap in pixels that
are not ﬂipped during embedding. For example, we could
use groups of four pixels in a row and ﬂip only the middle
two pixels (but calculate the discrimination function from
all four pixels as before). This enables us to use the following
overlapping groups of pixels (x1, x2, x3, x4), (x4, x5, x6, x7),
(x7, x8, x9, x10), . . . . The maximal possible capacity of this
technique is 1/3 bpp as opposed to 1/4 bpp for the disjoint
groups of four pixels.
This observation lead us toward designs in which the em-
bedding is done in multiple passes and the groups are in-
tertwined as much as possible, overlapping in possibly many
pixels, with only one pixel being ﬂipped. We have tested sev-
eral interesting designs that gave us signiﬁcantly higher ca-
pacity than the original disjoint groups of four. One of the
best and simplest designs was the Checkerboard scheme. In
this scheme, the image is divided into “Black” and “White”
pixels in the same way as the checkerboard (the pixel xij is
Black if i+ j is odd, otherwise it is White). The data embed-
ding method uses two passes. In the ﬁrst pass, we go through
all Black pixels xij , i+j mod2 = 1, skipping theWhite ones.
We ﬂip only the Black pixel but evaluate the discrimination
function from its four closest White neighbors
f
(
xij, xi−1j , xi+1j , xij−1, xij+1
)
= ∣∣xij − xi−1j∣∣+ ∣∣xij − xi+1j∣∣
+ ∣∣xij − xij−1∣∣+ ∣∣xij − xij+1∣∣.
(10)
In the secondpass,wemove through theWhite pixels only and
evaluate the discrimination function from their four Black
neighbors. Since the Black neighbors have already beenmod-
iﬁed in the ﬁrst pass, the capacity for the second pass will be
smaller than for the ﬁrst pass. Nevertheless, the overall ca-
pacity of this Checkerboard scheme with FLSB is about 100%
higher than the capacity of the scheme with disjoint groups
of four from Table 1. The capacity increased from 916 bits
to 2128 bits for the image “PalmTrees,” from 1656 bits to
3563 bits for “Mountains,” and from 7133 bits to 13208 bits
for “Desert.” Finally, we mention that the PSNR for both
techniques is approximately the same.
The previous paragraph indicates that the choice of
the group size and the selection of the pixels that should
be ﬂipped can inﬂuence the performance of the embed-
ding scheme in a profound manner. If we assign amplitude
A = 0 to the identity permutation, the group shape and
its amplitudes can be conveniently expressed using a mask
M = [A1A2A3A4 · · · ], meaning that a predeﬁned permuta-
tion with amplitudeAi is applied to the pixelxi, and so forth.
For groups that form a two-dimensional pattern, the ampli-
tudes in the mask are listed in a row-by-row manner. Using
this convention, in the paragraphs below we present further
important observations.
If the same ﬂipping permutation is applied to all pixels
in the group (e.g., for the mask [1111]), the discrimina-
tion function (3) would not change in ﬂat areas for which
x1 = x2 = x3 = x4. Thus, for images that have large areas
of constant color, such as astronomical images or computer-
generated images, the capacity would be inconveniently de-
creased because of toomanyU groups.While it may be desir-
able to intentionally avoid areas with no activity, the overall
capacity will be decreased. Using different amplitudes for the
pixels in one group will turn those U groups from ﬂat areas
into R groups and the capacity will be increased.
It is possible to use masks that do not produce any U
groups. For example, we take the mask [1000] for the group
of 2× 2 pixels, where the x1 pixel is the only ﬂipped pixel in
the group. The function f = |x1−x2|+|x1−x3|+|x1−x4|
will generate only R or S groups but no U groups because
the change in each term is either 1 or −1 and there are three
terms. It may appear that the fact that there are no U groups
must always lead to an increase in capacity, but this is almost
never the case because the bias between R and S groups may
worsen thus leading to a smaller overall capacity. From our
experience,we found that the presence of U groups is actually
beneﬁcial if we want to maximize the capacity.
To shed some more light on the inner workings of the
proposed scheme, we give another, more general interpreta-
tion of the proposed lossless embedding method.We assume
that we have a grayscale image and disjoint groups ofn pixels.
Let S be the set of all possible states of each group consist-
ing of 256n n-tuples of integers between 0 and 255. The set
S is divided into pairs of groups that will be exchanged for
each other. In Section 2, we used the ﬂipping operation F to
separate S into pairs of states. The distance between the two
groups in each pair deﬁnes the distortion due to lossless em-
bedding (the amplitude of the ﬂipping). We further assume
that we have an image model that enables us to say whether
x or y is more likely to occur in natural images. We can
denote the group G as regular if its state x is the one that is
more likely to occur, singular, if it is the one that is less likely to
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occur, andunusable if the imagemodel cannot decidewhether
x or y is more likely to occur. The rest of the embedding and
extraction stays the same as described in this section. In view
of this interpretation, the discrimination function (3) is a spe-
cial case of an embodiment of an image model derived from
the assumption that groups with smaller variance are more
likely to occur than groups with higher variance.
3.2. Experimental results
To obtain a better understanding of how different compo-
nents and parameters affect the performance of the pro-
posed lossless data embedding method, we present some
results in a graphical form. All experiments were per-
formed with ﬁve grayscale test images (“Lenna” with 256 ×
256 pixels, “PalmTrees,” “GoldenGate,” “Mountains,” with
400× 268 pixels, and “NYC” at the resolution 1024× 768).
Capacity-amplitude-distortion relationship
To explain how the capacity and distortion change with the
amplitude of the permutation F , we plotted the capacity (as
the percentage of the total number of pixels) and the PSNR of
the embedding distortion as functions of the amplitude of the
permutation F . The results shown in Figure 4 were obtained
with groups of 2 × 2 pixels with the mask [1111], and the
discrimination function (3). If the message to be embedded
is a random bit-stream (e.g., if the message is encrypted), the
PSNR for the embedded images can be calculated using a sim-
ple formula (assuming a nonoverlapping embedding mask
M = [A1, . . . , An]) that closely matches our experiments










































M = [4,4; 4,4]
Figure 5: Capacity versus noise amplitude σ .
The formula for the MSE is easily derived from the fact that
the embedding process modiﬁes only the regular and sin-
gular groups. In each group, the MSE due to ﬂipping is
A21 + · · · + A2n. Because on average one half of the regular
and singular groups will have to be ﬂipped, the total square
error is 1/2(NR +NS)(A21 + · · ·+A2n). The MSE is obtained
by dividing the total square error by the number of pixels,
which can be expressed as n (the groups size) times the total
number of groups NR +NS +NS .
Capacity versus noise
Figure 5 shows how the capacity depends on the amount of
noise added to the original image. The x axis is the standard
deviation σ of a white i.i.d. Gaussian noise added to the im-
age and the y axis is the ratio Cap′(σ)/Cap′(0) between the
capacity after adding noise with amplitudeσ and the capacity
for the original image without any added noise. The results
correspond to the mask [4,4,4,4] with the discrimination
function (3). The PSNR after message embedding was always
in the range 39–40 dB. We note that the presence of noise
decreases the capacity in a gradual rather than an abrupt way.
Also, the capacity remains in hundreds of bits even for images
that contain very visible noise.
4. LOSSLESS DATA EMBEDDING FOR JPEG IMAGES
In this section, we describe two lossless data embedding tech-
niques for JPEG images. The data is embedded in the quan-
tizedDCTcoefﬁcients in an invertibleway so that it is possible
to reconstruct from the watermarked image the exact copy of
the original image. In the ﬁrst technique, the subset B with
compressible structure is the set of all LSBs of one selected
quantized DCT coefﬁcient from all blocks. This set is obvi-
ously easily compressible (biased towards zero) but can be
randomized without introducing disturbing distortion. The
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second method, that we present, is based on a simple trick
used to preprocess the original image to enable trivial lossless
data embedding.
4.1. Method 1
Although in this paper,we explain the techniques on grayscale
images, the technology can be extended to color images in a
straightforward manner. The JPEG compression starts with
dividing the image into disjoint blocks of 8 × 8 pixels. For
each block, the discrete cosine transform (DCT) is calculated,
producing 64 DCT coefﬁcients. We denote the (i, j)th DCT
coefﬁcient of the kth block as dk(i, j), 0 ≤ i, j ≤ 64, k =
1, . . . , b,whereb is the total number of blocks in the image. In
each block, all 64 coefﬁcients are further quantized to integers
Dk(i, j) with a JPEG quantization matrixQ






The quantized coefﬁcients are arranged in a zig-zag manner
and compressed using theHuffman coder. The resulting com-
pressed stream together with a header forms the ﬁnal JPEG
ﬁle.
The largest DCT coefﬁcients occur for the lowest frequen-
cies (small i and j). Due to properties of typical images and
due to quantization, the quantized DCT coefﬁcients corre-
sponding to higher frequencies have a large number of zeros
or small integers, such as 1’s or −1’s. For example, for the
classical grayscale test image “Lenna” with 256 × 256 pixels,
the DCT coefﬁcient (5,5) is zero in 94.14% of all blocks.
In 2.66% cases it is a 1, and in 2.81% cases it is equal to
−1, with less than 1% of 2’s and −2’s. Thus, the sequence
Dk(5,5) forms a subset B that is easily compressible with the
Huffmanor arithmetic coder. Furthermore, if we embedmes-
sage bits into the LSBs of the coefﬁcients Dk(5,5), we only
need to compress the original LSBs of the sequence Dk(5,5)
instead of the coefﬁcient values. We can further improve the
efﬁciency of the algorithm if we deﬁne the LSB of negative
integers Dk < 0 as LSB(Dk) = 1 − (|Dk| mod2). Thus,
LSB(−1) = LSB(−3) = 0, and LSB(−2) = LSB(−4) = 1, and
so forth. BecauseDCT coefﬁcientsDk have a symmetrical dis-
tribution with zero mean, this simple measure will increase
the bias between zeros and ones in the LSB bit-stream of
original DCT coefﬁcients.With an increased bias, the lossless
capacity will also be higher.
DCT coefﬁcients Dk(i, j) corresponding to higher-
frequencies will produce a set B with a larger bias between
zeros and ones, but because the quantization factorQ(i, j) is
higher for such coefﬁcients, the distortion in each modiﬁed
blockwill also be higher. To obtain the best results, one should
use different DCT coefﬁcients for different JPEG quality fac-
tors to minimize the overall distortion and avoid introduc-
ing visible artifacts. As a good overall choice, we recommend
the coefﬁcients corresponding to the middle frequencies. For
color images, embedding into the chrominance channels in-
troduces much less visible distortion than embedding into
the luminance component.
Below,we give a pseudo-code for lossless data embedding
in grayscale JPEG images.
Lossless data embedding in JPEG images (Method 1)
(1) Based on the JPEG quality factor, determine the set of
L pairs of indices (i1, j1), (i2, j2), . . . , (iL, jL), 0 ≤ il, jl ≤ 64,
corresponding to middle frequencies.
(2) Read the JPEGﬁle and use theHuffman decompressor
to obtain the values of quantized DCT coefﬁcients, Dk(i, j),
0 ≤ i, j ≤ 64, k = 1, . . . , b, where b is the total number of
blocks in the image.
(3) Seed a PRNG with a secret key and follow a random
non-intersecting walk through the set
S = {D1(i1, j1), . . . ,Db(i1, j1),D1(i2, j2), . . . ,
Db(i2, j2), . . . ,D1(iL, jL), . . . ,Db(iL, jL)}.
(13)
There are L× b elements in the set S.
(4) While following the random walk, run the adaptive
context-free lossless arithmetic compression algorithm for
the LSBs of the coefﬁcients from S (e.g., compress the set B of
LSBs). While compressing, check for the difference between
the length of the compressed bit-stream C and the number
of processed coefﬁcients. Once there is enough space to in-
sert the message, stop running the compression algorithm.
Denote the set of visited coefﬁcients as S1, S1 ⊆ S.
(5) Concatenate the compressed bit-stream C and the
message and insert the resulting bit-stream into the LSBs of
the coefﬁcients from S1. Huffman compress all DCT coef-
ﬁcients Dk(i, j) including the modiﬁed ones and store the
watermarked image as a JPEG ﬁle on a disk.
Message extraction and recovery of the original image
(Method 1)
(1) Based on the JPEG quality factor, determine the set
of L pairs of indices (i1, j1), (i2, j2), . . . , (iL, jL), 0 ≤ il, jl ≤
64.
(2) Read the JPEG ﬁle and use Huffman decompressor
to obtain the values of quantized DCT coefﬁcients, Dk(i, j),
0 ≤ i, j ≤ 64, k = 1, . . . , b.
(3) Seed the PRNG with the secret key and follow the
same random non-intersecting walk through the set
S = {D1(i1, j1), . . . ,Db(i1, j1),D1(i2, j2), . . . ,
Db(i2, j2), . . . ,D1(iL, jL), . . . ,Db(iL, jL)}.
(14)
(4) While following the random walk, run the context-
free lossless arithmetic decompression algorithm for the LSBs
of the coefﬁcients visited during the random walk. Once the
length of the decompressed bit-stream reaches b+ message
length (themessage length should be embedded in the header
of the message), stop Step (4).
(5) Separate the decompressed bit-stream into the LSBs
of visited DCT coefﬁcients and themessage. Replace the LSBs
of all visited coefﬁcients with the decompressed bit-stream to
obtain the original image.
The selection of the L DCT coefﬁcients can be adjusted
according to the quality factor tominimize the distortion and
other artifacts. For example, using L = 3 coefﬁcients (5,5),
(4,6), and (6,3) in a random fashion will contribute to the
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Figure 6: Three color test images P1, P2, and P3.
Table 2: Distortion for lossless embedding of 128 (4000) bits for
three test images P1, P2, P3, and different JPEG quality factors.
Test image Distortion (dB)
JPEG 90% JPEG 85% JPEG 75% JPEG 50%
P1 (512× 330)55.0 (42.0) 52.0 (38.8) 48.0 (34.6) 43.0 (28.8)
P2 (256× 256)50.5 (38.6) 47.8 (35.3) 44.0 (30.0) 37.6 (25.2)
P3 (878× 586)59.7 (46.4) 56.6 (43.3) 53.6 (39.2) 47.2 (33.4)
overall security of the scheme because the statistical artifacts
due to lossless authentication will be more difﬁcult to detect.
Table 2 shows the distortion measured using the PSNR.
For simplicity, in our experiments we used one ﬁxed DCT
coefﬁcient (6,6) and three color test images (see Figure 6).
The JPEG images were obtained by saving raw bitmaps as
JPEGs with four different quality factors in PaintShop Pro
4.12.
4.2. Method 2
The idea for the second method is quite simple. If, for a given
DCT coefﬁcient (i, j), the quantization factorQ(i, j) is even,
we could divide it by two andmultiply all coefﬁcientsDk(i, j)
by two without changing the visual appearance of the image
at all. Because now all Dk(i, j) are even, we can embed any
binary message into the LSBs of Dk(i, j) and this LSB em-
beddingwill be trivially invertible (the bias between zeros and
ones is inﬁnite).
If Q(i, j) is odd, we replace it with the closest integer
smaller or equal to (Q(i, j)/2) and multiply all Dk(i, j) by
two. In this case, we need to include a ﬂag to the message
telling us thatQ(i, j)was originally odd in order to be able to
reconstruct the original JPEG stream during message extrac-
tion. Because this method uses a non-standard quantization
table, the table must be included in the header of the au-
thenticated image. Because the table entryQ(i, j) will not be
compatible with the rest of the table, it will be easy to tell
whether or not a given JPEG image has been authenticated
by this method, that is, the method is steganographically ob-
vious.
One can imagine several other possible implementations
of the above idea. For example, we could replaceQ(i, j) with
a 1 instead of its half and multiply eachDk(i, j) withQ(i, j).
The original value of the quantization step Q(i, j) needs to
be embedded as well to be able to reconstruct the original
image. The message is again extracted from LSBs of the DCT
coefﬁcients. This version of the method will introduce very
small distortion because the DCT coefﬁcients used for em-
bedding have a quantization factor equal to 1. On the other
hand, the modiﬁed stream of quantized coefﬁcients will be
less compressible using theHuffman code thus worsening the
overall compression ratio.
In Table 3, we give the PSNR for a 128-bit long message,
three different images (P1, P2, and P3), four different quality
factors (25, 50, 75, and 98), three choices for the coefﬁcient
Dk(i, j) (DCT coefﬁcients (6,6), (5,4), and (4,2)), and three
color images. The numbers in parenthesis correspond to a
4000 bit message. Table 4 shows the ﬁle sizes before and after
embedding for the coefﬁcient (6,6).
5. APPLICATIONS
5.1. Lossless authentication
In practically all current authentication techniques based on
watermarking, the image is divided into two disjoint parts—
the essential part that carries the essence of the image and
the irrelevant part that will be used to hold the Message Au-
thentication Code (MAC) of the essential part. In the spatial
domain, the seven MSBs are frequently used as the essential
part, while the LSB plane is used to hold the MAC. In this
approach, we are essentially downgrading the image to a 7 bit
image and attaching the hash to the image into the space pro-
vided by the discarded LSB plane. Thus, irreversible loss of
information occurs (see Figure 7).
Lossless data embedding enables a much more elegant
approach that does not lead to any loss of information due
to authentication. We calculate the MAC from the whole im-
age X and insert the MAC using the new lossless embed-
ding method. The integrity veriﬁcation starts with extract-
ing the MAC from the watermarked (authenticated) image,
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Table 3: PSNR for embedding a 128-bit message and for a 4000-bit message (in parenthesis) for three test images, four quality factors, and
three different DCT coefﬁcients.
Method 2a Dk(i, j)→ Dk(i, j)/2 Method 2b Dk(i, j)→ 1
Image QF (6,6) (5,4) (4,2) (6,6) (5,4) (4,2)
50 49.3 (34.7) 46.5 (32.3) 49.2 (33.2) 66.6 (54.4) 66.2 (54.6) 66.6 (54.2)
P1 75 54.6 (40.4) 52.0 (38.0) 52.9 (39.1) 66.9 (55.0) 66.5 (55.2) 67.0 (54.8)
512× 330 85 58.0 (44.4) 55.6 (42.1) 57.0 (43.1) 66.5 (55.0) 66.0 (55.0) 66.6 (54.8)
90 60.4 (47.1) 58.6 (45.1) 58.7 (46.3) 66.9 (55.1) 66.7 (55.1) 67.0 (54.7)
50 43.7 (31.1) 40.8 (28.2) 43.2 (27.1) 62.0 (53.5) 61.8 (53.1) 62.0 (52.7)
P2 75 50.8 (37.1) 48.1 (34.3) 49.0 (32.9) 62.7 (53.5) 62.2 (53.0) 62.5 (52.5)
256× 256 85 54.1 (41.2) 51.5 (38.5) 53.1 (37.2) 62.3 (53.5) 61.8 (53.0) 62.5 (52.6)
90 56.0 (44.3) 54.0 (41.8) 54.7 (40.7) 62.5 (53.5) 62.3 (53.1) 62.2 (52.5)
50 53.6 (39.4) 50.7 (36.4) 53.3 (38.4) 70.8 (56.8) 70.3 (56.4) 70.6 (56.7)
P3 75 59.2 (44.8) 56.6 (42.0) 57.6 (44.2) 71.4 (57.8) 71.4 (57.4) 71.8 (57.7)
878× 586 85 62.7 (48.4) 60.3 (45.8) 61.7 (47.5) 71.4 (58.0) 70.6 (57.6) 71.2 (57.9)
90 64.9 (50.5) 63.0 (48.5) 61.7 (50.4) 71.7 (58.1) 71.5 (57.7) 71.6 (57.9)
Table 4: File sizes in bytes before and after embedding 128 bits. All
experiments were done with the DCT coefﬁcient (6,6).
Image QF Original Size Method 1 Method 2a Method 2b
P1
25 19,413 19,617 19,608 19,627
50 30,451 30,711 30,713 30,674
75 41,865 42,138 42,119 42,065
98 53,292 53,574 53,551 53,478
P2
25 7,969 8,181 8,169 8,172
50 11,782 11,997 11,990 11,948
75 15,818 16,025 16,019 15,986
98 19,839 20,060 20,045 20,008
P3
25 52,864 53,452 53,126 53,089
50 81,281 81,606 81,597 81,513
75 110,441 110,721 110,748 110,692
98 140,098 140,389 140,392 140,332
reconstructing the original image X, and comparing the ex-
tracted MAC with the MAC calculated from the recovered
original. If they match, we denote the image as authentic,
otherwise the image will be deemed tampered. Because the
MAC (hash) is a short bit-string consisting typically of 128
or 160 bits, the lossless authentication can be achieved using
FLSB ﬂipping formost images. The distortion introducedwith
this method is very low, with PSNR often exceeding 60 dB.
A secret key is used to select a random walk over the pixel
groups and also for encryption of the hash.
5.2. Steganalysis of LSB embedding
Capacity Cap can be used as a sensitive measure for detect-
ing image modiﬁcations, such as those due to data hiding or
steganography. In this paragraph, we outline an idea how to
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Figure 7: Current paradigm for authentication watermarks.
in grayscale images is relatively hard to detect for a num-
ber of reasons. The method based on pairs of values and
χ2-statistics as introduced by Westfeld [9] becomes only re-
liable when either the data is embedded in consecutive pix-
els, or when the message length is comparable to the image
size (in the case of embedding along a random walk). Their
method will not give reliable results even for secret messages
of size 50% of the pixel number. The RQP method [10] was
designed for color images and relies on pairs of close colors.
It becomes completely ineffective for grayscale images.
We note that even very noisy images with LSB planes
that do not show any structure or regularity have a non-
zero capacity Cap in the LSB plane. The most important
observation that enables reliable and very accurate detec-
tion of LSB embedding is the fact that the capacity for the
LSB ﬂipping decreases with increased message size embed-
ded in the LSB plane, while the capacity for the shifted LSB
ﬂipping (0,1 ↔ 2,3 ↔ 4, . . . ,253 ↔ 254,255) increases. By
embedding messages in the LSB plane into the image under
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inspection and observing the decrease in lossless capacity in
the LSB plane and increase in the shifted LSB plane, we can
accurately estimate the degree of randomization of the LSB
plane—the secret message length. Detailed exposition of this
idea can be found in our paper solely devoted to steganalysis
[11].
5.3. Distortion-free robust watermarking
Adistortion-free robustwatermark is a robustwatermark that
can be completely removed from the watermarked image if
no distortion occurred to it. For such a watermark, there is
no need to store both the original image and its watermarked
version because the original can be obtained from the wa-
termarked image. Storing only the watermarked version will
also give an attacker less space to mount an attack in case she
gets access to the computer system.
Spatial additive non-adaptive watermarking schemes in
which the watermarked image Xw is obtained by adding the
watermark pattern W (Key, Payload) to the original image X
are almost invertible except for the loss of information due to
truncation at the boundary of the dynamic range (i.e., at0 and
255 for grayscale images). We propose to not modify those
pixels that would over/underﬂow after watermark adding.
Assuming we have Y(i, j) = X(i, j)+W(i, j) for every pixel
(i, j):
X′w(i, j) = Y(i, j) if Y(i, j) ∈ [0,255],
X′w(i, j) = X(i, j) if Y(i, j) < 0,
X′w(i, j) = X(i, j) if Y(i, j) > 255.
(15)
In typical images, the set of such pixels will be relatively small
and the pixel’s locations could be compressed efﬁciently in
a lossless manner. This information along with watermark
strength and other parameters used for watermark construc-
tion is then embedded in the watermarked image X′w using
our lossless data embedding method.
If the resulting image is not modiﬁed, one can revert to
the exact original image because after reading the watermark
payload, we can generate the watermark pattern W and sub-
tract it from all pixels except for those whose indices were
recovered from the losslessly embedded data. Preliminary ex-
periments are encouraging and indicate that this approach
is, indeed, plausible. Further analysis of this idea will be the
subject of our future research.
6. CONCLUSIONS AND FUTURE DIRECTIONS
One common drawback of virtually all image data embed-
ding methods is the fact that the original image is inevitably
distorted by some small amount of noise due to data embed-
ding itself. This distortion typically cannot be removed com-
pletely due to quantization, bit-replacement, or truncation
at the grayscales 0 and 255. Although the distortion is often
quite small, it may not be acceptable for medical imagery (for
legal reasons) or for military images inspected under unusual
viewing conditions (after ﬁltering or extreme zoom). In this
paper, we introduced a general approach for high-capacity
data embedding that we call lossless in the sense that after the
embedded information is extracted from the watermarked
image, we can revert to the exact copy of the original image.
For uncompressed image formats, such as the BMP or
the TIFF format, we proposed the so-called RS method that
is a fragile high-capacity data embedding technique based
on embedding message bits in the status of groups of pixels.
The status can be obtained using a ﬂipping operation (a per-
mutation of grayscales) and a discrimination function. The
ﬂipping simulates an “invertible noise adding,” while the dis-
crimination function measures how the ﬂipping inﬂuences
the local smoothness of the ﬂipped group. The original sta-
tus of image groups is losslessly compressed and embedded
together with the message in the image. At the receiving end,
the message is read as well as the original compressed status
of the image. The knowledge of the original status is then
used to completely remove the distortion due to data embed-
ding. The method provides a high embedding capacity while
introducing a very small and invertible distortion.
We further described two different methods for lossless
data embedding for JPEG images. The ﬁrst method is based
on compression of LSBs of a selected quantized DCT coefﬁ-
cient from all blocks. The second method uses a special trick
to preprocess the image to allow trivially lossless data embed-
ding. It is based on manipulation of the quantization table.
Finally, we describe three important applications of the
lossless data embedding—lossless authentication of images,
detection of LSB steganography in images, and lossless robust
watermarking.
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